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Este trabalho apresenta uma abordagem sobre otimizac¸a˜o topolo´gica es-
trutural. Neste estudo, formula-se o problema de minimizac¸a˜o de massa com
restric¸a˜o de falha material local baseada em nı´veis de tensa˜o. Esta restric¸a˜o
e´ imposta utilizando uma abordagem baseada na te´cnica Lagrangiano Au-
mentado, onde as restric¸o˜es sa˜o incorporadas a` func¸a˜o objetivo atrave´s de
uma sequeˆncia de problemas de penalizac¸a˜o. A sequeˆncia de atualizac¸a˜o dos
paraˆmetros de Lagrange conduz, na convergeˆncia, a` satisfac¸a˜o das condic¸o˜es
de Karush-Kuhn-Tucker (KKT) do problema original. Para o controle da
topologia utiliza-se o me´todo level set, cuja fronteira e´ implicitamente repre-
sentada pelas curvas de nı´veis de uma func¸a˜o escalar, conhecida como func¸a˜o
level set. A sequeˆncia minimizante e´ obtida atualizando a fronteira segundo
uma direc¸a˜o de gradiente da func¸a˜o objetivo. Esta direc¸a˜o e´ obtida mediante
ana´lise de sensibilidade a` mudanc¸a de forma, fornecendo um campo de velo-
cidade que permite a atualizac¸a˜o da fronteira atrave´s da soluc¸a˜o do problema
de Hamilton-Jacobi, definida sobre um domı´nio de refereˆncia fixo. Va´rios
exemplos nume´ricos sa˜o apresentados a fim de verificar o comportamento da
metodologia proposta, incluindo exemplos nos quais as soluc¸o˜es analı´ticas
sa˜o conhecidas a priori.
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This work presents an approach to structural topology optimization. In
this study the problem of mass minimization is formulated under local mate-
rial failure constraint based on stress levels. This constraint is imposed using
an approach based on Augmented Lagrangian Method in such a way that the
constraints are incorporated into the objective function through a sequence of
penalty problems. The convergence of the updating sequence of the Lagrange
parameters corresponds to the satisfaction of the Karush-Kuhn-Tucker (KKT)
conditions of the original problem. The level set method is used to control the
domain topology whose boundary is represented implicitly by level curves
of a higher dimensional scalar function, known as level set function. The
minimizing sequence is achieved by updating the body boundary using a
gradient direction of the objective function. This is obtained through shape
sensitivity analysis, providing a velocity field that updates the boundary by
the solution of the Hamilton-Jacobi partial differential equation embedded
in a fixed domain. Several numerical examples are shown in order to verify
the behavior of the proposed methodology, including examples in which the
analytical solutions are known a priori.
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1 INTRODUC¸A˜O
A utilizac¸a˜o de me´todos de otimizac¸a˜o para o desenvolvimento de
projetos mais elaborados vem crescendo nos u´ltimos tempos e o seu campo
de aplicac¸o˜es ampliou-se com o desenvolvimento da tecnologia computa-
cional, permitindo o seu emprego em projetos estruturais complexos tais
como pontes, viadutos, componentes automotivos e aeroespaciais, entre ou-
tros. Basicamente, o processo de otimizac¸a˜o estrutural consiste em obter
o projeto de melhor desempenho, onde este projeto e´ avaliado atrave´s de
uma func¸a˜o custo (ou objetivo) definida a partir de um conjunto de varia´veis
que descrevem o sistema estrutural, denominadas varia´veis de projeto. As
te´cnicas de otimizac¸a˜o buscam determinar os extremos desta func¸a˜o (ma´ximo
ou mı´nimo) dentro de uma regia˜o via´vel. Este espac¸o de projeto reu´ne os
pontos que atendem as restric¸o˜es do problema, geralmente classificadas em
restric¸o˜es de igualdade ou desigualdade. A soluc¸a˜o deste problema fornece a
geometria o´tima do domı´nio de definic¸a˜o do problema, ou seja, determina-se
a configurac¸a˜o do corpo que satisfaz as restric¸o˜es, minimizando ou maximi-
zando a func¸a˜o custo.
Geralmente, a otimizac¸a˜o estrutural pode ser agrupada em treˆs cate-
gorias principais: parame´trica, de forma e topolo´gica. Na otimizac¸a˜o pa-
rame´trica, as varia´veis de projeto sa˜o definidas por paraˆmetros do material
(mo´dulo de elasticidade, coeficiente de Poisson, tensa˜o de escoamento, densi-
dade, etc.) e/ou geome´tricos (altura, espessura, largura, momento de ine´rcia,
etc.), sem alterar o domı´nio geome´trico onde o problema e´ definido. Ja´ na
otimizac¸a˜o de forma, o domı´nio e´ alterado atrave´s de mudanc¸as na fronteira
do domı´nio, e portanto de sua forma geome´trica mas preservando a topolo-
gia. O controle da fronteira do domı´nio, tendo o domı´nio como varia´vel de
projeto, e´ dado atrave´s da ana´lise de sensibilidade a` mudanc¸a de forma que
utiliza conceitos ba´sicos da mecaˆnica do contı´nuo. No caso de estruturas
discretas (tipicamente estruturas trelic¸adas ou po´rticos) busca-se a soluc¸a˜o
o´tima atrave´s da modificac¸a˜o das coordenadas nodais. Ja´ em estruturas
contı´nuas (placas, cascas, so´lidos), a forma e´ usualmente definida e modifi-
cada atrave´s de varia´veis de controle geome´trico tais como pontos de controle
de B-splines, raios, tangentes, etc. O processo de otimizac¸a˜o de forma e´ es-
quematizado na Fig. (1.1). Na otimizac¸a˜o topolo´gica, o domı´nio geome´trico
e´ controlado atrave´s de modificac¸o˜es na topologia, isto e´, em todo o domı´nio
da estrutura. Em estruturas discretas, a otimizac¸a˜o topolo´gica corresponde a
determinar, por exemplo, o nu´mero total de barras, suas respectivas conec-
tividades e suas propriedades geome´tricas. No caso de estruturas contı´nuas,
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Figura 1.1: Otimizac¸a˜o de forma.
Figura 1.2: Otimizac¸a˜o topolo´gica.
busca-se determinar a existeˆncia ou na˜o de material no domı´nio, seus res-
pectivos formatos e a conectividade entre os domı´nios. E´ possı´vel obter a
configurac¸a˜o desejada mesmo partindo-se de uma morfologia inicial distante
da o´tima. Esta caracterı´stica e´ representada esquematicamente na Fig. (1.2),
onde e´ mostrado como exemplo um processo de otimizac¸a˜o topolo´gica.
Os me´todos de otimizac¸a˜o topolo´gica podem ser classificados em dois
grupos (ESCHENAUER; OLHOFF, 2001):
 Aproximac¸a˜o por microestrutura (material): O processo de otimizac¸a˜o
topolo´gica e´ baseado no estabelecimento de uma relac¸a˜o entre a rigidez
e a densidade associada ao domı´nio, que pode admitir valores entre 0
(vazio) e 1 (material so´lido), sendo os valores intermedia´rios corres-
pondentes a um material poroso. Os algoritmos baseados em micro-
estruturas propo˜em encontrar a melhor disposic¸a˜o do material, de ma-
neira a minimizar ou maximizar a func¸a˜o custo. Como exemplos citam-
se: Material Isotro´pico com Penalizac¸a˜o (SIMP), Homogeneizac¸a˜o de
Microestruturas, entre outros.
 Aproximac¸a˜o por macroestrutura (geome´trica): Neste caso a topologia
da estrutura e´ modificada atrave´s da inserc¸a˜o de furos no domı´nio. En-
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tre os me´todos existentes pode-se citar: me´todos baseados na inserc¸a˜o
de furos em sistemas contı´nuos tais como Derivada Topolo´gica e Bub-
ble Method, e baseados na inserc¸a˜o de furos em sistemas discretiza-
dos, tais como Algoritmos Evoluciona´rios (ESO). O me´todo level set
tambe´m pode ser citado nesta classificac¸a˜o.
A abordagem de otimizac¸a˜o topolo´gica usando o me´todo SIMP, ini-
cialmente proposta por Bendsøe e Kikuchi (1988), surgiu como uma forma
simples de introduzir um material com propriedades intermedia´rias similares
a`s obtidas utilizando microestruturas e te´cnicas de homogeneizac¸a˜o. Este ma-
terial intermedia´rio e´ usado apenas como artifı´cio matema´tico para se deter-
minar quais regio˜es devem possuir material (r = 1) e quais devem ser vazias
(r = 0), variando r entre estes dois limites. Neste me´todo, o comportamento
constitutivo do material intermedia´rio e´ definido por uma func¸a˜o parame´trica
r , associada com a densidade do material, utilizada para a determinac¸a˜o do
tensor constitutivo como C = r pC, onde p corresponde a um paraˆmetro de
penalizac¸a˜o das densidades intermedia´rias (BENDSØE, 1989).
O me´todo ESO (Evolutionary Structural Optimization), desenvol-
vido por Xie e Steven (1993), consiste em uma maneira simples de impor
modificac¸o˜es na topologia mediante uma heurı´stica de remoc¸a˜o gradual dos
elementos finitos da malha associados a regio˜es sub-utlizadas e na adic¸a˜o de
material nas regio˜es super-utilizadas do ponto de vista da func¸a˜o objetivo, ou
seja, o quanto cada regia˜o do domı´nio contribui para o desempenho. Embora
os fundamentos do me´todo ESO sejam extremamente simples, a heurı´stica
imposta no processo na˜o necessariamente conduz a` condic¸a˜o de mı´nimo
mesmo satisfazendo as restric¸o˜es do problema (TANSKANEN, 2002).
A outra forma possı´vel para resolver o problema de otimizac¸a˜o to-
polo´gica consiste em utilizar a informac¸a˜o da Derivada Topolo´gica. Esta
derivada pode ser definida como a sensibilidade da func¸a˜o custo quando se
introduz uma inclusa˜o (vazio, material diferente) no domı´nio contı´nuo. Estas
incluso˜es podem representar, por exemplo, canais de resfriamento, isolamen-
tos te´rmico ou ele´trico, incrustac¸o˜es, zonas plastificadas, trincas (nucleac¸a˜o
e propagac¸a˜o), etc., o que ira´ depender das condic¸o˜es de contorno impos-
tas sobre as fronteiras das cavidades criadas ou atrave´s de suas propriedades
materiais.
Como outra alternativa para resolver problemas de otimizac¸a˜o estrutu-
ral cita-se o me´todo level set, o qual sera´ utilizado neste trabalho. Este me´todo
consiste na representac¸a˜o da fronteira do corpo atrave´s da curva de nı´vel zero
de uma func¸a˜o escalar definida sobre o domı´nio do problema. Esta fronteira
e´ movimentada de modo a minimizar uma determinada func¸a˜o objetivo.
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1.1 Revisa˜o bibliogra´fica
A otimizac¸a˜o topolo´gica de estruturas contı´nuas tornou-se um to´pico
de pesquisa importante nas u´ltimas de´cadas, com diferentes objetivos de pro-
jeto a fim de solucionar um determinado tipo de problema. De forma geral,
existem na literatura duas abordagens para tratar problemas de otimizac¸a˜o
envolvendo os esforc¸os de uma estrutura. A primeira abordagem diz respeito
a` tensa˜o como func¸a˜o objetivo do problema de otimizac¸a˜o e tem o volume
de material como restric¸a˜o e, a segunda trata a tensa˜o como restric¸a˜o do pro-
blema e tem o volume de material como func¸a˜o objetivo. O presente trabalho
tratara´ de problemas referentes a esta u´ltima abordagem.
Um dos crite´rios mais utilizados em problemas de otimizac¸a˜o to-
polo´gica estrutural e´ a minimizac¸a˜o da energia interna de deformac¸a˜o
com restric¸a˜o sobre o volume ou tambe´m conhecido como problema de
minimizac¸a˜o da flexibilidade (compliance). Uma breve busca na literatura
mostra que o problema de otimizac¸a˜o topolo´gica considerando restric¸o˜es de
falha local possui uma menor quantidade de publicac¸o˜es do que o cla´ssico
compliance. Uma das principais razo˜es para isto e´ a dificuldade introduzida
pelas restric¸o˜es locais, devido ao grande nu´mero de restric¸o˜es necessa´rias e
o conhecido Fenoˆmeno da Singularidade de Tenso˜es (CHENG; JIANG, 1992;
CHENG; GUO, 1997). Os primeiros trabalhos a abordar este fenoˆmeno foram
desenvolvidos por Sved e Ginos (1968), Kirsch (1990) e Cheng e Guo
(1997). A principal contribuic¸a˜o do u´ltimo trabalho e´ a incorporac¸a˜o de
um fator de regularizac¸a˜o no problema, permitindo o uso de algoritmos de
programac¸a˜o matema´tica. A extensa˜o dessas ide´ias para estruturas contı´nuas
incorporando restric¸o˜es locais de tensa˜o e´ encontrado em Duysinx e Bendsøe
(1998), do qual utiliza o me´todo SIMP (Solid Isotropic Microstructure with
Penalization).
Devido a`s dificuldades inerentes a`s formulac¸o˜es de otimizac¸a˜o to-
polo´gica considerando restric¸o˜es de tensa˜o em meios contı´nuos, algumas
abordagens foram desenvolvidas a fim de evitar tais problemas. Entre estas,
destacam-se a aplicac¸a˜o de me´todos heurı´sticos, probabilı´sticos e tradicio-
nais. Dentre os me´todos heurı´sticos, existe o me´todo evoluciona´rio (ESO)
de otimizac¸a˜o estrutural, que foi proposto como uma alternativa simplifi-
cada em relac¸a˜o aos me´todos tradicionais (STEVEN; LI; XIE, 2002).A princi-
pal vantagem dos me´todos heurı´sticos em problemas envolvendo a avaliac¸a˜o
das tenso˜es e´ a possibilidade de evitar-se o Fenoˆmeno da Singularidade
de Tenso˜es. Pore´m, devido ao fato desses me´todos basearem-se em regras
empı´ricas para a atualizac¸a˜o das varia´veis, eles na˜o garantem a obtenc¸a˜o de
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uma soluc¸a˜o o´tima. Dentre os me´todos probabilı´sticos, o me´todo de Simula-
ted Annealing (recozimento simulado) foi utilizado por Shim e Manoochehri
(1997) para a soluc¸a˜o do problema de minimizac¸a˜o do volume com restric¸a˜o
local de tensa˜o mecaˆnica. Por fim, os me´todos tradicionais de otimizac¸a˜o
sa˜o aqueles baseados nas informac¸o˜es dos gradientes e sa˜o utilizados na
maior parte da literatura e tambe´m neste trabalho. Dentro deste contexto,
pode ser citado o trabalho de Pereira, Fancello e Barcellos (2004) que uti-
liza uma abordagem semelhante a Duysinx e Bendsøe (1998), combinando
uma penalizac¸a˜o do tipo Lagrangiano aumentado para as restric¸o˜es de tensa˜o
e ana´lise de sensibilidade, obtendo resultados bastante satisfato´rios. Ape-
sar das diferentes abordagens utilizadas para tratar a tensa˜o, muitos estudos
(DUYSINX; BENDSØE, 1998; PEREIRA; FANCELLO; BARCELLOS, 2004; PARI´S et
al., 2009) empregam o me´todo da homogeneizac¸a˜o (incluindo SIMP) para
relaxar o problema de otimizac¸a˜o topolo´gica, usando o conceito de mate-
riais intermedia´rios (BENDSØE, 1989). Recentemente, bons resultados fo-
ram obtidos em Farias, Cardoso e Mun˜oz-Rojas (2011) para problemas de
otimizac¸a˜o topolo´gica com restric¸a˜o de tensa˜o (global) utilizando o me´todo
SIMP e te´cnicas de recuperac¸a˜o de tensa˜o patch superconvergente.
Na introduc¸a˜o deste capı´tulo foi visto que, diante das diversas formas
de abordar um problema de otimizac¸a˜o topolo´gica, o me´todo SIMP esta´ rela-
cionado a` distribuic¸a˜o do material no domı´nio (microestrutura), e os me´todos
baseados no controle da fronteira do domı´nio (macroestrutura) podem ser
classificados em dois tipos: explı´citos, citando a cla´ssica otimizac¸a˜o de forma
e implı´citos, tendo como exemplo o me´todo level set.
A otimizac¸a˜o de forma tem sido um me´todo de grande importaˆncia
para o projeto estrutural (SOKOLOWSKI; ZOLE´SIO, 1992), onde a fronteira e´
controlada diretamente (explicitamente), por exemplo, utilizando func¸o˜es do
tipo B-spline. Esta fronteira e´ perturbada com informac¸o˜es da ana´lise de sen-
sibilidade a` mudanc¸a de forma, que tem suas bases matema´ticas bem postas
(SOKOLOWSKI; ZOLE´SIO, 1992). O inconveniente da otimizac¸a˜o de forma e´ de
permitir apenas mudanc¸as na fronteira da configurac¸a˜o original mantendo a
topologia fixa, exigindo hipo´teses pre´vias sobre a topologia do domı´nio em
estudo, o que a torna restritiva em muitas aplicac¸o˜es. Uma forma possı´vel
para alterar tanto a forma quanto a topologia pode ser obtida atrave´s do Bub-
ble Method (ESCHENAUER; KOBELEV; SCHUMACHER, 1994) ou da Derivada To-
polo´gica (SOKOLOWSKI; ZOCHOWSKI, 1999; NOVOTNY; FEIJO´O; TAROCO, 2002;
NOVOTNY, 2003), que sa˜o me´todos baseados na mudanc¸a da topologia atrave´s
da incorporac¸a˜o de incluso˜es no domı´nio contı´nuo.
O me´todo level set foi originalmente introduzido com o objetivo de
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rastrear o processo de evoluc¸a˜o de fronteiras (OSHER; SETHIAN, 1988) e possui
uma vasta gama de aplicac¸o˜es, incluindo a mecaˆnica dos fluidos, combusta˜o,
visa˜o computacional, processamento de imagens, cieˆncia dos materiais e as-
sim por diante (SETHIAN, 1999; SAPIRO, 2001; OSHER; FEDKIW, 2002). Este
me´todo e´ definido como implı´cito pois esta´ sedimentado na seguinte ide´ia
ba´sica: “representar implicitamente uma determinada curva (ou superfı´cie)
como a curva de nı´vel zero de uma func¸a˜o de maior dimensa˜o, esta curva (ou
superfı´cie) se deforma em uma certa direc¸a˜o desejada via evoluc¸a˜o da func¸a˜o
conhecida como func¸a˜o level set” (SETHIAN, 1999).
Sethian e Wiegmann (2000) esta˜o entre os primeiros pesquisadores a
introduzir o me´todo level set na a´rea de otimizac¸a˜o estrutural, onde as ve-
locidades responsa´veis pelas mudanc¸as na topologia dependem das tenso˜es
equivalentes ao longo da fronteira. No trabalho de Wang, Wang e Guo (2003)
foi definida a velocidade na fronteira atrave´s da relac¸a˜o entre o me´todo level
set (SETHIAN, 1999) e a ana´lise de sensibilidade a` mudanc¸a de forma com o
problema definido num domı´nio fixo. Independentemente, Allaire, Jouve e
Toader (2004) propuseram um me´todo level set semelhante para otimizac¸a˜o
topolo´gica onde a velocidade da fronteira foi obtida a partir da ana´lise de sen-
sibilidade a` mudanc¸a de forma com transformac¸a˜o do domı´nio (SOKOLOWSKI;
ZOLE´SIO, 1992), e a movimentac¸a˜o da fronteira se da´ atrave´s da soluc¸a˜o da
equac¸a˜o diferencial parcial de Hamilton-Jacobi. O me´todo level set estabe-
lecido nos trabalhos de Wang, Wang e Guo (2003) e Allaire, Jouve e To-
ader (2004) e´ aplicado a diversos problemas de otimizac¸a˜o de forma com
modificac¸o˜es na topologia do domı´nio, obtendo resultados que satisfazem as
condic¸o˜es do problema e apresentam topologia final semelhantes a`quelas ob-
tidas atrave´s de outros me´todos. Pore´m, ainda existem algumas desvantagens:
a soluc¸a˜o do problema de otimizac¸a˜o (topologia o´tima) esta´ fortemente asso-
ciada ao nu´mero de furos definidos no domı´nio inicial e em problemas 2D
na˜o permite a criac¸a˜o de novos furos no domı´nio. Ale´m disto, o passo de
tempo na soluc¸a˜o do problema de Hamilton-Jacobi deve ser pequeno o sufici-
ente para satisfazer a uma determinada condic¸a˜o CFL, necessitando de muitas
iterac¸o˜es no processo de otimizac¸a˜o, assim como a necessidade perio´dica de
reinicializac¸a˜o da func¸a˜o como uma func¸a˜o distaˆncia com sinal.
Para permitir a introduc¸a˜o de novos furos (nucleac¸a˜o), o me´todo da
derivada topolo´gica (HE; KAO; OSHER, 2007) foi integrado ao me´todo level
set para permitir nucleac¸a˜o no domı´nio. A noc¸a˜o de derivada topolo´gica
foi inicialmente introduzida por Sokolowski e Zochowski (1999) para me-
dir a influeˆncia da nucleac¸a˜o de pequenos orifı´cios no interior do domı´nio de
definic¸a˜o do problema. Novotny, Feijo´o e Taroco (2002) propuseram uma
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definic¸a˜o alternativa para a Derivada Topolo´gica, estabelecendo uma relac¸a˜o
entre a Derivada Topolo´gica e a ana´lise de sensibilidade a` mudanc¸a de forma
(HAUG; CHOI; KOMKOV, 1986; SOKOLOWSKI; ZOLE´SIO, 1992). Recentemente,
no trabalho de Amstutz e Novotny (2010) foi utilizada a derivada topolo´gica
para problemas com restric¸o˜es locais de tensa˜o, obtendo resultados bastante
satisfato´rios. Ainda, Novotny e Campea˜o (2011) apresentaram um algoritmo
de otimizac¸a˜o baseado na derivada topolo´gica juntamente com um me´todo de
representac¸a˜o do domı´nio atrave´s do level set para problemas topolo´gicos de
minimizac¸a˜o da flexibilidade em placas de Kirchhoff.
Com o intuito de reduzir o custo computacional devido a` condic¸a˜o
CFL, va´rios me´todos level set alternativos teˆm sido desenvolvidos sem resol-
ver diretamente a equac¸a˜o de Hamilton-Jacobi, tais como Belytschko, Xiao
e Parimi (2003), que utilizaram o level set para otimizac¸a˜o topolo´gica com
func¸a˜o implı´cita e regularizac¸a˜o, onde apenas os valores nodais da func¸a˜o le-
vel set na curva de nı´vel zero sa˜o atualizados (narrow band). No trabalho de
Wang et al. (2007) foi proposta uma abordagem para otimizac¸a˜o topolo´gica
com a introduc¸a˜o das func¸o˜es base radiais (RBFs) utilizadas para construir
a func¸a˜o level set. Tambe´m existem abordagens para tratar o me´todo level
set tradicional (WANG, 2004; WANG; WANG; GUO, 2004) em otimizac¸a˜o to-
polo´gica no que diz respeito a`s te´cnicas nume´ricas para resolver a equac¸a˜o de
Hamilton-Jacobi. Xia et al. (2006) introduziram um esquema semi-Lagrange
para resolver a equac¸a˜o level set, comparando os resultados obtidos com os
tradicionais esquemas cla´ssicos upwind de diferenc¸as finitas (SETHIAN, 1999).
Em Luo et al. (2008) e´ proposto um esquema semi-implı´cito para resolver a
equac¸a˜o de Hamilton-Jacobi, onde a te´cnica proposta na˜o necessita restrin-
gir o passo de tempo, na˜o sendo necessa´rio reinicializar a func¸a˜o level set e
permite criar novos furos no domı´nio.
E´ possı´vel encontrar na literatura co´digos disponı´veis livremente para
otimizac¸a˜o topolo´gica utilizando o me´todo level set. Um deles pode ser en-
contrado em Allaire et al. (2008), na qual usa o software livre FreeFem++.
Outros dois co´digos escritos em Matlab sa˜o encontrados em Wang, Chen e
Xia (2005) e no trabalho de Challis (2010).
Os primeiros trabalhos usando o me´todo level set tradicional em pro-
blemas de otimizac¸a˜o topolo´gica com minimizac¸a˜o de massa e restric¸a˜o de
tensa˜o esta˜o em Xia, Shi e Wang (2010), onde as restric¸o˜es de tenso˜es sa˜o
agregadas numa u´nica restric¸a˜o global equivalente e, em Guo, Zhang e Wang
(2010) e´ proposta uma formulac¸a˜o regularizada para as tenso˜es para resolver
este tipo de problema.
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1.2 Motivac¸a˜o e apresentac¸a˜o do trabalho
O nı´vel de tensa˜o mecaˆnica e´ um fator de grande importaˆncia a ser
considerado na maioria dos projetos estruturais e de componentes mecaˆnicos.
A utilizac¸a˜o de uma abordagem racional para o projeto de estruturas usando
te´cnicas de otimizac¸a˜o, e´ um to´pico que tem atraı´do a comunidade cientı´fica
ha´ va´rios anos. Em particular, os me´todos de otimizac¸a˜o considerando
restric¸a˜o de tensa˜o e´ um tema que tem sido classificado como fronteira do
conhecimento na aplicac¸a˜o dos me´todos e deve ser tratado devido a sua
grande aplicac¸a˜o na indu´stria. Apesar disto, os problemas de otimizac¸a˜o
estrutural considerando restric¸o˜es de falha material ainda sa˜o um assunto
menos frequente na literatura.
Neste trabalho, portanto, e´ proposta uma abordagem para o problema
de otimizac¸a˜o topolo´gica de minimizac¸a˜o de massa com restric¸a˜o de tensa˜o
a nı´vel local em sistemas contı´nuos. O problema e´ formulado e implemen-
tado usando o me´todo level set e, atrave´s de informac¸o˜es da ana´lise de sen-
sibilidade, o movimento da fronteira e´ obtido pela resoluc¸a˜o da equac¸a˜o de
Hamilton-Jacobi. Os resultados desta abordagem sera˜o mostrados mediante
exemplos de aplicac¸o˜es de engenharia.
Assim sendo, no Capı´tulo 2 apresenta-se o me´todo level set propri-
amente dito, bem como a formulac¸a˜o do problema proposto em termos da
func¸a˜o level set e a utilizac¸a˜o da te´cnica Lagrangiano Aumentado como forma
de incorporar as restric¸o˜es sobre as tenso˜es ao funcional objetivo (massa). A
partir da ana´lise de sensibilidade deste funcional, e´ proposto um campo de ve-
locidade para o problema de Hamilton-Jacobi a fim de gerar uma sequeˆncia
minimizante do problema de otimizac¸a˜o estrutural. Ainda sa˜o tratadas as
questo˜es para relaxac¸a˜o do problema e regularizac¸a˜o do perı´metro comumen-
tes usadas na literatura.
Apo´s a apresentac¸a˜o da formulac¸a˜o do problema, o Capı´tulo 3 expo˜e
aspectos de implementac¸a˜o nume´rica, tanto as questo˜es de evoluc¸a˜o da
equac¸a˜o level set quanto a forma de aproximar o campo de deslocamentos
atrave´s do Me´todo de Elemento Finitos. Tambe´m e´ apresentado o algoritmo
de otimizac¸a˜o usando o me´todo Lagrangiano Aumentado.
O Capı´tulo 4 apresenta os resultados nume´ricos do problema de
otimizac¸a˜o topolo´gica com objetivo de verificac¸a˜o e validac¸a˜o da metodo-
logia proposta para Estado Plano de Tensa˜o. Finalmente, no Capı´tulo 5
sa˜o feitas algumas considerac¸o˜es finais sobre o trabalho com propostas de
possı´veis melhorias dos resultados como sugesta˜o para trabalhos futuros.
2 PROBLEMA DE MI´NIMA MASSA COM RESTRIC¸A˜O EM FA-
LHA LOCAL
Neste capı´tulo apresenta-se a formulac¸a˜o do problema de otimizac¸a˜o
para minimizac¸a˜o da massa com restric¸o˜es locais sobre o crite´rio de falha
material. Propo˜e-se incorporar esta restric¸a˜o ao funcional objetivo atrave´s
da te´cnica Lagrangiano Aumentado. A ana´lise de sensibilidade do problema
permite a determinac¸a˜o de um campo de velocidades normais a` fronteira que
e´ utilizado junto ao me´todo level set para gerar uma sequeˆncia minimizante
do problema de otimizac¸a˜o estrutural.
2.1 Formulac¸a˜o do problema
Seja W um domı´nio limitado em Ân (n= 2;3) com fronteira ¶W ocu-
pado por um material isotro´pico, homogeˆneo e ela´stico linear. Considera-se
que a fronteira de W seja suficientemente suave e composta por treˆs partes
distintas:
¶W= G= GD[GN [GH ;
sendo GD a parte de ¶W onde esta˜o impostas as condic¸o˜es de contorno de
Dirichlet, GN a parte submetida a um carregamento de superfı´cie t e GH
a regia˜o onde sa˜o consideradas as condic¸o˜es de contorno de Neumann ho-
mogeˆneas, tambe´m conhecida como “traction-free” (regia˜o onde na˜o sa˜o
aplicadas tenso˜es). Considera-se que a parcela da fronteira GH e´ a u´nica parte
que se movimenta durante o processo de otimizac¸a˜o. Considera-se tambe´m
Figura 2.1: Representac¸a˜o geome´trica de um domı´nio composto de so´lido,
vazio e condic¸o˜es de contorno.
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que todas as formas admissı´veis de W esta˜o contidas em um domı´nio de re-
fereˆncia fixo D. Esta representac¸a˜o geome´trica pode ser visualizada na Fig.
(2.1).
Admitindo hipo´teses cinema´ticas restritas ao caso de pequenos deslo-
camentos e deformac¸o˜es, obte´m-se um problema de elasticidade linear defi-
nido sobre o domı´nio W para representar o comportamento do corpo. Deste
modo, um conjunto de equac¸o˜es constitutivas, cinema´ticas e de equilı´brio re-
lacionam o tensor constitutivo do material C, o tensor de tenso˜es s , o tensor
de deformac¸o˜es e , o vetor forc¸a de corpo uniformemente distribuı´da sobre o
domı´nio b e o vetor de deslocamentos u da seguinte forma:
s = Ce ;
e = Ñsu=
1
2
 
Ñu+ÑTu

; (2.1)
div(s )+b= 0 8x 2W;
no qual o tensor isotro´pico de elasticidade linear C e´ dado por
C=
E
1+n
(II+
n
1 2n I
 I); (2.2)
onde E e´ o mo´dulo de elasticidade, n o coeficiente de Poisson e I e II corres-
pondem ao tensor identidade de segunda e quarta ordem, respectivamente.
As condic¸o˜es de contorno tambe´m sa˜o definidas:
sn= t 8x 2 GN ;
sn= 0 8x 2 GH ; (2.3)
u= u¯ 8x 2 GD:
Esta forma de apresentar o problema em termos das equac¸o˜es diferen-
ciais parciais e´ conhecida como a forma forte, onde objetiva-se encontrar um
campo de deslocamentos u que satisfac¸a a equac¸a˜o de estado, bem como as
condic¸o˜es de contorno do problema em todos os pontos de W. Outra forma
de apresentar este problema e´ escreveˆ-lo mediante formulac¸o˜es variacionais
(forma fraca). Para isto, aplica-se o Me´todo dos Resı´duos Ponderados a`s Eqs.
(2.1)-(2.3) e obte´m-se o cla´ssico problema variacional:
Encontrar u 2U tal que:
a(u;v) = l(v) 8v 2V; (2.4)
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onde a(; ) : U V !Â e´ uma forma bilinear sime´trica representando o tra-
balho realizado pelas forc¸as internas e l() : V !Â e´ um operador funcional
linear associado aos carregamentos externos. Estas formas variacionais sa˜o
definidas como:
a(u;v) =
Z
W
Ce (u)  e (v)dW, (2.5)
l(v) =
Z
W
b vdW+
Z
GN
t vd¶W. (2.6)
O espac¸o das func¸o˜es e das variac¸o˜es admissı´veis sa˜o definidos, respectiva-
mente, como
U :=

u 2 H1(W) : u= u¯ em GD
	
e
V :=

v 2 H1(W) : v= 0 em GD
	
,
sendo u¯ o vetor deslocamento prescrito sobre a fronteira GD. Neste caso,
H1(W) denota o espac¸o de func¸o˜es de Hilbert de primeira ordem, definido
sobre o domı´nio W.
Com estas considerac¸o˜es, o problema de otimizac¸a˜o estrutural
de minimizac¸a˜o de massa com restric¸o˜es de crite´rio de falha material e
satisfac¸a˜o da equac¸a˜o de estado, pode ser escrito, em sua forma inicial,
como:
Problema P1:
Minimizar
W
m(u) =
Z
W
rdW
sujeito a:

a(u;v)  l(v) = 0, 8v 2V ,
g(u) 0, 8x 2W.
(2.7)
onde r e´ a densidade do material e g(u) representa a func¸a˜o de falha.
2.2 Ana´lise de sensibilidade a` mudanc¸a de forma
Existe uma grande relac¸a˜o entre a a´rea de otimizac¸a˜o e a de ana´lise
de sensibilidade. Em todo problema de otimizac¸a˜o busca-se passar de um
estado inicial das varia´veis para um novo estado denominado “o´timo”. Na-
turalmente, precisa-se conhecer em que “direc¸a˜o” produzir as modificac¸o˜es
de forma a melhorar a condic¸a˜o atual, isto e´, precisa-se conhecer a sensibi-
lidade do problema a`s varia´veis que o controlam. De forma geral, a ana´lise
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de sensibilidade consiste em obter as derivadas da func¸a˜o custo, restric¸o˜es e
equac¸a˜o de estado em relac¸a˜o a um nu´mero finito de paraˆmetros que contro-
lam o comportamento do sistema, chamados de varia´veis de projeto. Estas
varia´veis de projeto podem representar as propriedades constitutivas, carac-
terı´sticas geome´tricas, o pro´prio sistema de ac¸o˜es externas, etc.
A ana´lise de sensibilidade a` mudanc¸a de forma (ou derivada de forma)
consiste em tomar o pro´prio domı´nio W como varia´vel de projeto. A grande
maioria dos modelos associados a problemas mecaˆnicos esta˜o formulados
atrave´s de expresso˜es diferenciais va´lidas ponto a ponto num domı´nio espa-
cialW ou, generalizando estes casos, por expresso˜es integrais sobreW. Nestes
u´ltimos casos, perturbac¸o˜es no domı´nio produzem alterac¸o˜es tanto nos termos
integrandos quanto no pro´prio domı´nio de integrac¸a˜o. A ana´lise de sensibili-
dade a` mudanc¸a do domı´nio consiste na determinac¸a˜o da variac¸a˜o da resposta
do problema devido a alterac¸o˜es na configurac¸a˜o espacial W (MURAT; SIMON,
1976; HAUG; CHOI; KOMKOV, 1986; SOKOLOWSKI; ZOLE´SIO, 1992).
Uma das te´cnicas mais utilizadas para formalizar uma perturbac¸a˜o
domı´nio consiste em definir um mapeamento a partir da configurac¸a˜o de re-
fereˆncia W:
xt = x+ tv(x) ou
Wt = (I+ tv)W.
(2.8)
Neste mapeamento do domı´nio, transformac¸a˜o usual na mecaˆnica do
contı´nuo (GURTIN, 1981), Wt e´ a configurac¸a˜o mapeada, I representa o tensor
identidade, t e´ a amplitude da transformac¸a˜o e v a direc¸a˜o de mudanc¸a, aqui
denotado como “velocidade”.
E´ importante notar em (2.8) que o mapeamento proposto e´ aplicado a
todos os pontos x de W. Entretanto e´ possı´vel demonstrar que as variac¸o˜es de
forma sa˜o relacionadas apenas com a componente normal do campo de velo-
cidade na fronteira vn= v n, onde n corresponde ao vetor unita´rio normal a`
fronteira (SAPIRO, 2001). Assim, pode-se argumentar que, se o mapeamento
(2.8) conduz a mudanc¸as de W para valores vn 6= 0, a condic¸a˜o de otimali-
dade (W o´timo) estara´ associada a uma velocidade normal nula na fronteira
(SOKOLOWSKI; ZOLE´SIO, 1992). Em geral, e´ necessa´rio que
vn(x) = 0, 8x 2 GH , (2.9)
ou seja, em todos os pontos da fronteira GH da estrutura o´tima.
Nos me´todos de otimizac¸a˜o de forma baseados na evoluc¸a˜o de curvas,
a fronteira e´ definida explicitamente por um conjunto de varia´veis de projeto
(parametrizac¸a˜o) que controlam diretamente o movimento da curva. Nesta
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representac¸a˜o, a mudanc¸a na forma do corpo pode ser produzida apenas se a
conectividade das fronteiras na˜o sa˜o alteradas, ou seja, apenas uma estrutura
de topologia fixa pode ser otimizada. Mudanc¸as na topologia de uma estru-
tura significa que a fronteira pode se dividir para formar mu´ltiplas fronteiras
ou vazios no interior do domı´nio, alterando a conectividade das fronteiras.
Como uma alternativa para superar esta limitac¸a˜o, o me´todo level set foi pro-
posto para otimizac¸a˜o topolo´gica. Ao contra´rio de controlar explicitamente a
fronteira, o me´todo level set representa a fronteira do corpo de forma implı´cita
atrave´s de uma func¸a˜o f , como e´ visto na pro´xima sec¸a˜o.
2.3 O me´todo level set
O me´todo level set utilizado para representar o movimento de frontei-
ras foi introduzido por Osher e Sethian (OSHER; SETHIAN, 1988). O me´todo
parte da ide´ia ba´sica de relacionar a fronteira ¶W de W com a curva de nı´vel
de uma func¸a˜o portadora de dimensa˜o mais elevada f (frequentemente men-
cionada tambe´m como func¸a˜o level set), definida sobre um domı´nio de re-
fereˆncia D que conte´m W (Fig. 2.2). Variac¸o˜es em f produzem variac¸o˜es nas
suas curvas de nı´vel e, portanto, na fronteira ¶W (SETHIAN, 1999).
Figura 2.2: Descric¸a˜o level set de um domı´nio 2D. (a) Representac¸a˜o do
domı´nio. (b) Modelo level set. (LUO et al., 2008)
A Fig. (2.2a) mostra esquematicamente o domı´nio fixo D, que admite
conter todas as formas admissı´veis de W, ou seja, W  D com ¶W represen-
tando a fronteira deW. A func¸a˜o f(x) e´ mostrada na Fig. (2.2b). Nesta figura,
verifica-se que o sinal da func¸a˜o f(x) pode ser usado para definir o interior,
14 2 Problema de mı´nima massa com restric¸a˜o em falha local
exterior e fronteira de W:8<: f(x)> 0 8x 2W¶W (regia˜o com material),f(x) = 0 8x 2 ¶W (fronteira),f(x)< 0 8x 2 DW (regia˜o sem material). (2.10)
Arbitra-se que a fronteira ¶W do domı´nio W seja representada pela
curva de nı´vel zero da func¸a˜o f(x), isto e´,
¶W= fx j f(x) = 0g , (2.11)
com x 2Âd e f(x) :Âd !Â, (d = 2 ou 3). Admita-se agora que a func¸a˜o f
varia no tempo, isto e´,
f = f(x; t). (2.12)
Assim, o movimento da fronteira no tempo pode ser definido como
¶W(t) = fx(t) j f(x(t); t) = 0g . (2.13)
Note que pela pro´pria definic¸a˜o (2.13), se avaliamos f nos pontos da fronteira
¶W(t), temos que
f(x(t); t) = 0 8t, x 2 ¶W(t), (2.14)
o que evidencia que (2.14) e´ a descric¸a˜o espacial da func¸a˜o f , cujos argu-
mentos sa˜o o tempo t e a coordenada espacial x(t)1.
Tomando-se a derivada material da Eq. (2.14) em relac¸a˜o a t, encontra-
se
df(x(t); t)
dt
=
¶f(x(t); t)
¶ t
+Ñf(x(t); t) v= 0, (2.15)
onde
Ñf(x(t); t) =
¶f
¶x
e v=
dx
dt
(2.16)
denotam o gradiente da func¸a˜o f e a velocidade de cada ponto da fronteira
x(t) no tempo t, respectivamente. Esta u´ltima e´ frequentemente referida como
func¸a˜o velocidade da equac¸a˜o de evoluc¸a˜o. Esta equac¸a˜o diferencial parcial
obtida e´ uma equac¸a˜o do tipo Hamilton-Jacobi e define um problema de valor
inicial para a func¸a˜o f dependente do tempo. No segundo termo da Eq. (2.15)
e´ possı´vel observar que o produto interno contabiliza apenas a componente de
1E´ interessante observar a diferenc¸a entre a descric¸a˜o material de f em (2.12) e a descric¸a˜o
espacial em (2.14), embora seja aqui utilizada, por simplicidade, a mesma notac¸a˜o para os argu-
mentos material x e espacial x(t).
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v segundo a normal n definida por
n=  ÑfkÑfk (2.17)
com
kÑfk= (Ñf Ñf)1=2. (2.18)
Assim, a Eq. (2.15) pode ser reescrita como
¶f(x(t); t)
¶ t
  vnkÑf(x(t); t)k= 0, (2.19)
onde vn = v n. Esta expressa˜o obtida e´ a equac¸a˜o level set (SETHIAN, 1999;
OSHER; FEDKIW, 2002). Tambe´m e´ conhecida como a formulac¸a˜o Euleriana
da evoluc¸a˜o de fronteiras, desde que a fronteira seja representada pela curva
de nı´vel da func¸a˜o implı´cita f(x(t); t) = 0.
2.3.1 Caracterı´sticas do me´todo level set
A partir da equac¸a˜o level set (Eq. 2.19), pode-se enumerar algumas ca-
racterı´sticas e vantagens da te´cnica para representar a geometria de um corpo:
 Os me´todos de level sets sa˜o topologicamente flexı´veis. A func¸a˜o
escalar f e´ definida inicialmente com uma topologia simples para
a representac¸a˜o do domı´nio, na˜o dependendo de qualquer tipo de
parametrizac¸a˜o explı´cita. Isto permite que o movimento de fronteiras
para alterar a topologia estrutural, quando submetidos a otimizac¸a˜o,
podem formar orifı´cios vazios ou fundir-se com outras fronteiras para
formar uma u´nica, ao contra´rio de outras formas convencionais de
movimentac¸a˜o de fronteiras (SETHIAN, 1999).
 Dado que a forma geome´trica e´ representada pela curva de nı´vel zero
da func¸a˜o f , o movimento do level set pela Eq. (2.19) acontece apenas
na direc¸a˜o normal da curva de nı´vel f(x(t); t) = 0 com a velocidade
normal vn = v n. Como ja´ foi dito, a componente tangencial do vetor
velocidade v=dx=dt na˜o afeta a deformac¸a˜o da geometria (SAPIRO,
2001). Assim, definida uma velocidade na fronteira, a evoluc¸a˜o de f
pelo me´todo level set e´ equivalente a movimentar a fronteira ¶W na
direc¸a˜o normal n.
 A teoria cla´ssica de otimizac¸a˜o de forma utiliza uma func¸a˜o veloci-
dade normal a ¶W para calcular a ana´lise de sensibilidade a` mudanc¸a
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de forma (HAUG; CHOI; KOMKOV, 1986; SOKOLOWSKI; ZOLE´SIO, 1992).
Neste contexto, sequeˆncias minimizantes podem ser construı´das a par-
tir da adequada definic¸a˜o da velocidade normal vn.
 Diferentes te´cnicas nume´ricas teˆm sido desenvolvidas para tornar o
problema de valor inicial da equac¸a˜o level set (Eq. 2.19) computaci-
onalmente robusto e eficiente (OSHER; FEDKIW, 2002; SETHIAN, 1999),
sendo o esquema upwind de diferenc¸as finitas o mais utilizado (ver
Apeˆndice B).
2.4 O problema de otimizac¸a˜o baseado no me´todo level set
Como ja´ foi exposto, com o me´todo level set a geometria de um corpo
pode ser descrita implicitamente em termos da func¸a˜o escalar f . O material
e´ caracterizado para regio˜es do domı´nio onde f(x)> 0, a fronteira e´ definida
para f(x) = 0 e a auseˆncia de material para regio˜es onde f(x) < 0. Ba-
seado nisto, para incorporar o me´todo level set ao problema de otimizac¸a˜o
topolo´gica a fim de representa´-lo em termos de f , e´ conveniente utilizar a
func¸a˜o Heaviside H(f) definida como
H(f) =

0 se f < 0,
1 se f  0, (2.20)
onde f depende de x, embora na˜o seja necessa´rio explicitar sua dependeˆncia.
E´ importante ressaltar que H(f) e´ uma func¸a˜o unidimensional, pois depende
apenas do valor de f no ponto x. Entretanto, observa-se que esta func¸a˜o e´
descontı´nua. Considerando-se o fato de que o domı´nio W esta´ incluso no
domı´nio de refereˆncia D fixo, a integral de um operador p(x; t) :Ân !Â so-
bre o domı´nio W, pode ser definida para o domı´nio D associando-se a func¸a˜o
Heaviside atrave´s da relac¸a˜o:Z
W
p(x; t)dW=
Z
D
p(x; t)H(f)dD. (2.21)
As Eqs. (2.20) e (2.21) mostram que, para o problema topolo´gico associado
ao me´todo level set, nas regio˜es do domı´nio onde existe material (f > 0), a
func¸a˜o Heaviside tem valor unita´rio, na˜o modificando o resultado do ca´lculo
da integral e, nas regio˜es sem material (f < 0), a integral fornece valor nulo.
Por definic¸a˜o, para o caso unidimensional, a derivada da func¸a˜o Hea-
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viside H(f) e´ a func¸a˜o delta de Dirac d (f), isto e´,
d (f) =
¶H(f)
¶f
= H 0(f) =

¥ se f = 0,
0 se f 6= 0. (2.22)
Observe-se que a func¸a˜o d (f) e´ diferente de zero somente sobre a fronteira
¶W (onde f = 0), no qual seu valor tende ao infinito devido a` descontinuidade
da func¸a˜o Heaviside.
No processo de soluc¸a˜o nume´rica do problema, entretanto, torna-se
necessa´rio avaliar estas func¸o˜es. Para isto, molifica-se a func¸a˜o H(f) medi-
ante uma func¸a˜o com pelo menos derivada primeira, de maneira a permitir o
ca´lculo de d (f). Portanto, para a func¸a˜o Heaviside utiliza-se (WANG; WANG;
GUO, 2003):
H(f) =
8><>:
Hmin
3(1 Hmin)
4

f
x   f
3
3x 3

+ 1+Hmin2
1
se f < x ,
se  x  f  x ,
se f > x ,
(2.23)
onde x corresponde ao paraˆmetro que define o comprimento da zona de
transic¸a˜o e Hmin e´ um valor mı´nimo positivo. Com isto, o delta de Dirac e´
dado por
d (f) = H 0(f) =
8><>:
0
3(1 Hmin)
4x

1  f2x 2

0
se f < x ,
se  x  f  x ,
se f > x ,
(2.24)
A Fig. (2.3) mostra as aproximac¸o˜es suavizadas destas func¸o˜es. Utilizando-
se as definic¸o˜es acima, o problema P1 (Eq. 2.7) definido sobre um domı´nio
varia´vel W, pode ser reescrito em termos da func¸a˜o f como:
Problema P2:
Minimizar
f
mf (u) =
Z
D
rH(f)dD
sujeito a:

af (u;v) = lf (v), 8v 2V ,
H(f)g(u) 0, 8x 2 D,
(2.25)
onde a energia bilinear af (u;v) e a forma linear do carregamento lf (v) sa˜o
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Figura 2.3: Aproximac¸a˜o suave das func¸o˜es Heaviside e delta de Dirac
dadas por
af (u;v) =
Z
D
Ce (u)  e (v)H(f)dD, (2.26)
lf (v) =
Z
D
b vH(f)dD+
Z
GN
t vd¶W. (2.27)
Particularizac¸a˜o: Admite-se que a fronteira GN onde e´ aplicada a trac¸a˜o t
seja mantida fixa durante todo o processo de otimizac¸a˜o, isto e´,
f(GN ; t) 0 8t. (2.28)
Note-se que o problema P2 esta´ agora formulado sobre o domı´nio fixo D. O
sub-ı´ndice f e´ utilizado para denotar a dependeˆncia explı´cita dos funcionais
em relac¸a˜o a f , isto e´,
()f := ()(f). (2.29)
2.5 Singularidade de tensa˜o e relaxac¸a˜o do problema
E´ possı´vel verificar em (2.25) que as operac¸o˜es de integrac¸a˜o em D
envolvem a func¸a˜o H(f). Em particular, na equac¸a˜o de estado, ela atua como
ponderador do tensor de elasticidade, permitindo escrever
af (u;v) =
Z
D
Cf e (u)  e (v)dD, (2.30)
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onde
Cf = H(f)C. (2.31)
Quando se utiliza a definic¸a˜o (2.23) para H(f), a expressa˜o (2.31) define um
material com propriedades “intermedia´rias” entre so´lido e vazio, de forma
totalmente ana´loga a`s aproximac¸o˜es via material intermedia´rio (BENDSØE,
1989). Neste caso, as tenso˜es homogeneizadas sa˜o relacionadas com as
deformac¸o˜es homogeneizadas atrave´s de
s = Cf e = H(f)Ce , (2.32)
onde s e e sa˜o os valores homogeneizados me´dios obtidos na escala ma-
crosco´pica. Como discutido em Duysinx e Bendsøe (1998), o campo de
deformac¸o˜es homogeneizadas, quando a densidade na regia˜o tende a zero,
permanece finito e via de regra na˜o-nulo. Por outro lado, as tenso˜es homoge-
neizadas tendem a zero, como pode ser observado pela Eq. (2.32). Entretanto,
as tenso˜es da microestrutura na˜o necessariamente se anulam quando a den-
sidade tende a zero e e´ incorreto utilizar esta equac¸a˜o para avaliar a tensa˜o
nos crite´rios de falha, caracterı´stico de problemas de otimizac¸a˜o estrutural
envolvendo restric¸o˜es sobre as tenso˜es.
A conclusa˜o desta abordagem obtida em Duysinx e Bendsøe (1998)
e´ de que a tenso˜es locais s¯ para um material intermedia´rio arbitra´rio esta˜o
relacionadas com as deformac¸o˜es homogeneizadas atrave´s do tensor de elas-
ticidade C (material so´lido):
s¯ = Ce . (2.33)
Esta equac¸a˜o permite afirmar que, se as deformac¸o˜es homogeneizadas sa˜o
finitas, as tenso˜es locais (usadas no crite´rio de falha) tambe´m sera˜o fini-
tas. Pore´m, esta relac¸a˜o tem consequeˆncias importantes para o problema de
otimizac¸a˜o, como a saturac¸a˜o das restric¸o˜es locais de tensa˜o e o travamento
do processo de remoc¸a˜o de material nesta regia˜o. Isto e´ conhecido como
fenoˆmeno de singularidade de tenso˜es, inicialmente detectado por Sved e Gi-
nos (1968) em problemas de otimizac¸a˜o de trelic¸as. Posteriormente, Cheng
e Jiang (1992) e Cheng e Guo (1997) detectaram os mesmos acontecimentos
para problemas contı´nuos.
Assim, uma estrate´gia adotada por va´rios autores e´ realizar uma
relaxac¸a˜o das restric¸o˜es sobre as tenso˜es, que permita que os valores de
tenso˜es locais sejam mais elevados em regio˜es de densidade intermedia´ria e,
ao mesmo tempo, satisfac¸a a restric¸a˜o original para o material so´lido. Neste
trabalho, utiliza-se a te´cnica da e-relaxac¸a˜o das restric¸o˜es sobre as tenso˜es
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(CHENG; GUO, 1997). De acordo com Pereira, Fancello e Barcellos (2004), a
func¸a˜o de falha e´ redefinida como
ge(u;f) H(f)g(u)  e(1 H(f)) 0, 8D
0< e2  Hmin  H(f) 1, (2.34)
onde e e´ o paraˆmetro de relaxac¸a˜o. E´ importante ressaltar que utiliza-se a
tensa˜o local s¯ (Eq. 2.33) para avaliar o crite´rio de falha local g(u) adotado.
Apo´s definir as condic¸o˜es de relaxamento quanto a` microestrutura e a`s
restric¸o˜es sobre as tenso˜es, o problema P2 pode ser reescrito como:
Problema P3:
Minimizar
f
mf (u) =
Z
D
rH(f)dD
sujeito a:

af (u;v) = lf (v), 8v 2V ,
ge(u;f) 0, 8x 2 D.
(2.35)
2.6 Soluc¸a˜o do problema pelo Me´todo Lagrangiano Aumentado
O Me´todo Lagrangiano Aumentado (MLA) tem-se mostrado uma
eficiente te´cnica para resolver diferentes problemas de minimizac¸a˜o com
restric¸o˜es (MARTI´NEZ; SANTOS, 1995; MARTI´NEZ, 2006). Neste trabalho, o
MLA e´ utilizado para transformar o problema com restric¸o˜es em um pro-
blema irrestrito, mas com soluc¸o˜es pro´ximas ou iguais do problema original,
atrave´s da escolha adequada dos fatores de penalizac¸a˜o e de esquemas para
atualizac¸a˜o dos multiplicadores de Lagrange.
Assim, no problema P3 dado pela Eq. (2.35), agrega-se uma func¸a˜o de
folga s 0 (slack variable function) sobre a func¸a˜o restric¸a˜o de desigualdade
referente ao crite´rio de falha material. O objetivo e´ transformar esta restric¸a˜o
em uma restric¸a˜o de igualdade. Assim, o problema pode ser reescrito como:
Problema P4:
Minimizar
s;f
mf (u) =
Z
D
rH(f)dD
sujeito a:

af (u;v) = lf (v) 8v 2V ,
he(u;f ;s) = ge(u;f)+ s2 = 0 8x 2 D.
(2.36)
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E´ importante ressaltar que o minimizador do problema P4 tambe´m e´ minimi-
zador do problema P3.
A restric¸a˜o de falha material pode ser incorporada ao funcional mf (u)
mediante seu produto com uma func¸a˜o de multiplicadores de Lagrange a ,
definindo um novo funcional J(f), conhecido como funcional Lagrangiano.
Desta forma, pode-se reescrever o problema como:
Problema P5:
Minimizar
s;f
J(f) =
Z
D
rH(f)dD+
Z
D
ahe(u;f ;s)dD
sujeito a:

af (u;v) = lf (v) 8v 2V ,
he(u;f ;s) = ge(u;f)+ s2 = 0 8x 2 D.
(2.37)
Novamente, dado que no mı´nimo a restric¸a˜o he(u;f ;s) e´ satisfeita e os pro-
blemas P3, P4 e P5 sa˜o equivalentes.
O problema P5 pode ser resolvido em forma aproximada atrave´s de
penalizac¸a˜o. Assim, considerando um fator de penalizac¸a˜o c> 0, o problema
pode ser formulado como:
Problema P6:
Minimizar
s;f
J(f) =
Z
D
rH(f)dD+
Z
D
ahe(u;f ;s)dD+
Z
D
c
2h
2
e(u;f ;s)dD
sujeito a: af (u;v) = lf (v) 8v 2V .
(2.38)
A minimizac¸a˜o em relac¸a˜o a` varia´vel s pode ser efetuada em forma explı´cita.
A func¸a˜o s (ou por convenieˆncia s2  0) que minimiza o funcional, e´ dada
por (BERTSEKAS, 1996):
s2 =max
n
0; 
a
c
+ge(u;f)
o
, (2.39)
o que, a partir da Eq. (2.37), permite concluir que
he(u;f) ge(u;f)+max
n
0; 
a
c
+ge(u;f)
o
max
n
ge(u;f); ac
o
,
(2.40)
eliminando a varia´vel s (ou s2  0) do problema.
Finalmente, o problema de otimizac¸a˜o e´ obtido como:
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Problema P7:
Minimizar
f
J(f) =
Z
D
rH(f)dD+
Z
D
ahe(u;f)dD+
Z
D
c
2h
2
e(u;f)dD
onde u e´ soluc¸a˜o de:Z
D
Cf e (u)  e (v)dD=
Z
D
b vH(f)dD+
Z
GN
t vd¶W 8v 2V
e he(u;f) =max

ge(u;f); ac
	
.
(2.41)
Observe-se que agora, a func¸a˜o custo J(f) esta´ dada por treˆs termos: o pri-
meiro corresponde a` func¸a˜o objetivo original, enquanto os dois u´ltimos ter-
mos esta˜o associados a` penalizac¸a˜o, que por sua definic¸a˜o comporta uma par-
cela linear da restric¸a˜o he(u;f) multiplicada pela func¸a˜o a e uma parcela
quadra´tica da restric¸a˜o he(u;f) vinculada ao fator de penalizac¸a˜o c.
A forma de J(f) obtida no problema P7 e´ conhecida como funci-
onal Lagrangiano Aumentado. Um procedimento bastante comum para
soluc¸a˜o deste problema e´ a construc¸a˜o de uma sequeˆncia de subproblemas
de otimizac¸a˜o onde os paraˆmetros de penalizac¸a˜o c e multiplicadores de
Lagrange a permanecem constantes no processo iterativo de cada subpro-
blema. Ou seja, dados ak e ck fixos, o k-e´simo subproblema consiste na
minimizac¸a˜o do funcional J(f). O campo dos multiplicadores de Lagrange
(ak) e o fator de penalizac¸a˜o (ck) sa˜o adequadamente atualizados em cada
k-e´simo subproblema do processo, como sera´ visto a seguir.
2.6.1 Atualizac¸a˜o dos multiplicadores de Lagrange e fator de penalizac¸a˜o
A atualizac¸a˜o dos paraˆmetros ak e ck, entre subproblemas subsequen-
tes, e´ realizado seguindo o procedimento cla´ssico centrado na comparac¸a˜o
das derivadas em relac¸a˜o a func¸a˜o f (varia´vel do problema) do funcional La-
grangiano do problema P5 avaliado no ponto de estacionariedade (f ;a) e
do funcional Lagrangiano Aumentado (problema P7) avaliado no ponto de
estacionariedade (fˆ ; aˆ) (BERTSEKAS, 1996; MARTI´NEZ; SANTOS, 1995). As-
sim, tomando a condic¸a˜o de estacionariedade (Karush-Kuhn-Tucker– KKT)
destes funcionais equivalentes (desconsiderando a restric¸a˜o de equilı´brio) em
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relac¸a˜o a` varia´vel de controle f ,
P5 :
¶J(f ;a)
¶f
[df ] =
Z
D
rd (f )dfdD+
Z
D
ah˙e(f )[df ]dD= 0,
(2.42)
P7 :
¶J(fˆ ; aˆ)
¶f
[df ] =
Z
D
rd (fˆ)dfdD+
Z
D

aˆ+ che(fˆ)

h˙e(fˆ)[df ]dD= 0.
(2.43)
Comparando as equac¸o˜es acima, espera-se que no limite para um ponto esta-
ciona´rio (mı´nimo local):
aˆ+ che !a,
fˆ !f .
Esta comparac¸a˜o fornece o cla´ssico esquema de atualizac¸a˜o dos multiplica-
dores de Lagrange, dado por:
ak+1 = ak+ ckhke , (2.44)
onde k e´ o nu´mero da iterac¸a˜o. Fazendo uso da Eq. (2.40), pode-se tambe´m
escrever que
ak+1 = ak+ ckmax

gke ; 
ak
ck

=max
n
ak+ ckgke ;0
o
. (2.45)
O fator de penalizac¸a˜o c possui uma grande influeˆncia sobre a con-
vergeˆncia do algoritmo, principalmente sobre as taxas de variac¸a˜o dos multi-
plicadores de Lagrange (Eq. 2.44). Neste caso, uma proposta para esquema
de atualizac¸a˜o deste paraˆmetro e´:
ck+1 = bck, b > 1, (ck > 0; 8k 2 N) (2.46)
onde o escalar b e o fator de penalizac¸a˜o inicial c0 sa˜o dependentes do tipo
de problema especı´fico. E´ conhecido na literatura que valores muito eleva-
dos do fator de penalizac¸a˜o prejudicam o processo de convergeˆncia (BERTSE-
KAS, 1996; MARTI´NEZ, 2006). Assim, para que c na˜o cresc¸a indefinidamente,
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propo˜e-se que se he(uk) g he(uk 1) , g 2 [0;1) , (2.47)
enta˜o ck+1 = ck. A satisfac¸a˜o de (2.47) limita o fator de penalizac¸a˜o para todo
k suficientemente grande (MARTI´NEZ, 2006).
2.7 Ca´lculo da sensibilidade do problema e campo de velocidade
Nesta sec¸a˜o sera´ definida uma relac¸a˜o entre a ana´lise de sensibilidade
do problema a` varia´vel f e o campo de velocidades da equac¸a˜o level set.
Como o problema esta´ definido sobre o domı´nio fixo D, na˜o sera´ necessa´rio
utilizar transformac¸a˜o de domı´nio, procedimento usual na ana´lise de sensibi-
lidade a` mudanc¸a de forma.
2.7.1 Ana´lise de sensibilidade
No trabalho de Allaire, Jouve e Toader (2004), foi apresentado o
problema de otimizac¸a˜o topolo´gica de minimizac¸a˜o da energia interna com
restric¸a˜o sobre o volume usando o me´todo level set, formulado com integrais
avaliadas sobre o domı´nio varia´velW, sendo necessa´rio utilizar transformac¸a˜o
de domı´nio para o ca´lculo da sensibilidade. Para o problema proposto neste
trabalho, as integrais esta˜o definidas sobre D, ou seja, um domı´nio fixo que
na˜o varia durante o processo de otimizac¸a˜o mas conte´m todas as formas ad-
missı´veis de W (WANG; WANG; GUO, 2003; XIA et al., 2006; LUO et al., 2008).
Portanto, existe apenas variac¸a˜o dos integrandos que conte´m a func¸a˜o f , man-
tendo o domı´nio de integrac¸a˜o D fixo.
O ca´lculo da sensibilidade do funcional J(f) em relac¸a˜o a uma
perturbac¸a˜o de f deve ser feito de maneira a atender a restric¸a˜o da equac¸a˜o
de estado. Existem na literatura diversas abordagens para a obtenc¸a˜o desta
sensibilidade, entre as quais citam-se os me´todos Direto, Adjunto e Lagran-
giano (HAUG; CHOI; KOMKOV, 1986; FANCELLO, 1993). Neste trabalho, as
deduc¸o˜es das expresso˜es sera˜o feitas a partir da definic¸a˜o do Lagrangiano do
problema, que pode ser escrito como
£(f ;u;l ) =
Z
D
rH(f)dD+
Z
D
ahe(u;f)dD+
Z
D
c
2
h2e(u;f)dD
+af (u;l )  lf (l ) 8u;l 2V , (2.48)
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onde a func¸a˜o l corresponde ao multiplicador de Lagrange da restric¸a˜o de
equilı´brio e V e´ o espac¸o das variac¸o˜es admissı´veis.
Admitindo regularidade suficiente para diferenciabilidade dos termos,
a variac¸a˜o total de £ para variac¸o˜es em relac¸a˜o a f , u e l , aplicando a regra
da cadeia, escreve-se formalmente como:
d£(f ;u;l ) =
¶£
¶f
[df ]+
¶£
¶u
[du]+
¶£
¶l
[dl ], (2.49)
onde df , du 2 V e dl 2 V , representam as direc¸o˜es de modificac¸a˜o das
varia´veis correspondentes2.
Se o Lagrangiano £ for avaliado num ponto (f ;u;l ) tal que e´ esta-
ciona´rio em relac¸a˜o a u e l , tem-se enta˜o que
¶£
¶u
[du] = 0, (2.50)
¶£
¶l
[dl ] = 0. (2.51)
Explicitando a condic¸a˜o (2.50), obte´m-se que
¶£
¶u
[du] =
Z
D
a
¶he(u;f)
¶u
[du]dD+
Z
D
che(u;f)
¶he(u;f)
¶u
[du]dD
+
Z
D
Cf e (du)  e (l )dD= 0 8du 2V . (2.52)
Um grande conjunto de func¸o˜es de falha de um material isotro´pico podem ser
escritas em func¸a˜o do primeiro invariante do tensor de tenso˜es de Cauchy I1
e do segundo e terceiro invariantes do tensor de tenso˜es desviadoras J2 e J3,
respectivamente, ou seja, h= f (I1;J2;J3) (HILL, 1950). Assim, pela regra da
cadeia:
¶he(u;f)
¶u
[du] =
¶he(u;f)
¶ I1
¶ I1
¶u
[du]+
¶he(u;f)
¶J2
¶J2
¶u
[du]
+
¶he(u;f)
¶J3
¶J3
¶u
[du] . (2.53)
Conforme e´ apresentado no Apeˆndice C, as derivadas dos invariantes de
tenso˜es em relac¸a˜o ao campo de deslocamentos u na direc¸a˜o du sa˜o dadas
2E´ importante perceber a diferenc¸a na notac¸a˜o: df corresponde a` direc¸a˜o de modificac¸a˜o da
func¸a˜o f e d (f) e´ a func¸a˜o delta de Dirac.
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por:
¶ I1
¶u
[du] = CI  e (du), (2.54)
¶J2
¶u
[du] = CPTS(u)  e (du), (2.55)
¶J3
¶u
[du] = CPTS(u)S(u)  e (du), (2.56)
onde
S(u) = Ps (u), P= II  1
3
I
 I. (2.57)
Aqui, S representa o tensor de tenso˜es desviadoras e I e II representam o
tensor identidade de segunda e quarta ordem, respectivamente. Substituindo-
se as Eqs.(2.54) a (2.56) na Eq. (2.53) tem-se
¶he(u;f)
¶u
[du] = CA(u;f)  e (du), (2.58)
onde
A(u;f) =
¶he(u;f)
¶ I1
I+
¶he(u;f)
¶J2
PTS(u)+
¶he(u;f)
¶J3
PTS(u)S(u). (2.59)
Finalmente, substituindo a Eq.(2.58) na Eq.(2.52) e utilizando o conceito de
derivada Fre´chet, obte´m-se a expressa˜o variacional que permite o ca´lculo da
soluc¸a˜o adjunta l :Z
D
Cf e (l )  e (du)dD= 
Z
D
[a+ che(u;f)]CA(u;f)e (du)dD
8du 2V . (2.60)
De forma similar, explicitando a condic¸a˜o (2.51),
¶£
¶l
[dl ] =
Z
D
Cf e (u)  ¶e (l )¶l [dl ]dD 
Z
D
b  ¶l
¶l
[dl ]H(f)dD
 
Z
GN
¶ (t l )
¶l
[dl ]d¶W= 0 8dl 2V , (2.61)
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que apo´s operac¸o˜es convencionais de derivac¸a˜o, obte´m-seZ
D
Cf e (u)  e (dl )dD=
Z
D
b dlH(f)dD+
Z
GN
t dl d¶W 8dl 2V ,
(2.62)
que e´ exatamente a equac¸a˜o de estado.
Assim, admitindo satisfac¸a˜o das Eqs.(2.50) e (2.51) e considerando
que £(f ;u;l ) = J(f), conclui-se que
d£(f ;u;l ) =
¶£
¶f
[df ] =
dJ
df
[df ]. (2.63)
A Eq. (2.63) leva a` importante conclusa˜o de que, para u soluc¸a˜o da equac¸a˜o
de estado e l soluc¸a˜o da equac¸a˜o adjunta, basta calcular a derivada parcial do
Lagrangiano em relac¸a˜o a f para obter a sensibilidade da func¸a˜o custo J(f)
a uma variac¸a˜o de f na direc¸a˜o df .
A sensibilidade da func¸a˜o objetivo J(f) e´ calculada como
dJ
df
[df ] =
¶£(f ;u;l )
¶f
[df ]
=
Z
D
r
¶H(f)
¶f
[df ]dD+
Z
D
a
¶he(u;f)
¶f
[df ]dD
+
Z
D
che(u;f)
¶he(u;f)
¶f
[df ]dD+
Z
D
¶Cf
¶f
[df ]e (u)  e (l )dD
 
Z
D
b l ¶H(f)
¶f
[df ]dD. (2.64)
Como he(u;f) =max

ge(u;f); ac
	
, onde ge(u;f) e´ dado pela Eq. (2.34),
para calcular a derivada ¶he (u;f)¶f [df ] existem dois casos:
Caso 1. Se
ge(u;f) ac ,
enta˜o
¶he(u;f)
¶f
[df ] =
¶ge(u;f)
¶f
[df ] = (g(u)+ e)d (f)df . (2.65)
Caso 2. Se
ge(u;f)< ac ,
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enta˜o
¶he(u;f)
¶f
[df ] = 0. (2.66)
Calculando as derivadas e substituindo os resultados de (2.65) e (2.66) em
(2.64), a sensibilidade da func¸a˜o objetivo num ponto (f ;u;l ) estaciona´rio
em relac¸a˜o a u e l , pode ser escrita da seguinte forma:
dJ
df
[df ] =
Z
D
G(f)d (f)dfdD, (2.67)
onde:
G(f) =
8>><>>:
r+[a+ che(u;f)] (g(u)+ e)
+Ce (u)  e (l ) b l ,
r+Ce (u)  e (l ) b l ,
se ge(u;f) ac
se ge(u;f)< ac
(2.68)
e´ conhecido como a densidade do gradiente de forma (HAUG; CHOI; KOMKOV,
1986), e u e l sa˜o as soluc¸o˜es das Eq. (2.62) e (2.60), respectivamente.
2.7.2 Campo de velocidade via ana´lise de sensibilidade
No me´todo level set, a func¸a˜o f define o domı´nio W do problema.
Dada uma perturbac¸a˜o de f na direc¸a˜o df , obte´m-se o mapeamento
ft = f + tdf , (2.69)
onde ft define a configurac¸a˜o perturbada Wt do domı´nio e t 2Â+ representa
a amplitude do passo na direc¸a˜o de df . A func¸a˜o custo pode ser calculada
atrave´s da expansa˜o em se´rie de Taylor:
J(f + tdf) = J(f)+ t
dJ
df
[df ]+J(t2), (2.70)
onde a derivada dJdf [df ] e´ dada pela expressa˜o (2.67). E´ o sinal deste termo
quem define o acre´scimo ou decre´scimo de J para um t suficientemente pe-
queno. Assim, uma forma de garantir o decre´scimo da func¸a˜o J e´ tomar a
direc¸a˜o:
df =
¶f
¶ t
= vnkÑfk (2.71)
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com
vn = G(f). (2.72)
Substituindo as expresso˜es acima em (2.70), obte´m-se:
J(f + tdf) = J(f)  t
Z
D
G2(f)d (f)kÑfkdD+J(t2), (2.73)
o que mostra que vn =  G(f) e´ efetivamente uma direc¸a˜o de descida de
J garantindo um decre´scimo da func¸a˜o objetivo num processo iterativo de
otimizac¸a˜o. Definido vn mediante (2.72), a soluc¸a˜o da equac¸a˜o level set ao
longo de um intervalo do “pseudo-tempo” t = [0;T ] equivale a movimentar
a fronteira ¶W ao longo da direc¸a˜o vnn. A determinac¸a˜o do tamanho do
intervalo T equivale a` determinac¸a˜o do passo que minimiza a func¸a˜o objetivo
na direc¸a˜o escolhida vnn.
2.8 Regularizac¸a˜o do perı´metro
Durante o processo de otimizac¸a˜o topolo´gica com o me´todo level set,
e´ possı´vel que as fronteiras na˜o sejam capazes de manter um certo nı´vel de su-
avidade devido a erros nume´ricos provenientes das soluc¸o˜es discretas. E´ de-
seja´vel que as irregularidades sejam removidas para garantir melhores resul-
tados, respeitando, pore´m, aquelas irregularidades pro´prias da topologia de-
sejada. Esta abordagem e´ semelhante ao problema de eliminac¸a˜o de “ruı´do”
no processamento de imagens (SAPIRO, 2001; SETHIAN, 1999).
Para melhorar a regularidade e confiabilidade do modelo level set,
modifica-se a func¸a˜o objetivo da seguinte forma:
J¯(f) = J(f)+ES(f), (2.74)
onde ES(f) e´ o termo de regularizac¸a˜o do perı´metro dado por
ES(f) =
Z
D
md (f)kÑfkdD (2.75)
e m> 0 corresponde a um paraˆmetro de valor mı´nimo (WANG, 2004).
Novamente, derivando a nova func¸a˜o objetivo J¯(f) em relac¸a˜o a f na
direc¸a˜o df , obte´m-se
dJ¯
df
[df ] =
dJ
df
[df ]+
¶ES
¶f
[df ]. (2.76)
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A partir da Eq. (F.11) do Apeˆndice F, define-se
¶ES
¶f
[df ] = Ñ 

m
Ñf
kÑfk

= mÑ 

Ñf
kÑfk

. (2.77)
Substituindo (2.67) e (2.77) em (2.76), conclui-se que
dJ¯
df
[df ] =
Z
D
G¯(f)d (f)dfdD (2.78)
onde
G¯(f) = G(f) mÑ 

Ñf
kÑfk

(2.79)
e´ a densidade do gradiente de forma regularizada. O termoÑ 

Ñf
kÑfk

corres-
ponde a` curvatura me´dia k da func¸a˜o level set e o seu coeficiente m e´ definido
como sendo constante no processo de otimizac¸a˜o. A raza˜o para se usar esta
forma variacional e´ que uma superfı´cie movendo-se em sua direc¸a˜o normal
com velocidade igual a curvatura, conhecida como fluxo da curvatura me´dia,
converge a superfı´cies suaves. O fluxo da curvatura e´ tambe´m interpretado na
literatura como uma difusa˜o anisotro´pica (SAPIRO, 2001) e se difunde apenas
na direc¸a˜o tangente a` superfı´cie. Portanto, o termo de regularizac¸a˜o (2.77)
tem como objetivo garantir condic¸o˜es e qualidades necessa´rias para o level
set suavizar as soluc¸o˜es sem possuir efeitos significativos sobre o seu movi-
mento normal.
3 IMPLEMENTAC¸A˜O NUME´RICA
Sa˜o apresentados neste capı´tulo alguns aspectos importantes para
utilizac¸a˜o do me´todo level set no problema de otimizac¸a˜o topolo´gica pro-
posto neste trabalho, principalmente aspectos computacionais com vistas a`
implementac¸a˜o nume´rica. A construc¸a˜o e a forma da func¸a˜o level set, assim
como os procedimentos para sua evoluc¸a˜o atrave´s da soluc¸a˜o da equac¸a˜o
de Hamilton-Jacobi, sa˜o alguns dos aspectos discutidos neste capı´tulo. O
Me´todo dos Elementos Finitos e´ utilizado para a discretizac¸a˜o do problema
mecaˆnico. Por u´ltimo, apresenta-se o algoritmo de otimizac¸a˜o com os
principais passos do processo de busca da topologia o´tima.
3.1 Aspectos computacionais do me´todo level set
Nesta sec¸a˜o, sera˜o descritos os principais aspectos computacionais
para a implementac¸a˜o nume´rica do me´todo level set. Como visto anteri-
ormente, neste me´todo as curvas que representam a fronteira sa˜o definidas
pelas curvas de nı´vel zero f(x(t); t) = 0. Este fato tem sido explorado para
desenvolver algoritmos bastante eficientes que reduzem a complexidade com-
putacional, ou seja, apenas as curvas de nı´vel zero sa˜o realmente importantes
para representar precisamente a fronteira estrutural (OSHER; FEDKIW, 2002).
Ale´m disso, existem uma se´rie de algoritmos nume´ricos altamente precisos
e robustos que foram desenvolvidos para a soluc¸a˜o discreta da equac¸a˜o level
set (SETHIAN, 1999; OSHER; FEDKIW, 2002).
A func¸a˜o f e´ discretizada utilizando uma malha cartesiana de nx x ny
elementos ao longo do domı´nio D. Usando func¸o˜es de forma convencionais
em elementos finitos, a func¸a˜o f adota a expressa˜o
f(x; t) =å
i
fi(t)Ni(x), (3.1)
onde fi(t) denotam os valores nodais da func¸a˜o level set e Ni(x) sa˜o as
func¸o˜es de forma. Assim, e´ possı´vel determinar o valor de f em qualquer
ponto de D. Os valores nodais fi(t) sa˜o atualizados durante o processo de
otimizac¸a˜o.
A soluc¸a˜o discreta para a equac¸a˜o de Hamilton-Jacobi (Eq. (2.19)) e´
obtida utilizando diferenc¸as finitas a` frente (tambe´m conhecido na literatura
como esquemas upwind) atrave´s de passos de tempo apropriados em um grid
cartesiano. O esquema upwind e´ um me´todo computacional preciso e robusto
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para resolver o problema de Hamilton-Jacobi discretizado e e´ apresentado no
Apeˆndice B. As soluc¸o˜es deste problema com o esquema upwind produzem
o movimento das curvas de nı´veis f em todo o domı´nio D onde a func¸a˜o f
e´ definida, ou seja, todos os valores de f sa˜o atualizados. Observe-se que a
fronteira do corpo e´ representada apenas pela curva de nı´vel f = 0, portanto
a velocidade vn usada para resolver a equac¸a˜o level set em busca da topologia
o´tima, tem significado fı´sico apenas em f = 0. Pore´m, vn e´ calculada em todo
o domı´nio de refereˆncia D a fim de utilizar o esquema upwind.
A suavidade da func¸a˜o f e´ uma das propriedades mais importantes
para a evoluc¸a˜o do level set, principalmente quando sa˜o aproximadas nu-
mericamente. Uma func¸a˜o suave possui boas aproximac¸o˜es da normal n e,
consequentemente, do gradiente e da curvatura, especialmente quando dis-
cretizada. A conhecida func¸a˜o distaˆncia com sinal possui estas propriedades
deseja´veis para utilizar o modelo level set (SETHIAN, 1999; OSHER; FEDKIW,
2002). Trata-se de uma func¸a˜o distaˆncia d(x) em que jf(x)j= d(x) para todo
x, onde o sinal de f(x) e´ definido da seguinte forma:8<: f(x) = +d(x)f(x) = 0f(x) = d(x)
8x 2W¶W
8x 2 ¶W
8x 2 DW
(material),
(fronteira),
(vazio).
(3.2)
A definic¸a˜o da func¸a˜o distaˆncia d(x) pode ser encontrada em Osher e Fedkiw
(2002). Uma propriedade inerente a` func¸a˜o distaˆncia com sinal e´ que:
kÑf(x; t)k= 1, (3.3)
o que resulta numa se´rie de simplificac¸o˜es, tais como o ca´lculo de quantidades
geome´tricas da func¸a˜o f (normal, curvatura), e o fato deste termo aparecer
explicitamente em algumas integrais do problema (OSHER; FEDKIW, 2002). A
Eq. (3.3) e´ tambe´m conhecida na literatura como equac¸a˜o Eikonal.
Entretanto, foi provado por Barles et al. (1993 apud LI et al., 2010,
p. 3244) que as soluc¸o˜es das equac¸o˜es de Hamilton-Jacobi na˜o preservam a
propriedade de (3.3) sendo que durante a evoluc¸a˜o de f , atrave´s da soluc¸a˜o
do problema de Hamilton-Jacobi, geralmente a func¸a˜o se distorce em forma
aprecia´vel. Estas distorc¸o˜es da func¸a˜o inicial, quando muito acentuadas, ge-
ram erros nume´ricos e instabilidades na evoluc¸a˜o (OSHER; FEDKIW, 2002).
Portanto, e´ deseja´vel que a func¸a˜o level set seja mantida “aproximadamente”
uma func¸a˜o distaˆncia com sinal durante sua evoluc¸a˜o. Para isto, aplica-se
a te´cnica nume´rica chamada reinicializac¸a˜o para recuperar a regularidade do
level set e manter a estabilidade da evoluc¸a˜o das fronteiras, que consiste em
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substituir periodicamente a func¸a˜o degradada por uma func¸a˜o distaˆncia com
sinal.
Para a implementac¸a˜o deste trabalho, utilizou-se o me´todo padra˜o para
reinicializac¸a˜o que consiste em resolver a seguinte equac¸a˜o de evoluc¸a˜o para
o estado estaciona´rio:
¶f
¶ t
+S(f)(kÑfk 1) = 0, (3.4)
onde
S(f) =
fp
f 2+kÑfk2(Dx)2 (3.5)
e´ conhecida como func¸a˜o sinal. Nestas equac¸o˜es, f e´ a func¸a˜o level set a ser
reinicializada e Dx corresponde a` largura do grid. Em Osher e Fedkiw (2002)
se mostra que a soluc¸a˜o da Eq. (3.4) e´ uma func¸a˜o distaˆncia com sinal.
Idealmente, a fronteira de interesse deveria permanecer inalterada du-
rante o processo de reinicializac¸a˜o. Pore´m, a ocorreˆncia de erros nume´ricos
pode mover incorretamente a curva de nı´vel zero da posic¸a˜o desejada. Por
esse motivo, a reinicializac¸a˜o deveria ser evitada tanto quanto possı´vel.
Conforme Li et al. (2010), do ponto de vista pra´tico, a reinicializac¸a˜o
apresenta questo˜es em aberto, como por exemplo, quando e como aplicar
a reinicializac¸a˜o. Como na˜o ha´ respostas consistentes para estas questo˜es,
a reinicializac¸a˜o e´ usada de forma empı´rica. Ainda nesse trabalho (LI et al.,
2010), e´ proposta uma nova formulac¸a˜o level set que possui um termo de
regularizac¸a˜o na equac¸a˜o de evoluc¸a˜o que mante´m a func¸a˜o com o perfil
de uma func¸a˜o distaˆncia com sinal pro´ximo a`s curvas de nı´vel zero e que
elimina a necessidade de reinicializac¸a˜o.
3.2 Aproximac¸a˜o nume´rica: Me´todo dos Elementos Finitos (MEF)
A aproximac¸a˜o nume´rica das formulac¸o˜es vistas na forma contı´nua
consiste basicamente em reduzir o espac¸o de soluc¸o˜es de dimensa˜o infinita
para espac¸os de dimensa˜o finita. Neste trabalho, isto e´ feito mediante a
te´cnica de Elementos Finitos. O domı´nio D e´ aproximado por um domı´nio
Dh particionado em subdomı´nios De (elementos finitos) formando a malha.
A partic¸a˜o e´ tal que Dh = [De.
Sa˜o construı´das as famı´lias de subespac¸os de dimensa˜o finita das
func¸o˜es admissı´veis Uh  U e das variac¸o˜es admissı´veis Vh  V , onde h 2
(0;1]Â denota a dependeˆncia da aproximac¸a˜o em relac¸a˜o ao tamanho dos
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elementos da malha, ou seja, “()h converge a () quando h! 0”. Da mesma
forma, a aproximac¸a˜o da geometria deve ser tal que Dh ! D quando h! 0.
Utilizando o MEF, a equac¸a˜o de estado e´ redefinida por:
Encontrar a soluc¸a˜o aproximada uh 2Uh tal que:
af (uh;vh) = lf (vh) 8vh 2Vh. (3.6)
Utilizando a formulac¸a˜o cla´ssica de elementos finitos, escreve-se para
um elemento e da malha:
ueh = NU
e,
Ñsueh = Ñ
s(NUe) = BUe,
s (ueh) = CBU
e,
veh = NV
e,
Ñsveh = Ñ
s(NVe) = BVe, (3.7)
onde N e´ a matriz de func¸o˜es de forma local, B a matriz de deformac¸a˜o, C e´
o tensor de elasticidade e U e V sa˜o os vetores de paraˆmetros associados a`s
func¸o˜es de forma contidas em N.
Substituindo as expresso˜es acima, a versa˜o discreta da equac¸a˜o de
estado para um espac¸o aproximado conduz ao conhecido sistema linear de
equac¸o˜es de dimensa˜o finita, dado por
KU= F, (3.8)
sendoU o vetor de inco´gnitas nodais,K a matriz de rigidez global da estrutura
e F o vetor carregamento nodal. A matriz K e o vetor F sa˜o obtidos pelo so-
mato´rio (em forma de superposic¸a˜o) das respectivas quantidades elementares
Ke e Fe, dados por
Ke =
Z
De
BTCfBdD, (3.9)
Fe =
Z
De
H(f)NTbdD+
Z
Ge\GN
NT tdG, (3.10)
onde De e´ o domı´nio do elemento.
O sistema da Eq. (3.8) e´ singular, possuindo infinitas soluc¸o˜es, visto
que o campo deve ser modificado para incorporar as condic¸o˜es de contorno
essenciais (Eq. 2.3), o que resulta em um novo sistema linear de equac¸o˜es na
forma
K¯U¯=F¯. (3.11)
A soluc¸a˜o deste sistema de equac¸o˜es fornece os deslocamentos nodais U¯
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inco´gnitas do problema.
Para obter a versa˜o discreta da equac¸a˜o adjunta (Eq. (2.60)) no espac¸o
aproximado procede-se de forma ana´loga:
Encontrar a soluc¸a˜o aproximada l h 2Vh tal que:Z
D
CfÑsl h ÑsduhdD= 
Z
D
[a+ che(uh;f)]CA(uh;f) ÑsduhdD
8duh 2Vh.
(3.12)
Seja L o vetor de deslocamentos nodais adjuntos associados a` aproximac¸a˜o
l h e dU o vetor de direc¸o˜es arbitra´rias relativos a` aproximac¸a˜o duh, ambos
aproximados pelas mesmas func¸o˜es de forma. Neste caso,
l h = NL,
Ñsl h = Ñs(NL) = BL,
s (l h) = CBL,
duh = NdU,
Ñsduh = Ñs(NdU) = BdU.
(3.13)
Substituindo estas aproximac¸o˜es na equac¸a˜o adjunta aproximada (Eq. 3.12):Z
D
CfBLBdUdD+
Z
D
[a+ che ]CA BdUdD= 0 8dU 2Vh.
Considerando que os vetores L e dU sa˜o independentes do domı´nio (a de-
pendeˆncia esta´ nas func¸o˜es de interpolac¸a˜o), ambos podem sair da integral.
Ainda, usando propriedades matriciais chega-se a` expressa˜oZ
D
BTCfBdD L+
Z
D
[a+ che ]BTCAdD

dU= 0 8dU 2Vh,
gerando o sistema de equac¸o˜es
K¯L= Fa, (3.14)
onde K¯ e´ a mesma matriz de rigidez obtida na equac¸a˜o de estado, L corres-
ponde ao vetor de paraˆmetros soluc¸a˜o do problema e Fa ao vetor forc¸a adjunta
nodal dado por
Fa =
Z
D
[a+ che ]BTCAdD, (3.15)
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ou, em termos de suas quantidades elementares nodais como
Fa =
nel
å
e=1
Z
De
[ae+ chee ]BTCAdD, (3.16)
onde nel e´ o nu´mero de elementos finitos no qual Dh e´ particionado.
Neste trabalho, sa˜o feitas algumas considerac¸o˜es importantes sobre a
discretizac¸a˜o do problema, principalmente para calcular as expresso˜es inte-
grais ao longo do elemento, tais como:
1. O me´todo level set corresponde a` formulac¸a˜o Euleriana, portanto
considera-se a malha como sendo fixa. Sa˜o criadas duas malhas, uma de ele-
mentos finitos e outra para a func¸a˜o f . Utilizando elementos quadrilaterais,
as malhas sa˜o construı´das de forma tal, que os no´s do grid level set coincidem
com os centros dos elementos da malha de elementos finitos. Por questo˜es de
facilidade, as malhas sa˜o estruturadas. Esta representac¸a˜o pode ser vista na
Fig. (3.1).
Figura 3.1: Esquema ilustrativo para mostrar a malha de elementos finitos e
o grid level set.
2. A tensa˜o tem seu valor avaliado no centro de cada elemento e este
valor e´ considerado constante nos ca´lculos de integrac¸a˜o no domı´nio do ele-
mento. Consequentemente, a func¸a˜o de falha he e o tensor Ae tambe´m sa˜o
constantes ao longo do elemento.
3. A func¸a˜o Heaviside H(f) e´ avaliada no centro do elemento e o
seu valor e´ mantido constante nos ca´lculos de integrac¸a˜o no domı´nio do ele-
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mento. Note-se que este valor e´ dado diretamente no no´ do grid level set que
corresponde ao centro do elemento na malha de elementos finitos. A func¸a˜o
multiplicador de Lagrange associada a` restric¸a˜o de falha para cada elemento
ae e´ tambe´m constante no elemento.
Com base nestas condic¸o˜es, sa˜o apresentados no Apeˆndice E o ca´lculo
da matriz de rigidez K e da forc¸a adjunta Fa elementares para o Estado Plano
de Tenso˜es (EPT) utilizados para resolver o problema de otimizac¸a˜o cujo
resultados sera˜o apresentados no pro´ximo capı´tulo.
A partir destas considerac¸o˜es, a func¸a˜o objetivo J(f) dada pela Eq.
(2.41) pode ser reescrita na forma discreta como
J(f) =
nel
å
e=1

r
e
H(f)+aehee +
c
2
(hee)
2

Ve, (3.17)
onde
Ve =
Z
De
dD (3.18)
representa o volume do e-e´simo elemento.
Para obter a forma discretizada da densidade do gradiente de forma
G(f) (Eq. 2.68), utiliza-se a formulac¸a˜o de elementos finitos para um ele-
mento e,
l eh = NL
e, (3.19)
Ñsl eh = BL
e, (3.20)
Ñsueh = BU
e, (3.21)
Substituindo,
Geh =
8>><>>:
r+[ae+ chee ] (ge+ e)
+CBUe BLe b NLe,
r+CBUe BLe b NLe,
se gee  a
e
c
se gee < a
e
c
(3.22)
onde Gh=
nel
åGeh.
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3.3 Algoritmo de otimizac¸a˜o
O me´todo level set aplicado a este problema de otimizac¸a˜o consiste
em gerar uma sequeˆncia minimizante a partir do controle e movimentac¸a˜o
da fronteira do corpo, de acordo com a velocidade obtida pela ana´lise de
sensibilidade do funcional objetivo. Esta velocidade ira´ conduzir a fronteira
do corpo para uma forma o´tima, de maneira a minimizar a func¸a˜o objetivo e,
ao mesmo tempo, satisfazer as restric¸o˜es impostas ao problema.
A soluc¸a˜o nume´rica utiliza o procedimento padra˜o do Me´todo Lagran-
giano Aumentado que e´ realizado em dois ciclos iterativos (loops), um embu-
tido dentro de outro. No ciclo externo (loop externo), cada iterac¸a˜o consiste
em definir uma func¸a˜o multiplicador de Lagrange a , um fator de penalizac¸a˜o
c e resolver o problema de minizac¸a˜o da func¸a˜o objetivo J(f). Estes passos
sa˜o listados abaixo:
Loop externo:
1. Inicializac¸a˜o da func¸a˜o level set f(x;0) = f 0 como uma func¸a˜o distaˆncia
com sinal, correspondente a um domı´nio inicial D0.
2. Definir k = 1, ck > 0, aki 2Â com i= 1:::nel.
3. Minimizar o funcional J(f) (loop interno).
4. Atualizar ck e aki .
5. Verificar convergeˆncia.
6. Atualizac¸a˜o do contador k e retorno ao passo 3.
O ciclo (loop) interno e´ assim chamado pois consiste em resolver o
passo 3 do loop externo, na qual a func¸a˜o objetivo Jf e´ minimizada para va-
lores fixos de ck e aki . O procedimento iterativo empregado nos experimentos
nume´ricos e´ esquematizado atrave´s do seguinte algoritmo:
Loop interno:
1. Minimizac¸a˜o de J(f j;aki ;ck). Para j= 1 ate´ j  Nitermax:
(a). Resolver a equac¸a˜o de estado e encontrar o campo de deslocamentos u j.
(b). Encontrar o deslocamento adjunto l j, soluc¸a˜o da equac¸a˜o adjunta.
(c). Calcular a velocidade vn em termos de u j e l j. Normalizar o campo de
velocidades fazendo vn = vn=max(jvnj).
(d). Resolver a equac¸a˜o de evoluc¸a˜o de Hamilton-Jacobi obtendo a nova
forma do corpo representada pelas curvas de nı´veis f j = 0. O passo de tempo
Dt j e´ escolhido de tal forma que J(f j) J(f j 1).
(e). Reinicializar a func¸a˜o level set f j como uma func¸a˜o distaˆncia com sinal.
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( f ). j = j+1.
O esquema de soluc¸a˜o da equac¸a˜o level set e´ explı´cito no tempo e
o passo de tempo deve satisfazer a uma condic¸a˜o CFL (ver Apeˆndice B).
Deve-se observar que, o passo de tempo obtido a partir da condic¸a˜o CFL
(DtCFL) e´ geralmente muito menor do que o passo de tempo Dt j, que e´ o
passo de descida na minimizac¸a˜o de J(f) (passo 1(d) do loop interno). Ou
seja, Dt j = nDtCFL, onde n corresponde ao nu´mero de passos de tempo DtCFL
para o qual a equac¸a˜o de evoluc¸a˜o e´ resolvida em cada iterac¸a˜o j do algoritmo
para uma velocidade vn. O valor de n para cada iterac¸a˜o j e´ monitorado pelo
decre´scimo de J(f j).
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4 RESULTADOS NUME´RICOS
Neste capı´tulo sa˜o apresentados alguns resultados relativos a`
formulac¸a˜o discutida nos capı´tulos anteriores para o problema proposto. Ini-
cialmente, sa˜o apresentadas algumas considerac¸o˜es feitas para a elaborac¸a˜o
dos exemplos nume´ricos. Na sec¸a˜o dos exemplos, apresentam-se alguns
resultados simples com o intuito de validar a formulac¸a˜o apresentada e,
em seguida, sa˜o apresentados os mais cla´ssicos problemas de otimizac¸a˜o
estrutural: a viga MBB e a estrutura em formato L, um problema bastante
tı´pico na o´tica de problemas de otimizac¸a˜o topolo´gica considerando restric¸a˜o
sobre as tenso˜es.
4.1 Considerac¸o˜es gerais
Nesta sec¸a˜o se apresentam as hipo´teses adotadas em cada exemplo
e/ou paraˆmetros escolhidos para a obtenc¸a˜o dos resultados nume´ricos. Em
todos os exemplos sa˜o feitas as seguintes considerac¸o˜es:
1. Estado plano de tenso˜es (EPT).
2. Crite´rio de falha de von Mises.
3. Auseˆncia de forc¸as de corpo (b= 0).
4. A fronteira GN , onde e´ aplicada a trac¸a˜o t , e´ mantida fixa durante todo o
processo de otimizac¸a˜o, isto e´,
f(GN ; t) 0 8t. (4.1)
5. Para garantir a satisfac¸a˜o do item (4), a velocidade vn na fronteira GN e´
nula. Ale´m disso, a fronteira onde o deslocamento e´ prescrito (GD) tambe´m e´
mantida fixa no processo de otimizac¸a˜o, ou seja,
vn

GN
= vn

GD
= 0. (4.2)
Para todos os exemplos, utiliza-se o elemento quadrila´tero bilinear
(ver Apeˆndice E). A densidade r do material e´ considerada como unita´ria.
O mo´dulo de elasticidade do material so´lido e´ normalizado para E = 1 e para
as regio˜es sem material (“furos”) o mo´dulo de elasticidade e´ definido como
sendo E = Hmin = 10 3. O coeficiente de Poisson e´ fixado em n = 0;3.
A func¸a˜o level set e´ reinicializada como func¸a˜o distaˆncia com sinal a cada
atualizac¸a˜o de f .
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Figura 4.1: Barra sob trac¸a˜o uniaxial aplicada na regia˜o intermedia´ria. Mo-
delo utilizado.
4.2 Barra sob trac¸a˜o uniaxial
Este exemplo tem como principal objetivo validar a metodologia de
otimizac¸a˜o estrutural discutida anteriormente, com soluc¸a˜o analı´tica conhe-
cida. Trata-se do problema de uma estrutura retangular submetida a um car-
regamento uniaxial na parte central do contorno (Fig. 4.1). O carregamento
aplicado p e´ exatamente igual ao valor da tensa˜o admissı´vel de falha do ma-
terial (sadm). Naturalmente, a soluc¸a˜o do problema e´ uma barra sob trac¸a˜o,
cuja a´rea da sec¸a˜o transversal e´ igual a` a´rea da sec¸a˜o de aplicac¸a˜o do carre-
gamento e cujo campo de tenso˜es tem o valor da tensa˜o admissı´vel (ocorre
saturac¸a˜o de tenso˜es). O paraˆmetros geome´tricos e materiais deste modelo
sa˜o:
p= 1;0 Pa
sadm = 1;0 Pa
L= 1;0 m
Levando em conta a simetria do problema, apenas a metade direita do
domı´nio e´ discretizada, sendo a malha composta de 60 x 45 elementos finitos.
Para discretizar a func¸a˜o level set, forma-se um grid de 61 x 46. A Fig. (4.2)
mostra o domı´nio inicial representado pelas curvas de nı´veis zero da func¸a˜o
level set. Para a aproximac¸a˜o da func¸a˜o Heaviside, o paraˆmetro x e´ escolhido
como sendo 0;6 vezes a largura do grid. Para o algoritmo de otimizac¸a˜o,
foi escolhido um nu´mero ma´ximo de 35 iterac¸o˜es no loop interno resultando
num total de 12 atualizac¸o˜es do Lagrangiano aumentado (loop externo). Os
multiplicadores de Lagrange sa˜o inicialmente zero para as iterac¸o˜es do pri-
meiro loop externo, onde e´ utilizado um fator de penalizac¸a˜o c = 25. Para a
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Figura 4.2: Barra sob trac¸a˜o uniaxial aplicada na regia˜o intermedia´ria.
Domı´nio level set inicial.
atualizac¸a˜o de c, adota-se b = 1;2 e para sua limitac¸a˜o, g = 0;9. Ainda, para
calcular o termo de regularizac¸a˜o do perı´metro utiliza-se m = 0;001.
O resultado obtido na Fig. (4.3) mostra o campo de densidades
ideˆntico a` soluc¸a˜o analı´tica. O campo de func¸o˜es de falha e-relaxadas pode
ser visualizado na Fig. (4.4), onde o valor ma´ximo de ge e´ violado em
aproximadamente 0;0042. A func¸a˜o objetivo ou funcional Lagrangiano
aumentado, dada pela Eq. (2.35), tem seus valores mostrados na Fig. (4.5)
para cada iterac¸a˜o. Observe-se que o algoritmo convergiu com menos de
100 iterac¸o˜es, pore´m as iterac¸o˜es subsequentes se ocupam de minimizar
a func¸a˜o objetivo atrave´s de “movimentac¸a˜o” do contorno, em geral, com
a topologia ja´ definida. Este comportameno e´ perfeitamente esperado em
virtude do grande nu´mero de restric¸o˜es envolvidas no problema. A Fig. (4.6)
mostra o comportamento das parcelas da func¸a˜o objetivo, onde a primeira
parcela corresponde a` func¸a˜o objetivo original, enquanto as duas u´ltimas
esta˜o associadas a` penalizac¸a˜o (a segunda parcela comporta uma parcela
linear da restric¸a˜o h(u) multiplicada pelos multiplicadores de Lagrange a
e, a terceira, uma parcela quadra´tica da restric¸a˜o h(u) vinculada ao fator de
penalizac¸a˜o c). Verifica-se que as parcelas da penalizac¸a˜o tendem a zero, o
que significa satisfac¸a˜o das restric¸o˜es de tenso˜es locais.
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Figura 4.3: Barra sob trac¸a˜o uniaxial aplicada na regia˜o intermedia´ria.Campo
de densidades.
Figura 4.4: Barra sob trac¸a˜o uniaxial aplicada na regia˜o intermedia´ria.Campo
de func¸o˜es de falha e-relaxadas.
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Figura 4.5: Barra sob trac¸a˜o uniaxial aplicada na regia˜o intermedia´ria. Con-
vergeˆncia da func¸a˜o objetivo.
Figura 4.6: Barra sob trac¸a˜o uniaxial aplicada na regia˜o intermedia´ria. A
figura mostra as treˆs parcelas da func¸a˜o objetivo.
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Figura 4.7: Viga sob flexa˜o pura. Modelo utilizado.
4.3 Viga sob flexa˜o pura
Este outro exemplo acadeˆmico trata da flexa˜o pura de uma estrutura
plana simulando uma viga. O momento fletor puro M e´ aplicado atrave´s de
uma distribuic¸a˜o de tenso˜es normais p variando linearmente a partir da linha
neutra da pec¸a. A geometria e´ apresentada na Fig. (4.7). O paraˆmetros
geome´tricos e materiais deste modelo sa˜o:
p= 30 Pa
sadm = 35 Pa
L= 10 m
Considerando simetria da estrutura, e´ gerada uma malha de 160 x 80 ele-
mentos finitos apenas da metade direita e, para a func¸a˜o level set, forma-se
um grid de 161 x 81. O domı´nio level set inicial e´ mostrado na Fig. (4.8).
Para a aproximac¸a˜o da func¸a˜o Heaviside, o paraˆmetro x e´ escolhido
como sendo 0;7 vezes a largura do grid. Para o ciclo de otimizac¸a˜o, realizam-
se 10 atualizac¸o˜es do Lagrangiano aumentado com 20 iterac¸o˜es no loop in-
terno, sendo que para a primeira iterac¸a˜o do loop externo (onde os multiplica-
dores de lagrange sa˜o igualmente zero) sa˜o necessa´rias 50 iterac¸o˜es para con-
vergeˆncia. Sa˜o usados os seguintes paraˆmetros: c= 500, b = 1;2 e g = 0;9.
Para a regularizac¸a˜o do perı´metro, adota-se m = 0;01.
Note-se pela Fig. (4.9) que o resultado final tende a uma estrutura do
tipo viga em I, onde as mesas superior e inferior possuem densidade r = 1
e a regia˜o central possui densidade quase nula (r = rmin = Hmin). Na Fig.
(4.10) pode-se visualizar o campo de func¸o˜es de falha e-relaxado. Nesta fi-
gura, observa-se valores da func¸a˜o de falha praticamente nulos nas bordas
inferior e superior da estrutura (ou seja, a tensa˜o efetiva de falha do material
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Figura 4.8: Viga sob flexa˜o pura. Domı´nio level set inicial.
Figura 4.9: Viga sob flexa˜o pura. Campo de densidades.
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Figura 4.10: Viga sob flexa˜o pura. Campo de func¸o˜es de falha e-relaxadas.
e´ praticamente igual a` tensa˜o admissı´vel de falha). Entretanto, como espe-
rado, na parcela um pouco mais interna (mas ainda sobre as mesas da viga)
observa-se que as tenso˜es na˜o esta˜o saturadas no valor da tensa˜o de falha. O
valor ma´ximo encontrado de ge gira em torno de 3;2x10 2. O decre´scimo
da func¸a˜o objetivo pode ser visto na Fig. (4.11). A Fig. (4.12) mostra as
treˆs parcelas da func¸a˜o objetivo separadamente, com as parcelas associadas a`
penalizac¸a˜o tendendo a zero no final do processo iterativo.
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Figura 4.11: Viga sob flexa˜o pura. Convergeˆncia da func¸a˜o objetivo.
Figura 4.12: Viga sob flexa˜o pura. A figura mostra as treˆs parcelas da func¸a˜o
objetivo.
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Figura 4.13: Viga bi-apoiada sob carregamento transversal central (MBB).
Modelo utilizado.
4.4 Viga MBB
Este e´ um dos mais cla´ssicos problemas de otimizac¸a˜o de topologia es-
trutural. Trata-se de uma estrutura em EPT bi-apoiada e submetida a um car-
regamento transversal na regia˜o central. Simula, assim, uma viga sob flexa˜o
(Fig. 4.13). A denominac¸a˜o deste problema tem como origem o nome da em-
presa aerona´utica alema˜ que o sugeriu: Messerschmitt-Bolkow-Blohm GmbH
(MBB).
Em virtude da simetria vertical, e´ modelada somente metade da estru-
tura (direita) com uma malha de 150 x 50 elementos finitos. Para discretizar
a func¸a˜o level set, utiliza-se um grid de 151 x 51. Os paraˆmetros geome´tricos
e materiais do modelo sa˜o:
P= 2;0 kN
sadm = 17;80 kPa
L= 1;0 m
DL= 0;2 m
O paraˆmetro x para a aproximac¸a˜o da func¸a˜o Heaviside e´ igual a 0;8
vezes a largura do grid. Para o processo de otimizac¸a˜o, sa˜o realizadas 20
atualizac¸o˜es do Lagrangiano Aumentado com 50 iterac¸o˜es no loop interno,
com excec¸a˜o das iterac¸o˜es k = 1 e k = 2 do ciclo externo onde sa˜o feitas
300 e 100 iterac¸o˜es internas, respectivamente. Sa˜o utilizados os seguintes
paraˆmetros: c = 100, b = 1;2 e g = 0;9. Para a regularizac¸a˜o do perı´metro
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Figura 4.14: Viga bi-apoiada sob carregamento transversal central (MBB).
Domı´nio level set inicial.
Figura 4.15: Viga bi-apoiada sob carregamento transversal central (MBB).
Campo de densidades.
usa-se m = 0;001.
O domı´nio level set inicial e´ mostrado na Fig. (4.14). Observe-se que
a func¸a˜o level set f e´ inicializada como sendo positiva nas regio˜es onde e´
aplicado o carregamento e nos apoios. Esta condic¸a˜o de existeˆncia de mate-
rial e´ imposta em todo o processo iterativo de otimizac¸a˜o, atrave´s da func¸a˜o
Heaviside (H(f) = 1). A topologia final e´ mostrada na Fig. (4.15). O campo
de func¸o˜es de falha e-relaxadas pode ser visualizado na Fig. (4.16). Note-se
que as restric¸o˜es na˜o esta˜o totalmente satisfeitas no domı´nio de projeto. A
restric¸a˜o ge para a topologia final obtida e´ violada em valores de aproximada-
mente 1;3x10 1 (como pode ser visto nas a´reas mais claras da figura). Estes
valores sa˜o bastante elevados se comparados com os exemplos anteriores.
A eficieˆncia do algoritmo com objetivo de minimizar a func¸a˜o objetivo
pode ser comprovado na Fig. (4.17). As parcelas individuais da func¸a˜o ob-
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Figura 4.16: Viga bi-apoiada sob carregamento transversal central (MBB).
Campo de func¸o˜es de falha e-relaxadas.
jetivo tambe´m sa˜o mostradas na Fig. (4.18). Note-se que a primeira parcela
relativa a` massa decresce e estabiliza nas primeiras 400 iterac¸o˜es. Pore´m,
observa-se que a segunda e terceira parcelas na˜o sa˜o anuladas ao longo do
processo iterativo (o que corresponde a na˜o-satisfac¸a˜o da restric¸a˜o do crite´rio
de falha e-relaxado em alguns elementos), resultando no crescimento da pri-
meira parcela no decorrer do processo iterativo.
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Figura 4.17: Viga bi-apoiada sob carregamento transversal central (MBB).
Convergeˆncia da func¸a˜o objetivo.
Figura 4.18: Viga bi-apoiada sob carregamento transversal central (MBB). A
figura mostra as treˆs parcelas da func¸a˜o objetivo.
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Figura 4.19: Estrutura em formato de L engastada na parte superior. Modelo
utilizado.
4.5 Estrutura em formato L
Este exemplo consiste num problema cla´ssico de otimizac¸a˜o de to-
pologia estrutural considerando restric¸a˜o sobre as tenso˜es. Trata-se de uma
estrutura plana em formato de L, engastada na parte superior e submetida a
um carregamento vertical na regia˜o central da extremidade direita, conforme
Fig. (4.19). Os principais paraˆmetros geome´tricos e materiais do modelo sa˜o:
P= 1;0 N
sadm = 42 Pa
L= 1;0 m
As malhas sa˜o geradas em todo o domı´nio L x L. Para a malha de
elementos finitos, utilizam -se 80 x 80 elementos e, para a func¸a˜o level set,
forma-se um grid de 81 x 81. Para construir a func¸a˜o level set inicial, define-
se que na regia˜o 3L=5 x 3L=5 a func¸a˜o possui valor igual a Hmin, represen-
tando a auseˆncia de material. A func¸a˜o f e´ inicializada como sendo positiva
nas regio˜es onde e´ aplicado o carregamento e nos apoios. Estas condic¸o˜es
de existeˆncia ou na˜o-existeˆncia de material sa˜o impostas para cada iterac¸a˜o,
atrave´s da func¸a˜o Heaviside: H(f) = 1 nas regio˜es de aplicac¸a˜o do carre-
gamento e H(f) = Hmin onde na˜o ha´ material. Com isto, o domı´nio level
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Figura 4.20: Estrutura em formato de L engastada na parte superior. Domı´nio
level set inicial.
set inicial e´ mostrado na Fig. (4.20). O histo´rico do processo iterativo de
concepc¸a˜o pode ser visto na Fig. (4.21) nas iterac¸o˜es 2, 5, 10, 300, 400 e 550.
Para a obtenc¸a˜o destes resultados, o paraˆmetro x e´ escolhido como
sendo igual a 0;75 vezes a largura do grid. Para a convergeˆncia do pri-
meiro loop externo (onde na˜o existe atuac¸a˜o dos multiplicadores de La-
grange) sa˜o necessa´rias 300 iterac¸o˜es. No entanto, para o restante do pro-
cesso de otimizac¸a˜o sa˜o realizadas 50 iterac¸o˜es no loop interno num total
de 20 atualizac¸o˜es do Lagrangiano aumentado (loop externo). Sa˜o adotados
os seguintes paraˆmetros de otimizac¸a˜o: c = 250, b = 1;2 e g = 0;9. O co-
eficiente da curvatura me´dia para a regularizac¸a˜o do perı´metro e´ escolhido
empiricamente como sendo m = 0;01.
A topologia final e´ obtida na iterac¸a˜o= 1300 (Fig. 4.22). Observe-se
que a topologia esta´ praticamente definida na iterac¸a˜o= 550, como pode ser
visto na Fig. (4.21), pore´m, devido ao grande nu´mero de restric¸o˜es impostas
no problema, sa˜o necessa´rias mais iterac¸o˜es. Nestas iterac¸o˜es restantes, os
passos de tempo para a soluc¸a˜o da equac¸a˜o de Hamilton-Jacobi sa˜o mais
reduzidos, movimentando as fronteiras de forma sutil. E´ importante observar
o arredondamento obtido nas quinas do problema inicial, com o intuito de
aliviar a singularidade sobre as tenso˜es e garantir que na˜o ocorra falha do
material. Isto pode ser constatado pelo campo de func¸o˜es de falha e-relaxado
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Figura 4.21: Estrutura em formato de L engastada na parte superior. A figura
mostra os resultados intermedia´rios do processo iterativo de otimizac¸a˜o.
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Figura 4.22: Estrutura em formato de L engastada na parte superior. Topolo-
gia obtida.
(Fig. 4.23), onde a maioria dos valores sa˜o negativos (ou seja, na˜o ocorre
falha). O valor ma´ximo de ge para esta topologia obtida violando a restric¸a˜o
do problema gira em torno de 1;5x10 2, o que pode ser considerado um valor
“aceita´vel” levando em conta a complexidade do problema.
A histo´ria do decre´scimo e convergeˆncia da func¸a˜o objetivo (ou funci-
onal Lagrangiano aumentado) esta´ mostrada na Fig. (4.24). Na Fig. (4.25) e´
possı´vel analisar as treˆs parcelas da func¸a˜o objetivo. Note-se que as parcelas
relacionadas a` penalizac¸a˜o convergem para zero, o que significa satisfac¸a˜o
das restric¸o˜es de tenso˜es.
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Figura 4.23: Estrutura em formato de L engastada na parte superior. Campo
de func¸o˜es de falha e-relaxadas.
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Figura 4.24: Estrutura em formato de L engastada na parte superior. Con-
vergeˆncia da func¸a˜o objetivo no processo iterativo.
Figura 4.25: Estrutura em formato de L engastada na parte superior. A figura
mostra as treˆs parcelas da func¸a˜o objetivo.
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5 CONSIDERAC¸O˜ES FINAIS
5.1 Concluso˜es
O me´todo level set utilizado para problemas de otimizac¸a˜o topolo´gica
e´ bastante comum na literatura, pore´m a maior parte destina-se a resolver pro-
blemas de mı´nima flexibilidade (compliance). Os motivos principais para isto
esta˜o associados ao bom nı´vel de desenvolvimento das te´cnicas matema´ticas
relacionadas a este tipo de problema, aliado ao pequeno nu´mero de restric¸o˜es
(uma u´nica restric¸a˜o sobre a quantidade de material). Este trabalho teve como
principal objetivo propor o me´todo level set para otimizac¸a˜o topolo´gica mas,
cujo objetivo e´ a minimizac¸a˜o da massa de uma estrutura com restric¸a˜o de
falha material local. Neste problema, existem maiores dificuldades devido
ao elevado nu´mero de restric¸o˜es (pelo menos igual ao nu´mero de elementos)
resultando num elevado custo computacional. Assim sendo, dentre as princi-
pais concluso˜es obtidas de todo trabalho desenvolvido, destacam-se:
 O campo de velocidades usado para resoluc¸a˜o da equac¸a˜o level set,
que foi definido atrave´s da ana´lise de sensibilidade, provou realmente
ser uma direc¸a˜o de descida do funcional objetivo, permitindo construir
um algoritmo de otimizac¸a˜o. Vale a pena mencionar que neste traba-
lho foi empregado simplesmente o me´todo do gradiente, sendo que a
convergeˆncia do algoritmo poderia ser acelerada usando, por exemplo,
conceitos dos me´todos quase-Newton.
 Todo o desenvolvimento das equac¸o˜es baseia-se em uma func¸a˜o de
falha do material em forma gene´rica (mas dependente das tenso˜es e/ou
deformac¸o˜es). Embora tenha sido empregado o crite´rio de von Mises
para obtenc¸a˜o da func¸a˜o de falha, a u´nica diferenc¸a na implementac¸a˜o
das va´rias func¸o˜es de falha existentes na literatura encontra-se na
obtenc¸a˜o do valor da func¸a˜o propriamente dito e na sua derivada em
relac¸a˜o aos invariantes de tenso˜es. Com isso, e´ de grande facilidade a
implementac¸a˜o nume´rica de qualquer outra classe de material.
 Para resolver a equac¸a˜o de Hamilton-Jacobi foi utilizado o esquema
explı´cito upwind de primeira ordem. O uso de outras te´cnicas
nume´ricas mais recentes (XIA et al., 2006; LUO et al., 2008) podem ter
um impacto significativo nos aspectos de eficieˆncia nume´rica.
 O processo de reinicializac¸a˜o necessa´rio para manter a func¸a˜o le-
vel set como uma func¸a˜o distaˆncia com sinal pode ser considerado
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como uma das maiores desvantagens do me´todo level set. A questa˜o
e´ que a evoluc¸a˜o da func¸a˜o level set na˜o tem como soluc¸a˜o uma
func¸a˜o distaˆncia com sinal, justificando a necessidade do uso da
reinicializac¸a˜o. A desvantagem da reinicializac¸a˜o, ale´m do custo
computacional, e´ que ela pode movimentar a fronteira de forma inde-
seja´vel e, por este motivo, deveria ser evitada tanto quanto possı´vel.
O desenvolvimento de novas te´cnicas de reinicializac¸a˜o ainda e´ um
assunto ativo na pesquisa.
 O me´todo Lagrangiano Aumentado empregado neste trabalho para in-
corporar as restric¸o˜es sobre as tenso˜es no funcional objetivo, permi-
tiu resolver, na maior parte dos exemplos nume´ricos apresentados, a
satisfac¸a˜o das restric¸o˜es de falha material. Com excec¸a˜o do exemplo
da viga MBB, os demais exemplos possuem valores adequados para o
campo das func¸o˜es de falha e-relaxadas a menos de uma pequena to-
leraˆncia. No caso do formato L, violac¸a˜o de no ma´ximo 0;02 em alguns
pontos e ainda valores inferiores a este para os exemplos da barra sob
trac¸a˜o e da viga sob flexa˜o pura. Os valores numericamente mais ele-
vados de violac¸a˜o da restric¸a˜o foram encontrados no exemplo da viga
MBB, onde a violac¸a˜o de ge chega a 0;13 em alguns pontos.
 A soluc¸a˜o dos exemplos nume´ricos obtidos neste trabalho sa˜o compa-
rados aos resultados obtidos em Pereira, Fancello e Barcellos (2004),
no qual busca soluc¸o˜es para o mesmo problema mas utilizando o
me´todo SIMP. As topologias finais sa˜o semelhantes e e´ interessante
observar que, apesar do exemplo da viga MBB possuir valores nume-
ricamente maiores violando ge do que os outros exemplos, a topologia
obtida possui caracterı´sticas perfeitamente compara´veis a` de Pereira,
Fancello e Barcellos (2004).
 O resultado final (topologia obtida) e´ altamente dependente da func¸a˜o
level set inicial, uma vez que o esquema upwind na˜o permite a criac¸a˜o
de furos. O me´todo level set demonstrou uma certa flexibilidade para
manipular as mudanc¸as topolo´gicas do processo de evoluc¸a˜o da func¸a˜o
level set, unindo e cancelando os furos definidos no domı´nio inicial.
 Devido a` tensa˜o ser calculada apenas no centro dos elementos, con-
duzindo a uma pobre estimativa de tensa˜o na estrutura, uma melhor
avaliac¸a˜o da tensa˜o usando te´cnicas mais apropriadas ou te´cnicas de
recuperac¸a˜o de tensa˜o deveriam ser testadas a fim de obter resultados
5.2 Sugesto˜es para trabalhos futuros 63
mais satisfato´rios. Por exemplo, utilizar uma malha de Elementos Fi-
nitos com maior frequeˆncia de informac¸o˜es para o no´ do grid level set
pode ser uma alternativa para obtenc¸a˜o de melhores resultados.
 Na implementac¸a˜o deste trabalho, o controle do nu´mero de passos de
tempo da condic¸a˜o CFL (nDtCFL) necessa´rios para encontrar o valor
mı´nimo do funcional objetivo numa certa direc¸a˜o (isto e´, o valor de n),
e´ realizado fazendo testes para determinados valores de n. Desenvolver
um algoritmo de otimizac¸a˜o para determinar n reduziria consideravel-
mente o custo computacional.
5.2 Sugesto˜es para trabalhos futuros
Uma se´rie de melhorias podem ser implementadas para uma maior
qualidade do trabalho sob o ponto de vista computacional. A seguir, sa˜o
apresentadas algumas destas:
 A utilizac¸a˜o de malhas na˜o-uniformes de Elementos Finitos, possibili-
tando a realizac¸a˜o de refinos em sub-regio˜es para uma avaliac¸a˜o mais
precisa das tenso˜es.
 Criar um algoritmo para determinar o nu´mero de passos de tempo n da
condic¸a˜o CFL para obter o menor valor do funcional objetivo.
 Desenvolver novos me´todos de reinicializac¸a˜o a fim de realizar um
maior controle neste processo. Ou ainda, implementar outras te´cnicas
nume´ricas para resolver a equac¸a˜o de evoluc¸a˜o de Hamilton-Jacobi,
como por exemplo, as utilizadas nos trabalhos de Xia et al. (2006) ou
Luo et al. (2008).
 Criar uma malha de Elementos Finitos coincidente com o grid level set,
utilizando um me´todo de suavizac¸a˜o para avaliar o campo de velocida-
des sobre os no´s dos Elementos Finitos.
 Como sugesta˜o para desenvolvimentos futuros, implementar a
formulac¸a˜o desenvolvida neste trabalho para o caso de estruturas
3D.
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APEˆNDICE A – DERIVADA GAˆTEAUX E FRE´CHET DE UM
FUNCIONAL
Neste apeˆndice sa˜o apresentados dois dos mais importantes conceitos
utilizados ao longo do texto, quais sejam: derivada Gaˆteaux e Fre´chet de um
funcional. Portanto, seja U um espac¸o de Banach (espac¸o vetorial normado)
eF um funcional tal que
F : U !Â, (A.1)
onde U  U e´ o conjunto das func¸o˜es admissı´veis (conjunto de busca de
soluc¸o˜es) e definindo V U como o espac¸o das variac¸o˜es admissı´veis, enta˜o:
Definic¸a˜o (Derivada Gaˆteaux): Se o funcionalF admite a expansa˜o
F (u+ th) =F (u)+ tdF (u;h)+J(t), (A.2)
com t 2Â+, enta˜o o termo
dF (u;h) (A.3)
e´ denominado derivada Gaˆteaux deF avaliada em u 2U na direc¸a˜o h 2 V .
Se este termo existe para todo h 2 V , enta˜oF e´ dito Gaˆteaux diferencia´vel.
Observac¸a˜o: SeF (u) esta´ definido e seF (u+th) esta´ definido para
todo t > 0 suficientemente pequeno, enta˜o
dF (u;h) =
¶
¶ t
F (u+ th)

t=0
. (A.4)
Definic¸a˜o (Derivada Fre´chet): Se o funcionalF admite a expansa˜o
F (u+h) =F (u)+

¶
¶u
F (u);h

+h(u;h), (A.5)
onde 
¶
¶u
F (u);h

(A.6)
e´ linear e contı´nuo em relac¸a˜o a h e h(u;h) e´ tal que
lim
h!o
jh(u;h)j
khkU
= 0, (A.7)
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enta˜o o termo dado pela Eq. (A.6) e´ denominado derivada Fre´chet de F
avaliada em u na direc¸a˜o h 2 V eF e´ dito Fre´chet diferencia´vel.
Proposic¸a˜o: Se F : U ! Â e´ Fre´chet diferencia´vel em u 2 U, enta˜o F e´
Gaˆteaux diferencia´vel e
dF (u;h) =

¶
¶u
F (u);h

. (A.8)
Prova. Sejam h 2V e t 2Â+ suficientemente pequeno tal que (u+ th)2U .
ComoF e´ Fre´chet diferencia´vel, enta˜o
F (u+ th) =F (u)+

¶
¶u
F (u); th

+h(u; th), (A.9)
logo, da linearidade da derivada Fre´chet com relac¸a˜o a h , tem-se
F (u+ th) F (u)
t
=

¶
¶u
F (u);h

+
1
t
h(u; th)
=

¶
¶u
F (u);h

+
1
t
khkU
h(u; th)
khkU
=

¶
¶u
F (u);h

+khkU
h(u; th)
kthkU
, (A.10)
e tomando o limite com t ! 0 obte´m-se o resultado desejado 
Corola´rio: SeF : U !Â e´ Fre´chet diferencia´vel em u 2U, enta˜o
¶
¶u
F (u);h

=
¶
¶ t
F (u+ th)

t=0
. (A.11)
Sendo assim, o problema inicialmente bastante complexo de obtenc¸a˜o
da derivada Fre´chet de um funcional, se reduz ao ca´lculo de uma derivada
ordina´ria em relac¸a˜o a um u´nico paraˆmetro de controle t.
APEˆNDICE B – RESOLUC¸A˜O DA EQUAC¸A˜O DE
HAMILTON-JACOBI
A equac¸a˜o de Hamilton-Jacobi e´ resolvida atrave´s de te´cnicas upwind
em diferenc¸as finitas e a metodologia apresentada a seguir somente e´ va´lida
para malhas estruturadas (em grid cartesiano). Os procedimentos para tratar
problemas com outros tipos de malhas, como malhas triangulares na˜o estru-
turadas, podem ser encontrados em Sethian (1999).
Figura B.1: Derivadas parciais em 1D, para resoluc¸a˜o da equac¸a˜o de
Hamilton-Jacobi.
Conforme Sethian (1999), adotando-se a te´cnica upwind de primeira
ordem em 1D para resoluc¸a˜o da equac¸a˜o level set (Eq. 2.19), que e´ uma
equac¸a˜o do tipo Hamilton-Jacobi, tem-se para o i-e´simo no´
f n+1i = f
n
i  Dt

max((vn)i ;0)Ñ
+
i +min((vn)i ;0)Ñ
 
i

, (B.1)
onde
Ñ+i =
h
max
 
d xi ;0
2
+min
 
d+xi ;0
2i 12 , (B.2)
Ñ i =
h
max
 
d+xi ;0
2
+min
 
d xi ;0
2i 12 . (B.3)
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As derivadas do funcional em relac¸a˜o ao eixo x sa˜o dadas por
d+xi =
f ni+1 f ni
Dx
, (B.4a)
d xi =
f ni  f ni 1
Dx
, (B.4b)
onde Dx corresponde a` distaˆncia, em relac¸a˜o ao eixo x, entre os pontos do
grid em considerac¸a˜o, conforme e´ apresentado na Fig. (B.1).
Ja´ em 3D, para um grid cartesiano, conforme a Fig. (B.2), tem-se que
as curvas sa˜o atualizadas atrave´s de
f n+1i; j;k = f
n
i; j;k Dt
h
max

(vn)i;; j;k ;0

Ñ+i; j;k+min

(vn)i;; j;k ;0

Ñ i; j;k
i
,
(B.5)
onde
Ñ+i; j;k =[max

d xi; j;k;0
2
+min

d+xi; j;k;0
2
+max

d yi; j;k;0
2
+min

d+yi; j;k;0
2
+max

d zi; j;k;0
2
+min

d+zi; j;k;0
2
]
1
2 , (B.6)
Ñ i; j;k =[max

d+xi; j;k;0
2
+min

d xi; j;k;0
2
+max

d+yi; j;k;0
2
+min

d yi; j;k;0
2
+max

d+zi; j;k;0
2
+min

d zi; j;k;0
2
]
1
2 . (B.7)
As derivadas d+yi; j;k, d
 y
i; j;k, d
+z
i; j;k e d
 z
i; j;k sa˜o obtidas a partir das Eqs. (B.4a) e
(B.4b).
Para o caso de grid em 2D, pode-se utilizar as mesmas equac¸o˜es apre-
sentadas para o caso 3D, excluindo-se o sub-ı´ndice k e tomando-se
d+zi; j;k = d
 z
i; j;k = 0. (B.8)
Constata-se que sobre a fronteira externa do domı´nio, na˜o ha´ como
realizar a atualizac¸a˜o de suas curvas de nı´vel de acordo com o procedimento
apresentado. Desta forma, sugere-se realizar a projec¸a˜o das curvas de nı´vel
nestes pontos ou considerar pontos externos a` fronteira para permitir o ca´lculo
das derivadas de pontos situados na fronteira.
O paraˆmetro Dt da equac¸a˜o de evoluc¸a˜o se mante´m fixo durante o
processo de otimizac¸a˜o e deve ser limitado para garantir a estabilidade dos
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Figura B.2: Atualizac¸a˜o das curvas de nı´vel para resoluc¸a˜o da equac¸a˜o de
Hamilton-Jacobi para problemas (a) 2D e (b) 3D.
esquemas upwind. Para que esta condic¸a˜o seja atendida, utiliza-se a condic¸a˜o
de Courant-Friedrich-Lewy (CFL), onde a fronteira na˜o pode mover-se mais
do que uma ce´lula a cada passo de tempo DtCFL, isto e´,
DtCFLmax
(vn)i; j;k Dmin =min(Dx;Dy;Dz) ,
onde Dmin corresponde a` largura mı´nima do grid, e Dx, Dy e Dz representam as
dimenso˜es do grid em relac¸a˜o aos eixos cartesianos (OSHER; SETHIAN, 1988).
Entretanto, o tempo de integrac¸a˜o Dt na˜o e´ limitado para um u´nico passo de
tempo DtCFL na iterac¸a˜o, mas geralmente n passos, ou seja, Dt = nDtCFL.
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APEˆNDICE C – CRITE´RIOS DE FALHAMATERIAL
Um crite´rio de falha material significa, neste contexto, uma func¸a˜o f
capaz de identificar o quanto um ponto material submetido a um estado de
tensa˜o quase esta´tico suporta sem falhar. Esta falha pode significar o escoa-
mento para um material du´ctil ou a iniciac¸a˜o de trincas em um material fra´gil.
Conforme Hill (1950), o crite´rio de falha material pode ser escrito, para ma-
terial isotro´pico, em func¸a˜o das treˆs componentes das tenso˜es principais (in-
variantes) e dos paraˆmetros do material (mo´dulo de elasticidade, coeficiente
de Poisson, etc.), ou seja,
f (I1;J2;J3;k1;k2; :::) = 0, (C.1)
onde I1, J2 e J3 correspondem, respectivamente, ao primeiro invariante do ten-
sor de tenso˜es de Cauchy s (u), ao segundo e terceiro invariantes do tensor de
tenso˜es desviadoras S(u) e os paraˆmetros k1, k2..., sa˜o paraˆmetros constantes
relacionados a`s propriedades dos materiais. E´ considerado que a falha na˜o
ocorre se f  0. Neste caso, os invariantes sa˜o dados por
I1 = tr[s (u)] = I s (u), (C.2)
J2 =
1
2
S(u) S(u) = 1
2
Ps (u) Ps (u), (C.3)
J3 =
1
3
S(u)S(u) S(u), (C.4)
onde
S(u) = s (u)  1
3
tr[s (u)]I=

II  1
3
I
 I

s (u) = Ps (u). (C.5)
Aqui, I e II representam, respectivamente, o tensor identidade de segunda
e quarta ordem, e P e´ matriz que relaciona o tensor desviador com o tensor
tensa˜o.
C.1 Crite´rios de escoamento
O crite´rio de escoamento (ou crite´rio de falha material) determina o
nı´vel de tensa˜o sob o qual a deformac¸a˜o pla´stica (para material du´til) ou
a fratura fra´gil (para material fra´gil) tem inı´cio. Define, portanto, o limite
ela´stico do material sob estado geral de tenso˜es e esta´ associado tanto ao tipo
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de falha do material, como ao valor nume´rico em que se inicia a falha. Este
valor e´ avaliado localmente (em cada ponto). Pode ser visto, tambe´m, como
o mapeamento de um estado de tenso˜es multiaxial em um estado uniaxial e a
comparac¸a˜o deste com um valor de tensa˜o caracterı´stico do material, para o
qual e´ iniciada a falha do mesmo. A representac¸a˜o geome´trica de um deter-
minado crite´rio pode ser realizada pela definic¸a˜o de uma superfı´cie no espac¸o
de tenso˜es de Haigh-Westergaard, obtida pelo lugar geome´trico de todos os
pontos tensa˜o onde ocorre a falha material. Neste caso, tem-se a superfı´cie
de falha no espac¸o de tenso˜es.
Os crite´rios de escoamento dos materiais sa˜o definidos a partir da Eq.
(C.1). Existem na literatura uma se´rie de crite´rios para diversos tipos de ma-
terial, pore´m sera˜o apresentados os mais comuns para materiais du´teis: os
crite´rios de Tresca e de von Mises.
C.1.1 Crite´rio de escoamento de Tresca
Um dos primeiros crite´rios de escoamento para um estado de tenso˜es
multiaxial foi proposto em 1864 por Tresca, e estabelece que o escoamento
devido a plastificac¸a˜o material em um dado ponto ocorre quando a ma´xima
tensa˜o cisalhante (tmax) atinge um determinado valor k, caracterı´stico do ma-
terial correspondente a` metade da tensa˜o de escoamento em um teste de trac¸a˜o
uniaxial (sadm).
Considerando as tenso˜es principais no ponto material ordenadas, tais
que smax = s1  s2  s3 = smin, pode-se escrever o crite´rio de falha da
ma´xima tensa˜o cisalhante como
tmax =
1
2
(smax smin) = 12sadm (C.6)
A forma final do crite´rio de escoamento de Tresca ( fTr) em termos dos inva-
riantes de tenso˜es e´ dada por
fTr =
2
p
J2 cosq
sadm
 1, (C.7)
onde
q =
1
3
sen 1
 
 3p3J3
2J3=22
!
, (C.8)
corresponde ao paraˆmetro geome´trico relativo ao espac¸o de tenso˜es de Haigh-
Westergaard. Define-se que o material na˜o falha se fTr  0.
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C.1.2 Crite´rio de escoamento de von Mises
Postulado inicialmente em 1913 por von Mises, e´ tambe´m conhecido
como crite´rio da ma´xima energia de distorc¸a˜o. O crite´rio estabelece que o
material inicia o escoamento pla´stico quando o valor da tensa˜o octae´drica
(toct) no ponto atingir um valor crı´tico k, caracterı´stico do material. A tensa˜o
cisalhante octae´drica pode ser obtida pela expressa˜o
toct =
r
2
3
J2. (C.9)
Considerando um ensaio de trac¸a˜o uniaxial, pode-se equacionar o crite´rio de
escoamento de von Mises atrave´s da func¸a˜o de falha fvM como
fvM =
svM
sadm
 1, (C.10)
onde
svM =
p
3J2, (C.11)
corresponde a` tensa˜o equivalente ou efetiva de von Mises e sadm representa
o valor da tensa˜o admissı´vel para o material. Note-se que o material na˜o esta´
sofrendo falha se fvM  0. A tensa˜o efetiva de von Mises tambe´m pode ser
escrita em func¸a˜o das tenso˜es, ou seja,
s2vM =
1
2
h
(s11 s22)2+(s22 s33)2+(s33 s11)2
i
+3
 
s212+s223+s231

. (C.12)
Deve-se observar que, assim como o crite´rio de Tresca, o crite´rio de
vonMises tambe´m e´ independente do primeiro invariante do tensor de tenso˜es
de Cauchy I1, associado a` pressa˜o hidrosta´tica. Estabelecem, portanto, a falha
do material somente em termos da distorc¸a˜o do elemento material. Estes
crite´rios sa˜o adequados a materiais du´cteis como alumı´nio, cobre, ligas de
ac¸o, etc.
C.2 Derivada dos invariantes em relac¸a˜o ao campo de deslocamentos
Neste trabalho, o crite´rio de falha material e´ adotado como uma das
restric¸o˜es impostas ao problema de otimizac¸a˜o e faz-se necessa´ria a ana´lise
de sensibilidade das func¸o˜es de falha. Como comentado anteriormente, pode-
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se escrever o crite´rio de falha material em func¸a˜o dos invariantes de tenso˜es.
Assim, derivando a func¸a˜o de falha em relac¸a˜o ao campo de deslocamentos,
usando o conceito de derivada Fre´chet obte´m-se, pela regra da cadeia:
¶he(u;f)
¶u
[du] =
¶he(u;f)
¶ I1
¶ I1
¶u
[du]+
¶he(u;f)
¶J2
¶J2
¶u
[du]
+
¶he(u;f)
¶J3
¶J3
¶u
[du] . (C.13)
que corresponde a` Eq. (2.53). A derivada do primeiro invariante em relac¸a˜o
a u e´ dada por
¶ I1
¶u
[du] =

¶ I1
¶u
;du

=
¶
¶ t
[I s (u+ tdu)]

t=0
= I s (du) = I Ce (du) = CI  e (du). (C.14)
Ja´ o termo relativo a` derivada do segundo invariante e´ calculada por
¶J2
¶u
[du] =

¶J2
¶u
;du

=
¶
¶ t

1
2
S(u+ tdu) S(u+ tdu)

t=0
= S(u+ tdu)  ¶
¶ t
[S(u+ tdu)]

t=0
= S(u) PCe (du)
= PTS(u) Ce (du) = CPTS(u)  e (du). (C.15)
Finalmente, a derivada associada ao terceiro invariante e´ dada como
¶J3
¶u
[du] =

¶J3
¶u
;du

=
¶
¶ t

1
3
S(u+ tdu)S(u+ tdu) S(u+ tdu)

t=0
= S(u+ tdu)S(u+ tdu)  ¶
¶ t
[S(u+ tdu)]

t=0
= S(u)S(u) PCe (du) = CPTS(u)S(u)  e (du). (C.16)
C.3 Derivada da func¸a˜o de falha em relac¸a˜o aos invariantes de tenso˜es
Esta sec¸a˜o tem por objetivo adotar uma func¸a˜o de falha f e calcu-
lar as suas derivadas em relac¸a˜o aos invariantes que surgem na Eq. (C.13).
Devido a` simplicidade e aplicabilidade a uma ampla classe de materiais
meta´licos, utiliza-se o crite´rio de falha de von Mises. Entretanto, este tra-
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balho na˜o esta´ restrito somente a este crite´rio de falha, ou seja, e´ apresentada
uma formulac¸a˜o geral para o problema de otimizac¸a˜o considerando qualquer
crite´rio de falha material. Assim, a func¸a˜o de falha g(u) e´ dada por
g(u) = fvM =
p
3J2
sadm
 1, (C.17)
e a func¸a˜o de falha usada na formulac¸a˜o do problema com relaxac¸a˜o como
ge(u;f) H(f) fvM  e(1 H(f)). (C.18)
Desta forma, a partir da Eq. (2.40) podemos escrever
he(u;f) =max
n
H(f) fvM  e(1 H(f)); ac
o
. (C.19)
Para resolver a equac¸a˜o acima, supo˜e-se dois casos:
Caso 1. Se
[H(f) fvM  e(1 H(f))] ac ,
enta˜o
he(u;f) = H(f) fvM  e(1 H(f)). (C.20)
Substituindo a Eq. (C.17) em (C.20) e derivando em relac¸a˜o aos invariantes,
obte´m-se
¶he(u;f)
¶ I1
=
¶he(u;f)
¶J3
= 0, (C.21)
¶he(u;f)
¶J2
=
3H(f)
2sadm
p
3J2
=
3
2
H(f)
sadmsvM
(C.22)
Desta forma, o tensor A(u;f) dado pela Eq. (2.59) fica
A(u;f) =
3
2
H(f)
sadmsvM
PTS(u). (C.23)
Caso 2. Se
[H(f) fvM  e(1 H(f))]< ac ,
enta˜o
he(u;f) = ac . (C.24)
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Derivando em relac¸a˜o aos invariantes, obte´m-se
¶he(u;f)
¶ I1
=
¶he(u;f)
¶J2
=
¶he(u;f)
¶J3
= 0, (C.25)
e o tensor A(u;f) e´ identicamente zero.
APEˆNDICE D – ESTADO PLANO DE TENSO˜ES (EPT)
Os estados planos de tenso˜es sa˜o tı´picos de placas delgadas subme-
tidas a cargas contidas no plano da superfı´cie me´dia da placa. Considera-se
tambe´m, nestes modelos, que o carregamento na˜o varia ao longo da espessura
da placa. A revisa˜o apresentada a seguir baseia-se em Simo e Hughes (1998).
Denota-se Q como sendo o espac¸o vetorial dos tensores sime´tricos
de segunda ordem. Esta condic¸a˜o de simetria implica que dim[Q] = 6. O
subespac¸o plano de tenso˜es, denotado por Qp  Q, e´ obtido de Q incluindo
treˆs restric¸o˜es:
Qp := fs 2Q j s13 = s23 = s33  0g . (D.1)
Portanto, o tensor de tenso˜es possui componentes somente no plano e o tensor
tensa˜o num ponto gene´rico tem a forma
s =
24s11 s12 0s21 s22 0
0 0 0
35 . (D.2)
Similarmente, o subespac¸o dos tensores de segunda ordem sime´tricos desvi-
adores, denotado por QD Q, e´ definido incluindo treˆs restric¸o˜es em Q:
QD := fS 2Q j S13 = S23 = 0, tr[S] := Skk  0g . (D.3)
Introduzindo a notac¸a˜o vetorial, e´ possı´vel expressar s 2Qp e S2QD
como
s := [s11 s22 s12]T , (D.4)
S := [S11 S22 S12 S33]T . (D.5)
Define-se o mapeamento PEPT : Qp ! QD onde dim PEPT = [4x3], relacio-
nando o tensor de tensa˜o restrito s 2 Qp e seu desviador S = dev[s ] 2 QD
atrave´s da seguinte notac¸a˜o matricial
S= dev[s ] = PEPTs , (D.6)
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onde
PEPT =
2664
2
3
 1
3 0 1
3
2
3 0
0 0 1
 1
3
 1
3 0
3775 . (D.7)
Levando em conta que tr[S] = 0, a parcela S33 pode ser escrita como
S33 = 13 (s11+s22) . (D.8)
Para um so´lido ela´stico linear isotro´pico, as deformac¸o˜es em func¸a˜o
das tenso˜es se escrevem
e (u) =
1+n
E
s (u)  n
E
(trs (u))I. (D.9)
A partir desta equac¸a˜o e usando os conceitos do EPT, tem-se que o estado
de deformac¸o˜es na˜o e´ plano. Existe a componente e33 devido ao efeito de
Poisson. Assim, a representac¸a˜o das componentes de deformac¸a˜o fica dada
por
e (u) =
24e11 e12 0e21 e22 0
0 0 e33
35 , (D.10)
onde a componente e33 pode ser expressa em func¸a˜o das deformac¸o˜es no
plano, ou seja,
e33 =
 n
(1 n) (e11+ e22) . (D.11)
A partir de (D.9) e EPT, e´ possı´vel escrever as relac¸o˜es em forma
matricial:
s (u) =
8<: s11s22s12
9=;= E1 n2
241 n 0n 1 0
0 0 1 n2
358<: e11e22g12 = 2e12
9=;= CEPT e (u),
(D.12)
onde CEPT e´ a matriz de elasticidade para o estado plano de tenso˜es.
D.1 Reduc¸a˜o do problema 3D para o problema 2D
Esta sec¸a˜o tem por objetivo mostrar o formato do tensor A (Eq. 2.59)
para as condic¸o˜es de EPT apresentados acima, em notac¸a˜o vetorial. Vale a
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pena ressaltar que toda a abordagem discutida e´ geral para um problema tri-
dimensional. Sua reduc¸a˜o para o problema de EPT pode ser feita diretamente
reduzindo os ı´ndices das matrizes.
Seja o funcional dado pela Eq. (2.58) associado a` derivada da func¸a˜o
de falha he(u;f) em relac¸a˜o ao campo de deslocamentos na direc¸a˜o du, no
EPT:
¶he(u;f)
¶u
[du] = CEPTAEPT  e (du) (D.13)
Considerando o crite´rio de falha de von Mises (ver Apeˆndice C), o
tensor de segunda ordem A (Eq. 2.59) para o EPT pode ser escrito como,
AEPT =
¶he(u;f)
¶J2
PTEPTS (D.14)
ou na forma matricial,
AEPT =
¶he(u;f)
¶J2
24 23  13 0  13 1
3
2
3 0
 1
3
0 0 1 0
35
8>><>>:
S11
S22
S12
S33
9>>=>>; . (D.15)
Operando matricialmente e usando (D.8), encontra-se
AEPT =
¶he(u;f)
¶J2
S, (D.16)
onde
S =
8<: S11S22S12
9=; , (D.17)
representa o tensor desviador S considerando a parcela S33. Note que a matriz
CEPT tem dimensa˜o [3x3] e o tensor AEPT e´ usado na notac¸a˜o vetorial com
dimensa˜o [3x1], permitindo a operac¸a˜o destes termos para obter a derivada da
expressa˜o (D.13).
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APEˆNDICE E – ELEMENTOS FINITOS EM EPT
Todos os exemplos nume´ricos apresentados neste trabalho sa˜o mo-
delos que utilizam as definic¸o˜es do Estado Plano de Tenso˜es (EPT). Este
apeˆndice tem por objetivo apresentar o tipo de elemento usado para a ana´lise,
bem como a matriz de rigidez e a forc¸a adjunta elementares para o caso es-
pecı´fico do EPT.
E.1 Tipo de elemento e matriz de deformac¸a˜o
Utiliza-se um elemento quadrila´tero bilinear (Q4), cujas func¸o˜es de
interpolac¸a˜o esta˜o dadas pelas equac¸o˜es
y1 =
1
4
(1 x )(1 h) ,
y2 =
1
4
(1+x )(1 h) ,
y3 =
1
4
(1+x )(1+h) ,
y4 =
1
4
(1 x )(1+h) .
A Fig. (E.1) mostra o mapeamento deste elemento no domı´nio real xy para o
domı´nio do elemento isoparame´trico.
Sa˜o utilizadas malhas estruturadas, ou seja, malhas ortogonais ou car-
tesianas onde todos elementos possuem o mesmo tamanho e a posic¸a˜o dos
no´s obedece ao mesmo sistema coordenado. Isto permite calcular a matriz
Jacobiana J, dada por
J=
1
2

a 0
0 b

, (E.1)
logo, sua inversa e´ determinada como
J 1 =

2=a 0
0 2=b

. (E.2)
Portanto, a matriz de deformac¸a˜o B e´ a mesma para todos os elementos e dada
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Figura E.1: Mapeamento do elemento finito de quatro no´s no domı´nio real xy
para o espac¸o xh do elemento finito padra˜o.
por
e
B=
266666666664
1
2a (h 1) 0 12b (x  1)
0 12b (x  1) 12a (h 1)
1
2a (1 h) 0   12b (x +1)
0   12b (x +1) 12a (1 h)
1
2a (h+1) 0
1
2b (x +1)
0 12b (x +1)
1
2a (h+1)
  12a (h+1) 0 12b (1 x )
0 12b (1 x )   12a (h+1)
377777777775
T
. (E.3)
E.2 Matriz de rigidez elementar
Amatriz de rigidez do elemento pode ser integrada no domı´nio do ele-
mento finito padra˜o. Assim, com as devidas mudanc¸as de varia´veis, obte´m-se
Ke =
Z 1
 1
Z 1
 1
e
H(f)
e
B
T
CEPT
e
BdetJdxdh . (E.4)
Considerando que
e
H(f) e´ constante e substituindo a Eq. (E.3) e a matriz de
elasticidade para o estado plano de tenso˜es CEPT (Eq. D.12) na Eq. (E.4),
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resolvendo-se analiticamente a integral, obte´m-se
Ke =H(f)
E
(1 n2) 266666666664
k(1) k(2) k(3) k(4) k(5) k(6) k(7) k(8)
k(2) k(9) k(8) k(10) k(6) k(11) k(4) k(12)
k(3) k(8) k(1) k(6) k(7) k(4) k(5) k(2)
k(4) k(10) k(6) k(9) k(8) k(12) k(2) k(11)
k(5) k(6) k(7) k(8) k(1) k(2) k(3) k(4)
k(6) k(11) k(4) k(12) k(2) k(9) k(8) k(10)
k(7) k(4) k(5) k(2) k(3) k(8) k(1) k(6)
k(8) k(12) k(2) k(11) k(4) k(10) k(6) k(9)
377777777775
, (E.5)
onde os termos da matriz sa˜o dados por
fkg=
266666666666666666664
  16ab
 
na2 2b2 a2
1
8 (n+1)
  112ab
 
na2+4b2 a2
1
8 (3n 1)
1
12ab
 
na2 2b2 a2
  18 (n+1)
1
6ab
 
na2+b2 a2
1
8 ( 3n+1)
  16ab
 
nb2 2a2 b2
1
6ab
 
nb2+a2 b2
1
12ab
 
nb2 2a2 b2
  112ab
 
nb2+4a2 b2
377777777777777777775
. (E.6)
Conve´m frisar que esta matriz de rigidez encontrada e´ va´lida para uma ma-
lha ortogonal com elementos do mesmo tamanho e para o EPT. Entretanto,
tambe´m e´ valida para malhas onde os elementos tenham a 6= b. Em Bendsøe
e Sigmund (2003) e´ feito o procedimento ana´logo, pore´m trata os elementos
como sendo quadrados (a= b).
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E.3 Forc¸a adjunta elementar
O vetor forc¸a adjunta do elemento, dado pela Eq. (3.16), e´ reescrito
para o EPT no domı´nio do elemento finito padra˜o como
Fea =
Z 1
 1
Z 1
 1
e
H(f)(ae+ chee)
e
B
T
CEPTAEPT detJdxdh , (E.7)
onde AEPT e´ o tensor modificado obtido para EPT dado pela Eq. (D.16).
Com base nas condic¸o˜es apresentadas na Sec¸a˜o (3.2) do Capı´tulo 3, pode-se
reescrever
Fea =
e
H(f) [ae+ chee ]
Z 1
 1
Z 1
 1
e
B
T
detJdxdh CEPTAEPT . (E.8)
Resolvendo a integral de forma analı´tica, finalmente obte´m-se o vetor forc¸a
adjunta elementar como
Fea =
e
H(f)(ae+ chee)XCEPTAEPT , (E.9)
onde
X=
1
2
266666666664
 b 0  a
0  a  b
b 0  a
0  a b
b 0 a
0 a b
 b 0 a
0 a  b
377777777775
(E.10)
e´ uma matriz relacionada com a geometria do elemento.
APEˆNDICE F – OPERAC¸O˜ES BA´SICAS UTILIZADAS PARA O
ME´TODO LEVEL SET
F.1 Relac¸a˜o entre integrais de fronteira e domı´nio
Tomando a integral de um operador p(x; t) : Ân ! Â definido sobre
a fronteira G, e aplicando o Teorema da Divergeˆncia e a expressa˜o (2.21),
pode-se escrever que
Z
G
p(x; t)dG=
Z
G
p(x; t)
1z}|{
n ndG=
Z
G
p(x; t)n ndG
=
Z
W
div(p(x; t)n)dW
=
Z
D
div(p(x; t)n)H(f)dD. (F.1)
Fazendo uso das operac¸o˜es ba´sicas de derivac¸a˜o e o fato que n =   ÑfkÑfk , a
expressa˜o acima pode ser reescrita como:Z
G
p(x; t)dG=
Z
D
Ñ(H(f)) 

p(x; t)
Ñf
kÑfk

dD
 
Z
D
Ñ 

H(f)p(x; t)
Ñf
kÑfk

dD. (F.2)
Usando a relac¸a˜o Ñ(H(f)) = d (f)Ñf e, novamente utilizando o Teorema da
Divergeˆncia, onde ¶D corresponde a` fronteira do domı´nio D, obte´m-seZ
G
p(x; t)dG=
Z
D
p(x; t)d (f)kÑfkdD 
Z
¶D
p(x; t)
H(f)
kÑfk
¶f
¶n
d¶D.
Impondo a condic¸a˜o que a func¸a˜o f na˜o varia na direc¸a˜o normal n em ¶D,
isto e´,
¶f
¶n

¶D
= 0, (F.3)
enta˜o, Z
G
p(x; t)dG=
Z
D
p(x; t)d (f)kÑfkdD. (F.4)
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F.2 Variac¸a˜o da fronteira level set
Denominando
A (f) =
Z
D
p(x; t)d (f)kÑfkdD, (F.5)
e tomando a variac¸a˜o de A (f) em relac¸a˜o a f na direc¸a˜o df , obte´m-se1
¶A
¶f
[df ] = dA (f) =
Z
D
p(x; t)fd [d (f)]kÑfk+d (f)dkÑfkgdD
=
Z
D
p(x; t)

d 0(f)kÑfkdf +d (f)Ñf Ñ(df)kÑfk

dD
=
Z
D
p(x; t)

Ñ(d (f))  ÑfkÑfkdf +d (f)
Ñf Ñ(df)
kÑfk

dD,
(F.6)
onde d 0(f) e´ a primeira derivada da func¸a˜o delta de Dirac e utilizou-se a
relac¸a˜o Ñd (f) = d 0(f)Ñf . Pode-se simplificar dA (f) usando as operac¸o˜es
de derivac¸a˜o fazendo as seguintes substituic¸o˜es:
Ñ(d (f))  ÑfkÑfk = Ñ 

d (f)
Ñf
kÑfk

 d (f)Ñ 

Ñf
kÑfk

, (F.7)
d (f)
Ñf Ñ(df)
kÑfk = Ñ 

dfd (f)
Ñf
kÑfk

 dfÑ 

d (f)
Ñf
kÑfk

. (F.8)
1Note-se que df e´ a direc¸a˜o de modificac¸a˜o da func¸a˜o f e d (f) e´ a func¸a˜o delta de Dirac.
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Deste modo, (F.6) pode ser reescrita como
dA (f) = 
Z
D
p(x; t)Ñ 

Ñf
kÑfk

d (f)dfdD
+
Z
D
p(x; t)Ñ 

dfd (f)
Ñf
kÑfk

dD
= 
Z
D
p(x; t)Ñ 

Ñf
kÑfk

d (f)dfdD
+
Z
D

Ñ 

p(x; t)dfd (f)
Ñf
kÑfk

 Ñ(p(x; t)) 

dfd (f)
Ñf
kÑfk

dD. (F.9)
Novamente fazendo uso do Teorema da Divergeˆncia, escreve-se
dA (f) = 
Z
D

p(x; t)Ñ 

Ñf
kÑfk

+Ñ(p(x; t))  ÑfkÑfk

d (f)dfdD
+
Z
¶D
p(x; t)
d (f)
kÑfk
¶f
¶n
dfd¶D. (F.10)
Finalmente, admitindo-se a condic¸a˜o de (F.3) e usando regra de derivac¸a˜o,
conclui-se que
dA (f)= 
Z
D
Ñ 

p(x; t)
Ñf
kÑfk

d (f)dfdD=
Z
D
div(p(x; t)n)d (f)dfdD.
(F.11)
