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Understanding  gene  regulatory  networks  in  plants  requires  knowledge  of  cis-regulatory  DNA,  trans-acting
factors,  and their  dynamics  across  development  and  in response  to stimuli.  Active cis-regulatory  elements
are  hypersensitive  to cleavage  by the endonuclease  DNase  I. Motifs  within  DNase  I  hypersensitive  sites
indicate  potential  trans-acting  factor  occupancy  and,  when  combined  with  DNase  I  cleavage  data,  can
be used  to construct  provisional  regulatory  networks.  Several  recent  studies  have  applied  genome-wide
DNase  I hypersensitivity  mapping  to  Arabidopsis  thaliana  and  rice,  generating  chromatin  accessibilityNase I hypersensitivity
ranscription factor (TF) networks
HSs
ene regulation
enomic Footprinting
hromatin accessibility
landscapes  for  an array  of  tissues,  cell  types,  and  treatments.  Here,  we discuss  these  studies,  with  an
emphasis  on  building  regulatory  networks  and  possible  directions  for improvements.
©  2015  Published  by Elsevier  B.V.  This  is an  open  access  article  under  the  CC  BY-NC-ND  license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).lants
. Introduction
While cis-regulatory elements and their dynamics constitute a
undamental part of plant biology, efforts to identify and character-
ze them at large scale have historically been limited to yeast and
nimal models. It is only recently that methods for the genome-
ide identiﬁcation of cis-regulatory elements have been applied to
lants [2–6].
.1. Detecting cis-regulatory elements by their sensitivity to
Nase I
Active cis-regulatory elements, including promoters [7],
nhancers [8], insulators [9], silencers [10], and locus control
egions [11], can be detected by their characteristic hypersensi-
ivity to the endonuclease DNase I [12,13]. DNase I hypersensitive
ites (DHSs) can be mapped genome-wide using DNase I-seq. DNase
-seq relies on the treatment of isolated nuclei with DNase I. DNase
 preferentially cleaves DNA at “open” or “accessible” chromatin,
eleasing low molecular weight DNA fragments, which can be puri-
ed, sequenced, and mapped back to the genome. Within DHSs,
typical cleavage patterns (“footprints”) suggest protein occupancy
∗ Corresponding author.
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214-6628/© 2015 Published by Elsevier B.V. This is an open access article under the CC B[14–17]. DNase I-seq and similar, accessibility-based methods [18],
have been employed in many organisms, including humans, to (i)
delineate the cis-regulatory landscape in tissues, cell types, and
in response to treatments [1–6,16,17,19–23], (ii) identify poten-
tial TF occupancy with genomic footprinting [16,17,24–28], and
(iii) to construct TF regulatory networks based on TF occupancy
information [2,29,30] (Fig. 1).
1.2. Review objectives
This review covers emerging approaches and topics in plant
chromatin biology, including cell-type-speciﬁc DNase I-seq pro-
ﬁling and using DNase I cleavage to deduce TF occupancy and
construct TF regulatory networks. We  discuss the potential and lim-
itations of DNase I-seq and point out differences in methods, sample
quality, and nomenclature among recent studies. We  highlight
promising future directions for the growing number of investiga-
tors interested in employing DNase I-seq. For general information
on plant chromatin landscapes, see these recent reviews on DNase
I-seq in Arabidopsis thaliana and rice [31,32].
2. Detecting cis-regulatory elements genome-wide in
plants
To date, there are four sets of published DNase I-seq data
for either A. thaliana [2,4–6] or rice [3]. Tissues, cell types, and
Y-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Deﬁnitions
Chromatin accessibility the characteristic of being accessible
to DNA endonucleases, transposons, and DNA-
binding proteins.
DNase I an endonuclease that cleaves both single-stranded
and double-stranded DNA. In chromatin, the
enzyme preferentially cuts in regions that are acces-
sible.
DHS a DNase I hypersensitive site is a region that is char-
acterized by elevated DNase I cleavage. DHSs are
considered hallmarks of regulatory DNA, based on
their location at transcription start sites, and their
overlap with ChIP peaks and known regulatory ele-
ments such as enhancers and silencers.
Hotspot a program that uses a sliding-window statistic to
identify signiﬁcantly DNase I-sensitive regions with
respect to background levels of DNase I cleavage
in the genome. Two types of regions are deﬁned
by this program: hotspots and DHSs. DHSs are
regions of maximum sensitivity (150 bp peaks)
within hotspots [1].
DNase I-seq a technique for measuring regions of DNase
I hypersensitivity genome-wide. This technique
involves digestion of chromatin within intact nuclei
with DNase I. Cleavage products are size-selected
and sequenced, such that the 5′-most bp of a
sequencing read indicates the site at which cleavage
by DNase I occurred. Various peak-calling algo-
rithms are used to identify DHSs.
Genomic footprinting a systematic approach to identify TF-
occupied DNA from DNase I-seq data. Algorithms
vary, but all rely on the detection of atypical
cleavage patterns. Typically, TF-occupied DNA is
protected from DNase I cleavage leaving a paucity
of cleavages compared to ﬂanking regions.
Footprint a short region of DNA within a DNase I hypersensi-
tive site with a cleavage pattern consistent with pro-
tein occupancy. This pattern is classically-deﬁned as
a paucity of cleavage because protein-bound DNA is
typically protected from DNase I cleavage.
Aggregate plot a plot displaying DNase I cleavage within
a window centered on some commonly-occurring
entity (e.g. instances of a TF motif).
Transcription factor (TF) motif a short (usually 5–20 bp)
sequence that is the recognized binding site for
a TF. Motifs are often represented as a Position
Weight Matrix (PWM), with the frequency of each
nucleotide indicated for each position in the motif.
Cis-regulatory element a regulatory element that resides
on the same DNA molecule as its target gene. Fre-
quently used to describe a regulatory element in
close proximity to its target gene.
Promoter a cis-regulatory element that coordinates the ini-
tiation of transcription of the adjacent gene.
Enhancer a cis-regulatory element that enhances tran-
scription of its target gene. Enhancers may  act
independently of distance and orientation, and play
important roles in development.
Footprint-derived TF network a network displaying a regu-
t
Fig. 1. Schematic of DNase I-seq-derived data.
(i) Nuclei are harvested from plant tissues and treated with the endonuclease DNase
I.  (ii) Regulatory regions are hypersensitive to cleavage by DNase I. (iii) Protein-
bound regions within DNase I hypersensitive sites are protected from DNase Ilatory cascade of TFs by drawing edges between TFs
when a footprinted motif of a source TF occurs in
the regulatory region or body of a target TF gene.
reatment conditions vary (Table 1). Several unpublished datacleavage leaving detectable “footprints.” (iv) Footprint and TF motif information
can be integrated to generate TF-to-TF regulatory networks.
sets for A. thaliana cell types and accessions are also available for
browsing and downloading at www.plantregulome.org Below, we
summarize brieﬂy the major conclusions of each DNase I-seq study,
and their relevance to our discussion on genomic footprinting and
TF networks.
The ﬁrst plant DNase I-seq experiments were conducted in
rice seedlings and calli demonstrating that (i) some DHSs are
tissue-speciﬁc, (ii) DHSs primarily reside in promoters and inter-
genic regions, (iii) gene expression level and promoter accessibility
are associated, and (iv) epigenetic modiﬁcations are correlated
(H3K27me3) or anti-correlated (DNA methylation) with DHSs [3].
These ﬁndings are generally conserved across multicellular eukary-
otes [21–23]. In a subsequent paper using this DNase I-seq data,
these authors show that DHSs are ﬂanked by strongly phased nucle-
osomes, consistent with evidence that the binding of regulatory
proteins is a determinant of nucleosome positioning [33,34]. To our
knowledge, there has been no attempt to determine footprints and
build footprint-derived TF networks in rice.
The ﬁrst A. thaliana DNase I-seq paper [5] was  authored by the
same team that conducted the rice studies. The authors performed
DNase I-seq on leaves and ﬂowers of wild type and the methylation
mutant ddm1. Conclusions similar to the rice study are reported
with regard to DHS tissue speciﬁcity, genomic distribution, and
relationship to DNA methylation. The authors also integrated exist-
ing ChIP-seq data (AP1 and SEP3) [35,36] and 63 TF motifs (CCA1
and others) [37] with DNase I accessibility to predict TF occupancy
[27]. Cleavage patterns coinciding with TF motifs are displayed in
aggregate. This approach revealed paucity of DNase I cleavage for
less than half of the 63 analyzed motifs, identifying approximately
20,000 footprinted motifs per sample. The authors also show a
differentially accessible MADS box motif in the promoter of the
SUP gene. Overall ∼90% of the ChIP-seq binding sites for AP1 and
SEP3 overlap with DHSs, validating DHSs as putative regulatory ele-
ments. This high overlap is also consistent with previous data on
DHSs and ChIP-seq in humans [24].The subsequent A. thaliana DNase I-seq paper, authored by a
different team [4], integrates ChIP-seq, expression, and DNase I-seq
data to interrogate the regulatory landscape during ﬂower develop-
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Fig. 2. DHS landscapes and genomic footprinting.
(A) Browser view of a large genomic region of DNase I-seq data in seedlings, tissues, cell types, and A. thaliana accessions taken from www.plantregulome.org. This region
displays different patterns of chromatin accessibility across the sample types. Many DNase I hypersensitive regions are also shared among samples. (B) A DNase I hypersensitive
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ent. Though the number of DHSs identiﬁed in this study is small,
ess than 10,000 per sample, the authors identify 1370 develop-
entally regulated DHSs. Overlap of ChIP-seq binding sites for AP1
nd SEP3 and DHSs is weak early in development (day two after
owering induction, 27% and 32% overlap respectively), but reaches
pproximately 75% by day eight. The detection of ChIP-seq binding
ites in the absence of chromatin accessibility suggests AP1 and
EP3 may  act as pioneer TFs during ﬂower development. Alterna-
ively, the low levels of ChIP-seq and DHS overlap may be explained
y the author’s highly stringent approach to calling DHSs in these
amples. TF occupancy for three CArG-box motifs is predicted by
ENTIPEDE [27]. On average, occupancy increases from day two  to
ay eight for instances of the CArG-box 2 motif that is predomi-
antly occupied by SEP3, but not for the CArG-box 1 motif that is
ccupied by both SEP3 and AP1, implicating SEP3 complexes lack-
ng AP1 in later ﬂower development. TF networks are also reported;known function. Footprints have been systematically detected and TF motifs from
entially accessible region in the promoter of ZAT10 during heat shock (red). Partial
rol sample is shown in black.
however they are created from ChIP-seq and expression data rather
than DNase I-seq data.
In our recent A. thaliana DNase I-seq paper, we  adapt methods
that were previously developed for the human ENCODE project to
identify heat, light, and developmentally dynamic DHSs [2]. In a
single A. thaliana seedling sample, we  identify ∼34,000 DHSs and
delineate ∼700,000 footprints at nucleotide resolution (Fig. 2A–C).
As previously reported [21–24], we ﬁnd that ChIP-seq peaks and
DHSs largely overlap: over 90% of reproducible PIF3ChIP-seq peaks
[38] overlap a DHS in dark-grown seedlings. When we combine
all available regulatory information – reproducible ChIP-seq peaks,
DHSs and footprints – the PIF3 motif density increases about 400-
fold over that found genome-wide and about 4-fold over motif
density in reproducible ChIP-seq peaks. This result suggests that
DNaseI-seq is a valuable orthogonal method to facilitate TF motif
discovery.
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Table  1
Recent plant DNase I-seq studies. Published DNase I-seq samples are listed. Additional unpublished samples, including A. thaliana accessions and seed coat cell samples are
available for browsing at www.plantregulome.org.
Background Tissue Conditions Replicates Publication
Rice “Nipponbare” Leaf, stem 2 week old seedling 3 [3]
Rice “Nipponbare” Callus 3 week old calli 2 [3]
Col-0; ddm-1-2 Flower LD 1 [5]
Col-0; ddm-1-2 Leaf 2 week old seedling, LD 2 [5]
Col-0 Flower LD 2 [5]
Col-0 Leaf 2 week old seedling, LD 2 [5]
Landsberg; pAP1:AP1:GR ap1 cal Inﬂorescence no ﬂowering induction 2 [4]
Landsberg; pAP1:AP1:GR ap1 cal Inﬂorescence 2 day ﬂowering induction 2 [4]
Landsberg; pAP1:AP1:GR ap1 cal Inﬂorescence 4 day ﬂowering induction 2 [4]
Landsberg; pAP1:AP1:GR ap1 cal Inﬂorescence 8 day ﬂowering induction 2 [4]
Col-0; UBQ10:NTF::ATC2:BirA Whole seedling 7 day old dark + 24 h LD 2 [2]
Col-0; UBQ10:NTF::ATC2:BirA Whole seedling 7 day old dark + 30 min light 2 [2]
Col-0; UBQ10:NTF::ATC2:BirA Whole seedling 7 day old dark + 3hr light 3 [2]
Col-0; UBQ10:NTF::ATC2:BirA Whole seedling 7 day old, Dark 2 [2]
Col-0; UBQ10:NTF::ATC2:BirA Whole seedling 7 day old, LD 1 [2]
Col-0; UBQ10:NTF::ATC2:BirA Whole seedling 7 day old, LD, 30 min  45 ◦C HS 2 [2]
Col-0; UBQ10:NTF::ATC2:BirA Whole seedling 7 day old, LD, spray control 4 [2]
7 day old, LD 3 [2]
7 day old, LD 1 [2]
7 day old, LD 1 [2]
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Fig. 3. A. thaliana data quality.Col-0; ADF8:NTF::ACT2:BirA Root hair cells 
Col-0; GL2:NTF::ACT2:BirA Root-non hair cells 
Col-0; UBQ10:NTF::ATC2:BirA Root maturation zone 
TF footprints encode an extensive cis-regulatory lexicon of 636
e novo motifs. Ninety six percent of motif models derived from
rotein-binding microarrays [39] are close matches to at least
ne of our 636 de novo footprint-derived motifs. The nucleotide
iversity of the remaining ∼100 novel footprint-derived motifs is
ndistinguishable from known TF motifs, consistent with recent
urifying selection and hence functional importance. Leveraging
ur ability to call footprints, we ﬁnd evidence for widespread TF
inding within exons. The preferentially-protected codons differ
etween A. thaliana and human; these differences correlate with
he known codon bias in both organisms, suggesting that TF bind-
ng may  have shaped codon usage. Using footprints, we build TF
etworks and interrogate their dynamics in response to heat shock
nd light. We  also compare the topology of the A. thaliana TF regu-
atory network to that of animals and reveal that they are strikingly
imilar. Many novel aspects of this study critically rely on system-
tically identiﬁed individual footprints, which are based on DNase
 cleavage alone.
. Nomenclature, methods, and data quality
.1. Multiple methods for determining DHSs
Each of the plant DNase I-seq studies use a different method
o call DHSs. Therefore, it is not surprising that the numbers of
HSs identiﬁed varies considerably between studies. In A. thaliana,
hang et al. [5] identify between 38,000 and 42,000 DHSs per sam-
le using F-seq [http://fureylab.web.unc.edu/software/fseq/] [40],
ajoro et al. [4] identify between 5000 and 9000 DHSs (a conserva-
ive set that overlaps with DHSs found by Zhang and co-authors [5])
sing MACS 2.0.10 [http://liulab.dfci.harvard.edu/MACS/] [41], and
ullivan et al. [2] identify between 25,000 and 35,000 DHSs using
otspot [http://www.uwencode.org/proj/hotspot/] [1]. In addition
o DHS-calling method, both read depth and sample quality affect
he number of identiﬁable DHSs. We  use a quality metric that calcu-
ates the proportion of reads that fall into hotspots [1]; the Signal
ortion of Tags, or SPOT. SPOT is a measure of signal over back-
round noise. SPOT scores for each of the published A. thaliana data
ets are in Fig. 3. We  found it imperative to normalize for both
ead depth and sample quality (SPOT scores) before quantitative
HS comparisons across samples. This normalization may  be par-
icularly important for comparing existing and future data from
ifferent laboratories.The signal portion of tags, or SPOT score, was calculated for each published DNase
I-seq library by subsampling 5000,000 reads and calculating the proportion that fall
in  hotspots [http://www.uwencode.org/proj/hotspot/].
3.2. Multiple methods of determining TF occupancy-what is a
DNase I footprint?
As the plant chromatin ﬁeld evolves rapidly, new methods and
terms are being introduced at a rapid pace, leading to some con-
fusion about nomenclature. A good example is the usage of the
term “footprint”. The term DNase I footprint derives from classic
in vitro studies, in which investigators added puriﬁed TF protein
to labeled DNA containing a putative TF binding site. Increasing
amounts of DNA-binding protein were used to identify short, pro-
tected stretches of nucleotides; evidence of protection was  equated
with protein occupancy. This classic deﬁnition of protection-based
TF occupancy is the basis of the footprint-detection algorithm [24]
for genome-wide data that we and others applied [2,16,17,24,26]
(Fig. 2B–C). This footprint-detection algorithm relies on DNase I
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leavage signal alone, and is agnostic to the presence of underlying
otifs. The value of this approach is two-fold: (i) it allows deriv-
ng de novo TF motifs which is particularly important in non-model
lant species and crops, and (ii) it allows deriving hypotheses on the
unction of individual regulatory elements for future experimental
xploration.
The other two A. thaliana DNase I-seq studies [4,5] use CEN-
IPEDE [27] to infer TF occupancy at motifs. The CENTIPEDE
lgorithm integrates several inputs such as histone modiﬁcations,
roximity to TSS, evolutionary conservation as well as DNAse I
leavage data to make predictions as to whether a given motif is
ccupied. The authors of CENTIPEDE [27] report that for some TFs
ootprint data improved occupancy predictions, for others the pres-
nce of DHSs sufﬁced. Another study reports that DNase I cleavage
ata – i.e., DHSs – hold the majority of predictive power for occu-
ancy compared to various histone modiﬁcations, even if those are
ombined [42].
Currently, efforts are being made to determine whether an alter-
ative deﬁnition of footprints – based on a cleavage pattern that
iffers from that found with naked DNA – can improve binding pre-
ictions. Deﬁning footprints exclusively based on protection from
Nase I cleavage appears too narrow as TFs likely differ in bind-
ng afﬁnity, occupancy time, and ability to bend DNA which may
roduce enhanced accessibility rather than protection. Comparing
ew analysis methods with data from experimental disruption of
ootprinted motifs [43] is the most promising way forward to deter-
ine TF occupancy. Although such experiments are by necessity
ow-throughput, time and labor intensive, they are essential for
etermining the rules of gene regulation [43].
.3. Multiple methods of nuclei isolation and treatment
Each of the plant DNase I-seq studies follows a different protocol
or nuclei isolation and DNase I treatment. The protocol by Zhang
t al. is the most straight-forward and likely the fastest (the authors
indly provide their protocol upon request). Pajoro et al. isolate
uclei using a Percoll gradient. Recently, a modiﬁed, faster proto-
ol for DNase I seq has been described [6]. We  use a more complex
nd time-consuming protocol that involves streptavidin-capture of
iotinylated nuclei [2]. The major drawback of our method is that
t requires transgenic INTACT lines [44,45]. The major advantage of
NTACT lines is that they enable cell-and tissue-type-speciﬁc cap-
ure of nuclei or even TF-speciﬁc nuclei capture. Several INTACT
ines are already available through ABRC (CS68649; CS68650;
S68651; CS68652; CS68653; CS68654; CS68655; CS68656), more
ould be easily generated in a community-wide effort. It is note-
orthy, that in our hands the INTACT-based method produces high
uality data, even for cell-type speciﬁc capture (Fig. 2A, 3). This
ay, however, not apply to all cell types, especially very rare ones;
ptimization of our protocol will be required in such instances.
. Footprint-derived TF networks
DNase I mapping and genomic footprinting [16] allow the
eneration of provisional TF-to-TF regulatory networks. For the
eneration of TF networks, footprinted TF motifs within the reg-
latory region and gene body of a target TF are used to deﬁne
egulatory edges between TFs (Fig. 4A). By systematically applying
his approach to all TFs for which high quality motifs were available
n = 251), we map  TF-to-TF network dynamics in response to light
nd heat, and analyze the higher-order architecture of the network.
Fs with a high number of input and output edges, or degree, are
hought to be functionally important for a given condition. Large
ains in a TF’s regulatory edges across conditions imply a key role in
etwork re-wiring; losses imply decreased functional importance. Biology 3-4 (2015) 40–47
This approach has been previously employed in 41 human cell
and tissue types, revealing dramatic differences in network wiring
across different cell types [29].
However, these analyses have several caveats. For example, this
approach of building TF networks does not distinguish between
positive and negative regulation or TF identity when TF motifs are
highly similar. As the occurrence of several TF motifs within a sin-
gle footprint implies high regulatory potential (i.e., multiple TF may
occupy this regulatory element across time and space), all possible
regulatory connections are reported (Fig. 4A). Footprint-derived TF
networks could be improved with complementary expression and
ChIP-seq data. For example, output-edges from TFs that are not
expressed in a particular condition or cell type could be removed
from networks; ChIP-seq experiments could identify the speciﬁc
TF occupying a footprint with multiple motifs. Increasing the
collection of high-quality TF motifs in plants will also improve
footprint-derived TF networks.
4.1. Higher order network architecture is similar in plants and
animals
Information processing networks, including TF networks, in uni-
and multicellular organisms have characteristic patterns of simple
network motifs (Fig. 4B) [46–48]. Because these network motifs are
universal, their frequencies can be used to compare the architec-
ture of diverse networks [46–48]. We  ﬁnd that the A. thaliana TF
network topology converges on the established Caenorhabditis ele-
gans neuronal network topology, and on the TF network topology
of all previously analyzed multicellular organisms, including ﬂies,
mouse, sea urchin, and human [2,29,30,46]. Like these previously
analyzed animals, A. thaliana shows evidence of non-rate-limited
information processing [2]. This conservation is found despite the
vast divergence in non-coding genomic regions and TFs between
plants and animals. Moreover, plants are acutely sensitive to envi-
ronmental stimuli. Other sessile organisms with similarly acute
environmental responses such as the unicellular eukaryote yeast
and prokaryotic bacteria show rate-limited, sensory networks for
quick responses to transient environmental signals. Thus, mul-
ticellularity and hence development rather than environmental
responsiveness is reﬂected in the network topology of A. thaliana.
As the ancestors of plants and animals were unicellular, our results
are consistent with convergent multicellularity as a major driver of
information processing architecture.
5. Cell-type-speciﬁc DNase I-seq
To explore cell-type-speciﬁc regulatory landscapes, we
employed cell-type-speciﬁc nuclear capture (INTACT) [44,45]
followed by DNase I-seq [2]. We  used existing INTACT lines [44,45]
to capture chromatin landscapes of root hair, root non-hair, and
seed coat epidermal cells. We  found evidence of cell-type speciﬁc
DHSs and footprints among these three epidermal cell-types
(Fig. 2A) (manuscript in review). Root hair and non-hair cell
regulatory landscapes were distinct from the regulatory landscape
of whole roots and seed coat cells; however, they were very similar
to each other. This similarity is not surprising; both cell types
are closely related, terminally differentiated root epidermis cell
types arising from a common progenitor cell type. To understand
the different developmental trajectories of both cell types at the
level of chromatin, a better strategy may  have been to compare
progenitor cells to the differentiated cells. Indeed, probing the
regulatory landscape of seed coat cells at different developmental
stages revealed many dynamic DHSs (manuscript in review). Stud-
ies in human demonstrate that cell-type speciﬁc DHS landscapes
hold rich information about developmental fate and cell lineages
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Fig. 4. TF networks in A. thaliana.
(A) TF-to-TF network edges are generated when a footprinted motif of a TF overlaps a target TF gene, including 500 bp upstream of the transcription start site. Motif redundancy
and  its consequence on the network is also illustrated (i) (B) A. thaliana network architecture (green), as described by the frequency of TF trios relative to a shufﬂed version
of  the network, converges on the architecture of other developmental networks, including human TF networks (blue) and C. elegans neuronal networks (red). The x-axis lists
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3  possible “network motifs” within our regulatory network as compared to a netw
hus  preserving the degree distribution of the nodes (z-score). Network motifs are d
uch that related cell types have more similar DHS landscapes
49]. Although plant cell lineages are perhaps less well deﬁned
han animal cell lineages [50], we ﬁnd that DHSs are important
arkers of lineage and cell fate in plants (manuscript in review).
f the over 55,000 DHSs we have identiﬁed across several samples
o date www.plantregulome.org, approximately 5000 are unique
o seed coat cells, suggesting that cell-type-speciﬁc DHS proﬁling
dds substantial information and presumably identiﬁes the most
elevant regulatory elements for a particular developmental
rocess. Chromatin accessibility mapping may  even give us clues
bout why plants display increased plasticity in cell fate, including
heir ability to generate totipotent callus tissue from adult tissues
ith relative ease [51].
. Conclusions
The collections of plant DNase I-seq data (atlas of cis-elements,
ynamic elements, TF footprints, and TF networks) generated by
ecent studies are an essential resource for the plant research com-
unity. Taken together, the available data support the notion that
lants have complex, dynamic, and developmentally regulated pat-
erns of cis-regulatory elements similar to animals. In contrast, in
he unicellular yeast, few distal regulatory elements exist and pro-
oters tend to follow a more simple pattern of upstream activating
r silencing elements [52]. This similarity to multicellular animals
s perhaps not surprising given that plants are multicellular and
ace complex developmental decisions which require regulatory
omplexity.
DNase I-seq, genomic footprinting, and footprint-derived reg-
latory networks are powerful tools to generate hypotheses on
egulatory relationships, gene function and promising candidate
olymorphisms for functional studies. However, there are limits to
hat DNase I-seq can reveal about the underlying biology. As we
how [2], many DHSs are static, even in response to drastic envi-
onmental change (Fig. 2A). Promoters involved in development
nd environmental response are often poised, resulting in DNase
 accessibility before and after stimulus. TF motifs are redundant
s many TF families are highly expanded in plants and motifs are
hort. As we discuss in more detail below, assignment of regula-
ory elements to target genes is not trivial. Like all genome-wide
nalyses, DNase I-seq and genomic footprinting are subject to
xperimental bias; these have been reviewed previously [53]. Nev-
rtheless, DNase I-seq is a very powerful complementary approach
o expression analysis, ChIP-seq, and most importantly functional
nalysis [53]. In particular, footprint-derived, ChIP-seq-supportedin a regulatory network. The y-axis is the relative enrichment or depletion of those
 which both the set of source nodes is shufﬂed and the set of sink nodes is shufﬂed,
ed above the graph.
regulatory networks are ripe for functional exploration with
genetic and biochemical approaches.
7. Future directions
7.1. Assigning function to individual DHSs
While DNase I-seq in A. thaliana and rice improved our under-
standing of plant gene regulation, we  are still missing half the
picture: there is no easy way  of connecting individual putative reg-
ulatory elements, especially distal ones, to the genes they regulate.
Our current analytical methods assume regulatory elements are
near their target genes. This assumption is passable because (i)
more than a third of DHSs fall within 400 bp of the transcription
start site suggesting they are part of the proximal promoter region
[2,5], (ii) genes nearest to dynamic DHSs implicate known biolog-
ical processes and/or are differentially expressed [2–5], and (iii)
the organization of cis-regulatory elements in the similarly com-
pact genome of Drosophila indicates that the greatest proportions
of developmental enhancers are gene-proximal or intragenic [54].
However, assignments by proximity can fail. For example, in verte-
brate development, the enhancer controlling Shh expression in the
developing limb bud is located in the intron of another gene Lmbr1
[55] which resides more than a megabase from Shh [56]. Thus far,
very few long-range regulatory elements have been identiﬁed in
plants, including the tb1 enhancer in maize, which acts at a distance
greater than ∼60 kb [57], and the b1 enhancer in maize, ∼100 kb
upstream of the transcription start site [58]. Such long-range ele-
ments have not been identiﬁed in the smaller genomes of rice or A.
thaliana. The average distance between genes in A. thaliana is ∼1 kb,
therefore, even at a distance of 1 or 2 kb from the TSS, proximity
assignments can be problematic.
7.2. Strategies for connecting regulatory elements to their target
genes
Connecting regulatory elements to their target genes is a difﬁ-
cult problem. Reporter gene assays testing the regulatory potential
of a given DHSs do not identify the endogenous target of the can-
didate regulatory element. Labor-intensive strategies have been
successfully employed in other systems to link the expression pat-
terns of reporter assays to the in situ hybridizations patterns of
endogenous genes [54,59,60]. To assign function, classical genet-
ics uses the experimental paradigm of disrupting genes or other
genetic elements and assaying molecular and morphological conse-
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uences. Using the same logic, perturbing DHSs (and the footprints
nside them) using CRISPR/Cas9 [61–64] or other genome edit-
ng techniques, will reveal their regulatory function [43]. A major
dvantage of this targeted strategy is that candidate regulatory ele-
ents are studied in their native chromatin context rather than on
 transiently expressed plasmid or in newly integrated transgene.
An alternative approach that does not require reporter assays,
argeted perturbations, or in situ hybridizations are chromatin
onformation capture (3-C)-based assays such as Hi-C and ChIA-
ET [65,66]. 3-C based-assays can capture physical interactions
etween distal elements and promoters. 3-C has been used to
easure the long-range (40–60 kb) interactions between enhancer
lements of the locus control region and the promoters of active
lobin genes [67]. However, genome-wide 3-C-based technologies
re challenging, do not distinguish between functional and non-
unctional interactions, do not capture dynamics, are muddled by
he heterogeneity in chromatin architecture among cells, and with
he exception of ChIA-PET cannot identify the proteins responsi-
le for the observed association [66]. Despite these limitations,
arge-scale chromatin looping between enhancers and promoters
as been demonstrated in human cell lines with high resolution
i-C [68]. Recent Hi-C plant studies [69–71] approach this high
esolution and show the enormous potential of this method.
.3. Mapping variation in DHSs to phenotype
Modiﬁcations of gene expression patterns (i.e., regulatory
hanges) are thought to be a major driving force for evolution of
orphological diversity across living organisms [72,73]. Extensive
enetic and phenotypic variation exists among A. thaliana acces-
ions [74,75] and cis-variation associated with expression change
re common [76–78]. In both human [79] and A. thaliana [2], disease
nd trait-associated variants are enriched in DHSs. To characterize
ariation in the regulatory landscape of A. thaliana, we  have per-
ormed DNase I-seq of ﬁve geographically and genetically diverse
. thaliana accessions: Bay-0, Bur-0, Est-1, Tsu-1 and Col-0. These
ata are available at www.plantregulome.org and a full analysis is
orthcoming. Even quick glance through the browser, reveals that
housands of DHSs are variable among the accessions. This vari-
bility may  arise through accession-speciﬁc structural variation
r regulatory variation; nevertheless, it’s likely to be of functional
onsequence.
.4. systematic PlantENCODE effort?
The human and model animal communities mustered large
esources and extensive collaborative efforts (ENCODE [80] and
odENCODE [81,82] to identify regulatory DNA, regulatory net-
orks, chromatin modiﬁcations and other features, and integrate
his knowledge in a series of recent and forthcoming publica-
ions. These discoveries have critically advanced our knowledge
f human and animal biology; more importantly, they have pro-
ided vast resources for future studies and propelled humans to
he status of the new tractable model organism of choice. The
entralized resources of ENCODE and ModENCODE enable smaller,
ess-well funded laboratories to conduct cutting-edge hypothesis-
riven research without the need to conduct these expensive
enome-scale experiments. The absence of a similar collaborative
nd sustained effort from both the plant research community and
he relevant funding agencies puts plant research at a profound dis-
dvantage, especially in the current funding climate. Plant biology
n general will be impeded as young scientists will enter ﬁelds with
eeper resources.
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