ABSTRACT. It is of importance in ultrasonic NDE to know how crack roughness effects the quality of inspection. Rough crack face was modeled in the past as a mosaic of large triangles using the Kirchhoff approximation. On the other hand, until now rough crack edge was modeled only under assumption of small perturbation. In this paper, in the spirit of the triangular facet model we model rough crack edge as a polygonal line and then apply the Isakovich approach which was developed for scatter from rough surfaces and is also based on the Kirchhoff approximation. For simplicity, we deal with a planar crack.
INTRODUCTION
This paper establishes for the first time a relationship between statistical properties of an ultrasonic field diffracted from a very rough crack edge and statistics of the edge. The relationship is of practical interest in NDT, since in the absence of a specular reflection the edge wave gives the main contribution to the received pulse. For simplicity, we restrict ourselves to a crack which is a perturbation of the planar crack with a smooth (say, elliptic) edge and assume that the perturbed crack edge is a random in-plane polygonal line. This model is in the spirit of the "triangular facet model" developed and partially validated in the 1980's -see e.g. [1] . The model represents the crack as a mosaic of triangular facets, each of which is arbitrarily tilted out of the mean crack plane.
The relationship is derived in two steps: First, we evaluate the field diffracted from a given polygonal edge. The problem does not have a known exact analytical solution and its high-frequency asymptotics are unknown either. We derive an approximate expression for the diffracted field in the form of an integral over the crack edge. This is achieved with a version of the Keller's Geometrical Theory of Diffraction (GTD) called the Integral GTD (IGDT). Then we consider an ensemble of crack edge realizations and express the field ensemble mean via statistics of the edge corner points, which are assumed to be known. We develop a method which is similar to the one presented in the pioneering papers [2 -4] (see also [5] , [6] ) on the Kirchhoff approximation of wave fields scattered from rough surfaces. Although the physics of our problem is different (we use the IGTD rather than the Kirchhoff approximation) the resulting expressions are alike.
Our treatment of the problem is somewhat different than in [2 -4] , since in the particular case of a piecewise-linear edge, edge statistics at an arbitrary point may be deduced form statistics of the edge nodes, whenever in the general case such statistics can only be postulated [2] [3] [4] .
Our model may be validated via the Monte Carlo simulations. This work is still in progress.
THE STRUCTURE OF THE SCATTERED FIELD
Neglecting multiply diffracted waves, the field diffracted by a polygonal edge consists of edge waves which are excited by the edge segments and spherical diffraction waves which are excited by the edge vertices. Each wave propagates in its own geometrical zone bounded by its geometrical shadow boundary. There are two types of such boundaries, one for the incident and reflected waves and another, for the edge waves excited by each edge segment. The first type consists of the coalescing incident (or reflected) and edge diffracted rays, which emanate from the crack edge. The second type consists of the coalescing diffracted edge rays, which issue from the endpoints of neighboring segments and the vertex diffracted rays. The incident and reflected rays, which issue from the edge vertices are the singular rays -they belong to the boundaries of both types [7] . Below, for simplicity, we work in the shadow of both incident and reflected field, where no incident or reflected wave reflection or boundary of the first type may be encountered.
In accordance with the GTD recipes at distances larger than the wavelength the field diffracted from a smooth edge with the radius of curvature, which is also larger than the wavelength may be expressed via the diffraction coefficients, i.e. the point source directivity functions. The elastodynamic diffraction coefficients may be found in [8] . Therefore, provided the straight segments of our polygonal crack edge are larger than the wavelength, GTD may be used for calculating the segment edge waves, away from the immediate vicinity of each segment. For the spherical diffracted wave the situation is worse. The problem allows no analytical treatment. We overcome this difficulty by resorting to the so-called Integral GTD (IGTD).
INTEGRAL GTD
For simplicity but without loss of generality we present the formulas below for the scalar case only. We represent the mean elliptic crack schematically in Fig. 1 . We denote an arbitrary point outside the crack by x, the distance along the crack by a , and an arbitrary point by the crack by x(a) . Let us now assume that each point x(cj) acts as a directional source with the directivity function D(cr,\) , so that for the incident field of the unit amplitude its field in the source far zone (fo/(cr,x)>l) is£>(cr,x)e ™(°r» x ) fd(0 9 \), withk the wave number, d(cr,x),the distance between the source and the point of observation and D(cr, x) , the diffraction coefficient. Let s stand for the eikonal and the incident field be
Then in the Integral GTD approximaion, the edge diffracted edge of the smooth crack is 
EDGE FIELD OF THE POLYGONAL EDGE
Let us now consider a planar crack with a polygonal edge and a mean as in Fig. 1 . A schematic presentation of such crack is given in Fig. 2 . Then the IGTD edge field is where M is the total number of segments and I m (x) is the edge integral of type (2) over the m-th segment. In this approximation amplitude of the vertex wave has the same singularities as the unknown vertex wave [9] . Its amplitude cannot be approximated with any degree of certainty, but since it is known to be small this is not very important.
Let us now assume that on each segment the phase function in the integrand is linear and its pre-exponential factor constant. This assumption holds when the segments are small enough for the incident wave to be considered plane over the segment. Then we can evaluate each integral I m (x) in (3) explicitly. Up to a constant factor, the directivity function of each segment is the Keller's diffraction coefficient (the directivity function of the segment's midpoint) modified by a sine function. In the scalar case the resulting formula is -cos ^(
4)
where the subscript m-1^ refers to the midpoint of the segment (x m _//,x m ) and t m is its length. The angle Q m is the angle between a ray and the m-th segment. The superscript inc refers to the incident ray. When no subscript is present the angle is between the ray connecting the segment midpoint to the observation point. Obviously, the main contribution comes from the segments whose midpoint issues the ray satisfying the Snell's law.
ENSEMBLE MEAN OF EDGE FIELD OF THE POLYGONAL EDGE
Let x(a) be a point on the perturbed edge L, such that its projection onto L 0 is y(o) = x(a)+Ax(a). Then the Edge Integral (3) over the perturbed edge L may be rewritten as the following integral over the unperturbed edge L 0 : w edge (x)= Here the integrand amplitude is
cos<9 with <9 the angle between the tangent to the perturbed edge at point y (a) and tangent to the non-perturbed edge at point x(a);and the integrand phase includes two terms, 0#, which is the phase function for non-perturbed edge and A(f>(o} ^ which is the phase perturbation due to edge perturbation. The perturbations have a simple relationship:
where Ax(a) is the magnitude of edge point perturbation Ax(<j) and the coefficient of proportionality may be found by noticing that we have A(/>(a) = [n inc (cr)-n cd 8 e ( (7)]. Ax(cr) , (8) with the bold n denoting the unit wave vector. The superscripts refer to the incident and edge ray respectively. Let us make the following assumptions on the statistics of the edge:
1. nodes a m , such that the lengths of intervals (a m ,a m +i) (as measured along L 0 ) form a sequence of random numbers, with any probability density; and 2. the magnitudes Ax m also form a sequence of random numbers, with node probability density p edge (Ax).
Assuming further that the amplitude and phase factor in (5) are statistically independent, the ensemble mean of the diffracted edge field is
The assumption is not strictly speaking correct, but it allows for a simple analytical treatment of (8) and probably, provides us with a reasonable estimate. The Monte Carlo simulations mentioned above are mainly directed at validating this statement.
Let p(h) be the probability density that the phase deviation zl^(cr,x) takes a value h. Then the characteristic function in (8) is just the Fourier transform ofp(h) , that is we have
J-oo
For this reason we introduce the following notation
> • en)
Assuming, as already suggested above, that the observation point lies in the far field of each segment, so that the phase variation over each segment is linear, that is, over each segment c(cr)in (7) is constant, at any edge point a the probability density p(h) is easily expressible in terms of the node phase perturbation probability density P (/z m ), which in its turn is easily expressible in terms of the node deviation probability density p edge (Ax) (see below).
EVALUATING ENSEMBLE MEAN OF EDGE FIELD OF THE POLYGONAL EDGE
In the high-frequency limit, the mean edge integral (9) contains a fast oscillating exponent and a slowly varying amplitude. Therefore, it may be evaluated using the stationary phase method|. Note that in case of the elliptic crack the unperturbed phase 00(<j)has up to four stationary points & st . Therefore, the standard phase stationary formula as applied to (9) gives Let us evaluate p (k). For the purposes of this evaluation let us assume that the mean crack is a straight line. This restriction is not very important. Now, let a point <J lie inside an interval (<J m _/, cr m ) and be defined by parameter a, where 0 < a < 1, so that
Then given an a, the conditional probability density r(h|oc) 
Therefore, the corresponding characteristic function may be expressed in terms of the node phase perturbation characteristic function as follows:
In its turn, the node phase perturbation probability density can be expressed in terms of the node deviation probability density, so that we have f(*)=Ff dge (c(ff)*).
It varies with a slowly, hence its dependence on this variable is not made explicit. Finally, at any point on the edge the phase perturbation characteristic function may be expressed in terms of the edge statistics as follows:
It follows that Eq. (12) can be re-written as
The LHS of (20) may be evaluated numerically using the Monte Carlo simulations of the polygonal edge and the Integral GTD. The same applies to all the factors in the RHS. The vector version of formula (20) is easy to obtain, but is not given here.
CONCLUSIONS
We have demonstrated that it is possible to establish an analytical relationship between the mean of the edge diffracted field and statistics of the crack. For simplicity, all the calculations have been carried out in the scalar case and for a planar edge. It is not difficult to generalize the results to the elasto-dynamic problem, and only a moderate extra effort is required to model the crack whose face is a mosaic of triangular facets and whose edge is a polygonal line with out of plane deviations from the mean. We have discussed the limits of applicability of our formula. We are now validating the model using the Monte Carlo simulations. Once these are completed we will have a rule-of-thumb, which may be used in the ultrasonic inspection for assessing the influence of crack roughness on the received pulse. We have evaluated the variance of the diffracted field as well, but this calculation is much more involved and will be reported in future publications.
