Data holders can produce synthetic versions of data sets when concerns about potential disclosure restrict the availability of the original records. This paper is concerned with methods to judge whether such synthetic data have a distribution that is comparable to that of the original data, what we call general utility. We consider how general utility compares with specific utility, i.e., the analytical similarity of the synthetic data to the original data. If general and specific utility are comparable, data holders can use the former to evaluate potential synthetic data releases in place of the latter. We adapt a previous general measure of data utility, the propensity score mean-squared-error (pM SE), to the specific case of synthetic data and derive its distribution for the case when the correct synthesis model is used to create the synthetic data. Our asymptotic results are confirmed by a simulation study. We also consider two specific utility measures, confidence interval overlap and standardized difference in summary statistics, which we compare with the general utility results.
Introduction
Dissemination of data to external researchers is an important goal for statistical agencies.
With sensitive data, the agencies may be constrained in their ability to allow access to raw records, except perhaps to approved users in restricted locations, such as data safe havens (e.g., U.S. Census Research Data Centers). To make their data more available agencies have developed methods of statistical disclosure control (SDC), also known as statistical disclosure limitation (SDL). SDC methods alter the data in order to reduce the risk of disclosure for sensitive information, i.e., protect privacy, while maintaining the utility of the data as judged by the validity of inference carried out using the altered data. Traditional methods include microaggregation, top or bottom coding, perturbation by adding random noise and the swapping of values (e.g., for more details see Fienberg and Slavković (2011) and Hundepool et al. (2012) ).
A more recent SDC method involves the generation of synthetic data sets where some or all of the observed data have been replaced by synthetic values generated from models based on the original data. The risk of disclosure is reduced by replacing the original sensitive values. There is an extensive literature on methods for generating synthetic data and making inferences from them, e.g., Raghunathan et al. (2003) , Reiter (2003) , Kinney and Reiter (2010) , Slavković and Lee (2010) , Drechsler (2011) , Raab et al. (2016) , to cite only a few key references. The U.S. Census Bureau, in partnership with academics, has made significant advances in practical applications and released several synthetic data products, including the Survey of Income and Program Participation (SIPP) Synthetic Beta Data (Benedetto et al., 2013) , the Synthetic Longitudinal Business Database (Kinney et al., 2011) and OnTheMap (2015) , a web-based interface to a partially synthetic version of the Longitudinal Employer-Household Dynamics data set. Synthetic data are now becoming more widely accepted and are being developed by other institutions worldwide. For example, bespoke synthetic data are provided to individual users of the Scottish Longitudinal Study (SLSs), and the synthpop package for R (R Core Team (2015) ) has been developed by Nowok et al. (2015b) to facilitate the generation of synthetic data extracts. Synthetic microdata are, however, still experimental and for the examples mentioned above they are supplied to the users to carry out exploratory analyses, but the final results for publication are almost always obtained from the original data. This final analysis is referred to as the gold-standard analysis.
It is well understood that inferences from synthetic data will only be valid if the models used to synthesize the data correspond to those that generated the original data. It is important for staff synthesizing the data to assess how well this condition is fulfilled by their synthetic data set, and this can be done by so-called general and specific measures of utility. The former are summaries of differences between the distributions of the original and the altered data while the latter compare the differences between results from particular analyses.
Synthetic data utility has most often been assessed by analysis-specific measures which compare data summaries and/or the coefficients of models fitted to synthetic data with those from the original data. If inferences from original and synthetic data agree, the synthetic data are said to have high utility. Published evaluations of synthetic data using specific utility measures, usually for just a few selected analyses, have highlighted differences in the quality of syntheses (Reiter (2005a) , Drechsler and Reiter (2009), Kinney et al. (2011) , Miranda and Vilhuber (2015) , Nowok (2015) ). However, when an agency prepares synthetic data for a user they will not know, except in very general terms, what analyses will be carried out. In fact, the user usually carries out a number of exploratory analyses in order to decide which models to fit and present. A further concern, when the synthesizer does have some knowledge of the models that the analyst has in mind and uses this to inform the synthesis, is that the synthetic data may falsely reassure the analyst that the model is the correct one. When the proposed model informs the synthesis which then adheres too closely to the proposed model, the validity checks such as the existence of interactions will not be apparent in the synthesized data; see Nowok et al. (2015a) ; Raab et al. (2016) for examples. Thus general measures of utility could be more helpful in allowing an assessment of how well the final inference might agree with what would have been obtained had the user had access to the unchanged data for all of the analyses, rather than just at the final stage of a gold-standard analysis. Global measures of utility have been proposed by several authors (e.g., Karr et al. (2006) and Woo et al. (2009)) and have been used for other methods of data alteration such as microaggregation and top coding but not to our knowledge for synthetic data.
In this paper we evaluate and recommend extensions to existing global and specific measures of utility for the special case of synthetic data, and we compare general utility results to specific utility for data generated by different methods of synthesis. In Section 2, we review methods used for generating and making inference from synthetic data and introduce our notation. In Section 3, we review previous work on general utility measures. In Section 4, we extend previous work for a propensity-score-based general utility measure by proposing two statistics specifically designed for synthetic data. In Section 5, we cover specific utility measures typically used for synthetic data. In Section 6, we give two data examples comparing outcomes based on general and specific measures and show that the general utility measures we employ predict specific utility measures reasonably well. In Section 7 we offer concluding remarks.
Brief Review of Synthetic Data Methodology

Data synthesis
Synthesis is performed by a researcher with access to the original data which we denote as (X, Y ), where X denotes the data that will be released with their original values and Y are the sensitive data that will be replaced with synthetic values. It is possible for all the data to be synthesized in which case X is empty. The synthesizing process assumes that the data come from an underlying joint generative distribution, f (Y |X, θ).
Here we consider the situation when new values of Y are generated by fitting the observed data to f (Y |X, θ) to give an estimateθ and by generating a new sample from f (Y |X,θ).
In practice this is typically approximated with a sequence of conditional models. A total of m synthetic data sets are produced, where m = 1 gives just a single data set. Some methods of inference from synthetic data require that the synthetic data are generated from the posterior distribution of Y given the observed data. In the next section we discuss why these requirements do not apply in our case.
Inference for Synthetic Data
Inference from synthetic data can be required for a particular model or a set of summary statistics defined by a parameter vector Q. Inference involves carrying out the same procedure on each of the synthetic data sets and using their averageq m = 1 m Σ m i=1 q i as an estimate of Q, where q i denotes the estimate from the i th synthesis and v i the estimate of its variance. We are assuming throughout this paper that methods appropriate for simple random sampling are used for inference from both the original and synthetic data.
Much of the literature on synthetic data is concerned with using the synthetic data to make inferences to the population parameter Q, allowing for both the variation between Q and its value in the samples of observed data and the differences between the original and synthetic data. However, for this paper we focus on the situation where researchers use synthetic data produced for exploratory purpose and then will carry out a gold-standard analysis (i.e., using the original data) after models are chosen. This scenario has been implemented by some researchers and agency staff. See Nowok et al. (2015a for further examples. When such a gold-standard analysis is to be carried out, the user of synthetic data is interested in approximating (via synthetic data) the estimatê Q and its variance-covariance matrix VQ that would be obtained from the observed data.
When the original data are generated from the same model used for synthesis, and when some asymptotic conditions are met,q m is a consistent estimator ofQ, and the simple
v i is a consistent estimator of VQ. Note that neither multiple syntheses nor sampling from the posterior distribution of Y are required to calculate these quantities, see Raab et al. (2016) .
To evaluate specific utility, we compare results from the synthetic data sets with what would be obtained from the original data. Thus we need not be concerned with population inference, and can compare confidence intervals and standardized coefficients from the original data with the equivalent quantities for synthetic data, calculated fromq m andv m .
This approach uses the same estimator for any type of synthetic data, e.g., whether all of the observations or only selected variables or data values are synthesized. If the data generating model used for the synthetic data is the one that generated the original data then the confidence intervals from the synthetic data will be consistently estimated by this approach, see Raab et al. (2016) for more on inference with synthetic data under different situations.
General Utility Measures for Masked Data
Previous work has suggested various general measures of utility for data that have undergone disclosure control. Generally these measures consider the distributional similarity between the original and the masked data sets, with greater utility attributed to masked data that are more similar to the original data. In the broadest sense, measures such as distance between empirical CDFs or the Kullback-Liebler (KL) divergence give an estimate of difference. Karr et al. (2006) discussed and implemented the KL divergence measure on different SDC measures. They compared microaggregation, additive noise, swapping, and resampling, but they did not consider synthetic data. Woo et al. (2009) proposed an empirical CDF measure, a method based on clustering and one that uses propensity scores to estimate general utility. They evaluated the last of these as the most promising and we focus on it in this paper. Propensity scores represent probabilities of group memberships, commonly used in causal inference studies. To use them as a measure of utility, we need to model group membership between the original and the masked data to get an estimate of distinguishability. Small distinguishability relates to high distributional similarity between the original and masked data. If we can model the propensity scores well, this general measure should capture relationships among the data that methods such as the empirical CDF will miss.
The propensity score method, given in Woo et al. (2009) and described in Algorithm 1 (for simplicity the algorithm is described for complete synthesis when X, the unsynthesized variables, is null; in the general case the combined data will include the same X variables for the original and synthetic data), proceeds as follows. The rows of the original and masked data sets are combined with the addition of an indicator variable giving the source of the data (0 for original data and 1 for altered). A propensity scorep i is estimated for the i th row as the probability of classification for the indicator variable, using predictors based on the variables in the data. The mean squared difference between these estimated probabilities and the true proportion of records from the masked data in the combined data (denoted c, usually 
where N is the number of observations in Y comb and c is the proportion of records in Y comb from Y syn
General Utility for Synthetic Data
In this paper, we extend the propensity score method for general utility specifically for the case of synthetic data. In particular, we derive the large-sample expectation and variance of the pM SE under the null case of synthesizing data from the correct generative model of the original data, and use this to standardize the observed pM SE.
The previous use of the propensity score measure for general utility gave better utility as the value became closer to 0, where a value of 0 would occur only when the original and altered data are identical. This is highly unlikely to occur for synthetic data as the goal is not to have identical entires, but to achieve the distributional similarity between the distribution of the observed data and the model used to generate the synthetic data. This condition is required for any inferences from synthetic data to be valid and we will refer to it as "Correct Synthesis" or CS. If expressions for the expectation and standard deviation of the pM SE for synthetic data under CS are available it can be standardized either as a ratio to its expectation under CS, the pM SE ratio, or as a standardized pM SE calculated as its difference from this expectation in units of the standard deviation under CS. The former will have an expected value of 1 under CS and the latter an expectation of zero and a standard deviation of 1. In both cases increased values of these statistics will be expected if CS does not hold.
We also expand the models used to compute the pM SEs to include non-parametric classification and regression tree (CART) models which may improve the specification of utility over modelling with logistic models, general additive models or polynomial splines.
These general utility measures, with a choice of model for the propensity score, are being implemented in the synthpop package (Nowok et al., 2015b) , so data custodians creating synthetic data will be able to compute the pM SE, pM SE ratio or the standardized pM SE as measures of the appropriateness of different synthesis models.
Null Distribution of the Mean-Squared Error
We consider the distribution of the pM SE under CS when all the data are synthesized.
We call this the distribution of the null pM SE and derive asymptotic expressions for its expectation and variance. Using simulated data we show that these expressions are valid under CS and that pM SE values grow further from their null expectation as the difference between the models generating the original and synthetic data increases.
Theoretical Results: The Null pM SE Distribution
To obtain the pM SE from a fully specified parametric model we use a set of predictor variables Z orig calculated from the original data and an equivalent set Z syn from the synthetic data. We assume that these predictor matrices have the column dimension k, including in each case a vector of 1's for the intercept term. Note that, for the distribution of the pM SE, Z orig is a fixed quantity and Z syn is a matrix of random variables generated by the synthesis process.
When Z orig is calculated from a sample from f (y|θ) and Z syn from f (y|θ), whereθ is estimated from the original data, we show in the Appendix 9.1 that the null pM SE is distributed as a multiple of a chi-squared distribution with (k − 1) degrees of freedom and expectation and standard deviation given by
where n 1 is the number of observations in the original data, n 2 number of observations in the synthetic data, N = n 1 + n 2 and c = n 2 /N . In the most common case when n 1 and n 2 are equal, the expectation becomes (k − 1)/(8N ) and the standard deviation
The results hold for each single synthetic data set compared to the original data. We show in the Appendix 9.2 that when two data sets, generated from the same original data, are compared to each other by the same method used to compare with the original data,
and
When n 1 = n 2 , c = 0.5, the expectation and standard deviation of pM SE P airs become twice those for pM SE. The crucial assumption in these derivations is that the large sample expectation of each column of Z syn , under repeated syntheses from the same original data, will be the mean of the corresponding column of Z orig . This follows trivially, and without the asymptotic assumption, for the columns of Z orig and Z syn that correspond to Y orig .
For other columns we note that the expectation of any function of the variables in a distribution can be written as a function of its parameters θ and that any function of consistent estimators is a consistent estimator of the corresponding function of θ. Thus, for large samples, the means of the columns of Z orig will be functions ofθ. Since the columns of Z syn are combinations of variables generated from f (y|θ) their expectation will be given by the same function ofθ that defines the mean of the corresponding column of
These results apply for the case when all of the observed data are synthesized and the propensity score is calculated from a fully specified parametric model where the number of parameters k is a fixed known value. They are confirmed by a simulation study for a multivariate Normal example described below. The simulation also illustrates the behaviour of the pM SE ratio, or the standardized pM SE under increasingly incorrect synthesis.
Simulation to Validate Asymptotic Expressions for the Expectation and Variance of pM SE
We present a simulation study to show that the asymptotic results derived in Appendix 9.1 hold under CS and to show how they deviate from the expectations for incorrect synthesis. We ran 1000 simulations, and for each simulation we generated ten original data sets (referred to henceforth as Real data sets) of size 5000 from a multivariate Normal distribution of dimension 10 with means 0, variances 1, and off-diagonal covariances of the i th data set taking values 0, 0.1, ..., 0.9 for i = 1, ..., 10. For each Real data set we then generated a correct and incorrect synthesis. For the correct synthesis we use the variance matrix fitted to the Real data to generate synthetic multivariate Normal data.
For the incorrect synthesis we use the sample means and a variance matrix with its offdiagonal elements set to 0. The incorrect synthesis uses a model progressively further from the true generative model as the Real data are generated from a model with covariances that increase from 0 to 0.9. This emulates synthesis that fails to account for correlations between the variables.
We model the propensity scores with a logistic regression model including all main effects and two-way interactions for the variables, but omitting the quadratic terms, giving us k = 56 parameters. The expected mean of the pM SE under CS becomes:
and its standard deviation: Table 1 gives the means of the simulation results. For correct synthesis the mean pM SE agrees with equation (5) and that of its standard deviation with equation (6) (data not shown for (6)). Thus the pM SE ratio (mean pM SE divided by (5)) and the standardized pM SE (mean pM SE minus (5) divided by (6)) are close to 1 and zero respectively, as expected.
For the incorrect syntheses models that fail to capture the correlations between the variables, pM SE values compared to the original data increase as the covariance values increase as does its standard deviation (the latter not shown). Note that for the first line of Table 1 when the synthetic data are generated from a model with covariances of zero, it still does not give a value close to the expectation, as was the case for synthesis from the correct model. This is because even though the population covariances are set to 0, the simulated Real data do not have exactly zero covariances, so the incorrect synthesis here is not generated from a model fitted to the observed data. As the covariances in the original data increase the pM SE ratio and the standardized pM SE increase, the latter very steeply. The ratio is an appropriate measure of the discrepancy which the pM SE model finds between the two distributions. The standardized value gives a measure (like a t-statistic) of its deviation from the null value for CS. Given that we know that CS can never expect to be fully achieved, except for simulated data, the standardized measure may be over-sensitive to small differences and the ratio pM SE is likely to be a more useful measure. 
Using Resampling Techniques for the Distribution of the pM SE
We can use the results above when calculating propensity scores using a fully specified parametric model which provides a value of k for the number of fitted parameters and when we have synthesized all of the data. When only part of the data has been synthesized the expectation of the pM SE will not be given by equations 1 and 2. We also cannot use these equations for adaptive models, such as stepwise regression or CART, since we do not know the effective number of parameters used in fitting the propensity score. In these cases, we can estimate the null distribution of the pM SE using resampling techniques.
One such method is to compare pairs of synthetic data sets generated from the same original data, using the same methodology as was used to compare the original and synthetic data. The distribution of pM SE P airs calculated in this way will have expectation and standard deviation given by equations 3 and 4, even when the synthesizing model is incorrect. When the original and synthetic data have the same number of records, pM SE P airs will be distributed as twice the null pM SE. If a large enough number of pairs of syntheses are produced they can be used to estimate the mean and variance of the pM SE. The downside of this method is that a large number of new syntheses is necessary for accurate mean and standard deviation estimates.
An alternative method is to use a permutation test to obtain null expectations. We describe it here for the case when the synthetic data has the same number of records as the original. The indicator variable used with the Z matrix from the original and a single synthetic data set is permuted, and a pM SE calculated from each permutation (see Algorithm 2). This method is less computationally burdensome than comparing pairs of syntheses, and it can also produce estimates when only a single synthetic data set has been produced. The distribution of the pM SE can be derived in a manner parallel to that for pairs of syntheses in Appendix 9.2, and it too gives a pM SE P erm distributed as twice the null pM SE when n 1 = n 2 . Its disadvantage is that it does not give the correct null pM SE unless all the data are synthesized. This can be understood by considering the contribution to the pM SE from columns of Z corresponding the unsynthesized data X. In calculating the pM SE from the original data there will be no contribution from these columns because the difference in means will be zero (see Appendix 9.1). But this condition will not be maintained by the permutation distribution because the permutation no longer treats X as fixed. An alternative approach would be to omit any X variables from the calculation of the pM SE, but this would be unsatisfactory since it would not evaluate whether the relationships between Y syn and X were maintained.
Algorithm 2 Permutation Test for Null Mean and Standard Deviation Estimates
randomly assign a synthetic data set for each permutation 3: end if 4: for each permutation do
5:
randomly shuffle the group indicator variable I to produce I p 6:
follow algorithm 1 using I p in place of I 7: obtain pM SE P erm i from the predicted propensity scores 8: end for 9: return pM SE P erm i and sd(pM SE P erm i ) for null mean and s.d. values
Thus we propose two resampling methods that can be used when methods, such as CART, without a known number of parameters are used to calculate the distribution of the pM SE and derive the pM SE ratio and the standardized pM SE utility statistics. To confirm our results the simulation study described above was extended to include our evaluation of the two methods. A further simulation of incomplete synthesis used a similar multivariate model, but with only one of the ten variables replaced by synthetic data. The simulation results were found to agree with the theoretical distributions for known k in both cases.
For propensity models where we do not know k, the expected values under permutation stayed constant across different synthesis as expected.
Our recommendations for practice are summarized as follows. If all the data are synthesized and the pM SE is calculated from a method with a known number of parameters, k, then the ratio and standardized measures can be calculated from equations (1) and (2).
For complete synthesis with a model where k is unknown, the permutation method can be used to obtain the ratio and standardized pM SE. When only part of the data are synthesized then the only method possible is the paired comparisons of multiple syntheses. We suggest that around 100 realizations would be the minimum sample size to use for these resampling methods. For the permutation method very little extra computation would be required. For comparing pairs of syntheses a total of m = 15 syntheses would yield 105 pairs.
Choice of model for the propensity score
As Woo et al. (2009) have discussed, the choice of model for the propensity score is crucial to the way in which the pM SE measures compare masking methods. Woo et al. (2009) evaluated some different logistic regression models with synthetic data simulated from an incorrect model. They found it was important to include higher order terms, including cubic terms, for the pM SE to discriminate. However, their simulated data largely relied on inappropriate marginal distributions for the incorrect model. This type of inadequacy should be readily checked for synthetic data by visual comparisons of the real and synthetic data, as is done in the synthpop package (Nowok (2015) ). For their real data example, Woo et al. (2009) used a model with all main effects and first-order interactions between variables, where generalized additive models were used for the continuous variables. This approach would seem to be a useful starting point. For continuous variables it might be more helpful to use the transformations that would normally be used in modeling, rather than the additive models.
We considered expanding the propensity score models to include classification and regression tree models (CART) (Breiman et al. (1984) ). These models have proved useful for generating synthetic data (Reiter (2005b) ), and have been shown to out-perform other machine learning techniques (Drechsler and Reiter (2011), Nowok (2015) ) for this purpose.
It is well known that CART models are subject to over-fitting. This is not a problem for generating synthetic data but it is when the pM SE score is calculated, since a substantial proportion of the propensity scores will be close to zero or 1 even under data generated from a correct synthesis. This leaves little room for the pM SE to increase when an incorrect synthesis model is used, since the over-fit model picks up higher differences even when the synthetic data is drawn from the CS. We investigated the CART models using the synthesized data described above, and found some reason to believe the permutation test may not give the correct null distribution. In particular, the standard deviation of the permutation distribution tends to be underestimated. Further investigation of these problems will be needed to see if the benefits of CART models can be harnessed for propensity score models.
The models for the utility function in the synthpop package currently include CART models as well as logistic models with interactions between variables up to an arbitrary order. Further work exploring choices of propensity score models for synthetic data is clearly needed and will be facilitated by the availability of these measures in the synthpop package.
Specific Utility Measures for Synthetic Data
In contrast to the general utility approach, we can measure the utility of a synthetic data set by assessing the similarity of results for specific analyses using both the original and synthetic data. For high utility we expect close similarity between the results for the same analysis calculated from the two different data sources. Most of the previous literature has used specific utility measures rather than general measures, which has been more commonly used for other types of disclosure-controlled data, e.g., produced by top-coding or micro-aggregation, rather than for synthesized data. Karr et al. (2006) and Reiter et al. (2009) (2010), and Woo and Slavković (2015) . An interval-overlap measure (IO) can then be calculated by averaging these for all of the statistics of interest, with a higher IO corresponding to greater utility. The IO measure has been extended by Karr et al. (2006) to a measure of ellipsoid overlap (EO) which uses an estimate of the overlap between the joint posterior distribution of all the parameters for the original and synthetic data.
The EO is a more satisfactory measure because it allows for the correlation between the parameter estimates. However it is much more onerous to compute, the easiest method involving simulation, and may be less easily understood by those analyzing the data.
An alternative summary of the differences in summary statistics is the standardized difference between the original estimate and the synthetic estimate calculated as |β orig − β syn |/s.e.(β orig ), where β orig and β syn are the coefficients of the same model estimated from the real and synthetic data and s.e.(β orig ) is the estimated standard error of the coefficients from the original data. It has the advantage over the IO measure that it discriminates between cases where the IO is zero.
We use both the standardized difference of the estimates in tandem with the percentage confidence interval overlap utility measure, defined by equation (5) of Karr et al. (2006) , as our two specific utilities. Recall, the goal is to minimize inferential difference from the gold-standard, and these measures target that difference. These two specific utility measures are implemented in the synthpop package under the compare.fit.synds() function, and can readily be used by researchers to assess the specific quality of their synthetic data products. For a model with many coefficients the IO and the standardized difference can be summarized by their mean or their median and range or, more usually, displayed graphically.
Data Examples
As discussed in previous sections, specific utility measures the inferential usefulness of a data set for a given model. Close inferential results between original and synthetic data allow publicly released data to be useful as an exploratory tool, for teaching, and possibly even for publication. The value of a general measure of utility depends on the extent to which it allows an accurate prediction of specific utility without having to run numerous models. It is impossible to compare every possible specific analyses researchers may wish to perform using the synthetic data, but agency staff and producers of synthetic data should have some method for comparing which potential synthesis will perform better on specific models. If the general and specific utility measures agree on their ranking of synthesis methods, then the general statistic will aid synthetic data producers in determining which synthesis is best for release. We use two real data examples to illustrate this, though clearly more experience with such analyses will be needed before we can generalize with confidence.
Scottish Health Survey
We use data from the 2013 Scottish Health Survey (SHeS), focusing specifically on the data used for the 2015 report on Mental Health and Wellbeing, see Wilson et al. (2015) . This report uses a subset of the SHeS data set containing 8,721 observations on 15 variables covering demographic information, behavioral factors, and mental health indicators. Table Table 2 The study focused on mental health outcomes for males and females as measured by the two scores, the Warwick-Edinburgh Mental Wellbeing Scale (WEMWBS) and the General Health Questionnaire (GHQ12), while controlling for demographic and behavioral factors.
The WEMWBS is derived from 14 questions concerning personal thoughts and feelings with self-reported answers. The GHQ12 entails 12 experiential questions, six positively worded and six negatively worded, with self-reported responses of the participants' level of agreement. Specifically the models estimated, which we replicate, were four logistic regression models, two for men and two for women with the two mental health indicators as the response variables. While these responses were originally continuous they were recoded to be binary variables, with 1 indicating a significantly above average level of mental health issues and 0 indicating standard values. Table 3 summarizes the four models.
We synthesize all observations and all variables with three different methods: sequential parametric regression models, sequential non-parametric CART models, and sequential simple random sampling. The last of these fails to model any dependencies between the variables and so would be expected to perform poorly. General utility is measured using pM SE estimated from two logistic models one with only main effects and the second with Female wemwbs ag16g10, maritalg, SIM D15 12, econac12, eqv5, RG17a, adt10gpT W , AU DIT 20, cigst3, porf tvg3, COP DDoct (3) Male ghq12scr ag16g10, maritalg, pnssec5, econac12, eqv5, RG17a, adt10gpT W , AU DIT 20, cigst3, COP DDoct (4) Female ghq12scr ag16g10, maritalg, pnssec5, econac12, eqv5, RG17a, adt10gpT W , AU DIT 20, cigst3, COP DDoct all main effects and first order interactions and also with a CART model. The logistic models had 44 and 964 degrees of freedom, respectively. Ratio and standardized pM SEs are also estimated, using expressions for the null expected mean and standard deviation for the logistic models and from permutations for the CART model.
For specific utility we estimated models (1)- (4) with both the original and synthetic data and calculate the two statistics given in Section 5, i.e., confidence interval overlap and standardized differences in coefficient values. For both of these, the median across all covariates in the models is reported. All utility results are summarised in Table 4 .
Considering the general utility results first, we can see that the logistic pM SE model with only main effects does not discriminate between the synthesis methods and finds little evidence of a difference between the original or synthetic data (ratios close to 1). The logistic pM SE model with interactions finds the sampling method quite inadequate, as we hoped would be the case. It judges the parametric model as being closer to the original data than the CART synthesis model. The CART pM SE values are much larger, but its pM SE ratios discriminate less well between synthesis methods than does the logistic with interactions but better than the logistic with only main effects. For the CART pM SE method, the CART and parametric synthesis methods give similar ratios, while the sampling is worse but not by as large a magnitude as the logistic pM SE model with interactions.
Looking at the specific utility results we can see that for all the fitted models the sampling utility is poorer than the other methods. The specific utility for fitting model (1) is similar for parametric and CART syntheses, but the other three models show better specific utility for the parametric models. Model (4) has the largest differences between specific utility for different synthesising models and this is illustrated in Figure 1 where C.I. overlap and standardized differences for all 39 coefficients are displayed as boxplots. Thus, for three out of the four models the ranking of synthesis methods is similar to the general utility.
2000 CPS Data
To further illustrate the appropriate conditions for using our general utility statistics and their relationship with specific utility, we present another real data example using a subset Table 5 below. A data set with the same variables from the same CPS survey was used in Drechsler and Reiter (2010) to exhibit their method of sampling with synthesis. Some small differences exist between their data and ours, likely due to processing or cleaning. In their paper, they synthesize 2071 records based on unique combinations of age, race, martial status, and sex. They use CART models to simulate values for the age, race, and martial status variables for the 2071 records, leaving sex unchanged. After synthesis, they take a 10% sample of all the data both synthesized and unsynthesized to constitute the released data.
We first replicate their synthesis and sampling method to produce five synthetic data sets, considering four different models for synthesis, sequential parametric regression models, sequential non-parametric CART models (two different specifications), and sequential simple random sampling. General utility is measured using pM SE estimated from a logistic model with all predictors and interactions and a CART model. Ratio and standardized pM SEs are also estimated, with the expectation calculated directed for the logistic model and using permutations for the CART model. Specific utility is measured using the same two general linear models (GLMs) estimated in their paper, described in Table 6 . We then carry out a complete syntheses, producing five synthetic data sets each, where we synthesize all data rows rather than only those with unique matches of age, race, marital status, and sex as well as all columns. For this synthesis, we again take a 10% sample to serve as our released data. Utility results for both syntheses are shown in Table 7 .
When the data are incompletely synthesized the ratio and standardized pM SEs, calculated from the permutation test, are inappropriate measures, which can be clearly seen from the first block of results in the table. The sample of the original data will not match the population used to model the synthetic data, so a distributional comparison will not standardize general utility correctly. The permuted values are substantially larger than the observed values, since the unchanged data are no longer fixed in both the original and altered data. Thus the pM SE ratios are considerably smaller than 1 and the standardized pM SEs are negative and large because of the absolute difference. In this case, we see the unadjusted CART and logistic pM SE statistics give comparable generally utility, which line up with the specific utility, since it measures closeness of the data values rather than closeness of distribution. The alternative method of comparing pairs of syntheses to obtain the null distribution was not feasible at present for this eaxample, but we hope to implement it in future for incompletely synthesised data.
In the second block of Table 7 , in contrast to the first, the general utility statistics are much more sensible for the same data under the different synthesis schemes. When all data are synthesized and then sampled, both the pM SE ratio and standardized pM SE correlate with the specific utility. In this case, all measures attribute the highest utilities to the two CART methods, in agreement with the specific utility.
The CPS data example exhibits both the strengths and potential drawback of our proposed general utility methods. In the completely synthetic scenario, we find all three general utility measures relate fairly well with the specific utility. A data custodian could use the general utility and reach the same conclusions as to which synthesis to release without fitting any specific models. Our results for incomplete synthesis illustrate the importance of understanding when different utility methods are appropriate, since some will not give accurate estimates under any condition. Further work will be needed to evaluate the utility of incompletely synthesized data by standardizing the pM SE measures using paired comparisons of multiple syntheses.
Conclusions
In this paper we develop extensions to general utility measures for synthetic data. Our extensions include two new general utility statistics, the pM SE ratio and standardized deviation. Adjusting by the null statistic aids in interpretability of utility specifically for synthetic data. Rather than basing our distance measure from identical data matrices, the standardized distance measures evaluate whether the synthesizing model is the correct one for the original data. Our measures are easier to compare because they do not depend on sample size. The proposed functions are being implemented and will be available in the synthpop package for R.
As Woo et al. (2009) have discussed, the choice of model used to calculate the pM SE is crucial to its performance as a utility measure. We proposed extending the models suggested by including non-parametric CART models to estimate propensity score values.
Our examples of both real and simulated data suggest that CART models, though roughly discerning general utility correctly between different syntheses, may not always be appropriate to model the pM SE. Models with all interactions between main effects appear to be the most promising. However, even for the fairly modest sized examples we have tested them on, the number of parameters becomes very large. It would be ideal to have fitted some higher order interactions also, but this would not be computationally feasible here.
One solution might be to identify a subset of variables and investigate how well general utility suggests that relationships between them are maintained.
We also present some comparisons of how general and specific utility measures evaluate synthesis methods. On the whole these show reasonable concordance between the ranking of different methods. More experience with further synthesized data will be needed before we can generalize this result. We believe that these new utility measures and their easy access via R package will further support acceptance and use of synthetic data by researchers, especially in aiding with scientific reproducibility. Methods are tailored specifically to improve usability for researchers seeking to generate analytically useful synthetic data, and all utility measures in this paper are being implemented in the synthpop package in R. As synthetic data gain popularity with researchers, it is important to have readily available tools with clear theoretical basing to improve sharing of data and to support reproducibility of research. we fit a logistic regression model of the indicator variable I on an n 1 + n 2 by k matrix of predictors Z where
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and I 1 is an n 1 vector of zeros, I 2 an n 2 vector of ones, Z orig is derived from the original data and Z syn from the synthesized data. Note, that the usual formulae for the standard errors of logistic regression will not apply here, since I is fixed, and not random. The distribution of any statistic calculated are derived from that of the random variables Z syn conditional on the observed values of Z orig . Note that the Z matrix here will include a column of 1s for the intercept and will usually contain the original Y orig and Y syn values as well as interaction and product terms or other functions calculated from them.
We can write the estimated coefficients of the logistic regression aŝ
wherep = expit(Zβ) is the predicted probability for each row of Z, i.e., the propensity score, and w is an N × N diagonal matrix (where N = n 1 + n 2 ) with elementsp(1 −p). Aŝ β appears on both sides of equation 7 iterative fitting is required which converges when the contribution from the second term is zero. This leads us to a set of k equations:
where the equation corresponding to the intercept gives the following expression for the mean of the propensity score aŝ p = n 2 /(n 1 + n 2 ) = n 2 /N = c.
The following assumptions lead to the derived asymptotic approximations. First that (p − c) << c for every row of Z and second that all elements of w can be approximated by c(1 − c). The second of these follows from the first. From equation 7 we can approximate the linear predictor in the logistic regression as:
with meanZβ = Z(Z Z) −1 Z expit(c) because the expectation of the second term is zero.
Thus we can write the deviation of the linear predictor from its mean as
and we can drop the term (c −p) order by the assumption above. We can rewrite this equation in terms of the component matrices to get
Whenp is close to c and sincep = expit(Zβ) we can approximatê p − c = (Zβ − Zβ) dp
and since the derivative becomes c(1 − c) = w we get
and the mean-squared error from the propensity score becomes Under CS the expected value of [Z syn −Z orig ] will converge to zero for large samples and its variance to V /n 2 where V is the variance of Z orig . Also, under CS, the expression
will converge to N V for large samples. Thus we can see that equation (15) 9.2 Distribution of pM SE comparing two synthetic data sets from the same original data
When two synthetic data sets are produced from the same original data a pM SE can be calculated in the same manner as would be the case from the original data, with the predictor matrix Z having dimension 2n 2 by k. In this case equation (15) will become pM SE P airs = Z syn2 −Z syn1 Z syn2 Z syn2 + Z syn1 Z syn1 −1 Z syn2 −Z syn1 (2/n 2 ) 2 /(2n 2 ).
For large samples the variance of [Z syn2 −Z syn1 ] will converge to 2V syn /n 2 and and the expression equivalent to (16),
will have expectation 2n 2 V syn , where V syn is the expected variance of the synthetic data.
Thus, by arguments parallel to those above, (17) is distributed as 1/(8n 2 ) times a χ 2 with k − 1 degrees of freedom. In the commonest situation when n 1 = n 2 the pM SE P airs will have expectation and standard deviation (k − 1)/(4N ) and 2(k − 1)/(4N ), i.e. twice the values for the null pM SE. This result is the basis of a simulation method that can be used to obtain the estimates of the expectation and standard deviation of the null pM SE for incompletely synthesized data.
