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Abstract
The large-scale integrative mechanisms of the brain, the means by which the activity of func-
tionally segregated neuronal regions are combined, are not well understood. There is growing
agreement that a flexible mechanism of integration must be present in order to support the myr-
iad changing cognitive demands under which we are placed. Neuronal communication through
phase-coherent oscillation stands as the prominent theory of cognitive integration. The work
presented in this thesis explores the role of oscillation and synchronisation in the transfer and
integration of information in the brain.
It is first shown that complex metastable dynamics suitable for modelling phase-coherent neu-
ronal synchronisation emerge from modularity in networks of delay and pulse-coupled oscilla-
tors. Within a restricted parameter regime these networks display a constantly changing set
of partially synchronised states where some modules remain highly synchronised while others
desynchronise. An examination of network phase dynamics shows increasing coherence with
increasing connectivity between modules. The metastable chimera states that emerge from the
activity of modular oscillator networks are demonstrated to be synchronous with a constant
phase relationship as would be required of a mechanism of large-scale neural integration.
A specific example of functional phase-coherent synchronisation within a spiking neural system
is then developed. Competitive stimulus selection between converging population encoded
stimuli is demonstrated through entrainment of oscillation in receiving neurons. The behaviour
of the model is shown to be analogous to well-known competitive processes of stimulus selection
such as binocular rivalry, matching key experimentally observed properties for the distribution
and correlation of periods of entrainment under differing stimuli strength.
Finally two new measures of network centrality, knotty-centrality and set betweenness central-
ity, are developed and applied to empirically derived human structural brain connectivity data.
It is shown that human brain organisation exhibits a topologically central core network within
a modular structure consistent with the generation of synchronous oscillation with functional
phase dynamics.
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Chapter 1
Introduction
1.1 Motivation and Objectives
Understanding the processes underlying cognition and the function of the human brain remains
one of the great scientific challenges of our time. Over a century of experimental neuroscience
has produced a wealth of detailed information on the essential biological components of the
mammalian brain and the interactions between them (Kandel, 2012). Continual progress is
made in explaining the basic organisational principles of brain structure and the function of in-
dividual areas such as the visual and auditory cortices. Our understanding of the way in which
these functional areas interact and of the overall dynamics of brain activity has progressed
at a slower rate however. The fundamental question of large-scale integration, the means by
which information is exchanged and the operation of individual functionally segregated brain
regions is combined, remains largely unanswered. It is generally agreed that a flexible integra-
tive mechanism must be present in order to efficiently support the myriad changing cognitive
demands under which we are placed (Bressler, 1995; Doesburg et al., 2008; Varela et al., 2001).
Neuronal communication through phase-coherent oscillation stands as the prominent theory of
cognitive integration (Fries, 2009) supported by a growing body of evidence (Dugue´ et al., 2011;
Kitzbichler et al., 2011; Thut et al., 2012; Wang, 2010). Establishing the hypothesis within the
bounds of current experimental method remains difficult however. In this work a series of com-
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putational models is developed that elucidate the role of synchronisation and phase-coherence
in overall neuronal dynamics and the transfer and integration of neural information. The meth-
ods and theory are developed for identifying structure relevant to these integrative mechanisms
within both the activity and connectivity of the brain.
Functional brain structure has been identified over many spatial scales, from the combined
activity of whole cortices and operation of the so-called default network (Buckner et al., 2008)
to the transfer of action potentials between individual neurons, and potentially even within the
neurons and synapses themselves (Koch, 1999). Similarly, building a convincing model of infor-
mation integration through neuronal dynamics requires approaching the problem on a number
of levels. It must be shown that it is both plausible for dynamics suitable for phase-coherent
synchronisation between brain regions to emerge from known brain structure, and that those
synchronisation dynamics have a demonstrable functional role. Models of synchronisation in
the aggregate interaction between brain regions (Chapter 3), functional oscillation within popu-
lations of individual spiking neurons (Chapter 4), and key structures within the organisation of
empirically derived brain connectivity networks (Chapter 5) are all considered over the course
of this thesis. Results draw on adjacent areas of research such as the general synchronisation
properties of abstract oscillator networks (Chapter 3) and the graph theoretical analysis of
network topology (Chapter 5) in addition to experimental and theoretical neuroscience.
Following a brief description of the areas relevant to the understanding of this work (Chapter 2)
consideration is first given to modular networks of weakly-coupled oscillators as a high-level
description of whole-brain dynamics (Chapter 3). Empirical studies have established modularity
as a key structural and organisational principle of brain connectivity, in particular the small-
world modular topology prevalent in natural systems (Bassett and Bullmore, 2006; Sporns
and Zwi, 2004). It has been shown (Shanahan, 2010b) that similarly structured networks of
abstract oscillators exhibit complex synchronisation dynamics relevant to the understanding
of neurodynamics. Under a restricted parameter regime these small-world modular oscillator
networks exhibit a continually changing formation of partially synchronised states. In each
case different modules within the network form a synchronised coalition in much the same
way as would be required of the functionally segregated regions of an integrated neural system
1.1. Motivation and Objectives 3
responding to the changing demands of its external environment. Changes in network state are
driven by internal dynamics constrained by network structure.
The model described in Shanahan (2010b) is first extended to include two cases important for
establishing biological plausibility. As originally described the model employs phase-lagged cou-
pling between oscillators standard in previous studies of synchronisation, where each oscillator
is subject to the constant influence of others to which it is connected relative to a fixed difference
in their current phase. Synchronisation between oscillating brain regions, where those regions
are spatially separate and subject to synaptic delay, is more accurately represented by a time
delay between connected oscillators. Similarly communication at the level of individual neurons
exchanging action potentials is better represented through a class of oscillator networks that
exchange discrete events, so-called pulse-coupled oscillator networks. It is not obvious that the
complex dynamics present in the phase-coupled case should also be present in time-delayed or
pulse-coupled networks. In both cases the presence of metastable chimera states is established,
the same continually changing pattern of partial synchronisation, with a parameter dependence
on delay analogous to phase-lag in the previous model. In addition a new measure of phase-
coherence within modular systems of coupled oscillators is defined (Section 3.2) and it is shown
that increasing synchronisation is accompanied by increasing phase-coherence dependent on
the level of connectivity between modules. That is, modules within the partially synchronised
subset establish a coherent phase relationship suitable for communication.
As well as establishing modularity within brain structure as a plausible mechanism for the
transient formation of coalitions of synchronised neuronal assemblies, it must also be shown
that coherent oscillation between those assemblies has a plausible functional role. Examina-
tion of the general synchronisation properties of modular oscillator networks and relevance to
neural dynamics is followed in Chapter 4 by demonstration of a specific computational role for
functional oscillatory activity within the brain. In particular a biologically plausible model is
developed of the communication-through-coherence hypothesis proposed by Fries (Fries, 2005),
the idea that phase-coherence opens windows for effective communication between connected
oscillating brain regions by increasing the likelihood of arriving spikes eliciting a response in
receiving neurons. It is shown in a spiking neural model that selection between two converging
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population-encoded oscillating stimuli occurs in a third receiving population through changes
in the relative phase of oscillation between incoming stimuli and receiving neurons. The re-
quired dynamics emerge without top-down input to the model and stimulus selection is shown
to be a competitive process driven by properties of the stimuli. This is analogous to well-known
competitive processes of stimulus selection such as binocular rivalry, a relationship examined
in detail in Section 4.2.2. In addition a computational exploration of the synaptic parameter
space of the model is performed and regions identified where competitive stimulus selection
occurs (Section 4.2.1).
In Chapter 5 new methods are developed for analysing the structural and dynamical properties
of empirically derived brain matrices. The combination of modularity and phase-coherent
oscillation is demonstrated in preceding chapters to be a plausible mechanism of information
integration in the brain. What structures should we then expect to find within data generated
from studies of brain connectivity to support this method of integration? Recent structural
imaging studies have identified both a high level of modularity and a topologically central core
that is suggestive of an efficient central communication network linking modularly organised
brain regions (Hagmann et al., 2008; Sporns, 2011; van den Heuvel and Sporns, 2011). In
Section 5.1 a new graph theoretic measure is developed for identifying networks that exhibit
exactly this type of structure, high modularity and a core network that is topologically central
yet of average degree. It is first shown that the new measure, “knotty-centrality”, captures
a unique aspect of network structure by comparing against existing measures such as k-core
decomposition (Alvarez-hamelin et al., 2006) and the rich-club coefficient (Colizza et al., 2006)
using a number of real-world networks and randomly generated networks conforming to well-
known topologies. It is then shown that brain connectivity matrices for cat and human exhibit
a significant knotty centre, and correspondence in the human case between the knotty centre
and core network previously defined by Hagmann et al. (2008).
In the following section of the same chapter an improved measure is developed for identifying
the topological centrality of a sub-graph, “set betweenness centrality”, through redefinition
of one of the key measures in the graph theoretic analysis of networks (Section 5.2). The
work concludes with development of a novel clustering algorithm for identifying regions of
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synchronous activity within functional brain imaging data (Chapter 6). The assumption that
neural structure constrains functional activity is central to the graph theoretical analysis of
brain networks, that by analysing structure we can determine the dynamical properties of
the brain that lead to functional activity and ultimately behaviour. A strong correspondence
is shown between structural modularity and functional synchronisation when the method is
applied to a model of spontaneous cortical gamma oscillation (Cabral et al., 2011) using an
existing empirically derived structural connectivity matrix (Hagmann et al., 2008).
To summarise, this work is based not on construction of a single isolated model of competitive
stimulus selection in a spiking neural network, but on a series of models and measures that
each illuminate a significant dimension required for a complete and convincing description of
information integration in the human brain. It is shown not only that it is possible to model in-
formation transfer through phase-coherent oscillation in a biologically plausible neural network,
but that the overall dynamics suitable for establishing those coherent phase relationships and
the transient formation of functional cognitive networks emerge from structures present within
known neural connectivity. I hope that the work presented in this thesis will provide a basis
and direction for further experimental and theoretical exploration of the large-scale integrative
mechanisms of the brain.
1.2 Contributions
The major contributions of this research include:
• development of a novel biologically plausible model of information transfer through com-
petitive entrainment, demonstrating the validity of the communication-through-coherence
hypothesis and establishing behaviour analogous to well-known competitive neural pro-
cesses such as binocular rivalry (Wildie and Shanahan, 2012a)
• establishing that modular networks of time-delayed and pulse-coupled oscillators exhibit
complex metastable dynamics and chimera states, the parameter regime within which
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those states occur, and that the partially synchronised chimera states are also phase-
coherent (Wildie and Shanahan, 2012c)
• a novel clustering method for partitioning neural activity based on synchronisation, and
demonstration of a close relationship between modular structure and synchronisation
dynamics in a model of brain activity based on an empirically derived brain connectivity
matrix (Wildie and Shanahan, 2012b)
• significant contributions to the development of a new graph theoretic measure for char-
acterising network topology that is both modular and exhibits a central core network,
and demonstration of a topologically central core network in human brain connectiv-
ity (Shanahan and Wildie, 2012)
• re-definition of the graph theoretic measure of betweenness centrality from a single node
to the measurement of the combined centrality of a group of nodes within a network
Additional contributions include:
• new methods for hardware acceleration of neural models (Wildie et al., 2009) and signif-
icant contributions to a distributed simulation of rat barrel-cortex (Phoka et al., 2012)
(see Appendix A)
1.3 Statement of Originality
I declare that the work presented in this thesis is my own, except where otherwise acknowledged.
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Chapter 2
Background Theory
In order construct a convincing model of neural communication through phase-coherent oscil-
lation this work draws on several areas of research. This chapter provides an overview of the
key concepts required for understanding the work that follows. It is organized into three main
topics, neuronal oscillation, the graph theoretical analysis of networks and neural structure,
and the computational aspects of simulating large spiking neural networks. In the first section
the biological and theoretical underpinnings of oscillation in neural systems and experimental
evidence of a functional role for oscillation in the brain are discussed. The second addresses
long-range phase-coherent synchronisation and its potential functional role as a mechanism of
neural information transfer and integration, in particular the communication-through-coherence
hypothesis and the biological mechanisms underlying generation of gamma oscillation. Together
these sections form the basis of the model of communication-through-coherence between popu-
lations of individual spiking neurons described in Chapter 4. The second main topic, the graph
theoretical analysis of complex networks, is described in the third section, along with recent
results relating to the topological properties of empirically derived structural and functional
brain connectivity matrices. A subsection on metastability and chimera-states underlies the
model of neural dynamics presented in Chapter 3, and on network topology and graph theo-
retical measures of modularity and centrality the new measures of centrality and analysis of
brain networks described in Chapter 5 and Chapter 6. The final topic deals with a common
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consideration throughout each chapter of this thesis, neural modelling, and each of the neuron
and oscillator models used in the thesis is described.
2.1 Neuronal Oscillation
Oscillation is observed in the mammalian brain over a number of scales, from subthreshold
oscillation in the membrane potential of individual neurons (Schmitz et al., 1998) and rhyth-
mic firing of pacemaker neurons (Ramirez et al., 2004), to oscillation in local field potential
(LFP) and large-scale neuronal oscillation generated by the aggregate synchronous activity of
large populations of neurons (Singer, 1993). It has been a subject of research since first ob-
served in recordings of electrical brain activity more than 80 years ago (Berger, 1929). The
behavioural state dependence of neuronal oscillation has long been known, with stages of the
sleep cycle and abnormal states such as coma and anaesthesia identifiable solely through the
spectral composition of EEG (Bas¸ar, 1980). The functional significance of neuronal oscillation,
whether it is simply a by-product of activity in the brain or an essential mechanism in its op-
eration, remains an open question however. Recent advances in experimental technology such
as multi-electrode recording of LFP (Buzsa´ki, 2004) and imaging of spatiotemporal patterns in
brain activity using voltage-sensitive dyes (Baker et al., 2005; Wu et al., 2007), combined with
advances in the computational modelling of neural systems and a greater understanding of the
biological mechanisms underlying neuronal oscillation (Wang, 2010), has renewed interest in
the implications of oscillation and synchronisation in the brain.
The mammalian brain exhibits oscillation across frequencies from approximately 0.05-600 Hz
(Buzsa´ki and Draguhn, 2004) with mean frequency bands forming an approximate linear pro-
gression on a natural logarithmic scale (Fig. 2.1). The separation of centre frequencies by a
constant non-integer ratio is of potential significance in reducing harmonic frequencies and the
effect of phase-modulation interference between bands (Penttonen and Buzsa´ki, 2003). The
size of neuronal area involved in oscillation is generally observed to be larger for slower fre-
quencies (Contreras and Llina´s, 2001) due to the local nature of most synaptic connections and
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0.02 0.06 0.2 0.5 1.5 4 10 30 80 200
Frequency (Hz)
0.02−0.06 Hz slow 4
0.06−0.2 Hz slow 3
0.2−0.5 Hz slow 2
0.5−1.5 Hz slow 1
1.5−1.4 Hz delta
4−10 Hz theta
10−30 Hz spindle
30−80 Hz gamma
80−200 Hz fast
200−600 Hz ultra−fast
Figure 2.1: Oscillation bands form an approximate linear progression on a logarithmic scale
(adapted from Penttonen and Buzsa´ki (2003)).
limits of synaptic and axonal conduction delays (Kopell et al., 2000; Steriade, 2001), although
the level of anatomical connectivity has also been shown to be significant in limiting the area of
oscillation (Csicsvari et al., 2003). The corresponding power density of LFP during oscillation
is inversely proportional to frequency (Freeman et al., 2000).
Correlation between changes in the frequency composition of EEG and changes in cognitive
state have led to a number of standard associations between individual bands and different
brain states (Ward, 2003). Traditionally analysis has focused on five frequency bands, de-
fined as delta (0.1− 3.5 Hz), theta (4− 7.5 Hz), alpha (8− 13 Hz), beta (14− 30 Hz) and
gamma (> 30 Hz) (Noachtar et al., 2004). Changes in magnitude of the alpha band, ini-
tially considered to indicate the idle-state of the brain (Adrian and Matthews, 1934), have
been demonstrated to correspond to external (Klimesch, 1999; Thut et al., 2006) and inter-
nal (Cooper et al., 2003) attentional demands. Increased theta is seen during memory encod-
ing and retrieval (Bas¸ar et al., 2000). Beta is strongly associated with the sensorimotor sys-
tem (Pfurtscheller et al., 1996) and has more recently been suggested to underlie maintenance
of cognitive and sensorimotor states (Engel and Fries, 2010). A pronounced increase in the
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delta-band is seen during deep sleep (Steriade et al., 1993). The gamma band has been the fo-
cus of most research however, and is proposed to underlie a diverse range of high-level cognitive
functions. Studies have linked gamma oscillation to memory encoding and retrieval (Axmacher
et al., 2006; Bragin et al., 1995; Fell et al., 2001; Jutras et al., 2009; van Vugt et al., 2010),
associative learning (Miltner et al., 1999), attention (Brovelli et al., 2005; Jensen et al., 2007),
visual perception (Bichot et al., 2005; Fries et al., 2001) and sensory selection (Fries et al.,
2002; Schroeder and Lakatos, 2009) among others. A distinction has also been made between
high (> 70 Hz) and low gamma frequency (Crone et al., 2011) with different mechanisms of
generation (Ray and Maunsell, 2011) and distinct functional significance in visual and auditory
processing (Uhlhaas et al., 2011).
The relationship between neuronal oscillation and cognitive state is complex however and it
is unlikely that each band is associated with a single cognitive function (Engel and Fries,
2010). The co-existence and interaction of multiple frequency bands has been a recent topic
of research (Canolty and Knight, 2010; Ha¨ndel and Haarmeier, 2009; Jensen and Colgin, 2007;
Roopun et al., 2008), with cross-frequency coupling between bands observed in both phase (Bel-
luscio et al., 2012; Buzsa´ki et al., 2003; Palva et al., 2005) and amplitude (Shirvalkar et al., 2010)
and suggested to play a role in high-order representation and decision making (Tort et al., 2008).
Phase-amplitude modulation, where the phase of a lower frequency modulates the amplitude of
a higher frequency, is observed in rat hippocampus between theta and gamma bands (Canolty
et al., 2006) leading to a prominent theory suggesting gamma-theta phase-amplitude coupling
as fundamental to the coding and temporal ordering of items in working memory (Lisman
and Idiart, 1995; Tort et al., 2009). At an abstract level, the simultaneous presence of oscil-
lation over frequency bands in the brain is hypothesised to allow multiple operations to occur
concurrently over differing temporal and spatial scales (Buzsa´ki et al., 2004).
The mechanisms underlying generation of neuronal oscillation have been shown to differ be-
tween frequency bands (Bollimunta et al., 2008; Buzsa´ki, 2002; Neville and Haberly, 2003;
Wang, 2002). The biological basis of gamma oscillation in particular has been extensively in-
vestigated (Bartos et al., 2007; Ritz and Sejnowski, 1997; Tiesinga and Sejnowski, 2009; Traub
et al., 1996a; Whittington et al., 1995, 2011) and inhibition and the action of locally connected
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networks of pyramidal neurons and inhibitory interneurons demonstrated to be of fundamen-
tal importance (Whittington et al., 2000). Populations of inhibitory interneurons have been
shown to generate coherent gamma activity both in-vitro and in simulation (Whittington et al.,
1997), either through synchronised firing without the participation of excitatory neurons (In-
terneuronal Network Gamma (ING)), or through recurrent activation via excitatory pyramidal
connections (Pyramidal-Interneuronal Network Gamma (PING)) (Bo¨rgers et al., 2005). In the
PING case, excitatory pyramidal input to local interneurons results in alternating episodes of
synchronised firing between excitatory and inhibitory populations, with synchronised volleys of
spikes from inhibitory neurons temporarily suppressing excitatory activity.
Sensory-evoked generation of gamma oscillation in the cortex is likely to involve the action of
excitatory neurons (Whittington et al., 2011) given the high level of connectivity between exci-
tatory and inhibitory neurons, with the majority of afferent inputs targeting both (Whittington
et al., 2000). Networks of inhibitory interneurons have also been shown to contribute to hip-
pocampal cross-frequency coupling of theta and gamma bands (White et al., 2000). Different
classes of inhibitory interneuron are known to contribute to different frequencies of oscilla-
tion (Whittington and Traub, 2003), suggesting potential functional significance of sub-bands
within the gamma range (Middleton et al., 2008).
2.2 Communication-through-Coherence
Functional segregation in the brain, the idea that the cortex can be partitioned into regions
characterised by specific sensory, motor, memory or executive roles, is a foundation of modern
neuroscience and has been the accepted view since the discoveries of Broca and the mapping of
the cortex by Brodmann more than 100 years ago (Kandel, 2012). Anatomical and functional
specialisation has since been found throughout the brain (Morel et al., 2004; Rizzolatti et al.,
1998; Zeki, 1978), a well-studied example being the columnar structure and retinotopic organ-
isation of the primary visual cortex (Bartfeld and Grinvald, 1992; Hubel and Wiesel, 1962;
Weliky et al., 1996). Regular spatial and geometrical organisational principles pervade the
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Figure 2.2: The communication-through-coherence hypothesis illustrated through three neu-
ronal populations, A, B and C, where A and B are in a coherent phase relationship (adapted
from Fries (2009)).
brain, from the laminar structure of the neocortex (Rockel et al., 1980) to the regular grid-
like development of fibre pathways (Hilgetag and Kaiser, 2004; Wedeen et al., 2012; Zilles and
Amunts, 2012). More recently the view that cognition results from interaction between these
brain regions, that we cope with myriad changing cognitive demands through a mechanism of
flexible large-scale integration between functionally distinct neuronal areas, has gained accep-
tance (Bressler and Kelso, 2001; Salinas and Sejnowski, 2001; Siegel et al., 2012; Varela et al.,
2001). The integration of information is then key to our cognitive flexibility (Friston, 2002; Zeki
and Shipp, 1988; Tononi and Edelman, 1998; Shanahan, 2012), implying a dynamic means by
which the set of salient neuronal regions for any given task are linked to form the current cog-
nitive state. Neuronal oscillation, and in particular phase-coherence between oscillating brain
regions, provides a plausible basis for this mechanism of large-scale integration (Doesburg et al.,
2008).
Studies of selective attention offer empirical support to the notion of gamma oscillation as a
mechanism of long-range cortical communication and integration. Gamma-band phase syn-
chronisation has been shown to occur between a widespread network of cortical areas during
spatial (Brovelli et al., 2005) and visual (Womelsdorf and Fries, 2007) attentional tasks. Local
increases in gamma synchronisation during visual stimuli (Ko¨nig and Schillen, 1991) underlie
the influential proposal of gamma oscillation as a solution to the binding problem (Gray, 1999;
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Singer, 1993, 1999), the mechanism by which distributed activity in the brain is combined into
a single representation. Gamma phase-coupling of the amygdala and striatum has been shown
during learning (Popescu et al., 2009) and synchronised coupling of hippocampal regions during
memory formation (Montgomery and Buzsa´ki, 2007). Phase coherence in gamma and theta
bands has also been linked to cross-modal binding, the use of multiple senses to enhance percep-
tion. An attended stimulus in primary visual and auditory cortices has been shown to influence
the phase of oscillation across both (Lakatos et al., 2009). Somatosensory stimulation has also
been shown to influence the phase of background oscillation in the primary auditory cortex,
and hence modulate the effectiveness of simultaneously arriving auditory input (Lakatos et al.,
2007). Transient periods of synchronisation and desynchronisation or “phase-scattering” (Ro-
driguez et al., 1999; Womelsdorf et al., 2007) have been demonstrated to occur during changes
in perceptual state. Experimentally validated models of oscillation and coherence based com-
putation have also been proposed for invertebrates and fish (Friedrich et al., 2004; Wehr and
Laurent, 1996, 1999).
A theoretical framework for the mechanism underlying flexible gamma mediated neuronal com-
munication and integration is provided by communication-through-coherence (CTC) (Fries,
2005), the idea that coherent phase relationships allow the effective transfer of information be-
tween oscillating neuronal populations. It is suggested that rhythmic changes in LFP brought
about through neuronal oscillation affect both the likelihood of spiking output and sensitivity
to input of the oscillating populations. This results in the neurons undergoing oscillation open-
ing temporal windows for communication, where synaptic input arriving at or near the peak of
oscillation has a greater likelihood of inducing a response in the receiving neuron (Fig. 2.2). In-
coming spiking input is effectively filtered by the relative phase relationship to oscillation in the
target neurons, changes in the pattern of oscillation between connected neuronal populations
reflecting changes in the flow of information in the brain.
Several computational approaches have been taken to establishing the link between oscillation
and information transfer in the brain. Selection of one of multiple oscillating stimuli converging
on a single target population has been modelled previously through correlated population firing
rates (Masuda, 2009). It has been shown across a range of neuron models that a single neuron
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will selectively phase-lock with one of multiple oscillating inputs (Gielen et al., 2010). Appli-
cation of information theoretic measures to inhibition-induced gamma oscillation demonstrate
a relationship between the phase and the quantity and direction of information transferred
between two excitatory neuronal populations (Buehlmann and Deco, 2010), and that one of
multiple convergent stimuli can be recovered from the activity of a receiving population by
switching that stimulus from an asynchronous to an oscillatory state (Akam and Kullmann,
2010).
It is important also to consider the biological means by which long-range synchronous relation-
ships between neuronal populations are established, as it is key to any plausible explanation
for the flexible routing of neural information through phase coherence. Several mechanisms
have been proposed. Long-range synchronisation has been shown at temporal delays that
are significantly shorter than the conduction delays of connecting synapses (Roelfsema et al.,
1997). This type of zero-lag or near zero-lag synchronisation can be established through drive
from a common source such as the thalamus, often suggested to be of central importance in
coordinating synchronous activity and the flow of cortical information due to the high level
of reciprocal connectivity between the thalamus and different regions of the cortex (Sherman
and Guillery, 2009). A range of network effects have also been shown to give rise to long-
range synchrony without the need for central coordination (Uhlhaas et al., 2009; Viriyopase
et al., 2012). Proposed mechanisms include spike doublet firing (Traub et al., 1996b), cou-
pling through gap junctions (Kopell and Ermentrout, 2004), and pacemaker cells that exhibit
intrinsic oscillation (Gray and McCormick, 1996).
While the need for a mechanism of dynamic communication in the brain is widely recognised,
not all recent evidence supports the CTC hypothesis, and it remains unclear whether oscilla-
tion within biologically observed boundaries will support the efficient and reliable transfer of
information (Burns et al., 2010; Ray and Maunsell, 2010). Other mechanisms of large-scale
dynamic neural integration that do not involve oscillation have also been proposed (Anderson
and Van Essen, 1987; Vogels and Abbott, 2005, 2009). The assumption that communication is
driven by oscillation at a coherent phase relationship, with periods of either no coherent phase
or active desynchronisation when communication is not occurring, implies a means by which
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spatially separate oscillating neuronal assemblies are brought into or out of coherent phase in
order to allow or inhibit the flow of information between them.
A greater understanding of the mechanisms underlying attentional and sensory modulation
of oscillation, and the means by which phase relationships between two or more neuronal
populations are established and maintained, is required to establish the plausibility of neuronal
oscillation as the routing mechanism of the brain. A key question we must ask is how and why
changes in phase occur, and how they are coordinated between neuronal populations to achieve
the flexible transfer of information. Complex synchronisation dynamics in modular oscillator
networks and the transient emergence of phase-coherent sub-networks are addressed in the
current work in Chapter 3. The competitive establishment of phase-coherent synchronisation
between spiking neuronal populations in the absence of external input and role in stimulus
selection is addressed in Chapter 4.
2.3 Analysis of Neuronal Structure
Much recent research attention has been focused on the topological and graph theoretical
properties of naturally occurring and artificial networks, and the relationship of topology to
dynamics and behaviour (Boccaletti et al., 2006). The network of connections in the brain is no
exception, with recent advances in non-invasive imaging and corresponding analysis leading to
greater understanding of human neural organisation (Bullmore and Sporns, 2009). In the fol-
lowing section common network structures and measures used to explore the salient topological
properties of the brain are described, together with empirical findings relating brain structure
to function.
2.3.1 Mapping Brain Connectivity
The production of whole-brain structural maps that form the underlying data set for graph
theoretical analysis of human brain connectivity is due significantly to the development of Dif-
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fusion MRI (dMRI) (Lebihan and Breton, 1985; Merboldt et al., 1985; Taylor and Bushell,
1985) and recent variants Diffusion Tensor Imaging (DTI) (Assaf and Pasternak, 2008; Hag-
mann et al., 2003; Le Bihan et al., 2001) and Diffusion Spectrum Imaging (DSI) (Wedeen et al.,
2005). The use of Magnetic Resonance Imaging (MRI) to measure the restricted diffusion of
water molecules through neural tissue (Bihan, 2003) allows detailed non-invasive tractography
of human white matter pathways, although with a number of important limitations, such as
only producing undirected graphs, partial volume effects and the assumption of Gaussian diffu-
sion (Assaf and Pasternak, 2008). A number of recent human connectivity matrices have been
produced using this technique (Behrens et al., 2003; Hagmann et al., 2008; van den Heuvel
et al., 2012). An effort to make detailed structural connectivity data publicly available to all
researchers, the Human Connectome Project, is currently under way (Van Essen et al., 2012).
A complementary view of brain connectivity is provided by imaging techniques such as func-
tional MRI (fMRI) and magnetoencephalography (MEG) that allow tracking of dynamic as-
pects of brain function corresponding to changes in neural activity (Logothetis et al., 2001;
Logothetis and Wandell, 2004). In both structural and functional cases the resulting data set
can be viewed as a network of nodes in a connected graph. A connectivity matrix is often
produced by partitioning cortical regions using standard anatomical landmarks and segmenta-
tion and registration techniques (Fischl et al., 2002; Mazziotta et al., 1995) and measuring the
level of structural or functional connectivity between the resulting anatomical regions. In the
functional case, connections between regions are typically based on measures of correlation or
coherence in time-series of recorded brain activity (Greenblatt et al., 2012) or on information
theoretic measures such as mutual information (Friston, 1994).
2.3.2 Network Topology
Two network structures in particular have been the focus of recent research into the topological
properties of real-world networks. The first is the small-world structure described by Watts
and Strogatz (Watts and Strogatz, 1998; Watts, 1999), who showed that the addition of a
few long-range connections to an otherwise locally connected regular lattice leads to short-
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average path length between any two nodes. The small-world structure has been observed
in a number of natural and artificial real-world networks, including power grid (Watts and
Strogatz, 1998), scientific collaboration (Newman, 2001), disease spreading (Woolhouse and
Donaldson, 2001), metabolic (Jeong et al., 2000), gene (Guelzim et al., 2002) and protein
folding (Vendruscolo et al., 2002) networks among others, suggesting the combination of local
connectivity and short average path-length as an inherent and potentially beneficial property
in a genuinely diverse range of contexts. In general the small-world property is characterised by
two numbers, the average path length between any two nodes and the fraction of all possible
edges between neighbours that are actual edges (Watts and Strogatz, 1998). Methods for
generating small-world networks with modular structure and random local connectivity have
been described (Girvan and Newman, 2002; Shanahan, 2008), as have measures for quantifying
the degree of small-world connectivity within existing networks (Humphries et al., 2006).
A second commonly studied network topology is the scale-free structure (Baraba´si, 2009;
Baraba´si and Albert, 1999) characterised by node degree that follows a power law distribu-
tion. The probability of k edges for any node is given by P (k) ∼ ck−γ for constant c, resulting
in a small number of highly connected nodes and a large proportion of nodes with few con-
nections. Exponent γ is typically measured in the range 2 < γ < 3 (Boccaletti et al., 2006)
across real-world systems exhibiting scale-free structure (Albert, 2005; Ebel et al., 2002; Pastor-
Satorras and Vespignani, 2001; Wuchty, 2001). While the hub nodes within scale-free networks
effectively short cut connections between node pairs, resulting in similarly short average path
length to small-world networks (Cohen and Havlin, 2003), a high level of clustering is not re-
quired for a network to exhibit the scale-free property, nor is power-law degree scaling required
for the small-world property (de Moura et al., 2003). Fast methods for generating scale-free
networks have also been described (Bollobas et al., 2003; Zhang and van Moorsel, 2009).
Brain connectivity has been shown to exhibit both scale-free and small-world properties. Several
studies have observed small-world structure in anatomical connectivity (Bassett and Bullmore,
2006; Gong et al., 2009; He et al., 2007; Iturria-Medina et al., 2008; Sporns, 2011) and in on-
going functional dynamics (Achard et al., 2006; Bassett et al., 2006; Stam, 2004). Small-world
connectivity has also been shown to facilitate fast signal response and coherent synchronisa-
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tion in simulated networks of spiking neurons (Lago-Ferna´ndez et al., 2000) with low wiring
cost (Bassett et al., 2010; Meunier et al., 2010). Functional networks have been observed to
be scale-free (Egu´ıluz et al., 2005; He et al., 2010; Stam et al., 2004) with potential benefit in
robustness to random node failure (Kaiser et al., 2007), although onflicting studies have found
node degree in functional networks to follow an exponential truncated power law (Gong et al.,
2009; Zalesky et al., 2010). The small-world topology makes a compelling model for neural
organisation given its ubiquity in natural systems and the need for both distributed informa-
tion processing and dynamic integration within the brain (Tononi et al., 1998). A small-world
structure combines modularity and a natural division between functionally distinct neural ar-
eas with an efficient mechanism of communication over short pathways between those areas.
Human brain structure likely contains a number of topological elements beyond simple char-
acterisation as small-world or scale-free however, in the following section we describe recent
graph theoretical measures that have been applied to the analysis of brain connectivity.
2.3.3 Modularity and Centrality
Structure in the human brain can be viewed over a number of spatial and organisational
scales (Sporns et al., 2005; Sporns, 2011). The production of an increasing number of large
data sets across scientific disciplines has led to the development of methods for complex network
analysis as a means of extracting salient topological properties from real-world networks. A
number of these graph theoretical measures have been adopted by the neuroscience community
to quantify the topological characteristics of structural and functional brain networks (Reijn-
eveld et al., 2007; Rubinov and Sporns, 2010).
Modularity, the degree to which a graph can be divided into highly coupled sub-graphs with few
connections between those sub-graphs, is assumed to be an important structural characteristic
of many real-world networks (Flake et al., 2002; Girvan and Newman, 2002; Newman, 2006b).
Within the brain modularity or community structure has a straightforward interpretation.
Modules or communities are assumed to reflect functional segregation, where highly coupled
nodes are also likely to share similar functional association. A hierarchical modular organisation
20 Chapter 2. Background Theory
may confer several advantages on neural operation, such as robustness and evolvability of
network function (Achard and Bullmore, 2007; Meunier et al., 2010), and has been suggested to
result from selection pressure for robustness, adaptability and efficiency (Bullmore and Sporns,
2012).
Local modularity and clustering surrounding a node are commonly measured through the clus-
tering coefficient (Watts and Strogatz, 1998), the fraction of a nodes neighbours that are also
neighbours of each other, and its collectively normalised variant transitivity (Newman, 2003).
Both measures have been extended to weighted and directed networks (Fagiolo, 2007; Onnela
et al., 2005). Several methods of determining the optimal partitioning of a graph with minimal
density of connections within communities compared to between communities have also been
described (Blondel et al., 2008; Leicht and Newman, 2008; Newman, 2004). This optimisation
can be expressed in terms of the eigenvalues of the characteristic matrix (Newman, 2006b) al-
lowing for efficient spectral decomposition methods for determining modular structure in large
networks (Capocci et al., 2005; Xie et al., 2009).
Measures of node centrality have also been applied extensively to the analysis of brain con-
nectivity (Joyce et al., 2010; Sporns et al., 2007; Zuo et al., 2012). The notion of centrality,
the topological properties that distinguish a given node as significant within the structure of a
network, can defined in several ways. The simplest is degree centrality, the sum of connections
incident on a node, a measure of the direct interaction of a single node with others in the
network. Many variations have been proposed, such as closeness centrality (Freeman, 1979),
the average shortest path length between a node and all others, and measures expressing the
influence of a node within a network such as eigenvector centrality (Bonacich, 1972, 2007).
Betweenness centrality (Freeman, 1977), the fraction of all shortest paths in a network that
pass through a given node, has become a key measure in the analysis of brain networks (Cheng
et al., 2012; Kuhnert et al., 2012). Areas of high betweenness centrality in brain structure are
interpreted as lying on significant informational pathways that connect many brain regions.
The measure has been used in the identification of a network of central “hub” nodes within the
structure of the brain (Hagmann et al., 2008) that is reflected in the centrality of functional
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networks (He et al., 2009; Lohmann et al., 2010). In Chapter 5 two new measures of centrality
are developed, knotty-centrality (Section 5.1) and set betweenness centrality (Section 5.2).
These extend the notion of betweenness centrality from a single node to a set of nodes within a
network. Measures of the importance of a subset of nodes within a network have been proposed
before, such as the rich-club coefficient (Colizza et al., 2006) and k-core decomposition (Alvarez-
hamelin et al., 2006). These previous measures make the important assumption that the central
set of nodes are also of high degree. The newly described measures make no assumption on
the degree of nodes within the central set. In Chapter 5 a topologically central core network
of low degree is found using these new measures in a number of real-world networks including
brain structure, that is not found by existing measures. Application of both measures confirms
the presence of a compact, highly connected and topologically central core network in human
white-matter brain connectivity.
2.3.4 Metastability and Chimera States
The relationship between structure and function is key to the topological analysis of brain
networks. Brain activity underlies behaviour, the relevance of any structural analysis of brain
connectivity relies on the topological properties of the network shaping and constraining the
dynamics of neural activity. It is commonly assumed that brain functional activity reflects
underlying anatomical structure, that brain regions connected by a large number of cortical
projections are likely to be functionally related. At a higher level the slow-changing anatomical
structure of the brain is considered to provide a framework that constrains the state space of
fast-changing functional activity (Sporns, 2011). The relationship between the two is complex
however, and the extent to which the dynamical properties of the brain are constrained by struc-
ture remains unclear (Honey et al., 2010). A general positive correlation has been found between
the degree of structural connectivity and resting-state functional activity (Honey et al., 2009;
van den Heuvel et al., 2009). Recent studies have also demonstrated functional relationships
between brain regions with few or no direct cortical connections (Damoiseaux and Greicius,
2009; Skudlarski et al., 2008).
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A key focus of the current work is the synchronisation dynamics of functional activity and
the way in which the topological properties of brain structural connectivity shape oscillatory
dynamics. A balance between segregation and integration of functional activity is suggested
to be of fundamental importance in the operation of the brain (Tononi et al., 1998; Sporns
et al., 2000b). The interplay between functional segregation and integration is reflected in
the continually changing series of temporal correlations seen in brain activity (Sporns et al.,
2000a). We can similarly ask whether the modular small-world topology seen in empirical
studies of brain structure leads to synchronisation dynamics consistent with communication-
through-coherence. If oscillation and phase-coherence underlie communication in the brain,
we should see a continually changing pattern of phase-coherent oscillation occurring between
neuronal populations as they combine to form functional networks (Shanahan, 2008).
Within the theory of synchronisation the spontaneous partitioning of a system of identical
oscillators into synchronised and desynchronised sub-systems has been labelled a chimera-
state (Abrams et al., 2008; Abrams and Strogatz, 2004; Kuramoto and Battogtokh, 2002).
The related concept of metastability (Niebur et al., 1991; Pluchino and Rapisarda, 2006) is
used to describe a system that spontaneously switches between the vicinity of a number of
stable states without settling in any state permanently. Together these concepts capture the
notion of dynamic complexity and the spontaneous formation of phase-coherent synchronous
coalitions that we would expect to see if the brain were operating under the principle of large-
scale integration through CTC.
This type of dynamic complexity, a continually changing formation of synchronised and desyn-
chronised coalitions, has been demonstrated in networks of phase-lagged oscillators with modu-
lar topology consistent with the small-world structure observed in the brain (Shanahan, 2010b).
In Chapter 3 the same complex metastable dynamics are shown to occur in small-world time-
delayed and pulse-coupled oscillator networks, representing interaction at both the level of
aggregate activity of neuronal populations and of individual spiking neurons. In Chapter 5 a
relationship between network topology and metastable synchronisation dynamics is shown in
a model of resting-state brain activity (Cabral et al., 2011) based on an empirically derived
human white-matter structural connectivity matrix (Hagmann et al., 2008).
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2.4 Neural Modelling
Constructing a computational neural model requires first deciding on the appropriate level of
abstraction to elucidate the properties of the brain under study. We are constrained not only
by the desired level of detail but also by the computational demands of simulation. At the scale
of thousands of neurons and millions of synapses the complexity of the underlying model can
make a significant difference to the time required for simulation and what can be ultimately
be achieved in a given study. In the following chapters several models are used to explore the
behaviour of brain networks, from detailed neurophysiological models that attempt to capture
the biology of neuronal processes, to abstract oscillator models used to explore the salient high-
level properties of neuronal synchronisation. The following section provides an overview of the
models used in this thesis and the approach taken to large-scale simulation.
2.4.1 Spiking Neuron Models
A number of models of differing complexity and biological realism have been applied to de-
scribing the basic components of spiking neural networks, neurons and synapses (Dayan and
Abbott, 2001). The Hodgkin-Huxley model (Hodgkin and Huxley, 1952), proposed to describe
the ionic mechanisms underlying action potential generation in the squid giant axon, represents
the first biophysical description of neuron operation and one of the most significant concep-
tual contributions to neuroscience (Ha¨usser, 2000). Membrane potential (V ) is represented
by a set of differential equations describing neuron function in terms of biological components
membrane capacitance (C) and voltage-gated ion channels (sodium (Na), potassium (K) and
leakage channel (L)). The time evolution of the membrane potential is described by the sum
of currents
C
dV
dt
= gNam
3h (VNa − V ) + gKn4(VK − V ) + gL (VL − V ) + I (2.1)
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where g is conductance. Each gating variable (m, n and h) is described by a single equation
dm
dt
= αm (V ) (1−m)− βm (V )m (2.2)
dh
dt
= αh (V ) (1− h)− βh (V )h (2.3)
dn
dt
= αn (V ) (1− n)− βn (V )n (2.4)
with rate functions given by
αm (V ) =
(V + 45) /10
1− exp (− (V + 45) /10) (2.5)
βm (V ) = 4exp (− (V + 70) /18) (2.6)
αh (V ) = 0.07exp (− (V + 70) /20) (2.7)
βh (V ) =
1
1 + exp (− (V + 40) /10) (2.8)
αn (V ) =
(V + 60) /100
1− exp (− (V + 60) /10) (2.9)
βn (V ) = 0.125exp (− (V + 70) /80) (2.10)
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Reversal potentials for each channel in the classical Hodgkin-Huxley model are set to VNa = 45,
VK = −82, VL = −59.387 and maximum conductances to gNa = 120, gK = 36, gL = 0.3. A
spike can be taken to occur at time t when V (t) = 0 and dV
dt
(t) > 0 (Bo¨rgers et al., 2010).
A number of more efficient models have also been proposed that exhibit similar behaviour
without seeking to replicate underlying biology, allowing for simulation of larger networks using
the same computational resources. The recent Izhikevich model (Izhikevich, 2003) is used in
the simulation of rat barrel cortex described in Phoka et al. (2012) with implementation by the
current author. Changes in membrane potential are described by the following three equations
V ′ = 0.04V 2 + 5V + 140− U + I (2.11)
U ′ = a(bV − U) (2.12)
if V ≥ 30 then
 V ← cU ← U + d (2.13)
where U is the membrane recovery variable and I represents external input current to the neu-
ron. The neuron spikes when membrane potential V reaches 30 mV and is reset as described by
equation (2.13). By altering the values of parameters a, b, c and d, the model can exhibit a range
of observed neuron behaviours with significantly reduced computational overhead (Izhikevich,
2004).
A second reduced model, the quadratic integrate-and-fire (QIF) model (Latham et al., 2000),
is used in Chapter 4. The time evolution of the neuron membrane potential is described by a
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single equation
dV
dt
=
1
τ
(V − Vr) (V − Vt)
∆V
+
I
C
(2.14)
where Vr and Vt are the resting and threshold values of the membrane potential V , C is the
capacitance of the cell membrane, ∆V = Vt − Vr, and τ = RC is the membrane time constant
with resistance R. The value I represents a constant depolarising current to the neuron. An
action potential occurs when V reaches a value Vpeak at which point it is reset to value Vreset.
For the reset condition Vpeak = ∞ and Vreset = −∞ the QIF model is equivalent to the theta
neuron model described in Ermentrout and Kopell (1986). Using a reduced model such as the
QIF model typically limits the number of dynamical features observed in biological neurons
that can be reproduced in simulation (see Izhikevich (2004) for a comparison of a number of
neuron models) and allows no direct biological interpretation of model parameters, but is more
computationally efficient allowing for simulation of larger networks using the same resources.
2.4.2 Oscillator Models
Synchronisation is a ubiquitously observed natural phenomenon (Pikovsky et al., 2003) and
has been the subject of much recent research. The study of networks of simple oscillators has
provided insights into the general properties of synchronisation phenomena (Acebro´n et al.,
2005) and has been applied to understanding the dynamics of neuronal synchronisation (Cabral
et al., 2011; Shanahan, 2010b). Two different oscillator models are used in Chapter 3 to explore
synchronisation dynamics in small-world modular networks. The first is the Kuramoto oscillator
model (Kuramoto, 1984) which is used in the study of synchronous systems where elements exert
a constant influence over one another. In original form the Kuramoto model employs phase-
lagged coupling between oscillators. For a network of n oscillators, the phase θi of oscillator i
is governed by the equation
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dθi
dt
= ωi +
n∑
j=1
Ki,j sin (θj − θi − α) (2.15)
where ωi is the natural frequency of oscillator i, α is a fixed phase-lag, and Ki,j is the connection
strength between oscillators i and j.
In Section 3.3 a variation of the Kuramoto model is used to represent systems of oscillators
separated by a time delay rather than a phase lag. If we consider each oscillator to be spatially
separate with a delay between the phase of one oscillator influencing another, equation (2.15)
can be re-written such that for oscillator i at time t+ 1 phase θi is governed by
dθi
dt
= ωi +
n∑
j=1
Ki,j sin (θj(t− τ)− θi(t)) (2.16)
where θi (t) is the phase of oscillator i at time t and τ is a fixed time delay. For either variant of
the Kuramoto model each connection of weight Ki,j 6= 0 represents a constant influence exerted
by oscillator j on the phase of oscillator i.
The second oscillator model used is the Mirollo-Strogatz type oscillator (Mirollo and Strogatz,
1990), which is employed in the study of pulse-coupled systems where the influence between
elements is not continuous but through the exchange of discrete events. The application of
the Mirollo-Strogatz model to computational neuroscience is novel, the author is unaware of
any previous work applying this model to neural dynamics. Phase θ is restricted to values
θ ∈ [0, 1] and advances uniformly at a constant rate in the absence of external input. The state
of oscillator i is given by the smooth, monotonically increasing function
f (θi) = y
−1ln [1 + (ey − 1) θi] (2.17)
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where f (θi) is analogous to the membrane potential used in neuronal models. The value y > 0
controls the extent to which the function is concave down.
Oscillators in the pulse-coupled case “fire” under the condition θ = 1 and emit a pulse to all
connected oscillators j, which is received after time delay τ . They are reset to phase θ = 0
after firing. For purely excitatory coupling, the phase of oscillator i receiving a pulse from a
connected oscillator j is updated according to the rule
θ∗i =
 1→ 0 for 1 < f (θi) + jif−1 [f (θi) + ji] for 0 < f (θi) + ji < 1 (2.18)
where ji is the weight of the connection from the firing to the receiving oscillator. The delay
assigned to each connection represents the time taken for the pulse to travel between the two.
2.4.3 Summary
This chapter provided an overview of the key of areas research necessary for understanding
the work presented in this thesis, neuronal oscillation and communication-through-coherence,
the graph theoretic analysis of networks and network dynamics, and the models underlying
simulation of large spiking neural networks. Each of the models and measures presented in
later chapters relies on one or more of these areas of previous research to explore a different
aspect of neural communication through phase-coherent oscillation. All are required to relate
the synchronization dynamics of modular oscillator and spiking neural networks with known
brain structure.
Chapter 3
Metastability and Chimera States in
Modular Oscillator Networks
A great deal has been learned about the synchronisation properties of idealised weakly-coupled
oscillators that may help us to understand the complex dynamics present in the brain (Bressler
and Kelso, 2001; Cabral et al., 2011; Kitzbichler et al., 2009; Santos et al., 2011). In this chapter,
modular pulse and delay-coupled oscillator networks are proposed as a model of phase-coherent
synchronous neural communication. This work is motivated by the question of whether modular
oscillator networks display suitable synchronisation dynamics for representing phase-coherent
communication between brain regions. Previous studies (Bhowmik and Shanahan, 2012; Shana-
han, 2010b) have applied phase-lagged coupling between oscillators to modelling neural syn-
chronization dynamics, and proposed the phenomenon of metastablity (Niebur et al., 1991) and
chimera states (Kuramoto and Battogtokh, 2002) to represent the constantly changing pattern
of synchronous coalitions we would expect to see in a network utilising phase-coherence a mech-
anism of communication. The biological interpretation of phase-coupling in neural systems is
unclear however, more appropriate models are available from the study of the general proper-
ties of synchronisation that have yet to be applied to neuroscience. Synchronisation between
brain regions is better represented by delay-coupling, where interaction between oscillators is
offset by a fixed time delay, and between individual neurons by a class of pulse-coupled oscil-
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lator networks where communication is limited to the exchange of discrete events (Mirollo and
Strogatz, 1990). In the following sections the presence of metastable dynamics and chimera
states are established in modular networks of delay and pulse-coupled oscillators, as are the
parameter region under which these dynamic states occur. Networks of delay and pulse-coupled
oscillators are described that display both transient (metastable) synchronisation dynamics and
the formation of a large number of chimera states characterised by coexistent synchronised and
desynchronised sub-systems. Metastability and the formation and variety of chimera states are
shown to be dependent on the delay of interaction between oscillators in both cases, and a crit-
ical region is found that maximises indices of both phenomenon. Dependence is demonstrated
between phase coherence in synchronous oscillation and the level and strength of external con-
nectivity between modular regions.
3.1 Modularity and Dynamics
Systems of weakly-coupled oscillators have been shown to display a diverse range of behaviours,
such as chimera states, formed when a network of identical symmetrically-coupled oscillators
spontaneously partitions into synchronised and desynchronised subsets (Abrams and Strogatz,
2004; Abrams et al., 2008; Kuramoto and Battogtokh, 2002; Martens, 2010a,b; Omel’chenko
et al., 2008; Sethia et al., 2008), and metastability, characterised by the tendency of a system
of oscillators to continuously migrate between a variety of synchronous states (Niebur et al.,
1991; Pluchino and Rapisarda, 2006). The dynamics described by the transient formation of
synchronised coalitions of oscillators have been applied to both the function (Bhowmik and
Shanahan, 2012; Bressler and Kelso, 2001; Kitzbichler et al., 2009) and externally observable
phenomena (Cabral et al., 2011) of the brain, and are the prevalent dynamics among many
biological, ecological and economic processes.
The Kuramoto model (Kuramoto, 1984) (Section 2.4.2) is often used for exploring the synchro-
nisation properties of coupled oscillators. Complex chimera-like synchronisation behaviour,
involving the unstable formation of synchronised and desynchronised coalitions of oscillators
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driven by transitions between metastable states, has been demonstrated in phase-lagged Ku-
ramoto oscillator networks under differing topologies (Shanahan, 2010b; Sheeba et al., 2010).
While the continuous exchange of phase information between network participants present in
these models is an accurate abstraction of many systems, the detailed operation of the mam-
malian brain, the all-or-nothing action potentials sent over the synapses connecting neurons, is
better described by the exchange of a series of discrete events.
Networks of non-linear pulse-coupled oscillators provide a similarly useful abstraction for study-
ing the synchronisation properties of biological systems (Grasman and Jansen, 1979; Abbott
and van Vreeswijk, 1993). It is only recently that the transient formation of chimera states found
in the dynamics of modularly structured Kuramoto oscillator networks has been examined in
detail, and it is not obvious that the same behaviour should also be present in pulse-coupled
networks of integrate-and-fire relaxation oscillators. If we wish to make the connection between
metastable and chimera-like behaviour and the potentially functional dynamics of oscillation
in neuronal and other pulse-coupled systems, it is necessary to first demonstrate that these
networks exhibit a similarly rich repertoire of synchronous behaviour.
Oscillation is also prevalent in the aggregate behaviour of neuronal populations (Buzsa´ki and
Draguhn, 2004) and is suggested to play a functionally significant role in the integration and
routing of information (Varela et al., 2001; Fries, 2005). Networks of weakly-coupled Kuramoto
oscillators provide a compelling model of the dynamics of neural systems at this level (Break-
spear et al., 2010). Interaction between cortical or sub-cortical structures is delayed by trans-
mission over connecting fibre tracts. Propagation velocity and conduction delay varies widely
over axonal pathways and species, although white matter conduction velocity can reasonably
be estimated to be in the order of 5 − 20 m/s with fast cross-brain axonal conduction delays
in the order of 1 − 5 ms in the mammalian brain (Ghosh et al., 2008; Wang et al., 2008).
The dynamics of these systems are more accurately represented by accounting for transmission
delay in the network model.
In the present study the synchronisation dynamics of networks of delay and pulse-coupled
oscillators constructed using the same method are examined in the presence of modularity and
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delay. While oscillator networks offer a promising method of elucidating a relationship between
connective topology and complex dynamics that appears to be fundamental to the operation of
the brain, it remains unclear which properties of empirically derived connectivity matrices are
essential to the required dynamics and which are superfluous. The problem is approached in
this work through a systematic investigation of the conditions under which an idealised modular
network of oscillators generates metastable chimera states.
The human brain has been shown to exhibit modular organisation in both underlying struc-
ture (Meunier et al., 2010) and activity (Valencia et al., 2009). Networks of both commu-
nity (Girvan and Newman, 2002) and small-world (Watts, 1999) topologies are used in the
present study. The small-world property is commonly found in the biological systems in which
we are interested (Bassett and Bullmore, 2006; Sporns and Zwi, 2004) and has relevance to the
resulting dynamical behaviour and synchronisation properties (Barahona and Pecora, 2002).
As such, modular networks form a natural basis for exploring competitive behaviour within
these systems.
This chapter is organised as follows. In Section 3.2 the model is introduced and measures used to
characterise the synchronisation dynamics of network activity are described. In Section 3.3 the
effect of varying connection delay and network modularity is explored, and it is demonstrated
that delay and phase-lag produce analogous changes in synchronisation within a modular net-
work. That is, the transient formation of coalitions of synchronised sub-systems accompanied
by a transition from global synchrony to disorder. In Section 3.4 the main conclusions and
summary are presented.
3.2 Methods and Measures
The network model consists of 256 oscillators partitioned into M = 8 communities of N = 32
oscillators each. Connectivity between oscillators is based on two commonly used modular
network topologies. For construction following the community topology described in Girvan
and Newman (2002) connections were placed between oscillators according to the following
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rule: for every pair of oscillators i and j such that i 6= j, a directed edge was established from
j to i with probability pint if i and j belong to the same community (an internal connection)
and with probability pext if i and j belong to different communities (an external connection).
To obtain an average of cint internal connections and cext external connections per oscillator
probabilities were set according to
pint =
cint
(N − 1) (3.1)
pext =
cext
N (M − 1) (3.2)
The average number of incoming connections (average in-degree) per oscillator is denoted by
cn = cint + cext.
For every directed edge between oscillators i and j there is an associated coupling strength ki,j,
such that ki,j = kint if i and j are connected and belong to the same community, and ki,j = kext
if i and j are connected and belong to different communities. kint and kext are set according to
the equations
kint = b(a/cn) (3.3)
kext = (1− b)(a/cn) (3.4)
where a is a constant corresponding to the total ”input” for an average oscillator and b is
a parameter governing the ratio of internal to external input. This is a modification of the
parameter scheme described in Abrams et al. (2008) and later used in Shanahan (2010b) for
phase-coupled networks, with input normalised over the total number of connections.
Networks with small-world connectivity are also considered. Construction followed a two-phase
procedure described in Shanahan (2008) based on the Watts-Strogatz method (Watts and
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Strogatz, 1998). Local connectivity was first established by randomly connecting each oscillator
i to sn other oscillators j within the same community, where i 6= j and each connection was
directed from j to i. Inter-community connections were then established by re-wiring, where
for each connection in the network, source j was replaced by a randomly selected oscillator
within a different community with probability pr. Internal and external connection weights
were assigned similarly to community networks, using input and ratio values a and b and
equations
kint = b(a/sn) (3.5)
kext = (1− b)(a/sn) (3.6)
While both methods for generating small-world and community networks result in modular
topology, there are differences in the structure of the resulting networks. Construction using
small-world rewiring maintains both the total number of connections in the network and the
outgoing degree distribution of each node. Connections in the community case are probabilistic,
the number connections in the network and degree of each node varies between each iteration.
Including both serves to demonstrate the robustness of the results to changes variation in
topology, that the key attribute for exhibiting the described dynamics is that the network
is modular and not based on the characteristics of node degree and connectivity in a given
modular topology.
A series of simulations was carried out for each combination of oscillator model and network
topology, varying parameters delay τ , connection ratio b, and either cint and cext or pr to change
the total proportion of internal to external connections between communities. These parame-
ters, the delay over white matter tracts connecting brain regions and the level of connectivity
between those regions, were chosen as they are both measurable properties of biological networks
that are assumed to be functionally important allowing this work to be used to guide further
experimental research. There are many other parameters in the model that are not included in
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this analysis, such as the ratio of internal to external connection weights, relative frequencies
of each oscillator, which are assumed to be uniform as in previous studies (Shanahan, 2010b),
and the size of the network and number of communities. Initial simulations varying these pa-
rameters suggest that the synchronization dynamics are similarity sensitive to these properties
of the network, additional simulations are required to determine the level of sensitivity and
optimal parameter ranges.
Oscillator phase θ in each simulation was advanced at step size 1/2pi radians and equations
updated at a resolution ω of 0.01 steps (i.e. 1000 substeps of resolution 1/2000pi per step).
Connectivity was generated independently for each network at the start of simulation and
initial oscillator phases assigned randomly. Each simulation was run for 1500 steps giving
total simulation length 750/pi radians, with the first 500 discarded to remove any bias on the
results from an initial network transient. Equations were solved numerically using fourth-order
Runge-Kutta, and statistics were calculated on the remaining 1000 time steps.
Generation of connectivity proceeded with parameter value cn = sn = 8, resulting in an average
in the community case or total in the small-world case of 211 directed connections per network.
Connectivity between oscillators was strictly excitatory with the same weight and delay assigned
to each connection within a single network. The total input parameter a (0.008 for delay-coupled
and 0.054 for pulse-coupled networks) was selected from an initial search through the model
parameter space and used for all results. For comparison of the results of both models a natural
frequency for all oscillators of 40 Hz is assumed. Pulse-coupled oscillators received parameter
value y = 5.5 in all cases.
The instantaneous synchronisation within a single community of oscillators c at time t is quan-
tified by the measure
φc (t) =
∣∣∣〈eiθk(t)〉
k∈c
∣∣∣ (3.7)
where θk (t) is the phase of oscillator k at time t and 〈f〉k∈c denotes the average of f over all k
in c. The value ranges from [0, 1], with 0 indicating complete desynchronisation and 1 complete
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synchronisation. A measure of the global synchrony of the network (Φ) was calculated simply
as the average instantaneous synchronisation over time of the combined community containing
all oscillators in the network.
The following definition is used for the metastability of the system. Let C be the set of
M oscillator communities. The variance σc of φc for c ∈ C gives an estimate of changes in
synchrony for a single community over the simulation period. The average variance 〈φc〉 over
all communities provides a measure of the metastability (denoted λ) of the system as a whole.
λ = 〈φc〉c∈C (3.8)
Fixing the time and estimating the variance σchi across communities gives an instantaneous
estimate of how chimera-like the system is, and the average variance 〈σchi〉 (denoted χ) is used
as an index of this value over time.
χ = 〈σchi〉c∈C (3.9)
Coalition entropy was introduced in Shanahan (2010b) as a measure to describe the variety of
metastable states entered by a system of oscillators. The normalised coalition entropy HC is
given by the equation
HC =
1
log2 |S|
∑
s∈S
p (s) log2 (p (s)) (3.10)
where S is the set of distinct coalitions the system can generate and p (s) is the probability of
coalition s arising at any given time. A coalition s is said to arise at time t if φc(t) > γ for all
c ∈ s for some threshold γ. A system of M communities gives rise to a possible 2M coalitions.
If all coalitions arise with equal probability then HC = 1, if the system remains in a single
synchronised state then HC = 0.
A similar measure is introduced to quantify the phase-coherence of synchronisation between
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Figure 3.1: Results for networks of delay-coupled (a,b and c) and pulse-coupled (d,e and f)
oscillators. Global synchrony (Φ) metastability (λ) and chimera index (χ) shown for community
structured networks of delay-coupled oscillators in (a,b and c) and for pulse-coupled (d,e and f)
oscillators. Each data point is the average value over 10 simulations, with parameters divided
over a regular 101 × 101 grid. Network connectivity was re-initialised and initial oscillator
phases assigned randomly at the start of each simulation. The region of parameter space
displaying high values for both indices of metastability and chimera index (λ and χ), indicating
complex synchronisation dynamics between modular communities within the network, occurs
at a transition from global synchrony to disorder associated with increasing delay.
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Figure 3.2: Global synchrony (Φ) and coalition entropy (Hc) for a) delay-coupled and b) pulse-
coupled community structured networks. Results are shown for a series of 1000 simulations
initialised with a fixed ratio of external connectivity pext and increasing delay τ .
communities. The instantaneous synchronisation φc(t) is first calculated along with the value
ρc (t) = arg
(〈
eiθk(t)
〉
k∈c
)
(3.11)
providing both the magnitude (φc) and angle (ρc) of the average synchronisation vector across
each community c. For the set of communities S with magnitude of internal synchronisation
φc > δ for threshold δ at time t, the following
ξ (t) =
∣∣∣〈eiρk(t)〉
k∈S
∣∣∣ (3.12)
is taken as a measure of instantaneous coherence in the phase of oscillation between the set of
highly synchronous communities at any time t.
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3.3 Results
A series of ∼ 105 simulations was first carried out for both delay-coupled and pulse-coupled
oscillator models arranged in a community structure. This allowed exploration of changes in the
global synchrony and metastability of the system in response to variation in delay and connec-
tivity. Parameters delay τ and degree of external connectivity pext were varied over the range
[0, 6] ms and [0, 1] respectively, arranged over a 101× 101 regular grid with each recorded data
point the average over 10 simulations. Parameters pint, cint and cext were changed accordingly
to maintain an average number of connections per oscillator of cn = 8. The synchrony within
each community and global synchrony of the entire system comprising all oscillators was stored
at each sub-step of the simulation and used to compute the metastability, chimera index and
coalition entropy of the simulation as a whole.
Results are shown in Figure 3.1. For clarity in the following, subscripts d and p are used to
indicate values corresponding to delay or pulse-coupled networks respectively. In both cases,
maximal values for metastability (λd = 0.024, λp = 0.031) and chimera index (χd = 0.082, χp =
0.037) occur at a point of transition between global synchrony and desynchrony associated with
increasing delay. Networks maintain global synchrony when delay is close to zero for external
connectivity between communities pext up to a small threshold (pext ≥ 0.05 for delay-coupled
and pext ≥ 0.01 for pulse-coupled networks). At high values of delay the global synchrony
approaches 0 in the delay-coupled case and asymptotically approaches a value of Φ ≈ 0.07 in
the pulse-coupled case. Metastability and chimera index are corresponding low for boundary
points Φ and reach peak values when global synchrony is in the range [0.2, 0.5]. Both indices
also exhibit a region of optimal modularity as determined by increasing pext.
The coalition entropy for a series of 1000 simulations of increasing delay is shown in Figure 3.2.
The ratio of external connectivity pext was chosen in each case (pext = 0.5 for delay-coupled and
pext = 0.21 for pulse-coupled networks) from the optimal region shown in Figure 3.1. Results
exhibit a similar dependence on delay and global synchrony, with maximum coalition entropy
HC occurring during transition to the desynchronised state. The sensitivity to connection delay
is similar to the dependence on phase-lag seen in community structured Kuramoto oscillator
40 Chapter 3. Metastability and Chimera States in Modular Oscillator Networks
0 0.1 0.2 0.3 0.4 0.5
0.4
0.6
0.8
1
p
ext
ξ
 
 
a)
b=0.6
b=0.55
b=0.5
b=0.45
b=0.4
0 0.1 0.2 0.3 0.4 0.5
0.4
0.6
0.8
1
ξ
p
ext
b)
Figure 3.3: Average phase coherence between synchronous communities (ξ) for a) delay-coupled
and b) pulse-coupled community structured networks, with fixed delay and increasing level of
external connectivity pext and ratio of external connection strength b. Each data point is the
average of 100 simulations with error bars representing the standard deviation of ξ calculated
over each set of N=100 simulations.
networks (Shanahan, 2010b). A resemblance to thermodynamic phase transition, where fluc-
tuation in synchronisation follows from the balance between attracting and repelling forces
characterising ordered and disordered regimes, has been noted previously (Kuramoto, 1984).
When the effect of connectivity on the behaviour of the system is considered it is interesting
to note that results in Figure 3.1 show high regions for both metastability and chimera index
near pext = 0, where there are few or no connections between communities. In Figure 3.3
the phase coherence ξ is shown between the synchronous communities with varying pext for
fixed delay. Although the networks display metastability for all shown values of pext, there is
a clear difference in dynamical behaviour as the level of external connectivity is increased. At
low values of pext variance in synchrony is driven entirely by internal connectivity within each
community and phase coherence between communities remains small. Phase coherence between
synchronous communities then increases with external connectivity until complete coherence
during synchronisation ξ = 1 occurs for values pext approximately in the range [0.2, 0.5] for
both delay and pulse-coupled networks. The ratio of internal to external connection strength b
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Figure 3.4: Comparison of results for community structured networks (green) and randomised
versions preserving degree distribution (red). Global synchrony (Φ) is shown for a) delay-
coupled and c) pulse-coupled networks for a series of 1000 simulations of varying delay τ .
Chimera index (χ) is shown for the same b) delay-coupled and d) pulse-coupled networks.
shows a corresponding effect on phase coherence, with increased b leading to faster convergence
on the phase-coherent state. That is, while both connected and unconnected networks exhibit
metastability, the presence of phase-coherence between the set of synchronous communities at
any given time is dependent on connectivity. Only the dynamics of the connected networks are
suitable for phase-coherent synchronous neural communication.
It is not evident from these results that the metastable synchronisation dynamics observed in
modular networks should be stable over time, or should not be present in equivalently structured
oscillator networks lacking modularity. The effect of modularity on synchronisation dynamics is
addressed by comparing against results derived using randomised versions of the same networks.
Surrogate networks were generated using edge-swapping (Milo et al., 2003) to preserve degree
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sequence while randomising connectivity. Results are shown in Figure 3.4. Global synchrony
displays a transition from high to low values with similar delay profile in both unchanged and
randomised networks (Figures 3.4a and 3.4c) while values for other indices are significantly
reduced (Figures 3.4b and 3.4d). The presence of metastability and chimera states in both
pulse and delay-coupled networks appears highly dependent on a modular network structure.
It is noted that, although used in several previous studies, normalisation by a random graph
of the same degree sequence can produce spurious results if the properties under study scale
differently in the randomised version of the network (van Wijk et al., 2010).
Pulse-coupled networks have previously been shown to exhibit long chaotic transients resulting
in a stable state (Riecke et al., 2007; Zumdieck et al., 2004) and an underlying chaotic attractor
structure (Timme et al., 2002, 2003). Results for a series of 100 long-term simulations of 106
steps for the present network are shown in Figure 3.5. Minimum, maximum and average global
synchrony, metastability and chimera index are shown, with values calculated over a 1000 step
window. Global synchrony and metastability in all simulations remained confined to the ranges
[0.07, 0.72] and [0.004, 0.053] in the delay-coupled case and [0.15, 0.73] and [0.006, 0.049] in the
pulse-coupled case. None were observed to enter a stable state.
Results repeated using a second modular network topology widely observed in biological sys-
tems, the small-world structure, are shown in Figure 3.6. Network connectivity was initialised
in all cases with re-wiring parameter pr = 0.42, chosen to maximise indices for both delay and
pulse-coupled networks. Although the regions of the parameter space where each index exhibits
high values differ between community and small-world networks, both display analogous dy-
namics. They both exhibit a dependence of global synchrony on delay, with optimal regions for
metastability, chimera index and coalition entropy at the transition between the globally syn-
chronous and disordered states (Figures 3.6a-3.6f) and a similar dependence of phase synchrony
on external connectivity (Figures 3.6g and 3.6h).
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Figure 3.5: Long-term behaviour of the system from a series of 100 simulations of 106 steps each.
Minimum, maximum and average values are given for a) global synchrony (Φ) b) metastability
(λ) and c) chimera index (χ) calculated over a 1000 step window. Results for delay-coupled
networks are shown in red and pulse-coupled in green.
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3.4 Discussion
The findings presented in this chapter demonstrate that modular networks of delay and pulse-
coupled oscillators exhibit synchronisation dynamics suitable for modelling phase-coherent com-
munication in the brain, mainly a changing set of phase-coherent coalitions between modular
brain regions. Had these dynamics not been found it would bring the hypothesis of metasta-
bility and chimera-like behaviour as underlying episodes of synchronisation and desynchroni-
sation in communication between different areas of the brain (Shanahan, 2010b) into question.
Differences in phase-coherence are suggested to underlie neuronal communication (Fries, 2005;
Womelsdorf et al., 2007; Doesburg et al., 2009) and oscillators that are both highly synchronous
and phase-coherent may represent important functional subgroups within a single synchronous
population. The modular structure and small-world properties commonly found in biological
networks are duplicated in the current model, although the results are likely applicable to any
modular network of delay or pulse-coupled oscillators where chimera-like states may underlie
system behaviour.
Metastable chimera states are a plausible model of neural dynamics, where they represent
the outcome of a competitive process in which a synchronised coalition of oscillators forms
while excluding its desynchronised rivals. Phenomena such as binocular rivalry (Blake, 2001)
and inattentional blindness (Mack, 2003) attest to the competitive nature of these neuronal
processes. Most investigations of chimera-like states to date have focused on the stable condition
wherein the chimera state is an attractor, but in neurodynamics a stable chimera state would
be pathological. The ever-changing state of the biological brain is better modelled in terms
of criticality and metastability (Chialvo, 2010). With its underlying dynamics poised between
order and disorder, synchronised coalitions of brain processes arise and linger for a while, but
then dissolve to be supplanted by new coalitions.
Both delay and pulse-coupled networks are shown to exhibit analogous behaviour to networks of
phase-lagged Kuramoto oscillators when delay is treated similarly to the lag parameter in previ-
ous studies. Metastability and chimera-states occur in the transition from a fully synchronous
to disordered state associated with increasing delay. An additional dependence is observed
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Figure 3.6: Results for small-world structured networks. a) Metastability, c) chimera index
and e) coalition entropy for 1000 simulations of small-world structured delay-coupled networks
for increasing delay and fixed level of external connectivity. b) Metastability, d) chimera index
and f) coalition entropy for small-world structured pulse-coupled networks. Phase-coherence ξ
is shown with error bars representing the standard deviation of ξ calculated over each set of
N=100 simulations for varying delay τ and external connection strength b for g) delay-coupled
and h) pulse-coupled small-world networks.
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between the degree of modularity of the network and phase coherence between synchronous
communities, where a minimum level of external connectivity is required to establish phase-
coherent synchrony between communities dependent on connection strength. That analogous
dynamics are replicated over two commonly observed modular network topologies that have
been observed in brain structure (Bassett and Bullmore, 2006; Sporns and Zwi, 2004) and are
significantly reduced by randomisation of networks preserving node degree, demonstrates both
the robustness of the results to variation in modular network structure and that the presented
dynamics are dependent on the presence of that modular structure.
Unstable synchronisation consisting of a series of completely synchronised and desynchronised
states has previously been shown in a pulse-coupled network in the presence of noise (Timme
et al., 2002). In the current model the transition between partially synchronised states results
from network structure and delay, the model is absent of stochastic input beyond initialisation.
These results provide optimal parameter ranges for both the ratio of local and long-range
connectivity and the delay between oscillators required to produce metastable behaviour, that
could be used for comparison against measurable properties of natural delay and pulse-coupled
networks and used to direct further work in experimental and computational neuroscience.
Chapter 4
Neural Communication Through
Competitive Entrainment
The following chapter addresses the functional implications of oscillatory neural dynamics, the
effect that changes in synchronisation are likely to have on the flow of information within a
modular neural system. This work is motivated by the question of whether communication-
through-coherence is a plausible mechanism for competitive transmission of population encoded
stimuli, where a stimulus is taken to be a pattern of firing encoded in a population of neurons
and not an external perturbation of internal dynamics. Throughout the chapter stimulus will re-
fer simply to the firing pattern of a population of neurons. Previous studies have considered the
entrainment of both individual neurons and neuronal populations to oscillatory stimuli (Bo¨rgers
and Kopell, 2008; Gielen et al., 2010; Masuda, 2009) and the effect of oscillation on information
transfer between neuronal populations (Akam and Kullmann, 2010). A number of measures
have also been applied to the activity of connected oscillating neuronal populations, such as
correlation (Masuda, 2009), phase coherence (Gielen et al., 2010) and information theoretic
measures such as transfer entropy (Akam and Kullmann, 2010) and causal density (Seth et al.,
2011; Shanahan, 2008). It has yet to be shown that one of multiple converging population
encoded firing patterns can be transferred between populations through phase coherent oscil-
lation, and that the phase dynamics between populations required for this to occur to can be
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generated internally to the network through interaction of excitatory and inhibitory neurons.
In this chapter the validity of CTC hypothesis is demonstrated through selective transmission of
population encoded stimuli via phase-coherent oscillation in a biologically plausible simulated
spiking network. A detailed biologically plausible model of functional oscillatory dynamics is
described demonstrating transfer of a stimulus between neuronal assemblies. Selection and
transfer of population-encoded information arises from competition between converging stimuli
to entrain a target population of neurons. Oscillation is generated by Pyramidal-Interneuronal
Network Gamma (Bo¨rgers et al., 2005) through the action of recurrent synaptic connections
between a locally connected network of excitatory and inhibitory neurons. Competition be-
tween stimuli is driven by differences in coherence of oscillation, while transmission of a single
selected stimulus is enabled between generating and receiving neurons via communication-
through-coherence (Fries, 2005). The effect of varying synaptic parameters on the competitive
transmission of stimuli is explored over different neuron models, and a continuous region in the
parameter space of the recurrent synaptic loop identified where inhibition-induced oscillation
results in entrainment of target neurons.
The entrainment properties of neuronal models subject to oscillatory input have received ex-
tensive numerical and analytical treatment. The role of top-down attention in regulating the
coherence of oscillation in a target neuron (Tiesinga et al., 2004; Tiesinga, 2005) and the selec-
tive response of a neuron to multiple oscillating inputs (Bo¨rgers and Kopell, 2008; Gielen et al.,
2010) have been discussed in detail. Two properties observed in biological networks are included
in the present model to extend previous results. Single neurons recorded during cortical gamma
rhythm have been shown to fire irregularly and at slower rate than the oscillation frequency
of local field potential (LFP) (Colgin et al., 2009; Geisler, 2005; Kondgen et al., 2007; Pesaran
et al., 2002), with the effect observed in both pyramidal and interneurons (Csicsvari et al.,
1999), and individual neurons comprising the oscillating population displaying approximately
Poisson interspike interval (ISI) distribution (Softky and Koch, 1993). The combination of
coherent network oscillation and intermittent firing of single neurons has been shown to result
from high levels of input noise coupled with strong recurrent inhibition (Brunel, 2000; Brunel
and Wang, 2003). The effect is reproduced in the current model.
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In addition to demonstrating the plausibility of stimulus selection through phase-coherent os-
cillation, the output of the model is compared against experimentally observable phenomenon
of stimulus rivalry. The best known is binocular rivalry, where two images presented to an
observer compete for perceptual awareness (Andrews, 2001; Blake, 2001; Tong et al., 2006). In
the second half of the chapter it shown that, within the optimal region identified for stimulus
competition, the model can account for many of the key observed properties of the bistable
dynamics of binocular rivalry such as the distribution of periods of alternation and response to
changing intensity of one of the stimuli. It is unique among models of binocular rivalry (Free-
man, 2005; Laing and Chow, 2002; Lankheet, 2006; Stollenwerk and Bode, 2003; Zeitler et al.,
2008) in that the effect of inhibition in the model is local to target population, and there are
no connections between stimuli generating neurons.
4.1 Methods and Measures
In this section a model of stimulus selection is developed that utilises coherent oscillation to
communicate one of two incoming spiking stimuli to a target neuronal population. A two-
layer feedforward architecture is used based on a common motif in the visual system of input
from two neuronal populations converging on a third (Fries, 2009). The model consists of
three populations of 1000 excitatory and a single population of 200 inhibitory neurons (Fig.
4.1) each representing a local cortical network of excitatory pyramidal neurons or inhibitory
interneurons. Two excitatory populations in the source layer of the network project synap-
tic connections onto the target excitatory population, source populations generating separate
stimuli that are received in the target layer. The source and target excitatory populations are
connected topographically (S1, S2 in Fig. 4.1) to preserve transmission of stimuli between the
two layers of the network, each source excitatory neuron projecting a single synapse onto an
opposing neuron in the target excitatory population. Two neuron models of differing com-
plexity are used to establish the robustness of network behaviour to changes in the underlying
neuronal dynamics. Results were generated first using the QIF neuron model and repeated
using the Hodgkin-Huxley model (Section 2.4.1). The Hodgkin-Huxley model is used as it is
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Figure 4.1: Schematic of the two-layer feedforward network model used in this study. The source
layer consists of two populations of excitatory neurons (E1, E2). The target layer contains a
single population of excitatory (E3) and a single population of inhibitory (I1) neurons. Each
excitatory source layer neuron receives oscillating external current and Poisson spiking input,
resulting in a random pattern of firing with the stimulus represented by elevated activity within
the population at a preferred orientation. Excitatory neurons of the target layer (E3) receive
both stimuli via a set of topographic synaptic connections (S1, S2). Within the target layer
excitatory and inhibitory populations are fully connected (S3, S4).
the standard biophysical model of neuron behaviour. Although not included in the current
analysis, the parameters and behaviour of the model are comparable to biological neurons and
could potentially be used to validate the results presented in this chapter against future exper-
imental studies. Running all simulations using the Hodgkin-Huxley model would be infeasible
however (see sections 2.4.1 and 4.1.2) and the behaviour of the network was first established
using the computationally efficient QIF model. Simulation parameters are given in Table 4.1.
The same network connectivity is maintained for both QIF and Hodgkin-Huxley neuron mod-
els with modified synaptic conductance. Delays for all synapses between any two populations
within the model are constant, with the maximum conductance for each synapse sampled from
a uniform random distribution (Table 4.2).
Two variations of the model are considered representing both top-down and bottom-up control
of stimulus selection. Attention has been modelled previously as a top-down process (Buia and
Tiesinga, 2006, 2008) where the top-down signal is assumed to represent some prior knowledge or
goal. Imaging and neurophysiological studies indicate prefrontal and parietal areas as the source
of top-down control in the brain (Bressler et al., 2008; Buschman and Miller, 2007) in agreement
with attentional deficits introduced by lesions to these areas, although much of the evidence
is correlative (Miller and D’Esposito, 2005) and the nature of these signals remains unclear.
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Expectation, brain states that reflect prior information about what is possible or probable in the
sensory environment, as opposed to attention, the prioritisation of stimulus processing based
on motivational relevance, may also viewed as a top-down process (Summerfield and Egner,
2009). Detection of behaviourally relevant but unexpected stimuli, such as the process of biased
competition proposed to underlie visual attention (Desimone and Duncan, 1995; Reynolds and
Desimone, 2003), is assumed to be bottom-up i.e. driven by properties of the stimulus and not
by prior expectation.
In the top-down case the model contains only excitatory populations (E1, E2 and E3 in Fig. 4.1),
there is no inhibitory synaptic input to excitatory target neurons. Subthreshold oscillation is
generated in both source and target excitatory neurons via an external input of the form
o (t) =  sin(2pift+ θ) (4.1)
where  is the amplitude of oscillation, f is frequency, and θ is phase offset. Each neuron
in the model additionally receives a unique noise term sampled from a Poisson distribution
with scaling factor F , representing external synaptic input from the surrounding neural tissue.
Every neuron within a single excitatory population receives input of the same parameter values
(Table 4.1). The relative phase and coherence of oscillation between stimuli, and between
stimuli and the target layer, is controlled by maintaining a constant frequency of oscillation
within the gamma range of f = 40 Hz for all excitatory populations while varying parameters
 and θ of Equation (4.1) in the source layer of the network. In Section 4.2.1 the effect of
varying parameters of synapses and of incoming stimuli is explored on both entrainment of
target neurons and the resulting model output.
In the bottom-up case the model includes all excitatory and inhibitory populations (E1, E2,
E3 and I1). Bottom-up in this context is simply interpreted to mean that selection results
from characteristics of the converging incoming stimuli, it is not determined by an external
(top-down) input to the target population separate of stimuli generating neurons. In this case,
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one of the stimuli is replicated in the firing of target neurons at the expense of a competing
stimulus based on variation in coherence of the stimuli and the phase of oscillation generated
by recurrently connected excitatory and inhibitory target neurons. Oscillation is generated in
source excitatory populations (E1, E2) via an external input of the form given in Equation (4.1),
and all neurons in the model receive the same Poisson input with scaling factor F . The
external current supplied to the target excitatory population (E3) is replaced with the action
of the inhibitory population (I1) and the PING mechanism of generating gamma oscillation
(Section 2.1). All-to-all synaptic connectivity between excitatory and inhibitory neurons in
the target layer of the network (S3 and S4 in Fig. 4.1) forms a recurrent excitatory-inhibitory
loop, resulting in a sustained oscillation in the target neurons in response to activity generated
by the incoming stimuli. This allows consideration of the relationship between the phase and
coherence of the oscillating stimuli and the activity of receiving neurons. The frequency, phase
and coherence of oscillation result from interaction between target excitatory and inhibitory
populations, and are strongly dependent on characteristics of synapses local to the target layer.
For all results equal delay is assumed on synapses in both directions of the excitatory-inhibitory
loop.
Synaptic input is included via a standard conductance-based approach (Bo¨rgers and Kopell,
2003, 2005) with an additional parameter for synaptic delay. For each synapse connecting
neurons i and j, a time dependent current is added to the right-hand side of Equation 2.14
sij(t) =

gije
−(t−ti+λ)/τ (Rev − Vj) if t ≥ (ti + λ)
0 if t < (ti + λ)
(4.2)
where t is the current simulation time, ti is the time of last firing of neuron i, λ is synaptic
delay, gij is the maximum conductance of the synapse between neurons i and j, Rev is the
synaptic reversal potential, and τ is the synaptic decay time constant. When a spike occurs
the synaptic current jumps to value gij at the arrival time of the spike (ti + λ) and decays
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exponentially with rate τ .
Values τ = 2 ms and τ = 10 ms are used for excitatory and inhibitory decay time constants
respectively, based on the experimentally determined time constants of AMPA receptor me-
diated excitatory synapses and GABAA receptor mediated inhibitory synapses (Bo¨rgers and
Kopell, 2005). For excitatory synapses reversal potential is set above the spiking threshold of
the neuron model (Table 4.2). There are two cases to consider for inhibitory neurons. If the re-
versal potential is below the resting potential of the neuron the inhibition is hyperpolarising, if
it is near or above the resting potential it is termed shunting. Inhibitory input to hippocampal
primary cells has been shown to undergo a coordinated transformation from shunting in early
development to hyperpolarising in mature cells (Ben-Ari, 2002), although there is evidence
that certain classes of inhibitory synapse connecting interneurons remain shunting throughout
development (Banke and McBain, 2006). All inhibitory-to-excitatory synapses in the current
model are taken to be hyperpolarising.
4.1.1 Stimulus and Analysis of Population Response
Transmission of information between layers of the model is established by encoding a one-
dimensional circular variable in the activity of each source layer excitatory population, and
decoding the response of the target excitatory neurons in order to recover the angle of the
transmitted stimulus. Each source layer excitatory neuron within a single population is assigned
a preferred orientation varying between−pi and pi, with neurons arranged in a ring topology with
equal spacing between them. Following (Seung and Sompolinsky, 1993) the circular variable is
represented with the tuning curve generated by the function
r (t) =

cosm (piγ/2a) if |γ| < a
0 otherwise
(4.3)
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Table 4.1: Simulation parameters. Where a range of values was used for some simulation
results, the maximum and minimum values considered for the parameter are given first in
brackets followed by the default value.
Quadratic integrate-and-fire model
Vr −55 mV
Vt −65 mV
τ 50 ms
C 1 µF
resolution 0.1 ms
Hodgkin-Huxley model
VNa 45 mV
VK −82 mV
VL −59.387 mV
gNa 120 nS
gK 36 nS
gL 0.3 nS
C 1 µF
resolution 0.01 ms
External Input (Poisson)
ψ ([0.9, 0.1]), 0.1
FQIF mV 22
FHH mV 12
External Input (Current)
 mV ([1.0, 9.0]), 3.0
f Hz 40
Stimulus
a 1
m 2
γ1 pi/4
γ2 3pi/4
θ2 − θ1 ([−pi, pi]), pi
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where m controls the rise, a controls the width, and γ controls the angle of the curve. The
output of Equation (4.3) is supplied as an additional input to each excitatory source population
modulated by the oscillating current described in Equation (4.1). This results in an elevated
firing rate within the population where the angle is closest to the preferred orientation of the
neuron, oscillating at frequency f with phase θ. The difference in angle supplied to each source
layer excitatory population determines the spatial separation of the stimuli. Stimulus param-
eters are given in Table 4.1. The pattern of firing that is replicated in the target population,
a single oscillating peak of elevated firing at the preferred orientation γ in either stimulus, is
shown in figures 4.2a and 4.2c.
The similarity in activity of the target neuronal population to each incoming stimuli is mea-
sured using the cross-correlation of average binned spike counts, with the correlation coefficient
between a single source population si and target population t defined as
c (si, t) =
∑nbin
j=0 (sij − s¯i)(tj − t¯)√∑nbin
j=0 (sij − s¯i)2
∑nbin
j=0 (tj − t¯)2
(4.4)
where nbin is the total number of bins, and each sij and tj is the average spike count across all
neurons in a source population and target population for a single bin j. Each simulation was
divided into a series of trials of equal length, where synaptic weights and the initial phase of
stimuli were re-initialised with random values at the start of each trial. The average values over
all bins for a single trial are denoted by s¯i and t¯. The absolute difference in cross-correlation
between stimuli and target
ρ = |c(s1, t)− c(s2, t)| (4.5)
is used to measure model parameter values that result in one of the stimuli being communicated
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to the target and the other being filtered out, where target activity is maximally correlated with
one stimulus and decorrelated with the other. Large values indicate strong correlation between
the target and a single stimulus, and low values correlation with both or neither stimuli.
Additionally in Section 4.2.1 a template-based method is applied to decode the response of the
target layer excitatory network, where the template is a function fitted to the output of target
cells estimating the population response to a single stimulus (Deneve et al., 1999; Quiroga
and Panzeri, 2009). The excitatory target population is grouped into 20 bins of 50 neurons of
adjacent preferred orientation. The output of the network for each trial is then taken to be the
normalised average firing rate over all neurons within each bin over that trial (see Figures 4.2b
and 4.2d). The 40 Hz spectral component of the binned average spiking rate, representing power
in the output signal at the frequency of oscillation the stimuli, has been used in a previous
study (Akam and Kullmann, 2010) to demonstrate information transfer between oscillating
populations. The template used in this study is based on the binned average firing rate however
as biological implementation is clear, a plausible network for comparatively complex maximum-
likelihood decoding of two-dimensional stimuli has been demonstrated previously (Deneve et al.,
1999).
A template was generated for each stimulus over each variation of the model using training data
generated independently of simulation results. The output of the network was first averaged
over several presentations of a single stimulus to produce a mean amplitude across bins. A Von
Mises distribution was then fitted minimising the least-squares error to the normalised power
in each bin, where the distribution is given by
f (θ, b) = S
eb cos(θ)
2pi I0 (b)
+ C (4.6)
with parameters angle θ and concentration b, and where S is a scaling factor, C a constant and
I0 the modified Bessel function of order 0. The decoded output of the network is then taken to
be the stimulus with minimal error between the template and normalised average binned firing
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Table 4.2: Synaptic parameters
Stimulus (S1, S2) Excitatory (S3) Inhibitory (S4)
τ ms 2 2 10
λ ms 1.0 ([0.0, 6.0]), 2.2 ([0.0, 6.0]), 2.2
Quadratic integrate-and-fire model
g nS 5 rand(0,1]*0.03 rand(0,1]*0.1
Rev mV 0 0 -80
Hodgkin-Huxley model
g nS 0.1 rand(0,1]*0.01 rand(0,1]*0.013
Rev mV 0 0 -80
rate on any given trial. The value φ is used to denote the proportion of trials for any given set
of model parameters corresponding to the first stimulus.
4.1.2 Numerics
All simulations using the QIF model were run over a fixed step size of 0.1 ms, with numerical
integration of differential equations for all neurons carried out using a fifth-order Runge-Kutta
method. The code for each simulation and the following analysis was written in C++, utilising
routines from the GNU Scientific Library (Galassi et al., 2003) for random number generation
and frequency domain conversion of binned output. Visualisation of results was carried out in
MATLAB. The simulation framework, developed specifically for the results presented in this
chapter, is designed to allow search over multiple dimensions of a user-defined subsection of
model parameter space with variable resolution per dimension. Computation can be carried out
in parallel between cores of multiple CPUs on a distributed computing system when required.
The workload run on each core is independent, giving a linear increase in performance for each
additional core added to the system. Simulation and analysis were accelerated with the aid of
the Imperial College High Performance Computing (HPC) system.
The complete model contains 3200 QIF neurons and 4.02×105 conductive synapses. Generation
of one second of simulation time at 0.1 ms resolution takes approximately 12 seconds of CPU
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Figure 4.2: a) With no external oscillation applied to the target layer of the top-down model of
stimulus selection, both stimuli (E1, E2) are equally represented in the activity of the excitatory
target population E3. The average activity in Hz of the excitatory source (red/blue line) and
target (black line) populations are shown in the lower panel of each plot. c) An external top-
down control signal applied to the target population in-phase with arrival of stimuli E1 results
in elevated firing at the orientation of that stimulus and effective filtering of the out-of-phase
stimulus E2. The average firing rate (bar) and fitted Von Mises template for activity of each
stimulus (red/blue lines) are shown in b) and d), where each bar is the normalised average
firing rate of a single bin of 50 neurons of consecutive preferred orientation.
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time when run on a single core of one of the 3.6 GHz Intel Xeon nodes comprising the HPC
system. Parallel execution using a large distributed cluster allowed exploration of the parameter
space of the model over an area and resolution that would have been otherwise infeasible. Search
over the space of excitatory-inhibitory synapses, comprising three parameters divided into a
41× 41× 41 grid with 100 iterations per data point, required 6.89× 106 total iterations of the
model, and approximately 6 hours of real-world time per core when distributed over 5000 cores
of the HPC system.
In section 4.2.1 results are presented with the QIF model replaced by the Hodgkin-Huxley
model for all neurons. The same fifth-order Runge-Kutta method is used for integration of
all differential equations involved in the model, with increased resolution of 0.01 ms per step.
Search over the model parameter space was performed over a 41×41×41 grid with 10 iterations
per data point for 6.89× 105 total iterations. Each second of simulation time required approx-
imately 200 seconds of CPU time to execute, the entire simulation requiring approximately 4
hours per core when run over 10000 cores of the HPC system, or 4.5 years of total CPU time.
Generating Figure 4.5e and Figure 4.5f over a 101× 101 grid with 100 iterations per data point
required approximately 8 hours per core over 10000 cores, or 9 years of total CPU time for each
figure.
4.2 Results
4.2.1 Communication-through-Coherence
In this section a model of stimulus selection through phase coherence is developed, consider-
ing both top-down selection, where the properties of target oscillation are determined by an
external control signal applied to the target neurons, and bottom-up selection, where oscilla-
tion is driven by recurrent inhibition. The network consists of three populations of excitatory
neurons each receiving Poisson input and oscillating current. Two source populations gener-
ate stimuli which are sent to a third target population via a set of topographically connected
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synapses (Fig. 4.1). This is a simple representation of the topographic connectivity, preserv-
ing the relative organisation of cells between regions, that is a commonly found motif in the
brain (Thivierge and Marcus, 2007). In the bottom-up case oscillating drive to the excitatory
target population is replaced by the action of a population of inhibitory neurons, with all-to-
all recurrent target excitatory-inhibitory connectivity. That is, no external top-down signal is
applied to target neurons, oscillation is generated by through recurrent inhibition in the target
population. The frequency and distribution of inhibitory spikes and resulting oscillatory dy-
namics of the target layer in response to excitatory input is dependent on parameters of the
synaptic loop linking the two target layer neuronal populations. Communication results from
entrainment of target neurons to one of the incoming stimuli, using stimulus coherence as the
competitive characteristic driving selection.
When activity of the target population is unfiltered by an external input, with no top-down
control signal applied to the network and target afferents restricted to synaptic and Poisson
input, each stimulus is equally represented in the firing of the target neurons (Fig. 4.2a). The
average firing rate of target excitatory neurons, shown over a single trial, exhibits two equal
peaks at the preferred orientations of each stimulus (Fig. 4.2b). With oscillation induced in the
target excitatory population via an external control signal, the relative phase between the target
oscillation and that of incoming stimuli determines representation of the stimuli in the firing of
the target neurons. When the target oscillation is in-phase with a single arriving stimulus, the
activity of the model in the top-down case is in agreement with the hypothesis that coherent
oscillation aids transmission of information (Fig. 4.2c). Coherent phase between target and
stimulus results in elevated activity in the target neurons at the orientation of the in-phase
stimulus and reduced activity at the orientation of the out-of-phase stimulus (Fig. 4.2d).
Figure 4.3a shows the membrane potential and firing of a single excitatory and a single in-
hibitory neuron against normalised spiking activity of excitatory and inhibitory populations
for the QIF model, and Figure 4.3b for the Hodgkin-Huxley model. Oscillation in both target
populations is composed of the aggregate activity of a changing subset of neurons, with no
single neuron firing regularly or with a fixed phase-offset within the period of oscillation. The
ISI distribution for a single excitatory neuron and fitted negative exponential is shown for both
4.2. Results 61
Figure 4.3: Membrane potential of a single excitatory (upper) and inhibitory (lower) neu-
ron within the target excitatory (E3) and inhibitory (I1) populations, for the a) QIF and b)
Hodgkin-Huxley bottom-up model of stimulus selection. Neuron firing is indicated by a square
at the peak of membrane potential, and the normalised spiking activity of the entire excitatory
or inhibitory neuronal population shown as a shaded area. In both cases firing of individual
neurons within the model is irregular, with no single neuron firing regularly or at fixed phase-
offset within the period of oscillation. c) The normalised distribution of interspike intervals
with fitted negative exponential for a single target excitatory neuron, for QIF (upper) and
Hodgkin-Huxley (lower) neuron models. d) Cross-correlation of QIF excitatory target activity
to the first (upper) and second (lower) stimulus for varying magnitude and relative stimuli
coherence.
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models in Figure 4.3c.
Additionally, each excitatory target neuron within the model receives as input an independent
spike train with properties relative to its position within the population. Each input is highly
random, with average coefficient of variation (CV) across spike trains comprising each source
population greater that 0.9, and standard deviation within ±0.15, for values of  (Equation
(4.1)) in the range [0, 1.0]. This is consistent with the CV of experimentally observed neurons
in the visual cortex (Softky and Koch, 1993). The synchronisation of the population of neurons
comprising the stimulus increases with  however. Applying multivariate ISI-diversity (Kreuz
et al., 2009) as a measure of population synchrony to neurons within±0.3c of stimulus maximum
results in decreasing values in the range [0.7, 0.45] over the same range [0, 1.0] of , indicating an
increase in the coherence of firing within the population with increasing amplitude of oscillating
input. Orientation selective cells are found widely throughout sensory areas of brain such as
the visual and motor systems. It is reasonable that in a model of sensory selection between
connected neuronal populations, such as converging areas of the visual cortex, input to each
neuron is non-uniform and related to the stimuli being received. Entrainment of the target
population to an individual oscillating stimulus in the current model then results from the
aggregate activity of a population of target neurons receiving independent spatially encoded
spiking input.
Boundary cases for communication of a single stimulus to occur following CTC, specifically
the dependence of transmission of stimuli between source and target on the phase relationship
between the three oscillating populations, are explored in Figure 4.4. Given stimuli and target
oscillating at the same frequency, the relative phase of oscillation should be optimally aligned
when one stimulus arrives close to the peak and the other close to the trough of target oscillation
i.e. when both stimuli arrive at the target neurons directly out-of-phase with a single stimulus
in-phase with the target. The corresponding worst-case is expected to occur when the phase
of both stimuli is directly aligned. Measures of correlation and decoding discussed in Section
4.1.1 are used to examine cases in between. An initial series of trials run with no sinusoidal
modulation of stimuli resulted in low mean correlation between source and target excitatory
populations (4.3× 10−3± 0.02), confirming that results were not simply due to the presence of
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the control signal. Figure 4.4a shows the relationship between the relative phase of oscillation of
the three excitatory populations and the cross-correlation of stimuli and target activity. Results
are presented over a 41× 41 grid with each data point the mean over 100 trials. Values over a
single dimension are shown in Figure 4.4b. In-line with intuition, target activity is maximally
correlated with a single stimulus when |θ1 − θ2| = pi, where both stimuli oscillate directly out-of-
phase (Fig. 4.4b upper)). For the case θ1 = θ2, where stimuli are directly aligned, both exhibit
approximately equal correlation with target output regardless of the phase difference between
model layers. Decoding is reliable over a wide range of relative phases of oscillation between
stimuli, indicating that a precise out-of-phase relationship between stimuli is not required for
transmission of a single stimulus.
Results maintaining maximal phase offset between source populations and considering corre-
lation relative to target oscillation are shown in the lower panel of Figure 4.4b, with peaks
corresponding to the optimal phase offset between the target neurons and each stimulus for
communication to occur accounting for the delay over synaptic connections linking model lay-
ers. In regions where the phase of target oscillation is unbiased relative to the phase of stimuli,
top-down control is similarly of no benefit in filtering the stimuli in target activity. The results
of decoding model output over the same parameters and dimensions are shown in Figure 4.4c,
with areas where target neurons are highly correlated with a single source corresponding to
consistent decoding to a single stimulus across trials. A cross section of decoding results at
points where correlation between source and target is maximal is shown in the upper panel of
Figure 4.4d. Coherent oscillation between target neurons and a single stimulus produces reli-
able decoding results to within a small phase offset between stimuli, suggesting a wide margin
within which decoding is unaffected by variation in relative stimulus phase. In the lower panel
of Figure 4.4d cumulative results are shown for decoding while varying source and target phase,
with maxima and minima corresponding to points where correlation with a single stimulus is
greatest.
Results for the bottom-up case are given in Figure 4.3d. Correlation is shown between activity
of target neurons and stimuli, varying both the base and relative amplitude of oscillating input
to source populations. Selection is competitive in that the stimulus displaying greater coherence
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Figure 4.4: Properties of QIF model output for stimuli of equal coherence, where oscillation
is driven in target neurons by a top-down control signal. a) Difference in cross-correlation
(indicated ρ) of stimuli and target activity enumerated over the range of relative phase values
for oscillation in the three excitatory populations. Peaks indicate points of greatest correlation
with a single stimulus, and θ1, θ2 and θ3 represent the phase of the two source and target
populations respectively. b) Cumulative values along the axis maintaining θ3 (upper) exhibit
a single maxima where stimuli are directly out-of-phase. At this point, differences in source
and target phase (lower) lead to two maxima at points where target oscillation is in-phase with
either arriving stimulus accounting for delay. c) The proportion of decoded trials corresponding
to the first stimulus (indicated φ) over the same range of relative phase values. d) Cross-section
taken at the optimal relative phase for selection of each stimuli (upper panel, the first stimulus
shown by a solid line and the second by a dashed line) and cumulative values along the axis of
varying stimulus phase (lower).
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of firing within the encoding population of neurons is more likely to entrain the target layer.
In order to understand the sensitivity of this effect to changes in model parameters, a number
of simulations were run with constant difference in stimulus coherence (1 = 3 mV, 2 = 2.5
mV) for varying model parameters over both QIF (Figures 4.5a, b and c) and Hodgkin-Huxley
(Figures 4.5d, e and f) variants of the bottom-up model. The range of potential parameters
was constrained by fixing experimentally observed values such as the excitatory and inhibitory
synaptic decay constants discussed in Section 4.1, while iterating over three synaptic variables,
the weight of excitatory-to-inhibitory synapses, the weight of inhibitory-to-excitatory synapses,
and synaptic delay within the excitatory-inhibitory loop. Results were generated via a compu-
tational search over the parameter space divided over a 41×41×41 grid, with 100 trials per data
point and one variable per dimension. When viewed over all dimensions, synaptic parameters
that result in high correlation to a single stimulus form a continuous region within the space
of both models (Fig. 4.5a and 4.5d). While the different characteristics of each neuron model
lead to variation in the dimensions of this area, activity within the region is consistent in both
cases with communication of a single stimulus through phase-coherent oscillation. Target neu-
rons entrain to a single stimulus and the orientation encoded in that phase-locked stimulus is
represented in the activity of the target excitatory population, with activity at the orientation
of the unentrained stimulus greatly reduced.
4.2.2 Binocular Rivalry
The long-term activity of the bottom-up variation of the model where both stimuli are of
equal coherence is shown in Figure 4.7a. Entrainment of the target layer alternates between
one source and the other in periods of unequal length, elevated activity in the excitatory tar-
get population switching between the two preferred orientations encoded in the stimuli. The
distribution of switching events with equally coherent stimuli (Figure 4.6a) is both unimodal
and skewed towards longer durations of mean within the range 1-2 seconds, in agreement with
experimentally observed results for binocular rivalry. Results are fitted to both the gamma dis-
tribution commonly used in studies of rivalry (Kova´cs et al., 1996; Wade, 1975) and the more
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recently used log-normal distribution (Go´mez et al., 1995; Lehky, 1995). The autocorrelation
coefficients of dominance periods for the same data are shown in Figure 4.6b. The lack of sig-
nificant correlation above zero lag is also in agreement with experimental observation (Walker,
1975; Lehky, 1995). Applying the Lathrop statistic (Fox and Herrmann, 1967; Logothetis et al.,
1996), a measure of successive dependence between values in time series data, confirmed the
lack of dependence between interval times generated by the model (Lˆ = 1.0, σ = 0.05 with
z-value −0.14).
It is well known that the rate and behaviour of dominance intervals in episodes of binocular
rivalry are influenced by variation in predominant stimuli characteristics such as luminance,
contrast and spatial frequency. The effect of modifying the contrast of visual stimuli on the
alternation dynamics of rivalry is captured in a set propositions put forward in Levelt (1965). Of
particular importance in constraining models of stimulus competition are Levelt “Proposition
II”, increases in dominance times caused by weakening a single stimulus occur mainly through
an increase in mean dominance duration of the unchanged stimulus, and “Proposition IV”,
increasing the strength of both stimuli simultaneously increases the frequency of alternation.
More recently it has been shown that changes in predominance produced through varying the
strength of a single stimulus result largely from changes in the average dominance duration
of the strongest stimulus (Brascamp et al., 2006; Klink et al., 2008) with a large non-linear
increase in dominance duration of the unchanging stimulus coupled with a small decrease in
the changing stimulus (Laing and Chow, 2002). Both effects are reproduced in the current model
when varying coherence is treated as analogous to a change in visual contrast. A non-linear
increase in relative mean dominance duration was reproduced through a decrease in parameter
 to a single stimulus (Figure 4.6c), and model behaviour consistent with proposition IV from
a simultaneous increase in  for both stimuli (Figure 4.6d). The model displays an additional
dependence between mean dominance duration and the delay of synaptic connections within
the recurrent excitatory-inhibitory loop (Figure 4.7a). In Figure 4.7b the effect of changing
both synaptic delay and coherence on switching within the model is shown, where traversal
down either axis leads to non-linear variation in mean dominance times.
Models of binocular rivalry can be broadly categorised into those based on mutual inhibition and
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Figure 4.5: Enumeration of the synaptic parameter space for the bottom-up model of stimulus
selection. The difference in cross-correlation (ρ) for the QIF neuron model is shown in figures
a), b) and c), and Hodgkin-Huxley neuron model in d), e) and f). Hi-lighted regions in figures
a) and d) indicate values of ρ > 0.7 (solid) and ρ > 0.5 (transparent) for the parameters
excitatory-inhibitory weight, inhibitory-to-excitatory weight and synaptic delay local to the
target layer of the network. Delay was increased simultaneously for excitatory-inhibitory and
inhibitory-excitatory synapses so both remained equal, the value (λ) indicating delay in a single
direction of the recurrent synaptic loop. A cross-section of the difference in cross-correlation
is shown in b) and e) for excitatory-to-inhibitory and c) and f) inhibitory-to-excitatory weight
relative to synaptic delay. Within the hi-lighted region behaviour of both variants of the model
is consistent with communication of a single stimulus through phase-coherent oscillation.
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adaption (Blake, 1989; Kalarickal, 2000; Laing and Chow, 2002; Lankheet, 2006; Stollenwerk
and Bode, 2003; Tong, 2001; Wilson, 2003), where pools of neurons representing alternate
stimuli compete to inhibit one another and gradual adaptation allows switching, and models
where alternation is driven by noise (Kim et al., 2006; Moreno-Bote et al., 2007). Given
the mutually exclusive and stochastic nature of perceptual switching, all models of binocular
rivalry can be considered to be consistent with a double-well potential framework with two
marginally stable states (Kang and Blake, 2011; Kim et al., 2006; Suzuki and Grabowecky,
2002), where alternation between states is driven either by adaption or noise. The current
model is consistent with a noise-based interpretation of stimulus rivalry, where the energy
function is defined by model parameters and alternation driven by Poisson input. An increase
in the level of noise to the system maintaining all other parameters should result in an increased
rate of alternation between the two marginally stable states. The model behaves as expected,
with increasing rate ψ of Poisson input to all neurons resulting in decreasing mean dominance
intervals (Figure 4.7c). Many recent models of rivalry have been proposed that do not rely
on oscillatory dynamics (Ashwin and Lavric, 2010; Dayan, 1998; Freeman, 2005; Laing et al.,
2010), although there is evidence that perceptual switching is modulated by gamma-band
oscillation (Doesburg et al., 2009) and oscillatory models have been put forward (Mishra et al.,
2006; Zeitler et al., 2008). The current model differs from previous oscillatory models in that
the influence of inhibitory connections is local and selection a function of entrainment of the
target population to the incoming stimuli. The population of inhibitory neurons is connected
only to the target excitatory neurons with no direct connections between the stimuli-generating
source neurons and inhibitory neurons of the target layer. The inhibitory neurons serve only
as a mechanism of generating gamma oscillation in the local target excitatory population. It is
noted that alternations in the model occur rapidly, in the order of 5−10 ms, where alternations
in experimentally observed binocular may occur gradually over a period of seconds. Further
work is required to accurately model the transitions seen during binocular rivalry.
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4.3 Discussion
The work presented in this chapter demonstrates the validity of phase coherent oscillation
as a means of competitive stimulus selection in networks of spiking neurons, that oscillation
generated by recurrent inhibition can lead to transmission of a single relevant stimulus and
filtering of irrelevant stimuli between multiple source and a single target neuronal population
through variation of stimulus characteristics. It builds on previous work describing the CTC
hypothesis and the potential role of neuronal oscillation in the dynamic routing of information
in the brain (Fries, 2005, 2009; Womelsdorf et al., 2007) by constructing a biologically plausi-
ble model based on the CTC hypothesis of information transfer between neuronal populations
through phase coherent oscillation. Recent studies have begun to address the phase dynamics
of connected neuronal populations and the role of recurrent inhibition. It has been shown in
a network consisting of a single bi-connected excitatory and inhibitory neuron that sinusoidal
input across different neuron models gives rise to phase-locked firing suitable for coherent com-
munication (Gielen et al., 2010) and that differences in the coherence of spiking input leads to
predictable changes in entrainment (Bo¨rgers and Kopell, 2008). This is the first to demonstrate
transmission of population-encoded stimuli between oscillating neuronal populations and the
competitive mechanisms that allow transmission of a single stimulus and filtering of a second
stimulus to occur. While only two converging stimuli are included in the current model, it
could easily extended to multiple stimuli to address ”confusion-through-convergence” as de-
scribed in Fries (2009), the idea that only inputs driven by a single object converging on high
level visual neurons should be effective at any time. Any subset of the stimuli arriving at the
target population in-phase would correspond to inputs converging from a single visual object.
An alternative model demonstrating information transfer in the absence of coherence is pre-
sented in Rolls et al. (2012). There are significant differences with the current model however.
The work presented in this chapter is concerned with the transfer of information as a competi-
tive process, where phase-coherent oscillation allows only one of multiple convergent signals to
be replicated in the firing of a target population. The network described in Rolls et al. (2012)
is concerned with influence between two reciprocally connected attractor networks, where con-
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Figure 4.6: a) The distribution of periods of entrainment of the bottom-up QIF model to a single
stimulus with fitted gamma (solid) and log-normal (dashed) probability density functions and
b) auto-correlation of entrainment periods for the same data, both matching empirical results
for binocular rivalry. c) In accordance with Levelt “Proposition II”, when the strength of
a single stimulus in the model is reduced, changes in relative duration of entrainment result
mainly from a lengthening of periods of entrainment to the unchanged stimulus. d) Similarly
for Levelt “Proposition IV”, increasing the coherence of both stimuli simultaneously leads to
an overall decrease in mean dominance time.
nections between those networks increase the likelihood of them reaching the same state in
the absence of oscillation. This is a fundamentally different process. There is no competition
between stimuli converging on a single target, the phase dynamics of oscillation in the two
populations is not important to process under study. It is unclear how the model could be
adapted to competitive stimulus selection as described in this chapter.
There is significant biological evidence for the stimulus-driven detection of unexpected but
behaviourally relevant events in selective attention (Corbetta and Shulman, 2002). That a
competitive mechanism exists is suggested by influential experiments in the macaque visual
cortex (Luck et al., 1997; Moran and Desimone, 1985; Reynolds et al., 1999) demonstrating
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competition between multiple stimuli placed in the receptive field of visual primary cells. An
oscillation-based model reproducing the results of Moran and Desimone (1985) is described
in Niebur et al. (1993), where neurons within the attentional field are modulated by a gamma-
range oscillation and the response of non-attended neurons is suppressed by inhibitory interneu-
rons. A number of computational studies have also explored the role of inhibition and gamma
oscillation in the biased competition of stimuli (Bo¨rgers et al., 2008; Tiesinga et al., 2004;
Tiesinga, 2005; Zeitler et al., 2008). Subsequent biological studies of macaque V4 provide ev-
idence for increased gamma coherence associated with selective attention (Bichot et al., 2005;
Fries et al., 2001). The underlying assumptions of the current model are that competition
between the stimuli is driven by relative coherence, where a stimulus of greater coherence is
more likely to be attended, and that communication of the attended stimulus between oscil-
lating populations is enabled by CTC. In the single neuron case (Bo¨rgers and Kopell, 2008)
competition is generated through suppression of a less coherent input following firing of the
excitatory neurons, where both the additional leakiness introduced by inhibitory synaptic in-
put and timing of inhibition are important. The current model is similarly dependent on the
timing and leakiness induced by recurrent inhibitory input, where the firing of each neuron is
irregular and ISI times near Poisson. Oscillation, resulting from the aggregate activity of target
neurons to independent spatially encoded spiking stimuli, results in filtering of the less coherent
stimulus from target output. The relative coherence of the population of neurons encoding the
stimuli determines entrainment of the target, and the phase difference between stimuli relative
to target results in transmission of the entraining stimulus from source to target neurons.
A computational search of the bounds of this competitive process in relation to synaptic pa-
rameters linking target excitatory and inhibitory neuronal populations reveals the space within
which those parameters are optimally tuned for selection of a single stimulus. Detailed explo-
ration of even a few parameters of a model of several thousand neurons and tens of thousands
of synapses requires significant computational resources, and the development of a framework
for parallel simulation, collation and analysis of results over a large distributed computing
cluster was an essential component of this study. For parameters within the optimal region
of the current model, oscillation in target neurons entrains to the phase of incoming stimuli.
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Results of decoding model output over the complete range of relative phases between stimuli,
and between stimuli and target oscillation, suggest that even a small difference in the phase
of incoming stimuli is sufficient for the communication of a single entraining stimulus. There
are two things to be gained from a comprehensive parameter search over two neuron models.
The first is the robustness of the result. That the same mechanism works for identical network
connectivity using both QIF and Hodgkin-Huxley neuron models, which have significant differ-
ences in underlying dynamics and mechanism of action potential generation, suggests that the
phenomenon is not just a result of the properties of a particular neuron model. It gives us con-
fidence that the phenomenon is genuine and present in similarly structured biological networks.
Establishing the sensitivity of the effect to variation in important parameters demonstrates
that the effect holds over a range of parameter values and is not dependent on extremely fine
tuning of the model in order to generate the desired result. The second is as a guide to future
research, identifying parameter region we would expect biological neurons to occupy in order
to exhibit the same behaviour.
The model displays alternation between transmission of stimuli analogous to binocular rivalry.
Switching episodes in the model are well represented by gamma and log-normal distributions,
there is a lack of correlation between successive dominance periods, and model behaviour is
consistent with both Levelt Propositions II and IV, suggesting competitive entrainment as a
plausible basis for this type of stimulus rivalry. This is not the first model to draw a link between
binocular rivalry, biased competition and mechanisms of inhibition and oscillation, and does it
does not rule out an adaptation based account of binocular rivalry. It does differ from previous
inhibition-based models (Freeman, 2005; Zeitler et al., 2008) in that the effect of inhibition
is local to the target population receiving the stimuli, as well as adaptation based-models
that require coupling between the alternating populations (Laing and Chow, 2002; Lankheet,
2006; Stollenwerk and Bode, 2003). Long-range connections between stimuli generating and
receiving neurons in the model are entirely excitatory, with inhibitory neurons receiving no
synaptic connections outside of the target layer of the network. Given the local nature of most
inhibitory connections (Markram et al., 2004; Whittington and Traub, 2003) this provides a
more realistic model for competition between spatially separate brain regions.
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Figure 4.7: a) Raster plot of alternation in entrainment of target neurons between incoming
stimuli of equal coherence for the bottom-up QIF neuron model. Results are shown with
synaptic delay (λ) connecting target excitatory and inhibitory populations of 2.2 ms (upper)
2.1 ms (middle) and 2.0 ms (lower) in either direction. b) The mean duration of dominance
intervals shows a non-linear dependence on both synaptic delay and stimulus coherence, while
c) increasing the level of input noise results in progressively faster switching times.
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The assumption of a specific phase relationship between the oscillating populations requires
some justification, forming the basis of not only the current model but as an underlying as-
sumption of CTC and models of phase-coherent neuronal communication in general. Episodes
of transient long-range phase-coherent synchronisation in gamma and beta ranges have been
shown to occur in frontal and visual areas during visual attention (Gregoriou et al., 2009;
Gross et al., 2004), between hippocampal and prefrontal areas during learning (Benchenane
et al., 2010; Colgin, 2011), and cross-frequency phase-coupling to occur during working mem-
ory tasks (Palva et al., 2005). Additionally there is direct evidence of oscillatory phase-encoding
of stimuli in the insect olfactory system (Perez-Orive, 2002; Schnitzler and Gross, 2005; Sivan
and Kopell, 2004) where odors induce precise and reproducible phase offsets in LFP oscillation
between interacting neuronal areas. While it is not clear that similar phase-encoding mecha-
nisms extend to the mammalian brain, methods for measuring phase-synchronisation (Hindriks
et al., 2011; Nolte et al., 2004; Pascual-Marqui et al., 2011; Stam et al., 2007; Vinck et al., 2011)
and recovering structure from phase dynamics (Cadieu and Koepsell, 2010; Kralemann et al.,
2011) remain active areas of research, and improved understanding is likely. It is reasonable to
assume that generation of stimuli should result in reproducible if transient phase relationships
occurring between the encoding regions.
Taken together these results suggest a plausible mechanism of competitive selection between
stimuli through PING-generated gamma oscillation. A combination of the entrainment of
a population of oscillating excitatory neurons to spiking stimuli and CTC, where competition
between stimuli is determined by relative coherence and CTC between source and target neurons
by phase difference, allows both selection of a single salient stimulus and filtering of irrelevant
stimuli. Stimuli of different orientation but equal coherence reproduce both the behaviour and
statistical properties of well-known phenomena of stimulus rivalry. The results are robust to
changes in the dynamical properties of the neuron model, and the underlying assumptions of
model construction are consistent with biological evidence supporting both competition and
changes in gamma frequency coherence in the bottom-up attentional selection of behaviourally
relevant stimuli.
Chapter 5
Identifying Core Networks in Brain
Structure
If we aim to understand the underlying functional principles of the mammalian brain and the
relationship between large-scale neuronal organisation and function, then our computational
models must ultimately be grounded in current knowledge of brain structure. The motivation
behind the work presented in this chapter is the identification of key structures within neural
topology that would support the competitive communication of stimuli through phase-coherent
oscillation described in earlier chapters. Recent evidence supports the notion of a topologically
and spatially central core network linking all areas of the brain, and supporting efficient global
communication (van den Heuvel and Sporns, 2011). The possession of a (single) connective
core potentially constrains information flow around the brain in a way that a) promotes the
generation of integrated brain states (Zamora-Lo´pez et al., 2011), and b) facilitates serial pro-
cessing (Sackur and Dehaene, 2009), providing the flexibility to cope with an arbitrarily large
number of complex tasks (Zylberberg et al., 2010). It is hypothesised further that a central
core acts simultaneously as an arena for competition and a locus of broadcast, mediating the
interactions of numerous otherwise segregated elements and allowing the brain to enter a state
in which their activity is coherently integrated (Shanahan, 2010a, 2012).
Many graph theoretical measures have been developed for identifying the central nodes within
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a network (Bonacich, 1972, 2007; Freeman, 1979; Kintali, 2008; Newman, 2010) that have been
applied to identifying hub nodes within brain networks (see Section 2.3.3). Methods have also
been developed for identifying central sets of nodes within a network, such the rich-club coef-
ficient (Colizza et al., 2006) and k-core decomposition (Alvarez-hamelin et al., 2006). A key
assumption in previous measures is that the nodes within the central set are of high degree com-
pared to the remaining nodes. A densely connected central “rich-club” within brain structure
represents a costly feature of brain architecture both in terms of wiring and metabolic expendi-
ture (Collin et al., 2013), and is not required for the complex synchronization dynamics suitable
for large-scale neural communication through phase-coherence to emerge in the networks de-
scribed in Chapter 3. Efficient communication networks may be present in the brain and other
real-world networks that do not require the same high degree connectivity of central nodes.
This chapter contributes two new network measures, knotty-centrality and set betweenness
centrality, that capture the notion of an efficient modular structure with a highly topologically
central core irrespective of node degree. The first is based on the combined betweenness cen-
trality of nodes within the core network, the second redefines betweenness centrality in terms of
a set rather than a single node. Application to human brain connectivity data demonstrates the
presence of a such a low-degree topologically central connective core suitable for competitive
communication through phase-coherent oscillation within known neural structure.
5.1 Knotty-Centrality
Given an empirically derived brain connectivity matrix (Section 2.3.1) how do we go about
extracting the salient topological characteristics of the network, the structural properties that
are functionally important? Typically the structural modularity of the network is taken as
central to brain function (Sporns et al., 2004), and changes in the modularity and clustering
of brain activity as indicative of changes in the processing of information (Meunier et al.,
2009). It is commonly assumed that, as with many natural systems displaying small-world
properties, modularity and hierarchical structure are underlying functional principles of brain
organisation (Bullmore and Sporns, 2012). The relationship between modular structure and
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activity is addressed in a later section of this chapter. In the following section a new measure of
network centrality is described, knotty-centrality1, that quantifies the extent to which a given
subset of a graphs nodes constitutes a densely intra-connected topologically central connective
core.
A number of measures from the theory of complex networks (Newman, 2010) have been applied
to the analysis of brain structure, such as the rich-club coefficient (Colizza et al., 2006; Harriger
et al., 2012; Zhou and Mondrago´n, 2004) which for degree k is defined as
φ (k) =
2Ek
Nk (Nk − 1) (5.1)
where Ek is the number of edges between nodes of degree greater than k, and Nk is the number
of such nodes. If, for a given network, φ (k) is unexpectedly low for low k and high for high k,
then the network has a rich club of nodes that is densely connected to itself and “owns” a lot
of the connectivity. An alternative degree-based assessment of network structure is provided
by k-core decomposition (Alvarez-hamelin et al., 2006), which involves the recursive removal of
nodes below a given degree k until all remaining nodes in the network are of degree k or above.
Incrementing k until the network is fully eroded yields a nested series of increasingly central k-
cores. Yet another view is given by the core-periphery structure and related measures (Borgatti
and Everett, 2000; Rombach et al., 2012) which identify networks with a densely connected
core and sparsely connected periphery. It is a fundamental assumption of all of these existing
measures that nodes in the core network are of higher degree than remaining nodes.
Knotty-centrality attempts to capture a related concept, namely a core network that is densely
connected and topologically central, with no restriction on the relative degree of nodes that
reside inside or outside of the central core (Fig. 5.1). Consider a directed graph G with N
nodes. The knotty-centrality of a (non-empty, non-singleton) subset S of the nodes in G is
given by
1The measure was initially proposed by Murray Shanahan and jointly refined with the author.
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KC (S) =
ES
NS (NS − 1)
∑
i∈S
bc (i) (5.2)
where ES is the number of edges between nodes in S, and NS is the number of nodes in S.
bc (i) is the betweenness centrality of node i normalised with respect to the whole graph, such
that
bc (i) =
BC (i)∑
j∈GBC (j)
(5.3)
where BC (i) is the (directed) betweenness centrality of node i as defined by Kintali (2008).
Knotty-centrality ranges from 0 to 1. It is 0 if none of the nodes in S is adjacent (ES = 0). It
is 1 if S is a clique and
∑
i∈S bc (i) = 1. If G is a clique then
∑
j∈GBC (j) = 0 and KC (S) is
undefined. The measure can be applied to either weighted or unweighted graphs by substituting
weighted or unweighted variants (Brandes, 2001) of betweenness centrality (see Section 2.3.3)
into Equation (5.3).
The measure can also be weighted to favour small sub-graphs by taking account of the propor-
tion of nodes excluded from S. The compact knotty-centrality of S is given by
KCC (S) = (1−NS/N) ES
NS (NS − 1)
∑
i∈S
bc (i) (5.4)
A subset S1 of G’s nodes is a knotty centre of G if there does not exist a distinct subset S2
such that KC(S2) > KC(S1). There may be more than one knotty centre for a given graph,
if they have equal knotty-centrality (Fig. 5.2), but typically we will be interested in graphs
that have a unique knotty centre. The knotty-centredness σ (G) of the whole graph G is the
knotty-centrality of its knotty centre(s). The definitions of a compact knotty centre and the
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Figure 5.1: (A) A network with a rich club. The set of nodes in the centre have high degree
and are densely intra-connected. (B) A modular network with a knotty centre, but without a
rich club. The set of nodes in the centre have high betweenness centrality, but their degree is
no higher than the more peripheral nodes.
compact knotty-centredness σC (G) are analogous, but use KCC in place of KC.
To facilitate the comparison of graphs with different numbers of nodes and edges, the knotty-
centre index of a graph G is defined as
ξ (G) =
σ (G)
σrand (NG, EG)
(5.5)
where σrand (NG, EG) is the expected knotty-centredness of a random graph with the same
number of nodes NG, edges EG, and the same degree sequence as G. If ξ (G) > 1 then
G has a knotty centre, and the higher ξ (G) is the more pronounced that knotty centre is.
A value of less than 1 indicates that randomisation increases the knotty-centredness of the
network e.g. a network with no connections between the most topologically central nodes
where randomisation may add those connections (see results for the scale-free topology shown
in Figure 5.3). In both cases the transition is gradual, as the value increases the centrality of
the core network increases compared to random, and is unbounded from above. The measure
is bounded. Again, the compact knotty-centre index ξC is obtained by substituting KCC
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Figure 5.2: A network with two knotty centres.
for KC. Although normalisation by a random graph of the same degree sequence, where
the incoming and outgoing degree of each node in the original graph is maintained while the
connections between nodes are randomized, has been used to compare networks in several
previous studies (Schindler et al., 2008; Smit et al., 2008; Stam, 2004), it is worth noting that
this can produce spurious results if the properties under study scale differently in the randomised
version of the network (van Wijk et al., 2010). This does not hold for the current analysis as
comparison is not made between the relative knotty centre index of networks of different size
and connectivity. As with other graph theoretic measures of network structure, care is needed
when interpreting the relative knotty-centredness of networks derived from different empirical
sources and using different methods.
To facilitate comparison with the rich-club coefficient, the rich-club index of a graph G is
defined in a similar manner to the knotty-centre index
χ (G) = maxt
(
φk (G)
φrandk (NG, EG)
)
(5.6)
where φk (G) is the rich-club coefficient of graph G for degree k, and φ
rand
k (NG, EG) is the
expected rich-club coefficient for degree k of a random graph with same number of nodes NG,
edges EG, and the same degree sequence as G. χ (G) is then the maximum ratio for any degree
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k resulting in a rich club of size above threshold t.
Figure 5.3 shows a comparison of rich-club and knotty-centre indices for scale-free and two
types of community-structured networks, with values for knotty-centrality calculated using a
gradient descent method described in Shanahan and Wildie (2012) (Appendix B). The dataset
for each topology contains 20 randomly generated directed networks of 256 nodes each. For
each network, ξ (G) is displayed against χ (G) for rich-club threshold t = 4. For generation
of directed scale-free networks the algorithm described in Zhang and van Moorsel (2009) was
used with parameters p = 0.1, µ = 1, and λ = 1. To generate the first type of community
structured network (type A), probabilistic re-wiring (Shanahan, 2008) was used with eight
modules of 32 nodes each. Each node was randomly connected to 20 nodes within the same
module, and each edge re-wired to an external module with probability p = 0.1. Community-
structured networks of the second type (type B) were generated according to the description
in Girvan and Newman (2002) again with eight communities of 32 nodes, and with probability
of internal wiring pin = 0.25 and of external wiring pext = 0.1. For each network a set of 100
random surrogate networks of the same degree sequence was generated using a library function
from the Brain Connectivity Toolbox (Rubinov and Sporns, 2010) and used to calculate both
rich-club and knotty-centre indices.
Two additional topologies are included that specifically maximise both measures. In the knotty-
centre case, eight modules of 32 nodes were connected internally in a similar manner to the
modular small-world network. Instead of randomly re-wiring edges between modules however,
a single module was selected as the centre of the network and a pair of random nodes connected
in either direction between the centre module and each non-centre module. The probability
pim of connecting to any node i in module m of graph G was then adjusted at each step during
generation of internal module connectivity, such that
pim =
max (km)− ki∑
j∈m (max (km)− kj)
(5.7)
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Figure 5.3: Knotty-centre index ξ (G) vs. rich-club index χ (G) for three reference network
models (type A and type B community-structured and scale-free). Two additional models
are included with a central core network of either high degree (rich-club) or high betweenness
centrality (knotty-centre).
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where ki is the degree of node i, and max (km) is the maximum degree for all nodes in module
m. Given an equal number of internal connections in each module, this results in a set of
topologically central nodes of high betweenness centrality with maximum difference in incoming
degree of at most one for all nodes in G. In the rich club case, each node was first connected
to sixteen others randomly selected from the entire network. A subset of nodes was then
selected to form a rich club, and additional edges added from each of these nodes to four other
randomly selected rich club nodes, resulting in an intra-connected high-degree sub network.
For all networks described above, multiple edges in the same direction between the same source
and destination nodes and connections between a node and itself were disallowed.
Results are shown in Figure 5.3. For the standard network models, neither knotty-centre
index (1.09 ± 2.87 × 10−2, 1.01 ± 5.63 × 10−3 and 1.02 ± 1.94 × 10−2 for type A community-
structured, type B community-structured, and scale-free networks respectively) nor rich-club
index (1.09± 1.18× 10−1, 1.26± 2.48× 10−1 and 1.11± 1.24× 10−2 respectively) indicate that
the generated networks exhibit a more pronounced rich club or knotty centre than randomised
equivalents, although both community-structured models exhibit a large range of rich-club
values, within [1.0, 1.8]. The two topologies explicitly generated with a rich club or knotty
centre both display high values of a single index (3.14± 9, 35× 10−2 and 3.92± 1.13× 10−1 for
rich-club and knotty-centred networks and indices respectively). This indicates that the rich-
club and knotty-centre measures capture different aspects of network topology, neither of which
is consistently displayed in the networks generated by current standard models. That is, a class
of real-world networks may exist that display a functionally significant low-degree topologically
central core that would not be found using any existing measure of network structure, and in
the following paragraphs the knotty-centre index is applied to a number of existing networks
that do exhibit a such a central core network. It is worth noting that rich-club networks
also exhibit a knotty centre (χ (G) = 1.64 ± 3.37 × 10−2) while networks generated with high
knotty-centrality do not exhibit a rich club (ξ (G) = 1.0± 7× 10−5).
To test the stability of the knotty-centre index when intra-module connections are added be-
tween the outer modules of a network of the form shown in Figure 5.1B, a slight modification
was made to the randomly generated knotty-centre network described above. A single edge
84 Chapter 5. Identifying Core Networks in Brain Structure
Figure 5.4: The knotty centre of cat cortex and its relationship to other topologically significant
subsets of nodes. There is good agreement in this case between rich club membership, high
betweenness centrality, and knotty-centrality.
was added in either direction between each adjacent module outside of the centre module.
This effectively short-circuits the shortest path between modules around the rim of the net-
work. For each topology, with and without connections between modules outside the central
core, 100 random networks were generated. Without intra-module connections, networks ex-
hibited average knotty-centre index of ξ (G) = 3.91 ± 0.16 and size of the knotty centre of
26.18 ± 6.32 nodes. With intra-module connections networks exhibited average knotty-centre
index of ξ (G) = 2.66 ± 0.14 and size of 28.91 ± 7.21 nodes. The change to the index value
and size of the knotty centre is in-line with the loss of topological centrality of the core module
resulting from the additional connections.
Two previously used real-world networks that exhibit a knotty centre are considered next.
The first is the power grid of the Western United States used as an example of a small-world
network in Watts and Strogatz (1998). The network consists of 4941 nodes and 6594 edges with
few connections between nodes of high degree. Calculation of the rich-club index against 100
randomised versions of the same network results in a value of χ (G) ≈ 2.34 for degree k = 20,
indicating a rich club comprising 26 nodes of degree 20 or greater. Computing the knotty-centre
index identifies a subset of nodes (2529, 2544, 2607, and 2613) with high knotty-centrality
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compared to equivalent random networks (ξ (G) ≈ 11.68) with no overlap between the rich
club and knotty centre. Each of these nodes exhibits low degree (6, 6, 7, and 4 respectively,
where the maximum degree in the network is 19) but is highly central, with the combined
betweenness centrality of the four nodes representing approximately 4.7% of the network total.
Together they form a highly connected network with four of six possible edges present.
The second real-world dataset considered is the co-authorship network of scientists working on
network theory and experiment described in Newman (2006a). A binarised (unweighted) version
of the network is used containing 1589 nodes and 2742 edges. Comparison against 100 ran-
domised versions of the same network yields an estimate of φk (G) ≈ 0.55 and φrandk (NG, EG) =
0.074, indicating a rich club of index χ (G) ≈ 7.46 comprising 27 nodes of degree 36 or greater.
This network possesses a knotty centre (σ (G) ≈ 0.166 and σrand (NG, EG) ≈ 0.021, giving
ξ (G) ≈ 8.05) comprising a network of eight nodes (ids 79, 151, 152, 226, 282, 302, 517, and
518). The degrees of these nodes fall in the range [6, 24] compared to a network maximum of
34. They are of high centrality (combined betweenness centrality 3.3% of network total), and
are highly connected, with 14 of 28 possible edges present. The rich club and knotty centre
overlap by a single node (node 79, who is M.E.J. Newman, the paper’s author). It is worth
noting that a number of subsets of any network are likely to exist with near-optimal knotty-
centrality (Good et al., 2010), and in real-world examples it may be instructive to build a
profile of larger groups of nodes with high knotty-centrality. In the case of both power-grid and
co-authorship networks further work is required to establish the significance of nodes within the
knotty centre. It can be speculated that, given the high centrality of this set of nodes and the
modular structure of both networks, they represent a functionally significant subset connecting
modular regions of the network, such as nodes linking the individual grids of power generating
states or connections between researchers at different institutions.
The measure is next applied to a number of brain networks. The first is a connectivity matrix
Gcat for the cortex of the cat described in Scannell et al. (1999). This is a directed network
collated from a large number of tracer studies of adult cat cortical and thalamic connectivity,
and represents a single hemisphere containing approximately 1500 connections parcellated into
95 anatomical regions. It was analysed from a graph-theoretic standpoint by Sporns et al.
86 Chapter 5. Identifying Core Networks in Brain Structure
Figure 5.5: The knotty centre of human cortex and its relationship to the structural core as
defined by Hagmann et al. (2008). The compact knotty centre has a large overlap with the
structural core, but excludes central medial areas and includes additional superior frontal areas.
(2007), and further studied by Zamora-Lo´pez et al. (2010) from a perspective close to that of the
current work. While the latter study identifies and discusses the significance of a topologically
central core network for communication in the brain and identifies hub nodes in the brain
using existing graph theoretical measures, it provides no method of identifying the set of nodes
forming the core network.
Both binarised (unweighted) and weighted versions of the 52 cortical regions of the matrix
were used for the present study. The matrix has Ncat = 52 nodes and Ecat = 818 edges. By
generating 100 random directed networks with Ncat nodes, Ecat edges, and the same degree
sequence as Gcat, an estimate of σ
rand (Ncat, Ecat) ≈ 0.4165 was obtained for the unweighted
matrix. For Gcat itself an estimate σ (Gcat) ≈ 0.5843 was obtained, yielding knotty-centre index
of ξ (Gcat) ≈ 1.2662. The membership of the computed knotty centre, using the nomenclature
of Scannell et al. (1999), was {20a, 20b, 7, AES, EPp, 6m, 5A1, PFCL, Ia, Ig, CGp, 35, 36}
(Fig. 5.4). This includes all eleven nodes having degree greater than one standard deviation
above the mean, a set that is also identified as both a rich club and a dynamic core by Zamora-
Lo´pez. It also includes areas 20b and PFCL, and all eight of the nodes having betweenness
centrality greater than one standard deviation above the mean, as well as areas 7, 6m, 5A1,
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20b, and PFCL.
Similarly, estimates of σrandC (Ncat, Ecat) ≈ 0.3192 and σC (Gcat) ≈ 0.4638 were obtained, yield-
ing a compact knotty-centre index of ξC (Gcat) ≈ 1.453. The membership of the computed
compact knotty centre was {20a, AES, EPp, 6m, Ia, Ig, CGp, 35, 36} (Fig. 5.4). This com-
prises nine out of the eleven high-degree/rich-club nodes, excluding only areas 7 and 5A1, and
includes all eight of the nodes having betweenness centrality greater than one standard devi-
ation above the mean, as well as area 6m. The weighted matrix resulted in similar values of
ξ (Gcat) ≈ 1.2865 and ξC (Gcat) ≈ 1.4070. To summarise, the knotty centre of the feline brain
has a large overlap with the subset of nodes that have previously been identified as topologically
significant using other measures. Moreover, the knotty-centre index captures in a single mea-
sure the considerable extent to which this distinguished set of nodes stands out as a topological
nexus over and above any subset of nodes in a comparable random network.
To further assess its utility, the measure was applied to a second brain network, namely the
structural connectivity matrix Ghum derived from diffusion spectrum imaging of five subjects
by Hagmann et al. (2008) and subjected to a graph-theoretic analysis by the same authors. The
matrix contains 66 cortical regions partitioned according to standard anatomical landmarks.
Connectivity is undirected and based on the density and length of white matter fibre tracts
connecting each region. As with the cat matrix, both binarised (unweighted) and weighted
versions of the human matrix were considered, with Nhum = 66 nodes and Ehum = 1148
edges. 100 random networks with Nhum nodes, Ehum edges, and the same degree sequence
as Ghum were generated in each case. For the unweighted matrix this yielded an estimate of
σrand (Nhum, Ehum) ≈ 0.3671. The knotty-centredness of Ghum was estimated as σ (Ghum) ≈
0.4472, yielding an estimated knotty-centre index of ξ (Ghum) ≈ 1.2184. Although the computed
knotty centre includes all members of the “structural core” identified by Hagmann et al. (2008),
it comprises over 40% of all cortical regions in the whole 66 node network (Fig. 5.5).
Following the same procedure with the compact version of the measure yielded
σrandC (Nhum, Ehum) ≈ 0.2696 and σC (Ghum) ≈ 0.3412, giving ξC (Ghum) ≈ 1.2655. The com-
puted compact knotty centre comprises 11 nodes (Fig. 5.5). Of these, six are shared with the
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Hagmann structural core, including the precuneus and superior parietal areas in both hemi-
spheres. However, it excludes eight regions that are contained in the Hagmann structural core,
and contains five that are not. The five extra regions are predominantly in the left hemisphere,
but include superior frontal areas in both hemispheres. The weighted matrix resulted in values
ξ (Ghum) ≈ 1.2322 and ξC (Ghum) ≈ 1.3714.
It will be noted that the two knotty-centre indices for the human matrix are exceeded by the
corresponding indices for the cat matrix, which may seem counter-intuitive (even to a cat-
lover). Given that the cat matrix represents a single hemisphere, the analysis was also repeated
for each hemisphere of the human connectivity matrix independently, returning values in both
cases lower than that of the combined matrix (ξ (Gl hum) ≈ 1.096 and ξC (Gl hum) ≈ 1.1588 for
the left hemisphere and ξ (Gr hum) ≈ 1.1174 and ξC (Gr hum) ≈ 1.2028 for the right). It should
be remembered that the human and cat matrices were produced using different methods, and
as noted previously (van Wijk et al., 2010), comparison of the graph theoretic properties of
networks of different size and connectivity is not straightforward. One of the networks is also
directed and the other undirected, where knowing the direction of connections may alter the
shortest paths within the network and have some network dependent effect on the value of
knotty-centre index. A legitimate cross-species comparison would require directly comparable
matrices, and would need to treat variations in connection strength more carefully.
5.2 Set Betweenness Centrality
In this section an improved definition is provided for the topological centrality of a subset
of nodes within a network. The knotty centre index employs the summation of betweenness
centrality values as a measure of overall centrality. This ignores the connectivity between
nodes within the knotty centre. A single shortest path may pass through multiple nodes in
the central set, and changes to the internal topology of this central set of nodes may change
the value of the knotty centre index without altering the proportion of shortest paths passing
through the knotty centre. The problem is illustrated in Figure 5.6 and Table 5.1, which show
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Figure 5.6: For each network a), b) and c) consider the shortest paths between nodes outside
of the subset U = {v3, v4}. The number of shortest paths passing through U between nodes
in subset W = {v1, v2, v5, v6} is the same in each case. All shortest paths between nodes in W
pass through U except those between {v1, v2} and {v5, v6}. The shortest paths between each
node in U and nodes in W varies in each network however.
the centrality of a subset of nodes U = {v3, v4} across three networks of similar topology.
The summation of individual betweenness centrality values BC (v) and normalised summation
bc (i) vary widely across networks shown in Figs. 5.6a, 5.6b and 5.6c (Table 5.1). The number
of shortest paths passing through U between the remaining nodes {v1, v2, v5, v6} is identical in
each case however. All shortest paths barring {v1, v2} and {v5, v6} must pass through U . By
calculating the combined centrality of a population of nodes U of size n in graph G through
normalised summation of the centrality of each of the individual nodes u ∈ U (Equation 5.3),
we are in effect considering n separate networks each excluding a single node u. All remaining
shortest paths generated by v ∈ U where v 6= u to all nodes w ∈ G where w 6= u are included
in each of these n cases. Changing the internal topology of subset U may affect its centrality as
measured by bc (i) without altering the shortest paths passing through U from the remaining
nodes.
An alternative approach is to re-formulate betweenness centrality to account for shortest paths
passing through multiple nodes. Following the definition of betweenness centrality given in
Kintali (2008), let the total number of shortest paths between vertices s, t ∈ V for the undirected
graph G (V,E) with vertices V = {v1, v2, ...vn} and edges E = {e1, e2, ...em} be denoted by
λst = λts, and the number of shortest paths between s and t passing through vertex v by
λst (v). The value δst (v) is the fraction of shortest paths between s and t passing through v,
δst (v) =
λst(v)
λst
, referred to as the pair-dependency of s,t on v. The betweenness centrality of a
vertex v ∈ G is then defined as
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Table 5.1: Summary of betweenness statistics for subset U = {v3, v4} of each the networks
shown in Figure 5.6. Values are given for individual betweenness centrality (BC(v)), nor-
malised summation of betweenness values
∑
i∈U bc(i), set betweenness centrality BC
∗(U) and
normalised set betweenness centrality bc∗(U)
BC(v2)
∑
i∈U bc(i) BC
∗(U) bc∗(U)
Fig. 5.6a 12 1 8 0.6˙
Fig. 5.6b 4 0.3˙ 8 0.6˙
Fig. 5.6c 6.6˙ 0.6˙ 8 0.6˙
BC (v) =
∑
s,t:s 6=v 6=t
δst (v) (5.8)
The dependency of a source vertex s ∈ V on a vertex v ∈ V is defined as
δs∗ (v) =
∑
t:t6=s,t 6=v
δst (v) (5.9)
leading to the following expression for betweenness centrality
BC (v) =
∑
s:s 6=v
δs∗ (v) (5.10)
Given the same undirected graph G (V,E) and subset of vertices U ⊆ V , let the number of
shortest paths between vertices s, t ∈ V through the set of vertices U be denoted by λst (U).
The fraction of shortest paths between s, t passing through any vertex u ∈ U is then denoted
σst (U), where σst (U) =
λst(U)
λst
. An updated measure of betweenness centrality, set betweenness
centrality, is then defined for the subset of vertices U as
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BC∗ (U) =
∑
s,t:s,t/∈U,s6=t
σst (U) (5.11)
Let the set dependency of a source vertex s ∈ V on the set of vertices u ∈ U be defined as
σs∗ (U) =
∑
t:t/∈U,t 6=s
σst (U) (5.12)
The betweenness centrality of the set of vertices U can then be expressed as
BC∗ (U) =
∑
s:s/∈U
σs∗ (U) (5.13)
Extension of BC∗ to both directed and weighted graphs following similar weighted and directed
variants of BC is straightforward. Given that only the shortest paths between nodes W = G∩U
are considered, the value BC∗ can only be affected by changes to network topology that result
in redirection of shortest paths external to U . A version of the measure normalised by the total
number of shortest paths between nodes not in U is given by
bc∗ (U) =
BC∗ (U)∑
s,t/∈U,s 6=t λst
(5.14)
with values of bc∗ (U) ranging between [0, 1] where bc∗ (U) = 1 if all shortest paths in the
network excluding U pass through U . A measure of the centrality of U taking into account the
number of nodes excluded from the subset is given by
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a) b)
Figure 5.7: Networks of a) rich-club and b) knotty-centre topology with nodes in the between-
ness centre shown in red. All nodes in the knotty-centre network are of the same degree.
C (U) =
(
1− NU
N
)
BC∗ (U) (5.15)
where N is the number of nodes in G and NU the number of nodes in U . We will say that a
path P traverses G through T if a subset p ⊆ P exists, denoted by p = {p1, ..., pk}, such that
the endpoints of the path lie on the most central set i.e. p1, pk ∈ T . Let the union of nodes
t within all p excluding nodes in T be referred to as internal to T . This represents the set of
nodes traversed by all shortest paths between the nodes of the most central set.
Finding the subset T ⊆ G with maximal value C (T ) identifies the smallest, most central subset
of nodes within G. A gradient descent method for estimating the knotty centre of a network G
has been described previously (Shanahan and Wildie, 2012), where a subset S1 ∈ G is a knotty
centre of G if there does not exist a distinct subset S2 such that KC (S2) > KC (S1). The
same mechanism is used to estimate the betweenness centre of network G, such that subset U1
is the betweenness centre of G if no distinct subset U2 exists such that C (U2) > C (U1). Let
the set betweenness BC∗ of the betweenness centre be denoted by value ρ.
The measure is illustrated in Figure 5.7. The betweenness centre of networks displaying rich-
club (Fig. 5.7a) and knotty-centre (Fig. 5.7b) properties corresponds strongly with the central
nodes identified by rich-club and knotty-centrality measures with two key differences. Like
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Figure 5.8: Comparison of the knotty centre and betweenness centre of cat cortex.
knotty-centrality, set betweenness centrality displays no dependence on vertex degree, elements
in the betweenness centre may be of lower degree than excluded vertices. Unlike knotty-
centrality, set betweenness centrality identifies vertices of maximal centrality irrespective of
connectivity between those vertices, and ignoring shortest paths internal to the set. An impor-
tant implication is that nodes that are internal to the core network and display high individual
betweenness centrality, but lie on paths connecting the central nodes, are not included in the
betweenness centre. In the case of a network of knotty-centre topology, the betweenness centre
identifies the set of nodes that bound entry to the core network (Fig. 5.7b).
Results applying set betweenness centrality to cat (Scannell et al., 1999) and human (Hagmann
et al., 2008) connectivity matrices are shown in Figures 5.8 and 5.9. In both cases vertices in
the betweenness centre of Gcat (20a, 7, AES, EPp, Ia, Ig, CGp, 35 and 36) and of Ghum (rSP,
rPCUN, lPCUN, lST, lSP, rSF, lSF, lPREC, rST, rRMF, rLOF) are a subset of the knotty-
centre and display a close correspondence with the compact knotty centre. In order to explore
the difference in membership between the betweenness center and knotty centre we define the
following measure. Let the fraction of all shortest paths between vertices in G (V,E) passing
through subset W ∈ V be denoted by
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Figure 5.9: Comparison of the knotty centre and betweenness centre of human cortex.
Λ (W ) =
∑
s,t:s,t/∈W,s6=t λst (W )∑
s,t:s,t/∈W,s6=t λst
(5.16)
Comparing betweenness centre U and compact knotty centre S, which are of equal size for
both human and cat matrices, the fraction of shortest paths passing through the betweenness
centre (Λ (Uhum) = 0.50 and Λ (Ucat) = 0.57) exceeds that for the fraction passing through the
compact knotty centre (Λ (Shum) = 0.48 and Λ (Scat) = 0.53). A value of 1 would indicate that
every shortest path in the network passes through the betweenness centre e.g. the central set
of nodes in Figure 5.7a where there are no connections between any of the nodes outside of the
centre. A value of 0 is unlikely, as it would indicate that none of shortest paths in the network
pass through the most topologically central set.
Vertices in the betweenness centre may also be ranked by considering the fraction of shortest
paths passing through each vertex w ∈ W
Γ (w) =
∑
s,t:s,t/∈W,s6=t λst (w)∑
s,t:s,t/∈W,s6=t λst
(5.17)
5.2. Set Betweenness Centrality 95
Table 5.2: Ranking Γ for vertices v ∈ V in the betweenness centre V of Gcat
v Γ (v)
35 0.130
36 0.084
AES 0.080
Ia 0.068
EPp 0.066
CGp 0.065
20a 0.063
Ig 0.061
7 0.055
Results are shown for Gcat and Ghum in tables 5.2 and 5.3. It is interesting in the human case
that the largest proportion of shortest paths passes through the left and right superior frontal
cortex (rSF, lSF). These areas are located in the frontal regions of cortex and lie outside of the
previously defined structural core of the network.
A measure for comparison of graphs with different numbers of nodes and edges, the set be-
tweenness index, is defined similarly to the knotty centre index for graph G as
η (G) =
ρ (G)
ρrand (NG, EG)
(5.18)
where ρrand (NG, EG) is the expected set betweenness of a random graph with the same number
of nodes Ng, edges Eg, and the same degree sequence as G. If η (G) > 1 then G has a
betweenness centre that is more pronounced with increasing η (G). When compared against
10 randomly generated networks preserving degree distribution, both cat (η (Gcat) = 1.38) and
human (η (Ghum) = 1.45) matrices exhibit a pronounced betweenness centre.
Calculation of BC∗ follows Brandes algorithm (Brandes, 2001) by first generating the pre-
decessor set Ps (v) for all nodes v in the network constrained by network diameter D. For
graph G (V,E) let ω (e) denote edge weight and dG (s, t) denote the distance between nodes
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Table 5.3: Ranking Γ for vertices v ∈ V in the betweenness centre V of Ghum
v Γ (v)
lSF 0.095
rSF 0.069
lSP 0.066
lPCUN 0.062
rSP 0.052
lST 0.051
rPCUN 0.048
lPREC 0.046
rST 0.039
rLOF 0.038
rRMF 0.027
s and t in graph G, defined as the minimum length of any path between s and t. The set
of predecessors of a vertex v on the shortest paths from s is defined as Ps (v) = {u ∈ V :
{u, v} ∈ E, dG (s, v) = dG (s, u) + ω (u, v)}. The following lemma and theorem are used for
fast calculation of betweenness centrality
Lemma 1. For s 6= v ∈ V
λsv =
∑
u∈Ps(v)
λsu (5.19)
Theorem 1. The dependency of s ∈ V on any v ∈ V obeys
δs∗ (v) =
∑
w:v∈Ps(w)
λsv
λsw
(1 + δs∗ (w)) (5.20)
This does not apply to set betweenness centrality however as the shortest paths between any
two nodes may take multiple routes through the central set U . The current implementation
generates and stores the shortest path tree for each node v using Ps (v), and uses this to maintain
a count of those paths that pass through U . While slower than calculation of BC this did
produce results for all of the described networks within reasonable time. Fast implementation
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of BC∗ is left as future work.
5.3 Discussion
This chapter describes two new measures of centrality, knotty-centrality and set betweenness
centrality, that capture the notion of a topologically central core within a larger network that
is not dependent on node degree. These are required as existing graph theoretical measures for
identifying core networks of high degree represent a high-cost feature for brain networks (Collin
et al., 2013), both in terms of wiring volume, long-range connections and metabolic energy
use, and are not necessary to generate the metastable dynamics suitable for phase-coherent
communication demonstrated in chapters 3 and 4. Application to brain structural connectivity
identifies a set of nodes not found in previous analysis (Hagmann et al., 2008) as part of the
knotty-centre, that may represent members of such a functionally important low-degree net-
work. Additional computational and experimental work is required to establish the significance
of this network both in human connectivity and across species (Shanahan, 2012), and of other
real-world networks examined in this chapter that exhibit a low-degree topologically central
knotty-centre.
The two new measures stand apart from degree-based measures of network structure such as
the rich-club coefficient, k-core decomposition and core-periphery structure. Nodes forming a
rich club by definition have higher degree than the remaining nodes in the network and high
connectivity between the rich club members. Similarly k-core decomposition and core-periphery
structure identify sets of highly connected nodes, and s-core decomposition (Hagmann et al.,
2008) sets of strongly connected nodes in a weighted network. By contrast, there is no constraint
on the degree or strength of connectivity of nodes forming a knotty centre or betweenness centre.
The randomly generated knotty-centred networks considered in this chapter explicitly maintain
uniform degree of nodes and equal weight of edges while generating a topologically central core
module. Set betweenness centrality provides an improved definition of the centrality of a set
of nodes within a larger graph by extending the notion of betweenness centrality to find the
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smallest subset of nodes of maximum topological centrality independent of node degree. All of
these measures can be considered complementary views into network topology.
Chapter 6
Relating Neural Structure and
Dynamics through Hierarchical
Clustering
In this chapter a method of analysing the temporal dynamics of synchronisation within networks
of coupled oscillators is developed, with the aim of identifying nodes in the network forming
synchronous clusters of activity and tracking changes in cluster membership over time. The
motivation is to establish a connection between the metastable dynamics described in Chap-
ter 3 and the modular structural connectivity of the brain, that modular brain structure results
in transient periods of synchronization between brain regions. Applied to a model of cortical
gamma oscillation based on empirical connectivity data (Cabral et al., 2011), the method iden-
tifies a strong correspondence between clusters of synchronous activity and modular structure
when the network is within a metastable parameter regime.
There is no doubt that the application of graph theory to the analysis of neural structure has
led to a greater understanding of the organisation of the human brain (Bullmore and Sporns,
2009). Continued advances in non-invasive structural imaging and tractography allow the
connectivity of the brain to be mapped in ever greater detail. By viewing the resulting set of
white matter tracts between anatomical regions as a network of nodes in a connected graph, the
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Figure 6.1: Spatial representation of a 66-region human brain structural connectivity matrix
(Hagmann et al., 2008) with relative density of connections between regions indicated by line
thickness. Regions forming the structural core of the network are shown in bold.
human brain has been shown to exhibit the small-world property prevalent in natural systems
(Bassett and Bullmore, 2006). Dense local connectivity coupled with a small number of long-
range connections results in an energy and informationally efficient architecture combining local
functional specialisation and global integration.
Applying graph theoretic measures of degree and centrality further identifies some nodes within
this small-world architecture as highly connected “hub” nodes, forming an integrated core
network linking all other major neural areas (Hagmann et al., 2008). The spatial and topological
centrality of anatomical regions forming the core network is indicative of a role in maintaining
efficient global communication throughout the brain (van den Heuvel and Sporns, 2011). Similar
analysis has been performed on functional connectivity matrices, derived from time-series data
recorded through modes of functional imaging such fMRI, MEG or EEG. Small-world properties
have been observed in the topology of both spontaneous resting-state (Salvador et al., 2005)
and task-related networks (Bassett et al., 2006). Modular structure and central hub regions
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Figure 6.2: a) Non-spatial representation of anatomical connectivity (Hagmann et al., 2008)
ordered by hemisphere. Each labelled node corresponds to a single anatomical region, and
each line to a connection between regions. b) Synchronisation dynamics of a model of brain
activity (Cabral et al., 2011) based on the same connectivity matrix. Each anatomical region
has been replaced by a single Kuramoto oscillator, and each structural connection by a weighted
and delayed connection between oscillators. Each line represents the internal synchronisation
of a single cluster of oscillators (cluster membership identified by nodes of the same colour).
Global synchronisation of the network is shown by a black line. The model displays metastable
dynamics, where each cluster displays transient periods of synchronised and desynchronised
activity.
have also been identified in resting-state functional networks (van den Heuvel et al., 2008; Liao
et al., 2011).
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Algorithm 1
Input:
• The matrix Φ, where for N nodes and t time steps Φ(i, j) is the phase θi of node i at
time step j
• The window length wl
• The window step size ws
• The synchrony threshold t
Output:
• A set of clusters Ck each for window wk of starting position k × ws and end position
(k × ws) + wl, where each cluster c ∈ Ck is a maximal non-overlapping subset of N with
total synchrony > t
Method:
Stage 1:
Partition Φ into (sl − wl) /ws windows of length wl. Each window is denoted wk, where wk(i)
is the phase of node i from steps k × ws to (k × ws) + wl for i ∈ N
Stage 2:
for each wk do
Stage 1:
Calculate the matrix D, where each entry D(i, j) is the average pairwise synchrony
φc between nodes i and j over wk for i, j ∈ N and i 6= j. Given D(i, j) = D(j, i)
(n− 1)! entries are required
Stage 2:
while any two clusters remain where D(i, j) > t do
1) Merge the two clusters with highest value D(i, j)
2) Recalculate average φc over wk for all remaining clusters and the newly
merged cluster
3) Update D
end
end
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There is significant evidence for the functional importance of synchronous oscillation over mul-
tiple frequency bands in the human brain (Thut et al., 2012) and changes in synchronisation
are proposed to underlie dynamic routing of information between neural areas (Fries, 2009).
As such, a method of identifying regions of synchronisation within time-series neural data is
a valuable tool for examining the occurrence of this type of potentially significant interaction.
The described method is equally applicable to models of brain activity and data recorded from
modes of functional imaging where oscillation is observed, such as EEG and fMRI. In the
following section the algorithm is applied to a model of synchronisation between connected
brain regions, and a close correspondence shown between synchronous dynamics and regions of
modular structural connectivity within the model.
6.1 Clustering Algorithm
A large number of clustering algorithms have been developed (Xu and Wunsch II, 2005) and
variations continue to be proposed. The aim of the current algorithm is to identify subgroups
of interacting nodes within larger networks that exhibit periods of coherent synchronisation,
and examine how those subgroups change over time for varying time scales. It takes as input
the combined time-series Φ, consisting of the phase of N oscillators at each of sl time steps
of resolution r. From Φ, windows of length wl and step size ws are generated, where the
kth window contains the phase of all oscillators from starting position k × ws to position
(k × ws) +wl. Clustering is then performed individually for each of the (sl − wl) /ws windows.
A hierarchical agglomerative approach is taken to partitioning the network (Algorithm 1),
where the closest two clusters are merged at every step of the algorithm until a synchronisation
threshold t. The distance between any two clusters is calculated as the combined instantaneous
synchronisation φc of all oscillators within both clusters averaged over the current window k.
The algorithm completes when the combined average synchronisation of any two clusters is
below the threshold value.
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6.2 Model
The model of human brain activity described in (Cabral et al., 2011) was used for the generation
of all results. All time-series data was generated independently of results presented in Cabral
et al. (2011), only the model and not the original data were used. A brief description of the
connectivity matrix underlying the model follows, full details are given in (Hagmann et al.,
2008). The connectivity matrix covers 66 anatomical regions partitioned according to standard
cortical anatomical landmarks. Connectivity between regions was obtained via T1-weighted
and diffusion spectrum MRI. The density and length of fibre tracts were downsampled from
an initial high-resolution scan covering 998 regions-of-interest (ROIs) and averaged over five
subjects. The resulting network exhibits a densely connected and topologically and spatially
central structural core, with a high degree of coupling between hemispheres (Figures 6.1 and
6.2a).
In (Cabral et al., 2011) the same connectivity matrix is used to model the synchronization
dynamics of spontaneous cortical gamma oscillation. Each of the 66 anatomical regions in the
matrix is replaced by a single Kuramoto oscillator (Section 2.4.2), with connections between
oscillators (weight matrix K and delay τ in Equation 2.16) derived from the average fibre
density and length values produced in Hagmann et al. (2008). Within a given parameter
regime the authors find that the model closely reproduces empirical observations of resting-
state activity. In particular, the parameter space producing the closest match to empirical
data results in dynamically complex behaviour. Oscillators exhibit low global synchronisation
combined with the continuous and transient formation of highly synchronous sub-networks
within model activity (Figure 6.2b). This is well-described by the dynamics of metastable
chimera states seen in community-structured oscillator networks (Shanahan, 2010b). In the
following section the results of applying hierarchical clustering on model output are presented,
using parameters from within the same region producing metastable behaviour.
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Figure 6.3: Applying the algorithm over a long time window (wl = 4000) identifies three clusters
that maintain a constant high level of synchrony (φc > 0.95). These are labelled 1, 2, and 3 and
the same labels are used to indicate these clusters in all following tables and figures. a) The
anatomical connectivity within and between each cluster. b) The instantaneous synchronisation
over time of each cluster (cluster membership identified by nodes of the same colour). c) The
instantaneous synchronisation of each combination of the three clusters (blue line = [1,2], red
= [1,3], green = [2,3] and black = [1,2,3]).
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Table 6.1: Correspondence between anatomical regions in the structural core (Hagmann et al.,
2008) and highly synchronous clusters (Figure 6.3). Regions in the structural core are listed by
name, and cluster membership indicated by the preceding number.
left hemisphere right hemisphere
posterior cingulate cortex (1) lPC (1) rPC
precuneus (1) lPCUN (1) rPCUN
cuneus (1) lCUN (1) rCUN
paracentral lobule lPARC (1) rPARC
isthmus of the cingulate (1) lISTC (1) rISTC
banks of the superior temporal sulcus (2) lBSTS (3) rBSTS
inferior parietal cortex (2) lIP (3) rIP
superior parietal cortex (2) lSP (3) rSP
6.3 Results
The results of applying the clustering algorithm described in Section 6.1 to the output of the
model of spontaneous cortical gamma oscillation described in Section 6.2 are shown in Figures
6.3 and 6.4. The phase of each of the 66 oscillators in the model was recorded at each step of
a simulation of 5 seconds of activity, with resolution r of 1.25 ms per time step. The natural
frequency ω of each oscillator was set to 40Hz and the initial phase of each oscillator assigned
randomly. The first 200 time steps of the simulation were discarded to allow for any initial
network transient.
The case where oscillators remain highly synchronous (φc > 0.95) over the entire simulation
(wl = 4000) is shown in (Figure 6.3a). Three clusters are identified within the model located in
posterior and medial cortical regions that maintain a constant high level of internal synchroni-
sation (Figure 6.3b). Synchronous activity within posterior and right medial clusters appears
tightly coupled, while synchronisation between these and the left medial cluster (Figure 6.3c)
displays alternating periods of synchronisation and desynchronisation.
The correspondence of synchronous clusters to anatomical regions identified as falling within
the structural core of the network is given in Table 6.1. Each of the hub nodes forming the core
of the network is contained in one of the highly synchronous clusters with the exception of the
left paracentral lobule (lPARC). The correspondence with cortical regions of a later “rich-club”
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Table 6.2: Correspondence between cortical “rich-club” regions (van den Heuvel and Sporns,
2011) and synchronous clusters (Figures 6.3 and 6.4).
left hemisphere right hemisphere
superior frontal cortex (4) lSF (5) rSF
precuneus (1) lPCUN (1) rPCUN
paracentral lobule (1) rPARC
superior parietal cortex (2) lSP (3) rSP
posterior cingulate cortex (1) lPC (1) rPC
isthmus of the cingulate (1) lISTC (1) rISTC
cuneus (1) rCUN
lingual gyrus (1) lLING (1) rLING
pericalcarine cortex (1) lPCAL (1) rPCAL
caudal anterior cingulate cortex lCAC rCAC
rostral anterior cingulate cortex (4) lRAC
caudal middle frontal cortex rCMF
entorhinal cortex lENT rENT
fusiform gyrus lFUS
parahippocampal cortex lPARH rPARH
superior temporal cortex (2) lST (3) rST
analysis of connectivity data (van den Heuvel and Sporns, 2011), a phenomenon where hub
nodes within a network tend to be more densely connected with each other than with nodes of
lower degree (Colizza et al., 2006), is given in Table 6.2. This study was based on more detailed
connectivity data that included sub-cortical regions, only correspondence with regions present
in the model is shown. It is interesting that the left paracentral lobule is also absent from the
rich-club network.
The result of searching for highly synchronous clusters (φc > 0.95) over a shorter temporal
window (wl = 200, ws = 5) is shown in Figure 6.4. In addition to the three synchronous clusters
found previously, two clusters are identified (Figure 6.4a) occupying frontal cortical regions that
display metastable synchronisation dynamics (Figure 6.4b). The combined synchronisation of
both frontal clusters is shown in Figure 6.4c.
The authors of Hagmann et al. (2008) also identify modular structure within the network
through the application of spectral community detection (Newman, 2006b). The optimal par-
titioning of anatomical regions according to the connectivity matrix results in six modular
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Table 6.3: Correspondence between modular (Hagmann et al., 2008) and synchronous (Figures
6.3 and 6.4) clusters.
left hemisphere right hemisphere
Module 1 (1) lCUN (1) rCUN
(1) lLING (1) rLING
lPARH
(1) lPCAL (1) rPCAL
(1) lPCUN
Module 2 lCAC rCAC
(1) lISTC (1) rISTC
lPARC (1) rPARC
(1) lPC (1) rPC
(1) rPCUN
Module 3 (2) lBSTS Module 4 (3) rBSTS
lENT rENT
lFUS rFUS
(2) lIP (3) rIP
lIT rIT
lLOCC (3) rLOCC
(2) lMT (3) rMT
lPSTC rPSTC
(2) lSP (3) rSP
(2) lST (3) rST
lSMAR (3) rSMAR
lTP rTP
(2) lTT (3) rTT
rPARH
Module 5 lCMF Module 6 rCMF
(4) lFP (5) rFP
lLOF rLOF
(4) lMOF (5) rMOF
lPOPE rPOPE
lPORB rPORB
(4) lTRI (5) rTRI
lPREC rPREC
(4) lRAC (5) rRAC
(4) lRMF (5) rRMF
(4) lSF (5) rSF
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Figure 6.4: Applying the algorithm over a short time window (wl = 200) identifies two clusters
that exhibit transient periods of high (φc > 0.95) and low synchrony. These are labelled 4 and 5
and the same labels are used in all following tables and figures. a) The anatomical connectivity
within and between each cluster. b) The instantaneous synchronisation over time of each
cluster (cluster membership identified by nodes of the same colour). c) The instantaneous
synchronisation of the combination of both clusters.
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Figure 6.5: Spatial representation of synchronous regions found through clustering. The spatial
distribution of nodes within synchronous clusters shows a strong correspondence to modularity
of the connectivity matrix, with each module containing oscillators from a single synchronous
cluster.
regions. A strong correspondence is found between the modules identified within the network
structure and clusters of synchronous activity in the model (Table 6.3). The four frontal and
medial clusters are a subset of each of four different modules, with the posterior cluster a subset
of the remaining two modules. The spatial distribution of nodes within each cluster is given in
Figure 6.5.
6.4 Discussion
This chapter presented a method for analysing the temporal dynamics of synchronisation be-
tween networks of coupled oscillators, based on hierarchical agglomerative clustering of the
windowed time-series consisting of the phase of each interacting oscillator. Application to an
existing model of cortical gamma synchronisation dynamics demonstrates a strong correspon-
dence between synchronous clusters identified in model activity and the modular structure of
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the connectivity matrix on which the model is based. The synchronisation of activity in the
model appears related to both the degree and centrality of nodes and the distribution of spa-
tially and topographically modular regions in network structure. That is, the model exhibits
the same dynamics we see in Chapter 3 where individual modules fall in and out of synchrony
both internally with other modules in the network. The strong correspondence between syn-
chronous clusters identified in model activity and the properties of the connectivity matrix on
which the model is based is indicative of dynamical constraints placed on activity by underlying
anatomical structure. Central hub nodes with a high degree of connectivity to other nodes in
the network and to each other show significant overlap with nodes forming highly synchronous
clusters. When clusters are included that display transient periods of high internal synchroni-
sation, as with the metastable network of Chapter 3, an additional tendency is found for nodes
in structural modules to synchronise with each other.
There are several avenues for further work. The described method would extend easily to other
dynamical measures beyond the instantaneous synchronisation of coupled oscillators. Consider-
ing the relative phase of synchronisation between clusters may also produce interesting results
for neural data, as would extending the method to include information theoretic measures such
as transfer entropy (Schreiber, 2000) or causal density (Seth et al., 2011). It would also be
interesting to consider the response of the model to input simulating an external stimulus,
and to apply the method to time-series data produced by modes of functional imaging such as
EEG or fMRI. Finally, further investigation is required in the current model into the relation-
ship between connectivity within and between structural modules and synchronisation between
nodes.
Chapter 7
Conclusion
This thesis presents a multi-level exploration of information transfer and integration in neu-
ral systems through synchronisation and phase-coherence. There is general agreement that
a flexible integrative mechanism must be present in the brain in order to efficiently support
changing cognitive demands (Bressler, 1995; Doesburg et al., 2008; Varela et al., 2001), with
communication-through-coherence the prominent theory of cognitive integration (Fries, 2009).
Modularity is also recognised as a key organisational principle of brain connectivity (Bassett
and Bullmore, 2006; Sporns and Zwi, 2004). The primary motivation for the work presented
in this thesis has been understanding the relationship between structure and dynamics within
the brain, how modularity and underlying biology generate dynamics suitable for large-scale
integration and interaction between functional brain regions. Gaining a full understanding
of the way in which brain-scale dynamics leads to functional interaction between individual
spiking neurons has required viewing the problem at several levels, from the synchronisation
properties of modular networks of abstract oscillators, to detailed modelling of stimulus transfer
between neuronal populations, to the graph theoretic analysis of empirically derived structural
and functional connectivity matrices and identification of core networks within the brain.
The demonstration of metastable chimera states in modular networks of delay and pulse-
coupled oscillators represents an important step in establishing the biological plausibility of
weakly-coupled oscillator networks as a model of brain synchronisation dynamics, and the role
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of metastablity (Niebur et al., 1991) and chimera states (Kuramoto and Battogtokh, 2002) in
neural communication. Complex metastable dynamics have long been suggested to be impor-
tant in cortical coordination and cognition (Bressler and Kelso, 2001; Friston, 1997) and there
is some experimental evidence of metastable activity in the brain (Sasaki et al., 2007; Werner,
2007). Previously studied networks employing phase-coupling between oscillators (Bhowmik
and Shanahan, 2012; Shanahan, 2010b) exhibit the complex dynamical properties required for
modelling neural integration through synchronisation and phase-coherence. They are not a
convincing model of interaction between functional elements of the brain, as the biological in-
terpretation of phase-coupling in the brain is unclear. Delay and pulse-coupled (Mirollo and
Strogatz, 1990) oscillator networks are a more appropriate model of both the aggregate inter-
action between brain regions and the interactions between individual neurons.
The findings presented in chapter 3 demonstrate that modular networks of pulse and delay-
coupled oscillators exhibit both metastabilty and chimera states, and that those states are
suitable for modelling phase-coherent communication in the brain, mainly a changing set of
transient phase-coherent coalitions between modular brain regions. Increasing the level of ex-
ternal connectivity in the network leads to increasing phase-coherence between modules within
the synchronised subset, until complete phase-coherence occurs above a threshold value inde-
pendent of delay. The metastable chimera states that emerge from the activity of modular
oscillator networks are not just synchronous, but synchronous with a constant phase relation-
ship as would be required of a mechanism of large-scale neural integration. Another key finding
is that, unlike previous models (Bressler and Kelso, 2001; Rabinovich et al., 2008) the metasta-
bility of the system persists in the absence of noise, no stochastic input is required to the model
in order to maintain the transition between states. These results suggest that metastability
and chimera states underlie cortical communication, and should be reflected in experimental
data. That is, task related brain activity should exhibit a changing pattern of phase-coherent
synchronisation between brain regions related to the task, and performance should be impaired
by disruption of synchronization between those regions (Stopfer et al., 1997).
Development of a biologically plausible model of stimulus transmission through competitive en-
trainment is a second important step in establishing the functional significance of phase-coherent
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oscillation in neural integration. Many previous studies have considered the properties of oscil-
lation in individual neurons (Bo¨rgers and Kopell, 2008; Gielen et al., 2010; Masuda, 2009) and
populations of neurons (Akam and Kullmann, 2010; Masuda, 2009). None has demonstrated
competitive transfer of population encoded activity where one of multiple converging firing
patterns is transferred between populations through phase coherent oscillation. The model
presented in Chapter 4 is both based on underlying biology, using the Hodgkin-Huxley neuron
model, conductive synapses and gamma oscillation generated through PING (Bo¨rgers et al.,
2005) and the action of recurrent synaptic connections between a locally connected network of
excitatory and inhibitory neurons, and shows that this structure generates internal phase dy-
namics between populations suitable for stimulus competition. Two key properties observed in
biological networks are reproduced, that single neurons recorded during cortical gamma rhythm
fire irregularly and at slower rate than the oscillation frequency of local field potential (Colgin
et al., 2009; Csicsvari et al., 1999; Geisler, 2005; Kondgen et al., 2007; Pesaran et al., 2002), and
that individual neurons comprising the oscillating population displaying approximately Poisson
interspike interval distribution (Softky and Koch, 1993). Considered individually this is the
most complete demonstration to date of the communication-through-coherence hypothesis in a
spiking neural network.
When combined with the model of Chapter 3 it suggests that the transient metastable dynamics
generated by a small-world modular network would allow gating of information flow at the level
of individual populations of spiking neurons. That the behaviour emerges from a competitive
process driven by stimulus characteristics and does not require an external top-down signal to
drive selection is consistent with these metastable dynamics. The close correspondence with
properties of binocular rivalry (Blake, 2001), a well known experimentally observable process
of stimulus rivalry, supports the likelihood of finding this mechanism of stimulus transmission
within biological neural systems. A unique attribute of model is that effect of inhibition is local,
which, given the local nature of most inhibitory connections (Markram et al., 2004; Whittington
and Traub, 2003), provides a more realistic model for competition between spatially separate
brain regions. Again, if this process is at work in the brain it should be experimentally ob-
servable in the firing of source and target neurons connected by convergent synaptic input.
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This is at the limit of current experimental technique however, and may first require further
validation through modelling and the use detailed connectome data (Sporns et al., 2005) to
identify similar convergent structures in brain connectivity.
Having explored the structural and dynamical properties of networks suitable for functional
phase-coherent neuronal synchronisation, it remains to establish the same structural and func-
tional properties in the known connectivity of the brain. Recent evidence supports the notion
of a topologically central connective core network linking all areas of the brain (van den Heuvel
and Sporns, 2011), that potentially constrains information flow (Zamora-Lo´pez et al., 2011) and
acts simultaneously as an arena for competition and a locus of broadcast for coherent integration
between brain regions (Shanahan, 2010a, 2012). Many existing graph theoretic measures of the
centrality and modularity of individual nodes and sets of nodes within a network (Bonacich,
1972, 2007; Freeman, 1979; Kintali, 2008; Newman, 2010) have been adopted by the neuro-
science community to the analysis of modularity and identification of key nodes and sets of
nodes in brain networks (Bullmore and Sporns, 2009; Sporns et al., 2007). Existing measures
of the centrality of set of nodes within a network (Alvarez-hamelin et al., 2006; Colizza et al.,
2006) assume that those nodes are of high degree, yet a densely connected high degree central
core in brain structure is costly both in terms of wiring and metabolic expenditure (Collin
et al., 2013).
This work contributes two new measures of the centrality of a set of nodes within a network,
knotty-centrality and set betweenness centrality, that capture the notion of an efficient modular
structure with a highly topologically central core irrespective of node degree. Knotty-centrality
utilises the existing measure of betweenness centrality to identify a topologically central highly
connected core network, where set betweenness centrality is a redefinition of betweenness cen-
trality to account for a set rather a single node. Application of both measures to human
structural connectivity data identifies a set of nodes not found in previous analysis of the same
dataset (Hagmann et al., 2008) that may represent members of such a functionally important
low-degree network. A smaller set of nodes falling within the compact knotty centre and set
betweenness centre form a highly topologically central and connected subnetwork within brain
connectivity. If the hypothesis of an efficient core network for communication in the brain is
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correct, then these regions are likely fundamental to communication and integration of infor-
mation in the brain. The current work serves as a basis for further computational analysis as
detailed structural data becomes available (Van Essen et al., 2012), and as a guide to experi-
mental work in the role of phase coherence in neural communication. Finally in Chapter 6 the
correspondence between modular connectivity and functional activity was demonstrated in a
model of cortical gamma synchronisation (Cabral et al., 2011), based on empirically derived
human structural connectivity data (Hagmann et al., 2008). The model exhibits the same
metastable dynamics as that of Chapter 3, with modular regions of the network displaying
transient pattern of synchrony both internally and with other modules in the network.
The results presented in this thesis take us some way towards understanding the large-scale
integrative mechanisms of the brain. There is still much to be done. An obvious extension to
the model of metastable chimera states presented in Chapter 3 is to replace abstract oscillators
with networks of spiking neurons, combining the dynamics of both individual and aggregate
behaviour of neuronal populations that are represented separately in this work through time-
delayed and pulse-coupled oscillator networks. It is important to establish a link between
the restricted parameter regime required for metastable chimera states in abstract oscillator
networks and the biophysical properties of neurons and synapses within brain networks. Gen-
eration of oscillation through the PING mechanism of recurrent inhibitory feedback between
excitatory and inhibitory populations would also allow combination with the model of stimulus
transfer presented in Chapter 4, and the exploration of the functional implications of metastable
dynamics in the gating and transfer of stimuli in large modular spiking neural networks.
A long-term goal of this work is to combine all areas described in this thesis in a single embodied
model of information integration in the brain (Pfeifer et al., 2007; Sporns, 2007). That is, the
emergence of large-scale dynamics between brain regions suitable for phase-coherent transfer
of information, functional interactions between those brain regions, and an empirical basis and
biologically plausible structure and resulting functional activity. A physically embodied biolog-
ically plausible model that received real-world stimuli, and whose actions in the world relied
on changing phase-coherent synchronisation between model elements, would be a compelling
demonstration of the integrative capacity of neural synchronisation. This is left as future work.
Appendix A
Computational Considerations
The computational demands of large-scale neural simulation are such that the underlying choice
of hardware architecture can be a significant limiting factor. Generation of results for a sin-
gle chapter of this thesis (Chapter 4) required over a month of continuous execution on a
large distributed computing cluster (Section 4.1.2), and attempting whole brain simulation or
even detailed partial simulation requires resources beyond the reach of many researchers in the
field (Markram, 2006). Commodity hardware architectures that can be optimised for the sim-
ulation of spiking neural networks offer a promising route for bringing large-scale biologically
plausible modelling to a larger research community (Fidjeland and Shanahan, 2010). Even so,
the space of neural models is large, and the underlying question that a researcher is asking
and data that must be generated by the model are important considerations. In this appendix
an overview is provided of the application of different hardware and software architectures for
spiking neural simulation used over the course of this research.
The straightforward solution to accelerating simulation of a large single spiking neural net-
work is to distribute the neurons of that network over a CPU cluster, such that each node is
responsible for some portion of the model. This approach is taken by several popular simula-
tion packages such as NEST (Gewaltig and Diesmann, 2007) and NEURON (Carnevale, 2007)
which both provide Message Passing Interface (MPI) based parallel implementations. A model
of layers II-IV of rat barrel cortex utilising a modified version of the MPI implementation of
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Figure A.1: A visualisation of layers II, III and IV of a model of rat barrel cortex comprising
of 3,717 neurons and 2.2 million synapses.
NEST is described in (Phoka et al., 2012), with modifications to support the Izhikevich neuron
model, the generation of spontaneous synaptic activity (synaptic release), saving and restoring
of model state for multi-part simulation, and efficient recording of data to allow the state of
every neuron and synapse in the model to be sampled at regular intervals, carried out by the
current author, as well as visualisation (see Figure A.1 and paper supplementary material) and
development of analysis tools. The model comprises of 3717 neurons and approximately 2.2
million synapses. A simulation of 120 seconds of the model required approximately 442 minutes
of computational time when run over 12 processors of the Imperial College High Performance
Computing (HPC) system, and post-processing of data an additional 1,980 minutes.
A key issue with distributed simulation of a single model is that parallelism is constrained by
synaptic connections between neurons residing on different nodes of the cluster. A representa-
tion of every spike generated by neurons residing on a node destined for external neurons must
traverse the physical network connecting the cluster and arrive at the target neuron within
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Figure A.2: Overall FPGA simulator architecture
the delay of the connecting synapse in order for the simulation to proceed. An expression for
estimating the cost of distributed simulation of a spiking neural model is derived in Wildie
et al. (2009). It is shown that in practice the speed-up decreases non-linearly with the num-
ber of nodes until external synaptic transmission dominates simulation time and no further
improvement is seen.
A very different approach is taken with results presented in Chapters 3 and 4, where distributed
simulation over a large CPU cluster is used to explore the parameter space of a single model.
Experimental studies of the brain do not yet produce enough detail to unambiguously constrain
the structure or parameters of any given large-scale neural model and many assumptions are
required. Given the size of the parameter space and computational demands of simulation these
assumptions often go unexplored, even though small changes to some values may significantly
affect the dynamical behaviour of the model and undermine the findings of the study. Validation
of computational models of the brain is an area that has not received as much attention as
the generation of new models. For the oscillator model presented in Chapter 3, synchrony,
metastability and chimera index are enumerated over delay and degree of external connectivity
(Fig. 3.1). For the model of competitive stimulus selection presented in Chapter 4 the synaptic
parameter space is enumerated over a regular grid and changes identified in entrainment of
target neurons (Fig. 4.5). In both cases each node in the cluster was assigned a unique range
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Figure A.3: A core for processing a single group of neurons
of parameter values, resulting in a series of independent simulations with no communication
required between nodes. Performance scales linearly with the number of nodes in the cluster
to the point of a single simulation per node.
Another important requirement in the selection of a simulation architecture that does not often
receive a great deal of consideration is the analysis that will be performed on the model and
the volume of data that will be generated. In the case of the rat barrel cortical study, which
examined long-term structural changes in the synaptic weight space through sensory input
and Hebbian plasticity, all 2.2 million synaptic weights were recorded at intervals of 100 ms
of simulation time. This resulted in approximately 35 GB of data per simulation, making
data throughput and the ability to output and store the resulting data set a limiting factor in
system performance. Running the simulation in a distributed environment where each node
was writing to storage concurrently reduced the effect of throughput on simulation time. In
systems optimised solely for simulation of large spiking neural networks and not for exploring
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ongoing model state data throughput may prove a significant bottleneck.
A second approach to acceleration of spiking models is the development of hardware architec-
tures optimised for spiking neural simulation. Graphics processing units (GPUs) have been
successfully applied to the problem (Fidjeland et al., 2009) where the high degree of parallelism
inherent in GPU architecture can be exploited to accelerate simulation of large spiking neural
networks on readily available commodity hardware (Fidjeland and Shanahan, 2010). In (Wildie
et al., 2009) this is developed further with the design of a custom field-programmable gate array
(FPGA) based architecture specifically for simulation of biological plausible neural networks,
using the Izhikevich neuron model and synaptic propagation through both action potentials
and gap junctions (Beierlein et al., 2000). The overall architecture of the simulator is given in
Figure A.2 and the layout for a single core is given in Figure A.3, where each core is responsible
for maintaining the state of an equally sized group of neurons. Implementation on a Xilinx
Virtex-5 FPGA achieved a 24.3 times speedup over a software implementation running on a
cluster of four 3.6GHz Intel Xeon processors.
There are two important considerations for practical implementation of spiking networks in
programmable logic. Previous approaches have used a fixed network of connections between
neurons or handled spike propagation off-chip to avoid the overhead of handling arbitrary
and dynamically changeable networks of synapses (Maguire et al., 2007; Thomas and Luk,
2009), requiring reprogramming of the FPGA to simulate different networks. In a research
environment where the parameters of a model are often under constant change, it is important
that the same hardware can be used to switch quickly between models with different parameters
and connectivity. In Wildie et al. (2009) all synapse parameters are stored in embedded RAM
(neuron, synapse and parameter RAM in Fig. A.3) allowing for arbitrary connections and
connection weights between neurons in the network, the same hardware layout can be used to
simulate networks of different sizes and connectivity by loading different sets of parameters into
memory.
Previous FPGA implementations have also avoided synaptic delay, as including delays makes
it necessary to buffer incoming spikes to be delivered at the correct time step later in the
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simulation. Delay has been shown to be a significant factor defining model behaviour in all
models presented in this thesis however. The architecture presented in Wildie et al. (2009)
includes buffered synaptic input, where the size of the buffer is set to the number of neurons×the
maximum synaptic delay in the model. Available embedded RAM then limits the number of
synaptic connections and the size of the network that can be stored on the FPGA at any point
of time.
1
Appendix B
Heuristic Approximation of
Knotty-Centrality
There is no efficient nave algorithm for finding the knotty centre of any given graph G. Obvi-
ously we could calculate the knotty-centrality of all 2N subsets of G and pick the one with the
maximum value. But this is hopelessly inefficient for a non-trivial graph. An alternative is to
exhaustively search all subsets of G whose members fall in the top M nodes for betweenness
centrality, and then use gradient ascent (Algorithm 1). The exhaustive search phase is then
O
(
2M
)
, which is manageable if M is kept small.
As it stands the algorithm is non-deterministic. Any two nodes i, j that have equal betweenness
centrality, and are connected by the same number of edges to the sub-graph S, will result in
the same value KC (S ∪ {i}) = KC (S ∪ {j}). To render it deterministic lets suppose that
the nodes are numbered, and that the node with the highest number is chosen when there is a
choice. Given that the algorithm employs gradient ascent, there is no guarantee of finding the
optimal solution in the presence local maxima, where for some S1, S2 and S3
KC (S1 ∪ S2) = KC (S1 ∪ S3) (B.1)
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Algorithm 1
V := list of vertices of G
sort V by betweenness centrality
find S ⊂ V 1 such that KC(S) is maximal
V := V − S
done := false
while V 6= {} and not done
find some i ∈ V such that KC(S{i}) is maximal
if KC(S ∪ {i}) > KC(S)
S := S ∪ {i}
V := V − {i}
else done = true
end
and
∃i ∈ S3∀j ∈ S2 [KC (S1 ∪ {i}) > KC (S1 ∪ {j})] (B.2)
A standard method of avoiding local maxima is to repeat the algorithm with some randomi-
sation of initial conditions, such as the search order of vertices V . For the example brain
connectivity matrices presented in this paper repetition with randomised V produced no im-
provement in σ (G). Substituting KCC for KC yields an analogous algorithm for approximating
the compact knotty centre and estimating σC (G). In what follows, deterministic versions of
each algorithm with M = 10 will be assumed.
This basic algorithm can be improved in two straightforward ways. First, the exhaustive
search phase can be iterated. Having found S, the best subset of G among the top M nodes for
betweenness centrality, a further exhaustive search can be carried out for the best extension of S
that adds only nodes from the top M nodes in G not already included in S. This process can be
repeated until KC(S) stops increasing, and then followed by a gradient ascent phase to catch
any remaining nodes that might further increase KC despite their low-ranking betweenness
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Algorithm 2
V := list of vertices of G
sort V by indirect betweenness centrality
S := {}
done := false
while not done
M := min(M length(V ))
let V 1 be the first M vertices in V
find S2 ⊂ V 1 such that KC(S ∪ S2) is maximal
if S2 6= {}
S := S ∪ S2
V := V − S2
else done := true
end
done := false
while V 6= {} and not done
find some i ∈ V such that KC(S ∪ {i}) is maximal
if KC(S ∪ {i}) > KC(S)
S := S ∪ {i}
V := V − {i}
else done = true
end
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centrality.
A second improvement can be made by using a different ranking for the nodes. In order to
favour nodes that are connected to other nodes with high betweenness centrality, the indirect
betweenness centrality of each node can be calculated. The indirect betweenness centrality
BC ′(i) of a node i is defined as
BC ′(i) = BC(i) +
∑
j∈NG(i)
BC(j) (B.3)
where NG(i) is the set of nodes in G that are connected to i in either direction. The algo-
rithm (Algorithm 2) that results when both improvements are incorporated was implemented
in Matlab using a library function from the Brain Connectivity Toolbox to compute between-
ness centrality (Rubinov and Sporns, 2010). While computationally expensive, the proposed
algorithm proved sufficient for analysing real-world networks of the order of 5000 nodes and
10000 edges. In the case of larger graphs it may prove beneficial to increase the value M and
hence size of the initial exhaustive search phase. Further investigation into efficient means of
computing the measure is required for the analysis of larger networks.
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