Introduction {#Sec1}
============

Physical examination (PE) services are commonly used for routine annual screening examinations and pre-employment check-ups in various institutional settings throughout Taiwan. These services are time-consuming for both the patients and the clinical personnel at the medical clinics. As such, maximal patient throughput and physician efficiency are critically important.

This analysis considers a routine medical physical examination consisting of three ordered stages: (1) registration, (2) a series of diagnostic sub-stages (xray, ultrasound, blood analysis, and electrocardiogram) not in any particular order, and finally (3) physician inquiry. The three ordered stages are illustrated in Fig. [1](#Fig1){ref-type="fig"}. We define "the confined constraint" to be the inclusion of all three stages in the PE service; that is, removing any stage from the PE service is not an option. Fig. 1The PE service framework

The intake procedures at the studied PE service is as follows: Up to 25 patients (required to refrain from eating or drinking after 9:00 pm the day before their clinical exam) are scheduled per morning; all patients are asked to arrive at the hospital by 8:00 am. The physician inquiry starting time (pist), for stage 3 is scheduled for 10:30 am. Throughout this paper, we use "original" PE service or policy to refer to the aforementioned PE service and policy.

We quantify the impact of these 4 measures with respect to the three decision factors for the original system: (i) patient dispatching rules, (ii) physician inquiry starting time and (iii) scheduled patient arrival time. We first built a discrete-event simulation model to generate corresponding data. We then constructed a meta-model from our regression model (based on simulation input and output data). Finally, we adopted goal-programming to reach an integrated objective, which included multiple goals: minimizing the patient wait time, the probability of the patient experiencing a prolonged (longer than 150 min) wait time, and the mean physician total inquiry time; and maximizing physician utilization.

Most studies regarding PE services focus on the improvement of physical diagnosis skills \[[@CR4], [@CR28], [@CR32]\] and examination reliability \[[@CR11], [@CR21], [@CR24], [@CR29]\]. The scant attention paid to improving the efficiency of PE services may be due to PE patients having pre-scheduled arrival times, unlike walk-in outpatients who have random arrival times without specific lower and upper limits. Studies which examine the efficiency of health care systems generally (i.e., not focused on PE systems) include \[[@CR1]--[@CR3], [@CR5], [@CR13], [@CR18], [@CR23], [@CR26], [@CR27], [@CR36]\]. All of the aforementioned papers discuss optimal policy in terms of a single performance measure, such as physician utilization or patient wait time; none discuss combining multiple measures, such as simultaneously maximizing physician utilization and minimizing both the physicians' total shift time and patient wait time, as the objective function.

To our knowledge, all PE services in Taiwan include a physician inquiry stage. Further, no existing papers discuss the advantage of the proposed approach of omitting or postponing the physician inquiry stage. Although the original motivation for this study was to improve the efficiency of a specific PE service, the insights gained via the detailed simulation model and goal-programming are of more general value. The overall objectives of this paper are to share these insights and to propose improved strategies that have wide applicability.

Materials and methods {#Sec2}
=====================

We constructed a discrete-event simulation (DES) model and attempted to identify the optimal pist to reach multiple goals. Specifically, two types of goals are simultaneously considered in the objective function. From the physician/clinic point of view, we would like to maximize physician utilization and minimize physician total shift time; from the patients' point of view, we would like to minimize patient wait time and the prolonged wait rate. The integrated measure that combines these four measures is adopted in the goal-programming problem in this paper.

Simulation model {#Sec3}
----------------

A DES model was constructed to develop a general PE flow model.

### Performance measures {#Sec4}

The four measures are: (a) physician utilization, *p*~*u*~, which is defined as the probability that the doctor in the inquiry stage is busy; (b) the mean of physician total shift time in the inquiry stage, E(*D*), where *D* is the time that the doctor serves in the inquiry stage; (c) the mean of a randomly selected patient wait time in the system, E(*W*), where *W* = *W*~*i*~, with probability 1/20, *i* = 1, 2, \..., 20; and (d) the patient prolonged wait rate, which is measured by the probability that a patient will stay in the clinic more than 150 min, P(*W* \> 150). We remind readers that wait time should be defined carefully because patient wait time is not always in a steady state. We define wait time "*W*" to be the composition of all patient wait times in this paper. That is, we use the notation "*W*" as a "randomly selected patient wait time" rather than any particular patient's wait time because the *i*^th^ patient wait time, *i* = 1, 2, \..., 20, is in a transient, rather than steady, state.

### Decision variables {#Sec5}

The decision variables are: (i) three patient dispatching rules; (ii) 31 physician inquiry starting times *t* = 0, 5, 10, 15, 20, \..., 150, where *t* = 0 denotes a physician inquiry starting time of 8:00 am; and (iii) two types of patient arrival policies. Therefore, there are 3 ×31 ×2 = 186 possible scenarios for the simulation experiments.

### Simulation input modelling {#Sec6}

Simulation modeling first requires the collection of actual data. For each patient, we recorded registration time and the times that the patient began and ended each stage of their examination. These data were used to fit distributions for the patient inter-arrival times; and processing times for registration, x-ray, ultrasound, blood draw, electrocardiogram, and physician inquiry.

The hypothesized probability density functions considered in this paper are functions of uniform or beta distributions because these two types of distributions have a finite range. Chi-square tests for goodness-of-fit (Montgomery and Runger \[[@CR22]\] p.316), a commonly used measurement of how well the sample data fit a hypothesized probability density function, were used to evaluate the fits of various probability distributions to the observed data. Maximum-likelihood-estimators are used to estimate the distribution parameters.

There are two types of random processes involved in the studied PE service: the arrival process and service processes. For the arrival process, we fit the patient inter-arrival times as 0.01 + 28.13 beta(0.74, 3.4) with a mean time of 5.05 min. For service processes, the fitted distributions for registration, x-ray, ultrasound, blood draw, electrocardiogram, and physician inquiry are listed in Table [1](#Tab1){ref-type="table"}. The corresponding mean and variance for each fitted distribution are also shown. Table 1The fitted probability distribution of random variables in the physical examination services Random variableFitted probability distributionMean (min.)Variance (min.^2^)Arrival processPatient inter-arrival time0.01 + 28.13 beta(0.74, 3.4)5.0522.63Service process  Stage 1Registration6.19 + 5.82 beta(0.52, 0.97)8.223.09  Stage 2X-rayUniform(5.43, 8.74)7.090.91UltrasoundUniform(3.53, 11.08)7.314.75Blood draw1.34 + 4.87 beta(0.38, 1.18)2.531.71Electrocardiogram3.34 + 3.79 beta(0.63, 0.94)4.961.34  Stage 3Doctor inquiry4.86 + 5.21 beta(0.64, 0.78)7.212.77

### Simulation replications {#Sec7}

We executed 5000 replications of the simulation experiments for each of 186 scenarios. One replication generates one estimator of the performance measure. Based on 5000 replications, we can obtain the estimates and the standard error of each performance measure, such as the patient mean wait time.

### Common random numbers {#Sec8}

To minimize sampling error in our simulation experiments, common random numbers (CRN, which is a variance reduction technique \[[@CR19], [@CR33]\]) are used to investigate the performance under different scenarios. In our study, there are eight random streams in a set for each of 186 replications, i.e., $$\documentclass[12pt]{minimal}
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### Simulation software {#Sec9}

For this paper we used SIGMA \[[@CR31]\] to create our discrete event model. SIGMA is based on an intuitive event graph \[[@CR30]\] approach to simulation modeling. We used SIGMA \[[@CR31]\] rather than another simulation software because it can be automatically translated into C code. Implementing CRN in C code is easier than in other simulation software. Other simulation software includes Arena \[[@CR14]\], Extend \[[@CR16]\], Expertfit \[[@CR20]\], Flexsim \[[@CR25]\]. A thorough review of simulation software can be found in Swain \[[@CR35]\].

### Verification and validation {#Sec10}

We verified and validated the simulation logic and model from three perspectives. First, the program logic was verified by an expert programmer and medical practitioner. Second, we applied the single-step run mode, which is a SIGMA feature, for model verification. Specifically, the run mode permits a user to monitor variable changes and the list of scheduled events to verify the logic of a simulation. Finally, we compared observed data and simulated estimates for the means of patient waiting times in the system and physician utilization (see Table [2](#Tab2){ref-type="table"}) and concluded that the simulation model reliably mimics observed performance. Table 2Comparing observed data and simulated estimates MeanObservedSimulatedPatient wait time in system182178.8Physician utilization0.981.0

The numerical values corresponding to the column of means in Table [2](#Tab2){ref-type="table"} show that the observed and simulated mean patient wait time differ by 1.7%, and that the observed and simulated utilization differ by 2%. All reported simulation values in Table [2](#Tab2){ref-type="table"} are correct to within one or two units of the last reported digit \[[@CR34]\].

Goal programming {#Sec11}
----------------

This section discusses the selection of the best pist via solving a goal-programming problem, where the objective function needs to be estimated. The multiple goals we considered simultaneously are the maximization of physician utilization and the minimization of the other three performance measures.

A prototype multiple goals programming problem is defined as (P1) (Hillier and Lieberman \[[@CR10]\] p.332): $$\documentclass[12pt]{minimal}
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The values *c*~1~, *c*~2~ are used as the penalty costs if the response values do not satisfy the goal. We set *c*~1~ = 2 to indicate that one unit of physician benefit (such as utilization) is as important as 2 units of patient benefit (such as prolonged wait rate). We set *c*~2~ = 5 to indicate that one unit (one percent) of physician utilization is as important as 5 units (minutes) of total shift time, and similarly, one unit (percent) of patient prolonged wait rate is counted as important as 5 units (minutes) of mean wait time. We set the upper bound of utilization as *g*~1~ = 1. We set *g*~2~ = *g*~3~ = *g*~4~ = 0 because the true lower bounds for the mean patient wait time and the mean physician total shift time are unknown, and setting the values *g*~2~, *g*~3~, *g*~4~ lower than their true lower bounds will not change the solution of problem (P1).

Inserting *c*~1~ = 2, *c*~2~ = 5, *g*~1~ = 1, *g*~2~ = *g*~3~ = *g*~4~ = 0 into the problem and unifying the objective function and constraints of (P1), we can rewrite problem (P1) as (P2): $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl} \mbox{(P2)}~~~~~ \mbox{Min}~ z(t)&=& 2 \left [ 5 ( 1 - p_u) + \mbox{E}(D) \right ] \\ && + 5 \mbox{E}(W) + \mbox{P}(W>150) \\ \mbox{subject ~to} : t&=&0, 5, \ldots, 150, \end{array}$$\end{document}$$ where we call *z*(*t*) the integrated performance measure which includes our multiple goals. It is noted that *z*(*t*) needs to be estimated via simulation.

We can solve problem (P2) using one of three methods: the interactive approach (IA), ranking and selection (R&S), or multiple comparison procedures (MCPs) \[[@CR9]\]. The concept of standard error underlies all three approaches, but they differ in that R&S and MCPs need to determine the sample size to ensure a probability guarantee, but IA does not.

We adopted the IA approach to select the optimal pist. That is, we first simulate 31 scenarios with respect to 31 values of *t*, then select the best *t* in terms of the integrated performance measure. Moreover, we apply leading-digit rules \[[@CR34]\] to report all estimates. That is, we report the point estimate through the leading digit of its standard error.

Results {#Sec12}
=======

The simulation results demonstrate that the studied PE service is not a stationary system. Further, among the three decision variables, only physician inquiry starting time has a significant impact on the four performance measures.

Transient behavior of patient wait time {#Sec13}
---------------------------------------

The transient behavior of the *i*^th^, *i* = 1, 5, 11, 20, patient wait times in the original PE service is illustrated in Fig. [2](#Fig2){ref-type="fig"}, in which the estimated mean and variance are stated below each of the four plots. As expected, the distributions of the *i*^th^, *i* = 1, 5, 11, 20, patient wait times of the PE service are not identical. Further, neither the means nor variances of patient wait time of the PE services converge on a fixed value. Specifically, the mean and variance for the first patient are 157.3 min and 2.8  min^2^ (see Fig. [2](#Fig2){ref-type="fig"}a); and for the last patient are 198.3 min and 529  min^2^ (see Fig. [2](#Fig2){ref-type="fig"}d), respectively. That is, patient wait times are in a transient state, not steady state. Fig. 2The transient behavior of patient wait times via the histograms of the 1st, 5th, 11th and 20th patients under the original policy. *x*-axis: wait time in minutes. *y*-axis: frequency (**a**--**d**)

Impact of dispatching rules {#Sec14}
---------------------------

We investigate whether different dispatching rules affect patients and clinic performance. Recall that the original patient dispatching rule is random: patients randomly choose the next stage for service. The alternative dispatching rules we considered were longest processing time (LPT) and shortest processing time (SPT).

The results from the four plots in Fig. [3](#Fig3){ref-type="fig"} show that the three patient dispatching rules have a negligible influence on physician utilization, physician total shift time in the inquiry stage, patient wait time, or the patient prolonged wait rate. The *x*-axis of the four plots in Fig. [3](#Fig3){ref-type="fig"} is pist and the *y*-axis for plots (a), (b), (c), (d) are *p*~*u*~, E(*D*), E(*W*), and P(*W* \> 150), respectively. If pist is 9:00 am (corresponding to 60 on the *x*-axis), then the LPT policy provides a shorter E(*W*) than both Random and SPT policies with respect to both E(*W*) and *p*~*u*~ performance. Although this difference is statistically significant, there is no practical difference. Fig. 3Four performance measures as functions of physician inquiry starting time (pist). *p*~*u*~: mean physician utilization; E(*D*): mean total service time for the physician inquiry; E(*W*): patient mean wait time; P(*W* \> 150): patient prolonged wait rate (**a**--**d**)

Impact of staggered arrival policy {#Sec15}
----------------------------------

We investigated whether two types of patient arrival policies affect on four previously described measures, where (1) the original (one-group) policy has a fixed registration time at 8:00 am for all patients, and (2) the staggered policy adopts two registration times, 8:00 am and 9:00 am. Figure [4](#Fig4){ref-type="fig"} is similar to Fig. [3](#Fig3){ref-type="fig"} with the same *x*-axis and *y*-axis, except that the two plots in Fig. [4](#Fig4){ref-type="fig"} represent the two different patient arrival schedules. Fig. 4Four performance measures between the original and staggered registration policies (**a**--**d**)

The two plots in Fig. [4](#Fig4){ref-type="fig"}a and b are almost identical; the two patient arrival policies did not affect any of the four measures. Although the two plots in Fig. [4](#Fig4){ref-type="fig"}c and d are not identical, their differences are not practically significant.

Impact of physician inquiry starting time {#Sec16}
-----------------------------------------

We investigate whether physician inquiry starting time affects patients and clinic performance. The plots in Figs. [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"} clearly demonstrate that the physician inquiry starting time has a strong impact on performance. For example, the mean physician utilization *p*~*u*~ rises from 0.70 to 0.98 to 1.0 as the pist increases from 8:00 am to 9:00 am to 9:10 am, as seen in Fig. [4](#Fig4){ref-type="fig"}a. The mean physician total shift time decreases from 200 min to 147 min as the pist increases from 8:00 am to 9:00 am, seen in Fig. [4](#Fig4){ref-type="fig"}b. The mean patient wait time increases from 90 min to 178 min as the pist increases from 9:00 am to 10:30 am. The patient prolonged wait rate increases from 0 to 0.96 as the pist increases from 9:00 am to 10:30 am.

Meta-models {#Sec17}
-----------

Because pist has a strong impact on all four performance measures, we constructed regression models for the four measures as functions of pist. Such regression models are also referred to as meta-models \[[@CR8], [@CR15]\] because they are models based on simulation models. The advantage of a meta-model is its functional form which can be used to approximate performance values as a function of any physician inquiry starting time. We did not intend to replace the unknown performance measures with the corresponding meta-models into the goal-programming problem (P2) and solve it for optimal solution.

For each performance measure, we consider two types of meta-models: quadratic and mixed (linear and quadratic). That is, the physician utilization, *p*~*u*~; the mean physician total shift time, E(*D*); the mean patient wait time, E(*W*); and the patient prolonged wait rate, P(*W* \> 150) are written as functions of *t*, pist in two types of functional forms. The value of *R*^2^ inside the parentheses is a commonly used quality measure to indicate the fitness of the corresponding meta-model. Fitted physician utilization, $\documentclass[12pt]{minimal}
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Although the values of *R*^2^ for all quadratic and mixed meta-model are above 0.98, the mixed models fit better than the quadratic models (see Fig. [5](#Fig5){ref-type="fig"}). Note that *R*^2^ cannot measure the appropriateness of the models. For example, in Fig. [5](#Fig5){ref-type="fig"}a, we observe that the quadratic model suggests some values of *p*~*u*~ larger than the feasible upper bound 1, and in Fig. [5](#Fig5){ref-type="fig"}d, the quadratic model suggests some values of P(*W* \> 150) lower than the feasible lower bound 0. That is, the quadratic models suggest some infeasible values for *p*~*u*~ and P(*W* \> 150), although the corresponding *R*^2^ is as high as 0.98. Fig. 5Simulated and two meta-models (Note: Quadratic models provide some infeasible values) (**a**--**d**)

Proposed policies {#Sec18}
-----------------

In this section, we propose two policies to improve the PE services. Policy 1 provides an optimal pist under the confined constraint and policy 2 is an innovative approach that relaxes the confined constraint.

### Policy 1: Determining the optimal physician starting inquiry time {#Sec19}

Policy 1 suggests the pist to be 9:00 am, which is the optimal solution for the goal program (P1) using the IA approach. We estimate the objective function, shown in problem (P1), with respect to 31 possible pist (every 5 min between 8:00 am to 10:30 am).

The comparison between the original policy and Policy 1 is given in Table [3](#Tab3){ref-type="table"}. The two policies differ in that the pist is 10:30 vs. 9:00 am; both policies apply random dispatching rules and have no staggered arrival rules. Policy 1 reduces the mean patient wait time by half (179 min to 90 min) (Column 7 of Table [3](#Tab3){ref-type="table"}) and decreases the patient prolonged wait rate from 0.96 to 0.003 (Column 8), but the physician utilization (1 vs. 0.98) (Column 5) and the mean physician total service time (145 vs. 148 min) (Column 6) essentially remain the same. Table 3Comparison between the original and two improved policies PolicyPerformanceDispatching ruleStaggered arrivalPhysician starting inquiry timeMeanMeanMean Physician utilizationPhysician total shift timePatient wait timeP(*W* \> 150)OriginalRandomNo10:3011451790.96Policy 1RandomNo9:000.98148900.003Policy 2RandomNoNot an issueNot an issueNot an issue65012345678Note that the last row indicates the column numbers

### Policy 2: An innovative approach {#Sec20}

In addition to the above, we believe that we have identified a further improvement to Policy 1. In this section, we explore an approach that changes the original PE system by either postponing (after all diagnostic studies have been completed) or omitting the physician inquiry stage (if there are no abnormalities to discuss) from the original PE service.

In the original PE service, there is a trade-off between decreasing the mean patient wait time and increasing physician utilization. Therefore, the optimal solution proposed was a compromise instead of an ideal solution for both patients and physicians. Recognizing this potential conflict and realizing that most of the laboratory and radiology results for each patient are not available in the inquiry stage, Policy 2 proposes omitting or postponing the physician inquiry stage from the current PE service. After patients receive their complete PE results via postal mail (normally one week after the patient receives the PE services), they would only be asked to return to the clinic for physician inquiry service if abnormal results are identified.

From the patient's point of view, the mean patient wait time would decrease by more than half (from 179 min to 65 min; see Column 7 of Table [3](#Tab3){ref-type="table"}). Furthermore, the patient would receive more complete advice from the clinic as subsequent referral and scheduling of a return visit (if necessary) would be directed to the appropriate specialist. Thus, return visits would be more time-efficient for patients.

We recognize the importance and diagnostic value of the physician inquiry and acknowledge that some serious medical problems may not be apparent if replying on laboratory tests alone. However, we believe that for physical examination situations in which the goal is to screen a large number of people for common medical problems, delaying or omitting the physician inquiry stage will lead to overall improved efficiencies while still providing quality medical care.

Discussion {#Sec21}
==========

Increasing the efficiency of PE services in terms of patient wait time and physician utilization is an important topic, especially when PE services are commonly used for routine pre-employment and annual screening examinations for employees in various institutional settings throughout Taiwan. This paper proposed a discrete-event simulation model, then adopted goal programming to reach an integrated objective, which included multiple goals.

Many studies have applied computer simulation for optimization problems in health care systems. For example, Kropp and Carlson \[[@CR17]\] adopted a recursive optimization-simulation approach to ambulatory health care settings. Wullink et al. \[[@CR37]\] developed a discrete-event simulation model to investigate the optimal policy for reserving operating room capacity. In the last few years, several articles have been devoted to comprehensive surveys of applying such simulations to health care systems. England and Roberts \[[@CR6]\] provided a framework for computer simulation in health care. Jun et al. \[[@CR12]\] published a review of such applications, covering the early 1960s to the late 1990s. Fone et al. \[[@CR7]\] conducted a systematic review evaluating the extent, quality, and value of computer simulation modeling for population health and health care delivery.

To our knowledge, all of the abovementioned papers discuss optimal policy in terms of a single performance measure, such as physician utilization or patient wait time; none discuss combining multiple measures, such as simultaneously maximizing physician utilization and minimizing both the physicians' total shift time and patient wait time, as the objective function. In addition to addressing multiple goals via goal-programming methodology, this paper implements common random numbers in its simulation experiments to reduce sampling error, and also discusses meta-models to establish a mathematic relationship among performance measures.

In our model we considered various feasible, optimal, and ideal solutions. A feasible solution achieved the minimum requirement for clinical efficiency, whereas the optimal solution was obtained among all feasible solutions within confined constraints. The ideal solution, however, was reached via relaxing existing confined constraints. Once a potential solution was reached, we then considered whether it was a compromise solution between two performance measures and how we could solve any conflicts in order to identify an ideal solution. We solved any identified conflicts by thinking beyond the existing confined constraints.

Figure [6](#Fig6){ref-type="fig"} illustrates the performance measures, decision variables, methods, and solution types adopted in this paper. The framework shown in Fig. [6](#Fig6){ref-type="fig"} could also be used as a generalized framework for any clinic service system. Fig. 6A framework of solutions, measures, decision variables, and methods for clinic services

Conclusion {#Sec22}
==========

The simulation results illustrate that while the three patient dispatching rules and two types of patient arrival policies have a negligible impact on any of the four outcome measures, the physician inquiry starting time has a strong impact on performance. We propose two improved policies. Policy 1 proposes changing the physician inquiry starting time from 10:30 am to 9:00 am. Policy 1 decreases patient wait time by 50% and decreases the patient prolonged wait rate from 0.96 to 0.003 without increasing overall physician utilization or total physician shift time. Policy 2 suggests the postponement or omission of the physician inquiry stage, with further examination reserved for patients with abnormal results. Following Policy 2, the mean patient wait time decreases by more than half (from 179 min to 65 min) without the requirement of additional clinic resources. Furthermore, the patient will receive more complete advice from the clinic, as subsequent referral and scheduling of a return visit (if necessary) will be directed to the appropriate specialist.
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