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概要: 遺伝的アルゴリズムは生物の進化の過程をモデルにした
多点探索である. 優良な解を同時に保持するため, 最適解に相
当するパレート解が複数存在する多目的最適化問題に適応さ
れることがある. 多目的最適化問題は適当な重み付けによる単
一目的最適化問題への変換が可能であるが, 全ての最適解を列
挙することは難しいとされている. 本研究では多目的最適化問
題の 1 つとして, 多目的 0-1 ナップサック問題を例に取り上
げ, 遺伝的アルゴリズムの初期化時に生成された個体が最終結
果にどう影響するのかを評価した.
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1 はじめに
最適化とは, ある目的を良くするための解を見出すこ
とをいう. 現実世界では企業の戦略の意思決定や工学設
計などで利用される. 通常の最適化は目的が 1つだけの
単一目的最適化である. しかし, 現実には複数の目的を
同時に良くしたい場合があり, その場合の最適化は多目
的最適化という. 一般に多目的最適化の解は複数あり,
最終的な意思決定はそれらのいずれかを選ぶ.
多目的最適化を解く 1つの手法は遺伝的アルゴリズム
を利用したものである. 本研究では多目的最適化問題の
1つである多目的 0-1ナップサック問題を例に取り上げ,
初期化時に生成された個体が最終結果にどう影響するの
かを評価する.
2 多目的最適化
通常の最適化問題は次の数理計画問題として定式化さ
れる:
min f(x);
s:t: x 2 X:
関数 f は目的関数, xは実行可能解, X は実行可能集合
という. 最適化問題では目的関数 f を最小にするような
実行可能解 xを求めることが目標である. なお, 目的関
数を最大化する場合は  f(x) を最小化することを考え
ればよい.
多目的最適化問題は次の数理計画問題として定式化さ
れる:
min f(x) = (f1(x); : : : ; fp(x));
s:t: x 2 X:
多目的最適化では目的関数が p個あり, この p次元の目
的関数ベクトル f を最小にする実行可能解 x を求める
ことが目標である. 目的関数ベクトルの大小関係は次項
の優越関係で定義される.
2.1 パレート最適
一般に多目的最適化問題は目的関数同士が競合する
ことが多く, 最適解は一意に定まらない. そこで次のパ
レート解を導入する. パレート解とはこれ以上すべての
目的関数を同時に改善できない解のことを言う. 以下に
優越関係とパレート解の定義を記す.
優越 fi(x)  fi(x)(8i = 1; : : : ; p) かつ fj(x) <
fj(x
)(9j 2 f1; : : : ; pg) となる x 2 X が存在す
るとき, xは x を優越するという.
強い優越 fi(x1) < fi(x2)(8i = 1; : : : ; p) が成り立つ
とき, x1 は x2 を強い意味で優越するという.
パレート解 x を優越する x 2 X が存在しないとき,
x をパレート解という.
弱パレート解 x を強い意味で優越する x 2 X が存在
しないとき, x を弱パレート解という.
非被優越解 xがパレート解であるとき, f(x)を非被優
越解 (nondominated solution)という.
なお, パレート解の別名として非被優越解を定義してい
る文献もあるが, 本研究では Kirlikらの研究 [3]に倣い,
パレート解と非被優越解を区別する.
2.2 重み付け線形和によるスカラー化法
重み付け線形和によるスカラー化法は多目的最
適化問題に対する 1 つの解法である. 任意の重み
w1; w2; : : : ; wp に対し,
F (x) = w1f1(x) + w2f2(x) +   + wpfp(x)
を定義することで, 目的関数を F とした単一目的最適
化問題に帰着できる. 重みがすべて正であれば, このス
カラー化による単一目的最適化の最適解はもとの多目的
最適化のパレート解であることが保証される. また, 重
みが 0以上のときは, 弱パレート解であることが保証さ
れる.
この手法の問題点として, 重みのつけ方が難しいこと,
解空間が非凸な場合にどのような重みの付け方をしても
導出できないパレート解が存在することが挙げられる.
2.3 "制約法
"制約法はスカラー化法の 1つである. 目的関数ベク
トルに対し, ある 1 つの目的関数にのみ注目し, 他の目
的関数は上限値を設け制約式に追加し, 単一目的最適化
へ帰着する. 注目する目的関数を fr(x) とすると, 制約
ベクトル " 2 Rp 1 に対して,
min fr(x);
s:t: fj(x)  "j (j = 1; : : : ; p ; j 6= r);
x 2 X
とすることで単一目的最適化へ帰着する. この手法で得
られる解は弱パレート解である.
2.4 two-stage "制約法とKirlikらのアルゴリズム
通常の " 制約法で得られる解は弱パレート解であっ
た. two-stage " 制約法では 2 つの最適化問題を解くこ
とにより, パレート解を導出できるように拡張された手
法である:
Pr(") min fr(x);
s:t: fj(x)  "j (j = 1; : : : ; p ; j 6= r);
x 2 X;
Qr(") min
pX
j=1
fj(x);
s:t: fj(x)  "j (j = 1; : : : ; p ; j 6= r);
fr(x) = z
;
x 2 X:
ここで z は最適化問題 Pr(")の最小値である.
さらに Kirlik らはこの two-stage " 制約法を用いて,
すべての非被優越解を導出するアルゴリズムを提案した
[3]. このアルゴリズムは, "j の値を網羅的に探索するこ
とですべての非被優越解を導出する. ただし, 目的数が
増えるにつれ探索範囲が極端に大きくなり, 計算時間が
増すことが Kirlikらによって示されている.
3 遺伝的アルゴリズム
遺伝的アルゴリズム (Genetic Algorithm : 以下 GA)
は 1975 年に Holland によって提案された, 生物の進化
の過程をモデルにしたメタヒューリスティクスアルゴリ
ズムである [2]. 候補解を生物に見立て, \選択・淘汰", \
交叉", \突然変異" といった操作を繰り返すことで探索
を進める.
GA では解を文字列として表現する. また, この解を
持った構造を GAでは個体と呼ぶ. 図 1は後に説明する
交叉の例であるが, 左上の個体は \10101100" という文
字列で解を表している. この \0"や \1"といった要素は
遺伝子と呼ばれる.
3.1 選択・淘汰
選択・淘汰は個体群から次世代に残す個体を選択し,
それ以外を個体群から削除する操作である. 通常は個体
の持つ適応度を参照して, 個体を選択する. 適応度とは
その個体 (実行可能解) が問題にどれだけ適しているか
を表す値である. 適応度を計算する関数を適応度関数と
いい, ユーザーは適応度関数を適切に定義しなければな
らない.
3.2 交叉
交叉は親個体から新たな子個体を生成する操作であ
る. 交叉方法には m 点交叉や一様交叉が提案されてい
る. 図 1はm = 1とした一点交叉の例である. 切断点の
後ろを入れ替えることで新たな個体を生成している.
1 0 1 0 1 1 0 0
1 1 0 1 1 0 0 1
1 0 1 0 1 0 0 1
1 1 0 1 1 1 0 0
図 1 一点交叉の例 (点線は切断点を表す)
3.3 突然変異
突然変異はある個体の遺伝子を書き換え, 別の個体に
する操作である. GAではランダムに選ばれた遺伝子を
別の遺伝子に書き換える方法が知られている.
4 遺伝的アルゴリズムの多目的最適化への
応用
GA を多目的最適化問題に適用する場合, 適応度の定
義が重要となる. 単一目的最適化問題を対象にした GA
では目的関数の値を適応度とみなすことが多い. しかし,
多目的最適化問題を対象にしたGAでは目的関数の値が
複数あるため, スカラーである適応度に目的関数そのも
のを定義することは難しい. そのため, 目的関数を何ら
かの形でスカラー化し適応度とするか, 別の方法で個体
の選択を行わなければならない.
4.1 パレートランキング法
1989年に Goldbergは \ランク"という概念を提案し
た. ランクとは個体同士の重要度を表す指標で, ラン
クの小さい個体程重要となる. 1993 年には Fonseca と
Fleming によってランクを用いた Multi-objective ge-
netic algorithm (MOGA) が提案された [1]. Goldberg
が提案したランク付けの方法と, Fonsecaと Flemingが
提案したランク付けの方法は異なる. ここでは Fonseca
と Flemingが提案したランク付けの方法を説明する.
個体 iを優越する個体の数を si とする. 個体 iのラン
ク ri は ri = si + 1で定義される. 図 2は 2目的最適化
におけるランク付けの例である. 目的関数 f1, f2 をとも
に最小化するとき, 図中の点で表した個体が見つかった
とするなら, 図で表されるようなランク付けがなされる.
このランクをもとに個体の優劣を決定し, 次世代に残
す個体を選択する. 本来のMOGAでは解の広がりや間
隔の均等さを考慮し, ニッチングやシェアリングという
操作の後に適応度を決定している. 本研究ではニッチン
グ, シェアリングを行わずに, 単純にランクの小さい順
に個体を選択している.
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1
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図 2 パレートランキング法によるランク付け (図中
の数字はその個体のランクを表す)
5 計算機実験に向けての問題設定と評価方法
計算機実験では多目的 0-1 ナップサック問題を対象
に, パレートランキング法を導入した通常の GAと初期
個体群に重み付け線形和によるスカラー化法により導出
された個体を混ぜた GAとの比較を行った.
5.1 多目的 0-1ナップサック問題
多目的 0-1 ナップサック問題は, p 種類の価値を持つ
品物 i について, ナップサックに入れた品物の合計価値
を p種類同時に最大にする問題である. 品物の個数を n,
品物 iの大きさを wi, 品物 iの j 番目の価値を cji , ナッ
プサックの合計容量をW , 品物 iをナップサックに入れ
るか否かを xi で表すとき, 次のように定式化される. た
だし xi = 0は品物 iをナップサックに入れない, xi = 1
は入れることを表す.
max fj(x) =
nX
i=1
cjixi (j = 1; 2; : : : ; p);
s:t:
nX
i=1
wixi W;
xi 2 f0; 1g (i = 1; 2; : : : ; n):
5.2 実験内容
テストケースに対して, 重み付き線形和によるスカ
ラー化法, パレートランキング法を用いた通常のGA, 初
期個体群操作を加えたGAのそれぞれを用いて実験を行
い, 導出されたパレート解あるいは rank1の個体につい
て比較を行った. テストケースは Kirlikが実験に用いた
データセットと同じものを使用した.
重み付き線形和によるスカラー化法では, 各重みを 0
から 10 の整数に変えて計算した. GA は個体群数 50,
世代交代数 50とし, 各世代でランクが小さい順に 50個
体が選択されるようにした. 交叉方法は一点交叉, 選択
方法はパレートランキング法に基づくランクの小さい順
に個体を選択する方法を採った. また, GA では乱数を
用いるため, 5回ずつ計測し,それらの平均を算出した.
5.3 評価指標
単一目的最適化では通常は最適解が 1 つであるため,
解の近似率や計算時間が評価指標となる. しかし, 多目
的最適化の場合は解が複数存在するため, 単純な近似率
だけで評価をすることは困難である. 一般には, 解の正
確性, 解の広がり, 解の分布, 計算時間から評価を行う.
本研究では次の 3つの評価指標 [4]から各手法の比較を
行う. なお, ここではパレート解の理論解集合を R, 各手
法により得られた解集合を S とおく.
5.3.1 ONV GR
ONV GR (Overall non-dominated vector genera-
tion ratio) は解の個数の比を表す評価指標である. つま
り, ONV GRは次式で与えられる:
ONV GR(S;R) =
jSj
jRj :
5.3.2 GD
GD (Generational distance) は S から P までの距離
を計算することで, 解の正確性を求める評価指標である.
GD は次式で与えられる:
GD(S;R) =
(
PjSj
i=1 d
q
i )
1=q
jSj ;
di = min
r2R;si2S
vuut pX
k=1
(fk(si)  fk(r))2:
q = 2とすれば di はユークリッド距離となる. 本研究
では q = 2を採用する.
5.3.3 0 評価指標
0 評価指標は解の分布と広がりに関する評価指標で
ある. まず, S を目的関数に応じてソートする. 本研究で
は 1 番目の目的関数である f1 についてソートした. 次
に隣り合う解間のユークリッド距離 di とその平均 d を
求める. その後, 次式により0 を計算する:
0(S) =
jSj 1X
i=1
jdi   dj
jSj   1 :
6 実験結果と考察
6.1 目的数 3の場合
図 3, 4, 5は目的数が 3の場合の, 各評価指標の平均値
の推移を表したグラフである. 同様に図 6, 7, 8 は目的
数が 4の場合の, 各評価指標の平均値の推移を表したグ
ラフである.
ONV GRについては初期個体群操作を加えた GAが
通常の GAよりも良い性能を示した. また, 問題のサイ
ズが大きくなるにつれ, スカラー化法により導出される
(弱)パレート解も増えることを確認した. これらを初期
個体群に追加すると初期に rank1の個体が個体群中に多
く存在し, それ以上の探索が行われなくなる. そのため,
スカラー化と初期個体群操作を加えた GAの ONV GR
がほぼ等しくなると考えられる.
GD については初期個体群操作を加えた GA が通常
の GAよりも距離が小さくなった. このことから, 初期
個体群操作を加えたGAはより正確な解を導出できてい
るといえる.
0 評価指標については, 初期個体群操作を加えた GA
の 0 値の推移と全探索の 0 値の推移が似通っている
ことが分かる. 加えて GD の値が小さいことから, 実際
のパレート解の分布に近い形で解を得られていると考え
られる.
7 おわりに
本研究では多目的 0-1ナップサック問題を例に取り上
げ, 初期個体群操作を加えた GAが通常の GAよりも良
い性能を示すことを確認した. ただし, 初期個体群にパ
レート解となる個体を多く持ってしまうと, 個体群があ
まり更新されず, GA の効果を発揮できない. それを考
慮し, 目的数と問題のサイズが大きくなったときにどう
対処するかが今後の課題である.
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図 3 目的数 3の場合の ONV GRの推移
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図 4 目的数 3の場合の GD の推移
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図 5 目的数 3の場合の 0 の推移
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図 6 目的数 4の場合の ONV GRの推移
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図 7 目的数 4の場合の GD の推移
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