Radial patterns of optical flow produced by observer translation could be used to perceive the direction of self-movement during locomotion, and a number of formal analyses of such patterns have recently appeared. However, there is comparatively little empirical research on the perception of heading from optical flow, and what data there are indicate surprisingly poor performance, with heading errors on the order of 5"-10". We examined heading judgments during translation parallel, perpendicular, and at oblique angles to a random-dot plane, varying observer speed and dot density. Using a discrimination task, we found that heading accuracy improved by an order of magnitude, with 75%-correct thresholds of 0.66* in the highest speed and density condition and 1.2 ° generally. Performance remained high with displays of 63-10 dots, but it dropped significantly with only 2 dots; there was no consistent speed effect and no effect of angle of approach to the surface. The results are inconsistent with theories based on the local focus of outflow, local motion parallax, multiple fixations, differential motion parallax, and the local maximum of divergence. But they are consistent with Gibson's (1950) original global radial outflow hypothesis for perception of heading during translation.
When an observer moves relative to a stable environment, the pattern of light reflected to the moving point of observation undergoes a lawful transformation called opticalflow (see Figure 1 ). Gibson (1947 Gibson ( , 1950 Gibson ( , 1958 ) first described such optical flow patterns and pointed out their potential significance for the control of visually guided behavior such as locomotion (see also Calvert, 1950 Calvert, , 1954 Langeweische, 1944) . He proposed that two types of information are concurrently available in optical flow: exterospecific information about the three-dimensional structure and motion of environmental surfaces, and propriospecific information about the movements of the observer, particularly the direction or heading of locomotion. The general significance of visually perceived self-movement, or "visual kinesthesis," is evidenced by directional responses to optical flow in a wide range of species, including the classic optomotor response (Mittelstaedt, 1964; Rock & Smith, 1986) , human vection (Andersen & Braunstein, 1985; Berthoz, Pavard, & Young, 1975) , compensatory postural adjustments (Berthoz, Lacour, Soechting, & Vidal, 1979; Lee & Lishman, 1975; Stoffregen, 1986) , head bobbing in the pigeon (Friedman, 1975; Frost, 1978) , and insect flight control (Wagner, 1986a (Wagner, , L986b, 1986c . However, the specific optical' basis for such fundamental adaptive behavior remains poorly understood.
A number of formal analyses of optical flow have appeared since Gibson's (1947 Gibson's ( , 1950 original discoveries (Gibson, Olum, & Rosenblatt, 1955; Gordon, 1965; Hadani, Ishai, & Gur, 1980; Harrington, Harrington, Wilkins, & Koh, 1980; Koenderink, 1986; Koenderink & van Doom, 1975 , 1976 This research was carried out under Grant AG05223 from the National Institutes of Health.
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Correspondence concerning this article should be addressed to William H. Warren, Jr., Department of Psychology, Brown University, Providence, Rhode Island 02912. 1978 Lee, 1974; Nakayama & Loomis, 1974; Whiteside & Samuel, 1970) , and there has been a recent resurgence of interest in the topic in computational vision and robotics (Aloimonos & Brown, 1984; Ballard & Kimball, 1983; Bruss & Horn, 1983; Clocksin, 1980 , Lawton, 1983 Longuet-Higgins, I984; Longuet-Higgins & Prazdny, 1980; Moravec, 1981; Nagel, 1981; Prazdny, 1980 Prazdny, , 1981 Rieger & Lawton, 1985; Subbarao & Waxman, 1986; Tsai & Huang, 1981; Waxman & Ullman, 1985; Yen & Huang, 1983) . However, there is comparatively little empirical research on human perception of heading, and what data there are indicate surprisingly poor performance (Johnston, White, & Cumming, 1973; Llewellyn, 1971; R. Warren, 1976) . Our purpose is to review existing research on the perception of heading from optical flow and to report experiments on translation relative to a random-dot plane. In subsequent reports we will consider the effects of eye movements, curvilinear paths of movement, nonplanar surfaces, shaded surfaces, and the sufficiency of the velocity field.
Analyses of Optical Flow

The Problem
We use the term opticalflow to mean temporal change in the structure of the optic array, the pattern of light intensities in different visual directions at a moving point of observation, which is logically prior to the introduction of an eye (Gibson, 1966) . Eye movements subsequently influence the change in the retinal image, which we will call retinalflow. sents the optical velocity of an environmental element, although other representations may be preferable. The analytic problem involves (a) deriving a flow model, the function mapping the three-dimensional movements of the observer into the two-dimensional optical flow field, and (b) deriving information, the inverse functions by which variables of optical flow specify parameters of movement and the layout of environmental surfaces.
The movement of an observer relative to a stationary environment is typically described as the instantaneous sum of a translation (Tx, Ty, Tz) and a rotation about an arbitrary reference point, such as the center of the eye (Rx, R , RD.
Pure translation produces a radial pattern of both optical and retinal flow outward from the heading point that we call the translational component of the flow field ( Figure 1) . A pure eye rotation produces a rigid displacement pattern of retinal flow that we call the rotational component of the flow field (Figure 2 ; rotation about the line of sight yields a rotary displacement, although this seldom occurs for human eye movements). Thus, as Gibson (1954) noted, locomotion yields an optical deformation, and eye movements yield rigid optical motions. More complex retinal velocity fields are generated by combinations of translation and rotation ( Figure  3 ). The general problem of perceiving self-movement is characterized in the computational vision literature as determining the six parameters of self-movement from the instantaneous velocity field. and the choice of coordinate system is arbitrary as long as the topology of projection is preserved. Spherical coordinates most naturally represent visual angles and angular velocities (Yen & Huang, 1983) , and a description of optical information can be given completely in terms of the visual angles (0, 4) without reference to a projection surface or model retinal. Cutting (1986) has argued that the problem of orienting the coordinate system renders the radial flow pattern inherently ambiguous. However, we believe that this is essentially a restatement of the eye rotation problem, for which several solutions have been offered (see the following discussion).
However, we believe that this characterization of the problem is inadequate. First, there are actually three basic contributions to the flow field: translation, rotation about the eye, and rotation about a point external to the eye, which we call curvilinear movement. Second, not all of these observer movements and their combinations can be distinguished instantaneously, which consequently raises questions about assuming the instantaneous velocity field as a starting point for analysis. Finally, the visual control of locomotion may require only the direction of translation or the path of curvilinear movement, and not a solution for the complete set of movement parameters, including their magnitudes. Thus, a more appropriate characterization of the general problem is to determine the axis of translation or the path of curvilinear movement, independent of eye movements, from an extended temporal sample of the flow pattern. We consider each of the three components in turn.
Translation." The Focus of Radial Outflow
In his original analysis, Gibson (1947 Gibson ( , 1950 assumed pure observer translation. Generalizing classical motion parallax from two lateral elements to a continuous "gradient of velocities" in depth and 360* about the observer, called motion perspective, he found that optical velocity vectors radiate outward from a "focus of expansion" or "focus of radial outflow "2 that lies in the direction of translation (Figure 1) . Thus, the observer's heading is specified by the common point of origin of the flow vectors, which can be described as a singularity, or the source of the field. Conversely, the direction from which the observer is traveling is specified by the "focus of radial inflow," or the sink of the field. Because the position of the focus of outflow shifts with respect to environmental objects when the direction of translation changes, Gibson (1950) suggested that it could serve as a "point of aim" to guide locomotion through the environment. He later offered the following rules for locomotion: "To steer, keep the center of outflow outside the patches of the array that specify barriers and within a patch that specifies an opening . . . . To turn, shift the center of outflow from one patch in the array to another" (Gibson, 1979, p. 233) .
There are two important points to note about this heading information. First, it is not the local focus of outflow per se that specifies heading, but rather the global flow pattern. Gibson (1950) emphasized that the direction of heading is implicit everywhere in the flow field, even when the focus of radial outflow itself is not in view. Second, whereas the magnitudes of the optical velocity vectors depend ,on the distances to environmental elements, their directions are completely determined by the observer's heading (Gibson, 1947; Nakayama & Loomis, 1974; Prazdny, 1981) . Thus, the radial flow pattern is independent of the distances and shapes of z Gibson's (1947 Gibson's ( , 1950 original term, focus of expansion, is technically a misnomer because the rate of expansion (div) is actually zero at that point, and the point of maximum expansion generally lies elsewhere in the field (Koenkerink & van Doom, 1981 ; see our Experiment 3). Hence, we will adopt Gibson's later (1979) term,focus of radial outflow.
environmental surfaces and specifies heading in any rigid environment, requiring no assumptions about surface shape or smoothness. Gibson et al. (1955) formally demonstrated that whereas the direction of translation is specified by the global flow pattern, the relative distance to any environmental element, observer speed as a ratio of distance, and the time-to-contact with a surface are specified by local regions of the velocity field. These relations were confirmed in subsequent analyses (Koenderink & van Doom, 1978; Lee, 1974; Longuet-Higgins & Prazdny, 1980; Nakayama & Loomis, 1974; Prazdny, 1980) , which also demonstrated that the local surface gradient (Koenderink, 1986) and local curvature (Waxman & Ullman, 1985) are independently specified and that surface edges are given by discontinuities in the velocity field (Clocksin, 1980; Murray & Williams, 1986; Nakayama & Loomis, 1974) . Computationally, using a variety of methods, one can find the focus of radial outflow from a set of flow vectors by locating the intersection of the set of lines that they determine (Lawton, 1983; Prazdny, 1981; Radford, 1986) . Neurophysiologically, recent evidence indicates the presence of cells in the medial superior temporal (MST) area of the macaque visual cortex that are sensitive to radially expanding, translating, and rotating optical patterns, although they have very large receptive fields and can not precisely localize the center of radial outflow (Saito et al., 1986 ; see also Regan & Beverley, 1978 , 1979 .
Translation and Rotation
However, as Gibson (1950) pointed out, this picture is complicated by the addition of a rotational component of self-movement. Whereas observer translation produces a radial pattern of retinal flow (Figure 1 ), an eye rotation produces a translational pattern of retinal flow ( Figure 2 ) with a direction and magnitude that are completely determined by the eye movement and are independent of distances to environmental elements, equivalent to a rigid rotation of the environment about the observer (Longuet-Higgins & Prazdny, 1980;  . " " -? .. " \ .. "- , into which it can be decomposed.) Nakayama & Loomis, 1974) . The combination of translation and a pursuit eye rotation to track a point on the passing ground surface yields the retinal flow pattern of Figure 3 , annihilating the focus of radial outflow at the heading point and creating a new singularity at the fixation point surrounded by a spiral outflow pattern that depends on surface layout. 3
The special case of a perpendicular approach to a plane presents particular difficulties, for the outflow from the fixation point is not spiral but radial no matter where the observer looks ( Figure 4 ). The eye movement problem has led several authors to reject the radial outflow pattern as useless for the perception of heading (Cutting, 1986; Regan & Beverley, 1982) , and there have been a number of proposals for how the visual system might resolve the confounding effects of eye movements. They include (a) multiple fixations to "home in" on the focus of radial outflow (Johnston et al., 1973; Regan, 1985; Richards, 1975) , perhaps exploiting "ocular drift" or "differential motion parallax" to do so (Cutting, 1986) ; (b) an extraretinal oculomotOr signal such as an efference copy, which could be used to cancel the optical effects of eye rotation (Matin, 1982; von Hoist, 1954) ; (c) edge parallax, or the relative velocity between optically overlapping elements at different distances, such as occur at the edges of objects, which is due solely to observer translation 4 (Longuet-Higgins & Although this problem does not arise for an optic array analysis (Torrey, 1985) , it must ultimately be addressed by a theory of how the optic array is registered by a moving eye.
4 Because an eye rotation affects elements at different distances equally, any relative velocity at a depth edge is due solely to observer translation, and the relative velocity vectors radiate from the direction of heading. Rieger and Lawton (1985) generalized this idea to spatially separated elements that have depth differences, not just overlapping elements such as those at edges. Gibson (1968) similarly noted that occlusion and disocclusion at edges occur only with observer translation and offer a basis for resolving translation and eye rotation. is invariant under eye rotation (Koenderink & van Doom, 1981) ; (e) the field of view defined by the visible orbit of the eye, which provides a frame of reference that yields information about eye movements relative to the head (Gibson, 1968 (Gibson, , 1979 ; and (f) visual decomposition of the translational and rotational components, either by subtracting the common rotational component from the field or by registering the translational component that lies embedded within it (Gibson, 1950 (Gibson, , 1954 . The last proposal turns out to be a nontrivial problem, and researchers have developed numerous computational models of the decomposition that offer determinate solutions (Longuet-Higgins, 1984; Longuet-Higglns & Prazdny, 1980; Nagel, 1981; Rieger & Lawton, 1985; Tsai & Huang, 1981; Waxman & Ullman, 1985) or use error minimization methods to search the parameter space of possible movements (Bruss & Horn, 1983; Prazdny, 1980 Prazdny, , 1981 . If the visual system can resolve these components, then accurate heading judgments should be possible under a variety of eye movement and surface conditions. In this article, we examine the accuracy of heading judgments under free fixation conditions and offer a test of the local maximum of divergence hypothesis. W. H. Warren and Harmon (1988) examined the visual decomposition hypothesis under controlled fixation conditions and provided tests of the multiple fixation, oculomotor signal, and edge parallax hypotheses.
Curvilinear Movement
Movement of the observer on a circular path about a point external to the eye generates a "curved" optical velocity field whose curvature depends on the radius of the observer's path. In this case the field has no focus of outflow that specifies heading. Lee and Lishman (1977) proposed that the observer's future path of movement over a ground surface, what we call curvilinear heading, is specified by the locomotor flow line, that curved field line that passes beneath the observer. Although quite common, the case of curvilinear movement has received comparatively little attention (Cutting, 1986; Rieger, 1983) , and it raises a problem with the velocity field analysis.
Any physical motion can be described instantaneously as the sum of a translation and a rotation about an arbitrary reference point. Because the reference point is arbitrary, a curvilinear movement can receive the same instantaneous description as a translation plus an eye rotation. Consequently, these two types of movements can produce identical instantaneous velocity fields, and thus there is an inherent ambiguity in the velocity field description. Computational vision models generally assume that the center of rotation is at the center of the eye, and thus curvilinear movement is interpreted as translation plus eye rotation. However, this ambiguity is resolved if the flow field is permitted to evolve over time, for the optical trajectories of elements in the two cases follow characteristically different paths (we have demonstrated this constructively with a computer model of the optical flow field). Rieger (1983) has shown that these two cases are also distinguished by higher order accelerative components of the flow field (cf. Gordon, 1965) . This suggests that an extended temporal sample of optical flow is a more appropriate starting point for analysis. We will report research on the perception of curvilinear heading in subsequent articles.
The Velocity Field
Thus, it is important to emphasize that the instantaneous velocity field is only a partial representation of optical flow. First, it does not represent light intensities, and one must assume that optical velocity vectors can be determined from the changing intensities of the optic array (Anstis, 1986; Horn & Schunck, 1981) . It may be possible to extract the direction of heading directly from a changing intensity field without determining the velocity field at all (Horn & Weldon, 1986; Zinner, 1986) . Second, Gibson (1950, p, 119) himself expressed reservations that the optical change in location represented by a velocity vector fails to capture the change in shape of surface patches that he later described with changing visual solid angles. Recent analyses that take spatial derivatives of the velocity field do capture these optical deformations in terms of the div (divergence), or rate of expansion; curl, or rate of rotation; and def or degree of shear at each point (Koenderink, 1986; Koenderink & van Doom, 1975 , 1976 Longuet-Higgins & Prazdny, 1980; Waxman & Ullman, 1985) . However, because such analyses.depend on spatial derivatives, they require that the optical velocity field be continuous (or interpolatable) within a neighborhood, which implies an assumption of locally smooth environmental surfaces and a reasonably dense optical flow pattern.
Third, the velocity field fails to represent higher order temporal derivatives such as acceleration, as well as the spatiotemporal optical trajectories traced out by elements over time. As noted above these properties resolve an ambiguity in the velocity field between curvilinear movement and translation plus eye rotation. Several authors have shown analytically that the instantaneous velocity field is also ambiguous in the case of translation toward a plane (Longuet-Higgins, 1984; Tsai & Huang, 1984; Waxman & Ullman, 1985) . There are two possible interpretations of the velocity field during an oblique approach to a plane: the veridical one and one in which the axis of translation and the normal to the surface are switched, so that it appears that the surface is perpendicular to the true axis of translation and that the observer is heading along the true surface normal while making an eye rotation. Again, this ambiguity is resolved by a longer temporal sample of optical flow, such as two successive velocity fields. In our stimulus displays, we presented motions of a set of elements over an extended interval of time, thereby preserving accelerative components and element trajectories. In future reports we will consider the sufficiency of instantaneous velocity fields for the perception of heading during translation and curvilinear movement.
Empirical Research
Despite the considerable theoretical interest in the problem, there is relatively little empirical work on perception of heading from optical flow. Surprisingly, what research there is reveals generally poor heading judgments. Making certain assumptions, Cutting (1986) calculated that humans require a translational heading accuracy on the order of 1 ~ of visual angle to avoid obstacles during running, driving, downhill skiing, and aircraft landings. However, the experimental data show translational heading errors on the order of 5"-10", which has led many researchers to doubt the efficacy of the radial outflow pattern. We believe that the empirical results are largely due to methodological difficulties, which we attempted to remedy in these experiments.
It is important to point out that experimental displays of optical flow can introduce artifactual cues to the direction of heading, which are often due to the edges of the display screen:
1. Target drift. If self-movement with respect to a target object is presented, a leftward drift of the target indicates a heading to the right of the target, and vice versa. Llewellyn (1971) found that heading judgments with respect to a single element were quite accurate, on the basis of target drift alone. However, this cue depends on target motion relative to some fixed referent, such as the frame of the display screen. Although under natural conditions target drift may occur relative to an airplane or a car windshield, in legged locomotion there is no such frame of reference that is fixed with respect to the observer's direction of travel. In our experiments, we eliminated target drift by presenting targets on the horizon (where optical velocity goes to zero) or after display motion had stopped.
Relative edge rate.
Another artifactual variable is the relative rate of disappearance of elements off the left and right edges of the screen. If the rate of occlusion is greater at the left edge than the right edge, it indicates a heading to the right of the center of the screen, and vice versa. However, this cue was present in previous studies where poor heading judgments were obtained, which suggests that it does not play a significant role. Spatially separated edge rates seem difficult to detect, and no subjects reported relying upon this cue in the present study.
Frame of reference.
The edges of the screen could also provide artifactual information about eye movements by creating a rotation-invariant frame of reference within which the radial flow pattern is interpretable. Such frame effects can be reduced under Ganzfeld-like conditions in which luminance differences at the edges of the screen are eliminated (W. H. Warren &Hannon, 1988) . Under natural conditions, the field of view defined by the orbit of the eye could provide such a frame of reference, yielding one possible solution to the eye movement problem (Gibson, 1968 (Gibson, , 1979 . In the present study we did not examine eye movements and did not control for frame effects.
Element expansion.
In a natural scene, not only does the global velocity field specify heading, but the local expansions of objects and surface features contain heading information as well. In order to test the sufficiency of the global aspects of the flow field, however, local element expansion must be eliminated from test displays, and thus we drew each optical element as a single pixel of fixed size. This may create other difficulties by presenting conflicting global and local information.
5. Other methodological factors include the visual angle of the display, the range of optical velocities presented, the type of surface represented, the angle of travel relative to the surface, and the observer's response task. Gibson (1947) initially made pilot testing films by using a scale model airfield that simulated a 30* angle of approach to a runway. The observer's task was to determine which of five visible targets on the runway corresponded to the "aiming point of the glide," and so both target drift and element expansion were available. Performance ranged between 45% and 70% correct (chance performance being 20% correct), but the films were constructed to be difficult for testing purposes and did not reflect potential performance. Llewellyn (1971) presented a perpendicular approach to a random-dot plane by using a shadow caster with a round 29* screen and expanding elements, and he asked subjects to locate the center of expansion with a cursor at the end of each trial. Mean absolute (unsigned) errors ranged from 4.8* to 9.3*. This level of accuracy could result from a general tendency to point toward the approximate center of the screen rather than the focus of outflow, a bias also noted by Gibson (1947) and Johnston et al. (1973) . Llewellyn concluded that the focus of radial outflow is not detected and that perception of heading under natural conditions must be based on the more accurate cue of target drift. However, without a fixed frame of reference such as a windshield, this cue is not normally available. Johnston et al. (1973) presented a perpendicular approach to a random-dot plane and varied final timeto-contact, using large-field (from 30* horizontal [H] • 30* vertical IV] to 160" H x 100" V) film displays in a projection dome with constant-size elements. Subjects indicated the point toward which they were traveling with a cursor at the end of each trial, and mean absolute errors ranged from 7.7* to 13.3". The authors concluded that subjects could not accurately detect the focus of radial outflow and that the pattern of errors could be explained by a tendency to point toward the center of the screen. R. Warren (1976) performed the only experiment to date on the more natural case of translation parallel to a ground plane, which allows much higher constant optical velocities than a perpendicular approach, includes differences of elements in depth, and restricts judgments to one horizontal dimension. He presented films of planar random-dot ground surfaces (53* H x 27* V) with expanding elements, simulating a fast walking speed of 2 m/s (assuming an eye height of 1.6 m), and varied heading angle between 0* and 90* from the center of the screen so that the focus of outflow was not visible on most trials. Subjects were asked to move a pointer to indicate the direction they appeared to be heading while viewing the display for as long as they wished. However, the results again showed a large mean absolute error of 5.6".
Other researchers have examined heading judgments in the context of applied studies of aircraft landing and automobile driving. Carel (1961) provided a sketchy account of experiments with a small-field shadow caster in which subjects were asked to indicate the intersection of their flight path with a surface that apparently had a random-texture or grid pattern. He presented a graph "extrapolated from the data" in which the variable error dropped from 4* with a final time-to-contact of 20 s, to approximately 0.5* with a time-to-contact of 2 s. Although this suggested an accuracy much greater than in other studies, no actual data or further details were provided. Kaufman (1968) used a shadow caster to study vertical heading judgments during aircraft carrier landings by using a 48* H x 46* V screen and varying final time-to-contact. Most of the displays included a cartier deck that introduced additional cues, but he mentioned a pilot experiment with a shallow 4* glide slope toward a textured surface, in which one subject yielded a mean constant (signed) error o f -1.5" downward. However, no unsigned errors were reported, and so performance cannot be compared with that of other studies. (Note that random pointing responses equally distributed above and below the true heading would yield a constant error of 0*, and thus absolute error provides a more meaningful measure of performance.) Ahumada (1983) presented observers with computer displays of a single vertical row of 20 or 60 dots subtending 15 ~ akin to runway lights, varying glide slope from 2* to 12" and final time-to-contact from 1.75 s to 28 s, and asked subjects to indicate their vertical heading with a cursor. With a timeto-contact of 1.75 s, mean constant errors ranged from 3* to -0.5", depending on glide slope, but again no absolute errors were reported. The discriminability (d') of glide slopes 1" apart was only 0.54 in this condition, which suggested a low level of performance. Furthermore, such simple displays could invite artifactual response strategies, such as relying on vertical motion of the dots within the frame of the screen, a version of target drift. Finally, Riemersma (1981) examined sensitivity to a horizontal change in heading by using a driving simulator with movement parallel to a random-dot ground surface. At speeds of 30 km/hr (8.3 m/s), observers could detect a heading change of about 0.15*/s with 75% accuracy; there was no effect of dot density from 6 to 96 dots. Riemersma concluded that although observers might be insensitive to their fixed heading, they are quite sensitive to changes in heading, sufficiently so to control actual driving. In sum, despite Carel's (1961) suggestive graph, the flight and driving studies provide no reliable evidence that heading judgments are better than those in other experiments.
To examine the effects of eye movements, Regan and Beverley (1982, 1984) presented expanding vertical sine-wave gratings, imitating what they described as a perpendicular approach to a row offence posts planted along various curves, and simulated the effects of an eye rotation by translating the grating while it expanded. With a planar row of posts, observers were unable to judge whether the focus of radial outflow was to the left or right of a reference mark, but with convex rows of posts, they were quite accurate in locating the local maximum of divergence, with thresholds on the order of l ~ of visual angle. Regan and Beverley (1982) concluded, along with previous researchers, that "subjects could not use the center of the expanding flow pattern to judge the direction of self motion," but rather "used the maximum rate of change of magnification [the maximum of divergence] to judge the simulated direction of self motion" (p. 196). There are, however, several problems with this experiment (see also Priest & Cutting, 1985) . In particular, because they used sine-wave gratings and started each trial at a uniform 5 cycles/degree, the task of locating the divergence maximum could be simply accomplished by locating the fattest bar at the end of each trial, a strategy that could have been reinforced by feedback presented on every trial. The use of vertical gratings actually eliminated the radial outflow pattern that they sought to test, because with just vertical edges in the display, only the horizontal component of optical flow was preserved. In addition, as noted above, an approach toward a plane is a special case for translation plus rotation (Warren & Hannon, 1988) . Cutting (1986) examined the use of "differential motion parallax," according to which the direction of the fastest optical velocity across the line of fixation is opposite the direction of self-movement. His displays of translation plus eye rotation simulated the view that one would have with a perpendicular approach toward a set of 12 vertical lines while looking to the left of, to the right of, or straight in the direction of heading; the subject's task was to judge which of these three cases was presented. With all 12 lines in a single plane, there was no differential parallax, and performance was at chance; he thus concluded that observers cannot perceive heading during an approach toward a plane. When he added differential motion parallax by placing the lines in three parallel planes in depth, performance improved, with 66%-correct thresholds at final gaze-heading angles of 1.25"-10 ~ depending on the amount of parallax. This suggests that observers can judge their heading relative to where they are looking with reasonable accuracy under these conditions, given a large degree of parallax. However, the use of vertical lines again reduced the radial expansion pattern to motion in one dimension, fixation was not controlled (thereby permitting anomalous retinal flow patterns when eye rotation was simulated), and feedback on each trial could have trained subjects to rely on proximal display variables that are not normally used. Rieger and Toet (1985) found a similar improvement in judging heading relative to the fixation point with the addition of depth differences, when the final gaze-heading angle was 5*. Their displays simulated translation plus rotation during an approach to two random-dot planes separated in depth.
In sum, the data suggest that translational heading judgments from optical flow are rather inaccurate. This finding has led many investigators to reject Gibson's (1950) radial outflow theory and to propose alternatives such as target drift, the local maximum of divergence, and differential motion parallax. Inaccurate heading judgments cannot be explained by the use of a perpendicular approach to a plane, low flow velocities, a two-dimensional judgment task, the absence of variation in depth, the absence of element expansion, or displays with small visual angles, for observers are just as inaccurate under the opposite conditions. However, Llewellyn (1971) , Johnston et at. (1973) , and R. Warren (1976) all used planar random-dot surfaces and an identification task in which the observer pointed at the focus of radial outflow or in the perceived direction of heading. This raises three possible explanations: (a) Planar surfaces are degenerate cases; (b) discrete random-dot fields provide insufficient information (as opposed to, for example, more complex deformations of surface patches or shading); or (c) the identification task is inappropriate.
In the present study we examined this question by using a discrimination task to assess heading accuracy during translation relative to a random-dot plane, with manipulations of dot density, observer speed, and angle of approach. Under natural conditions, accurate heading judgments are seldom required with respect to an undifferentiated surface but are typically required with respect to objects or features of the landscape. Hence, we used a discrimination task similar to that of Regan and Beverley (1982) in which observers judge whether they are heading to the right or left of a target, which may be more appropriate than a pointing task. In Experiment 1 we examined parallel translation with a visible target line on the horizon. To test whether target shear between the target and elements on the surface is important, we eliminated it in Experiment 2 by having the target appear on the horizon after display motion had stopped. Finally, in Experiment 3 we examined perpendicular and oblique approaches to a plane.
Experiment I: Translation Parallel to the Plane With a Visible Target
In this experiment we examined translation parallel to a random-dot ground surface at walking and running speeds. Considering previous research, we can identify six main hypotheses about the perception of heading during pure translation, apart from the artifactual cues discussed above:
1. In his global radial outflow hypothesis, Gibson (1950) proposed that the global outflow pattern specifies the direction of heading. This global field structure is carried by visible elements whenever they appear, and hence reducing the number of elements below some minimum may reduce the accuracy with which their common point of origin can be located.
2. A common misinterpretation of Gibson's theory is the local focus of outflow hypothesis, that observers determine heading by locating the fixed point in the flow field, an element with no motion. In contrast to the global outflow hypothesis, this would fail when the focus of outflow is not visible or when the flow field is so sparse that no stationary element appears at the focus.
3. An obvious alternative to global flow is local motion parallax between two elements in the display. Classically, if an observer fixates an element, then a nearer element in approximately the same visual direction will have a retinal velocity in the direction opposite the observer's movement, and a farther element will have a retinal velocity in the same direction as the observer's movement. It is also possible to determine pure translational heading by "triangulating" the optical velocities of two diverging elements, for their trajectories intersect at the focus of outflow. B6rjesson and von Hofsten (1972) found that such displays induce the perception of rigid object motion in depth. Whereas reliance on the global flow pattern would predict a decline in performance at low dot densities, if observers normally rely on motion parallax between two elements, then they should be equally accurate in this condition.
4. According to the multiple fixation hypothesis, the observer fixates a moving element, detects its motion either visually (Johnston et al., 1973) or extraretinally through ocular drift (Cutting, 1986) , and shifts fixation opposite the direction of element motion, iterating this sequence until a stationary element corresponding to the focus of outflow is fixated. Again, this would fail in sparse fields with no stationary element at the focus.
5. Cutting's (1986) differential motion parallax hypothesis combines a version of motion parallax with multiple fixations. Under certain conditions, the highest retinal velocity across the line of fixation is in a direction opposite to the direction of observer movement, thus indicating heading relative to the fixation point. The observer could then home in on the direction of heading with a sequence of fixations, each directed by differential motion parallax. This hypothesis requires that there be elements at different distances in depth and thus fails with a perpendicular approach to a single plane, which we tested in Experiment 3. More specifically, it requires a sufficient number of elements along the line of sight in order to identify the fastest one, including elements that are farther away than and less than half the distance to the fixated element, and thus would be of questionable value in a sparse, low-density flow field.
6. Koenderink and van Doorn's (1981) local maximum of divergence hypothesis has the advantage of being invariant under rotation, but it has other limitations. It can also be tested by means of an approach to a plane and is discussed further in Experiment 3.
In this first experiment, we examined the global radial outflow, local focus of outflow, local motion parallax, and differential motion parallax hypotheses by manipulating the density of the displays. The environment of a single randomdot plane was chosen in order to be comparable with previous experiments and to provide a test of the minimal case; in future experiments we will examine more complex environments. Successful performance under these conditions would indicate the sufficiency of planar random-dot flow and would suggest that previous poor results were due to pointing tasks rather than to minimal visual conditions.
Method
Observers. Twelve university undergraduates, 4 male and 8 female, were paid to participate. All had normal or corrected-to-normal vision, and none had seen our displays before.
Displays. Displays simulating observer translation parallel to a horizontal random-dot plane were presented in real time on a Raster Technologies Model One/380 graphics system hosted by a Vax 780 computer. Each display consisted of 56 images with a pixel resolution of 1,280 H × 1,024 V shown at 15 frames per second, for a display duration of 3.7 s. The screen subtended a visual angle of 40* H x 32* V, and the observer viewed it binocularly from a chin rest at a distance of 45 cm. To enhance the impression of self-movement, we placed a 50-cm H x 60-cm V × 55-cm deep (D) matte black viewing cubicle in front of the screen, with a window for the screen at one end and the chin rest at the other. Although this viewing distance engaged accommodation and binocular convergence to the screen itself, observers had no difficulty in seeing the display as a view through a window of a surface extended in depth.
Displays were generated in three speed conditions, simulating a slow walk of 1.0 m/s, a fast walk of 1.9 m/s, and a run of 3.8 m/s, assuming a standing eyeheight of 1.6 m as a distance metric. Speed was crossed with four dot-density conditions: 0.12 dots/m 2, in which an average of 63 dots were visible at the beginning of a display and, at the fastest speed, 25 were visible at the end; 0.05 dots/m 2, with 27 at the beginning and 11 at the end; 0.02 dots/m 2, with 10 at the beginning and 4 at the end; and 0.004 dots/m 2, with 2 at the beginning and 2 at the end. The dots were single white pixels on a blue background, with no element expansion. Dot placement was determined by randomly positioning one dot in each cell of an appropriately scaled grid; in the two-dot condition, placement was constrained so that one dot appeared on each side of the screen. To avoid a dense clustering of dots, and hence increased luminance near the horizon, the ground surface was truncated at a simulated distance of 37.3 m, creating an apparent horizon 2.4* below the true horizon. In the course of a display, the apparent horizon dropped 0.3" in the slowest condition and 1.5" in the fastest condition. This simulated a distant brink rather than an infinite plane, but because heading judgments were made along the horizontal dimension and not the vertical one, this should not have influenced performance. Four ground surfaces were generated in each density condition and selected randomly on each trial.
A 1" target line appeared at the beginning of each display in one of four horizontal positions along the apparent horizon, -+2 ° , -+6* from the center of the screen, and did not move in the course of the display. It appeared to be an object in the display, like a telephone pole on the horizon, and controlled for a judgment strategy that was Procedure. Displays were blocked by speed and presented within subject in two sessions, with two speed conditions in the first 1-hr session and one in the second lh-hr session in a counterbalanced order. Dot density, target position, and heading angle were selected randomly on each trial, with the constraint that one trial occur at each combination of values, for a total of 480 trials per subject. Observers were instructed to judge whether it looked as if they were heading to the left or right of the target line by :pressing one of two response buttons after the display stopped. On"-each trial, the first frame of the display appeared for 1 s as a warning signal, the display moved for 3.7 s, and the last frame remained visible as a reference until the observer made a response. During the intertrial interval of 2 s, only the blue background was visible. Observers received 10 practice trials with feedback at the beginning o f the first session, which were repeated once if desired. The remaining test trials were presented without feedback. The data were collapsed across target position and positive/negative heading angle, yielding eight trials per subject at each absolute heading angle in each speed and density condition.
Results and Discussion
Observers were highly accurate in judging heading in this experiment. The best performance is represented by percent correct in the highest density and speed condition (Figure 5 ), which has a m e a n 75%-correct threshold o f 0.65 °. M e a n percent correct j u d g m e n t s are plotted as a function of density (collapsing across speed) in Figure 6 and as a function o f speed (collapsing across density) in Figure 7 . Chance performance would correspond to a horizontal line at 50% correct. To determine thresholds for heading accuracy, we fit each subject's data in each Density x Speed condition with an ogive by performing a z transformation on percent correct and computing a linear regression. Data from occasional subjects who did not show a clear boundary were discarded from a given condition. The heading angle corresponding to 75% correct was adopted as threshold, and mean thresholds for each condition appear in Figure 8 . The thresholds were essentially fiat across density until the two-dot condition, where they doubled. An ANOVA on thresholds again revealed a main effect of density, F(3, 33) = 14.74, p < .001, but no main effect of speed, F(2, 22) = 1.68, ns, and no interaction. Post hoc tests showed that the only density differences were between the two-dot condition and each of the other density conditions (p < .01). The threshold analysis thereby provides converging evidence for a decline in performance at the lowest dot density.
Thus, performance deteriorated markedly with the two-dot displays. The mean threshold in the two-dot condition was 2.51 ~ but it dropped significantly to 1.26" with 10 dots and remained at 1.2" in the higher density conditions. This supports the hypothesis that heading judgments are normally based on the global field structure rather than local motion parallax between two or three elements. It could be argued that judgments in all conditions are based on two-element parallax and that improvement in the higher density conditions is due to the redundancy of many local parallax measurements. However, the present results do indicate that heading judgments are not normally based on classical parallax between only two or three elements in the field. The global outflow theory would also predict some redundancy effects in locating the common point of origin of the flow vectors, and further experiments with densities between 2 and 10 dots might help to clarify this issue. The fact that observers perform as well as they do with two dots may be due in part to our constraint on dot placement, one on each side of the screen, which facilitated an explicit triangulation strategy reported by some subjects.
The finding that accuracy remained high with sparse flow fields of only 10 dots has implications for other hypotheses. It is inconsistent with the theory that observers locate a stationary element at the local focus of outflow, for in the 10-dot condition there were no elements at or near the focus. A subject relying on the slowest element on the screen to indicate heading would thus have performed poorly. The 10-dot condition would have frustrated a multiple fixation strategy for the same reason, for there was no stationary element at the focus of outflow to home in on. Similarly, the result is inconsistent with the differential motion parallax hypothesis, which requires a number of elements along the line of sight. That situation has a low probability with only 10 dots, and yet performance was high in this condition. Thus, whereas the results at low densities were at odds with four of the hypotheses, they were consistent with Gibson's (1950) radial outflow theory.
This experiment yielded a mean threshold of 0.65* under the best conditions, and, except for the two-dot condition, it yielded an overall threshold of 1.2~ order of magnitude better than previous findings. This level of performance was observed even at slow speeds of travel, with a minimal random-dot plane, a moderate-sized 40* display, and no element expansion. It seems doubtful that this level of performance could be based on artifactual relative edge rates, for this cue was also available in previous studies in which subjects performed poorly. The main difference between this and earlier experiments is the use of a discrimination task in place of a pointing task; consequently, we believe that the improvement is due to the task rather than to other display parameters.
Thus, it appears that optical flow patterns do provide sufficient information for accurate translational heading judgments. However, because the target line was visible during the course of each display, an additional cue was present in this experiment: motion parallax between the target and dots in the foreground, which we call target shear--that is, dots shearing leftward in front of the target indicated a heading to the right, and vice versa. This potential source of information was eliminated in Experiment 2. 
E x p e r i m e n t 2: T r a n s l a t i o n Parallel to the Plane W i t h a P o s t m o t i o n Target
To determine the importance of target shear between an environmental landmark and foreground elements, in Experiment 2 the target line appeared at the end of the display after dot motion had stopped. Observers were instructed to judge whether it looked as if they had been heading to the left or right of the target. Although this situation was somewhat more unnatural than that of Experiment 1, it combined the advantages of pure flow without target shear and a forced choice discrimination task.
M e t h o d
Observers. Twelve undergraduates, 4 men and 8 women, were paid to participate. None had seen our displays before.
Displays and procedure. Displays were the same as in Experiment 1, with one exception. The target line was not visible during a trial, but it appeared in the final frame of the display. Both the target and the last frame of dots remained visible until the observer made a response. Thus, there was no relative motion between the dots and the target. The procedure was the same as in Experiment 1.
Results and Discussion
Performance in the highest density and speed condition was nearly identical to that in Experiment 1 (Figure 5) , with a mean threshold of 0.66*. Mean percent correct is plotted for each density condition in Figure 9 and for each speed condition in Figure 10 , and the patterns are similar to those of the first experiment. An ANOVA on normalized percent correct judgments for Experiments I and 2 showed no main effect of the target task, F(1, 22) = 0.00, ns, and no Task 2.83, p < .05, which indicated a significantly greater rise in threshold at the lowest dot density without a visible target. This interaction suggests that there was some reliance on target shear in Experiment 1 in the two-dot condition. However, the lack of a main effect indicates that target shear is unnecessary, for observers can judge heading accurately without it.
Considering the results of Experiment 2 alone, an ANOVA on normalized percent correct again revealed a main effect of heading angle, F(4, 44) = 97.73, p < .001, and a main effect of density, F(3, 33) = 48.96, p < .001, but no effect of speed, F(2, 22) = 2.15, ns, nor a Density x Speed interaction, F(6, 66) = 1.40, ns. An ANOVA on thresholds (Figure 11 ) produced a main effect of density, F(3, 33) --27.10, p < .001, as well as a main effect of speed, F(2, 22) = 7.58, p < .01, and an interaction, F(6, 5 l) --2.31, p < .05. Post-hoc tests showed significant differences only between the two-dot condition and the other density conditions (p < .01) and a difference between the slow 1.0 m/s speed condition and the fastest 3.8 m/s condition (p < .01).
Thus, Experiment 2 showed the same overall level of heading accuracy as in Experiment 1; there were thresholds on the order of 1.2" at densities greater than two dots. Consequently, target shear is not necessary for accurate heading judgments. It is still possible that subjects were responding to some feature of the display that was an artifact of the experimental situation. We attempted to minimize this possibility by presenting feedback only during the 10 practice trials and by randomizing display parameters to eliminate artifactual cues. Subjective reports indicated that observers saw the display as motion relative to a plane in depth and did not suggest any unusual response strategies. The general method appeared to be to locate the direction of heading during display motion and compare it with the target position when the target appeared.
The consistent effect across these analyses was that heading accuracy fell off markedly between the 10-dot and the 2-dot conditions. This reinforces the conclusion from Experiment 1 that judgments are normally based on the global outflow pattern, not on classical motion parallax, the local focus of outflow, homing in with multiple fixations, or differential motion parallax. There also appears to be an unstable effect of speed, but even at the slow speed of 1.0 m/s, the mean threshold remained below 1.5" in the three higher density conditions. This suggests that the visual system is well adapted to detect optical outflow patterns over the normal range of locomotor speeds. In sum, it appears that the difference between these results and previous findings of poor heading judgments can be attributed to our use of a more accurate discrimination task. We then extended this method to the case of perpendicular and oblique approaches to the plane. E x p e r i m e n t 3: Translation T o w a r d the Plane
The results of the first two experiments indicate that heading can be accurately perceived from optical flow, at least in the case of travel parallel to a plane. In Experiment 3 we examined translation at perpendicular and oblique angles to a vertical plane and provided tests of the local maximum of divergence and differential motion parallax hypotheses. Koenderink and van D o o m (1981) showed that the eye movement problem could be avoided for translation with respect to a plane by detecting the local maximum of divergence. Divergence is invariant under an eye rotation, for rotation adds only'to the curl at each point in the flow field. They divided the velocity field into a solenoidal, or divergence-free, field influenced by eye rotation, and a lamellar, or curl-free, field independent of eye rotation that has two singularities: a local maximum of divergence (or "node of expansion") and a local minimum (or "node of contraction"). To find these nodes, the visual system need only detect divergence, a potentially elegant solution to the eye movement problem. Regan and Beverley (1982) found that observers could not locate the focus of radial outflow on a simulated planar surface but could locate the local maximum of divergence on a convex surface, and they concluded that observers use the divergence maximum to judge heading.
The problem is that the local maximum of divergence does not correspond to Gibson's (1950) original focus of outflow and does not lie in the direction of heading; thus detecting the lamellar field does not simply recover the radial outflow pattern. When locomotion is parallel to a plane, the singularities fall on the ground one eyeheight ahead of and behind the observer; for any oblique approach to a plane, the divergence maximum appears in a visual direction that bisects the angle between the direction of heading and the normal to the surface (Koenderink, 1986; Koenderink & van D o , m , 1976 Koenderink & van D o , m , , 1981 . Thus, any strategy in which the local maximum of divergence is taken to indicate the direction of heading would lead to systematic errors. As a second strategy, Koenderink and van Doorn (198 l) showed that the local maximum and minimum of divergence together specify the axis of translation; however, they are rarely both visible to an observer. A third strategy would be to determine heading from the position of the divergence maximum and the perceived surface slant. However, the analysis fails to generalize to complex surfaces because the number and locations of local divergence maxima are influenced by environmental layout (Koenderink, 1986) ; for example, with two planar surfaces in an environment, there are two local maxima.
We tested the divergence maximum hypothesis by presenting oblique approaches to planar surfaces whose slant was perceptually ambiguous. With an oblique approach, the local maximum of divergence falls midway between the axis of translation and the perpendicular to the surface. By varying the angle of approach to the surface, or path angle, between 90", 84", and 78 ~ we obtained predicted heading errors of 0", 3", and 6 ~ respectively. Consequently, with heading angles of _< 4* a decline in the overall percent correct from maximum performance to chance should occur with a decrease in path angle. If the strategy of combining the location of the divergence maximum with the perceived slant of the surface is being used, it depends upon an accurate perception of slant. Thus, we also varied the surface angle with respect to the screen between 0", 6", and 12", so that the slant of the surface was perceptually ambiguous. If all surfaces are seen as roughly parallel to the screen, this strategy would lead to increasing errors with increasing surface angles.
The case of approaching a plane also provides another test of Cutting's (1986) differential motion parallax hypothesis. Because the hypothesis depends on elements at different distances in depth along the line of sight, there is no differential motion parallax with a perpendicular approach to ~t plane. With horizontally oblique paths of approach, differential parallax provides information only about heading in the vertical dimension, not the horizontal dimension that is tested here. Thus, a subject who generally relies on differential motion parallax should perform at chance with all path angles in the present experiment.
Method
Observers. Twenty undergraduates, none of whom had seen our displays before, were paid to participate. Ten of them, 1 man and 9 women, viewed the displays under the previous binocular conditions. The other 10, 3 men and 7 women, viewed them with the preferred eye through a monocular reduction screen. This concealed the edges of the display screen and created a fuzzy, untextured border around the display, in an effort to reduce frame effects and relative edge rates at the edges of the screen.
Displays. Displays simulated horizontal paths of approach to a vertical 14-m H × 12.2-m V surface at a running speed of 3.8 m/s. The path angle to the surface varied among +78", -84 °, and 90*, and the surface angle with respect to the screen varied among 0 °, ±6 °, and ± t 2* about a vertical axis at the center of the screen. To keep both the point of impact and the target line on the screen, negative path angles (heading to the left of the surface normal) were paired with negative surface angles (clockwise rotation, viewed from above), and positive path angles with positive surface angles. The point on the surface at the center of the screen started at an initial simulated distance of 21.3 m, and the observer traveled 14.1 m in the course of each 3.7 s display; thus, the time-to-contact with the surface at the end of the display was between 1.8 s and 2.0 s. Simulated dot density was 1.17 dots/m 2, with approximately 200 dots visible at the beginning of a display and 20 dots visible at the end. A vertical target line 4* high appeared in the last frame of the display and remained visible until the subject made a response. Target position varied to produce heading angles of ±0.5 °, ±1.0", _2.0 °, and +_4.0* to the left or right of the target. Whereas this limited a normally two-dimensional judgment to one horizontal dimension, it made the task comparable to those of Experiments 1 and 2. Previous researchers have found similarly poor performance with one-and two-dimensional pointing tasks.
The reduction screen consisted of a black paper mask in front of the display with a black plastic eyepiece at the geometric projection point of the display. The eyepiece was covered with black paper with a rectangular 1.5-cm H × 1.2-cm V aperture 2.5 cm from the observer's eye, concealing the edges of the display screen.
Procedure. Path angle, surface angle, and heading angle were selected randomly on each trial, with the constraint that one trial occur at each combination of values, for a total of 144 trials. The data were collapsed across positive and negative values, yielding 12 trials in each Heading Angle x Path Angle condition. Observers participated in one session that lasted about 45 min and were asked about perceived surface slant during a debriefing. Otherwise, the procedure was the same as in the previous experiments.
Results and Discussion
As expected, 15 (75%) of the subjects reported that they did not notice any variation in surface slant and that all surfaces appeared to be parallel to the screen. The remaining 5 subjects reported noticing occasional slight departures from the parallel orientation. Heading judgments were highly accurate with both perpendicular and oblique approaches to the plane. Mean percent correct is plotted for each path angle in Figure 12 and for each surface angle in Figure 13 . An ANOVA on normalized percent correct data revealed no effect of the reduction screen, F(1, 18) = 0.57, ns, and no reduction screen interactions. The fact that observers were equally accurate with sharp and fuzzy display edges suggests that they do not rely on relative edge rates, which are ill defined in the latter case. There was a significant effect of heading angle, F(3, 54) = 174.15, p < .001, but overall performance was constant across path angle, F(2, 36) = 1.74, ns (see Table 1 ). This contradicts the hypothesis that observers simply rely on the location of the m a x i m u m of divergence to indicate heading. Overall percent correct was also constant across surface angle, F(2, 36) = 0.86, ns (Table  1) . Combined with the fact that most observers reported seeing all surfaces as parallel to the screen, this result contradicts the pattern of increasing error predicted by combining the divergence m a x i m u m with perceived surface slant.
The mean overall threshold was 1.49" without the reduction screen and 1.34" with the reduction screen. Separate ANOVAS on thresholds confirm that there was no effect of reduction screen, F(1, 18) = 0.52, ns, path angle, F(2, 36) = 2.87, ns, or surface angle, F(2, 36) = 0.79, ns (see Table 1 ).
Thus, the heading accuracies obtained for perpendicular and oblique approaches to the plane are comparable to those of 1.2" found for travel parallel to the plane in Experiment 2. This finding confirms our conclusion that previous poor results were due to the response task rather than to displays o f a perpendicular approach. The results contradict both versions of the divergence m a x i m u m hypothesis, including simple reliance on the location of the m a x i m u m , which predicted increasing error with oblique path angles, and reliance on the m a x i m u m plus perceived surface slant, which predicted increasing error with increasing surface angles. In fact, there were no such effects of path angle or surface angle. The findings also demonstrate that differential motion parallax is unnecessary for the perception of heading. Reliance on differential parallax predicted chance performance at all path angles, yet performance was uniformly high. Although we cannot disprove the claim that observers might use differential motion parallax under other conditions, this would require that the visual system first recognize those conditions in which the strategy is appropriate. It is more parsimonious to assume that observers use the same information under all translational conditions, and our results are consistent with the global radial outflow hypothesis. Other classes of optical flow patterns specify other types of observer movement, such as curved flow corresponding to curvilinear movement.
These results show no sign of the ambiguity for movement relative to a plane noted by Longuet-Higgins (1984) , Tsai and Huang (1984) , and Waxman and Ullman (1985) . Instantaneously, there are two possible interpretations of the velocity field during an oblique approach: the veridical one and one in which the axis of translation and the surface normal are switched. However, this ambiguity is resolved over time, as it appears to be for our observers, who were quite accurate in locating the veridical axis of translation. This suggests that the visual system is making use of extended temporal samples of optical flow.
General Discussion
The present experiments show heading accuracies on the order of 1.2* with translation parallel, perpendicular, and at oblique angles to a plane. With high densities at running speeds, we observed an accuracy of 0.66 ~ . Thus, contrary to previous reports, it appears that the optical flow pattern does provide a sufficient basis for heading judgments during pure translation at a level requisite for the control of locomotion, which is consistent with Cutting's (1986) analysis of required accuracy. This improvement is probably due to the use of a more appropriate discrimination task in place of previous pointing tasks, rather than to other display variables such as optical velocity, screen size, element expansion, edge rates, planar random-dot surfaces, or path angle. Our results were obtained in the minimal case of a planar random-dot surface with no element expansion at slow speeds of travel; richer environments, including nonplanar or shaded surfaces with expanding features, are likely to yield even better performance. for observers are accurate with sparse flow fields that do not satisfy its conditions in Experiments 1 and 2 and with displays that contain no differential parallax in Experiment 3. W. H. Warren and Hannon's experiment with a single fixation point also provides evidence against differential parallax guiding multiple fixations. (f) Finally, the results contradict the local maximum of divergence hypothesis, demonstrating that observers do not use the divergence maximum to judge heading in Experiment 3. In short, in contrast to previous researchers, we conclude that o u r findings are consistent with Gibson's (1950) original hypothesis of global radial outflow for the perception of translational heading and inconsistent with the other hypotheses.
The high level of accuracy found with sparse flow fields in Experiments 1 and 2 also implies that the visual system does not rely on spatial derivatives of the velocity field. This casts doubt on the utility of differential invariants such as divergence, curl, and deformation (Koenderink, 1986; Koenderink & van Doorn, 1975 , 1976 , dilatation, vorticity, and shear (Longuet-Higgins & Prazdny, 1980) , or the rate-of-strain and spin tensors (Waxman & Ullman, 1985) , which are combinations of velocity field derivatives. A stronger test would be to examine an environmental layout that is not locally smooth, in which case the spatial derivatives of the flow field are not well defined. In other experiments we have found comparable heading accuracy for translation through a threedimensional volume of dots, in which the flow field is not locally continuous. This indicates that the visual system does not depend on spatial derivatives, and it demonstrates that the present results generalize to more complex nonplanar environments.
However, the present experiments do not address the problem of a rotational contribution, as in the case of eye movements, or the case of curvilinear movement. Under our conditions, the effects of eye movements could have been eliminated by multiple fixations, an oculomotor signal, or the frame of reference provided by the screen or the orbit of the eye, as well as by a visual decomposition of the flow field. However, W. H. Warren and Hannon (1988) have shown that observers make accurate heading judgments during pursuit eye movements and during displays that simulate the effects of such eye movements. Thus, the fact that neither multiple fixations nor oculomotor signals are necessary for the decomposition demonstrates the sufficiency of the optical flow pattern itself.
Although these experiments provide basic data on translational heading judgments, numerous questions remain. How are the translational and rotational components of flow resolved, and what is the optical basis for the decomposition? Are curvilinear paths of self-movement perceived, and can they be distinguished from eye rotations? What variables of optical flow are used to control posture and locomotion? These questions are currently under investigation. The present results are consistent with the global radial outflow theory for translational heading and are inconsistent with the alternative hypotheses. Heading accuracies on the order of 1.2 ~ indicate that optical flow can provide an adequate basis for the control of locomotion and other visually guided behavior.
