This paper considers the problem of subspace clustering under noise. Specifically, we study the behavior of Sparse Subspace Clustering (SSC) when either adversarial or random noise is added to the unlabeled input data points that are assumed to lie in a union of lowdimensional subspaces. We show that a modified version of SSC is provably effective in correctly identifying the underlying subspaces, even with noisy data. This extends previous guarantees of this algorithm in the noiseless case to the practical setting and provides justification to the success of SSC in a class of real applications.
Introduction
Subspace clustering is a problem motivated by many real applications. It is now widely known that many high dimensional data including motion trajectories (Costeira and Kanade, 1998) , face images (Basri and Jacobs, 2003) , network hop counts (Eriksson et al., 2012) , movie ratings (Zhang et al., 2012) , social graphs (Jalali et al., 2011) and many others can be modeled as samples drawn from the union of multiple low-dimensional subspaces (illustrated in Figure 1 ). Subspace clustering, arguably the most crucial step to understand such data, refers to the task of clustering the data into their original subspaces and uncovers the underlying structure of the data. The partitions, depending on the application, may correspond to different rigid objects for motion trajectories, different people for face data, subnets for network data, like-minded users in movie database or latent communities for social graph.
Subspace clustering has drawn significant attention in the last decade and a great number of algorithms have been proposed, including EM-like iterative algorithms, e.g., K-plane (Bradley and Mangasarian, 2000) and Q-flat (Tseng, 2000) , algebraic methods such as GPCA (Vidal et al., 2005) ), matrix factorization methods Kanade, 1998, 2000) , spectral clustering-based methods (Lauer and Schnorr, 2009; Chen and Lerman, 2009 ), bottom-up local affinity-based methods, e.g., LSA (Yan and Pollefeys, 2006) and ALC (Rao et al., 2008) , and convex optimization-based approaches -in specific, Low Rank (Liu et al., 2010 (Liu et al., , 2013 and Sparse Subspace Clustering (SSC) Vidal, 2009, 2012b) . For a comprehensive survey and comparison, we refer the readers to the tutorial by Vidal (2011) . Among these algorithms, SSC is known to enjoy superb empirical performance, even for noisy data. For example, it is the state-of-the-art algorithm for motion segmentation on the Hopkins155 benchmark (Tron and Vidal, 2007; Elhamifar and Vidal, 2009) .
The key idea of SSC is to find a sparse representation of each data point with the remaining data points using 1 minimization. Without introducing the notations (which we will do in Section 3), the noiseless and noisy version of SSC solve respectively min c i c i 1 s.t. x i = X −i c i , and min
for each i where x i is the i th sample and X −i is the matrix of the remaining samples, and hope c i to be supported only on indices of the data points from the same subspace as x i . Effort has been made to explain the practical success of SSC by analyzing the noiseless version. Elhamifar and Vidal (2010) show that under certain conditions, disjoint subspaces (i.e., they are not overlapping) can be exactly recovered. The recent geometric analysis of SSC (Soltanolkotabi and Candes, 2012) broadens the scope of the results significantly to the case when subspaces can be overlapping. However, while these analysis advanced our understanding of SSC, one common drawback is that the data points are assumed to be lying exactly in the subspace. This assumption can hardly be satisfied in practice. For example, motion trajectories data are only approximately of rank-4 due to perspective distortion of camera, tracking errors and pixel quantization (Costeira and Kanade, 1998) ; face images are also not precisely of rank-9 since human faces are at best approximated by a convex body (Basri and Jacobs, 2003) .
In this paper, we address this problem and provide the first theoretical analysis of SSC with noisy or corrupted data. Our main result shows that a modified version of SSC (see (3.2)) provably succeed when the magnitude of noise does not exceed a threshold determined by a geometric gap between inradius and subspace incoherence (see below for precise definitions). This greatly extends the result of Soltanolkotabi and Candes (2012) that shows the same geometric gap determines whether SSC succeeds for the noiseless case. Indeed, our results reduce to the noiseless results of Soltanolkotabi and Candes when the noise vanishes. While our analysis is based upon the geometric analysis of Soltanolkotabi and Candes (2012) , the analysis is much more involved: In SSC, sample points are used as the dictionary for sparse recovery, and therefore noisy SSC requires analyzing a noisy dictionary. This is a hard problem and we are not aware of any previous study that proposed guarantees in the case of noisy dictionary except Loh and Wainwright (2012) in the high-dimensional regression problem. We also remark that our results on noisy SSC are exact, i.e., as long as the noise magnitude is smaller than a threshold, the recovered subspace clusters are correct. This is in sharp contrast to the majority of previous work on structure recovery for noisy data where stability/perturbation bounds are given -i.e., the obtained solution is approximately correct, and the approximation gap goes to zero only when the noise diminishes.
The paper is organized as follows. In Section 2, we review previous and ongoing works related to this paper. In Section 3, we formally define the notations, explain our method and the models of our analysis. Then we present our main theoretical results in Section 4 with examples and remarks to explain the practical implications of each theorem. In Section 5 and 6, proofs of the results in the deterministic setup and the randomized setups are provided. It follows with Section 7 on the geometric interpretations the results and proofs. Furthermore, we evaluate our method experimentally in Section 8 with both synthetic data and real-life data, which confirms the prediction of the theoretical results. Lastly, Section 9 summarizes the paper and discusses some open problems for future research in subspace clustering.
Related works
In this section, we review existing and ongoing theoretical studies on the problem of subspace clustering.
Nominal performance guarantee for noiseless data
Most previous analysis concerns about the nominal performance of a particular subspace clustering algorithm with noiseless data. The focus is to relax the assumptions on the underlying subspaces and data generation.
A number of methods have been shown to work under the independent subspace assumption including the early factorization-based methods (Costeira and Kanade, 1998; Kanatani, 2001) , LRR (Liu et al., 2010) and the initial guarantee of SSC (Elhamifar and Vidal, 2009) . To be more specific, recall that the data points lie in a union of subspaces. The independent subspace assumption requires each subspace to be linearly independent to the span of all other subspaces. Equivalently, this assumption requires that the sum of the dimension of each subspace equals to the dimension of the span of all subspaces. For example, in a two dimensional plane, one can only have two independent lines. If there are three lines intersecting at the origin, they cannot be independent even if each pair of them are independent.
Disjoint subspace assumption only requires pairwise linear independence, hence is more meaningful in practice. To the best of our knowledge, only GPCA (Vidal et al., 2005) and SSC Vidal, 2010, 2012b ) are shown to provably succeed for data under the disjoint subspace assumption (together with other conditions). GPCA however is not a polynomial time algorithm. Its computational complexity increases exponentially with respect to the number and the dimensions of the subspaces.
The geometric analysis in Soltanolkotabi and Candes (2012) further pushes the envelope of this line of study, and obtains guarantees to cover some cases when the underlying subspaces are overlapping, meaning that two subspaces can even share a basis. The analysis reveals that the success of SSC relies on the difference of two geometric quantities (inradius r and incoherence µ) to be greater than 0, which leads to by far the most general and strongest theoretical guarantee for SSC in the noiseless case.
We remark that our robust analysis extends from Soltanolkotabi and Candes (2012) and therefore is inherently capable of handling the same range of problems, namely disjoint and overlapping subspaces. This is formalized later in Section 4.
Robust performance guarantee
Most previous studies of subspace clustering under noise are empirical. For instance, factorization, spectral clustering and local affinity based approaches we surveyed earlier are able to produce a (sometimes good) solution by default even for noisy real data Vidal, 2009, 2012b) . Convex optimization based approaches like LRR and SSC can be extended naturally to a robust version that handles noise by relaxing the hard equality constraints into a penalty term in the objective function. In fact, the superior results of SSC and LRR on motion segmentation and face clustering data reported in Elhamifar and Vidal (2009) and Liu et al. (2010) ) are produced using the robust extension instead of the well-studied noiseless version.
After a conference version of this paper (Wang and Xu, 2013) was accepted, and while we were preparing this manuscript, a manuscript (Soltanolkotabi et al., 2013) was uploaded to Arxiv. To the best of our knowledge, this is the only other theoretical analysis on subspace clustering methods under noisy data. Soltanolkotabi et al.'s work differs from ours in several ways:
1. Model of analysis: Our main contributions include a guarantee that requires no probabilistic assumptions on how the data and noise are generated and hence works for potentially adversarial noise, while the result in Soltanolkotabi et al. (2013) relies on random sampling of data in each subspace and can handle only stochastic noise. Indeed, a guarantee for deterministic data is listed as a future work in Soltanolkotabi et al. (2013) .
Results:
Our results in the semi-random model is directly comparable to the main theoretical results (Theorem 3.1 and 3.2) in Soltanolkotabi et al. (2013) . It appears that their results focus on a high subspace dimension paradigm (large d) and becomes less meaningful in the more common cases when the underlying dimension of each subspace is low (see Table 1 ). In particular, the lower bound in Theorem 3.2 of Soltanolkotabi et al. (2013) becomes vacuous when d is small. Moreover, the failure probability contains a term 6e −γd and only diminishes when d goes to infinity. In contrast, our results become stronger when d is smaller, which is consistent with the simulation in Section 8.
Proof techniques:
The difference in the results is perhaps due to the difference in the proof techniques: Soltanolkotabi et al. (2013) requires each subspace's data to obey the Restricted Isometry Property (RIP) 1 (Candès, 2008) , while ours does not need it. When the number of data increases, it is more likely that multiple similar data points exist, which makes RIP prone to fail. On the other hand, in the subspace clustering problem (in particular SSC), more data samples we have in each subspace should intuitively be good since the representation of the underlying subspace is better (a larger inradius r). That is why we suspect RIP may not capture the intrinsic properties of the problem.
Note that the notion of robustness in our paper is restricted to the noise/arbitrary corruptions added to the legitimate data, instead of the robustness vis a vis outliers in the data (unless otherwise specified). Handling outliers is a completely different problem. Solutions have been proposed for LRR in Liu et al. (2012) by decomposing a 2,1 norm column-wise sparse components and for SSC in Soltanolkotabi and Candes (2012) by objective value thresholding, but these results require non-outlier data points to be free of noise, therefore not comparable to the study in this paper.
Problem setup
Notations: We denote the uncorrupted data matrix by Y ∈ R n×N , where each column of Y (normalized to unit vector) belongs to a union of L subspaces
Each subspace S is of dimension d and contains N data samples with N 1 + N 2 + ... + N L = N . We observe the noisy data matrix X = Y + Z, where Z is some arbitrary noise matrix. Let Y ( ) ∈ R n×N denote the selection of columns in Y that belongs to S , and let the corresponding columns in X and Z be denoted by X ( ) and Z ( ) . Without loss of generality, let X = [X (1) , X (2) , ..., X (L) ], i.e., the columns are ordered according to the subspaces. In addition, we use subscript "−i" to represent a matrix that excludes column i, e.g., X ( )
. Calligraphic letters such as X , Y represent the set containing all columns of the corresponding matrix (e.g., X and Y ( ) ). For two sets A ⊆ B, B \ A is the set of all elements in B but not A.
For any matrix A, P(A) represents the symmetrized convex hull of its columns, i.e., P(A) = conv(±A). Also let P ( )
−i ) for short. P S and Proj S denote respectively the projection matrix and projection operator (acting on a set) to subspace S. Throughout the paper, · represents the Euclidean-norm for vectors and operator norm for matrices; other norms will be explicitly specified (e.g., · 1 , · ∞ ).
Method: Recall that the original SSC solves the linear program |C| + |C| T . Because of the hard constraint in the formulation, it is easy to see that when Z = 0, this method breaks down: indeed (3.1) may even be infeasible.
To handle noisy X, a natural extension of SSC is to relax the equality constraint in (3.1) and solve the following unconstrained minimization problem instead (Elhamifar and Vidal, 2012b) :
We will focus on Formulation (3.2) in this paper. Notice that (3.2) coincides with the standard LASSO. Yet, since our task is subspace clustering, the analysis of LASSO (mainly for the task of support recovery) does not extend to SSC. In particular, existing literature for LASSO to succeed requires the dictionary X −i to satisfy RIP (Candès, 2008) or the Null-space property (Donoho et al., 2006) , but neither of them is satisfied in the subspace clustering setup. 2 In the subspace clustering task, there is no single "ground-truth" C to compare the solution against. Instead, the algorithm succeeds if each sample is expressed as a linear combination of samples belonging to the same subspace, as the following definition states.
Definition 1 (LASSO Subspace Detection Property) We say subspaces {S } k =1 and noisy sample points X from these subspaces obey LASSO subspace detection property with λ, if and only if it holds that for all i, the optimal solution c i to (3.2) with parameter λ satisfies:
(1) c i is not a zero vector, i.e., the solution is non-trivial, (2) Nonzero entries of c i correspond to only columns of X sampled from the same subspace as x i .
This property ensures that the output matrix C and hence the affinity matrix W are block diagonal where each subspace cluster is represented by a disjoint block. 3 The property is illustrated in Figure 2 . For convenience, we refer to the second requirement alone as "Self-Expressiveness Property" (SEP), following Elhamifar and Vidal (2012b) .
Models of analysis:
Our main goal is to provide sufficient conditions upon which the LASSO subspace detection property holds in the following four models that generate the data. Precise definition of the noise models is given in Section 4:
• fully deterministic model; • deterministic data+random noise;
• semi-random data+random noise; • fully random model.
Main results

Deterministic model
This subsection is devoted to the fully deterministic model, where no probabilistic assumptions are made on how the data and the noise are generated. We start by defining two concepts adapted from Soltanolkotabi and Candes (2012) .
Definition 2 (Projected Dual Direction) Let ν be the optimal solution to the dual op-
and S is a low-dimensional subspace. The projected dual direction v is defined as
We say that the vector set X is µ-incoherent to other points if
Here, µ measures the incoherence between corrupted subspace samples X and clean data points in other subspaces. As y = 1 by definition, the range of µ is [0, 1] . In the case of random subspaces in high dimension, µ is close to zero. Moreover, as we will see later, when the subspaces are deterministic but the data points within each subspace are randomly generated, µ is proportional to the expected angular distance of the subspaces (measured by cosine of canonical angles). Definition 2 and 3 differ from the dual direction and subspace incoherence property of Soltanolkotabi and Candes (2012) in that we require a projection to a particular subspace to cater to the analysis of the noise case. Indeed, our definitions generalize the original definitions in Soltanolkotabi and Candes (2012) , as they reduces to the original ones when data are noiseless and λ → ∞.
Definition 4 (inradius) The inradius of a convex body P, denoted by r(P), is defined as the radius of the largest Euclidean ball inscribed in P. 
Theorem 6
Under the deterministic noise model, compactly denote
If µ < r for each = 1, ..., L, and
then LASSO subspace detection property holds for all weighting parameter λ in the range
, and the range is guaranteed to be non-empty.
Remark 7 (Noiseless case) When δ = 0, i.e., there is no noise, the success condition reduces to µ < r , which coincides with the result presented in Soltanolkotabi and Candes (2012) . However, the latter only works for the the exact LP formulation (3.1), whereas our result works for the unconstrained LASSO formulation (3.2) for any λ > 1 r , which is typically more computationally friendly, and more robust to numerical error. 
can be interpreted as the breaking point under increasing magnitude of adversarial noise. This suggests that SSC by (3.2) is provably robust to arbitrary noise having signal-to-noise ratio (SNR) greater than Θ 1 r(r−µ) . (Notice that 0 < r < 1, we have 3r 2 + 8r + 2 = Θ(1).)
Remark 9 (Geometric Interpretation) The geometric interpretation of our results is give in Figure 4 . The left figure illustrates Theorem 2.5 of Soltanolkotabi and Candes (2012) that suggests that the projection of external data points must fall inside the solid blue polygon, which is the intersection of halfspaces defined by dual directions (blue dots) that are tangent planes of the red inscribing sphere. The right figure illustrates the guarantee of Theorem 6 which states that the whole red sphere (analogous to uncertainty set in Robust Optimization (Ben-Tal and Nemirovski, 1998; Bertsimas and Sim, 2004) ) of each external data point must fall inside the dashed red polygon, which is smaller than the blue polygon by a factor related to the noise level. Further discussion of the geometric interpretation is given in Section 7.
Remark 10 (Matrix version of the algorithm) The theorem suggests there exist a single λ that works for all x i , X −i in (3.2). Hence, instead of solving (3.2) for all i, we may equivalently solve the compact matrix version below
The matrix version can be solved numerically using alternating direction method of multipliers (ADMM) (Boyd et al., 2011) . According to our experiments, the matrix version of the algorithm is faster, since it reuses the same design matrix X for all data columns. Details of the algorithm is provided in Appendix A.
Randomized models
We analyze the performance of Lass-SSC under the following three randomized generative models with increasing level of randomness.
• Determinitic+Random Noise. Subspaces and samples in subspace are fixed; noise is random.
• Semi-random+Random Noise. Subspace is deterministic, but samples in each subspace are drawn iid uniformly from the unit sphere; noise is random.
• Fully random. Both subspace and samples are drawn uniformly at random; noise is also random.
Definition 11 (Random noise model) Our random noise model is defined to be any additive Z that is (1) columnwise iid; (2) spherical symmetric; and (3) z i ≤ δ with high probability.
Example 1 (Gaussian noise) The example par excellence of the random noise model is the iid Gaussian noise. Let each entry
with probability at least 1 − C/N 2 for some constant C (by Lemma 26).
Theorem 12 (Deterministic+Random Noise) Under the random noise model, compactly denote r , r and µ as in Theorem 6. Furthermore, let
If r > 3 /(1 − 4 ), µ < r for all = 1, ..., k, and
then with probability at least 1 − 7/N , LASSO subspace detection property holds for all weighting parameter λ in the range
and the range is guaranteed to be non-empty.
Remark 13 (Margin of error) Compared to Theorem 6, Theorem 12 considers a more benign noise and hence obtains a stronger result. Observe that in the random noise case, the magnitude of noise that SSC can tolerate is proportional to r − µ -i.e., the difference of inradius and incoherence -which is the fundamental geometric gap that appears in the noiseless guarantee of Soltanolkotabi and Candes (2012) . We call this gap the Margin of error.
We now analyze this margin of error under different generative models, which leads to performance guarantees of Lasso-SSC under the semi-random and the fully random models. We start from the semi-random model, where the distance between two subspaces is measured as follows.
Definition 14
The affinity between two subspaces is defined by:
k is the i th canonical angle between the two subspaces. Let U k and U be a set of orthonormal bases of each subspace, then aff(
When data points are randomly sampled (iid uniformly on the unit sphere) from each subspace, the geometric entity µ(X ) can be expressed using this (more intuitive) subspace affinity, which leads to the following theorem.
Theorem 15 (Semi-random+random noise) Suppose N = κ d + 1 data points are randomly sampled (iid uniformly on the unit sphere) on each S , 1 ≤ ≤ L. Use as in Theorem 12 and let c(κ) be a positive constant that takes value 1/ √ 8 when κ is greater than some numerical constant κ o . If
and c(κ ) log κ /2d > 3 /(1 − 4 ) for each , furthermore
then LASSO subspace detection property holds for some λ 5 with probability at least 1
Remark 16 (Overlapping subspaces) Similar to the results in Soltanolkotabi and Candes (2012) , Theorem 15 demonstrates that LASSO-SSC can handle overlapping subspaces with noisy samples. By Definition 14, aff(S k , S ) can be small even if S k and S overlap in some directions, which keeps the margin of error positive.
We now turn to the fully random case.
Theorem 17 (Fully random model) Suppose there are L subspaces each with dimension d, chosen independently and uniformly at random. For each subspace, κd + 1 points 5. The λ here has a fixed non-empty range as in Theorem 6 and 12, which we omit due to its complex expression. It can be simply written out by substituting r >
into (4.1).
Application
Cluster rank 3D motion segmentation (Costeira and Kanade, 1998) rank = 4 Face clustering (with shadow) (Basri and Jacobs, 2003) rank = 9 Diffuse photometric face (Zhou et al., 2007) rank = 3 Network topology discovery (Eriksson et al., 2012) rank = 2 Hand writing digits (Hastie and Simard, 1998) rank = 12 Social graph clustering (Jalali et al., 2011) rank = 1 
then with probability at least 1
κd , the LASSO subspace detection property holds for any λ in the range
that is guaranteed to be non-empty. Here C, C 1 ,C 2 are some absolute constants.
Based on Theorem 17, we can obtain how the robustness scales with different problem parameters, as the following two remarks show. These observations are also validated by numerical simulations in Section 8.
Remark 18 (Trade-off between d and the margin of error) As Theorem 17 shows, the subspace dimension d may grow linearly with the ambient dimension n. Interestingly, the result shows that the margin of error scales likeΘ( 1/d), implying a tradeoff between d and robustness to noise. Fortunately, most interesting applications indeed have very low subspace-rank, as summarized in Table 1 .
Remark 19 (Robustness in the many-cluster setting) Another interesting observation is that the margin of error scales logarithmically with respect to L, the number of clusters (in both log κ and log N since N = L(κd + 1)). This suggests that SSC is robust even if there are many clusters, and Ld n.
Proofs for the Deterministic Model
In this section, we provide the proof for Theorem 6. Instead of analyzing (3.2) directly, we consider an equivalent constrained version by introducing a slack variable e i :
The constraint can be rewritten as
The dual program of (5.1) is:
Recall that we want to establish the conditions on the noise magnitude δ, the properties of the data (µ and r in the deterministic model and affinity in the semi-random model) and the range of valid λ such that the solution c i is non-trivial (i.e., non-zero) and has support indices inside the column set X ( ) −i (i.e., satisfies SEP), see Definition 1. The proof is organized into three main steps:
(1) Proving SEP by duality. First we establish a set of conditions on the optimal dual variable of D 0 corresponding to all primal solutions satisfying SEP. We then construct such a dual variable ν as a certificate of proof. These are presented in Section 5.1, 5.2 and 5.3.
(2) Proving the solution is non-trivial by showing that the optimal value is smaller than the trivial optimal value c * = 0 and e * = x ( ) i . This step is given in Section 5.4.
(3) Showing the existence of a proper λ. As it will be clear later, conditions for (1) include λ < A and (2) requires λ > B for some expressions A and B. Then it is natural to ensure B < A so that a valid λ exists. It turns out that this is guaranteed if δ < C for some expression C, which completes the proof. This argument is carried over in Section 5.5.
Optimality Condition
Consider the following optimization problem which generalizes (5.1):
We have the following lemma which extends Lemma 7.1 in Soltanolkotabi and Candes (2012) .
Lemma 20 Consider a vector y ∈ R d and a matrix A ∈ R d×N . If there exists a triplet (c, e, ν) obeying y = Ac + e and c has support S ⊆ T , furthermore the dual certificate vector ν satisfies
then any optimal solution (c * , e * ) to (5.4) satisfies c * T c = 0.
Proof For optimal solution (c * , e * ), we have:
To see λ 2 e * 2 ≥ λ 2 e 2 + λe, e * −e , note that right hand side equals to λ − 1 2 e T e + (e * ) T e , which takes a maximal value of λ 2 e * 2 when e = e * . The second to last equality holds because both (c, e) and (c * , e * ) are feasible solutions, so that ν, A(c * − c) + ν, e * − e = ν, Ac * + e * − (Ac + e) = 0. The last equality holds because by assumption we have c S 1 = c 1 .
With the inequality constraints of ν given in the lemma statement, we know
Substitute into (5.5), we get:
where (1 − A T T c ν ∞ ) is strictly greater than 0. Using the fact that (c * , e * ) is an optimal solution, c * 1 + λ 2 e * 2 ≤ c 1 + λ 2 e 2 . This completes the proof. The next step is to apply Lemma 20 with x = x ( ) i and A = X −i and then construct a triplet (c, e, ν) such that dual certificate ν satisfying all conditions and c satisfies SEP. Then we can conclude that all optimal solutions of (5.1) satisfy SEP.
Construction of Dual Certificate
To construct the dual certificate, we consider the following fictitious optimization problem that explicitly requires that all feasible solutions satisfy SEP. This problem is called fictitious because the formulation requires knowing the subspace clusters, and hence cannot be used for the subspace clustering task.
6)
The primal problem is feasible because y
i is a pair of feasible solution. Also, its optimal value is bounded by 0 trivially. Then by strong duality, the dual program is feasible and bounded too, which implies that for every optimal solution (c, e) of (5.6) with c supported on S, there exist ν satisfying:
We shall show this ν is indeed a dual certificate required in Lemma 20. Notice that ν satisfies all conditions in Lemma 20 with respect to 8) except the inequality condition
which is equivalent to for all data point x ∈ X \ X ,
Thus, to show that the candidate primal solution (5.8) associated with the optimal (c, e) of (5.6) is indeed the optimal solution of (5.1) and therefore SEP holds, we only need to show ν, the solution of (5.7), satisfies (5.9), as this guarantees that ν is a dual certificate as required in Lemma 20. This is proved in the next subsection.
Dual separation condition
We project ν to the subspace S and its complement subspace then analyze separately. For convenience, denote ν 1 := P S (ν), ν 2 := P S c (ν). Then 10) where the last inequality holds because by Definition 3, | y,
Since we are considering general (possibly adversarial) noise, we will use the relaxation | cos(θ)| ≤ 1 for all cosine terms (a better bound under random noise will be given later). Hence, what remains is to bound ν 1 and ν 2 (note ν ≤ ν 1 + ν 2 ).
Bounding ν 1
We first bound ν 1 by exploiting the fact that the feasible region of ν in (5.7) is the following set:
Decomposing x and ν, the condition can be rewritten as
which leads to y
To get an upper bound of ν 1 , we need to analyze the geometric properties of the set
Definition 21 (polar set) The polar set K o of set K ∈ R d is defined as
By Definition 21, we have
Now we introduce the concept of circumradius.
Definition 22 (circumradius) The circumradius of a convex body P, denoted by R(P), is defined as the radius of the smallest Euclidean ball containing P.
The magnitude ν 1 is hence bounded by R(T o ). Moreover, the following lemma shows we can compute the circumradius of T o by analyzing the inradius of its polar set. By the property of the polar operator (Holmes and Holmes, 1975) , the polar of a polar set (a.k.a. bipolar set) is the convex hull of the original set, i.e., (
is itself convex, the polar set of T o is T .
Lemma 23 For a symmetric convex body P, i.e. P = −P, inradius of P and circumradius of polar set of P satisfy:
To compute r(T ) we need the following lemma.
Lemma 24 Given X = Y + Z, denote ρ := max i P S z i , furthermore Y ∈ S where S is a linear subspace, then we have:
Proof First note that the projection to a subspace is a linear operator, hence Proj S (P(X)) = P(P S X). Then by definition, the boundary set of P(P S X) is B := {y | y = P S Xc; c 1 = 1}. Inradius by definition is the largest ball containing in the convex body, hence r(P(P S X)) = min y∈B y . Now we provide a lower bound of it:
This concludes the proof.
A bound of ν 1 follows directly from Lemma 23 and Lemma 24:
This bound depends on ν 2 , which is bounded below.
Bounding ν 2
Since ν is the optimal solution to D 1 , it obeys the second optimality condition in Lemma 20:
Projecting both sides onto S ⊥ , we get
(5.14)
Now we bound c 1 . Since (c, e) is the optimal solution of P 1 , c 1 + then by strong duality,
By Lemma 23, optimal solutionν of the optimization problem inside the bracket satisfies ν ≤ 1 r(Q −i )
. It follows that
.
Note that we used the property λ 2 e 2 = 1 2λ ν 2 ≥ 1 2λ ν 2 2 , for which we recall ν = λe. Substitute the bound of c 1 1 into (5.14) we get
Now that function f (α) = α+ δ 2 α 2 monotonically increases when α > 0, the above inequality implies 16) which is the desired bound for ν 2 .
Conditions for
Putting together (5.10), (5.13) and (5.16), we have the upper bound of | x, ν |:
Thus, the condition | x, ν | < 1 holds if the following is true:
Denote ρ := λδ(1 + δ), assume δ < r Q −i , (µ(X ) + δ 1 ) < 1 6 and simplify the inequality using
6. These two assumptions hold under the condition on δ in Theorem 6.
we get a sufficient condition for | x, ν | < 1 to hold,
Generalize (5.17) to all data of all subspaces, the following must hold for each = 1, ..., k:
This gives a condition on δ and λ (within ρ), termed "dual separation condition" under noise, which is sufficient for SEP to hold. Note that this reduces to exactly the geometric condition in of Soltanolkotabi and Candes (2012) when δ = 0.
Solution being non-trivial
Besides SEP, we also need to show the optimal solution is non-trivial (i.e., not a zero-vector).
The idea is that when λ is large enough, the trivial solution c * = 0, e * = x ( ) i can never be optimal.
By optimality conditions, any optimal triplet (c, e, ν) obeys ν = λe, then if the condition ν < λ x ( ) i holds, we have that the optimal e < x is trivial:
So a sufficient condition on λ such that solution is non-trivial is
Reorganize the condition, we reach
For the inequality operations above to be valid, we need 20) for all x ( ) i and every = 1, ..., L. These inequalities could be verified with our condition on δ in the statement of Theorem 6, namely
where r := min {i:x i ∈X ( ) } r(Q ( ) −i ), µ := µ(X ) and r := min r . The first inequality of (5.20) holds since r < 1, µ > 0 and the denominator is greater than 1. Relax δ 1 to δ, the second inequality of (5.20) is quadratic with respect to δ, and hence is true if δ > 2r + 3 + 4r 2 + 8r + 9 2 , or δ < 2r + 3 − 4r 2 + 8r + 9 2 .
(5.21) implies the second one is true because:
≤ r − µ 4 + 6 < r 2r + 3 < 2r 2r + 3 + 4r 2 + 8r + 9 = 2r + 3 − 4r 2 + 8r + 9
2 .
Thus, we conclude that (5.20) always holds. Hence, the solution is non-trivial if (5.19) holds.
Existence of a proper λ
Recall that (5.18) ensures SEP to hold and (5.19) ensures the solution is non-trivial. Hence they must be satisfied simultaneously for all = 1, ..., L. Essentially (5.19) gives condition of λ from below, and (5.18) gives a condition from above. Using the same definition of r , µ and r, the condition on λ that we need is:
Observe that
Hence we require λ to obey for each :
We now show that under the statement of Theorem 6, i.e., condition (5.21), the range (5.22) is not an empty set. Again, we relax δ 1 to δ in (5.22) and get a sufficient condition
Since all denominators are positive, we obtain the standard form of the inequality
Now we will show that (5.21) is sufficient for the above 3 rd order inequality to hold.
(5.21) ⇔ (2r 2 + 6r + 2)δ < r(r − µ ) ⇔ −D > (2r 2 + 6r + 2)δ.
It follows that
−D > (2r 2 + 6r + 2)δ > (2r r + 4r + 2r + 2)δ
Therefore,
This completes the proof of Theorem 6.
Proofs of the Randomized Models
In this section, we provide proofs to the theorems of the three randomized models:
• Deterministic data+random noise
• Semi-random data+random noise
• Fully random
To do this, we need to bound δ 1 , cos(∠(z, ν)), and cos(∠(y, ν 2 )) in (5.10) when the Z follows the random noise model, such that a better dual separation condition can be obtained. Moreover, for the Semi-random and the Random data model, we need to bound r(Q ( ) −i ) when data samples from each subspace are drawn uniformly and bound µ(X ) when subspaces are randomly generated. These requires the following Lemmas.
Lemma 25 (Upper bound on the area of spherical cap) Let a ∈ R n be a random vector sampled uniformly from a unit sphere and z is a fixed vector. Then we have:
This Lemma follows from the upper bound on the area of spherical cap in Ball (1997) . By definition of the Random Noise Model, z i is spherical symmetric, which implies that the direction of z i distributes uniformly on an n-sphere. Hence Lemma 25 applies whenever an inner product involves z. As an example, we write the following lemma.
Lemma 26 (Properties of Gaussian noise) For Gaussian random matrix
), then each column z i satisfies:
(log(t+1)−t) ,
where the vector z is either fixed or independent to z i .
Proof The second property follows directly from Lemma 25 as the direction of a standard Gaussian vector is uniformly distributed.
To show the first property, notice that the sum of the squares of n independent Gaussian random variables follows χ 2 distribution with degree of freedom n, i.e.,
By Hoeffding's inequality, we have a close bound of its CDF (Dasgupta and Gupta, 2002) , which gives
Substituting α = 1 + t establishes the lemma.
By Lemma 26, δ = max i z i is bounded with high probability. δ 1 has an even tighter bound because each S is low-rank. Likewise, cos(∠(z, ν)) is bounded to a small value with high probability. Moreover, since ν = λe = λ(x i − X −i c), we can write ν 2 = λP S ⊥ (z i − Z −i c), thus ν 2 is merely a weighted sum of random noises in a (n − d )-dimensional subspace. Consider y a fixed vector, cos(∠(y, ν 2 )) is also bounded with high probability. Substitute these observations into (5.9) and the corresponding bound of ν 1 and ν 2 . We obtained the equivalent dual separation condition under the random noise model (equivalent to (5.17) in the proof of the deterministic case). These are made precise in the following lemma.
Lemma 27 (Dual separation condition under random noise) Let ρ := λδ(1+δ) and
then the (5.9) holds for all data points with probability at least 1 − 7/N .
Proof Recall that we want to find an upper bound of | x, ν |.
Here we will bound the two cosine terms and δ 1 under random noise model. To avoid any misunderstanding, we recall that x and ν are independent. ν is essentially ν(x
only depends on samples of the l-th subspace, while x ∈ X k |k = . Therefore, ν is not a function of x, y or z.
As discussed above, directions of z and ν 2 are independently and uniformly distributed on the n-sphere. Then by Lemma 25,
Using the same technique, we provide a bound for δ 1 . Given orthonormal basis U of S ,
Apply Lemma 25 for each i, then apply union bound, we get:
Since δ 1 is the worse case bound for all L subspace and all N noise vector, then a union bound gives:
Moreover, we can find a probabilistic bound for ν 1 too by a random variation of (5.11) which is now
Substituting the upper bound of the cosines to (6.2) and (6.4), we get respectively
and
This new bound of ν 1 follows from (6.4), Lemma 23 and 24. To bound ν 2 we simply use (5.16), and obtain
To lighten the notations, denote
substitute in the bound, we get
Note that here in order to get rid of the higher order term 1 r(r− δ) , we used δ < r and µ + δ < 1 to construct (µ+δ )δ 2 r(r−δ ) < δ r−δ as in the proof of Theorem 6. Thus, to ensure that | x, ν | < 1, we need
Replace ρ := λδ(1 + δ) and reorganize the inequality, this is equivalent to the assumed condition in the lemma statement
There are N 2 instances for each of the three events related to the consine value, apply union bound we get the failure probability
N . This concludes the proof.
Proof of Theorem 12
Lemma 27 has already provided the separation condition. Thus to complete the proof we need to find the range of λ and the condition of δ. The range of λ: The range of valid λ for the random noise case can be obtained by substituting δ 1 < δ (see (6.3)) into (5.19) and rewriting (6.1) with respect to λ. This gives us
Remark 28 A critical difference from the deterministic noise model is that now there is a small in the denominator of the upper endpoint of the interval. Assume small µ, the valid range of λ expands to an order of Θ(1/r) ≤ λ ≤ Θ(r/( δ)).
The condition of δ: We now show that the two conditions δ < min r − µ 2r + 4 , and r > 3 1 − 4 , stated in the Theorem 12 are sufficient for the following three inequality to hold for
(6.6) (6.7) (6.8) Essentially, (6.6) and (6.7) are to make sure the left hand side of (6.5) is valid and (6.8) is to ensure a valid λ exists. (6.6) is trivial. (6.7) is a quadratic inequality
(1 − 2 )δ 2 + (2 + 2r + )δ − r < 0 ⇐ δ 2 + (2r + 3)δ − r < 0 which requires δ < 2r + 3 − 4r 2 + 8r + 9 2 . (6.9)
Also it suffices to use only the smallest r for (6.7), so we may replace r with r in the above requirement. Then we can show that δ < min r −µ 2r+4 ⇒ (6.9) ⇒ (6.7) by δ < min r − µ 2r + 4 < r 2r + 3 < 2r 2r + 3 − √ 4r 2 + 8r + 9 = 2r + 3 − √ 4r 2 + 8r + 9 2 .
Finally, for (6.8), we first transform it into a standard form
Define f (δ) := Aδ 2 + Bδ + C such that the 3 rd -order polynomial inequality becomes
A sufficient condition on δ for f (δ)δ < r(r − µ ) is therefore δ < r(r − µ ) 2(r − µ )r + 3(r − µ ) + 2 (r − µ ) + 2 r + 3 . (6.10)
When r ≥ r − µ , we have (r − µ )/r ≤ 1. Then (6.10) ⇐ δ < r − µ 2(r − µ ) + 3 + (2 + 2 + 3/r) ⇐ δ < r − µ 2r + 3 + (4 + 3/r) .
When r < r − µ , we have r/(r − µ ) < 1. Since r < r , (6.10) ⇐ δ < r 2r + 3 + (2 + 2 + 3/(r − µ )) ⇐ δ < r 2r + 3 + (4 + 3/r) .
Combining the two cases, we have that the following is sufficient for (6.8),
δ < min{r, r − µ } 2r + 3 + (4 + 3/r) . (6.11)
Note that (4 + 3/r) < 1 due to the assumption r > 3 1−4 and min r − µ ≤ min{r, r − µ }, we can write δ < min r − µ 2r + 4 < min{r, r − µ } 2r + 3 + (4 + 3/r) , in other word, δ < min r − µ 2r + 4 ⇒ (6.11) ⇒ (6.8).
To summarize, we have shown that the two conditions on δ and r stated in the theorem is sufficient for (6.6) (6.7) and (6.8) to hold, therefore ensuring that the interval of λ in (6.5) that guarantees the solution to have LASSO-Subspace Detection Property, is not an empty set. This concludes the proof for Theorem 12.
Proof of Theorem 15
To prove Theorem 15, we only need to bound the inradii r and the incoherence parameter µ under the new assumptions, then plug them into Theorem 12.
Lemma 29 (Inradius bound of random samples) In the random sampling setting, when for each subspace N = κ d + 1 data points are sampled uniformly random on a sphere, we have for any β P r
where c(κ) is some positive value for all κ > 1 and for a numerical value κ 0 , if κ > κ 0 , we can take c(κ) =
. This is extracted from Section-7.2.1 of Soltanolkotabi and Candes (2012) . Take β = 0.5, we get the required bound of r in Theorem 15.
Lemma 30 (Incoherence bound) In the deterministic subspaces/random sampling setting, the subspace incoherence is bounded from above:
Proof The proof is an extension of a similar proof in Soltanolkotabi and Candes (2012, Equation (7.6) ) to cater to the analysis of the noisy case. First we will show that when the noise z
is spherical symmetric, and the clean data points y
have iid uniform random direction, the projected dual directions v ( ) i also follow uniform random distribution. Now we prove the claim. First by definition,
Recall that ν is the unique optimal solution of D 1 (5.7). Fix λ, D 1 depends on two inputs, so we denote ν(x, X) and consider ν a function. Moreover, ν 1 = P S ν and ν 2 = P S ⊥ ν. Let U ∈ n × d be a set of orthonormal basis of d-dimensional subspace S and a rotation matrix R ∈ R d×d . Then the rotation matrix within subspace is U RU T . Let
As y is distributed uniformly on the unit sphere of S, and z is a spherical symmetric noise (hence z 1 and z 2 are also spherical symmetric in subspace), for any fixed x 1 , the distribution is uniform on the sphere, namely the conditional distribution P r (x 1 | x 1 = α) is uniform on the sphere with radius α. It suffices to show that with fixed x 1 , v (the unit direction of projected dual variable ν 1 ) also follows uniform distribution on a unit sphere of the subspace. Since the inner product x, ν = x 1 , ν 1 + x 2 , ν 2 , we argue that if ν is the optimal solution of
then the optimal solution of the following optimization problem
is merely the transformed ν under the same R:
To verify the argument, check that ν T ν = ν(R) T ν(R) and
for all inner products in both objective function and constraints, preserving the optimality. By projecting (6.12) to subspace S , we show that operator v(x, X, S) is linear vis a vis subspace rotation U RU T , i.e.,
On the other hand, we know that
where A ∼ B means that the random variables A and B follows the same distribution. This is because when x 1 is fixed and each columns in X 1 has fixed magnitudes, U RU T x 1 ∼ x 1 and U RU T X 1 ∼ X 1 , as well as the fact that adding additional random variables x 2 and X 2 change the distribution the same way on both sides. Therefore,
(6.14)
Combining (6.13) and (6.14), we conclude that for any rotation R
In other words, the distribution of v ( ) i is uniform on the unit sphere of S . After this critical step, the rest follows directly by applying the following lemma (Lemma 7.5 of Soltanolkotabi and Candes (2012) ).
Lemma 31 Let A ∈ R d 1 ×N 1 be a matrix with columns sampled uniformly from the unit sphere of R d 1 , λ ∈ R d 2 be a vector sampled uniformly at random from the unit sphere of R d 2 and independent of A and Σ ∈ R d 1 ×d 2 be a deterministic matrix. For any positive constant ∆, we have
with probability at least 1 − 4 (N 1 +1)∆ .
Since we have shown that ν i follows a uniform distribution on the unit sphere of S . By definition, µ(X 2 ) = max
for low-dimensional representation matrix A and B, whose columns distributes uniformly on the unit sphere of R d 1 and R d 2 respectively. Then it is clear that we can apply Lemma 31 for each column of
, then the union bound over all N 2 columns gives us the statement in Lemma 30.
Proof of Theorem 17
The proof of Theorem 17 is also an invocation of Theorem 12 with the specific inradii bound and the incoherence bound. The bound of inradii is exactly using Lemma 29 with β = 0.5, κ = κ, d = d. The bound of incoherence is given by the following lemma that is extracted from Step 2 of Section 7.3 in Soltanolkotabi and Candes (2012) .
Lemma 32 (Incoherence bound of random subspaces) In random subspaces setting, the projected subspace incoherence is bounded from above:
Now that we have shown that the projected dual directions are randomly distributed in their respective subspace, as the subspaces themselves are randomly generated, all clean data points y and projected dual direction v from different subspaces can be considered iid generated from the ambient space. The proof of Lemma 32 follows by simply applying Lemma 25 and union bound across all N 2 events. By plugging in these expressions into Theorem 12, we prove that it holds with high probability as long as the conditions in Theorem 17 is true.
Geometric Interpretations
In this section, we give some geometric intuitions of our results and the proofs so that the results stated in this paper can be better understood. In addition, these geometric interpretations also highlight the the novelties of our analysis over Soltanolkotabi and Candes (2012) . All figures in this section are drawn with "geom3d" (Legland, 2009) and "GBT7.3" (Veres, 2006) in Matlab.
Dual variable and its projection
We start with an illustration of the dual variable and its projection, which manifests the reason why we need a projection and the difference between our projected dual direction and the original concept of dual direction proposed in (Soltanolkotabi and Candes, 2012) .
The dual program in Soltanolkotabi and Candes (2012) is an LP, so its solution can be easily determined geometrically on the vertices of the convex polytope as in Figure 5 (a). In particular, one can safely assume optimal ν to be inside the subspace. Essentially, this implies that we can always choose ν 2 = 0 and ν = ν 1 (recall that ν 1 , ν 2 are the projection of ν to the underlying subspace and its complement). The dual direction is simply an embedding of the low-dimensional vector in the subspace to the ambient dimensional space. An illustration of the dual direction is given in Figure 5 (b) for data point y.
Due to the quadratic term in the objective function of our formulation, the dual program of (5.4) is no longer an LP. The solution can be in the interior of the feasible region. Furthermore, we cannot choose ν 2 = 0 anymore, which makes ν (and the dual direction v) a general vector instead of one restricted to a low-rank subspace. This difference makes it harder to analyze. In our analysis, we treat ν 1 and ν 2 separately (more discussion of this in the subsequent section) and redefine v as the direction of ν 1 only. In other word, we define the projected dual direction v to be the direction of the optimal solution of D 1 's projection onto the true subspace. This projection step circumvents the difficulties of analyzing a general vector and allows us to exploit the low-rank subspace structure despite the noise.
Magnitude of dual variable ν
Another critical step of our proof is to bound the magnitude of ν 1 and ν 2 . This is a simple task in the noiseless case, since (1) one can simply choose ν 2 = 0, and (2) one can bound ν 1 simply using the circumradius of the feasible region's projection into the subspace (as is done in Soltanolkotabi and Candes (2012) ). Here, (1) holds because in the noiseless case, the optimal dual variable in the noiseless problem is not unique. Indeed, the dual objective function in the noiseless case becomes Y T ν, hence one may choose arbitrary : Illustration of (a) the convex hull of noisy data points, (b) its polar set and (c) the intersection of polar set and ν 2 bound. The polar set (b) defines the feasible region of (5.7). It is clear that ν 2 can take very large value in (b) if we only consider feasibility. By considering optimality, we know the optimal ν must be inside the region in (c). ν 2 without affecting the optimality of the solution because ν 2 by definition is orthogonal to the span of columns of Y (i.e., the data points) and hence Y T (ν 1 + ν 2 ) = Y T ν 1 . Point (2) is true since geometrically, the feasible region of the noiseless dual program is a cylinder perpendicular to the subspace and hence to bound ν 1 reduces to bound the circumradius of the intersection of the cylinder and the subspace .
In the noisy case however, the optimal dual solution is unique. Instead of a cylinder, the feasible region is now a spindle-shaped polytope (see Figure 6 (b) ) and the choice of ν 2 has an impact on the objective value. Furthermore, we cannot use the circumradius of the entire feasible region to bound ν 2 as the former can potentially be very large (see Figure 6 (b)). In fact, noise may tilt the pole direction of the spindle-shaped feasible region (especially when the noise is adversarial). As ν 2 grows, ν 1 can potentially get large too. Our bound of ν 1 reflects the case as it is linearly dependent on ν 2 (see (5.13)).
Therefore, we make use of the optimality of ν to get a tighter bound of ν 2 (and ν 1 ). Geometrically, the bound of ν 2 can be obtained by considering only the intersection between a cylinder 7 ( 2 constrained in the S ⊥ and unbounded in S subspace). An illustration of how the ν 2 bound impacts the possible region of optimal ν is given in Figure 6 (c) and it is clear from the projection in Figure 7 that the bound for ν 1 is smaller too.
Geometric interpretation of Theorem 6
The geometric interpretations and comparisons of the noiseless guarantees and our noisy guarantees are given earlier in Figure 4 and Remark 9. Geometrically, noise reduces the 7. In the simple illustration, the cylinder is in fact just the sandwich region |z| ≤ some bound.
successful region (the solid blue polygon) in two ways. One is subtractive, in a sense that the inradius is smaller (see the bound of ν 1 ); the other is multiplicative, as the entire successful region shrinks with a factor which is a function of the noise level δ. See (5.17) for the precise statement.
The subtractive effect can also be interpreted from the robust optimization perspective (Ben-Tal and Nemirovski, 1998; Bertsimas and Sim, 2004) , where the projection of every points inside the uncertainty set (the red balls in Figure 4 ) must fall into the successful region (the dashed red polygon).
Geometric interpretation of Theorem 12
For the random noise model in Theorem 12, the geometric interpretation is identical to the determinstic case, except that both the subtractive and multiplicative effects of the noise are mitigated thanks to the randomness of the noise (and the corresponding concentration of measure phenomenon that can be applied).
Algebraically, the difference is made clear by the randomized dual separation condition (see (6.1) in Lemma 27). From the robust optimization perspective, this is equivalent to reducing the size of the uncertainty set by leaving the bulk unlikely region of the uncertainty set unconstrained. In other words, the size of the red ball in Figure 4 is much smaller in the randomized case.
Experiments
To demonstrate the practical implications of our robustness guarantees for LASSO-SSC, we conduct four numerical experiments including three with synthetic data and one with real data. For fast computation, we use the ADMM implementation for solving LASSO 8 with default numerical parameters. The computation complexity is proportional to the problem size and the convergence is guaranteed (Boyd et al., 2011) . We also implement a simple solver for the matrix version SSC (A.1) which is consistently faster than the column-bycolumn LASSO version. Details of the algorithm and its favorable empirical comparisons are given in the appendix.
Numerical simulation
Our three numerical simulations test the effects of the noise magnitude δ, the rank of the subspace d and the number of subspace L respectively.
Methods: To test our methods for all parameters, we scan through an exponential grid of λ ranging from √ n × 10 −2 to √ n × 10 3 . In all experiments, ambient dimension n = 100, relative sampling κ = 5 (recall each subspace has κd + 1 samples), subspace and data are drawn uniformly at random from unit sphere and then corrupted by Gaussian noise Z ij ∼ N (0, σ/ √ n). We measure the success of the algorithm by the relative violation 8. Freely available at: http://www.stanford.edu/˜boyd/papers/admm/ of Self-Expressiveness Property defined below.
where M is the ground truth mask containing all (i, j) such that x i , x j ∈ X ( ) for some . Note that RelViolation (C, M) = 0 implies that SEP is satisfied. We also check that there is no all-zero columns in C, and the solution is considered trivial otherwise.
Results: The simulation results confirm our theoretical findings. In particular, Figure 8 shows that the LASSO subspace detection property is possible for a very large range of λ and the dependence on the noise magnitude is roughly 1/σ as predicted in (4.1). In addition, the sharp contrast of Figure 10 and 11 demonstrates precisely our observations on the sensitivity of d and L in Remark 18 and 19, i.e., the Lasso-SSC is more sensitive with respect to d, and much less sensitive with respect to L. 
Face Clustering Experiments
In this section, we evaluate the noise robustness of LASSO-SSC on the Extended YaleB dataset (Lee et al., 2005) , a real life face dataset containing 38 subjects. For each subject, 64 face images are taken under different illuminations.
Subspace Modeling of Face Images: According to Basri and Jacobs (2003) , face images under different illuminations can be well-approximated by a 9D linear subspace. On the other hand, Zhou et al. (2007) reveals the underlying 3D subspace structure by assuming Lambert's reflectance and ignoring the shadow pixels. The details of these subspace models can be found in Basri and Jacobs (2003) and Zhou et al. (2007) . Method: We conduct face clustering experiments on Extended YaleB Dataset with both the 9D and the 3D representations of face images and compare them under varying number of subspaces L and different level of noise. Specifically, the 9D subspaces are generated by projecting the data matrix corresponding to each subject to a 9D subspace via PCA and the 3D subspaces are generated by a factorization-based robust matrix completion method. Then we scan through a random selection of [2, 4, 6, 10, 12, 18, 38] subjects and for each experiment we corrupt the data with additive Gaussian noise N (0, σ/ √ n) with σ = [0, 0.01, ..., 0.99, 1] 9 . Each photo is resized to 48 × 42 so we have ambient dimension n = 2016 and there are 64 sample points for each subspace, hence N = 64L. The parameter λ is simply chosen to be √ n, which is orderwise correct for small σ according to (4.1). Results: As we can see in Figure 12 and 13, LASSO-Subspace Detection Property holds for a much larger range for the rank-3 experiments than the rank-9 experiments. Also, the recovery is not sensitive to the number of faces we are to cluster (i.e, the number of subspaces). Indeed, LASSO-SSC succeeds on both rank-9 and rank-3 data with a considerable range of noise even for the full 38 subject clustering problem.
These observations -with deterministic subspace data from a real-life problem -confirm our theoretical and simulation results on synthetic data that noise robustness of LASSO-SSC is sensitive to the subspace dimension d but not the number of subspaces L.
9. In order to compare the effect of varying level of noise, we choose to artificially corrupt the data with noise in this experiment. The performance of LASSO-SSC on real noise/data corruptions is well-documented in the motion segmentation experiments of Vidal (2009, 2012b) Figure 12: RelViolation of the Face clustering experiments with Rank 3 photometric face.
Figure 13: RelViolation of the Face clustering experiments with Rank 9 faces (after projection).
Conclusion and future directions
We presented the first theoretical analysis for noisy subspace segmentation problem that is of great practical interests. We showed that the popular SSC algorithm exactly (not approximately) succeeds even in the noisy case, which justified its empirical success on real problems. In addition, we discovered an orderwise relationship between LASSO-SSC's robustness to the level of noise and the subspace dimension, and we found that robustness is insensitive to the number of subspaces. These results lead to new theoretical understandings of SSC, as well as provides guidelines for practitioners and application-level researchers to judge whether SSC could possibly work well for their respective applications. Open problems for subspace clustering include the graph connectivity problem raised by Nasihatkon and Hartley (2011) , missing data problem (a first attempt to tackle this is made in Eriksson et al. (2012) , which unfortunately requires an unrealistically large number of data points), sparse corruptions on data and others. One direction closely related to this paper is to introduce a more practical metric of success. As we illustrated in the paper, subspace detection property is not necessary for perfect clustering. In fact from a pragmatic point of view, even perfect clustering is not necessary. Typical applications allow for a small number of misclassifications. It would be interesting to see whether stronger robustness results can be obtained using a more practical metric of success. While this convex optimization can be solved by some off-the-shelf general purpose solvers such as CVX, such approach is usually slow and non-scalable. An ADMM (Boyd et al., 2011) type algorithm to solve the problem is described here for fast computation. It solves
Algorithm 1 Matrix-LASSO-SSC
Input: Data points as columns in X ∈ R n×N , the tradeoff parameter λ, the numerical parameters µ 0 and ρ. Initialize C := 0, J := 0, Λ := 0, k := 0. while not converged do 1. Update J by J := (λX T X + µ k I) −1 (λX T X + µ k C − Λ). We add to the Lagrangian with an additional quadratic penalty term for the equality constraint and get the augmented Lagrangian
where Λ is the dual variable and µ is a parameter. Optimization is done by alternatingly optimizing over J, C and Λ until convergence. The update steps on J and C are derived by solving ∂L/∂J = 0 and ∂L/∂C = 0. Since L is non-differentiable for C at origin, we use the now standard soft-thresholding operator (Donoho, 1995) . For both variables, the solution is in closed-form. For updating Λ, we simply use gradient descent method. For details of the ADMM algorithm and its guarantee, please refer to Boyd et al. (2011) . To accelerate the convergence, it is possible to introduce a parameter ρ and increase µ by µ = ρµ at every iteration. The full algorithm is summarized in Algorithm 1. Note that for the special case when ρ = 1, the inverse of (λY T Y + µI) can be precomputed, such that the iteration is linear time. Empirically, we found it good to set µ = λ and it takes roughly 50-100 iterations to converge to a sufficiently good points. We remark that the matrix version of the algorithm is much faster than column-by-column ADMM-Lasso and achieves almost the same numerical accuracy ( see our experiments in Figure 14 ,15,16 and 17. ).
We remark that Elhamifar and Vidal (2012a) had formulated a more general version of SSC to account for not only noisy but also sparse corruptions in the Appendix of their Arxiv paper while we were preparing the submission. The ADMM algorithm for Matrix-LASSO-SSC described here can be considered as a special case of the Algorithm 1 in their paper. As described in Remark 10, our contribution here is to justify the use of Matrix-Lasso-SSC by showing that one may use a single parameter λ across all data points and to experimentally compare the matrix version with the column-by-column version of LASSO-SSC. 
