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Abstract—In a cognitive radio system the failure of secondary
user (SU) transceivers to promptly vacate the channel can
introduce significant access-latency for primary or high-priority
users (PU). In conventional cognitive radio systems, the backoff
latency is exacerbated by frame structures that only allow sensing
at periodic intervals. Concurrent transmission and sensing using
self-interference suppression has been suggested to improve the
performance of cognitive radio systems, allowing decisions to
be taken at multiple points within the frame. In this paper, we
extend this approach by proposing a sliding-window full-duplex
model allowing decisions to be taken on a sample-by-sample basis.
We also derive the access-latency for both the existing and the
proposed schemes. Our results show that the access-latency of
the sliding scheme is decreased by a factor of 2.6 compared
to the existing slotted full-duplex scheme and by a factor of
approximately 16 compared to a half-duplex cognitive radio
system. Moreover, the proposed scheme is significantly more
resilient to the destructive effects of residual self-interference
compared to previous approaches.
Index Terms—Full Duplex Cognitive Radio, Spectrum Sensing,
Energy Detection, Self-Interference Suppression.
I. INTRODUCTION
One of the most significant challenges faced by wireless
systems today is the (apparent) scarcity of available spectrum.
However, recent studies have shown that while the radio
spectrum is densely allocated, it is often not heavily occu-
pied or utilized by the licensed primary users (PU) [1], [2].
Frequency-agile cognitive radio networks have been proposed
to take advantage of this situation, by allowing unlicensed
secondary users (SU) to opportunistically reuse licensed fre-
quency bands [3]. One of the fundamental requirements of
such systems is that SUs should not generate harmful interfer-
ence to PUs. Consequently, SU transceivers must be capable of
sensing the radio channel to determine if a PU is present [4].
Similar to spectrum re-use, we can also consider a scenario
that requires low-latency medium access for high-priority users
or high-priority transmissions. In such systems, a less latency-
sensitive ongoing transmission would need to stop instantly
as a PU forcefully accesses the channel to get its urgent
message across. Such scenarios are of particular importance
for real-time services, such as virtual/augmented reality and
autonomous vehicles and therefore the proposed standards for
future 5G systems aim to achieve less than 1 ms latency [5].
System architectures that periodically stop SU transmissions
to sense the channel have been widely proposed [6], [7]
to detect the start of PU transmissions. These approaches
introduce blind-intervals, where the SU system is transmitting
and thus unable to detect the start of a PU transmission
until the next sensing slot (at the earliest). Decreasing the
interval between successive sensing-slots will decrease the
efficiency and throughput of the SU system [7] but improve its
spectrum sensing capabilities. Previous research has examined
the trade-off between sensing and throughput, and introduced
scheduling algorithms to maximise sensing efficiency [8], and
MAC-layer frame structures to maximise SU throughput while
adequately protecting the PU [7]. An alternative approach
to improve the detection-throughput trade-off, by using self-
interference cancellation to enable concurrent transmission
and sensing (similar to full-duplex systems [9]), has been
proposed by a number of authors [10], [11], [12], [13], [14].
Unfortunately, in practice, perfect self-interference suppression
is usually not attained, and for typical operating conditions
the residual self-interference component is above the noise
floor [15]. Previous research has considered the analysis of
the sensing-throughput trade-off for energy detection [11],
waveform detection [16], the power-throughput trade-off [14],
[17] and various adaptive algorithms for maximizing SU
throughput [12], [13], in the presence of different levels of
residual self-interference.
In existing work, the PU is assumed to be protected if
the probability of detection, Pd, is sufficiently high (typically
above 90%) [6], [13]. However, from a physical-layer perspec-
tive, the access-latency (defined as the time required by the
SU to detect the PU and vacate the channel) gives a better
measure of the impact of SU interference and the necessary
protection. For example, a high access-latency may harm
PU communication, by distorting a too large portion of its
training or synchronisation fields. Moreover, the full-duplex1
cognitive radio schemes considered in [11] and [14] typically
take decisions after Ns samples have been accumulated into
a buffer. These schemes can thus have a high access-latency,
as the PU may start transmitting at any time.
Contributions: In this paper we focus on obtaining ana-
lytical expressions for the physical access-latency in various
cognitive radio systems. The access-latency results are pre-
sented in terms of physical samples and can thus be scaled and
applied to arbitrary hardware implementations. Furthermore,
to alleviate the issue of high access-latency in full-duplex
cognitive radio systems, we introduce a full-duplex sliding-
window spectrum sensing technique. Unlike existing schemes,
our approach takes decisions on a sample-by-sample basis, and
1 In this paper the conventional cognitive radio system is referred to as a
half-duplex scheme, while all the systems using self-interference suppression
to enable concurrent transmission and sensing are referred to as full-duplex
schemes.
Ns Nblind
N
Conventional
(HD) CR
FD-Slotted
CR Time
User
PU starts transmission
Ns Nfirst
OFF ONPrimary
Fig. 1. Frame structures for conventional (HD) and concurrent (FD) cognitive
radio systems: : SU transmission; : sensing only; and : concurrent
transmit and sense.
can detect the presence of PUs more quickly, thereby reducing
the access-latency as demonstrated by our simulation results.
Outline: This paper is organized as follows. In Section II
we describe the system models for the existing half-duplex
and slotted full-duplex systems, along with the model of our
proposed sliding-window full-duplex system. The throughput-
latency trade-off is analysed in Section III, along with deriva-
tions of expressions for the access-latency. Theoretical and
numerical simulation results are shown in Section IV, and we
conclude in Section V.
II. SYSTEM MODELS
In this section we outline the three cognitive radio system
models considered in this paper. For all three approaches, the
presence of the PU is detected by comparing a decision metric,
M , (computed from a set of Ns samples), against a threshold,
ǫ. If M > ǫ, the PU is assumed to be present, otherwise the
channel is declared idle. A widely used decision-metric for
spectrum sensing is energy detection, with [6]
M =
1
Ns
Ns∑
n=1
|r(n)|2, (1)
where r(n) is the received signal. Other metrics to detect the
presence of the PU are not considered in this paper, however,
the findings can be readily extended.
Based on the decision metric, the probabilities of detection,
Pd, and false-alarm, Pf , can be found by applying appropriate
hypothesis tests [6], [7]. Denoting H0 as the scenario where
the PU is inactive, and H1 where the PU is active, the
probabilities of false alarm and detection are defined as
Pf = Pr(M > ǫ|H0) (2)
Pd = Pr(M > ǫ|H1). (3)
The probability of misdetection, Pm is defined as
Pm = Pr(M < ǫ|H1) = 1− Pd. (4)
A. Half-Duplex Cognitive Radio
Fig. 1 shows the SU transmission frame consisting of
N samples for a conventional half-duplex cognitive radio
system [7]. The frame consists of two parts: an Ns sample
sensing window and an N −Ns sample transmission window.
The Ns samples are used to decide if the PU is present based
on the decision metric (e.g., (1)), with transmission continuing
if the PU is not detected. Decisions are thus made every N
samples (i.e., once per frame). It is important to note that the
SU is unable to detect or react to the presence of the PU
while transmitting, leading to a high access-latency. Due to
the sensing window, the throughput of the SU system is also
reduced by a factor of N−Ns
N
.
B. Concurrent Sensing and Transmission With Slotted Sensing
By cancelling the self-interference signal, SUs can con-
currently transmit and sense the channel. Fig. 1 shows the
frame structure of a concurrent sensing and transmission
system using self-interference cancellation as proposed in [16]
and [14]. The systems analysed in [16] retain the same frame
structure as a conventional CR system by including a sensing-
only slot at the start of each frame. In this paper, we consider
full-duplex systems that only include concurrent transmission
and sensing slots, similar to the approach taken in [14], [17].
The SU throughput is not reduced as there is no dedicated
sensing-slot. Similarly, the SU may be able to more quickly
detect whether the PU starts transmitting during the frame,
thereby reducing the access-latency. While decisions are made
more frequently (every Ns samples) than in a conventional
cognitive radio system (every N samples), there still remains
a blind interval of Nfirst samples. Residual self-interference
also makes it more difficult to detect the presence of the
PU, by effectively increasing the noise-floor. However, as the
detection decisions are made more frequently compared to the
half-duplex case, lower values of the Pd may still result in an
acceptable access latency.
C. Concurrent Sensing and Transmission with Sliding Window
Sensing
We propose an extension to the concurrent sensing and
transmission scheme outlined in the previous section by intro-
ducing a sliding-window to take decisions at every sample, i.e.,
the buffer does not wait to fill with Ns fresh samples before
a decision is made. This approach can be implemented easily
in digital hardware via a FIFO buffer. It is important to note
that successive decision metrics are not independent as only
one new sample is added (and one removed). However, the
minimum access-latency of this scheme is one sample, unlike
the slotted full-duplex method. In our analysis it is assumed
that the number of sensing samples, Ns, remains the same as
the slotted full-duplex model.
III. LATENCY-THROUGHPUT ANALYSIS
A. Throughput of the Half-Duplex and Full-Duplex Systems
The capacity of the SU (assuming the PU is not transmit-
ting) is given by
C0 = log2 (1 + SNRSU) , (5)
where SNRSU is the signal-to-noise ratio of the SU measured
at a receiver node. This capacity is achieved when the PU is
not transmitting and the SU has not raised a false alarm.
Following [7], [14], we express the total throughput for the
SU system with full-duplex sensing capability as
RFD = C0(1− Pf ). (6)
For a specific SNR of the SU, the throughput is a parameter
of only Pf . In practice, if a false-alarm occurs, the loss in SU
throughput can be significant as an entire data frame may be
lost, however the impact of these intermittent SU outages can
be mitigated by coding.
The half-duplex system has an additional throughput loss
due to the sensing overhead
RHD =
N −Ns
N
C0(1 − Pf ). (7)
Clearly for the half-duplex system there exists a trade-off
between detection latency and throughput that is determined
by the sensing overhead. For full-duplex systems, the main
consideration is the increase of Pf , due to the residual self-
interference. In order for a full-duplex system with residual
self-interference to maintain a throughput close to C0, it has
to operate with lower Pd values. In the results we show that
the sliding window model allows for lower access-latency
compared to the slotted full-duplex and half-duplex cases,
while maintaining a high SU throughput.
B. Average Latency of the Half-Duplex System
Let us denote Dk as the event that the PU is detected
during the k-th decision after starting transmission, and Dck
the complementary event that the PU is not detected during
the k-th decision. Let also Nk be the number of samples from
when the PU starts to the k-th decision point. The average
access-latency for all the schemes can thus be computed from
the infinite sum
L =N1P (D1) +N2P (D2|D
c
1
) +N3P (D3|D
c
1
∩Dc
2
)+
. . .+NiP (Di|D
c
1
∩Dc
2
. . . ∩Dci−1) + . . . (8)
For the half-duplex case, there are two possible scenarios,
depending on which part of the SU activity (sensing or
transmitting) the PU starts transmitting. In the first scenario
the PU starts transmitting during the blind interval, Nblind
samples before the end of the blind interval. The first decision
is made after (Nblind +Ns) samples, i.e., N1 = (Nblind +Ns).
Let Pd(k) denote the probability of detection with k sam-
ples of the PU signal and Pm(k) denote the probability of
misdetection for the same case; the probability of detecting
the PU at the first decision is thus Pd(Ns). If the PU is not
detected, the number of samples for the second decision will
be N2 = (Nblind+Ns+N), again with probability of detection
Pd(Ns), and so on. Thus
L(Nblind) =Pd(Ns)
∞∑
n=0
(Nblind +Ns + nN)P
n
m(Ns)
=Pd(Ns)
[
(Nblind +Ns)
1
Pd(Ns)
+N
Pm(Ns)
P 2d (Ns)
]
,
(9)
for 0 < Pd(Ns) < 1.
Nblind can take each value between 1 and N − Ns with
probability 1
N
, thus the average latency under scenario 1 is
L1 =
1
N
N−Ns∑
Nblind=1
L(Nblind). (10)
In the second scenario the PU starts transmitting during the
sensing period, Nfirst samples before the end of the sensing
period. The first decision is taken after N1 = Nfirst samples,
with probability of detection Pd(Nfirst). If the PU is not
detected, the number of samples for the second decision is
N2 = (Nfirst +N), with probability of detection Pd(Ns), and
so on. Thus
L(Nfirst) =NfirstPd(Nfirst) + Pd(Ns)Pm(Nfirst)×
∞∑
n=0
[Nfirst + (n+ 1)N ]P
n
m(Ns)
=NfirstPd(Nfirst) + Pd(Ns)Pm(Nfirst)×[
Nfirst
1
Pd(Ns)
+N
1
P 2d (Ns)
]
(11)
for 0 < Pd(Ns) < 1.
As Nfirst can take any value between 1 and Ns, with
probability 1
N
, the average latency under scenario 2 is
L2 =
1
N
Ns∑
Nfirst=1
L(Nfirst). (12)
Therefore, the total average latency of the half-duplex system
is L = L1 + L2.
C. Average Latency of the Slotted Full-Duplex System
In the slotted full-duplex scheme there is no blind interval.
Let us thus consider the case where the PU turns on Nfirst
samples before the end of the sensing period. The first decision
is made after N1 = Nfirst samples, with probability of detection
Pd(Nfirst). If the PU is not detected, the second decision has
latency of N2 = (Nfirst +Ns), with Pd(Ns), and so on. Thus
the latency is
L(Nfirst) =NfirstPd(Nfirst) + Pd(Ns)Pm(Nfirst)×
∞∑
n=0
[Nfirst + (n+ 1)Ns]P
n
m(Ns)
=NfirstPd(Nfirst) + Pd(Ns)Pm(Nfirst)×[
Nfirst
1
Pd(Ns)
+Ns
1
P 2d (Ns)
]
, (13)
for 0 < Pd(Ns) < 1.
Nfirst can take any value between 1 and Ns with probability
1
Ns
, which leads to an average latency
L =
1
Ns
Ns∑
Nfirst=1
L(Nfirst). (14)
D. Average Latency of the Sliding Full-Duplex System
In the sliding full-duplex model, the average latency can
be derived from (8), however the difference in this case is
that the decisions are not independent. A decision taken at
a sample i is not independent of decisions taken over the
previous i+(Ns−1) samples. Only decisions separated by Ns
samples are independent. Accordingly, the slotted model can
be regarded as a special case of the sliding model, where the
only decisions kept are those separated by Ns samples. The
idea of the sliding approach is that there is no real reason to
discard all the decisions in between, as these will potentially
reduce the access-latency. It should also be noted that taking
decisions every sample is feasible in contemporary systems.
However, the effect on the energy consumption, which may be
a limitation for battery-driven SUs, remains to be investigated.
Since each decision is not independent of the Ns previous
decisions, the conditional terms of (8) cannot be easily ex-
panded using multiplicative terms as in (11) and (13). The
analytical expression for the average access-latency in this
case would require the conditional terms to be expressed
using a stochastic process model with memory, and is outside
the scope of this work. To compare the performance of our
proposed sliding-window method with the existing schemes,
we have used Monte-Carlo simulations which maintain the
dependence between the decisions.
IV. RESULTS AND DISCUSSION
In Fig. 2 we observe a significant improvement in the
average latency of the full-duplex schemes compared to the
conventional half-duplex scheme. Moreover an improvement
is observed for the sliding full-duplex model compared to the
slotted scheme. For these results, no residual self-interference
is present, i.e., perfect self-interference suppression is as-
sumed. The minimum average access-latency of the half-
duplex scheme is approximately half the length of a SU
frame, as the system is unable to sense while transmitting.
The slotted full-duplex system has lower access-latency—as
decisions are made every Ns samples—and the minimum
0 20 40 60 80 100 120
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Average Latency (samples)
N
or
m
al
iz
ed
 T
hr
ou
gh
pu
t
 
 
Sliding Full−Duplex
Slotted Full−Duplex
Half−Duplex
Fig. 2. Average latency - normalized throughput comparison for the 3 systems,
SNRPU = 0 dB with perfect self-interference suppression, Ns = 16, N =
128.
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Fig. 3. Maximum acceptable latency - normalized throughput comparison
for the 95% and 99% quantiles for the 3 systems, primary user SNRPU = 0,
Ns = 16, N = 128.
average latency is approximately Ns
2
. The sliding-window full-
duplex scheme can potentially detect the PU with an average
access-latency of a single sample, however, this mode of
operation results in very low SU throughput (and is thus
not viable in normal circumstances). Similarly, the maximum
throughput is achieved for all three schemes—the half-duplex
system has a reduced maximum throughput due to the sensing
overhead, as given by (7)—as the average latency increases.
Fig. 3 shows the 95% and 99% quantiles of the latency-
throughput curves for both full-duplex schemes. The access-
latency is a random variable, which depends on the actual
realisations of the signal, noise and self-interference. Thus, in
order to provide useful metrics of the system performance we
examine the maximum access-latency that is reached with a
specific confidence.
Fig. 4 compares the average latency for the two full-duplex
models with increasing residual self-interference (measured
relatively to the noise-floor). The average latency is found by
normalizing the throughput to 0.9, i.e., Pf = 0.1. The sliding
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Fig. 4. Average access-latency with increasing residual self-interference, for
a normalised throughput of 0.9, SNRPU = 0 dB, Ns = 16, N = 128.
0 2 4 6 8 10 12 14 16
0.4
0.5
0.6
0.7
0.8
0.9
1
Interference−to−Noise Ratio (INR) in dB
N
or
m
al
is
ed
 T
ho
ug
hp
ut
 
 
Sliding full−duplex
Slotted full−duplex
Fig. 5. Normalised throughput with increasing residual self-interference, for
an average access-latency of 16 samples, SNRPU = 0 dB, Ns = 16, N =
128.
scheme is observed to have lower latency for all values of
residual self-interference considered. Moreover, the difference
in the slopes indicates that the sliding scheme is more resistant
to residual self-interference, by approximately a factor of 2.7
relative to the slotted scheme.
In Fig. 5 we can observe a similar result from a differ-
ent perspective. In this figure we compare the normalised
throughput for the two full-duplex models with increasing
residual self-interference. The throughput is found for the same
latency of L = Ns samples for both schemes, i.e., for the
same PU protection. The sliding scheme is observed to have
higher throughput for all values of residual self-interference
considered, again with a difference in the slopes.
V. CONCLUSIONS
In this paper we have elaborated on the analysis of cognitive
radios from the perspective of protecting the primary or high-
priority users by reducing the access-latency of the system. By
deriving analytical formulas for the access-latency of existing
schemes, both half-duplex and full-duplex, we have quantified
the access-latency problem, and showed that it is particularly
significant for the half-duplex model and that it is reduced by
the slotted full-duplex model. In order to overcome the latency
problem even more effectively, we proposed a sliding full-
duplex scheme that profits from its ability to take decisions
every sample. The results show that there is a significant
improvement in the response performance of the system by
using full-duplex techniques. The problem of residual self-
interference that exists in every full-duplex system was also
considered. The proposed sliding method was proven to resist
to the residual self-interference 2.7 times more effectively than
the slotted scheme.
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