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ABSTRACT  
   
There are many wireless communication and networking applications that require 
high transmission rates and reliability with only limited resources in terms of bandwidth, 
power, hardware complexity etc. Real-time video streaming, gaming and social 
networking are a few such examples. Over the years many problems have been addressed 
towards the goal of enabling such applications; however, significant challenges still 
remain, particularly, in the context of multi-user communications. With the motivation of 
addressing some of these challenges, the main focus of this dissertation is the design and 
analysis of capacity approaching coding schemes for several (wireless) multi-user 
communication scenarios. Specifically, three main themes are studied: superposition 
coding over broadcast channels, practical coding for binary-input binary-output broadcast 
channels, and signalling schemes for two-way relay channels. 
As the first contribution, we propose an analytical tool that allows for reliable 
comparison of different practical codes and decoding strategies over degraded broadcast 
channels, even for very low error rates for which simulations are impractical. The second 
contribution deals with binary-input binary-output degraded broadcast channels, for 
which an optimal encoding scheme that achieves the capacity boundary is found, and a 
practical coding scheme is given by concatenation of an outer low density parity check 
code and an inner (non-linear) mapper that induces desired distribution of “one” in a 
codeword. The third contribution considers two-way relay channels where the 
information exchange between two nodes takes place in two transmission phases using a 
coding scheme called physical-layer network coding. At the relay, a near optimal 
decoding strategy is derived using a list decoding algorithm, and an approximation is 
obtained by a joint decoding approach. For the latter scheme, an analytical approximation 
of the word error rate based on a union bounding technique is computed under the 
  ii 
assumption that linear codes are employed at the two nodes exchanging data. Further, 
when the wireless channel is frequency selective, two decoding strategies at the relay are 
developed, namely, a near optimal decoding scheme implemented using list decoding, 
and a reduced complexity detection/decoding scheme utilizing a linear minimum mean 
squared error based detector followed by a network coded sequence decoder. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  iii 
 
   
 
 
 
 
 
 
 
 
 
To my wife Smitha, 
Anna and Amma 
for their love and support 
  iv 
ACKNOWLEDGMENTS  
   
First of all, I would like to thank my advisor, Dr. Tolga M. Duman, for his 
valuable guidance and support during the course of my Ph.D. His insight and enthusiasm 
in research has been a constant source of motivation for me. His patience, kindness, 
continual encouragement and faith in my abilities have been essential in completing this 
program.   
I would like to thank my committee members: Dr. Cihan Tepedelenlioglu,  
Dr.Junshan Zhang and Dr. Baoxin Li. Their encouragement and valuable suggestions 
have played an essential part in my Ph.D. study. I would like to thank Dr. Joseph Palais 
and Dr. Marek Wosinski for providing me the teaching assistantship in the School of 
Electrical, Computers and Energy Engineering and the Department of Psychology, 
respectively. I would also like to thank my friends and colleagues: Kai Tu, Feng Wang, 
Dario Fertonani, Mojtaba Rahmati, Jatinder Bajwa, Vinod Kandasamy, Sanjay Mani, 
Yunus Emre, Jun Hu, Shahrouz Sharifi and Ahmad El-Moslimany. It has been a pleasure 
working along with them in the lab. A special thanks to Ms. Darleen Mandt and Ms. 
Donna Rosenlof for helping me with the official documents. 
I would like to thank my in-laws, Vasanth and Vandana Kamath for their 
blessings. I would also like to thank my sister in-law, Soumya, and my friends 
Bharath Venugopal, Babu Mangipudi and Sriram Sathyamoorthy, for their support. 
Finally I would like to thank the three most special people in my life: My wife 
and best friend, Smitha, for her love and encouragement, my father Umesh Bhat, who has 
been an inspiration to me in ways more than one, and my mother Mithra Bhat, for always 
believing in me. 
 
  v 
TABLE OF CONTENTS  
          Page 
LIST OF TABLES ................................................................................................................viii  
LIST OF FIGURES................................................................................................................. ix  
CHAPTER 
1    INTRODUCTION.............................................................................................................  1  
1.1    Contributions and Outline of Dissertation............................................................... 4  
2    PRELIMINARIES AND LITERATURE REVIEW .......................................................  8  
2.1    Capacity and Information Rates of Noisy Channels ............................................... 8  
2.1.1    Additive White Gaussian Noise Channels ................................................. 9 
2.1.2    Fading Channels........................................................................................ 10 
2.2    Capacity Approaching Codes and Iterative Decoding .......................................... 11  
2.2.1    Turbo Codes .............................................................................................. 11 
2.2.2    Low Density Parity Check Codes............................................................. 14 
2.2.3    Convergence Behaviour of Iterative Decoding........................................ 18 
2.3    Multi-User Communications.................................................................................. 19  
2.3.1    Broadcast Channels................................................................................... 21 
2.3.2    Two-way Relay Channels......................................................................... 26 
2.4    Chapter Summary................................................................................................... 33  
3    PERFORMANCE ANALYSIS OF SUPERPOSITION SCHEMES OVER   
     GAUSSIAN BROADCAST CHANNEL .......................................................................  34 
3.1    Introduction............................................................................................................. 34  
3.2    System Description................................................................................................. 36 
3.3    Analysis of the Error Probability ........................................................................... 39 
3.3.1    Definition of an Error Event ..................................................................... 39 
  vi 
CHAPTER Page 
3.3.2    Approximations of the Error Probability.................................................. 39 
3.4    Extension to Channels with Fading ....................................................................... 43 
3.4.1    Approximations of the Error Probability.................................................. 45 
3.5    Numerical Examples .............................................................................................. 47  
3.6    Chapter Summary................................................................................................... 54  
4    OPTIMAL ENCODING SCHEME FOR A GENERAL BINARY DEGRADED  
      BROADCAST CHANNEL............................................................................................  55  
4.1    Introduction............................................................................................................. 55 
4.2    Degraded Binary Broadcast Channels ................................................................... 57 
4.2.1    System Description ................................................................................... 57 
4.2.2    Conditions for a Binary Broadcast Channel to be Degraded................... 57 
4.2.3    Comments.................................................................................................. 59 
4.3    Capacity Region ..................................................................................................... 59 
4.3.1    Overview and Evaluation of ( )F ⋅ ........................................................... 61 
4.3.2    Evaluation of the Capacity Boundary....................................................... 63 
4.3.3    Example..................................................................................................... 64 
4.4    Optimal Encoding Scheme..................................................................................... 66 
4.5    Encoding Scheme for Binary Input AWGN (Bi-AWGN) Channel ..................... 70  
4.6    Practical Coding Schemes for DBBC.................................................................... 75 
4.6.1    Encoder Structure...................................................................................... 75 
4.6.2    Decoder Structure...................................................................................... 76 
4.6.3    Simulation Results .................................................................................... 77 
4.6.4    Comments on Non-linear Mappers........................................................... 82 
4.7    Chapter Summary................................................................................................... 84  
  vii 
CHAPTER Page 
5    DECODING STRATEGIES AND APPROXIMATE PERFORMANCE ANALYSIS   
      AT THE RELAY WITH PHYSICAL-LAYER NETWORK CODING......................  85  
5.1    Introduction............................................................................................................. 86  
5.2    System Description................................................................................................. 88 
5.3    Decoding Algorithms at the Relay for Physical-layer Network Coding .............. 89  
5.3.1    Optimal Decoding Scheme ....................................................................... 89 
5.3.2    List Decoding Scheme .............................................................................. 90  
5.3.3    A Simplified Decoding Strategy – Joint decoding................................... 92 
5.4    Analysis of Error Probability ................................................................................. 93 
5.4.1    Definition of an Error Event ..................................................................... 93 
5.4.2    Analysis of Error Probability using Joint Decoding ................................ 94 
5.5    Numerical Examples .............................................................................................. 96  
5.6    Chapter Summary................................................................................................. 102  
6    ON DECODING OF PHYSICAL-LAYER NETWORK CODED SEQUENCES   
      OVER INTERSYMBOL INTERFERENCE CHANNELS........................................  105  
6.1    Introduction........................................................................................................... 106  
6.2    Channel Model for Two-Way Relay Channels with ISI ..................................... 107 
6.3    Decoding Schemes at the Relay........................................................................... 107  
6.3.1    Notes on the Optimal Decoding Rule..................................................... 108 
6.3.2    Reduced Complexity Linear Detection .................................................. 111 
6.4    Numerical Examples ............................................................................................ 114  
6.5    Chapter Summary................................................................................................. 119 
7    SUMMARY AND CONCLUSIONS...........................................................................  120 
REFERENCES ...................................................................................................................  123 
  viii 
LIST OF TABLES 
Table Page 
2.1     Physical Network Coding with two scheduling phases ............................................  27 
4.1     Optimal encoding parameters for a pair of rate points on the boundary of capacity     
          region ..........................................................................................................................  79 
4.2     Mapping strategy to generate codewords with desired distribution of “1”s and 
          “0”s .............................................................................................................................  79 
4.3     LDPC codes designed for DBBC ..............................................................................  81 
5.1     SNR required for BER of 10-2 using the list and Viterbi decoding schemes for   
          convolutional codes ....................................................................................................  97 
5.2     SNR required for BER of 10-2 using the list decoding with L=100 and turbo      
          decoding ......................................................................................................................  97 
6.1     SNR required for BER of 10-2 using different detection/decoding schemes...........  116 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  ix 
LIST OF FIGURES 
Figure Page 
2.1     Block Diagram of a communication system ...............................................................  9 
2.2     Standard turbo encoder using parallel concatenated convolutional codes ...............  12 
2.3     Iterative turbo decoder ...............................................................................................  13 
2.4     Performance of a turbo code for different iterations .................................................  14 
2.5     Performance of turbo coded system for different interleaver length  with 15    
          iterations .....................................................................................................................  15 
2.6     Tanner graph representation of an LDPC code .........................................................  16 
2.7     Comparison of regular vs irregular LDPC codes over AWGN channel ...................  17 
2.8     Multiple access channel model ...................................................................................  19 
2.9     Interference channel model.........................................................................................  20 
2.10   Broadcast channel model ............................................................................................  20 
2.11   Relay channel model ...................................................................................................  21 
2.12   A two way relay channel ............................................................................................  21 
2.13   Gaussian broadcast channel ........................................................................................  24 
2.14   Superposition of signals for transmission over the Gaussian broadcast channel .....  24 
2.15   A one-source two-sink network with coding..............................................................  28 
2.16   A relay channel model with joint channel and network coding.................................  30 
3.1     Block diagram of the transmitter ................................................................................  37 
3.2     Analytical approximations and simulation results for a rate-1/3 code    
          (α = 0.9, N = 3072)   ...................................................................................................  50 
3.3     Analytical approximations and simulation results for a rate – 1/3code  
          (α = 0.7, N = 3072)......................................................................................................  51 
 
  x 
Figure Page 
3.4     Analytical approximations and simulation results for a rate – 1/2 code   
          (α = 0.9, N = 256) .......................................................................................................  51 
3.5     Analytical approximations and simulation results for a rate – 1/2 code      
          (α = 0.7, N = 256) .......................................................................................................  52 
3.6     Analytical approximations and simulation results when two different codes are      
          used  (α = 0.85, N = 510) ...........................................................................................  52 
3.7     Analytical approximations and simulation results for a rate – 1/3 code over an   
          AWGN channel with fully-interleaved Rayleigh fading (α = 0.9, N = 3000)  .........  53 
3.8     Monte Carlo approximations and simulation results for a rate – 1/3 code over an   
          AWGN channel with fully-interleaved Rayleigh fading (α = 0.9, N = 3000)   ........  53 
4.1     General binary broadcast channel ..............................................................................  58 
4.2     Degraded binary broadcast channel ...........................................................................  58 
4.3     Region of operation of a DBBC ................................................................................  60 
4.4     Examples of DBBC configurations ...........................................................................  60 
4.5     Overall cascade scheme for a DBBC .........................................................................  61 
4.6     Binary channels representing 1U Y→  and 2U Y→ ................................................  62 
4.7     Illustration of the curve F(q,s) ....................................................................................  63 
4.8     Possible non-convex behaviours of the function ( , )qφ λ .........................................  66 
4.9     Optimal U X→  mapping for the Z-BSC  ..............................................................  67 
4.10   Alternative representation of the mapping in Fig.4.9 ................................................  67 
4.11   Implementation of the encoding schemes in Fig.4.10 ...............................................  68 
4.12   Comparison of the rates achieved over a Z-BSC by different encoding  
          strategies .....................................................................................................................  69 
 
  xi 
Figure Page 
4.13   Degraded broadcast channel with binary input and continuous output.....................  72 
4.14   Non-convex behaviour of the function ( , )qφ λ ........................................................  72 
4.15   Implementation of the encoding schemes for Bi-AWGN channel ...........................  74 
4.16   Achievable rate region for a degraded Bi-AWGN  broadcast channel with             
         
1
2 0.3σ =  and 
2
2 2σ = .................................................................................................  74 
4.17   Achievable rate region for a degraded Bi-AWGN broadcast channel with   
         
2
1 0.01σ =  and 
2
2 3σ = ...............................................................................................  75 
4.18   Encoder-Decoder structure for DBBC ......................................................................  76 
4.19   Decoding scheme at the reciever with bad channel ..................................................  77 
4.20   Decoding scheme at the reciever of good user ..........................................................  77 
4.21   Configurations for degraded channel with 1 20.15; 0.05α α= =  and                
          1 20.01; 0.03β β= = ..................................................................................................  78 
4.22   Encoding scheme corresponding to the parameters in Table 4.1 ..............................  78 
4.23   Implementation of the Encoding scheme in Fig.4.22 ................................................  79 
4.24   Iterative Decoder Structure ........................................................................................  80 
4.25   EXIT chart depicting the information exchange at the de-mapper............................  80 
4.26   Curve fitting for design of LDPC codes with mappers .............................................  81 
4.27   Capacity region and simulation points for 1 20.15; 0.05α α= =  and 
          1 20.01; 0.03β β= = ..................................................................................................  82 
4.28   Rate of the mapper corresponding to its length for a given distribution of ones ......  83 
5.1     A two-way relay channel model ................................................................................  87 
5.2     System setup for two-way relay channel ....................................................................  89 
 
  xii 
Figure Page 
5.3    Full-state trellis representation of the (5 / 7)octal convolutional codes employed at 
          the two source nodes ...................................................................................................  91 
5.4     A physical network code formed by two different pair of codewords ......................  95 
5.5     Simulation results with same convolutional codes at the two source nodes       
          with length N=256, 1P = 1 and 2P = 1 ........................................................................  99 
5.6     Simulation results with same convolutional codes at the two source nodes        
          with length N=256, 1P = 1 and 2P = 0.8 ...................................................................  100 
5.7     Simulation results with different convolutional codes at the two source    
          nodes with length N=256, 1P = 1 and
 
2P = 1...........................................................  100 
5.8    Simulation results with different convolutional codes at the two source nodes   
          with length N=256, 1P = 1 and 2P = 0.1 ..................................................................  101 
5.9     Simulation results for turbo codes with same constituent encoders at the two source    
          nodes  with N=384, 1P = 1 and 2P = 0.5  .................................................................  101 
5.10   Simulation results for turbo codes with different constituent encoders at the two  
          source nodes with N=384, 1P = 1 and 2P = 1 ..........................................................  102 
5.11   Analytical approximations and simulation results for turbo codes with same   
          constituent encoders at the two source nodes with N=384, 1P = 1 and 2P = 0.5 ....  102 
5.12  Analytical approximations and simulation results for turbo codes with different   
          constituent encoders at the two source nodes N=384, 1P = 1 and 2P = 1 ................  103 
5.13   Analytical approximations and simulation results with same convolutional codes 
          at the two source nodes with N=256, 1P = 1 and 2P = 1 ..........................................  103 
 
  xiii 
Figure Page 
5.14   Analytical approximations and simulation results using different convolutional  
  codes at the two source nodes with N=256, 1P = 1 and 2P = 0.1 ............................  104 
6.1     Block Diagram with joint represenation of convolutional codes and a 2-tap ISI   
          channel.......................................................................................................................  110 
6.2     (a) State representation of 2-tap ISI channel.(b) Full-state trellis representation of      
          a joint 2-tap ISI channel and a (5 / 7)octal convolutional encoder............................  110 
6.3     Simulation results with identical convolutional codes at the two source nodes over    
          the 3-tap ISI channel example with 1P = 1 and 2P = 1. ...........................................  115 
6.4     Simulation results with different convolutional codes at the two source nodes over  
          the 3-tap ISI channel example with 1P = 1 and 2P = 0.5. ........................................  115 
6.5     Simulation results over 3-tap complex ISI channels with 1P = 1 and 2P = 1. ........  117 
6.6     Channel response over source 1 – relay link. ...........................................................  118 
6.7     Channel response over source 2 – relay link. ...........................................................  118 
6.8     Performance of MMSE detector using different filter lengths with 1P = 1 and        
         2P = 1 over the 12-tap ISI channels...........................................................................  119 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 1
INTRODUCTION
A wireless communication system consists of one or more transmitters, sending informa-
tion over a medium called channel, to one or more respective receivers that are physically
not connected to the transmitter. Wireless information transmission can be via radio fre-
quency communication, microwave long-range communication, etc. [1]. Different wireless
applications have different requirements, for instance, voice systems have relatively low
data-rate requirements as compared to real-time video systems. Hence, the wireless sys-
tems are fragmented with different protocols that are tailored to support the requirements
of different applications. Recently, with the advent of iPhones, tablets, and multi-media
mobile devices, there has been considerable demand for sophisticated features such as real-
time video streaming, online gaming, social networking, etc. with high bandwidth require-
ments. Due to the increase in the number of users accessing a limited frequency spectrum,
there is a continuous need for high speed communication systems to cater to the growing
requirements. With this motivation, advanced technologies such as the long-term evolu-
tion (LTE) third-generation partnership project (3GPP) and the fourth-generation mobile
telephony are being investigated to provide reliable data transmissions at high rates over
wireless channels in a multi-user environment [2].
In wireless communication systems, the channel induces impairments to the trans-
mitted signals making it difficult for the receiver to recover the transmitted bits with a high
reliability. Such impairments are not so dominant in the case of wired links with, for ex-
ample, co-axial cables as the transmission medium. As a signal propagates through the
wireless channel, the power gets dissipated over the transmission distance due to path loss
and the received signal power becomes much smaller than that in a wired transmission sce-
nario. Apart from the path loss, the instantaneous signal power also experiences random
fluctuations in time if the transmitter or the receiver or both are moving (or the environ-
ment is dynamic) [3]. These channel characteristics appear to change randomly making it
difficult to design a reliable system.
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In this dissertation, the primary focus is on physical-layer communication problems
in wireless multi-user systems. The physical-layer is the first layer in a wireless network
through which the raw bits gets transmitted over the physical link or the medium. Some
of the services provided by the physical-layer are coding, modulation, equalization, bit
synchronization etc. In wireless communications, the transmitted signals undergo various
degradations due to several factors induced by the channel such as path loss, fading, inter-
ference from other users, inter-symbol interference, etc. [3]. For instance, when there is a
relative motion between the transmitter and the receiver or the environment is dynamic, the
received signal will undergo Doppler effects and the channel with be time varying. When
the mobile speeds are low, there is less variation in the channel over consecutive symbols
and the channel is said to be slow fading, whereas when the mobile speeds are high, the
channel varies much more rapidly and the channel is said to be fast fading. For these
channels, the power of the received signal varies randomly over distance or time due to
the variations in the channel. In order to improve the system performance against channel
fading, various diversity techniques need to be employed such as time-diversity, frequency-
diversity, antenna diversity etc. [3]. When a signal is transmitted over the wireless channel,
the receiver observes multiple copies of the signal due to reflection, refraction, etc. from
various obstacles, arriving at different time intervals. The delay spread, which is the time
delay between the arrival of the first and the last received signal component, determines
whether the channel is frequency selective or flat fading [3]. When the symbol duration of
the signal is less than the delay spread, the channel is said to be frequency selective, and
when the symbol duration is significantly larger than the delay spread, the channel is termed
as flat fading [1]. In wireless systems, for applications that require high bandwidths, the
transmitted symbols are more susceptible to inter-symbol interference (ISI) as it is possible
for the delay spread to extend over few symbol periods (due to increase in the data rate).
In order to combat the ISI, efficient detection algorithms must be developed at the receiver
which can be executed within a specified duration of time (i.e. before the next packet ar-
rives).
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In the case of a wireless network with multiple users, the physical-layer problems
become even more challenging as the physical resources such as the frequency bandwidth,
time, space need to be shared among different users [3]. Since each user has only a fraction
of the total bandwidth or transmission time available to it, the objective is to make the best
use of the scarce resources and to transmit information at the highest rate possible over
the channel. In order to transmit at higher rates, one may have to resort to modulation
schemes such as 16 quadrature amplitude modulation (QAM), 64 QAM, etc. which are
typically prone to errors compared to the binary phase shift keying (BPSK) modulation
scheme when the signal to noise ratio is low. Also, the received signal is susceptible to
interference from other signals as a single channel may be accessed by more than one user
at a given time instance. Receivers must be designed to detect their own signals under such
conditions by incorporating appropriate detection/decoding schemes. Further, in the case
of wireless systems such as the cellular networks, different mobile users observe different
channel conditions at any given time due to which, during the downlink transmission for
instance, the base station must transmit its information to the users with rates supported
over the corresponding links. To summarize, in order to design an efficient multi-user
communication system, various challenges need to be addressed.
As stated earlier, in order to improve the reliability of the bits transmitted over
wireless channels in the presence of fading, different diversity techniques need to be im-
plemented. Time diversity is one such technique that can be implemented by incorporating
a scheme called channel coding. Channel coding helps in combating fading by provid-
ing a better error correction and detection of the transmitted bits [3]. Different channel
coding schemes such as the linear block coding or convolutional coding [4] can be em-
ployed depending upon the application requirements and the decoding capabilities of the
receivers. Recently, powerful codes such as the turbo codes [5] and the low density parity
check codes [6] (both examples of linear block codes) have also been implemented, and
are shown to provide considerable performance improvements in terms of error rates over
variety of channels including fading channels.
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With the objective of developing powerful signalling solutions at the physical-layer
for wireless networks, in this dissertation, we focus on design and analysis of several high-
rate communication systems in a multi-user environment with a specific focus on broadcast
and two-way relay channels. Particularly, we study various decoding strategies at the re-
ceiver with the incorporation of practical coding schemes such as the turbo and the low
density parity check (LDPC) codes, investigate the design of specific codes and devise
analysis techniques useful for assessing the system performance.
1.1 Contributions and Outline of Dissertation
Our primary interest is in the scenario of multi-user communication systems. We first con-
sider a broadcast channel [7], i.e., a sender communicating with multiple receivers, where
the objective is to design a practical encoding and decoding scheme so as to operate close
to the capacity boundary. In the case of channels with Gaussian noise, we analyze various
decoding strategies at the receivers to determine the performance of practical codes. For a
different class of broadcast channels, called the binary broadcast channel, we develop an
optimal encoding strategy such that the messages corresponding to each user are superim-
posed (in binary domain) in such a way that different parts of the data are provided with
different levels of protection to operate close to the achievable rate limits.
We also consider a two-way relay channel where two mobile nodes intend to ex-
change information with each other, but are out of each others transmission range. Specif-
ically, we investigate a scheme where the exchange of information takes place in two
scheduling phases using a scheme called network coding [8]. The design objective is that,
at the relay, the interference from the users is exploited to improve the throughput of the
overall system (instead of having a deleterious effect on the system performance) [9]. In the
literature, various decoding schemes at the relay have been studied [10–12] to obtain the
network coded sequence, but it is not clear how close they perform compared to an optimal
decoding scheme. With this premise, we develop a list decoding strategy at the relay that
is approximately optimal in terms of the error rates of network coded bits at the relay. We
demonstrate using several examples that the list decoding has a performance similar to a
4
lower complexity alternative that jointly decodes the codewords transmitted by each of the
users. Furthermore, an analytical tool to study the effectiveness of practical coding schemes
is provided using the latter scheme. The list decoding approach is also extended to the case
of channels with ISI. For this model, alternative (low complexity) detection/decoding algo-
rithms are also explored.
The dissertation is organized as follows. In Chapter 2, we review the notion of
channel capacity and two specific capacity-approaching codes (turbo and LDPC codes)
along with the corresponding iterative decoding principles. Furthermore, we give a review
of available iterative decoding convergence analysis tools, which will be used in the sub-
sequent chapters. We then review several multi-user communication scenarios and specifi-
cally focus on two cases of particular interest, i.e., the broadcast channel and the two-way
relay channel.
In Chapter 3, we consider unequal error protection schemes obtained by means
of two-level superposition coding. Gaussian broadcast channel with and without fading is
considered, and with the assumption that linear codes are used, analytical approximations
of the word-error rate based on a suitable application of union bound are evaluated. The
derivation of the approximation exploits the concept of uniform interleaving. The analytical
expressions are found to be in excellent agreement with the simulation results, and thus
provide a useful tool for analysis and design of practical superposition coding schemes.
In Chapter 4 we study two-receiver degraded binary broadcast channels (DBBC)
with a focus on the capacity region and the encoding schemes that achieve its boundary.
As an initial step, we derive the conditions for a general binary broadcast channel to be
degraded, and show that only a very limited subset of all possible degraded channel con-
figurations have been investigated. We then provide a capacity-achieving encoding scheme
for a general DBBC and illustrate it for a specific example. We observe that the designed
schemes include, as special cases, the existing ones that are able to achieve the capac-
ity boundary of all the DBBCs previously studied. We further provide a practical coding
scheme where we describe a receiver structure that is able to extract from the superimposed
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noisy data, the information corresponding to the respective user. The coding scheme in-
corporates capacity achieving codes (in our case LDPC codes), which are passed through
a non-linear mapper that introduces a known bias in the bits. We further use extrinsic
information transfer charts for the design of codes to improve the performance of the sys-
tem. The simulation results show that the practical codes operate close to the rates that are
achievable by implementing a non-linear mapper.
In Chapter 5, we study a different class of multi-user communication channel called
the two-way relay channel. We study various scheduling schemes and review some of the
recent work done in this area. Specifically, our interest is on the scheduling scheme involv-
ing two time slots. Such a scheduling scheme involves a multiple access scheme during the
first slot and a broadcast scheme during the second one. We are particularly focused on a
coding approach called the physical-layer network coding (PNC) scheme, that is employed
at the relay to reduce the decoding complexity and/or to provide a better performance. In
our work, we intend to approximately implement an optimal decoding strategy (with PNC)
using a list decoding algorithm with a list size L, that jointly selects the L most likely pairs
of transmitted sequences in decreasing order of a-posteriori probabilities. Using numerical
examples, it is shown that a lower complexity scheme that jointly decodes the two transmit-
ted codewords offers similar performance as the list decoding strategy. We further derive an
analytical approximation of the word-error rate evaluated over an additive white Gaussian
noise (AWGN) channel with the assumption that both the users employ linear codes, and
provide numerical examples to verify the results.
In Chapter 6, we extend our study to frequency selective two-way relay channels,
where we study various detection and decoding strategies at the relay in order to estimate
the network coded message sequence. We start with an optimal decoder which is approx-
imately implemented using a list decoding algorithm with a list size L. A joint channel
detector/network-coded sequence decoder that jointly decodes the two transmitted code-
words (with convolutional coding) using a combined trellis is shown to perform similar to
the list decoding scheme, which can be used to approximate the optimal decoding due to
6
its reduced complexity. We further investigate a lower complexity detector using a mini-
mum mean squared error (MMSE) based linear detection scheme that feeds the soft values,
corresponding to the sequence of the received superimposed symbols, to the PNC decoder.
We also provide simulation results that show the performance of the different strategies
developed.
Finally, we provide our conclusions in Chapter 7.
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Chapter 2
PRELIMINARIES AND LITERATURE REVIEW
In this chapter, we review the capacity and achievable information rates for different chan-
nels and review two powerful codes that approach capacity, namely, turbo codes and LDPC
codes. In addition, we present two methods of convergence analysis that can be used to
study the iterative decoder performance. We then describe basic multi-user communication
systems briefly, and specifically look into two channel models: the broadcast channel and
the two-way relay channel, and review some of the existing work presented in the literature.
The chapter is organized as follows. We introduce the concept of channel capac-
ity in Section 2.1. We study turbo and LDPC codes in Section 2.2 along with tools for
convergence analysis and code design. We then discuss general multi-user communication
systems in Section 2.3 and review in detail two specific multi-user communication chan-
nels called the broadcast channel and the two-way relay channel. We finally conclude the
chapter in Section 2.4.
2.1 Capacity and Information Rates of Noisy Channels
Channel capacity was introduced by Shannon in his pioneering work in 1948 [13], and is
roughly defined as the highest transmission rate per use over a noisy channel that can be
achieved with an arbitrarily low probability of error. For memoryless channels, Shannon
proved that the channel capacity is given by the maximum mutual information between
the channel input and the output, where the maximum is taken over the joint distribution
of the input sequence. As long as the transmission rate is below the channel capacity, an
arbitrarily low probability of error can be obtained as the block length of the code tends to
infinity.
Consider a communication system over memoryless channel as shown in Fig. 2.1,
where the messageW is encoded into a sequence of n channel inputs X1,X2, ...,Xn, and the
symbolsY1,Y2, ...,Yn are received. The decoder finds an estimate,W
′, of the source message
8
Figure 2.1: Block diagram of a communication system.
W using the noisy channel output. The capacity for this channel is given by
C =max
p(x)
I(X ;Y ), (2.1)
where the mutual information I(X ;Y ) is defined as
I(X ;Y ) = E
[
log2
p(X ,Y )
p(X)p(Y )
]
, (2.2)
and E[·] is the expectation over the joint density of X and Y , p(X) and p(Y ) are the proba-
bility density functions (p.d.f.) of the channel input and output, respectively, and p(X ,Y ) is
the joint p.d.f. of the random variables X and Y .
2.1.1 Additive White Gaussian Noise Channels
An additive white Gaussian noise (AWGN) channel is a discrete memoryless channel whose
input-output relationship is given by
Y = X +Z, (2.3)
where Z is additive noise which is modelled as a zero mean Gaussian random variable with
variance σ2. Let the channel input be constrained to power P such that E[X2] ≤ P. The
capacity of this channel is given by [14]
C =
1
2
log2 (1+ρ) , (2.4)
where ρ = P/σ2 is the signal-to-noise ratio. Furthermore, the capacity is achieved when
the input is Gaussian distributed with zero mean and variance P. In practical scenarios,
having Gaussian distribution is not feasible and we may resort to modulation schemes such
as BPSK, where the input random variable takes on values +
√
P or −√P (with the overall
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power constraint P). Then, the achievable information rate over an AWGN channel can be
evaluated to be [15]
I =
1
2
∑
x±1
∫
p(y|x= x′) log2
(
2p(y|x= x′)
p(y|x=−1)+ p(y|x= 1)
)
dy,
= 1−
√
1
pi
∫ ∞
−∞
e−(u−
√
ρ)2 log2(1+ e
−4√ρu)du. (2.5)
We note that one can also consider a two-dimensional AWGN model suitable for bandpass
communication systems as done implicitly in the next subsection.
2.1.2 Fading Channels
A flat fading channel is modeled as
Y = hX+Z, (2.6)
where h is the complex channel gain such that E[|h|2] = 1 and Z is circularly symmetric
complex Gaussian noise with variance σ2/2 per dimension. The input to the channel, X , is
complex with power constraint E[|X |2]≤ P, and Y is the channel output which is complex
as well. If the channel coefficients are zero mean circularly symmetric complex Gaussian
random variables, then we obtain a Rayleigh fading channel.
Assuming that the receiver has access to the fading coefficients and the channel is
ergodic, the Shannon capacity exists and it can be evaluated to be the expected value of
capacity of a two-dimensional AWGN channel over the statistics of the channel coefficient
h, i.e., the channel capacity can be evaluated using [15]
C f ad =
∫ ∞
0
log2(1+ ρˆ)p(ρˆ)dρˆ, (2.7)
where ρˆ = |h|2ρ is the random variable denoting the instantaneous signal-to-noise ratio
with ρ = P/σ2.
When the fading is non-ergodic, there is a non-zero probability that the instanta-
neous information rate is below any given fixed rate as there are limited number of channel
realizations for an entire frame of data. Therefore, the Shannon type capacity for such a
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channel is zero. When the channel realization h is such that the instantaneous capacity of
the channel is lower than the rate at which transmitter encodes its data, the system is said
to be in outage, hence, the relevant quantity is outage capacity [3]. A quasi-static fading is
an example of non-ergodic fading.
2.2 Capacity Approaching Codes and Iterative Decoding
Since the development of Shannon’s theory on channel capacity in 1948 [13], many prac-
tical codes have been development with the goal of operating as close to the capacity lim-
its as possible. Here, we review two important codes that exhibit capacity approaching
performance. Turbo codes [5], discovered in 1993, comprise of two recursive systematic
convolutional codes in parallel via an interleaver and make use of a trellis based iterative
decoding algorithm in order to perform close to the capacity limits. The LDPC codes [6]
use sparse parity check matrices and can be represented using bipartite graphs which fa-
cilitate iterative decoding. Since the discovery of these practical capacity achieving codes,
significant work has been done in their implementation in various wireless communication
applications such as the ones involving BPSK and quadrature phase shift keying (QPSK)
modulation schemes over Gaussian channels [16], flat fading channels [17], multiple input
multiple output (MIMO) channels [18, 19], and relay channels [20].
2.2.1 Turbo Codes
One of the important breakthroughs in channel coding is the introduction of turbo codes in
1993 [5,21]. The encoder consists of concatenation of two (or more) convolutional encoders
separated by a random interleaver(s). In short, turbo coding consist of a) convolutional
encoders along with interleaver(s) that generate a random-like code, and b) a decoder that
makes use of soft-output values from the channel and an iterative decoding algorithm. The
length of the interleaver, K, determines the performance of a given turbo encoder. Fig. 2.2
shows the encoder structure with parallel concatenation of two convolutional encoders.
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Figure 2.2: Standard turbo encoder using parallel concatenated convolutional codes.
Iterative Decoding For turbo codes, we make use of a sub-optimal decoding scheme that
incorporates two soft-input soft-output component exchanging soft information about the
transmitted bits in an iterative manner. The iterative decoder estimates the a-posteriori
probabilities (APPs) Pr(uk|y) where uk is the kth information bit, k= 1,2, ...,K and y is the
received codeword corrupted by noise. Using the maximum a-posteriori (MAP) rule we
have
P(uk =+1|y)
P(uk =−1|y)
+1
≷
−1
1. (2.8)
Equivalently, we define the log a-posteriori probability (log-APP) or log-likelihood ratio
(LLR) as
L(uk), log
(
P(uk =+1|y)
P(uk =−1|y)
)
. (2.9)
To start the iterations, the first MAP decoder utilizes the systematic and the parity observa-
tions (with no a-priori information) to compute the extrinsic information about the message
bits. This extrinsic information is fed to the second MAP decoder as a-priori information.
The second MAP decoder then computes its own extrinsic information based on its a-priori
information and its own channel observations. The new extrinsic information is passed
back to the first MAP decoder to be used as a-priori information for the second iteration.
This process is repeated in an iterative manner until some stopping-criterion is met. The
MAP decoding can be implemented using the BCJR algorithm [22] which is named after
its inventors Bahl, Cocke, Jelinek and Raviv. The details on the implementation of this
12
Figure 2.3: Iterative turbo decoder.
algorithm has been explained in detail in [4, 23]. To ensure numerical stability, the BCJR
algorithm can also be implemented in the log-domain, typically referred to as log-MAP
decoding. Further, a lower complexity algorithm called the max-log-MAP decoding, that
approximates the BCJR algorithm, has also been described in [23]. This algorithm can be
implemented by using a look-up table whose size can be small (e.g., with 8 entries) but the
performance may depend upon the specific turbo code that is being implemented.
After the iterations are complete, the overall LLR is computed as
L(uk) =
2ys,k
σ2
+Le12+L
e
21, (2.10)
where the first term is called the channel value, the second and the third terms are the
extrinsic information produced by the component decoders using the code constraints. This
overall LLR is used to make final decisions on the transmitted bits.
Fig. 2.4 shows the performance of a rate-1/2 turbo code with the constituent con-
volutional codes (5/7)octal
1 with an interleaver length of K = 1000 for different number
of iterations. The results show improvement in the bit-error rate (BER) performance with
each iteration. We observe that the gain in the performance is significant for the first few
iterations but there is small difference in the performance gain with further iterations. Fig.
2.5 shows the performance of the turbo codes with different interleaver lengths. We observe
1“5” is the feedforward polynomial and “7” is the feedback polynomial of the convolutional encoder in
octal notation.
13
0 1 2 3 4 5 6 7 8 9 10 11
10−6
10−5
10−4
10−3
10−2
10−1
ρ (dB)
B
E
R
uncoded
iteration 1
iteration 2
iteration 5
iteration 10
iteration 15
Figure 2.4: Performance of a turbo code for different iterations.
that as the size of the interleaver increases, the BER performance improves and the code
performance approaches the channel capacity limit. For instance, the gain in performance
by incorporating an interleaver of size K = 10000 compared to the one with K = 100 is
about 2.75 dB at an error rate of 10−6.
2.2.2 Low Density Parity Check Codes
LDPC codes form another class of linear block codes that approach the Shannon limits.
This class of codes was initially introduced by Gallager [6] in 1960s, followed by the work
of Tanner [24] in 1981 where a graphical representation of LDPC codes, which are now
referred to as Tanner graphs, are provided. In the mid 1990’s, these codes were rediscovered
by Mackay [25] and received significant attention since then.
An LDPC code is a linear block code which can be constructed from a parity check
matrix H with a low density of 1’s. A regular LDPC code is a linear block code whose
parity check matrix consists of wc 1’s in each column and wr 1’s in each row. An irregular
LDPC code has unequal number of 1’s in columns and rows. The parity check matrix H
14
0 1 2 3 4 5 6 7 8 9 10 11
10−6
10−5
10−4
10−3
10−2
10−1
ρ (dB)
B
E
R
K = 100
K = 1000
K = 10000
Figure 2.5: Performance of turbo coded system for different interleaver length with 15
iterations.
with m rows and n columns may not be full rank as there might be redundant rows due to
which the code rate is bounded as [23]
R≥
(
1− m
n
)
,
with equality when H is full rank.
An LDPC code can be graphically represented using a Tanner (or a bipartite)
graph [24] that consists of three components, namely, check nodes, variable nodes and
edges that connect the check nodes and the variable nodes as shown in Fig. 2.6. For an
m×n parity check matrix H, there are m check nodes and n variable nodes. A cycle in the
graph comprises of a path containing nc edges that form a closed loop as illustrated by the
bold edges in Fig. 2.6. The shortest cycle that can exist in an LDPC code is of length 4.
Most code construction algorithms aim at avoiding the length−4 cycles as they degrade the
performance of the code with the use of the iterative message passing decoding algorithm
(which will be described later).
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Figure 2.6: Tanner graph representation of an LDPC code.
In general, LDPC codes can be represented using degree distribution polynomials
based on the Tanner graph representation as
λ (x) =
dv
∑
d=1
λdx
d−1, (2.11)
ρ(x) =
dc
∑
d=1
ρdx
d−1, (2.12)
where λ (x) and ρ(x) [26] are the variable node and check node degree distribution poly-
nomials, respectively; λd denotes the fraction of all edges connected to variable node of
degree d, and ρd denotes the fraction of all edges connected to check node of degree d. dv
and dc are the maximum degrees of the variable and check nodes, respectively.
Iterative Decoding Using Message Passing Algorithm (MPA) Like the turbo codes,
LDPC codes are decoded using iterative decoding techniques. In LDPC decoding, we are
interested in computing the a-posteriori probability (APP) that a given bit in the trans-
mitted codeword c = [c0,c1, ...,cn−1] is 1 given that the received noisy codeword is y =
[y0,y1, ...,yn−1], i.e., P(ci = 1|y). Equivalently, we can represent the LLR as
L(ci) = log
(
P(ci = 0|y)
P(ci = 1|y)
)
. (2.13)
The MPA for computation of L(ci) is an iterative algorithm that makes use of the
Tanner graph of the corresponding parity check matrix of the code. The iterative algorithm
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Figure 2.7: Comparison of regular vs irregular LDPC codes over an AWGN channel.
basically consists of two steps [4]. In the first half of the iteration, each variable-node passes
information to the check-node that it is connected to, using the information available from
the other check-nodes and the channel. In the other half of the iteration, each check-node
passes its information to the variable-nodes that it is connected to, based on the informa-
tion available from the neighboring variable-nodes. After some number of iterations, the
decoder computes ci based on the LLR evaluated using the MPA. The iterations can be
stopped if the estimated codeword, cˆ, satisfies the parity check equations or a given number
of iterations is reached. We omit the details of the algorithm here which can be found in
many resources, e.g. [4, 23].
Fig. 2.7 shows the performance of several regular and irregular LDPC codes of rate
1/2. In the example, irregular codes, whose degree distributions are optimized for AWGN
channels [27], perform about 0.6 dB better than the regular LDPC codes of the same rate.
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2.2.3 Convergence Behavior of Iterative Decoding
Two primary approaches have been proposed to analyze the convergence behavior of it-
erative decoding algorithms, namely, density evolution and extrinsic information transfer
(EXIT) chart, which help in the evaluation of the convergence threshold (minimum signal-
to-noise ratio (SNR) required for an arbitrarily low error rate performance) of codes such
as LDPC codes [28].
Density evolution [26,28] is a tool that enables tracking of the distribution of mes-
sages through the Tanner graph during the message passing algorithm. Using density evo-
lution, it is possible to determine how an ensemble of Tanner graph is likely to behave for
a specific code, i.e., it allows one to predict the SNR at which the BER will converge to
zero. Density evolution enables the search of the best ensemble for a given threshold, and
once the best ensemble is found, one can choose a specific LDPC code from the calculated
degree distribution. Design of low-density parity-check codes using density evolution has
been discussed in [26] for a single-user communication system and in [29] for a multi-user
(broadcast) communication system.
As an alternative to density evolution, a simplified method of iterative decoding
analysis called the EXIT chart has also been developed. This tool provides a way of de-
scribing the flow of extrinsic information through a soft-input soft-output constituent de-
coder based on mutual information between the channel input and the output. Based on
the fact that the two decoders2 work cooperatively, the mutual information improves with
each half iteration [23]. Using this technique, the exchange of mutual information can be
visualized as a decoding trajectory in the EXIT chart. In the case of turbo decoding, the
EXIT chart allows for the prediction of the turbo cliff position and the bit error rate after an
arbitrary number of iterations [30, 31]. The EXIT chart allows for optimization of LDPC
codes as well by performing curve fitting as described in [27].
2The two decoders constitute the MAP decoders in the case of turbo decoding and variable and check node
decoders in the case of LDPC decoding.
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Figure 2.8: Multiple access channel model.
2.3 Multi-User Communications
The focus of this dissertation is primarily on multi-user communications where m users
transmit their information to n receivers. Common examples of multi-user communication
systems are local area networks (LAN), cellular networks, satellite communications etc.
Multi-user wireless communications has to cope with various challenges including inter-
ference from other users, inter-symbol interference due to multi-path, selection of proper
coding schemes etc. A specific multi-user communication example is through a multiple
access channel (MAC) as shown in Fig. 2.8, where multiple users transmit their messages
to a common receiver. Another example of a multi-user communication channel is an in-
terference channel as illustrated in Fig. 2.9, where each receiver in the network receives
messages not only from the transmitter it intends to communicate with, but also from the
other transmitters.
In this dissertation, a multi-user communication channel that is of particular interest
is a broadcast channel (BC). A BC is a communication network consisting of a sender or
a transmitter, and multiple receivers as illustrated in Fig. 2.10. A satellite communication
network is an example of a broadcast channel where the satellite transmits its information
to multiple receivers located at multiple ground stations.
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Figure 2.9: Interference channel model.
Figure 2.10: Broadcast channel model.
Another multi-user communication system is a relay channel, where the relay is an
intermediate node that assists in transmission of information from a transmitter to a receiver
in a communication network as shown in Fig. 2.11. In this dissertation, we shall also study
a specific class of relay channels called the two-way relay channel as shown in Fig. 2.12,
consisting of two sources and a relay. The source nodes are assumed to be out of each
other’s transmission range and, therefore, can exchange information only via the relay.
Different scheduling schemes can be employed for the information exchange involving
two, three and four transmission phases [9]. Recently, a scheme with two transmission
phases involving network coding [8] has been of considerable interest. In typical scenarios,
the channel between the transmitter and the relay may be better than the one between the
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Figure 2.11: Relay channel model.
Figure 2.12: A two way relay channel.
transmitter and the receiver. An example of such a channel model is a wireless local area
network, where two nodes within the network exchange information via a common router.
This channel model will be explored further in detail in Chapters 5 and 6. In the following,
we describe the broadcast and the two-way relay channels in more detail.
2.3.1 Broadcast Channels
A broadcast channel is a communication network consisting of a single transmitter and
multiple receivers as shown in Fig. 2.10. One major challenge in the study of a general
broadcast channel is to find simultaneously achievable transmission rates. A simplistic way
of broadcast communication is by transmitting at the capacity of the worst receiver, i.e., the
transmission can be done by assuring that the worst user is able to decode the information
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correctly. However, a more sophisticated approach transmitting additional information for
better users so that they can obtain higher data rates and as a result achieve a higher fidelity,
e.g., better quality of picture or sound in the case of TV or radio broadcast, is certainly a
better option. The latter approach is one of our primary concerns.
Degraded Broadcast Channels In the case of a two-user broadcast channel, if X is the
input alphabet and Y1 and Y2 are the output alphabets for the two receivers, the broadcast
channel is said to be physically degraded if p(y1,y2|x) = p(y1|x)p(y2|y1) [7]. A broadcast
channel is said to be stochastically degraded [14] if there exists a distribution, p′(y2|y1),
such that
p(y2|x) = ∑
y1
p(y1|x)p′(y2|y1). (2.14)
The capacity of a stochastically degraded broadcast channel is the same as that of the corre-
sponding physically degraded channel, since the capacity of the broadcast channel depends
only on the marginal distributions p(y1|x) and p(y2|x). A physically degraded broadcast
channel forms a Markov chain denoted by X → Y1 → Y2, where X is the input and Y1 and
Y2 are the outputs at the first and the second receivers, respectively. It can be roughly said
that the channel degrades the signal between the source and the first receiver, and further
degrades the signal between the first and the second receiver. The capacity region for a
general broadcast channel is still unknown but for a physically degraded broadcast channel
the capacity region is the convex hull of the closure of all rate pairs (R1,R2) [14] such that
R2 ≤ I(U ;Y2), R1 ≤ I(X ;Y1|U), (2.15)
where R1 and R2 are the transmission rates to the first and the second receivers respectively,
with some joint distribution p(u)p(u|x)p(y1,y2|x), i.e.,U → X → Y1 → Y2. The cardinality
of the auxiliary random variableU can bounded by [14]
|U | ≤ min{|X |, |Y1|, |Y2|}.
Gaussian Broadcast Channels A Gaussian broadcast channel (GBC) is one of the most
important broadcast channel models as proposed in [7]. A simple GBC model consists of
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a transmitter communicating with two independent receivers over AWGN channels. The
Gaussian broadcast channel is clearly a degraded broadcast channel and the capacity region
can be obtained by using the superposition technique [7], where a higher rate data is super-
imposed on a lower rate data, and transmitted over the broadcast channel. In the case of a
Gaussian broadcast channel with one sender and k receivers, i.e., with the channel model
Yi = X+Zi, where Zi ∼N (0,Ni) are spatially and temporally independent noise terms, we
obtain
R1 ≤C
(
1+
α1P
N1
)
, (2.16)
Ri ≤C
(
1+
αiP
∑i−1j=1 α jP+Ni
)
, (2.17)
where 1≤ i≤ k and ∑ki=1 αi = 1.
A two-user Gaussian broadcast channel model is shown in Fig. 2.13, where
Z1 ∼ N (0,N1) and Z2 ∼ N (0,N2) are the additive white Gaussian noise terms, X is the
transmitted message signal with signal power constraint P and N1 < N2. At the two re-
ceivers, we have Y1 = X+Z1 and Y2 = X +Z2. The individual capacities are
C1 =
1
2
log
(
1+
P
N1
)
and C2 =
1
2
log
(
1+
P
N2
)
bits per transmission. Using the superpo-
sition scheme as shown in Fig. 2.14, and from (2.16) and (2.17), the simultaneous rates that
can be achieved are
R1 ≤ 1
2
log
(
1+
(1−α)P
αP+N2
)
+
1
2
log
(
1+
αP
N1
)
, (2.18)
R2 ≤ 1
2
log
(
1+
(1−α)P
αP+N2
)
. (2.19)
Binary Broadcast Channels A binary broadcast channel consists of binary inputs trans-
mitted over a channel and obtained at the receivers as binary symbols3. The channel intro-
duces noise such that some of the binary digits transmitted are flipped, and a noisy message
is obtained at the receiver. For example, an AWGN channel with binary inputs and hard de-
cision decoding (HDD) at the receiver, may be viewed as a binary channel. Transmission of
3Clearly, an obvious generalization is finite-input finite-output channels, but this will not be pursued here
for simplicity.
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Figure 2.13: Gaussian broadcast channel.
Figure 2.14: Superposition of signals for transmission over the Gaussian broadcast channel.
information from a single transmitter to two receivers over binary symmetric channels has
been studied by Cover [32], where the two channels have different crossover probabilities,
hence forming a degraded binary symmetric broadcast channel.
Binary channels with asymmetric crossover probabilities referred as binary asym-
metric channels (BACs) are also of interest. Binary symmetric channel (BSC) and Z-
Channel, where the probability of either of the two transitions is zero, i.e., P(0→ 1) = 0
or P(1→ 0) = 0, while the other transition has a non-zero probability, are special cases of
a BAC. The Z-channel was initially studied in [33] and later in [34], where the capacity
region for the broadcast Z-channel has been formulated analytically. The asymmetry in the
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channels are typically seen in optical communication scenarios [35]. It is shown in [34] that
in order to achieve the boundary of the capacity region, codes with unequal distributions
of 0s and 1s have to be designed. A practical coding scheme involving a convolutional
encoder using a look up table consisting of non-linear codes, followed by turbo decoding
is developed in [36]. The results show that the practical scheme operates very close to the
capacity boundary.
Recent Work on Broadcast Channels Recently there as been considerable work on fad-
ing broadcast channels. In [37], slowly fading broadcast channels with AWGN are con-
sidered. The capacity region and optimal power allocation schemes are derived in which
minimum rates must be maintained for each of the users under all fading states with the
assumption that the transmitter and all the receivers have perfect channel state information
(CSI). Both, the ergodic and the outage capacity formulations are considered. In the case of
ergodic capacity, the channel coefficients vary over time and hence the capacity is obtained
by averaging over all fading states. The optimal resource allocation for the case of an er-
godic channel can be found in [38]. With the assumption that the channel state is known at
the transmitter and the receiver, optimal power allocation and superposition coding can be
performed according to the noise densities of each of the channels. At the receiver, succes-
sive decoding can be performed starting with the weakest user. The subsequent decoding
operations are performed by first subtracting the data decoded in all the previous stages
from the received signal, and then implementing the corresponding decoding scheme. In
the case of outage capacity, a constant rate is maintained for strong channels and no data
is transmitted when the channel is weak [39]. Zero-outage capacity is a special case where
the data must be transmitted at a constant rate in all fading states [40]. The minimum-rate
capacity region is closely related to the ergodic and zero-outage capacity regions and is a
combination of these two. In [37], the notions of ergodic and outage capacity are combined
by maximizing the ergodic capacity subject to the minimum rate constraints for all the users
in all the fading states.
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There has been considerable interest in MIMO broadcast channels as well. In [41],
a Gaussian MIMO broadcast channel is considered and the capacity region is found. The
capacity region of the broadcast channel is expressed in terms of the average total power
constraint and the input covariance constraint. Further, superposition of Gaussian codes
for the degraded vector broadcast channel, and dirty paper coding [42] for the case of non-
degraded channel are shown to be optimal. In [43], an algorithm is devised to reduce the
number of receive antennas and also the transmit powers under the condition of a given
sum rate capacity of a MIMO broadcast channel. In [44], an iterative water-filling algo-
rithm is devised for finding the covariance structure of transmitter under individual power
constraints for different users. In [45], the author compares three different suboptimal trans-
mission schemes: single user MIMO (SU-MIMO), ranked known interference (RKI) and
zero-forcing beamforming (ZFB) [46] and shows that the ZFB and RKI outperform SU-
MIMO. In [47], the authors establish a duality between the “dirty paper” achievable rate
region for the MIMO broadcast channel and the capacity region of the MIMO-MAC chan-
nel. The authors also show that Gaussian MIMO-BC has the same sum-rate capacity as
Gaussian MIMO-MAC channel with the same total power constraint.
2.3.2 Two-Way Relay Channels
We consider a two-way relay channel shown in Fig. 2.12 with a two-phase schedul-
ing scheme also called multiple access channel/broadcast channel (MAC/BC) scheduling
scheme illustrated in Table 2.1. During the first transmission phase, the relay receives the
superimposed signals from each of the two source nodes, and during the next phase, the re-
lay broadcasts its message to the two source nodes using a scheme called network coding.
The concept of a general network coding was initially introduced for routing in computer
networks [8,48], where a node functions as an encoder, i.e., it receives information from the
other links, encodes it and transmits the encoded message to the receivers. Hence, a node
transmits a message which is in general a function of all the input messages corresponding
to that node. In traditional networks, each node either relays the received information from
another link or replicates the information received and sends it over to a different node over
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Table 2.1: Physical Network Coding with two scheduling phases.
Node Slot 1 Slot 2
N1 Transmit Receive
N2 Transmit Receive
N3 Receive Transmit
the corresponding output links. The presence of possible coding at any node in the network
results in what is known as network coding.
Fig. 2.15 shows an example of information flow through a network with one source,
two destination nodes and four relays. The source sends the bits b1 and b2 to the relays R1
and R2, respectively. The relay node R3 receives both sets of bits from each of the relays and
encodes them using modulo-2 addition and sends b1⊕b2 to the relay R4. At the destination
D1, b2 can be recovered from b1 and b1⊕b2. Similarly, b2 can be recovered. The concept
of network coding described in [8], is generally applied on bits that have already been
detected. In [9, 10], the physical-layer equivalent of the network coding is incorporated,
where the relay modulates and transmits a sequence which is a function of the linear sum
of the modulated signals transmitted by each of the two users.
In contrast to the digital counterpart of network coding at the physical-layer [9], an-
other scheme that operates on the analog signals at the physical-layer is studied in [49,50].
Instead of operating on the individual bits, the receiver operates on the mixed signals re-
ceived from the different transmitters using amplify-and-forward. Such schemes are named
“analog network coding” methods.
Physical-Layer Network Coding The capacity region for the case of two-way relay
channel is still unknown. In some of the recent work, transmission rate upper bounds and
the achievable rate regions specific to a particular encoding-decoding scheme are studied.
In [51], [52], achievable rate region for a two-way relay channel with a 3-phase transmis-
sion scheme are given. In [53], a comparison between the achievable rate regions between
network coding at the packet level and the physical-layer is provided, with the latter provid-
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Figure 2.15: A one-source two-sink network with coding (adopted from [8]).
ing a better performance. In [54], various network coding approaches at the physical-layer
are studied for a 2-phase transmission scheme, where the conditions for maximization of
the two-way rate for each of the schemes, are investigated. An upper bound on the two-way
rate using denoise-and-forward (DNF) is provided. The DNF scheme does not require the
relay to decode messages transmitted by each of the nodes explicitly. It is shown that at
certain SNRs, the joint decode-and-forward (JDF) scheme coincides with the upper bound
and is better than the amplify-and-forward (AMF) scheme. However, at high SNRs, the
achievable rates using the AMF scheme are better than those of the JDF scheme. In [55],
PNC over a two-way relay channel is considered, where the PNC is subdivided into two
categories: PNC over a finite field (PNCF), and PNC over an infinite field (PNCI). The
performance of the two schemes with and without MMSE estimation of the network coded
sequence is compared at different SNRs, thereby allowing one to employ a scheme that
performs best at given channel conditions.
In [56], the achievable rate regions for two-way relay channels using two coding
schemes are explored. In the case of a binary two-way relay channel, the subspace-sharing
of linear codes is shown to achieve the capacity. In the case of a Gaussian channel, lat-
tice coding scheme is shown to achieve a performance within 1/2-bit of capacity, i.e., it is
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asymptotically optimal at high SNRs. In [57], it is further shown that at low SNRs, ex-
plicitly decoding each of the transmitted messages and then forming the network coded
sequence at the physical-layer before broadcasting, approaches the capacity upper bound.
The upper bound at high SNRs can be achieved using PNC-based multiple access, which
is based on a modulo-q addition approach (similar to the lattice coding scheme discussed
in [56, 58]).
In [59] design of modulation schemes for two-way relay channels with fading are
investigated, where the network coding is based on the denoise-and-forward scheme at the
physical-layer. An adaptive strategy is implemented in designing the constellation based on
the channel conditions at various links connecting the nodes. QPSK and 5-ary modulation
schemes optimized according to the channel conditions are proposed, and the latter is shown
to provide an improvement in the system throughput. Further, a design methodology for
two-way relaying in frequency-selective fading channels is presented, where at the relay, an
adaptive mapping strategy is implemented based on the channel conditions. The proposed
5-ary constellation is shown to provide a better system throughput for this case as well.
In [60], a PNC scheme based on Tomlinson-Harashima precoding is proposed which is
used to control the power at the relay. Theoretical results show that higher throughput
rates can be achieved compared to the analog network coding at the physical-layer adopted
in [49]. In [50], a joint relaying and network coding of the analog signals is proposed for a
two-way relay channel. The joint relaying and analog network coding scheme is shown to
provide a higher throughput than a pure routing scheme.
Channel Coding Strategies for Physical-layer Network Coding We now review some
of the existing schemes at the physical layer that incorporate channel codes and exploit
the concept of network coding in various network models (which still hold for two-way
relay channels). A joint channel and network coding at the physical-layer is illustrated
in [61], where the channel model is as shown in Fig. 2.16. The relay node, NR, receives
the information from the source nodes NA and NB with a high SNR. The relay individually
encodes the two decoded messages using LDPC codes, and transmits the network coded
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Figure 2.16: A relay channel model with joint channel and network coding.
sequence to the destination node ND, which receives the additional parity bits from the
relay, apart from the LDPC coded bits from each of the users, that were transmitted in
the previous two time slots. The relay assists in exploiting diversity and helps reduce the
error rates at the destination. In [62], a joint network-channel coding method for a two-way
relay channel model is described. The nodes employ turbo codes along with an automatic
repeat request/forward error correction (ARQ/FEC) scheme. Each of the nodes transmits
its message in different time slots. The relay estimates the source packets transmitted by
each of the nodes, network encodes them at the physical-layer and broadcasts the parity
bits back to the nodes. In [63], a joint PNC and channel coding scheme based on soft
decision decoding and turbo coding is proposed. Turbo codes are implemented at each
user, and the coded bits are BPSK modulated before transmission. The relay utilizes the
received superimposed noisy signal to extract the soft information on U1⊕U2, where Ui
is the sequence of information bits corresponding to the ith user. The proposed scheme is
shown to perform better than the traditional network coding, both in terms of the BER and
the channel capacity. Furthermore, a PNC method based on turbo coding and M-ary phase
shift keying (MPSK) is proposed in [64], where the proposed scheme reduces the required
transmission energy at the relay over the original PNC scheme.
In [58], a bi-directional relay is considered, where the communication between the
two users takes place in two transmission phases, i.e., the MAC phase followed by the
broadcast phase, where the relay transmits the network coded message to both the users.
Exchange rates, defined as the maximum rate at which information can reliably be ex-
30
changed between the two users via the relay, is provided for lattice and joint encoding and
decoding schemes. The lattice coding scheme is based on the notion that the codes trans-
mitted by the two users, are codewords of the same lattice, and the relay decodes the linear
combination of these codes and transmits it during the broadcast phase. Lattice codes have
been shown to achieve capacity on the single user AWGN channels under maximum like-
lihood decoding [65]. In the case of two-way relay channels, it is shown that using lattice
coding, one can obtain a rate of 0.5log2(0.5+ SNR) bits per transmitter which is nearly
optimal at high SNRs.
A critical process at the relay is to transform the received frames or packets to a
combination of the source packets, S1⊕S2. Let Y3 = S1+S2+Z3 be the received superim-
posed packet from the two users at the relay which is corrupted due to the noise Z3. In [10],
the authors define the transformationY3→ S1⊕S2 as the channel-decoding-network-coding
(CNC) process, and propose a new CNC scheme called the arithmetic-sum CNC design
(ACNC), that outperforms the previously proposed schemes in terms of BER performance.
Simulation results using Repeat Accumulate (RA) channel codes at the two end nodes are
also provided. In the proposed method the relay decodes Y3 to obtain the probability mass
function of each symbol s1+ s2. This method does not neglect the dependencies among
the symbols created by the channel code and also the transformation to s1⊕ s2 is easy and
does not necessitate the need of explicit decoding of S1 and S2. In [12], LDPC codes are
considered for which the decoding algorithm is specified for the ACNC design, called the
generalized joint channel and physical-layer network coding (G-JCNC). Similar to the RA
codes in [10], a performance improvement is observed with respect to the CNC design.
In [66], cooperative communication over a two-way relay channel is considered,
where the nodes within the network cooperate among themselves to form a relay. The
objective is to mitigate the errors that get propagated during the exchange of information
between the two users. A reliability threshold is implemented at the relay nodes in order to
control the error propagation. The relay computes the LLR values for the bits that it receives
from the source, and discards those bits whose LLRs fall below a certain threshold, thus
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reducing the error that gets propagated over the network. Two modes of thresholding are
considered at the relay, a) at the individual bit level and b) at the combined bit level. The
results obtained after thresholding over a network-coded system without a threshold shows
significant gains.
A two-way wireless communication scheme using a relay is explored in [67], and
two coding strategies called the binary network coding (NetC) and superposition coding
(SupC) are compared. Both two-phase and three-phase communication strategies are con-
sidered, and the outage performance is studied in a fading environment where the channel
state information at the transmitter for the direct link is not available. It is observed that
SupC is superior to NetC is almost all situations. The three-phase communication scheme
is shown to be better than the two-phase scheme.
In [68], a physical-layer network coding scheme is implemented over a two-way
relay channel, in which all the nodes are equipped with multiple antennas and the CSI is
known only at the receivers. A new detection scheme is proposed as an alternative to the
traditional MIMO network coding schemes, where the relay detects the x1+ x2 and x1− x2
with linear MIMO detection and then converts them to x1⊕ x2, with PNC mapping, with
xi being the symbol transmitted by the i
th user. A zero forcing (ZF) based MIMO detector
is shown to improve the performance compared to the ZF based MIMO detection with
traditional network coding.
In [69], a two-way relay channel in a multi-path environment is considered. The
performance of the system using physical-layer network coded orthogonal frequency di-
vision multiplexing (OFDM) and single carrier with frequency domain equalization (SC-
FDE) are evaluated. In [70], a physical-layer network coding with partial CSI in a two way
relay channel is considered, where only one of the two source nodes has the channel state
information between itself and the relay, while the CSI of the other link is unknown. Esti-
mation of the full CSI comes at the cost of some extra system load. A weighted mapping
scheme is introduced to map the received observations at the relay to a specific constella-
tion, which are then transmitted to the source nodes. It is shown that using the proposed
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scheme with partial CSI, the system load is greatly reduced, with a performance degradation
of about 1 dB compared to the case of full CSI.
2.4 Chapter Summary
In this chapter, we provided some preliminaries on channel capacity and introduced two
capacity approaching codes namely turbo codes and LDPC codes. We studied the decoding
schemes for these codes which are iterative in nature. We briefly described the tools that
enable us to analyze the convergence behaviors of the iterative decoder and also assist in
the design of specific codes. We then briefly reviewed several multi-user communication
schemes with a key focus on two specific multi-user communication channels, namely, the
broadcast channel and the two-way relay channel. In the case of broadcast channels, we
particularly focussed on the degraded broadcast channel. For the two-way relay channels,
we described the physical-layer network coding with two scheduling phases. We then pre-
sented a detailed review of the recent relevant work done in broadcast and two-way relay
channels.
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Chapter 3
PERFORMANCE ANALYSIS OF SUPERPOSITION SCHEMES OVER GAUSSIAN
BROADCAST CHANNEL
In this chapter, we consider superposition coding for unequal error-protection over a two
user Gaussian broadcast channel. Furthermore two decoding schemes are investigated
namely, a) maximum-likelihood (ML) decoding, which is the optimal decoding strategy,
and b) interference cancellation (IC) scheme, which is capacity achieving for inputs with
Gaussian distribution. For both decoding strategies, analytical approximations of the word-
error rate are evaluated over AWGN-only and Rayleigh fading channels, with the assump-
tion that linear codes are used. The analytical expressions obtained are in excellent agree-
ment with the simulation results, and thus provide a useful tool for analysis and design of
practical superposition-coding schemes. Using the method proposed in this chapter, the ef-
fectiveness of finite-length coding schemes with known distance spectra can be analyzed1.
The chapter is organized as follows. We start with an introduction to broadcast
channels and to the problem being studied in Section 3.1. In Section 3.2, we describe the
coding scheme and the maximum likelihood and interference cancellation based decoding
strategies. We then derive the union bound on the word-error rate for both decoding strate-
gies over AWGN-only Gaussian broadcast channels in Section 3.3 and over GBCs with
Rayleigh fading in Section 3.4. Numerical examples comparing the derived bounds and
the simulation results are presented in Section 3.5. Finally, we summarize the chapter in
Section 3.6.
3.1 Introduction
We consider broadcast channels, that is, communication networks consisting of one trans-
mitter and multiple receivers that observe the transmitted signal through different chan-
nels [32]. Particularly, we focus on GBCs, where the network consists of AWGN channels
1Part of this work was presented at IEEE GLOBECOM 2009 [71] and has also appeared as a journal paper
in [72].
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with different values of the SNR. In the case of AWGN channels with no fading, the GBCs
are said to be “degraded” [32], and the relevant capacity region is achieved by superposition
coding of Gaussian inputs with different powers and different rates [7, 32]. On the other
hand, the capacity of non-degraded GBCs, such as channels with Rayleigh fading, is cur-
rently unknown [32,73]. The best achievable region known to date for GBCs with Rayleigh
fading is achieved by means of superposition-coding schemes [73].
A practical implementation of superposition coding using finite constellations is
given by the multi-rate modulation schemes [74] adopted in many recent standards for
multimedia broadcasting. In such schemes, which are often referred to also as hierarchical
or layered, different error-protection levels [75] are given to the different messages that
compose the multimedia signal. To approach the capacity region, different codes have been
designed specifically for multi-rate modulations over GBCs, mainly by extending coding
schemes known to be effective over AWGN channels. For example, turbo trellis coded
modulations [76] and LDPC codes [6] were studied in multi-rate schemes in [77] and [29],
respectively. Particularly, it was shown in [29] that LDPC codes can perform fairly close to
the theoretical limits. The design conducted in [29] is based on EXIT charts [27], and thus
applies to infinite-length codewords. Aim of our work is to provide a new tool for analysis
and design of practical finite-length coding schemes.
We focus on a two-rate scheme, with the premise that the extension of the presented
analysis to multi-rate schemes is straightforward. Particularly, as in [29], we consider the
superposition of two BPSK messages, with different powers and different rates. Under
the assumption of linear channel coding, two different decoding strategies are investigated,
namely joint maximum-likelihood decoding of the two constituent messages, and the two-
stage strategy described in [7], according to which interference cancellation allows us to
split the decoding process into two steps, each dealing with only one message. The ML-
based strategy is known to be optimal in terms of error rate [78], while the IC-based one
is suboptimal but computationally much simpler [29]. For both strategies, we evaluate
analytical approximations of the word-error rate, based on the union bound [78]. When
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turbo-like codes [5] are considered, the derivation of the bounds relies on the concept of
uniform interleaving, exactly as in the standard analysis of single-rate schemes [79, 80]. In
the case of ML decoding, for the problem to be tractable, an additional uniform interleaver
is also adopted — this approach follows the arguments exploited in [81] for the evaluation
of the union bound for single-rate turbo-coded modulations. Union bounds are derived for
AWGN-only GBCs as well as for GBCs with Rayleigh fading, under the assumption of
perfect knowledge of the fading coefficients at the receiver side. In the presence of fading,
since it does not appear feasible to evaluate some of the statistical expectations required for
the closed-form computation of the union bounds, we resort to Monte Carlo averages [82]
and to analytical approximations. The resulting expressions are in excellent agreement
with the simulation results in the low-noise regime, where the union bound is known to
be tight [78]. The proposed tool allows us to reliably compare different practical codes
and different decoding strategies, even when the error rate is so low that simulations are
impractical.
3.2 System Description
Let x1 and x2 be two length-N sequences of BPSK symbols, obtained by encoding two
independent information sequences. In general, the two sequences can be encoded with
two different codes, possibly at different rates. We assume that each information stream
consists of independent and uniformly distributed bits, that the codes are linear, and that
their distance spectra are known [78]. Namely, the number t1(d) (respectively, t2(d)) of
codewords with Hamming weight d in the first (respectively, second) codebook is assumed
to be known, for each value of d in {1,2, . . . ,N}. In the case of turbo-like codes involving
interleavers, the distance spectra t1(d) and t2(d) are here intended as statistical averages,
according to the concept of uniform interleaver [79,80]. Distance spectra of different codes
can be found in [78–80].
The messages x1 and x2 are jointly transmitted according to the superposition
scheme described in [7], whose block diagram is shown in Fig. 3.1. With respect to the
scheme in [7], we include an additional interleaver at the output of the second encoder,
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Figure 3.1: Block diagram of the transmitter.
whose presence is motivated later. The transmitted sequence can be written as
x =
√
αx1+
√
1−αx2 , (3.1)
where the parameter α ∈ [0,1] defines the power allocation between the twomessages. Note
that the symbols in x belong to a quaternary (non-uniform) amplitude-shift keying alphabet.
The notation of unequal-protection coding [75] is often used for this scheme, since different
priorities are given to the two messages according to the power allocation factor. Without
loss of generality, we assume that higher power is allocated to the first message (α ≥ 0.5).
When x is transmitted over an AWGN channel, the received samples can be written
as
yn = xn+wn ,
=
√
αx1,n+
√
1−αx2,n+wn , (3.2)
where w = {wn} is a sequence of independent and identically distributed Gaussian random
variables with mean zero and variance σ2 = N0/(2Es) — throughout the chapter, the n-th
element of a vector v is denoted by vn. We consider two different decoding strategies for
the signal y, namely IC decoding and ML decoding, which are described in the following.
Interference Cancellation Decoding Decoding is performed in two steps, according to
the strategy described in [7]. We will denote the decisions made by the receiver as x
(IC)
1
and x
(IC)
2 for the first and the second message, respectively. Decision x
(IC)
1 on the message
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with higher power allocation is made first, by neglecting the code constraints for the code-
word x2, that is, simply considering x2 as a sequence of independent random variables,
each uniformly distributed on {−1,+1}. The first message is then decoded according to
the minimum-distance criterion, that is,
x
(IC)
1 = argmin
xˆ1
‖y−√α xˆ1‖2 , (3.3)
where ‖·‖ denotes the Euclidean norm of a vector, and the minimization is performed over
the entire codebook for the first message. In the second step, the decision x
(IC)
1 is exploited
in the following IC operation
y(IC) = y−√αx(IC)1 , (3.4)
and the decision x
(IC)
2 is then made according to the minimum-distance criterion, that is,
x
(IC)
2 = argmin
xˆ2
‖y(IC)−√1−α xˆ2‖2 , (3.5)
where the minimization is performed over the entire codebook for the second message.
The rationale of this strategy is that, when the decision x
(IC)
1 is correct, the IC opera-
tion (3.4) is exact, so that (3.5) providesML decoding of the second message in the resulting
interference-free AWGN channel [7].
Maximum likelihood decoding Joint decoding of the two messages is performed accord-
ing to the ML criterion. Denoting the decisions made by the receiver as x
(ML)
1 and x
(ML)
2 for
the first and the second message, respectively, we can write the decoding strategy as
(x(ML)1 ,x
(ML)
2 ) = arg min
(xˆ1,xˆ2)
‖y−√α xˆ1−
√
1−α xˆ2‖2, (3.6)
where the minimization is performed over both codebooks.
Let us point out that, although IC decoding is capacity achieving when Gaussian
codewords are considered since it is equivalent to ML decoding [32], with the binary code-
words of interest here IC decoding andML decoding are not equivalent, and it is ML decod-
ing that provides optimal error-rate performance [78]. However, IC decoding is computa-
tionally much simpler, that is, for most practical scenarios, ML decoding is to be considered
only as an ideal benchmark.
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3.3 Analysis of the Error Probability
3.3.1 Definition of an Error Event
We define a decoding error as the event when either message is decoded incorrectly, or both
are decoded incorrectly. Hence, the error probabilities for IC and ML decoding yield
P(IC)e = P
(
x
(IC)
1 6= x1 or x(IC)2 6= x2
)
, (3.7)
P(ML)e = P
(
x
(ML)
1 6= x1 or x(ML)2 6= x2
)
, (3.8)
respectively, where P(·) denotes probability of an event. It is also useful to define, in the
case of IC decoding, the error probability for the first message
P
(IC)
e,1 = P
(
x
(IC)
1 6= x1
)
,
and the error probability for the second message conditioned on correct decoding of the
first message
P
(IC)
e,2 = P
(
x
(IC)
2 6= x2|x(IC)1 = x1
)
.
Clearly, we can rewrite (3.7) as
P(IC)e = P
(IC)
e,1 +
(
1−P(IC)e,1
)
P
(IC)
e,2 , (3.9)
according to which the computation of the overall error probability is reduced to the com-
putation of P
(IC)
e,1 and P
(IC)
e,2 , that is, one term for each stage of the decoding process.
3.3.2 Approximations of the Error Probability
The exact evaluation of P
(IC)
e,1 , P
(IC)
e,2 , and P
(ML)
e is practically infeasible for most codes of
interest. On the other hand, as we show in the following, their values can be upper bounded
by the relevant union bounds, which are expected to be tight in the low-noise regime [78].
As explained with details in the relevant derivation, the computation of the union bound
for P
(ML)
e is not generally feasible unless we introduce an interleaver at the output of the
second encoder (see Fig. 3.1), computing the bound as average over all possible realizations
of the interleaver (we resort to the well-known assumption of uniform interleaver [79,80]).
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As stated in Section 3.2, when turbo-like codes are considered, the assumption of uniform
interleavers is required also for the interleavers in the encoders, and the bounds are com-
puted by averaging over all possible realizations. The practical relevance of this average is
discussed in [79].
Let us start with the simplest case, namely the union bound for P
(IC)
e,2 , where the
error event for the second message is conditioned on correct decoding of the first message,
which implies that the IC operation (3.4) is exact. Hence, P
(IC)
e,2 is the error probability
in an interference-free AWGN channel with SNR equal to (1−α)Es/N0, for which the
strategy (3.5) provides ML decoding. Hence, we can use the results from [80], writing the
union bound as
P
(IC)
e,2 ≤
N
∑
d2=1
t2(d2)Q
(√
2Es
N0
(1−α)d2
)
, (3.10)
where Q(·) is the Gaussian Q-function [82].
Let us now address the union bound for P
(IC)
e,1 . First, we rewrite the target probability
as
P
(IC)
e,1 = E
[
∑
xˆ1 6=x1
P
(
x
(IC)
1 = xˆ1|x1,x2
)]
, (3.11)
where E[·] denotes statistical expectation over all codewords x1 and x2, and all uniform
interleavers. Then, considering (3.3), we point out that each term P
(
x
(IC)
1 = xˆ1|x1,x2
)
in (3.11) is less than or equal to [78]
P
(‖y−√α xˆ1‖2 ≤ ‖y−√αx1‖2|x1,x2) .
After a few manipulations, we obtain
P
(IC)
e,1 ≤ E
[
∑
xˆ1 6=x1
P
(
N
∑
n=1
yn(x1,n− xˆ1,n)≤ 0
∣∣∣x1,x2
)]
. (3.12)
The key random variable in (3.12) can be written as
N
∑
n=1
yn(x1,n− xˆ1,n) = 2 ∑
n:(xˆ1,n 6=x1,n)
ynx1,n ,
= 2 ∑
n:(xˆ1,n 6=x1,n)
[
√
αx21,n+
√
1−αx1,nx2,n+ x1,nwn] ,
= 2[
√
αd1+
√
1−α(d1−2k)+G] ,
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where d1 = dH(x1, xˆ1) is the number of bit errors in xˆ1, k is the number of positions where
x1 and x2 differ in the coordinates where x1 6= xˆ1, and G is a Gaussian random variable with
mean zero and variance d1σ
2. Hence, defining
β (d1,k) =
[
√
αd1+
√
1−α(d1−2k)]2
d1
,
we can rewrite (3.12) as
P
(IC)
e,1 ≤ E
[
∑
xˆ1 6=x1
Q
(√
2Es
N0
β (d1,k)
)∣∣∣∣∣x1,x2
]
. (3.13)
To manage the expectation in (3.13), we recall that, with our assumption of linear codes,
any possible value of d1 equals the Hamming weight of a valid codeword in the first
codebook. Then, for any possible value of d1, we need to compute the distribution of
the random variable k. In general, the conditional distribution P(k|d1) depends on the
geometry of the codes. Here, we assume that the codebooks are such that the random
variables {zn}, with zn = x1,nx2,n, are independent and uniformly distributed on {−1,+1}.
Hence, when this assumption is not satisfied, the following bounds should be seen as ap-
proximations. However, as shown in Section 3.5, our approximations are very accurate
when turbo-like codes are considered — this was expected, since the sequences at the out-
put of turbo encoders typically resemble independent and uniformly distributed bits, which
implies that the stated assumption approximately holds. With this premise, the problem
becomes purely combinatorial, so that, given the value of d1, the random variable k takes
value on {0,1, . . . ,d1} with probability
P(k|d1) = 1
2d1
(
d1
k
)
,
according to the binomial distribution [82]. Hence, the union bound (3.13) finally yields
P
(IC)
e,1 ≤
N
∑
d1=1
t1(d1)
d1
∑
k=0
P(k|d1)Q
(√
2Es
N0
β (d1,k)
)
,
=
N
∑
d1=1
d1
∑
k=0
t1(d1)
2d1
(
d1
k
)
Q
(√
2Es
N0
β (d1,k)
)
. (3.14)
Note that the bound is a function of the distance spectrum t1(d1), but not of the dis-
tance spectrum t2(d2). This fact is a consequence of the assumption that the random vari-
ables {zn} are independent and uniformly distributed on {−1,+1}, which, as already dis-
cussed, is approximately true for turbo-like codes.
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Let us now address the union bound for P
(ML)
e . We first rewrite (3.8) as
P(ML)e = E
[
∑
(xˆ1,xˆ2) 6=(x1,x2)
P
(
x
(ML)
1 = xˆ1,x
(ML)
2 = xˆ2|x1,x2
)]
,
where the statistical expectation is over all codewords and uniform interleavers. Then, we
exploit the fact that, according to (3.6), each term P
(
x
(ML)
1 = xˆ1,x
(ML)
2 = xˆ2|x1,x2
)
is less
than or equal to
P
(
‖y−√α xˆ1−
√
1−α xˆ2‖2 ≤ ‖y−
√
αx1‖2|x1,x2
)
,
which, after a few manipulations and following the same arguments as in the previous
derivation, can be written as
P
(
d1α +d2(1−α)+2
√
α(1−α)(q−2p)+Z ≤ 0
)
,
where d1 = dH(x1, xˆ1) is the number of bit errors in xˆ1, d2 = dH(x2, xˆ2) is the number of
bit errors in xˆ2, q is the number of positions where x1 6= xˆ1 and x2 6= xˆ2, p is the number of
positions where x1 and x2 differ in the coordinates where x1 6= xˆ1 and x2 6= xˆ2, while Z is a
Gaussian random variable with mean zero and variance
(d1α +d2(1−α)+2
√
α(1−α)(q−2p)) .
Hence the union bound can be computed as
P(ML)e ≤E
[
∑
(xˆ1,xˆ2)6=(x1,x2)
Q
(√
2Es
N0
γ(d1,d2,q, p)
)∣∣∣∣∣x1,x2
]
, (3.15)
with
γ(d1,d2,q, p) = d1α +d2(1−α)+2
√
α(1−α)(q−2p) .
To manage the expectation in (3.15), we again rely on the assumption that both
codes are linear, which assures that any possible value of d1 (respectively, d2) equals the
Hamming weight of a valid codeword in the first (respectively, second) codebook. Then,
given the values of d1 and d2, we need the distribution of the random variable q, that is,
the probability that two sequences with d1 and d2 errors have q positions where errors
overlap [81]. In general, the conditional distribution P(q|d1,d2) depends on the geometry of
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the codes, but the introduction of the uniform interleaver at the output of the second decoder
(see Fig. 3.1) guarantees that, on average over all possible interleavers, their geometry is
irrelevant and the problem is purely combinatorial [81]. Following the derivation in [81],
we obtain that the random variable q takes value on {0,1, . . . ,min(d1,d2)} with distribution
P(q|d1,d2) =
(
min(d1,d2)
q
)(
N−min(d1,d2)
max(d1,d2)−q
)
(
N
max(d1,d2)
) .
Finally, given the value of q, the random variable p takes value on {0,1, . . . ,q}with
binomial distribution
P(p|q) = 1
2q
(
q
p
)
,
provided that the random variables {zn} are independent and uniformly distributed on
{−1,+1}, as we already discussed. Hence, we can rewrite the union bound (3.15) in the
form
P(ML)e ≤ ∑
(d1,d2)6=(0,0)
min(d1,d2)
∑
q=0
q
∑
p=0
t1(d1)t2(d2)P(q|d1,d2)P(p|q)Q
(√
2Es
N0
γ(d1,d2,q, p)
)
. (3.16)
We conclude the section with two comments. First, we point out that the presence
of a uniform interleaver at the output of the second encoder was exploited only in the
case of ML decoding, and the interleaver can thus be omitted in practical systems based
on IC decoding. Secondly, we slightly abuse the notation when we refer to the derived
analytical expressions as bounds, since we derived upper bounds for P
(IC)
e,1 , P
(IC)
e,2 , and P
(ML)
e ,
but not for P
(IC)
e . In fact, by adopting in (3.9) the upper bounds on P
(IC)
e,1 and P
(IC)
e,2 , we
obtain an approximation of P
(IC)
e , but not necessarily a valid bound. In Section 3.5, we will
demonstrate through examples that these approximations are very accurate.
3.4 Extension to Channels with Fading
We now address the performance of the superposition scheme described in Section 3.2 for
the case of transmissions over GBCs with flat Rayleigh fading. Namely, instead of the
model in (3.2), we consider the following model for the received samples:
yn = hnxn+wn ,
=
√
αhnx1,n+
√
1−αhnx2,n+wn , (3.17)
43
where h = {hn} are the fading coefficients, which are assumed to be perfectly known to the
receiver, while w = {wn} are AWGN samples with mean zero and variance σ2 =N0/(2Es).
We here assume the coefficients {hn} to be independent and identically distributed real-
valued random variables, with Rayleigh distribution [82] and average power
E[h2n] = 1 .
According to the notation used in [83], this scenario can be referred to as “fully inter-
leaved independent fading”. Another model often considered in the literature is the “quasi-
static fading”, according to which the fading coefficient is constant over the duration of
each codeword. In this case, for each codeword, the channel model is equivalent to the
AWGN-only model in (3.2), with proper scaling of the SNR. Hence, the relevant perfor-
mance (respectively, performance bounds) can be obtained by averaging the performance
(respectively, performance bounds) over AWGN-only channels according to the Rayleigh-
distributed SNR values [83]. For example, when quasi-static fading is assumed, the bound
corresponding to the one in (3.10) is
P
(IC)
e,2 ≤
N
∑
d2=1
t2(d2)E

Q


√
2Esh2n
N0
(1−α)d2



 ,
where the expectation is over the fading coefficients. This model is not discussed any
further in the chapter.
We consider the two decoding strategies already described in Section 3.2 for the
AWGN-only channel. In the case at hand, we can rewrite the definitions in (3.3)-(3.9) as
follows:
x
(IC)
1 = argmin
xˆ1
‖y−√αh xˆ1‖2 , (3.18)
y(IC) = y−√αhx(IC)1 , (3.19)
x
(IC)
2 = argmin
xˆ2
‖y(IC)−√1−αh xˆ2‖2 , (3.20)
(x(ML)1 ,x
(ML)
2 ) = arg min
(xˆ1,xˆ2)
‖y−√αh xˆ1−
√
1−αh xˆ2‖2 , (3.21)
respectively, where  denotes element-by-element product. Also, still defining a decoding
error as the event when either message is decoded incorrectly, or both are decoded incor-
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rectly, we can rewrite the definitions in (3.7)-(3.9) as follows:
P(IC)e = E
[
P
(
x
(IC)
1 6= x1 or x(IC)2 6= x2|h
)]
, (3.22)
P(ML)e = E
[
P
(
x
(ML)
1 6= x1 or x(ML)2 6= x2|h
)]
, (3.23)
P
(IC)
e,1 = E
[
P
(
x
(IC)
1 6= x1|h
)]
, (3.24)
P
(IC)
e,2 = E
[
P
(
x
(IC)
2 6= x2|x(IC)1 = x1,h
)]
, (3.25)
respectively, where E[·] denotes statistical expectation over the fading realizations. In the
following, we derive analytical approximations of such error probabilities based on the
union bound, extending the approach adopted for the AWGN-only channel.
3.4.1 Approximations of the Error Probability
Let us start with the simplest case, namely the union bound for P
(IC)
e,2 , which, as already
discussed, is the error probability characterizing ML decoding of the second message in an
interference-free channel with SNR equal to (1−α)Es/N0. Clearly, in this case, the result-
ing interference-free AWGN channel also introduces fading. The problem of computing the
relevant union bound for fully-interleaved fading channels was addressed in [83]. Using the
results from [83], we can write the union bound as
P
(IC)
e,2 ≤
N
∑
d2=1
t2(d2)E

Q

√2Es
N0
(1−α) ∑
n∈Sd2
h2n



 , (3.26)
where Sd2 denotes a set of d2 indexes — the value of such indexes is irrelevant, the fading
coefficients being independent and identically distributed. Unfortunately, the expectation
in (3.26) cannot be evaluated in closed form [3, 83]. In Section 3.5, Monte Carlo com-
putations of this expectation will be presented, while here we are interested in analytical
expressions. Particularly, exploiting the following inequality [3, 83]
E
[
Q
(√
2Es
N0
Γ ∑
n∈Sd
h2n
)]
≤ 1
4Γ Es
N0
[
1
1+Γ Es
N0
]d−1
, (3.27)
which holds for any positive integer d and any positive real number Γ, we can upper bound
the right-hand side in (3.26) and write
P
(IC)
e,2 ≤
N
∑
d2=1
t2(d2)
1
4(1−α) Es
N0
[
1
1+(1−α) Es
N0
]d2−1
. (3.28)
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Let us now address the union bound for P
(IC)
e,1 . Following the same steps leading
to (3.14), we obtain the union bound
P
(IC)
e,1 ≤
N
∑
d1=1
d1
∑
k=0
t1(d1)
2d1
(
d1
k
)
E
[
Q
(√
2Es
N0
β (d1,k,h)
)]
, (3.29)
with
β (d1,k,h) =
[
(
√
α −√1−α)∑n∈Sd1 ,k h
2
n+(
√
α +
√
1−α)∑n∈S¯d1 ,k h
2
n
]2
∑n∈Sd1 h
2
n
,
where Sd1,k is a subset of Sd1 with k elements, while S¯d1,k =Sd1 \Sd1,k is its complement
set with respect to Sd1 . Note that (3.29) reduces to (3.14) in the absence of fading. We
could not evaluate the expectation in (3.29) in closed form, and we thus resort to Monte
Carlo computations (see Section 3.5) and analytical approximations. Let us first notice
that, since2
0≤√α −√1−α ≤√α +√1−α ,
the following inequality holds
β (d1,k,h) ≥ β (d1,d1,h) ,
= (
√
α −√1−α)2 ∑
n∈Sd1
h2n ,
= (1−2
√
α(1−α)) ∑
n∈Sd1
h2n . (3.30)
Hence, we can upper bound the right-hand side in (3.29) and write
P
(IC)
e,1 ≤
N
∑
d1=1
d1
∑
k=0
t1(d1)
2d1
(
d1
k
)
E
[
Q
(√
2Es
N0
β (d1,d1,h)
)]
,
=
N
∑
d1=1
t1(d1)E
[
Q
(√
2Es
N0
β (d1,d1,h)
)] d1
∑
k=0
1
2d1
(
d1
k
)
,
=
N
∑
d1=1
t1(d1)E
[
Q
(√
2Es
N0
β (d1,d1,h)
)]
,
≤
N
∑
d1=1
t1(d1)
1
4(1−2
√
α(1−α)) Es
N0
[
1
1+(1−2
√
α(1−α)) Es
N0
]d1−1
, (3.31)
using (3.30) and (3.27) in the last step.
2We recall that the assumption α ≥ 0.5 is adopted throughout the chapter, without loss of generality.
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Let us finally address the union bounds for P
(ML)
e . Following the same steps leading
to (3.16), we obtain the union bound
P(ML)e ≤ ∑
(d1,d2) 6=(0,0)
min(d1,d2)
∑
q=0
q
∑
p=0
t(d)P(p,q)E
[
Q
(√
2Es
N0
γ(d1,d2,q, p,h)
)]
, (3.32)
where, t(d) = t1(d1)t2(d2) and P(p,q) = P(q|d1,d2)P(p|q). The distributions P(q|d1,d2)
and P(p|q) are those given in Section 3.3.2, and
γ(d1,d2,q, p,h) = α ∑
n∈Sd1−q
h2n+(1−α) ∑
n∈Sd2−q
h2n+
(
1+2
√
α(1−α)
)
∑
n∈Sq−p
h2n
+
(
1−2
√
α(1−α)
)
∑
n∈Sp
h2n, (3.33)
where Sd1−q, Sd2−q, Sq−p, and Sp are disjoint sets of indices with d1−q, d2−q, q− p,
and p elements, respectively. Note that (3.32) reduces to (3.16) in the absence of fading.
As in the previous case, we could not evaluate the expectation in (3.32) in closed form, and
refer to Section 3.5 for Monte Carlo computations. On the other hand, it is possible to upper
bound the expectation in (3.32) by exploiting (3.27). In this case, depending on which of
the four summations in (3.33) is considered as the first term, we can obtain four different
approximate upper bounds on the expectation in (3.32). In the following, we present only
the tightest of them. Namely, defining the terms
K1 = α
Es
N0
,
K2 = (1−α)Es
N0
,
K3 = (1+2
√
α(1−α))Es
N0
,
K4 = (1−2
√
α(1−α))Es
N0
,
we obtain the inequality
E
[
Q
(√
2Es
N0
γ(d1,d2,q, p,h)
)]
≤ 1
4K2
(1+K1)
q−d1(1+K2)q+1−d2
(1+K3)q−p(1+K4)p
,
which can be used in (3.32) to derive an approximate upper bound for P
(ML)
e .
3.5 Numerical Examples
In this section, we compare our analytical approximations with the error rates obtained
through computer simulations. Particularly, we consider a rate-1/3 turbo code with both
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constituent convolutional codes having feedforward polynomial “5” and feedback polyno-
mial “7” in octal notation (see [80] for details on this code), and a rate-1/2 turbo code
obtained by puncturing the parity bits of the rate-1/3 code, as explained in [5]. For both
codes, joint decoding of the two messages according to the ML strategy (3.6) is computa-
tionally infeasible, and was thus not simulated. Rigorously, IC decoding is computationally
infeasible as well, since, even after splitting the problem into two decoding steps, each
addressing only one message, the strategies (3.3) and (3.5) still require minimum-distance
decoding of the turbo code, which is not a viable option [5]. However, it is well known
that minimum-distance decoding of turbo codes is well approximated by iterative decoders
based on the turbo principle [5, 79, 80]. To approximate the strategies (3.3) and (3.5) in the
simulations, we thus used a turbo decoder performing 15 self-iterations. With respect to
a standard turbo decoder for AWGN channels, the only difference is the expression of the
log-likelihood ratios feeding the decoder, which are [29]
λ1,n =
2yn
√
α
σ2
+ ln
[
cosh(A(yn−
√
α))
cosh(A(yn+
√
α))
]
,
λ2,n =
2y(IC)n
√
1−α
σ2
,
with A=
√
1−α/σ2, for the first and second decoder, respectively.
Analytical expressions and simulation results for the error probabilities over AWGN-
only channels are compared in Fig. 3.2 and Fig. 3.3, for two different power-allocation fac-
tors (α = 0.9 and α = 0.7, respectively). In both cases, the rate-1/3 code is adopted, with
information sequences of 1024 bits (N = 3072), and the SNR Eb/N0 = 3Es/N0 is given
in the figures with respect to the energy per information bit. We point out that the simu-
lation results for IC decoding and the relevant analytical approximations are in excellent
agreement, practically overlapping at low error rates — this behavior was expected, since
the union bound is known to become tighter as the SNR increases [79, 80]. Interesting
insights are given by the comparison between the performance of IC decoding and ML de-
coding. Particularly, note that the two approximations of the error rate overlap in Fig. 3.2,
which suggests that IC decoding can provide the same performance as the ideal benchmark
when the power-allocation factor is large. In this case, the simple IC scheme adopted in
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our simulations leads to practically optimal performance, and thus the design of more com-
plex receivers is not motivated. On the other hand, Fig. 3.3 shows that the difference in
performance between IC decoding and ML decoding can be significant when the power-
allocation factor is low, which motivates the design of more complex receivers aimed at
approximating ML decoding. Although such a design goes beyond the scope of this chap-
ter, we mention the option of replacing the “hard” IC operation in (3.4) with a “soft” IC
operation, and the option of a fully-iterative receiver based on factor graphs, as proposed
in [29]. Further simulation results for the AWGN-only channel, with different codeword
lengths and rates, confirm the same conclusions. For example, Fig. 3.4 and Fig. 3.5 show
the system performance when the rate-1/2 code is adopted, with information sequences of
128 bits (N = 256), for α = 0.9 and α = 0.7, respectively, while in Fig. 3.6 we consider the
case when two different codes are adopted, namely the rate-1/2 code and the rate-1/3 code,
with N = 510 and α = 0.85.
Fig. 3.7 compares analytical approximations and simulation results for a scheme
with power-allocation factor α = 0.9 and Rayleigh fading. The rate-1/3 code is adopted,
with information sequences of 1000 bits (N = 3000). As in the case of the AWGN-only
channel with the same power-allocation factor, the simulation results for IC decoding of the
second message are in excellent agreement with the relevant bound, and the gap with respect
to the bound for ML decoding is very limited. On the other hand, we observe a significant
difference between the simulation results and the analytical approximation of word error
rate for IC decoding of the first message. More insights on this behavior are given by the
results shown in Fig. 3.8, where, for the same scenario as in Fig. 3.7, the simulation results
are compared not with the analytical approximations of the bounds, but with the relevant
Monte Carlo evaluations. Hence, we can state that the analytical approximation is very
good for ML decoding and for IC decoding of the second message, while it is loose for
IC decoding of the first message. This could be expected, since the derivation of (3.31)
exploits the inequality in (3.30), while the other analytical approximations do not. Let us
point out that, for the bounds evaluated through Monte Carlo averages to be reliable, the
number of simulated samples has to be increased as the error rate improves, which may
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Figure 3.2: Analytical approximations and simulation results for a rate-1/3 code (α = 0.9,
N = 3072).
become computationally infeasible even for values of practical interest. For example, for
the scenario shown in Fig. 3.8, we could not obtain reliable bounds for error rates lower
than 10−7. On the other hand, the proposed analytical approximations can be evaluated for
error rates as low as desired.
In conclusion, our numerical results show that the performance gap between IC
decoding and ML decoding becomes negligible as the power-allocation factor increases,
which suggests that the commonly-implemented receivers based on IC decoding are nearly
optimal in most practical scenarios. We emphasize that such conclusions, which hold for
finite-length codewords, are in perfect agreement with the information-theoretic results,
which hold for codewords whose length tends to infinite.
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Figure 3.3: Analytical approximations and simulation results for a rate-1/3 code (α = 0.7,
N = 3072).
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Figure 3.4: Analytical approximations and simulation results for a rate-1/2 code (α = 0.9,
N = 256).
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Figure 3.5: Analytical approximations and simulation results for a rate-1/2 code (α = 0.7,
N = 256).
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Figure 3.6: Analytical approximations and simulation results when two different codes are
used (α = 0.85, N = 510).
52
0 5 10 15 20 25
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
Eb/N0 [dB]
W
or
d−
Er
ro
r R
at
e
P (xˆ1 6= x1)
P (xˆ1 6= x1or xˆ2 6= x2)
IC Bound
ML Bound
Simulation
Figure 3.7: Analytical approximations and simulation results for a rate-1/3 code over an
AWGN channel with fully-interleaved Rayleigh fading (α = 0.9, N = 3000).
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Figure 3.8: Monte Carlo approximations and simulation results for a rate-1/3 code over an
AWGN channel with fully-interleaved Rayleigh fading (α = 0.9, N = 3000).
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3.6 Chapter Summary
We have considered an unequal error-protection scheme obtained by superposition of two
BPSK signals with different powers. Particularly, we have computed analytical approxi-
mations of the word-error rate for two different decoding strategies, namely ML decod-
ing, which minimizes the error rate, and IC decoding, which is computationally simpler
for channels with and without fading. The approximations, derived for AWGN-only and
Rayleigh fading GBCs by extending the arguments leading to the union bounds for turbo-
coded modulations, hold for all linear codes and are in excellent agreement with the simu-
lation results. Our approach provides an effective tool for system design, giving insights on
the effectiveness of different superposition codes and different decoding strategies.
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Chapter 4
OPTIMAL ENCODING SCHEME FOR A GENERAL BINARY DEGRADED
BROADCAST CHANNEL
In this chapter we study two-receiver degraded binary broadcast channels for which the
capacity region is formulated and the encoding schemes that achieve its boundary are eval-
uated. First, we derive the conditions for a general binary broadcast channel to be degraded,
and show that only a very limited subset of the possible degraded configurations have been
investigated in the previous literature. We then provide a strategy, using tools from existing
literature, to design a capacity-achieving encoding scheme for a general DBBC, and give a
detailed specific example. The designed scheme turns out to be very general and it includes,
as special cases, the encoding schemes that achieve the capacity boundary of the DBBCs
previously studied in the literature1.
The chapter is organized as follows. We start with a brief introduction to degraded
binary broadcast channel and a brief review of the problem under consideration in Section
4.1. In Section 4.2, we derive the conditions under which a general binary broadcast channel
is degraded. The capacity boundary of a general DBBC and the encoding scheme that
achieves it is studied in Section 4.3 followed by an implementation of the encoding scheme
in Section 4.4. We further extend our study to channels with continuous channel outputs in
Section 4.5. In Section 4.6, we provide a practical coding scheme obtained by concatenation
of an outer LDPC code and an inner code that induces desired codeword weight. Finally,
we summarize results of the chapter in Section 4.7.
4.1 Introduction
We consider binary broadcast channels [32], that is, communication networks consisting of
one transmitter and multiple receivers that observe the transmitted signal through different
binary-input binary-output channels. Particularly, we focus on two-receiver DBBCs. The
relevant capacity region is known and its boundary can be achieved through a joint encod-
1Part of this work was presented at IEEE GLOBECOM 2010 [84].
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ing scheme typically referred to as superposition coding [7, 85, 86]. However, since the
expression of the capacity region is given in terms of the closure of the rate regions defined
by proper auxiliary random variables, for most DBBCs a single-letter expression of the ca-
pacity boundary is not available, nor it is clear how to design encoding schemes that can
achieve it [7, 32, 85, 86]. Significant exceptions are the broadcast binary symmetric chan-
nel (BSC) and the broadcast Z channel, for which the capacity boundary and the relevant
optimal encoding schemes have been fully characterized in [7] and [36], respectively.
In this chapter, we first derive the conditions under which a two-receiver binary
broadcast channel is degraded, showing that only a very limited subset of the possible
degraded configurations have been investigated in the existing literature. We then study
the capacity boundary of a general DBBC and the encoding schemes that achieve it. Our
treatment, which is based on analysis tools first introduced in [87] and [34], focuses on a
particular example of DBBC, in which the better receiver observes the transmitted signal
through a Z channel, while the degraded receiver observes it through a BSC. As we will
discuss in Section 4.4, the designed scheme does not rely on joint encoding, but can be
implemented by applying simple logical operators (i.e., XOR, OR and AND) to the output
of independent binary encoders, which makes its implementation relatively simple. In-
terestingly, the considered example, yet very simple, leads to a general encoding scheme
that includes the optimal schemes for the broadcast BSC and the broadcast Z channel as
special cases, and thus achieves the capacity boundary for all the DBBCs investigated in
the previous literature. We further extend our study to the continuous channel case, where
we derive the optimal encoding scheme over an AWGN channel, while still restricting the
transmitted signal to binary signal. The optimal encoding scheme for this model can be
implemented by using a modulo− 2 or logical XOR operator to the output of the binary
encoders corresponding to the two users.
To illustrate the proposed encoding approach explicitly, we also investigate a prac-
tical coding scheme using LDPC codes and a non-linear mapping strategy over DBBCs.
56
Also, we use EXIT charts to design good LDPC codes based on the specific mapper that is
being incorporated, to enhance the performance of the system.
4.2 Degraded Binary Broadcast Channels
4.2.1 System Description
We consider a memoryless binary broadcast channel with two receivers. Let X be the
channel input and let Y1 (respectively, Y2) be the channel output at the first (respectively,
second) receiver, with X , Y1 and Y2 all belonging to the alphabet {0,1}. As shown in
Fig. 4.1, the broadcast channel is completely defined by the following matrices:
TY1X =

β¯1 β2
β1 β¯2

 , TY2X =

α¯1 α2
α1 α¯2

 , (4.1)
TYkX( j, i) being the transition probability P(Yk = j|X = i), with k ∈ {1,2}, i ∈ {0,1} and
j ∈ {0,1}. In this chapter, we restrict our study to the case of degraded broadcast channels,
that is, the case when P(Y1,Y2|X) = P(Y1|X) ·P(Y2|Y1), i.e., X ,Y1,Y2 form a Markov chain
(X → Y1 → Y2) [14]. Equivalently, the broadcast channel is said to be degraded if Y2 can be
interpreted as the output of a binary channel whose input is Y1, as shown in Fig. 4.2, where
ε1 = P(Y2 = 1|Y1 = 0) and ε2 = P(Y2 = 0|Y1 = 1).
4.2.2 Conditions for a Binary Broadcast Channel to be Degraded
Comparing Fig. 4.1 and Fig. 4.2, we observe that the degraded binary broadcast channel
of the form X → Y1 → Y2 can be characterized by the parameters ε1 and ε2, for which the
following equalities hold:
α1 = β1ε¯2+ β¯1ε1, α2 = β2ε¯1+ β¯2ε2. (4.2)
Hence, solving (4.2) in ε1 and ε2, and imposing that both belong to the interval [0,1], we can
find the conditions under which the channel is a DBBC. Given the values of α1 and α2 (i.e.,
fixed channel parameters for the worse receiver), in the following we find all the possible
values of β1 and β2 (i.e., all possible channels for the better user) for which the broadcast
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Figure 4.1: General binary broadcast channel.
Figure 4.2: Degraded binary broadcast channel.
channel is degraded. To this aim, it is useful to define the coefficients
m1 =
α1
1−α2 , m2 =
α2
1−α1 , (4.3)
and to distinguish among three possible cases.
Case 1: 1−β1−β2 > 0 Solving (4.2) and imposing that ε1 and ε2 belong to the inter-
val [0,1], we obtain the following inequalities:
β1 ≤ (1−β2)min
{
m1,
1
m2
}
, (4.4)
β2 ≤ (1−β1)min
{
m2,
1
m1
}
. (4.5)
Case 2: 1−β1−β2 < 0 Solving (4.2) and imposing that ε1 and ε2 belong to the inter-
val [0,1], we obtain the following inequalities:
β1 ≥ (1−β2)max
{
m1,
1
m2
}
, (4.6)
β2 ≥ (1−β1)max
{
m2,
1
m1
}
. (4.7)
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Case 3: 1− β1 − β2 = 0 In this case, the entropy H(Y1) and the conditional entropy
H(Y1|X) are equal, which implies that the capacity of the channel X → Y1 is zero [14].
Hence, any degraded version of this channel must have zero capacity as well. This limiting
configuration will not be discussed any further.
4.2.3 Comments
The regions described by Equations (4.4)-(4.7) are shown in Fig. 4.3. In both plots, the
bottom-left shaded area represents Case 1 while the top-right shaded area represents Case 2.
It is easy to prove that Case 1 and Case 2 generate regions that are symmetric with respect
to the point (β1,β2) = (1/2,1/2). In the following, we will thus focus on Case 1 without
any loss of generality.
We remark that only a small subset of the possible DBBCs have been studied in
the literature, namely the broadcast BSC [7] and the broadcast Z channel [34, 36]. These
include the case shown in Fig. 4.4 (α1 ≥ β1 > α2 = β2 = 0), which corresponds to the
broadcast Z channel. The case shown on the RHS of Fig. 4.4 (α1 = α2) has been studied
only on the line that connects A to the origin (β1 = β2 ≤ α1), which corresponds to the
broadcast BSC. On the other hand, the remaining shaded area and the entire area for the
case α1 > α2 > 0 have not been studied in detail previously. With this motivation, in this
chapter, we explain how to derive the optimal coding scheme for a general DBBC, giving
a detailed example of the procedure for a specific case that will be introduced in the next
section.
4.3 Capacity Region
The capacity region of a DBBC in the form X → Y1 → Y2 is given by the closure of all rate
pairs (R1,R2) satisfying [14]
R1 ≤ I(X ;Y1|U), (4.8)
R2 ≤ I(U ;Y2), (4.9)
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Figure 4.3: The shaded regions denote the values of β1 and β2 for which the system is a
DBBC. LHS: m1 ≤ 1/m2, RHS: m1 > 1/m2.
Figure 4.4: Examples of DBBC configurations. LHS: α1 > α2 = 0, RHS: α1 = α2 > 0.
where the closure is evaluated with respect to all possible distributions of the auxiliary
binary random variableU . The cardinality of the auxiliary random variableU can bounded
by [14]
|U | ≤ min{|X |, |Y1|, |Y2|}.
Let p = [p p¯]T be the vector representing the distribution ofU , with p= P(U = 0).
SinceU and X are both binary, without loss of generality we can describe the mapping from
U to X as a binary channel with a transition probability matrix
TXU = Γ =

γ¯1 γ2
γ1 γ¯2

 , (4.10)
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Figure 4.5: Overall cascade scheme for a DBBC.
as illustrated in Fig. 4.5. Hence, the distribution of X can be evaluated as q = Γp, with
q = [q q¯]T and q = P(X = 0). In the Markov system U → X → Y1 → Y2, the subsystems
U → Y1 andU → Y2 are binary channels with parameters
σ1 = γ1α¯2+ γ¯1α1, σ2 = γ2α¯1+ γ¯2α2, (4.11)
θ1 = γ1β¯2+ γ¯1β1, θ2 = γ2β¯1+ γ¯2β2, (4.12)
whose probabilistic meaning is clarified in Fig. 4.6. Finally, exploiting the Markov nature
of the systemU → X →Y1→Y2 and the definitions in (4.11) and (4.12), we can rewrite the
terms in (4.8) and (4.9) as
I(X ;Y1|U) = H(Y1|U)−H(Y1|X),
= p ·h(θ1)+ p¯ ·h(θ2)−q ·h(β1)− q¯ ·h(β2), (4.13)
I(U ;Y2) = H(Y2)−H(Y2|U),
= h(pσ¯1+ p¯σ2)− p ·h(σ1)− p¯ ·h(σ2), (4.14)
where h(·) is the binary entropy function [14].
4.3.1 Overview and Evaluation of F(·)
For a degraded broadcast channel X → Y1 → Y2, with transition probability matrices as
shown in (4.1), the function F(q,s) is defined as the infimum of H(Y2|U), where
• (a) H(Y1|U) = s;
• (b)U is conditionally independent of Y1,Y2 given X .
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Figure 4.6: Binary channels representingU → Y1 andU → Y2.
We know that the cardinality of U is bounded by 2 for the case binary degraded broadcast
channels [14]. From our earlier definition in (4.10), let us define Γ(k) as the kth column of
Γ and so that we have the following terms [34, 87]
q = TXUp = Γ ·p, (4.15)
ξ = H(Y1|U) =
2
∑
i=1
h(TY1X ·Γ(i)) ·pi, (4.16)
η = h(Y2|U) =
2
∑
i=1
h′ (TY2X ·Γ(i)) ·pi. (4.17)
Let S(q,ξ ,η) define a point on S, which is the set of all the points that satisfy (4.15), (4.16)
and (4.17). Let C be the convex hull of S. C is convex, compact and connected set. Hence
we can defineC∗ = {(ξ ,η)|(q,ξ ,η) ∈C}, which is the projection ofC on the (ξ ,η)-plane
and C∗q = {(ξ ,η)|(q,ξ ,η) ∈ C}, which is the projection of C on the (ξ ,η)-plane with
q = q′.
In order to find the boundary of the capacity region, let us define λ , such that
for any λ ≥ 0, a point on the boundary of the capacity region is equivalent to finding the
maximum of R2+λR1 which can be evaluated as
max
q
{R2+λR1} = max
q
{H(Y2)−H(Y2|U)+λH(Y1|U)−λH(Y1|X)},
= max
q
{H(Y2)−λH(Y1|X)−min
s
(F∗(q,s)−λ s)},
= max
q
{H(Y2)−λH(Y1|X)−ψ(q,λ )}, (4.18)
where F∗(q,s) forms the lower bound on the region C∗q as shown in Fig. 4.7. We know
from [34, 87] that λ ≤ 1, where λ is the slope in the (ξ ,η)-plane that supports C∗q that has
the equation
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Figure 4.7: Illustration of the curve F(q,s) (adopted from [34]).
η = λξ +ψ(q,λ ), (4.19)
where ψ(q,λ ) is the η-intercept with slope-λ with
ψ(q,λ ) = min{η −λξ |(ξ ,η) ∈C∗q},
= min{η −λξ |(q,ξ ,η) ∈C}. (4.20)
Let Tλ be a linear transformation (q,ξ ,η)→ (q,η −λξ ) such that
Cλ = {q,η −λξ |(q,ξ ,η) ∈C},
Sλ = {q,h(qTY2X)−λh(qTY1X)|q ∈ ∆n},
where Cλ forms the convex hull of Sλ and ψ(q,λ ) forms the lower convex envelope of
φ(q,λ ) where
φ(q,λ ) = h(qTY2X)−λh(qTY1X). (4.21)
4.3.2 Evaluation of the Capacity Boundary
To find the boundary of the DBBC capacity region, we will follow the arguments pre-
sented in [34]. First, we observe that any pair (R1,R2) on the boundary of the capacity
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region maximizes the quantity (R2+λR1) for some value of the parameter λ ∈ [0,1]. Us-
ing (4.13) and (4.14), we can write the maximization problem as shown in (4.18) [34],
where ψ(q,λ ) =mins(F
∗(q,s)−λ s) and the function F∗(q,s) is defined as the infimum of
H(Y2|U) such that for any q, a) H(Y1|U) = s, where H(Y1|X) ≤ s ≤ H(Y1) and b) U,X ,Y1
and Y2 form a Markov chain [87]. Hence, we need to evaluate the term ψ(q,λ ), which is
the lower convex envelope (with respect to q) of the function
φ(q,λ ) = h(qα¯1+ q¯α2)−λh(qβ¯1+ q¯β2). (4.22)
Hence, the key point in the evaluation of the capacity boundary is the study of the convexity
of φ(q,λ ), or, equivalently, of the sign of its second derivative with respect to q, which after
simple manipulations is found to be
D(q,λ ) = λ (1−β1−β2)2[(qα¯1+ q¯α2)(qα1+ q¯α¯2)]
−(1−α1−α2)2
[
(qβ¯1+ q¯β2)(qβ1+ q¯β¯2)
]
. (4.23)
The closed-form study of this term is not feasible except for a few simple cases. For two of
such cases (namely, the broadcast BSC and the broadcast Z channel) the closed-form study
has been presented in [34]. A new case is introduced and solved in the next section.
4.3.3 Example
For simplicity, we will study a degraded broadcast channel that is completely defined by a
parameter α ∈ (0,1). Particularly, let X → Y1 be a Z channel with parameters (β1,β2) =
(α,0) and let X →Y2 be a BSC with parameters (α1,α2) = (α,α). This broadcast channel,
which will be referred to as Z-BSC, is clearly degraded (see Fig. 4.4, where the Z-BSC is
marked by a circle). This example, yet very simple, will lead to a general encoding scheme
that includes the optimal schemes for the broadcast BSC and the broadcast Z channel as
special cases.
For the considered parameterizations, we can rewrite (4.22) and (4.23) as,
φ(q,λ ) = h(qα¯ + q¯α)−λh(q(1−α)) (4.24)
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and
D(q,λ ) = λα¯2(qα¯ + q¯α)(qα + q¯α¯)
−(1−2α)2(qα¯)(1−qα¯), (4.25)
respectively. The values of λ for which φ(q,λ ) is non-convex in q (with q ∈ [0, 1]) define
the boundary of the capacity region. After a few manipulations on D(q,λ ), it is found
that a subset of the interval [0,1] over which φ(q,λ ) is non-convex in q may exist only if
0< λ < λ ∗T , with
λ ∗T =
2α3−2α +1−2
√
α3(1−α)(1−α −α2)
1−α . (4.26)
Precisely, the two non-convex behaviors shown in Fig. 4.8 are possible, where the parameter
λ ∗1 =
(
1−2α
1−α
)2
≤ λ ∗T (4.27)
has been introduced.
For the case λ ∗1 < λ < λ
∗
T , considering that we are looking for the convex envelope
of φ(q,λ ), we can compute the values of q1 and q2 (with q1< q2) by imposing the following
condition
φ ′(q1,λ ) = φ ′(q2,λ ) =
φ(q2,λ )−φ(q1,λ )
q2−q1 , (4.28)
where φ ′(q,λ ) denotes the first derivative of φ(q,λ ) with respect to q, while the right-most
side denotes the slope of the segment connecting the points (q1,φ(q1,λ )) and (q2,φ(q2,λ )).
Then, the function ψ(q,λ ) is obtained by replacing, for q ∈ [q1,q2], the function φ(q,λ )
with its complex envelope, that is, the segment mentioned above. Formally, for a given
value of λ in (λ ∗1 ,λ
∗
T ), we obtain
ψ(q,λ ) = φ(q2,λ )
q−q1
q2−q1 +φ(q1,λ )
q2−q
q2−q1 , q ∈ [q1,q2]. (4.29)
For the case 0< λ ≤ λ ∗1 , following the same steps we obtain q2 = 1 and we can evaluate q1
by imposing the condition
φ ′(q1,λ ) =
φ(1,λ )−φ(q1,λ )
1−q1 . (4.30)
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Figure 4.8: Possible non-convex behaviors of the function φ(q,λ ). LHS: 0< λ ≤ λ ∗1 , RHS:
λ ∗1 < λ < λ
∗
T .
Finally, using [87, Theorem 4.1(b)], we can conclude that the optimal encoding strategy for
the Z-BSC, that is, the encoding strategy that achieves the boundary of the capacity region,
is obtained by setting
Γ =

q2 q1
q¯2 q¯1

 , p =

qopt−q1q2−q1
q2−qopt
q2−q1

 , (4.31)
when λ ∗1 < λ < λ
∗
T , and
Γ =

1 q1
0 q¯1

 , p =

qopt−q11−q1
1−qopt
1−q1

 , (4.32)
when 0< λ ≤ λ ∗1 . The parameter qopt in (4.31) and (4.32) is the solution of the maximiza-
tion problem in (4.18) with the constraint q ∈ [q1,q2], which can be solved by means of
standard constrained-optimization approaches. The optimal mappings from U to X corre-
sponding to the transition matrices in (4.31) and (4.32) are shown in Fig. 4.9.
4.4 Optimal Encoding Scheme
It is instructive to represent the schemes in Fig. 4.9 as the concatenation of well-known
channels such as the BSC and the Z channel. After a few manipulations, it is found that the
schemes in Fig. 4.9 are equivalent to the schemes in Fig. 4.10, where we define
δ1 =
1−q1−q2
1−2q1 , δ2 =
1−q1−q2
1−2q2 ,
with the understanding that (4.32) is a special case of (4.31) with q2 = 1. Note that two
different encoding schemes are shown to achieve the boundary of the Z-BSC capacity re-
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Figure 4.9: OptimalU→ X mapping for the Z-BSC. LHS: 0< λ ≤ λ ∗1 , RHS: λ ∗1 < λ < λ ∗T .
Figure 4.10: Alternative representation of the mapping in Fig. 4.9. TOP: 1− q1− q2 ≥ 0,
BOTTOM: 1−q1−q2 < 0.
gion, i.e., the concatenation of a binary additive channel with a BSC and the concatenation
of a binary multiplicative channel with a BSC as illustrated in Fig. 4.10. Interestingly, the
encoding schemes that achieve the capacity boundary of the broadcast BSC and the broad-
cast Z channel are special cases of the scheme in Fig. 4.10 obtained by setting, δ1 = 0 and
q1 = 0, respectively in the upper figure (and equivalently, δ2 = 0 and q2 = 1, respectively
in the lower figure).
Next, we discuss the implementation of the optimal coding schemes in Fig. 4.10
by combining independent binary codewords through single-letter functions, to obtain the
binary codeword to be transmitted. Let us start with the scheme in Fig. 4.10, and let us
recall that a BSC and a Z channel can be equivalently interpreted in terms of, respectively,
logical XOR operations (symbol ⊕) and logical OR operations (symbol +) [34, 36]. This
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Figure 4.11: Implementation of the encoding schemes in Fig. 4.10. TOP: 1−q1−q2 ≥ 0,
BOTTOM: 1−q1−q2 < 0.
interpretation leads us to the scheme shown in Fig. 4.11, where A ∼ B(a) denotes that the
binary random variable A has Bernoulli distribution with parameter a = P(A = 1) [82].
Hence, the encoding scheme can be implemented as follows: 1) generate three independent
codebooks U , U1 and U2, each composed of i.i.d. bits with distributions, respectively,
U ∼ B(p¯),U1 ∼ B(δ1) andU2 ∼ B(q1); 2) generate the codewordU ′ =U+U1; 3) generate
and transmit the codeword X = U ′⊕U2. Similarly, the scheme in the lower section of
Fig. 4.10 leads us to the other representation in Fig. 4.11, where we exploited the fact
that a binary multiplication channel corresponds to a logical AND operation (symbol ·).
Hence, the relevant encoding scheme can be implemented as follows: 1) generate the three
independent codebooks U , U1 and U2, each composed of i.i.d. bits with distributions,
respectively,U ∼ B(p¯),U1 ∼ B(δ2) andU2 ∼ B(q2); 2) generate the codewordU ′ =U ·U1;
3) generate and transmit the codeword X =U ′⊕U2.
The Z-BSC capacity boundary achievable through the described coding scheme is
compared in Fig. 4.12 with the regions achievable through the coding schemes that are op-
timal for the broadcast BSC (“XOR Scheme” in the legend) and for the broadcast Z channel
(“OR Scheme” in the legend). As a reference, the rate region achievable through time shar-
ing of two separate transmissions, each intended for a different user [14], is also reported.
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Figure 4.12: Comparison of the rates achieved over a Z-BSC by different encoding strate-
gies. TOP: α = 0.1, BOTTOM: α = 0.4.
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We conclude the section with a note on the concept of natural encoding [34]. As
for the broadcast BSC and the broadcast Z channel, even for the Z-BSC it must be possible
to achieve the boundary of the capacity region by generating two independent codebooks
to be superimposed through a proper single-letter function, according to the general proof
given in [34]. In this chapter, we have shown that the boundary of the capacity region can
be equivalently achieved by generating three independent codebooks to be superimposed
through simple logical AND, OR, and XOR operations. A practical approach to implement
this scheme would be to split the information of the better user into two parts, and employ
three separate linear channel codes along with proper non-linear mappers that induce the
desired distribution of ones for each codebook [88]. These codewords are then combined
using the simple logical operators to form the codeword transmitted over the channel.
4.5 Encoding Scheme for Binary Input AWGN (Bi-AWGN) Channel
In this section, we shall consider a broadcast communication system with binary data at the
source, transmitted over two different AWGN channels to the respective receivers. Let X be
the transmitted data over the two AWGN channels with zero mean and noise variance σ21
and σ22 respectively such that such that (σ
2
1 < σ
2
2 ), andY1 andY2 be the received sequence at
the corresponding receivers, then we have theMarkov process defined asU→X→Y1→Y2,
where U is the auxiliary random variable. Our objective is to define an optimal encoding
schemeU→ X such that the rates at which each of the users transmit their messages to their
corresponding receivers operate on the capacity boundary. Fig. 4.13 shows the channel
model whereU → X is defined by the matrix
TˆXU = Γ =

γ¯1 γ2
γ1 γ¯2

 . (4.33)
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By following steps similar to (3)-(5) in [34] and (4.18), we can define the following maxi-
mization problem
max
q
{R2+λR1} = max
q
{h(Y2)−h(Y2|U)+λh(Y1|U)−λh(Y1|X)},
= max
q
{h(Y2)−λh(Y1|X)−min
s
(F∗(q,s)−λ s)},
= max
q
{h(Y2)−λh(Y1|X)−ψ(q,λ )}, (4.34)
where h(·) is the differential entropy function [14], ψ(q,λ ) =mins(F∗(q,s)−λ s) and the
function F∗(q,s) is defined as the infimum of h(Y2|U) such that for any q, a) h(Y1|U) = s,
where h(Y1|X)≤ s≤ h(Y1) and b)U,X ,Y1 andY2 form a Markov chain. Hence as discussed
in [87], we need to evaluate the envelope of
φ(q,λ ) = h(Y2)−λh(Y1). (4.35)
Before we study the convexity of φ(q,λ ) to evaluate the capacity boundary of
this broadcast scheme, let us define the symmetry property of the channel. We define a
binary-input and real-output channel to be output symmetric if there exists a function T :
Y ×X → Y which satisfies the following property [89]
T (y,x) =


y if x = 0 (−1)
−y if x = 1 (+1)
using which we have
p(y|x= 0) = p(−y|x= 1). (4.36)
For the case of binary AWGN (Bi-AWGN) channel, this property is satisfied which
shall be used in evaluation of the optimal encoding scheme. From 4.35 we have
φ(q,λ ) = −
∫
y2
p(y2) log(p(y2))dy2+λ
∫
y1
p(y1) log(p(y1))dy1,
= −
∫
y2
(
∑
q
q · p(y2|q)
)
log
((
∑
q
q · p(y2|q)
))
dy2
+ λ
∫
y1
(
∑
q
q · p(y1|q)
)
log
((
∑
q
q · p(y1|q)
))
dy1. (4.37)
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Figure 4.13: Degraded broadcast channel with binary input and continuous output.
Figure 4.14: Non-convex behavior of the function φ(q,λ ).
The second derivative of φ(q,λ ) after a few manipulations is found to be
D(q,λ ) = −
∫
y2
(p(y2|x= 0)− p(y2|x= 1))2
q · p(y2|x= 0)+ q¯·(y2|x= 1)dy2
+λ
∫
y1
(p(y1|x= 0)− p(y1|x= 1))2
q · p(y1|x= 0)+ q¯ · p(y1|x= 1)dy1. (4.38)
Upon solving this equation for minimum of D(q,λ ), we observe that D(q,λ ) is
symmetric about q = 1/2 for all λ . Hence the curvature of φ(q,λ ) is symmetric about
q= 1/2 as shown in Fig. 4.14.
ψ(q,λ ) in (4.34) is obtained by forming the convex envelope of φ(q,λ ) as shown
in Fig. 4.14. In order to compute the convex envelope, we need to compute the two support
points q1 and q2 such that in the sub-region q1 ≤ q≤ q2, φ(q,λ ) is non convex.
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For λ ∗L ≤ λ ≤ λ ∗U , φ(q,λ ) is non-convex in q, and the boundary of the rate region
can be characterized over this range of λ . It can be evaluated from (4.37) and (4.38) that
λ ∗L =
LY2
LY1
, (4.39)
λ ∗U =
UY2
UY1
, (4.40)
where
Ly =
∫
y
(p(y|x=+1)− p(y|x=−1)) · (1+ log2 (p(y|x=+1)))dy,
Uy = −
∫
y
(p(y|x=−1)− p(y|x=+1))2
(p(y|x=−1)+ p(y|x=+1)) dy.
Using similar arguments as (4.28) and after few manipulations using (4.36), we
find that q2 = (1−q1). Using [87, Theorem 4.1(b)]2, the optimal encoding schemeU → X
is found to be equivalent to BSC with transition probability matrix given by
Γ =

q¯1 q1
q1 q¯1

 , p =


qopt−q1
1−2q1
q¯1−qopt
1−2q1

 . (4.41)
Fig. 4.15 shows the encoding scheme for the Bi-AWGN channel. This scheme is
similar to the degraded binary symmetric broadcast channel discussed in [34]. The symme-
try in the transition from U to X is because of the symmetry present in the distribution of
the channel as discussed in (4.36). The encoding scheme can be implemented by generat-
ing two independent codebooks U and U1, each composed of i.i.d. bits with distributions
U ∼ B(p¯) and U1 ∼ B(q1) respectively. Transmitted codeword X is the logical XOR oper-
ation of the two codewords.
Fig. 4.16 and 4.17 show the rate regions for two different cases of Bi-AWGN
degraded broadcast channel. As in the case of discrete channels, the boundary of the rate
region can be characterized by the parameter q1 in (4.41). When q1 = 0, the information
rate corresponding to the good user is 0 and we operate at (R1,R2) = (0,R
∗
2), and when
2Theorem 4.1(b) in [87] still holds for differential entropy, but strictly on the condition that U and X are
discrete.
73
Figure 4.15: Implementation of the encoding schemes for Bi-AWGN channel.
Figure 4.16: Achievable rate region for a degraded Bi-AWGN broadcast channel with σ21 =
0.3 and σ22 = 2.
q1 = 0.5, the operating point is (R1,R2) = (R
∗
1,0). We define R
∗
i = J(σi) as the maximum
achievable information rate over the channel i with noise variance σ2i where
J(σ) =
∫ ∞
−∞
p(y) · log2
[
1+ e−2y/σ
2
]
dy.
For all other values of 0 < q1 < 0.5, the encoding scheme operates on the boundary of
the rate region. Hence, the distribution of U1 ∼ B(q1) in Fig. 4.15 dictates where the
coding scheme operates on the boundary of the achievable rate region for a given degraded
broadcast channel.
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Figure 4.17: Achievable rate region for a degraded Bi-AWGN broadcast channel with σ21 =
0.01 and σ22 = 3.
4.6 Practical Coding Schemes for DBBC
In this section, we provide a practical approach to design an encoding scheme for a degraded
binary broadcast channel. We shall design a coding scheme with capacity approaching
codes such as LDPC codes, that can be incorporated as error correcting codes. In [36],
the authors provide a practical coding scheme that involves convolutional encoding scheme
along with turbo decoding for a specific case of DBBC called the Z-channel. In our study,
we shall provide a practical encoding scheme that incorporates simple non-linear mappers
(NLMs) for inducing the desired distribution of ones in the codes intended for the respective
user at the receivers. The transmitted code is the superposition of all the non-linear codes
combined using simple logical operations according to the optimal encoding scheme.
4.6.1 Encoder Structure
Fig. 4.18 shows the block diagram at the transmitter for a DBBC scheme. An outer coder
such as an LDPC code (of length NL), followed with an inner code, that induces the desired
distribution of ones in the codeword u as shown in Fig. 4.18. The inner code is a non-
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Figure 4.18: Encoder-Decoder structure for DBBC.
linear mapper [88] that maps every KM bits of the outer code to NM bits having the desired
distribution of ones. The codeword is then superimposed in binary domain with the other
user’s codeword to form a new codeword x. The codeword x is then transmitted over the
channel.
The design scheme consists of generating independent codewords from three dif-
ferent codebooks as shown in Fig. 4.11. For the case of the second user, the information is
split into two parts, each of which are encoded independently using the method shown in
Fig. 4.18. The codewords corresponding to the messages of both users are then superim-
posed using simple logical operators such as XOR, OR and AND before transmission over
the channels.
4.6.2 Decoder Structure
Fig. 4.19 shows the decoding structure for the worse user. The receiver uses a suboptimal
iterative decoding method, where in each step soft values are exchanged between the de-
mapper and the LDPC decoder. In the first iteration, no information is available from the
decoder, and the de-mapper computes the bit metrics using the maximum a-posteriori prob-
ability criterion. These NL soft values are fed to the LDPC decoder as extrinsic a-posteriori
probabilities (or L-values). In the second iteration, the decoder provides soft values corre-
sponding to each bit as the a-priori information to the de-mapper. The de-mapper computes
the extrinsic a-posteriori probability of each bit using the a-priori probabilities of the other
bits in the same K bits symbol [90]. We shall refer to this decoding block as De-Mapper-
Decoder (DD) block.
In the case of the decoder corresponding to the good user, we first decode the
information corresponding to the bad user. Since the code designed for the bad user is
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Figure 4.19: Decoding scheme at the receiver with bad channel.
Figure 4.20: Decoding scheme at the receiver of good user.
intended for transmission over bad channel, it can be easily recovered at the good receiver
as this receiver observes a less noisy channel. Once the information corresponding to the
bad user is decoded, its knowledge can then be used to extract the message corresponding
to the other user. Fig. 4.20 shows the decoding structure at the good receiver, where the
two information sequences corresponding to the message of good user are recovered using
a successive decoding scheme.
4.6.3 Simulation Results
In Section 4.3.3, we studied a particular case of a DBBC, called the BSC-Z channel. In
this section, we shall study a more general channel model as shown in Fig. 4.21. Table
4.1 shows the optimal encoding parameter for a rate pair that lies on the boundary of the
capacity region for the DBBC whose crossover probabilities are α1 = 0.15; α2 = 0.05 and
β1 = 0.01; β2 = 0.03. Fig. 4.22 shows the optimal encoding scheme corresponding to the
parameters shown in Table 4.1.
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Figure 4.21: The shaded region indicates all possible configurations for the channel to be
degraded when α1 = 0.15; α2 = 0.05. The circle depicts a particular DBBC configuration
with β1 = 0.01; β2 = 0.03.
Figure 4.22: Encoding scheme corresponding to the parameters in Table 4.1.
As discussed in Section 4.4, the encoding scheme in Fig. 4.22 can be implemented
using simple logical operators which is shown in Fig. 4.23. Since the design scheme in-
volves generation of codebooks, whose distributions of ones and zeros are not equal, we
incorporate simple NLMs to generate codewords with desired distribution of ones using the
mapping strategy shown in Table 4.2. For simplicity, we employ simple NLMs that trans-
form the LDPC codes into a longer sequence of bits with the desired distribution of ones,
for each of the users. Our goal is to design good codes that approach the achievable rates
obtained using these specific mappers (in an information theoretic sense).
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Table 4.1: Optimal encoding parameters for a pair of rate points on the boundary of capacity
region.
p γ1 γ2 R1 R2
0.585 0.17 0.01 0.352 0.35
Figure 4.23: Implementation of the Encoding scheme in Fig. 4.22.
Table 4.2: Mapping strategy to generate codewords with desired distribution of “1”s and
“0”s.
K N pm
Mapper for S 2 3 0.4167
Mapper for S1 2 6 0.1667
Mapper for S2 7 112 0.01
We use EXIT charts to design good LDPC codes using the curve fitting tech-
nique [27], that achieves arbitrarily low probability of bit error for the designed parameter.
Fig. 4.24 shows the structure of an iterative decoding scheme, where the information is
passed between the de-mapper and the VND, and the VND and the CND. The de-mapper
provides extrinsic information, IE,D, to the VND based on the a-prioriinformation, IA,D,
available to it from the VND. The LLR bit metrics at the input of the de-mapper are ap-
proximated as Gaussian [91]. Fig. 4.25 shows the exchange of information at the de-mapper
corresponding to the codeU1 of the good user, where the extrinsic information IE,D is com-
puted based on the a-prioriinformation, IA,D, available at the input.
Based on the extrinsic information available from the de-mapper at the VND, we
compute the EXIT chart graph for information transfer between the VND and the CND.
Fig. 4.26 shows the curve fitting using EXIT chart to design good LDPC codes that can
be used to generate the U1 codeword using the corresponding non-linear mapper shown
in Table 4.2. We can use similar method to generate the LDPC codes intended for the
other two messages as well. Table 4.3 shows the degree distribution of the LDPC codes for
different messages and corresponding to their respective non-linear mappers.
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Figure 4.24: Iterative Decoder Structure.
Figure 4.25: EXIT chart depicting the information exchange at the de-mapper.
Fig. 4.27 shows the capacity boundary for the example channel under considera-
tion. The pair of rate points corresponding to Table 4.1 are also shown in the figure. We
observe that the rates obtained by simulating LDPC codes with mappers provided in Ta-
ble 4.2 operate close to the achievable rate points obtained using these mappers. R1 is
0.0432 bits away and R2 is 0.0553 bits away from its achievable rate point,
3 respectively.
We also provide simulation results obtained by time-sharing of two separate transmissions,
each intended for individual users. We observe that the rate pairs obtained by the optimal
encoding scheme are better than the ones offered by time sharing. We also provide the re-
gion obtained by time sharing of two separate transmissions, using linear block codes (e.g.,
3By employing mappers with memory, such as those with trellis structure [36], the performance due to the
mapper may be improved. We use simple mappers that induce the desired distribution of ones, and design of
good mappers is beyond the scope of the work here.
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Figure 4.26: Curve fitting for design of LDPC codes with mappers.
Table 4.3: LDPC codes designed for DBBC.
R (Bits) dc deg. distribution
Code for S 0.399 7 2: 0.4206
4: 0.5041
18: 0.0748
Code for S1 0.649 10 2: 0.4033
4: 0.5743
18: 0.0224
Code for S2 0.499 7 2: 0.8947
3: 0.0117
18: 0.0936
LDPC codes). The results indicate that the performance of linear codes without mappers
with time sharing is better than the ones employing the mappers. We attribute this to the use
of employed NLMs which map only a short length of LDPC coded bits in a memoryless
manner. The LDPC codes employed here are of length 100000 and are much greater than
the block that is mapped, which also contributes to the further loss. Since the mapper is
unable to exploit the correlation among the bits, we believe some information is lost during
the de-mapping process.
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Figure 4.27: Capacity region and simulation points for α1 = 0.15; α2 = 0.05 and β1 = 0.01;
β2 = 0.03.
4.6.4 Comments on Non-Linear Mappers
As discussed earlier, the non-linear mappers are incorporated into the system to induce a
desired distribution of ones in the codeword intended for a particular user. The design of
mapper depends on two parameters which is the desired distribution of ones, pM, that the
mapper need to induce in the codeword, and the desired rate of the mapper. From Fig. 4.18,
we note that the overall rate of the system is given by R= RL×RM , where RM is the rate of
the mapper given by RM =
KM
NM
. Hence, for a target rate R, the higher the rate of the mapper,
the lower is the rate of the LDPC code, resulting in a better code. But the rate of the mapper
is subject to the constraint that it should produce a codeword with the desired distribution
of ones. For example, in order to design a mapper such that the pM = 0.25, we can use a
simple mapper with KM = 2 and NM = 4. We observe from Fig. 4.28 that by using this
mapper we loose about 0.31 bits of information when compared with the maximum rate
that can be achieved for the distribution under consideration. As we increase the length
of the mapper, the rate of the mapper increases in order to attain pM, hence resulting in
increased complexity. When the target rate is R = 0.4, and if we intend to use an LDPC
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Figure 4.28: Rate of the mapper corresponding to its length for a given distribution of ones.
code with rate RL = 0.5, we need to design a mapper with rate RM = 0.8. This implies
KM ≈ 314, leading the size of the mapper to be 2314, which is not computationally feasible
for encoding or decoding purposes.
In order to use higher rate mappers with the desired distribution pM , a possible
approach would be to construct mappers using a trellis code with appropriate look-up table
as designed in [36]. These trellis codes can then be optimized to achieve high information
rate over a given channel. In [92], [93], capacity approaching codes for partial response
channels have been designed, where the codes are constructed as concatenations of inner
trellis codes (in our case NLMs) and outer LDPC codes. The design objective is to construct
the inner trellis code by optimizing the Markov transition probabilities to achieve high
information rate. The design example makes use of Wolf-Ungerboeck code [94], derived
from a coset of linear convolutional code. Using a similar approach where the mappers are
constructed using trellis codes, and are optimized using the scheme adopted in [92], one
can design codes that would approach the capacity boundary of the DBBC channel.
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4.7 Chapter Summary
We have studied the capacity region of a general DBBC and discussed the design of encod-
ing schemes that can achieve its boundary. For a particular example, we have presented the
entire procedure to design such an optimal coding scheme. Moreover, we have shown that
the optimal scheme can be implemented by generating three independent codebooks with
desired distribution of ones, and combining them by applying simple logical operators (i.e.,
XOR, OR and AND). The designed schemes have also been shown to include, as special
cases, the existing schemes able to achieve the capacity boundary of the DBBCs previously
studied in the literature.
We further investigated the binary input continuous output degraded broadcast
channel, where the optimal encoding scheme operating on the boundary of the capacity
region was evaluated. This encoding scheme was found to be similar to the discrete output
case discussed in [34], except that in our case we have to evaluate the differential entropy
assuming that the channel is output symmetric. The optimal encoding strategy is found to
be achieved by logical XOR operation of the two independent binary codes obtained from
independent codebooks.
Finally, we provided a practical coding scheme for a general degraded binary
broadcast channel, by concatenating an outer LDPC code with an inner non-linear map-
per, to generate codebooks with a desired distribution of ones. We used EXIT chart anal-
ysis for curve fitting to design good LDPC codes. Since we use trivial mappers for the
distribution of ones, the achievable rates using these mappers do not operate close to the
capacity boundary, but only to the boundary of the achievable rate region corresponding to
that specific mapper.
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Chapter 5
DECODING STRATEGIES AND APPROXIMATE PERFORMANCE ANALYSIS AT
THE RELAY WITH PHYSICAL-LAYER NETWORK CODING
In this chapter, we study a different multi-user communication scenario encountered in the
context of network coding, namely, a two-way relay channel where two users exchange
information via a common relay in two transmission phases using physical-layer network
coding. We study an optimal decoding strategy at the relay to decode the network coded
sequence given by the ‘XOR’ of the codewords transmitted by the two users during the first
(multiple access) phase. The optimal decoding is approximately implemented by using a
list decoding (LD) algorithm that jointly decodes the two transmitted codewords and sorts
the L most likely pairs of sequences in the order of decreasing a-posteriori probabilities.
Then, using this list, estimates of the highly likely network coded sequences and the decod-
ing results are obtained. It is shown using several examples that the LD based decoding has
a performance similar to a lower complexity alternative that jointly decodes the two trans-
mitted codewords, thereby offering a near-optimal performance in terms of the error rates
corresponding to the XOR of the two transmitted sequences. Further, an analytical approx-
imation of the word-error rate using the joint decoding (JD) scheme is evaluated over an
AWGN channel to analyze the error rates at the relay. The results obtained using computer
simulation are in excellent agreement with the analytical expressions and allow us to study
the effectiveness of finite-length coding schemes employed at the two users.
The chapter is organized as follows. In Section 5.1, we introduce the concept of
physical-layer network coding and review some of the related work in the literature fol-
lowed by description of the system setup in Section 5.2. In Section 5.3, we present the
optimal decoding strategy, motivate the implementation of the list decoding algorithm as
an approximation, and give a low complexity joint decoding solution. In Section 5.4, we
derive analytical appromixations on the word-error rate using the JD scheme. In Section
5.5, we provide numerical examples for the different decoding strategies considered and
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provide comparisons between analytical bounds and simulation results. Finally, we pro-
vide a summary of the chapter in Section 5.6.
5.1 Introduction
A two-way relay channel as shown in Fig. 5.1, consisting of two sources and a relay, is
considered. The source nodes are assumed to be out of each other’s transmission range
and, therefore, can exchange information only via the relay. Different scheduling schemes
can be employed for information exchange involving two, three and four time slots [9].
Recently, the scheme involving two transmission phases, that involves network coding has
been of considerable interest. Network coding was initially proposed in [8] where the
basic idea is that in a communication network, the intermediate nodes generate and route
new packets which are functions of the incoming data (e.g. XOR of incoming packets)
to improve the network throughput. In [9], the physical-layer equivalent of the network
coding is considered, where the relay transforms the linear sum of the signals transmitted
by the two users during the the first (multiple-access) phase, into a sequence of interpretable
symbols before relaying them in the second (broadcast) phase. Various approaches can be
adopted at the relay to map the received superimposed signals into a sequence that can be
decoded at both source nodes including amplify-and-forward [54], successive interference
cancellation [10], etc. In [95], a denoise-and-forward based scheme is considered that
jointly estimates the pair of modulated symbols transmitted by the two users and maps them
to symbols corresponding to discrete constellations, depending on the channel conditions
(which is known at the relay) over the two source-relay links. In [10], a decoding scheme
called Arithmetic-sum Channel-decoding Network-Coding (ACNC) is proposed that make
use of the dependency of the symbols within the received superimposed sequence in order
to estimate the equivalent transmitted network coded sequence1. This scheme has been
shown to provide improved performance when channel coding is incorporated at the two
users as verified in [10] with repeat accumulate codes, and with low density parity check
codes in [12]. In [11], convolutional codes for physical-layer network coding are studied
1Here, by network coded sequence we imply s = s1⊕ s2, where si corresponds to the binary codeword
generated at the ith user and ⊕ is the binary ‘XOR’ operator.
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Figure 5.1: A two-way relay channel model.
where decoding is performed using the Viterbi algorithm (VA) [96]. Further, a reduced-state
decoding scheme is provided, which is shown to have the same diversity order as the joint
decoding scheme, but with some performance loss. In [62], turbo codes along with network
coding are employed, where the relay estimates the source packet transmitted by each of the
nodes, network encodes them at the physical-layer, and broadcasts the parity bits to back to
the nodes. A joint PNC and channel coding scheme using BPSK modulation scheme based
on soft information of the network coded sequence with turbo coding is studied in [63].
In this chapter, we start with the optimal decoding strategy at the relay to decode
the network coded sequence from the received superimposed signal. We notice that the
implementation of the optimal decoding scheme is formidable; however, it is possible to
approximate it by using a list decoding scheme with a list size large enough to select the
most likely codeword pairs corresponding to those transmitted by the two users. Different
algorithms may be employed to select a list of most likely sequences according to de-
creasing order of their a-posteriori probabilities such as the parallel list Viterbi algorithm
(PLVA), serial LVA (SLVA) [97, 98] and improved SLVA [99] etc. We also study the case
when the two users employ turbo codes with list decoding at the relay. The list decoding
scheme for turbo codes has been studied in [100,101], where an iterative decoding scheme
is implemented. Another decoding scheme based on a reduced complexity algorithm called
the Max-Log List Algorithm (MLLA) has also been studied in [102].
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The complexity associated with the implementation of the list decoding scheme
increases considerably with the length of the codeword (and also with the number of states
involved in trellis based coding schemes such as the convolutional codes). We show using
extensive numerical examples that the error rate performance with the list decoding scheme
which is nearly optimal, is similar to the joint decoding of the pair of codewords transmitted
by the two users offering a lower complexity solution. In an effort to analyze the system
performance, we (approximately) compute the overall word-error rate based on a union
bound using the joint decoding scheme. We provide examples of decoding results and
analytical bounds, and show that they are in good agreement with each other. The analysis
developed here allows us to study the effectiveness of the finite length coding schemes
employed at the two sources.
5.2 System Description
Let wi = {wi(1),wi(2), . . . ,wi(K)} be the message sequence of length K at the ith source
node encoded to form the binary codeword si = {si(1),si(2), . . . ,si(N)} of length N, i =
1,2. The coded sequence is modulated using BPSK denoted by the length N sequence
xi = {xi(1),xi(2), . . . ,xi(N)}, which is then transmitted over the channel with a power level
Pi. We assume that the transmissions are perfectly synchronized and the relay simultane-
ously receives the messages transmitted by the two users as shown in Fig. 5.2. An additional
interleaver is included at the output of the second modulator, whose significance will be-
come apparent in Section 5.4. At the relay, the received signal at time n corresponding to
the superposition of the transmitted symbols from the two users can be written as
yR(n) =
√
P1x1(n)+
√
P2x2(n)+ zR(n),
= xR(n)+ zR(n), (5.1)
where zR(n) are independent Gaussian noise terms with zero mean and variance σ
2 and
xR(n) ∈ {±(
√
P1±
√
P2)}. The SNR at the relay is defined as P/σ2 with P= P1+P2.
We incorporate the PNC strategy at the relay, where the objective is to estimate
the information sequence w = w1⊕w2 from the received noisy sequence. The decoded se-
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Figure 5.2: System setup for two-way relay channel.
quence is then transmitted simultaneously to both users in the next (broadcast) phase, after
encoding and modulation. We focus only on the communication scheme corresponding to
the first (MAC) phase.
5.3 Decoding Algorithms at the Relay for Physical-layer Network Coding
5.3.1 Optimal Decoding Scheme
Let us assume that the two source nodes generate codewords s1 and s2 with the correspond-
ing network coded sequence being s = s1⊕ s2. Also let us define a set E (s) such that
E (s) = {(sˆ1, sˆ2) : sˆ1⊕ sˆ2 = s, sˆi ∈ Ci, i= 1,2}, (5.2)
where Ci denotes the codebook of the i
th user. Assuming that the codewords of each trans-
mitter are equally likely, the optimal decoding rule for the network coded sequence, s, can
then be written as
sˆ = argmax
s˜
P(s˜|yR),
= argmax
s˜
∑
(sˆ1,sˆ2)∈E (s˜)
P(sˆ1, sˆ2|yR),
= argmax
s˜
∑
(sˆ1,sˆ2)∈E (s˜)
P(yR|sˆ1, sˆ2)P(sˆ1, sˆ2)
P(yR)
,
= argmax
s˜
∑
(sˆ1,sˆ2)∈E (s˜)
exp
(−‖yR−√P1xˆ1−√P2xˆ2‖2
2σ2
)
. (5.3)
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Clearly, the set E (s) contains a large number of elements (exponential in codeword
length), hence the exact implementation of the optimal decoding scheme in (5.3) is not fea-
sible. Therefore, we next resort to alternative schemes that can be used as approximations.
5.3.2 List Decoding Scheme
A good approximation to the decoding rule in (5.3) can be developed by implementing a list
decoding algorithm that makes use of a metric based on the minimum squared Euclidean
distance criterion. A list decoding scheme (with a list size L) selects L most likely pairs
of sequences corresponding to the codewords transmitted by the two users and sorts them
in the order of decreasing a-posteriori probabilities. Hence, the dominant terms of the
summation in (5.3) can be identified. Using the list of L most likely codeword pairs, the
objective is then to find the most likely sequence by evaluating the likelihood of each bit
after marginalization of the L sequences in the list. We note that the approach adopted here
is similar to a MAP decoding scheme where the resulting sequence obtained in this manner
is not necessarily a valid (network) coded sequence. The idea of list decoding applied to the
physical-layer network coding is general; that is, different types of codes at the individual
nodes can be employed. Here, we focus on the use of convolutional and turbo codes. To
implement these codes, we construct an extended trellis for a joint encoder with generators
corresponding to the codebooks employed at the two users. If the encoder at the ith user is
represented using a trellis with 2Si states and 2Mi inputs, then the new trellis has effectively
2S1+S2 states and 2M1+M2 inputs.
Decoding of Convolutional Codes In order to decode the received sequence at the relay,
we make use of the Viterbi algorithm using the extended state representation as illustrated
in Fig. 5.3. The figure shows a 16-state trellis representation with 4 inputs obtained from
two 4-state convolutional codes, each with two inputs [103]. The metric corresponding to
the nth received symbol for each state transition can be computed as
M
(n)
(s,s′) = |ys(n)− xs|2+ |yp(n)− xp|2, (5.4)
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Figure 5.3: Full-state trellis representation of the (5/7)octal convolutional codes employed
at the two source nodes.
where (ys,yp) are the noisy sequences of systematic and parity symbols received at the
relay, and
xs =
√
P1(2i1−1)+
√
P2(2i2−1),
xp =
√
P1(2p1−1)+
√
P2(2p2−1),
where (i j, p j) are the information and parity bits of the jth user corresponding to the tran-
sition from state s to state s′. To generate the list of most likely pairs of codewords, various
specific list decoding algorithms can be implemented including SLVA, PLVA [98] and an
improved SLVA [99].
List Decoding of Turbo Codes We can extend our study to the case of iteratively decod-
able codes such as the turbo codes. In our setup, we assume that both the users employ the
same interleavers during the encoding process so that turbo decoding can be implemented
with the BCJR algorithm using the extended trellis (other approaches that incorporate dif-
ferent interleavers at the users are also possible). The turbo decoding is carried out in M
iterations, where during each iteration, extrinsic information is exchanged between the two
inner MAP decoders. At the end of the Mth iteration, the extrinsic information is passed to
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a list Viterbi decoder, which then generates a list of L most likely sequences in decreasing
order of their probabilities [100]. The extended trellis is employed for both the turbo de-
coding as well as the list Viterbi decoding stages. The branch metric for the transition from
state s to state s′ corresponding to the input pair (i1, i2) during list decoding is given by
M
(n)
(s,s′) = −Lext(i1,i2)+ |ys(n)− (
√
P1(2i1−1)+
√
P2(2i2−1))|2
+ |yp(n)− (√P1(2p1−1)+
√
P2(2p2−1))|2, (5.5)
where Lext(i1,i2)
is the a-priori information from the second MAP decoder at the end of the
Mth iteration of turbo decoding.
5.3.3 A Simplified Decoding Strategy − Joint Decoding
We observe that at high SNRs, i.e., Γ→∞ or equivalently σ2 → 0, only one of the terms in
(5.3) is dominant, for which the equivalent decoding rule may be approximated as
sˆ = arg max
s˜=s˜1⊕s˜2
exp
(
−‖yR−
√
P1x˜1−
√
P2x˜2‖2
2σ2
)
. (5.6)
From this high SNR approximation, we define a joint decoding scheme at the relay for the
two codewords as
(
x
(JD)
1 ,x
(JD)
2
)
= arg min
(s˜1,s˜2)
‖y−√P1x˜1−
√
P2x˜2‖2, (5.7)
where x
(JD)
1 and x
(JD)
2 are the decisions made by the relay corresponding to the first and
the second messages respectively, and the minimization is performed over the codebooks
of both the messages. The equivalent network coded sequence decoded at the relay is then
given by
s(JD) = s
(JD)
1 ⊕ s(JD)2 .
We note that if the relay were to decode x1
(JD) and x2
(JD) only, and not the network coded
sequence s(JD), then the strategy described in (5.7) would be the optimal decoding scheme,
and hence would have provided the optimal error-rate performance. However, since we are
interested in decoding of the XOR of the transmitted codewords, the JD scheme is a sub-
optimal approach with near-optimum performance as will be assessed through numerical
examples.
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5.4 Analysis of Error Probability
We now proceed with the evaluation of performance bounds for the codes employed at
the two users for the JD scheme. We assume that the codes at each of the user nodes are
equally likely, linear and that their distance spectra are known. Namely, the number t1(d)
(respectively, t2(d)) of codewords with Hamming weight d in the first (respectively, the
second) codebook is assumed to be known, for each value of d in {1,2, . . . ,N}. In the case
of turbo-like codes involving interleavers, the distance spectra t1(d) and t2(d) are intended
to be statistical averages with uniform interleaving [79].
5.4.1 Definition of an Error Event
Assuming that x1 and x2 are transmitted by each of the sources, the conditional error prob-
ability corresponding to s = s1⊕ s2 with the JD scheme can be written as
P
(JD)
e (s) = P
(
s(JD) 6= s
∣∣∣s) . (5.8)
Since the exact evaluation of the error probability P
(JD)
e is not practically feasible for most
codes of interest, we evaluate the union bound for P
(JD)
e for which we can rewrite the ex-
pected value of (5.8) as
P
(JD)
e = E
[
P
(
s(JD) 6= s
∣∣∣∣∣x1,x2
)]
,
≤ E
[
P
(
(x1
(JD),x2
(JD)) 6= (x1,x2)
∣∣∣∣∣x1,x2
)]
, (5.9)
where E[·] is the statistical expectation over all the codewords of the two users (and over all
interleavers). The equivalent network coded sequence corresponding to the codewords of
the transmitted sequences is s = s1⊕ s2, which can also be expressed as s = x1⊕ˆx2, where
the operator ‘⊕ˆ’ is defined as
x1,n⊕ˆx2,n =


0 if x1,n = x2,n,
1 else.
The inequality (instead of an equality) is used in (5.9) since with the incorporation of the
PNC scheme, s(JD) may be correctly decoded even when x1
(JD) and x2
(JD) are in error as
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there could be more than one pair of codewords that result in the same network coded
sequence.
5.4.2 Analysis of Error Probability using Joint Decoding
Since the exact evaluation of error probability P
(JD)
e using the optimal decoding strategy
described in (5.3) is not practically feasible, we compute the bounds using the JD scheme
in (5.7).
In order to compute the union bound, the term within the expectation in (5.9) can
be upper bounded as
P
(
(x1
(JD),x2
(JD)) 6= (x1,x2)
∣∣∣x1,x2) ≤ ∑
(sˆ1,sˆ2)6=(s1,s2)
P((x1,x2)→ (xˆ1, xˆ2)) , (5.10)
where P((x1,x2)→ (xˆ1, xˆ2)) is the pairwise error probability of receiving a signal closer
to the incorrect network coded sequence sˆ = sˆ1⊕ sˆ2 when the codewords, sˆ1 and sˆ2 are
transmitted by the first and the second users, respectively. Each pairwise error probability
term inside the summation is equivalent to
P
(
‖y−√P1xˆ1−
√
P2xˆ2‖2 ≤ ‖y−
√
P1x1−
√
P2x2‖2
∣∣∣x1,x2) ,
which after few manipulations can be computed to be
P
(
P1d1+P2d2+2
√
P1P2∑
v
x¯1,vx¯2,v+Z ≤ 0
)
, (5.11)
where d1 = dH(xˆ1,x1) and d2 = dH(xˆ2,x2) are the number of bit errors in xˆ1 and xˆ2, respec-
tively, x¯i,k =
xi,k−xˆi,k
2
and Z is a Gaussian random variable whose parameters shall be derived
later. Given the values of d1 and d2, we need the distribution of the random variable V ,
that is, the probability that two sequences with d1 and d2 errors have V positions where
the errors overlap as shown in Fig. 5.4. In general, the conditional distribution P(V |d1,d2)
depends on the geometry of the codes employed at the two users. The introduction of the
uniform interleaver at the output of the second encoder removes the dependency on the ge-
ometry and the problem becomes purely combinatorial. The results in Section 5.5 show that
when turbo-like codes are considered, this approximation is very accurate since the output
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Figure 5.4: A physical network code formed by two different pair of codewords.
of turbo encoders typically resemble independent and uniformly distributed bits. The term
in (5.11) does not contribute to the error bound when d1 = d2 and V = d1, which means
that the positions of the bit errors in both the codewords xˆ1 and xˆ2 are exactly the same
and sˆ1⊕ sˆ2 results in s. Hence, following the derivation in [72, 81], we see that the random
variable V takes values on {0,1, . . . ,d} with a conditional probability mass function
pV (v|d1,d2) =
(
min(d1,d2)
v
)(
N−min(d1,d2)
max(d1,d2)−v
)
(
N
max(d1,d2)
) ,
where
d =


min(d1,d2) if d1 6= d2
d1−1 if d1 = d2
Using the decoding strategy given in (5.7), and after a few manipulations similar
to the ones described in [72], each term inside the summation in (5.10) can be equivalently
written as
d
∑
v=0
v
∑
g=0
P
(
P1d1+P2d2+2
√
P1P2(v−g)+Z ≤ 0
)
pV (v|d1,d2)pG(g|V = v), (5.12)
where, for a givenV , we define a random variable G as the number of positions where {vn}
takes on the value −1 (with +1 at V −G positions). The random variable G takes values
on {0,1, . . . ,V} with a binomial distribution
pG(g|V = v) = 1
2v
(
v
g
)
,
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based on the approximation that the employed codebooks are such that the random vari-
ables {vn} with vn = x¯1,nx¯2,n are independent and uniformly distributed on {−1,+1}. Con-
ditioned onV = v and G= g, Z is a Gaussian random variable with zero mean and variance(
P1d1+P2d2+2
√
P1P2(v−2g)
)
σ2.
Therefore, the union bound in (5.9) can now be written as
P(JD)e ≤E
[
∑
sˆ6=s
Q
(√
γ(d1,d2,v,g)
)∣∣∣∣∣x1,x2
]
, (5.13)
where
γ(d1,d2,v,g) =
(
P1d1+P2d2+2
√
P1P2(v−2g)
)
/σ2 ,
and Q(·) is the standard Q-function.
To manage the expectation in (5.13), we rely on the assumption that both codes are
linear, which assures that any possible value of d1 (respectively, d2) equals the Hamming
weight of a valid codeword in the first (respectively, second) codebook. Hence, we can
rewrite the union bound (5.13) as follows:
P(JD)e ≤ ∑
(d1,d2) 6=(0,0)
d
∑
v=0
v
∑
g=0
t1(d1)t2(d2)pV (v|d1,d2)pG(g|v)Q
(√
γ(d1,d2,v,g)
)
. (5.14)
5.5 Numerical Examples
In this section, we provide several results obtained using computer simulations for the op-
timal decoding scheme in (5.3) approximated using the list decoding algorithm described
in Section 5.3.2, and also compare the bounds obtained using the derived analytical expres-
sion and the simulation results with the joint decoding strategy. Throughout the section, we
consider a list Viterbi decoder implemented using PLVAwith a list size of L= 100. We start
our analysis for the case when the two sources employ rate-1/2 convolutional codes with
length N = 256. Fig. 5.5 shows the case when both the users employ the same (5/7)octal
convolutional encoders with same power allocation at each of the transmitters. We observe
that the performance of the LD scheme is similar to that with the JD scheme (VD in the
figure represents JD scheme using Viterbi decoding). Fig. 5.6 shows the scenario when
different powers are allocated to the transmitted messages at each of the users with similar
observations.
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Table 5.1: SNR required for BER of 10−2 using the list and the Viterbi decoding schemes
for convolutional codes.
Decoding scheme Fig. 5.5 Fig. 5.6 Fig. 5.7 Fig. 5.8
List decoding 6.39 dB 6.975 dB 6.97 dB 12.73 dB
Viterbi decoding 6.39 dB 6.99 dB 6.985 dB 12.745 dB
Table 5.2: SNR required for BER of 10−2 using the list decoding with L = 100 and turbo
decoding.
Decoding scheme Fig. 5.9 Fig. 5.10
Turbo list decoding 4.346 dB 3.577 dB
Turbo decoding (L= 1) 4.347 dB 3.579 dB
Figs. 5.7 and 5.8 show the performance of LD and JD schemes when different
convolutional codes are employed at the two users ((5/7)octal and (7/5)octal , respectively).
Table 5.1 provides comparison of the SNRs required with the list decoding and the joint
decoding schemes for various cases in order to achieve a BER of 10−2.
Figs. 5.9 and 5.10 show the performance of the LD scheme and the JD scheme
when turbo codes are employed at the two users with same constituent encoders and differ-
ent constituent encoders, respectively. As mentioned earlier, we assume that both the users
employ the same interleaver within the turbo encoder block. In the case of list decoding, the
turbo decoder performsM= 15 iterations, at the end of which the soft values corresponding
to each of the K information bits are passed to a list Viterbi decoder implemented using the
PLVA. From the simulation results, we observe a similar behavior, i.e., the performance of
the JD scheme is very close to that of the LD scheme. Table 5.2 shows the comparison of
the SNRs required with the list decoding and the turbo decoding for different scenarios to
achieve a BER of 10−2.
We now proceed to the theoretical assessment of the joint decoding scheme using
analytical approximations for the word-error rates. Since the joint decoding of the two
messages according to (5.7) is computationally infeasible, we resort to iterative decoders
such as those based on the turbo principle. The minimum distance decoding of turbo codes
can be approximated using the iterative decoding employing the well known BCJR algo-
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rithm [22]. In the examples, we consider a turbo code with a rate-1/3 and an interleaver
length of K = 128 (N = 384). In Fig. 5.11, both the users employ the same (5/7)octal
constituent convolutional codes but allocate different powers to each of the transmitted
symbols. Fig. 5.12 compares the corresponding analytical and simulation results when
the two users employ different turbo codes ((5/7)octal and (7/5)octal). In both the cases,
we observe that the simulations are in excellent agreement with the bounds at high SNRs,
which is as expected since the union bound becomes tight as the SNR increases. For com-
parison purposes, we also provide results when the two messages, corresponding to each
of the users, are decoded using successive interference cancellation at the relay. Without
loss of generality, we assume that the power allocated at the transmitter of the first user is
greater than (or equal to) that at the second user, and therefore, the codeword of the first user
is decoded in the first stage followed by the decoding of the second one in the consecutive
stage. In this scheme, the relay first estimates the sequence x
(IC)
1 from yR by treating x2 as
Bernoulli noise and then estimates x
(IC)
2 from y
(IC)
R = yR−
√
P1x
(IC)
1 . The expression of the
log-likelihood ratios feeding the decoder are denoted by [29]
λ1,n =
2yR(n)
√
P1
σ2
+ ln
[
cosh(A(yR(n)−
√
P1))
cosh(A(yR(n)+
√
P1))
]
,
λ2,n =
2y
(IC)
R (n)
√
P2
σ2
,
with A =
√
P2/σ
2, for the first and the second decoders, respectively. From Fig. 5.11,
we observe the gain in the performance with the JD scheme compared to the interference
cancellation based decoding to be approximately 0.82 dB in order to operate at a frame
error rate (FER) of 10−3.
Computation of True Weight Enumerating Function In the above examples, we evalu-
ate the approximate bounds using the weight enumerating function (WEF) of the individual
codewords as shown in (5.14). In order to compute the bounds more accurately, it is re-
quired to compute the WEF using the extended trellis at the relay which can be evaluated
using the techniques described in [80, 104]. Because of the complexity involved due to the
number of terms involved in order to track the distance spectra of the joint trellis codes, this
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Figure 5.5: Simulation results with same convolutional codes at the two source nodes with
N = 256, P1 = 1 and P2 = 1.
computation is very complicated, hence we do not include the results on bounds using this
approach, because of which the computation of the bounds for convolutional codes (that
use the Viterbi decoder) should be as approximations. Figs. 5.13 and 5.14 show the perfor-
mance results with rate-1/2 convolutional codes when the powers at the source nodes are
the same and different, respectively, with length N = 256. The bounds computed for these
codes are not tight since the WEF employed in the evaluation of the approximate bounds
are not the true WEF.
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Figure 5.6: Simulation results with same convolutional codes at the two source nodes with
N = 256, P1 = 1 and P2 = 0.8.
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Figure 5.7: Simulation results with different convolutional codes at the two source nodes
with N = 256, P1 = 1 and P2 = 1.
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Figure 5.8: Simulation results with different convolutional codes at the two source nodes
with N = 256, P1 = 1 and P2 = 0.1.
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Figure 5.9: Simulation results for turbo codes with same constituent encoders at the two
source nodes with N = 384, P1 = 1 and P2 = 0.5.
101
3 3.5 4 4.5 5 5.5 6 6.5
10−6
10−5
10−4
10−3
10−2
10−1
SNR (dB)
B
E
R
SIMULATION: Turbo + LD
SIMULATION: Turbo decoding
3.576 3.578 3.58
10−2
Figure 5.10: Simulation results for turbo codes with different constituent encoders at the
two source nodes with N = 384, P1 = 1 and P2 = 1.
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Figure 5.11: Analytical approximations and simulation results for turbo codes with same
constituent encoders at the two source nodes with N = 384, P1 = 1 and P2 = 0.5.
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Figure 5.12: Analytical approximations and simulation results for turbo codes with different
constituent encoders at the two source nodes with N = 384, P1 = 1 and P2 = 1.
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Figure 5.13: Analytical approximations and simulation results with same convolutional
codes at the two source nodes with N = 256, P1 = 1 and P2 = 1.
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Figure 5.14: Analytical approximations and simulation results using different convolutional
codes at the two source nodes with N = 256, P1 = 1 and P2 = 0.1.
5.6 Chapter Summary
In this chapter, we considered the problem of decoding at the relay for a two-way relay
channel with physical-layer network coding, and proposed a way of approximately im-
plementing the optimal decoding strategy utilizing a list decoding algorithm. We further
considered a simplified joint decoding strategy and, using several examples, demonstrated
that for practical Gaussian noise channels, the list decoding performance can be well ap-
proximated using a joint decoding scheme with a lower complexity. We further derived
an analytical upper bound of the word-error probability using the union bound based on
the JD scheme. Numerical examples are used to demonstrate the decoding results and the
analytical approximations.
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Chapter 6
ON DECODING OF PHYSICAL-LAYER NETWORK CODED SEQUENCES OVER
INTERSYMBOL INTERFERENCE CHANNELS
In this chapter, we investigate the decoding strategies at the relay over a frequency selec-
tive two-way relay channel with physical-layer network coding. The incorporation of PNC
scheme enables two users to exchange information via a relay in two transmission phases
as discussed in detail in the previous chapter. We study two approaches at the relay to
decode the XOR of the transmitted codewords namely; a) an approximately optimal de-
coding scheme which is implemented using a list decoding algorithm, and b) minimum
mean squared error based detector followed by a PNC decoder. The list decoding scheme
selects the most likely pairs of sequences corresponding to the transmitted codewords and
sorts them in the order of decreasing a-posteriori probabilities. From this list, estimates of
the highly likely network coded sequences are obtained. Numerical examples show that a
joint channel detector/physical-layer network coded sequence decoder (JCD/PNCD) has a
performance similar to the list decoding scheme and can be implemented with lower com-
plexity. The detection scheme based on the MMSE criterion is a suboptimal approach that
generates the soft information corresponding to the linear sum of the received symbols and
is particularly useful in scenarios where the number of channel taps is large.
The chapter is organized as follows. We provide a brief introduction of the physical-
layer network coding over ISI channels in Section 6.1. In Section 6.2, we describe the sys-
tem setup followed by the design of detection/decoding schemes in Section 6.3, where we
describe the JCD/PNCD scheme and the design of the MMSE scheme for channel detection
and PNC decoder. In Section 6.4, we provide numerical examples comparing the perfor-
mance of the JD scheme with the LD based algorithm. Finally, we conclude the chapter in
Section 6.5.
105
6.1 Introduction
In this chapter, we investigate decoding strategies at the relay in a multi-path channel en-
vironment, where the relay has to first combat the inter-symbol interference (ISI) before
relaying the network coded signal to each of the source nodes the broadcast phase. Chan-
nels with ISI are typically observed in underwater acoustic (UWA) communications [105]
and mobile broadband wireless channels, where the delay spread is very large leading to
significant frequency-selective signal distortion. Some of the recent work relevant to two-
way relay channels with frequency selective fading have already been discussed earlier in
Chapter 2.
As in the previous chapter, we focus on a scheme with two transmission phases
using the physical-layer network coding scheme, where the relay transmits the modulated
signal of the sequence corresponding to the XOR of the two received messages [9, 10]. We
consider a single carrier transmission and start with the optimal decoding scheme at the
relay to decode the network coded sequence corresponding to the codewords transmitted
by the two users. A list decoding algorithm is implemented to approximate the optimal
decoding rule by selecting L most likely pairs of sequences of codewords corresponding
to the two users in decreasing order of the a-posteriori probabilities and then evaluating
the likelihood of each bit after marginalization of the L sequences in the list. We showed
in Chapter 5 that the joint decoding strategy (i.e., list decoding with a list size of 1) has a
performance similar to the LD scheme with a much larger list size over an AWGN channel.
Through several numerical examples, it is shown that a similar behavior holds for the case
of frequency selective channels as well.
A minimum mean square error based detection scheme is also investigated in order
to compute the equalizer weights that can be used to generate soft information of the linear
sum of the transmitted signals. A PNC decoder then decodes the network coded sequence
using the a-priori information from the detector. The MMSE based equalization scheme
is a significantly suboptimal approach as also reported for one-way relay channels [106].
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Incorporation of turbo equalization [107], that iteratively exchanges soft information be-
tween the MMSE detector and the channel decoder, is shown to improve its performance.
The MMSE based scheme is particularly useful when the span of the significant channel
taps is long for which the implementation of the JCD/PNCD scheme becomes infeasible.
6.2 Channel Model for Two-Way Relay Channels with ISI
Let wi = {wi(1),wi(2), . . . ,wi(K)} be the message sequence of length K at the ith source
node encoded to form the binary codeword si = {si(1),si(2), . . . ,si(N)} of length N, i =
1,2. The coded sequence is modulated using BPSK denoted by the length N sequence
xi = {xi(1),xi(2), . . . ,xi(N)}, which is then transmitted over the channel with a power level
Pi. The discrete time mathematical model for the received superimposed signal at the relay
during the nth time instant is given by
yR(n) =
L1−1
∑
k=0
√
P1h1(k)x1(n− k)+
L2−1
∑
k=0
√
P2h2(k)x2(n− k)+ zR(n), (6.1)
where zR = {zR(1),zR(2), . . . ,zR(N)} denotes a sequence of length N i.i.d. complex Gaus-
sian random variables with zero mean and variance σ2/2 per dimension, and
hi = {hi(0),hi(1), . . . ,hi(Li− 1)} is the complex channel gain of length Li, i = 1,2, over
the link between the ith user and the relay. We assume that the channel is constant over
the transmission of each frame of data and that the channel gains are known at the relay.
The objective of the decoder at the relay is to estimate the binary information sequence
w = w1⊕w2 from the received noisy sequence of symbols yR = {yR(1),yR(2), . . . ,yR(N)}
in the presence of inter-symbol interference. We study the transmission phase correspond-
ing to the MAC stage and investigate different detection and decoding strategies at the relay.
6.3 Decoding Schemes at the Relay
Without loss of generality, we assume that the number of channel taps over the two source-
relay links are the same, i.e., L1 = L2 = LR. Also, the channel is assumed to be known
at the relay and is constant over the entire length of the codewords. Two different decod-
ing strategies are investigated, namely; a trellis based joint detector/physical-layer network
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coded sequence decoder, and a reduced complexity channel detection based on a linear
receiver with MMSE criterion followed by the PNC decoder.
6.3.1 Notes on the Optimal Decoding Rule
Let us assume that the two source nodes generate codewords s1 and s2 such that the corre-
sponding network coded sequence is s = s1⊕ s2. Also let us define a set E (s) such that
E (s) = {(sˆ1, sˆ2) : s = sˆ1⊕ sˆ2, sˆi ∈ Ci, i= 1,2}, (6.2)
where Ci denotes the codebook at the i
th user and xˆi is the BPSK modulated sequence
corresponding to sˆi. It is easy to see that the maximum likelihood based decoding rule can
be developed for frequency selective channels with known channel state information at the
relay, which on following steps similar to (5.3), may be written as
sˆ = argmax
s˜
∑
(sˆ1,sˆ2)∈E (s˜)
exp

−
∥∥∥yR− (√P1(h1 ? xˆ1)+√P2(h2 ? xˆ2))∥∥∥2
2σ2

, (6.3)
where ? denotes linear convolution of two vectors. We note that as the length of the code-
words increase, the implementation of this strategy becomes infeasible and other lower
complexity techniques are warranted. Hence, we resort to a list decoding algorithm that
can be employed to approximate the optimal decoding strategy.
List Decoding Scheme We implement the optimal decoding strategy approximately us-
ing a list decoding scheme with a list size L, that incorporates a metric based on minimum
Euclidean distance criterion. From (6.2), it is observed that the network coded sequence s
can be formed by more than one pair of codewords corresponding to the two users. Using
the LD scheme allows us to identify the pair of codewords from the set E (s), that dominate
the summation in (6.3). The objective with the list decoding algorithm is then to find the
most likely network coded sequence from the list after marginalization of the L sequences
identified.
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When convolutional codes are employed at the two user nodes, a list Viterbi algo-
rithm using parallel list Viterbi algorithm [97,98] is implemented1. In order to implement
this scheme, we construct a joint trellis using the trellis of the convolutional code and the
trellis representing the channel state corresponding to each user. Using the joint trellis of
each of the users, an extended trellis is constructed, the state representation of which is
used in the implementation of the list decoding algorithm. Fig. 6.1 shows a convolutional
encoder followed by a 2-tap ISI channel model corresponding to one user. Fig. 6.2.a shows
the state representation of the ISI channel and Fig. 6.2.b shows the joint trellis state rep-
resentation of the channel and a (5/7)octal convolutional encoder with 4-states. A state in
this joint trellis can be defined using the states of the convolutional code and the ISI chan-
nel. For example, if the parity bit at the output of the convolutional encoder (assuming
the present state is 00) is a 1, then the next state corresponding to the encoder is 10 and
that of the channel is 1 for which the transition in the joint trellis is from state 000 to state
101 assuming that the parity bit during the previous transmission was a 02. If the parity
bit in the previous transmission was a 1, then the corresponding state transition is from
001 to 101 as shown in Fig. 6.2.b. Following a similar approach and using the joint trellis
representation of both the users, an extended trellis can be constructed, for which the total
number of states turns out to be 64. When the number of taps in the ISI channel is 3, the
total number of states in the extended trellis increases to 256. Hence, the complexity of the
decoder at the relay increases exponentially with the length of the channel taps. In order
to reduce the complexity, suboptimal schemes with reduced number of states, such as the
M-algorithm [108] or the T -algorithm [109], can also be incorporated at the relay instead
of implementing a decoder based on the full trellis states.
Joint Channel Detector/Physical-Layer Network Coded Sequence Decoder At high
SNRs, the received sequence of superimposed signals would be closer to one of the pairs of
codewords (in the Euclidean distance sense) in the set E (s). Using this high SNR approxi-
1We note that other decoding algorithms such as SLVA [98] and improved SLVA [99] can also be applied.
2The state transitions in the joint trellis can also be represented with respect to the systematic bit at the
output of the convolutional encoder.
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Figure 6.1: Block diagram with joint representation of convolutional codes and a 2-tap ISI
channel.
Figure 6.2: (a) State representation of 2-tap ISI channel. (b) Joint trellis state representation
of a 2-tap ISI channel and a (5/7)octal convolutional encoder.
mation, a joint decoding rule at the relay can be written as
(
x
(JD)
1 ,x
(JD)
2
)
= arg min
(s˜1,s˜2)
∥∥∥yR− (√P1(h1 ? x˜1)+√P2(h2 ? x˜2))∥∥∥2, (6.4)
where x
(JD)
1 and x
(JD)
2 are the decisions made by the relay corresponding to the first and
the second messages respectively, and the minimization is performed over the codebooks
of both the messages. As in the case of channels with no ISI, the JCD/PNCD offers a
sub-optimal solution; however, our numerical investigations show that it provides a very
good performance comparable to the list decoding solution3. Once the two codewords are
3The error rate performance with LD scheme (which is an approximate implementation of the optimal
decoding strategy) is similar to the JCD/PNCD scheme.
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decoded, the equivalent network coded sequence at the relay can be obtained by
s(JD) = s
(JD)
1 ⊕ s(JD)2 .
6.3.2 Reduced Complexity Linear Detection
The trellis based decoding algorithm discussed earlier provides a near-optimal performance
but the complexity of the JCD/PNCD increases exponentially with the number of the chan-
nel taps. Even though we can resort to other lower complexity suboptimal trellis based
schemes (such as the M-algorithm), it is essential to develop other low-complexity detec-
tion algorithms to provide a good trade-off between complexity and performance. Hence,
we consider a minimum mean squared error based linear detector followed by a PNC de-
coder at the relay instead of a joint detector/decoder. The MMSE equalizer generates soft
information corresponding to the linear sum of the symbols transmitted by the two users,
and passes it to the decoder (which in our case is a Viterbi decoder). Before we proceed,
we define the following terms
yn = [y(n−K2) y(n−K2+1) · · ·y(n+K1)]T ,
xi,n = [xi(n−K2−LR+1) · · ·xi(n+K1)]T ,
zn = [z(n−K2) z(n−K2+1) · · ·z(n+K1)]T ,
where, xi,n represents the sequence of transmitted symbols from i
th user, yn is the sequence
of observations at the relay and zn corresponds to a sequence of complex Gaussian noise, K1
and K2 are the lengths of the noncausal and causal part of the estimator filter respectively,
and KR = K1+K2+1 is the overall filter length observed at the relay. The objective of the
detector is to evaluate an estimate, xˆ(n), of x(n) =
√
P1x1(n)+
√
P2x2(n) using the channel
output that can be equivalently be written as
yn =
√
P1H1x1,n+
√
P2H2x2,n+ zn, (6.5)
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where the channel convolution matrix, with a dimension of KR×(KR+LR−1), correspond-
ing to the ith link can be represented as
Hi =


hi(LR−1) hi(LR−2) · · · hi(0) · · · 0
0 hi(LR−1) · · · 0 · · · 0
...
. . .
. . .
...
0 · · · 0 hi(LR−1) · · · hi(0)


, (6.6)
The estimate of the signal x(n) can be formed as
xˆ(n) = cHn yn, (6.7)
where cn = [cn(−K2) cn(−K2+ 1) . . .cn(0) . . .cn(K1)]T and xˆ(n) =
√
P1xˆ1(n)+
√
P2xˆ2(n).
In order to compute optimal equalizer coefficients, the function that is to be minimized with
respect to cn is
e(n) = E
[|cHn yn− x(n)|2] .
After some straightforward computations, it can be shown that
cn =Cov(yn,yn)
−1Cov(yn,x(n)),
where
Cov(yn,yn) = P1H1H
H
1 +P2H2H
H
2 +σ
2IN ,
Cov(yn,x(n)) = P1s1+P2s2,
with si = Hi[01×(K2+LR−1) 1 01×K1 ]
T .
In order to derive a soft-output detector, we can compute the statistics µx(n) and
σ2x (n), which are, respectively, the mean and the variance of the estimated value, xˆ(n).
Since the transmitted symbols at each node are BPSK modulated, the estimated symbol
will resemble a 4-level pulse amplitude modulation scheme. Hence, the mean of xˆ(n) is
computed as
µx(n) = E [xˆ(n)|x(n) = x] ,
= cHn
(√
P1x1s1+
√
P2x2s2
)
. (6.8)
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The variance σ2x (n) of xˆ(n) can be computed as
σ2x (n) = E
[
(cHn yn−µx(n))2|x(n) = x
]
,
= cHn E [yn,yn|x(n) = x]cn−|(µx(n))|2. (6.9)
After further algebra, we obtain
E [yn,yn|x(n) = x] = Cov(yn,yn)+
√
P1P2x1x2
(
s1s
H
2 + s2s
H
1
)
,
|µx(n)|2 = cHn
(
P1s1s
H
1 +P2s2s
H
2 +
√
P1P2x1x2
(
s1s
H
2 + s2s
H
1
))
cn, (6.10)
from which we can find
σ2x (n) = c
H
n
(
Cov(yn,yn)−P1s1sH1 −P2s2sH2
)
cn. (6.11)
To compute the likelihood (log-domain) of each symbol corresponding to the nth
estimate, we have to evaluate the PDF of P(xˆ(n)|x(n)) using the mean and the variance
computed in (6.8) and (6.11), respectively. Using a Gaussian approximation for the PDF,
we can compute the likelihood as follows
Lx(n) =
∣∣∣xˆ(n)−µx(n)∣∣∣2
2σ2x (n)
, (6.12)
where Lx(n) = log(P(xˆ(n)|x(n) = x)), with x ∈ {±(
√
P1±
√
P2)}. The soft information is
then passed to a Viterbi decoder, where for each state transition, the metric corresponding
to the nth symbol is evaluated as
M
(n)
s,s′ = Lxs(n)+Lxp(n), (6.13)
where xs =
√
P1(2i1− 1)+
√
P2(2i2− 1) and xp =
√
P1(2p1− 1)+
√
P2(2p2− 1) are the
systematic and parity symbols corresponding to the transition from state s to state s′ of the
extended trellis.
The performance of the system can further be improved by incorporating an it-
erative detection-decoding scheme, i.e., turbo equalization [107], where the information
between the MMSE equalizer and the Viterbi decoder are exchanged in an iterative man-
ner.
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6.4 Numerical Examples
We now provide some results obtained through computer simulations for various decoding
schemes discussed earlier. In our analysis, we assume that the code-rates at each of the
nodes are the same R = 1/2, and the codeword lengths are N = 256. In the case of list
decoding, the PLVA with a list size of L = 50 is utilized. We provide an example of 3-tap
ISI channels between the sources and the relay with real coefficients fixed for the entire
duration of transmission, i.e.,
h1(n) = δ (n)+0.5δ (n−1)+0.1δ (n−2),
h2(n) = δ (n)+0.3δ (n−1)+0.2δ (n−2). (6.14)
Fig. 6.3 shows the performance of the different decoding schemes for the case
when both of the users employ the same convolutional codes (5/7)octal , where the SNR
is defined as (P1+P2)/σ
2. By VD, we refer to the JCD/PNCD scheme implemented us-
ing a Viterbi decoder. We observe that the performance of the JCD/PNCD scheme closely
matches the list decoding scheme, thereby implying its near-optimal performance (when
the full trellis is considered). Results are also shown for lower complexity schemes imple-
mented using the M-algorithm where only the best M states at any trellis decoding stage
are retained. Fig. 6.4 shows the performance when the users allocate different power levels
to the transmitted messages and employ different codes at each of the users ((5/7)octal and
(7/5)octal , respectively). Table 6.1 shows the comparison of the SNRs required with the list
decoding and the JCD/PNCD schemes for different scenarios to achieve a bit error rate of
10−2.
Figs. 6.3 and 6.4 show the performance of the MMSE detection scheme also.
In our simulations we assume that K1 = 9 and K2 = 5 and consider only one iteration
between the MMSE detector and the PNC decoder (i.e., no turbo equalization). The results
show that there is a considerable loss in the performance with the implementation of the
MMSE scheme compared to the full-state Viterbi decoding. Table 6.1 further illustrates the
performance comparison of the MMSE schemes with the other decoding strategies.
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Figure 6.3: Simulation results with identical convolutional codes at the two source nodes
over the 3-tap ISI channel example with P1 = 1 and P2 = 1.
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Figure 6.4: Simulation results with different convolutional codes at the two source nodes
over the 3-tap ISI channel example with P1 = 1 and P2 = 0.5.
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Table 6.1: SNR required for BER of 10−2 using different detection/decoding schemes.
Decoding scheme Fig. 6.3 Fig. 6.4 Fig. 6.5
LD - full states 6.615 dB 7.23 dB 5.98 dB
VD - full states 6.43 dB 7.251 dB 5.993 dB
LD - 64 states 6.45 dB 7.23 dB 6.02 dB
VD - 64 states 6.601 dB 7.251 dB 6.03 dB
LD - 16 states 6.585 dB 7.278 dB 6.04 dB
VD - 16 states 6.605 dB 7.291 dB 6.045 dB
LD - 4 states 11.361 dB 8.484 7.14 dB
VD - 4 states 11.362 dB 8.485 7.142 dB
MMSE scheme 7.345 dB 8.31 dB 6.224 dB
Next, we proceed with another example with complex channel coefficients given
by
h1(n) = (0.114+0.994i)δ (n)+(0.023+0.043i)δ (n−1)+(0.019+0.006i)δ (n−2),
h2(n) = (−0.667+0.745i)δ (n)+(0.12+0.156i)δ (n−1)+(0.028−0.006i)δ (n−2).
Fig. 6.5 shows the performance of different decoding schemes over these 3-tap channels.
We observe a similar behavior with the JCD/PNCD scheme performing close to the list de-
coding scheme (with the full trellis). Here, both users employ the same codes and transmit
the messages using same power (P1 = P2 = 1). In the case of the MMSE detection scheme,
to achieve a BER of 10−2, and additional SNR of 0.244 dB is required compared to the
near-optimal JCD/PNCD scheme. Performance with lower complexity schemes using the
M-algorithm are also shown in the figure, and the SNRs needed for an error rate of 10−2
are listed in Table 6.1.
We now study a two-way relay channel example suitable for an underwater acous-
tic communication channel. The multipath spread for these channels can be in the order of
tens of ms or more leading to large number of channel taps [105]. As a specific example,
we consider channel example estimated from data recorded in a recent underwater acous-
tic communication experiment, namely, mobile acoustic communications experiment 2010
(MACE 2010) [110]. Each user transmits its corresponding symbols over a bandwidth of 5
kHz with a carrier frequency of 12.5 kHz. We choose two channels picked from different
transmitter/receiver pairs and utilize them as the channels for the two sources communicat-
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Figure 6.5: Simulation results over 3-tap complex ISI channels with P1 = 1 and P2 = 1.
ing with the relay in our example. The delay spreads across the two source-relay links are
6.7 ms and 7.1 ms, respectively. We assume that the symbol duration for both transmissions
are 0.5 ms, that results in the discrete channel model with 12 channel taps as shown in Figs.
6.6 and 6.7. The performance of the system over these channels with PNC for different
MMSE filter lengths KR is shown in Fig. 6.8 (assuming same codes are employed at both
the users). We observe that the performance of the system improves as the length of the
filter increases. For instance, a performance gain of about 4 dB by incorporating an MMSE
detector with filter length KR = 15 (K1 = 9,K2 = 5) as opposed to KR = 9 (K1 = 5,K2 = 3)
for a BER of 10−2 is possible. We also show the results withKR = 11 (K1 = 5,K2 = 5) in the
same figure. The implementation of the JCD/PNCD scheme becomes infeasible for such
channels (due to the large number of channel taps) as the number of trellis states involved
are very large, and therefore, the results using this scheme are not included.
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Figure 6.6: Channel response over source 1 − relay link.
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Figure 6.7: Channel response over source 2 − relay link.
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Figure 6.8: Performance of MMSE detector using different filter lengths with P1 = 1 and
P2 = 1 over the 12-tap ISI channels (example taken from the MACE 2010).
6.5 Chapter Summary
In this chapter, we have considered a two-way relay channel with inter-symbol interference
with different decoding strategies at the relay. We started our discussion with an optimal
decoding strategy aiming at minimizing the error rates at the relay, which can be approxi-
mately implemented using a list decoding algorithm. We showed using numerical examples
that a joint channel detector/physical layer network coded sequence decoder performs very
similarly and can instead be employed. We also provided results with suboptimal schemes
that involve reduced number of trellis states by incorporatingM-algorithm based decoding.
We further investigated a low complexity channel detector, where a linear MMSE equalizer
generates soft information corresponding to the superimposed symbols and passes it to the
PNC decoder. The simulation results are provided showing the bit error rate performances
of the different schemes.
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Chapter 7
SUMMARY AND CONCLUSIONS
The primary objective of this work is development of practical coding schemes for multi-
user communication applications, particularly over wireless channels. We studied two
classes of multi-user communication systems, broadcast channels and relay channels. For
the latter, we focused on the two-way relay channel model and investigated a recently pro-
posed concept called physical-layer network coding.
As the first completed novel contribution, we considered an unequal error protec-
tion scheme obtained by superposition of two BPSK signals with different power alloca-
tions, for which two different decoding schemes were studied, namely, the ML decoding
and the IC decoding. We evaluated analytical approximations of the word-error rate based
on a union bound for these decoding strategies over Gaussian channels with and without
fading. The approach provided is an effective tool for system design, providing insights on
the effectiveness of different superposition codes and different decoding strategies.
As a second thrust, we considered two user broadcast channels with binary inputs.
We derived the conditions for a general binary broadcast channel to be degraded, and then
provided a strategy to design a capacity-achieving encoding scheme for a general DBBC.
We showed that the optimal coding scheme that operates on the boundary of the capacity
region can be implemented using simple logical operators such as XOR, OR and AND.
We extended our study to the case of binary input continuous output degraded broadcast
channels as well, where based on the similar arguments as for the discrete case, it was
shown that the optimal encoding scheme is achieved by a logical XOR operation. Finally,
we provided a practical coding scheme and showed that with proper code design, one can
perform close to the achievable rates. The design scheme incorporated non-linear mappers
with a desired distribution of ones in the superimposed codewords.
In the last part of the thesis, we studied the several decoding strategies at the relay
for a two-way relay channel. Particularly, we considered a two phase transmission scheme
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using an approach called physical-layer network coding. We started with the case where the
channel is AWGN only, for which we proposed a way of approximately implementing the
optimal decoding strategy using a list decoding algorithm. We then showed using several
examples that a joint decoding scheme that offers lower complexity has a similar perfor-
mance as the LD scheme in terms of the bit error rate of the network coded sequence. We
also provided an approximate analytical tool to evaluate an upper bound on the word error
rate using the union bound based on the JD scheme. We further provided numerical results
that showed that the analytical approximations and the simulation results are in excellent
agreement. Finally, we extended our work to the case where the channel exhibits intersym-
bol interference, for which we showed that a joint detector/physical layer network coded
sequence decoder has a performance similar to the list decoding scheme that approximates
the optimal decoding strategy. We also investigated a reduced complexity channel detector
using a linear MMSE baed scheme, that produces soft information corresponding to the
sequence of superimposed symbols and passes it to a PNC decoder for further processing.
As a possible extension of the work developed here, we cite several different di-
rections. In broadcast channels, for the channel conditions where hard decision based in-
terference cancellation scheme does not perform well as compared to the ML scheme, a
different decoding strategy can be developed. One possible decoding strategy could be
based on soft iterative interference cancellation. In the case of turbo codes, the receiver
may jointly decode the codewords corresponding to the two users by iteratively exchanging
soft information after everyM turbo decoding iterations at each decoder.
In the case of binary broadcast channels, a possible direction of future work is on
the design of non-linear mappers. We have observed that even though, using trivial map-
pers, good codes can be designed, a properly constructed non-linear mapper would allow
further improvements in the information rates that can be achieved over a degraded binary
broadcast channel. One possible method could be by using mappers with memory that in-
corporate a trellis structure. As shown in Chapter 4, the use of non-linear mappers with
longer lengths allow us to operate at a higher transmission rate, hence trellis based schemes
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may allow us construct such effectively long non-linear mappers that can be decoded effi-
ciently.
Another possible extension could be in the area of two-way relay channels, where
design of capacity approaching codes, such as the LDPC codes, with physical-layer net-
work coding can be investigated. It is still unknown whether the codes that are designed
to perform within the convergence threshold over an AWGN channel, would exhibit sim-
ilar performance when operated over two-way relay channels with physical-layer network
coding. In the case of the system where the relay employs the JD scheme, we believe that
specific codes can be designed for this strategy that may provide improved performance
based on the premise that such codes would exploit the correlation between the superim-
posed coded messages. Design of such codes would be extremely beneficial in systems that
demand high data rates with low BER requirements.
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