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ABSTRACT
In this Thesis, we investigate various aspects of integrable one-dimensional
systems out-of-equilibrium. In particular, we focus on both transient and
asymptotic behavior of some paradigmatic models, such as Luttinger liq-
uids, spin-orbit coupled systems and fermionic chains in the presence of a
staggered potential, after a so called quantum quench. The latter is a sim-
ple but effective way to drive a system far from equilibrium and consists
in varying in time one of its parameters. First, we investigate the time evo-
lution towards the asymptotic state characterizing a Luttinger liquid after
a sudden interaction quench. We demonstrate that the quench-induced en-
tanglement results in a universal time-decay ∝ t−2 in both the spectral and
the transport properties of the system. In particular, concerning the latter,
we focus on charge and energy currents injected into the Luttinger liquid
from an external non-invasive probe. We then investigate the time-evolution
of the local particle density of a Luttinger liquid with open boundary con-
ditions after an interaction quench with finite duration. We show that the
post-quench dynamics is strongly affected by the interference between two
light-cone perturbations arising after both the turning on and turning off of
the quench ramp. Finally, we consider quench mechanisms which open a
gap in the spectrum of prototypical one-dimensional free fermionic systems,
namely a spin-orbit coupled model and a fermionic chain in the presence of
a staggered potential. We observe a non-monotonic response in the steady-
state value of some characteristic observables as a function of the strength
of the quench. By investigating the full dynamical evolution of the associ-
ated correlation functions, we explain this behavior in terms of a freezing
of the light-cone, which conveys the information through the system, for
large quenches. Since the very same phenomenon occurs after an interac-
tion quench in chains of spinless fermions, we argue that our results also
apply to more general systems and quench protocols.
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INTRODUCT ION
The study of non-equilibrium quantum systems is a challenging and long-
standing problem in various fields of physics. The importance of such a
field clearly emerges when one considers the most obvious definition of
non-equilibrium, i.e. the absence of thermodynamic equilibrium. The latter
is characterized by the following conditions [1–6]
• a system in thermodynamic equilibrium can be completely described
by sets of extensive and intensive variables, which enter in the state
equation of the system and do not change in time if the external con-
ditions remain the same;
• if a system in thermodynamic equilibrium is isolated from its environ-
ment, all its variables remain unchanged.
Even daily experience suggests that these requirements are extremely re-
strictive and, therefore, non-equilibrium is the rule rather than the excep-
tion. Non-equilibrium quantum phenomena are ubiquitous in many diverse
fields of physics, ranging from cosmology [7–10] to biology [11, 12], parti-
cle physics [8, 13, 14] and condensed matter [15–18]. Concerning the latter,
which will be the focus of the present Thesis, they are at the heart of many
solid state devices of great technological importance, such as transistors and
lasers [19–21]. Moreover, a better understanding of the non-equilibrium be-
havior of quantum many-particle systems would be of great importance for
the realization of new coherent quantum technologies, such as quantum
computers [22].
From the theoretical point of view, dealing with non-equilibrium systems
is, in general, quite a complex task. Indeed, both classical and quantum sys-
tems in thermal equilibrium are completely characterized by their thermal
density operator Z−1e−βHˆ, describing the particle distribution in phase or
Hilbert space and from which it is possible to evaluate all physical observ-
ables [2, 5, 6, 23, 24]. Unfortunately, in a non-equilibrium situation an analo-
gous of this general and powerful approach does not still exist. As a conse-
quence, there are very few tools allowing to deal with non-equilibrium sys-
tems on general basis, such as mean field theory or renormalization group
in equilibrium, and many concepts of Statistical Mechanics we are used to,
such as universality and scaling, must be re-examined case by case.
Nevertheless, the reward for studying non-equilibrium systems surely
overcomes the increased difficulties and motivates both theoretical and ex-
perimental research in this field: Indeed, by accessing the out-of-equilibrium
dynamics of a quantum system it is possible to obtain many more informa-
tion about its internal structures than looking at its equilibrium properties.
This is at the basis, for instance, of the ultrafast spectroscopy technique [25].
Moreover, the phase diagram of non-equilibrium systems is much richer
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than the equilibrium one and allows to realize completely new states of mat-
ter which cannot exist in equilibrium, such as time crystals [26–31].
Two are the most common and distinct ways for driving a general system
out of equilibrium: by a static external drive, such as a voltage bias or a
thermal gradients, or by rapidly changing in time one of the parameters of
the system. While the former has been extensively investigated in solid state
devices, the quantum dynamics arising from the latter procedure, which is
known in recent literature as quantum quench [32, 33], can hardly be stud-
ied in condensed matter systems. Indeed, the decoherence induced by the
unavoidable coupling with the external environment present in any solid
state device would destroy the unitary quantum evolution of the system
after a very short time interval. However, the extraordinary experimental
advances in engineering, manipulating and probing cold atomic gases we
have been witnessing in the last ten years dramatically renew the interest
towards this class of non-equilibrium protocols [34–46]. Indeed, they allow
to simulate many condensed matter toy models with a very high degree of
fidelity and to tune in a very simple way the parameters of these models,
even in a time-dependent fashion. However, the great advantage of study-
ing non-equilibrium phenomena with cold atoms is that they are almost
perfectly isolated from the external environment and they thus essentially
behave as closed systems on very large time scales. This makes it possible
to experimentally realize quantum quenches and to explore their ensuing
quantum dynamics.This fact has triggered much theoretical and experimen-
tal research on the issue of thermalization of an isolated quantum system
driven out of equilibrium [16, 17, 45, 47], namely if, how and with which
time scale an out-of-equilibrium system relaxes to a thermal equilibrium
state. While in classical mechanics this process is well understood in terms
of energy and momentum redistribution due to inter-particle collisions and
concepts like ergodicity, chaos and typicality apply [2, 5, 6], the situation in
quantum systems is far more subtle. Indeed, the unitary time evolution set
by the Schrödinger equation seems to prevent full thermalization. This ap-
parent paradox was already addressed by von Neumann [16, 48, 49], who
in is his seminal paper of 1929 developed the intuition of focusing on observ-
ables rather than on the state of the system itself. This concept lies at the
heart of the Eigenstate Thermalization Hypothesis (ETH) – proposed inde-
pendently in the 90’s by Srednicki and Deutsch [50, 51] – which is so far the
most comprehensive theoretical tool to explain why generic isolated quan-
tum systems can be correctly described in terms of standard equilibrium
Statistical Mechanics [16].
Concerning the issue of thermalization, integrable quantum systems are of
particular interest. Albeit the definition of integrability in Quantum Mechan-
ics is far from being clear [52], as their classical counterparts quantum inte-
grable systems possess an extensive amount of conserved quantities which
strongly constrain the time-evolution in a non-equilibrium regime and lead
to the breakdown of thermalization [47, 53, 54]. Although a thermal state
cannot be reached, ten years ago Rigol and coworkers [54] have shown that
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also these systems relax to a steady state after been perturbed away from
equilibrium. The latter can successfully be described within a generalized
thermal ensemble, the so called Generalized Gibbs Ensemble (GGE), which
takes into account the presence of the system conserved quantities [47, 53,
54]. The intense theoretical efforts in understanding the behavior of these
peculiar systems allowed Cramer et al. to formulate the Local Relaxation
Conjecture (LRC) [55, 56], which complement the ETH and apply for generic
quantum systems, integrable or not. Essentially, it states that, although an
isolated quantum system cannot thermalize as whole due to the unitarity of
its evolution, it behaves as a bath for any of its finite subsystems which, in
the long-time limit, relax to a state characterized by the maximum entropy
compatible with the constants of motion of the system [16–18, 55–59]. The
approach to this state is conveyed by the spreading of information through
the system, which occurs in a peculiar light cone (LC) fashion [32, 60] in
complete analogy with relativistic quantum field theories.
The scope of the present Thesis is to study how the properties of some
paradigmatic one-dimensional (1D) quantum many-body systems are af-
fected by an out-of-equilibrium situation and, conversely, how trails of the
intrinsic relaxation process leading to local equilibration emerge in physical
observables.
In Chapter 1 we introduce the main properties and experimental evi-
dences of out-of-equilibrium isolated quantum systems, starting with an
overview on quantum quenches and on the issues that immediately raise up
when speaking about thermalization in such systems. We then briefly out-
line the ETH before focusing on the main topics of the Thesis, i.e. integrable
quantum systems. After reviewing the seminal experiment of Kinoshita et
al. [39], which paved the way to the research in this field, we introduced in
some details the LRC and GGE.
In Chapter 2 we introduce the Luttinger liquid (LL) model and the bosoniza-
tion technique, which are powerful tools to deal with interacting 1D quan-
tum systems both in and out-of equilibrium. LLs exhibit many peculiar
properties, such as power-law correlations, spin-charge separation and frac-
tionalization phenomena [61–63]. The scope of this Chapter is to investigate
how these properties are modified in an out-of-equilibrium environment, fo-
cusing in particular on the spectral and transport ones after a quench of the
inter-particle interaction. We show that the entanglement generated by the
quench induces a universal power-law behavior in all these quantities. Al-
though the time-evolution of the non-equilibirum spectral function (NESF)
is controlled by a competition between this universal decay and more con-
ventional LL power laws, we show that the former dominates the decay to
the steady-state value of tunneling charge and energy currents between the
LL and an external non-invasive probe.
In Chapter 3 we focus on the effects of an interaction quench with finite du-
ration in a finite-size system. In particular, we investigate how the interplay
between these two finite scales affects the dynamics of the particle density of
a LL with open boundary conditions (OBC). We show that both the turning
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on and the turning off of the quench ramp create a pair of LC perturbations
which arise from the boundaries and travel ballistically through the system.
The post-quench dynamics of the latter is thus strongly affected by the in-
terference between these two LC perturbations. In spite of the finite size of
the system, which implies that no true steady state can be reached, we show
that for slow quenches the post-quench particle density oscillates in time
around the result obtained with a GGE approach. The discrepancy among
them decreases as the quench duration is increased with a non-monotonic
behavior, with local minima and maxima emerging as a consequence of LCs
interference.
In Chapter 4 we leave the LL model and explore the physics of systems
which get (partially-)gapped after changing a parameter of their Hamilto-
nian. In the first part we study the quench of a magnetic field in a spin-orbit
coupled (SOC) system, while in the second one we consider a chain of spin-
less fermions in which the gap is opened either by the quench of a staggered
potential or by switching on inter-particle interactions. In order to character-
ize the response of the non-interacting models to the quench, we investigate
their steady state “magnetization”. The latter exhibits a quite surprising
non-monotonic behavior as a function of the strength of the quench param-
eter which can be explained by looking at the dynamics of their associated
correlation functions. Indeed, the latter display a competition between a
propagation and a freezing regime of the LC-like spreading of information
which dramatically affects the steady-state properties of the systems. The
very same behavior occurs also after the switching-on of interactions in the
fermionic chain and, thus, we argue that it represents a general feature of
gap opening quenches.
1 NON-EQU I L IBR IUM DYNAM ICS OFISOLATED QUANTUM SYSTEMS
In this Chapter we will discuss some general properties of isolated quan-
tum many-body systems out-of-equilibrium. After a brief introduction on
the issue of equilibration, we will describe in details one of the possible
method to drive an isolated system far from equilibrium and to study its
ensuing coherent dynamics, the so called quantum quench protocol [32, 33].
Here, one or more parameters of the Hamiltonian describing an isolated
system are varied over a finite interval of time and, then, the system is
allowed to evolve freely. This procedure can be easily performed experi-
mentally in cold atomic setups [34–36]. The most natural question one may
ask is whether, after this perturbation, the isolated system approaches a
steady state and, if so, how this state can be characterized. Then, motivated
by recent experiments in cold atomic systems, we will focus on integrable
quantum systems. Due to the presence of an extensive number of conserved
quantities, they exhibit peculiar properties with respect to the equilibration
after a quench, in strong analogy with their classical counterparts. For a
more detailed treatment the reader is referred to one of the many excellent
reviews existing in the literature [16–18, 40, 43, 45, 47].
In this Chapter and in the following ones we set h¯ = 1, with h¯ the (reduced)
Planck’s constant, unless otherwise specified.
1.1 out-of-equilibrium isolated quantum systems
Historically, the main focus of many-body quantum theory has been on
describing equilibrium properties of nuclear and condensed matter mod-
els [23, 24, 64]. This is essentially due to the fact that a system in thermal
equilibrium can be completely characterized in terms of its density opera-
tor ρˆ = Zˆe−βHˆ, from which all of its physical observables can be computed.
This makes it possible to develop some extremely powerful and general the-
oretical tools, such as renormalization group and mean field approach, and
concepts, such as scaling and universalities, which apply to almost all pos-
sible equilibrium systems and allow to treat them on a very general and
common ground [1, 23, 24, 64].
However, our daily experience suggests that equilibrium is the exception
rather than the rule. Indeed, non-equilibrium phenomena are ubiquitous
in almost every field of both classical and quantum physics, ranging over
very different energy, time and length scales. To cite just few examples, we
recall the formation of particles during the reheating following inflation in
the early Universe [7, 9, 10], the quark-gluon plasma, characterized by a very
short equilibration time, formed in heavy-ion collisions [8, 14], the physics
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of ultra-fast spectroscopy in correlated materials [13, 65] and nuclear spins
in diamond [66]. So, why in past most of the theoretical research has been
focused towards equilibrium systems and so few attention has been devoted
to the non-equilibrium realm? The answer is, indeed, rather simple: dealing
with systems far from equilibrium is an extremely hard and complex task,
since no general approach has been developed so far and the investigation
on these systems must be carried out case by case. Moreover, up to ten years
ago the investigation of pure quantum non-equilibrium dynamics was far
beyond experimental reach.
The study of how isolated quantum systems behave when they are driven
far from equilibrium traces back to the early days of Quantum Mechanics [48,
49]. In the 60’s some pioneering works by Niemeijer [67], Mazur [68], and
Barouch and coworkers [69–71] began to explore the properties of some theo-
retical toy models out of equilibrium, such as the XY model and spin chains.
However, due to the impossibility to realize isolated quantum systems in
conventional experimental setup, their research remained on a pure aca-
demic level. In the last decade things have dramatically changed thanks,
in particular, to recent advances in realizing, manipulating and probing cold
atomic systems [35, 40, 43, 72]. They have provided a new platform to in-
vestigate in real time the coherent dynamics of (nearly-)isolated many-body
quantum systems and, as a natural consequence, have also given new impe-
tus to the theoretical research in this field.
The understanding of out-of-equilibrium behavior of quantum systems is
of great importance, first of all, from a fundamental point of view. Indeed,
as we have said above, all the tools that have proved to be very effective in
describing equilibrium physics, such as mean field theory, renormalization
group and concepts like universality and scaling, have (yet) no counterparts
in the non-equilibrium regime. Thus, due to the complexity of the prob-
lem, it is important to focus on out-of-equilibrium properties of simple and
solvable models in order to detect possible evidences of general features un-
derlying the dynamics of non-equilibrium quantum systems. Furthermore,
due to the presence of non-equilibrium processes in almost every realms of
Nature, a better understanding of their general features would shed new
light on some fundamental problems in many diverse areas of Physics. This
would be of great importance also from the technological point of view, since
the development of new coherent quantum technologies requires, of neces-
sity, the ability to coherently manipulate quantum systems in time. Last
but not least, non-equilibrium regimes allow to realize new exotic phases
of matters, which would be unstable in equilibrium and which exhibit new
intriguing properties [26–31]
At the vary basis of every non-equilibrium situation is the issue of equi-
libration in the absence of an external bath. In particular, when an isolated
many-body quantum system is driven far from equilibrium, two main ques-
tions naturally arise:
• does the system approach a steady state in the long-time limit?
• if so, how can the asymptotic state be described?
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The answers to both questions are highly non-trivial and have triggered
lots of theoretical work. In the classical case, the relaxation from out-of-
equilibrium to equilibrium can be explained in terms of collisions between
the particles of a system, which allow for energy and momentum redistri-
bution through the system itself. In more mathematical treatments, the clas-
sical equilibration problem is well understood in terms of the properties of
flows in phase space and concepts like ergodicity, chaos and mixing [2, 5,
6]. On the other hand, the situation in the quantum realm is far from be-
ing clear. Indeed, as we will see in more details in the following, at first
glance the relaxation of an out-of-equilibrium isolated quantum system to
a steady state seems to be in contradiction with the unitary time evolution
set by the Schrödinger equation [16, 73]. Nevertheless, in 1929 von Neu-
mann [48, 49] realized that this fact does not preclude the possibility that
some observables of the system relax to a stationary value, as both physical
intuition and experimental results suggest [42, 46, 59, 74, 75]. As we will
see in the following, this shift of focus from the system state/density ma-
trix to its observables turned out to be a key point in the understanding of
equilibration properties of isolated quantum systems.
1.2 quantum quenches and equilibration in iso-lated quantum systems
In order to inspect in more detail the out-of-equilibrium behavior of iso-
lated quantum systems will we now introduce the concept of a quantum
quench [15–18, 32, 45, 47], which represents a very simple but effective way
to drive a quantum system far from equilibrium and to study its subsequent
dynamics. In recent years this procedure has gained greater attention since
it can easily be implemented in cold atomic setups [37, 39, 40, 43, 44]. In a
quantum quench setup we consider a system described by a local Hamilto-
nian Hˆ(h) = ∑j Hˆj(h), with Hˆj(h) acting non-trivially only on a finite portion
of the system. Here, h is a parameter of the system describing, for instance,
an external field, a coupling constant of the model, or the strength of inter-
particle interaction. For t < 0 the system is prepared in an equilibrium state
with h = h0 and associated density matrix ρˆ0, which in most cases coincides
with the ground state of the initial Hamiltonian Hˆ(h0). At t = 0 we start
to change in time the parameter value from h0 to the final value h over a
time window of width τ and over the whole system. The entire quenching
procedure is schematically shown in Fig 1.1. In particular, if τ = 0 and the
parameter is varied instantaneously, the quench is said sudden, otherwise we
refer to it as a smooth quench. In this introductory Chapter we will focus
on the simplest sudden quench case only, although similar considerations
hold also for the more general one (see, for instance, Chap. 3). Moreover, we
will consider a system in the zero-temperature limit. So, let us denote with
|Ψ0〉 the ground state of Hˆ(h0) and with ρˆ0 = |Ψ0〉〈Ψ0| its associated density
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initial state quench unitary dynamics steady state?
Figure 1.1: Sketch of a quantum quench protocol. At first, the system is prepared
in an initial state, usually the ground state of the initial Hamiltonian.
Then, at t = 0, the quench begins and lasts until t = τ, bringing the
system far from equilibrium. Finally, for t > τ the system is left to
evolve unitarily and may reach a steady state for longer times. Figure
adapted from Ref. [40].
matrix. After the quench the time evolution of |Ψ0〉 is determined by the
unitary time evolution operator Uˆ(t) = e−iHˆ(h)t [73, 76],
|Ψ(t)〉 ≡ e−iHˆ(h)t|Ψ0〉 =∑
n
cne−iEnt|n〉, (1.1)
with Hˆ(h)|n〉 = En|n〉 the eigenvalue equation of the post-quench regime
and cn = 〈n|Ψ0〉. In the realistic case in which |Ψ0〉 is not an eigenstate of
the final Hamiltonian Hˆ(h), the procedure described so far is the starting
point of a non-equilibrium dynamics.
At this stage, if we try to answer the question “does the system approach
a steady state?” we get stuck into an apparent paradox. Indeed, an anal-
ogy with classical Statistical Mechanics suggests that every isolated interact-
ing system, after being perturbed from an initial equilibrium configuration,
should relax toward a new equilibrium state which can be described by a
standard thermodynamic ensemble1, i.e. one should expected the system to
thermalize. Here, in the long-time limit, the extra energy and momentum
injected into to system by the external perturbation are re-distributed ho-
mogeneously among all the particles of the system thanks to inter-particle
collisions [2, 5, 6]. The thermalization process in the classical case can be un-
derstood even better if one looks at what happens in phase space, by means
of the concept of typicality. From the thermodynamic point of view, the lat-
ter can be conveniently divided into many regions, each of which containing
all the points of the phase space (i.e. the microstates) associated to a given
macrostate. The latter is characterized by the values of a certain “complete”
set of thermodynamic observables of the system (for example, volume, pres-
sure and temperature in the case of a gas of classical particles). Among all
the thermodynamic partitions, the one associated with the thermal equilib-
rium macrostate, which can be described by standard thermodynamic en-
semble, is incredibly larger than any other. Therefore, if a system begins its
evolution in one of the small non-equilibrium regions of the phase space (i.e.
it has been previously driven out of equilibrium), due to the large discrep-
ancy between volumes of non-equilibrium and equilibrium regions, as time
1 Obviously, for an isolated system, the microcanonical ensemble is the most natural choice
although, in the thermodynamic limit, one can also equivalently chose either the canonical
or the grand canonical ones.
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proceeds it will almost certainly enter the thermal equilibrium region of the
phase space, where it will spend most of the subsequent time. Note that,
from this picture the ergodic theorem of classical Statistical Mechanics fol-
lows immediately as a consequence of typicality and should not be invoked
as a postulate. Indeed, if we introduce the long time average of a given
(classical) observable A, evaluated over a trajectory x(t) in phase space,
A ≡ lim
T→∞
∫ T
0
A(x(t))dt (1.2)
and the thermodynamic ensemble average of the same observable
〈A〉ens ≡
∫
Γ
A(x)dµ, (1.3)
with Γ the whole phase space and dµ the appropriate measure (microcanon-
ical, canonical or grand-canonical), the ergodic theorem states that [2, 5, 6,
45]
A = 〈A〉ens. (1.4)
Things in Quantum Mechanics go in a rather different way. To see this, we
start by constructing the quantum version of the microcanonical ensemble.
In many realistic out-of-equilibrium experimental situations the eigenstates
of Hˆ(h) which significantly contribute to the initial state |Ψ0〉 are localized in
a narrow energy shell of width ∆ = [E0 − δ, E0 + δ], centered around the ini-
tial state energy E0 = 〈Ψ0|Hˆ(h)|Ψ0〉. This means that |Ψ0〉 ≈ ∑n|En∈∆ cn|n〉,
where the sum is over the eigenstates with energy En inside the shell ∆. In
these cases a quite natural definition of the microcanonical density matrix of
the systems is [16, 45]
ρˆmc ≡ 1N ∑n|En∈∆
|n〉〈n|, (1.5)
where N is the total number of states inside the energy shell ∆ and {|n〉} are
the eigenstates whose associated eigenvalues are in ∆. If we now try to ex-
tend the implications of the ergodic theorem of classical Statistical Mechanics
introduced in Eq. (1.4) to the quantum realm by considering the long-time
average of the density matrix associated with the pure state of Eq. (1.1), we
obtain
ρˆ ≡ lim
T→∞
1
T
∫ T
0
ρˆ(t) dt =∑
n
|cn|2|n〉〈n| ≡ ρˆD, (1.6)
where ρˆ(t) = e−iHˆ(h)tρˆ0eiHˆ(h)t is the time-evolved initial density matrix and
ρˆD is the density matrix associated with the so called diagonal ensemble [45,
54]. In order to have thermalization in the classical sense, the identity
ρˆmc = ρˆ is expected to hold for almost any initial states |Ψ0〉. However, as one
can immediately notice, the latter is satisfied if and only if |cn|2 = 1/N , ∀n,
which, on the contrary, holds for a very limited subset of initial states only.
On the other hand, the classical picture we described above and in which
thermalization results from the phase-space evolution of the system state to-
wards the large equilibrium region cannot be applied to quantum systems.
6 non-equilibrium dynamics of isolated quantum systems
Indeed, if a system is initially prepared in a pure state, the unitarity of the
time evolution implies that it will remain in a pure state at any subsequent
times, i.e. [ρˆ(t)]2 = ρˆ(t), ∀t. Therefore, during its time evolution, the system
will explore a very limited fraction of all the possible states, i.e. its dynamics
is constrained to a very small region of the Hilbert space, and will never
enter into the region of mixed states, which are usually associated with ther-
mal ensembles.
So, to summarize the situation so far, an isolated quantum system driven
out-of-equilibrium will never reach a steady state as a whole and, generally,
the long-time average of its density matrix never coincides with a thermal
one. Therefore, an isolated quantum system will never thermalize in the
classical sense.
All the statements above are, however, in contrast with many experiments
in which, after an initial perturbation from an equilibrium state, expectation
values of many observables of isolated quantum systems relax at later times
to a stationary value, in agreement with standard thermodynamic predic-
tions, and fluctuate close to the latter for almost all subsequent times [42,
46, 59, 74, 75]. In modern terminology, this kind of behavior is known as
strong thermalization and should be compared with weak thermalization2, in
which long-time averages are involved [16]. As already realized by von Neu-
mann in 1929 [48, 49], this suggests that the key to address the equilibration
problem in Quantum Mechanics requires to shift the focus from the state of
system itself to its physical observables. In the context of isolated quantum
systems he proved what he called quantum ergodic theorem which encodes
the concept of normal typicality and, using the word of Goldstein et al., states
that [16, 77]
for a typical finite family of commuting macroscopic observ-
ables, every initial wave function from a microcanonical energy
shell evolves so that for most times in the long run, the joint prob-
ability distribution of these observables obtained from the uni-
tarily time-evolved wave functions close to their micro-canonical
distribution.
Even though this theorem represents a milestone in the study of thermal-
ization of isolated quantum systems, it leaves many open problems. Indeed,
this theorem does not allow to distinguish between the behavior of non-
integrable and integrable systems which, as we shall see in the following,
exhibit very different properties with respect to thermalization. Moreover,
the typical family of macroscopic observables involved in the theorem does
not generally coincide with the physically relevant observables measured in
experiments. As we will see in Sec. 1.2.1, both these issues can be properly
2 In particular, an observable Oˆ of an isolated system is said to thermalize in the weak sense if
one obtains
O = lim
T→∞
1
T
∫ T
0
〈Oˆ(t)〉 dt = 1
Zmc
Tr
[Oˆρˆmc] . (1.7)
Note that, in the rest of this Thesis, whenever we refer to equilibration/thermalization we
always mean the strong version.
1.2 quantum quenches and equilibration in isolated quantum systems 7
addressed within the ETH, which in short transfers the concept of typicality
from the system states to the eigenstates of its Hamiltonian.
Since from the discussion below Eq. (1.6) it follows that after a perturba-
tion from equilibrium the relaxation towards a thermal state is not guaran-
teed at all, from now on we will distinguish between the concepts of equilibra-
tion and thermalization. In particular, while the latter implies the relaxation
towards a thermal-like state which can be described by standard thermody-
namics ensemble, the former refers to the more general situation in which
a generic, and not necessarily thermal, steady state is reached. Since in
Eq. (1.6) we have seen that in the “ergodic sense” the density matrix of the
system relaxes to the diagonal ensemble, as a first step it is natural to inves-
tigate if and under which assumptions system observables relaxes to their
diagonal ensemble predictions.
In particular, following von Neumann’s point of view, we say that an ob-
servable Oˆ equilibrates to its diagonal ensemble value [see Eq. (1.6)] if for any
ε > 0 there exist a system linear size L, a relaxation time trel and a recurrence
time trec such that the following relation holds for almost every initial state
|Ψ0〉 and times trel < t < trec [17]∣∣〈Oˆ(t)〉 − 〈Oˆ〉D∣∣ < ε, (1.8)
with 〈Oˆ〉D = Tr[OˆρˆD] the diagonal ensemble average and
〈Oˆ(t)〉 = 〈Ψ(t)|Oˆ|Ψ(t)〉 =∑
n
|cn|2Onn︸ ︷︷ ︸
〈Oˆ〉D
+ ∑
n 6=m
c∗mcnOmnei(Em−En)t︸ ︷︷ ︸
δO(t)
, (1.9)
where we have introduced the shorthand notation Onm ≡ 〈n|Oˆ|m〉. Here,
for the sake of simplicity, we assumed that no degeneracies in the spectrum
of the Hamiltonian are present, as one expects for a large but finite system
in the absence of special symmetries. Note that the definition in Eq. (1.8)
takes into account the presence of recurrences due the Poincaré recurrence
theorem (and its quantum version) [78–80], which implies the existence of
a finite recurrence time trec for every finite system (see Appendix A for de-
tails). Note that trec can be made large enough by considering a sufficiently
large system size L. Anyhow, even for moderately small systems with non-
commensurate spectrum, trec is so large that recurrences do not occur during
experimentally accessible times. Note that, if an observable equilibrates in
the strong sense specified above it will remain arbitrarily close to its equili-
bration value 〈Oˆ〉D for almost all subsequent times but this does not prevent
the instantaneous value of 〈Oˆ(t)〉 to exhibit fluctuations for small interval of
times and with exponentially small (in the system size) probability.
Let us now go back to Eq. (1.9). In order to have equilibration to the
diagonal ensemble the time dependent part of 〈Oˆ(t)〉 must vanish in the
long-time limit, i.e. δO(t) → 0 for (trec )t  trel. This requires that all the
terms of the sum interfere destructively with each other. This is not at all a
trivial assumption. Indeed, since energy levels are extensive quantities while
the dimension of the Hilbert space is exponentially large in the system size,
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the eigenstates of Hˆ(h) become more dense – and thus the gaps get smaller
– as the system size is increased [16, 81]. This could lead to an exponentially
long waiting time in order to see the relaxation of 〈Oˆ(t)〉 to its diagonal
ensemble average or, even worse, to non-diagonal contributions to the time
average of 〈Oˆ(t)〉 which would breakdown the equilibration towards the
latter. Since these statements are in contrast with what is usually seen in
experiments [42, 46, 59, 74, 75], in which many observables display a fast
equilibration to 〈Oˆ〉D, a change of perspective is necessary. In particular,
some hypotheses on the structure of the off-diagonal matrix elements Omn
are required. Indeed, we can rewrite δO(t) as
δO(t) =
∫ ∞
−∞
e−iΩtFO(Ω) dΩ, (1.10)
with FO(Ω) = ∑n 6=m c∗mcnOmnδ(ω− En + Em). In the thermodynamic limit3,
if the spectrum of the system is a smooth continuous function and the
weights c∗mcnOmn make FO(Ω) integrable, the Riemann-Lebesgue theorem
guarantees that δO(t) → 0 for t → ∞ [81–83]. This ensures that equilibra-
tion to the diagonal ensemble is achieved in the strong sense and is entirely
due to destructive interference (dephasing) induced by the oscillating factor
e−iΩt. Note that, for finite size systems, FO(Ω) is an infinite sum of Dirac’s
delta and, thus, it is no more an integrable function. This is compatible with
the emergence of a recurrence time trec, although one expects the system to
be almost equilibrated in the usually large time interval trel < t < trec. Unfor-
tunately, the above argument leaves completely outside from the discussion
an estimate of the relaxation time. This is still an open and debated issue
and generally, it strongly depends on the specific observable considered, the
initial pre-quench state and the details of the post-quench Hamiltonian. The
only clue about this very complex problem comes from numerical simula-
tions in lattice systems, which confirm that relaxation times to a steady state
are always not exponentially large [16].
In this Section we have shown that if one focuses on system observables
equilibration can occur, under certain assumptions, also in isolated quantum
systems. However, one of the main points of Statistical Mechanics remains
still unclear: is it possible to characterize the equilibrated state by means of
few macroscopic parameters, such as temperature and particle number as
in standard Thermodynamics? Indeed, Eq. (1.8) establishes the convergence
of the expectation value of a generic observable Oˆ to its diagonal ensem-
ble prediction. The latter is obtained through the diagonal density matrix
ρˆD = ∑n |cn|2|n〉〈n|, which basically contains all the information about the
initial state and requires the knowledge of an exponentially large (in system
size) number of parameters – namely all the coefficients cn. However, this
huge amount of needed information is in sharp contrast with experiments,
in which also isolated quantum systems can be effectively described by stan-
dard ensembles of Statistical Mechanics.
3 Note that, in this case, trec → ∞.
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1.2.1 Thermalization and the Eigenstate Thermalization Hypothesis
A cornerstone in answering to the question raised in closing the previous
Section for the case of a general non-integrable many-body quantum sys-
tem was laid by Deutsch [50] and Srednicki [51, 84, 85] 20 years ago. Here,
we only briefly sketch their argument, since it will not be the focus of this
Thesis, and the reader is referred to Ref. [16] for a more detailed treatment.
As stated above, the starting point is that one expects that generally, after
relaxation, the system approaches a thermal state described by one of the
well-known thermodynamics ensemble. Again, since we are dealing with
isolated systems, the more appropriate choice would definitely be the micro-
canonical one, although in the thermodynamic limit all the ensembles are
equivalent. Therefore, by adapting the definition of Eq. (1.8) to this case,
we say that an observable Oˆ thermalize if for any ε > 0 there exist a system
linear size L and a relaxation time trel such that the following relation holds
for almost every initial state |Ψ0〉 and times trel < t < trec∣∣〈Oˆ(t)〉 − 〈Oˆ〉mc∣∣ < ε, (1.11)
with 〈Oˆ〉mc = Tr[Oˆρˆmc] and ρˆmc introduced in Eq. (1.5). From the above dis-
cussions, it should be clear that Eq. (1.11) does not hold for any observable
Oˆ and that the structure of the matrix elements of the various observables
play a crucial role in equilibration and thermalization processes. This ob-
servation lies at the heart of the ETH, developed independently in the 90’s
by Deutsch [50] and Srednicki [51, 84, 85] and numerically observed for the
first time in a realistic quantum system in 2008 by Rigol et al. [53]. The
ETH is an ansatz for the matrix elements of an observable on the basis of
the eigenstates En of the Hamiltonian governing the dynamics of the system,
i.e., Hˆ(h) in the notation of Sec. 1.2. It can be stated as
Omn = O(E¯)δmn + e−S(E¯)/2 fO(E¯,ω)Rmn, (1.12)
where the shorthand Omn has been introduced in Eq. (1.9), E¯ = (Em + En)/2,
ω = En − Em, and S(E) = kBTr[ρˆ ln(1/ρˆ)], with kB the Boltzmann’s constant,
is the thermodynamic entropy of the system at energy E. Here, O(E¯) and
fO(E¯,ω) are smooth functions, with O(E¯) = 〈Oˆ〉mc, and Rmn a random real
or complex number with zero mean and unit variance. Physically, the con-
tent of the ETH hypothesis is the following: If the matrix elements of an
observable, evaluated on the basis of the eigenstate of the Hamiltonian gov-
erning the system dynamics, weakly fluctuates across different eigenstates
close in energy (encoded in smoothness of O(E¯) and fO(E¯,ω)) they can be
equivalently evaluated by an ensemble average. This means that, in essence,
eigenstates close in energy are typical, i.e. they show the same macroscopic
behavior. Although a rigorous proof is still lacking, numerical simulations in
different lattice models showed that ETH holds for few-body observables of
generic non-integrable quantum systems (which are also the experimentally
relevant ones) [16]. The ansatz of Eq. (1.12) is an extension of the predic-
tion of Random Matrix Theory [16, 86] and, for quantum systems with a
10 non-equilibrium dynamics of isolated quantum systems
chaotic classical counterpart, correctly reproduces results obtained in their
semi-classical limit [16, 51, 84, 85]. We can now prove that if an observable
Oˆ satisfies the ansatz in Eq. (1.12) then it thermalizes in the (strong) sense
described above. Indeed, if we consider the long-time average of 〈Oˆ(t)〉 one
gets
O ≡ lim
T→∞
1
T
∫ T
0
〈Oˆ(t)〉 dt =∑
n
|cm|2Onn ≈ 〈Oˆ〉mc + 12 (δE)
2〈Oˆ〉′′mc, (1.13)
where in the last step we employed Eq. (1.12). Here, we assumed that the
energy fluctuations
δE =
√
〈Ψ0|[Hˆ(h)]2|Ψ0〉 − [〈Ψ0|Hˆ(h)|Ψ0〉]2 (1.14)
around the energy E0 = 〈Ψ0|Hˆ(h)|Ψ0〉 are sufficiently small and well de-
scribed by a gaussian distribution, as usually happens in Statistical Mechan-
ics and in numerical simulations in lattice systems. To prove that thermal-
ization occurs in the strong sense, we now evaluate the time fluctuations of
〈Oˆ(t)〉 around O ≈ 〈Oˆ〉mc. Using the ETH ansatz of Eq. (1.12) it is possible
to show that [16]
lim
T→∞
1
T
∫ T
0
[〈Oˆ(t)〉]2 dt−O2 < max[|Omn|2] ∝ e−S(E¯). (1.15)
Thus, since the thermodynamic entropy is an extensive quantity, these fluc-
tuations are exponentially small in system size. This means that, after a
relaxation period, the value of 〈Oˆ(t)〉 stays very close to its thermal value
for most of the time, i.e. the observable thermalizes in the strong sense.
Therefore, although the microcanonical and the diagonal density matrices
of Eqs. (1.5) and (1.6) are profoundly different, if ETH holds for the observ-
able considered and the initial state |Ψ0〉 is such that the distribution of cn
is sufficiently localized around E0, they lead to the same expectation value
after relaxation. The only information about |Ψ0〉 that survives is thus its
energy, consistently with the fact that in non-integrable quantum system
energy is the only conserved quantity after the quench. Since in the thermo-
dynamic limit all statistical ensembles are equivalent, one can, in principle,
use in Eq. (1.13) the canonical ensemble instead of the microcanonical one.
In this case, the initial energy E0 is converted into an inverse temperature β,
defined by the identity Tr[e−βHˆ(h)Hˆ(h)] = E0.
By inspecting Eq. (1.9) and (1.13), one may note that equilibration (or ther-
malization) in a quantum system is dramatically different from the colli-
sional picture of Classical Mechanics. Indeed, it consists essentially in the
dephasing process of the contribution δO(t). Therefore, in a sense, the equi-
librated (or thermalized) state is already encoded in the initial one, with the
time evolution simply revealing it through dephasing [16, 53], and it is not
the result of exchange of energy and momentum among the particles of the
system, as occurs in classical Statistical Mechanics.
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complete control of the experimentalist. For example, 
the geometry of the trapping potentials can be changed 
by interfering laser beams under a diff erent angle, thus 
making even more complex lattice confi gurations19, 
such as Kagomé lattices20. Th e depth of such optical 
potentials can even be varied dynamically during 
an experimental sequence by simply increasing or 
decreasing the intensity of the laser light, thus turning 
experimental investigations of the time dynamics of 
fundmental phase transitions into a reality.
Each periodic potential formed by a single 
standing wave has the form
Vlat(x) = V0sin2(kLx),
where kL = 2π/λL is the wave vector of the laser 
light used to form the optical standing wave and V0 
represents the lattice potential depth, usually given 
in units of the recoil energy ER = h 
_ 2kL2/2m (m being 
the mass of a single neutral atom), which is a natural 
energy scale for neutral atoms in periodic light fi elds. 
Note that by choosing to interfere two laser beams 
at an angle less than 180°, one can form periodic 
potentials with a larger period.
Th e motion of a single particle in such periodic 
potentials is described in terms of Bloch waves 
with crystal momentum q. However, an additional 
harmonic confi nement arises due to the gaussian 
profi le of the laser beams (see Fig. 2). Although this 
harmonic confi nement is usually weak (typically 
around 10–200 Hz oscillation frequencies) 
compared with the confi nement of the atoms on 
each lattice site (typically around 10–40 kHz), it 
generally leads to an inhomogeneous environment 
for the trapped atoms. One must be careful, 
therefore, when comparing experimental results 
derived for a homogeneous periodic potential case 
to the ones obtained under the inhomogeneous 
trapping conditions as described.
Owing to the large degree of control over the 
optical lattice parameters, a number of detection 
techniques have become available to directly measure 
the band populations present in the periodic potential. 
A good example of such a measurement technique 
is the mapping of a Bloch state in the nth energy 
band with crystal momentum q onto a free-particle 
momentum in the nth Brillouin zone (see Fig. 3). Th is 
can be achieved by adiabatically lowering the lattice 
potential depth, such that the crystal momentum 
of the excitation is preserved during ramp-down. 
Th en, the crystal momentum is eventually mapped 
onto a free-particle momentum in the corresponding 
Brillouin zone21,22 (see Fig. 3). For instance, for an 
equal statistical mixture of Bloch states in the lowest 
energy band, one expects a homogeneously fi lled 
momentum distribution of the atom cloud within 
the fi rst Brillouin zone (a square in momentum space 
with width 2h _ kL). Th e atom cloud for such an input 
state should then expand like a square box aft er the 
adiabatic lowering of the optical lattice potential, 
which has indeed been observed experimently22–24. 
Occupation of higher energy bands becomes visible 
as higher Brillouin zones are populated, and the atom 
cloud expands in a stair-case density distribution aft er 
adiabatic turn-off 23 (see Fig. 3e).
a
b
Figure 1 Optical lattice potentials formed by superimposing two or three orthogonal standing waves. 
a, For a 2D optical lattice, the atoms are confi ned to an array of tightly confi ning 1D potential tubes. 
b, In the 3D case, the optical lattice can be approximated by a 3D simple cubic array of tightly 
confi ning harmonic oscillator potentials at each lattice site.
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Figure 2 Optical lattice potentials. a, The standing-wave interference pattern creates a periodic 
potential in which the atoms move by tunnel coupling between the individual wells. b, The gaussian 
beam profi le of the lasers, a residual harmonic trapping potential, leads to a weak harmonic confi nement 
superimposed over the periodic potential. Thus the overall trapping confi guration is inhomogeneous.
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by interfering laser beams under a diff erent angle, thus 
making even more complex lattice confi gurations19, 
such as Kagomé lattices20. Th e depth of such optical 
potentials can even be varied dynamically during 
an experimental sequence by simply increasing or 
decreasing the intensity of the laser light, thus turning 
experimental investigations of the time dynamics of 
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light used to form the optical standing wave and V0 
represents the lattice potential depth, usually given 
in units of the recoil energy ER = h 
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the band populations present in the periodic potential. 
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is the mapping of a Bloch state in the nth energy 
band with crystal momentum q onto a free-particle 
momentum in the nth Brillouin zone (see Fig. 3). Th is 
can be achieved by adiabatically lowering the lattice 
potential depth, such that the crystal momentum 
of the excitation is preserved during ramp-down. 
Th en, the crystal momentum is eventually mapped 
onto a free-particle momentum in the corresponding 
Brillouin zone21,22 (see Fig. 3). For instance, for an 
equal statistical mixture of Bloch states in the lowest 
energy band, one expects a homogeneously fi lled 
momentum distribution of the atom cloud within 
the fi rst Brillouin zone (a square in momentum space 
with width 2h _ kL). Th e atom cloud for such an input 
state should then expand like a square box aft er the 
adiabatic lowering of the optical lattice potential, 
which has indeed been observed experimently22–24. 
Occupation of higher energy bands becomes visible 
as higher Brillouin zones are populated, and the atom 
cloud expands in a stair-case density distribution aft er 
adiabatic turn-off 23 (see Fig. 3e).
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Figure 1 Optical lattice potentials formed by superimposing two or three orthogonal standing waves. 
a, For a 2D optical lattice, the atoms are confi ned to an array of tightly confi ning 1D potential tubes. 
b, In the 3D case, the optical lattice can be approximated by a 3D simple cubic array of tightly 
confi ning harmonic oscillator potentials at each lattice site.
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Figure 2 Optical lattice potentials. a, The standing-wave interference pattern creates a periodic 
potential in which the atoms move by tunnel coupling between the individual wells. b, The gaussian 
beam profi le of the lasers, a residual harmonic trapping potential, leads to a weak harmonic confi nement 
superimposed over the periodic potential. Thus the overall trapping confi guration is inhomogeneous.
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Figure 1.2: Optical lattices can be obtained by e ploying cou ter-propagating pair
of laser beams. In particular, two orthog l st ndi g wav s creat d
by two different pairs of laser beams result in a 2D square lattice of
1D tubes [Panel (a)]. On the other hand, the interference of three pairs
of laser beams can be used to re lize a 3D cubic lattice in wh c each
site can be described by a har nic trapping potenti l [Panel (b)]. By
varying the angle between pai s of b ams more complex lattice can be
created. Figure taken from Ref. [34].
1.3 experiments: ul r old atomic sy tems
As we have seen in th revious Section, the r bl m of hermalizatio / -
quilibration in isolated quantum systems has b e ddr ssed sinc long ago.
However, only recently the interest tow rds a etter underst ndi g of non-
equilibrium phenomena has emerged. This i due to the pectacu ar xperi-
mental developments in the field of ultrac ld atoms, which allow to realize
and simulate a wide variety of well-know theoretical many-body quantu
systems [34–36], such as the Bose-Hubbard model [34, 37], L ttinger liq-
uids [87, 88] and Lieb-Liniger gases [41, 89]. Cold-atom setups consist of
very dilute cl ud f up to 107 atoms confined by magnetic traps on ato
chips [90, 91] or by optical means, such as optical dipole traps [92] nd
optical lattices [34]. In rd r to enter the quantum regime, the de Broglie
wavelength λdB = 2pih¯/
√
mkBT, with m the particle mass a d T the em-
perature, should be comparable with the inter-particle spacing n−1/3, with
n the particle density. Here, we have temporarily the Planck’s constant, h¯.
This results in the condition
nλ3dB = n
(
2pih¯2
mkBT
) 3
2
. 1. (1.16)
Since cold atomic systems usually have very low densities (typically n ∼
1020 m−3), rather small temperatures, of the order of T ∼ 10−8 K, are re-
quired in order to satisfy Eq. (1.16). They can be reached by using a combi-
nation of laser and evaporative cooling [93]. The main strengths of ultracold
atomic systems are their almost perfect isolation from the external environ-
ment, which ensures a very long quantum-coherence time, and their high
degree of tunability. In optical lattices, for example, the shape and dimen-
sionality of the systems can be controlled with great precision by means of
counter-propagating laser beams, as shown in Fig. 1.2. This is made pos-
sible by the so called Stark shift, which prescribes that an atom inside an
electromagnetic wave with intensity I(r) feels a potential V(r) ∝ I(r) [92].
Using the interference pattern resulting from pairs of counter-propagating
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laser beams allows to create arrangements of sites very similar to crystalline
structures with various shapes and dimensionality, enabling to simulate lat-
tice condensed matter models with a high degree of fidelity. However, the
great advantage of cold atoms – especially for the study of non-equilibrium
phenomena – is the possibility to tune the physical parameters of the sim-
ulated systems, often in regimes unachievable in their condensed matter
counterparts and even in a time-dependent fashion. For example the depth
of the lattice potential can be adjusted by simply varying the intensity of the
laser beams. Moreover, if the latter is changed in an anisotropic fashion, the
dimensionality of the system can also be modified, allowing to turn a 3D
lattice into an ensemble of 1D ones within the same experimental setup.
Another very intriguing property of cold atoms is that, due to the internal
structure of the atoms themselves, scattering and interaction properties of
the system can be tuned over a wide range by exploiting magnetic Feshbach
resonances [40, 94, 95]. The latter occur when the state of two free and collid-
ing atoms becomes resonant with a molecular bound state. By applying and
fine-tuning an external magnetic field the energies of these two states can be
shifted, resulting in a variation of the s-wave scattering length in accordance
to a(B) = abg[1−∆/(B− B0)]. Here, abg is the background scattering length
away from the resonance, while ∆ and B0 are the width and the position of
the resonance, respectively.
The interplay between the possibility of modifying in a simple and real-
time way their physical parameters and the high degree of isolation from
the environment make cold atomic gases an ideal playground to experi-
mentally investigate the out-of-equilibrium dynamics of isolated quantum
systems [40, 43]. Furthermore, their low density and extremely low tem-
perature result in very long dynamical time scales, allowing for a real-time
monitoring of the quantum non-equilibrium evolution [37, 39, 96].
1.4 equilibration in integrable quantum systems
In Sec. 1.2 we have seen that, if ETH holds, the only information of the
initial state that survives the thermalization process is the energy. It is thus
interesting to ask how previous discussions get modified if other conserved
quantities are present and, in particular, if a steady state can be reached
anyhow. This happens, for example, in integrable quantum systems, which
will constitute the main topic of this Thesis. The concept of quantum inte-
grability is a quite subtle one. A rigorous definition relies on the absence of
diffraction in scattering between elementary excitations of the system [52, 97]
and its relationship with the presence of conserved quantities, as in classical
systems, is still unclear. Nevertheless, for the the purposes of this Thesis,
in the following we can safely assume that an integrable quantum model is
defined as a system which possesses an extensive number of local conserved
quantities { Iˆα} satisfying the conditions[
Hˆ(h), Iˆα
]
= 0 ∀α and [ Iˆα, Iˆβ] = 0 ∀α, β. (1.17)
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By analogy with their classical counterparts, after being perturbed far from
equilibrium, one expects these systems to show a dramatically different be-
havior from generic non-integrable ones with respect to the equilibration
issue, since they will hardly relax to a thermal-like state. This is due to
the fact that they retain a strong memory of the initial state, encoded in
the set of integrals of motion { Iˆα}, which strongly constrain the subsequent
non-equilibrium dynamics of the system. A common question that maybe
has come to the reader’s mind at this point is: Why should the conserved
quantities Iˆα be local? The answer to this question is rather simple: Any
Hamiltonian possesses at least the same number of conserved quantities as
the dimension of the Hilbert space spanned by its eigenstates {|n〉}. In-
deed, all the one-dimensional projectors over the latter, namely Pˆn = |n〉〈n|
(assuming, for the sake of simplicity, no degeneracies), satisfy the relations
[Hˆ, Pˆn] = [Pˆn, Pˆm] = 0 and are thus conserved quantities in the sense of
Eq. (1.17) but they are by no means local. Since these highly non-local con-
servation laws exist for any Hamiltonian, one expects that they do not play
an important role in the behavior of the system. On the other hand, local
integrals of motion are peculiar to specific systems and, as we will see in the
quantum Newton’s cradle experiment described in Sec. 1.4.1, deeply affect
their quantum dynamics.
In our days integrable systems are far from being an academic idealization:
Cold atomic setups offer the possibility to simulate with a high degree of fi-
delity integrable models on long and experimentally accessible time scales,
with only very small integrability-breaking perturbations. In recent years
they allowed to investigate the relation between integrability, many-body
dynamics and equilibration. As a prominent example, in the next Section
we will describe in some details the pioneering experiment by Kinoshita et
al. [39], which paved the way to both experimental and theoretical research
in the properties of out-of-equilibrium integrable quantum systems. Further-
more, integrable systems have played a fundamental role in the understand-
ing of quantum non-equilibrium dynamics, essentially due to the fact that
analytical results can be derived for the time behavior of many observables.
1.4.1 The quantum Newton’s cradle
A decade ago, in a pioneering work about the study of thermalization in a
1D Bose gas, Kinoshita et al. [39] observed for the first time an isolated and
interacting many-body system with many degrees of freedom that relaxes to-
wards a non-thermal steady state. They prepared a Bose-Einstein condensate
of 87Ru loaded into a 2D optical lattice similar to the one shown Fig. 1.2(a),
with the confinement along the tubes provided by a crossed dipole trap. In
their setup the lowest transverse excitation energy h¯ω⊥ is much larger than
any other energy scale involved and, thus, the dynamics of the system is
strictly 1D along the longitudinal direction. The strength of inter-particle
interactions is described by the parameter γ = mg/h¯n1D, with m the mass
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of the atoms, g = 4aω⊥, a the 3D Bose gas scattering length and n1D the
1D particle density inside each tube. The effective inter-particle strength can
thus be tuned over a wide range of values by both acting on n1D and on
the confining potential. In particular, both the strongly interacting regime
γ  1, in which 1D bosons interact locally like non-interacting fermions
(Tonks-Girardeau limit), and the intermediate coupling regime can be ad-
dressed [38, 39].
The non-equilibrium regime, i.e. the quantum quench, is obtained by puls-
ing an optical phase grating over the system [44]. The latter depletes the
zero-momentum mode and put the atomic cloud in a superposition of states
with momentum ±2h¯k0, with k0 the wave-vector of the pulsed light. The
energy transferred to each 1D tube is far below the transverse excitation one,
h¯ω⊥, and thus the dynamics of the system remains purely 1D during all the
subsequent evolution. After the pulse each 1D Bose system starts an oscilla-
tory motion with period τ, determined by the strength of the crossed dipole
trap, which strongly resembles the one of a classical Newton’s cradle. This
behavior can be seen from Panel (a) of Fig. 1.3, which shows a time series of
time-of-flight images of the system [93, 98]. In this technique the condensate
is left to evolve for a variable time t. Then, the crossed dipole trap is turned
off so that the system can expand freely. Finally, an absorption or fluores-
cence measurement of the position of each atom allows the reconstruction of
the out-of-equilibrium momentum distribution f (p) of the original confined
condensate. Panel (a) of Fig. 1.3 shows the evolution in real-time of the mo-
mentum distribution function f (p) of a 1D Bose gas after the quench. The
oscillatory motion of the system clearly emerges. Note that, whenever the
two clouds with opposite momentum meet, many inter-atomic collisions oc-
curs and, in a classical gas, would be responsible of energy and momentum
redistribution leading to thermalization.
The green curves of Panel (b) of Fig. 1.3 represent the time average of
the momentum distribution function over the first oscillation period τ of
Panel (a) for various interaction strength γ. Interestingly, after 10− 15 peri-
ods, f (p) stops to change qualitatively and, therefore, reaches a stationary
regime. The differences between blue and red curves in Fig. 1.3(b), which
show f (p) for different large times, are only due to heating and loss effects.
Indeed, by rescaling the curves taking into account the presence of these
effects, Kinoshita et al. obtained a good overlap between them in all the
cases [39]. Therefore, even after thousands of inter-atomic collisions, f (p)
does not approach a Gaussian thermal shape but, on the contrary, it relaxes
to a steady non-thermal regime. Note that the larger the interaction the
more the momentum distribution differs from a Gaussian profile. Kinoshita
et al. ascribed the absence of thermalization of a 1D Bose gas to the fact that
its strongly interacting (Tonks-Girardeau) limit is described by an integrable
model and its dynamics is thus affected by the presence of an extensive set
of conservation laws. In order to verify that these results are due exclusively
to integrability, they performed the same experiment in a 3D non-integrable
Bose gas, obtained without turning on the 2D optical lattice. As expected,
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the problem, and there is negligible tunnelling among the tubes. We
can vary the weighted average number of atoms per tube, N tube, and
the axial oscillation period, t. For a given array, t is the same to within
6% for all 1,000–8,000 tubes. The 1D coupling strength is given by
g ¼ j2/a1Dn1Dj, where n1D is the 1D density, ja1Dj < a r2/2a is the 1D
scattering length, a ¼ 5.3 nm is the three-dimensional (3D) scattering
length, a r ¼ ("/mq r)1/2 ¼ 41.5 nm is the transverse oscillator width,
and m is the Rb mass18.
To study the 1D Bose gases, we turn off the crossed dipole trap and
allow the atoms to expand in one dimension for 27ms before taking
an absorption image from the transverse direction. When we inte-
grate the image transverse to the tubes, we get a 1D spatial distri-
bution that corresponds to the momentum distribution after
expansion, f(p ex). Although the individual 1D gases have Thomas–
Fermi or Tonks–Girardeau f(p ex) profiles, we measure gaussian
f(p ex) distributions, as expected when the f(p ex) for many 1D Bose
gases with different N tube are summed.
To create non-equilibrium momentum distributions, we pulse
on a 3.2 THz detuned 1D lattice along the tubes, which acts as a
phase grating for the atoms. Two pulses, with intensity 11Wcm22
and pulse widths of 23 ms separated in time by 33 ms, can deplete the
zero momentum state and transfer atoms to^2"k peaks19,20 where k
is the wavevector of the 1D lattice light. We wait after the grating
pulses for a variable time, t, beforemeasuring f(p ex). Figure 2 shows a
time series of absorption images spanning a full oscillation in the
crossed dipole trap, when the weighted average of the initial peak g in
each tube, go, is 1.0. The two momentum groups collide with each
other in the centre of the crossed dipole trap twice each full cycle, for
instance at t ¼ 0 and t/2, as illustrated in Fig. 1b. The total collision
energy is 8("k)2/2m ¼ 0.45"q r, less than one-quarter the energy
needed for transverse vibrational excitation21, so the colliding gases
remain 1D.
The first and last images in Fig. 2 differ because the oscillating
atoms dephase. Illustrated conceptually in Fig. 1b, there is dephasing
due to the gaussian crossed dipole trap anharmonicity, which gives an
,8% spread of t across the full-width at half-maximum of each of the
colliding clouds. The top curves in Fig. 3a–c show the time-averaged
f(pex) over the first cycle for different go. Differences in shape among
them reflect the initial energy per particle, which increases with n1D,
and hence go
21. Within 10t to 15t, f(p ex) stops changing noticeably
during an oscillation period. The central observations in this letter
are of the evolution of f(p ex) that are dephased, like the lower curves
of Fig. 3a–c. Comparing only dephased distributions avoids the
complication of how the momentum distribution in the trap evolves
into f(p ex) during expansion, which may slightly depend on the
initial spatial distributions. As atoms have clearly dephased within
each tube, dephasing among tubes is irrelevant.
Figure 2 | Absorption images in the first oscillation cycle for initial average
peak coupling strength go 5 1. Atoms are always confined to one
dimension, in this case in 3,000 parallel tubes, with a weighted average of
110 atoms per tube. After grating pulses put each atom in a superposition of
^2"k momentum, they are allowed to evolve for a variable time t in the
anharmonic 1D trap (crossed dipole trap), before being released and
photographed 27ms later. The false colour in each image is rescaled to show
detail. These pictures are used to determine f(p ex). The first image shows
that some atoms remain near pex ¼ 0 at t ¼ 0. How many remain there
depends on n1D, implying that these remnant atoms do not result from an
imperfect pulse sequence, but rather from interactions during the grating
pulses or evolution of the momentum distribution during expansion. The
relative narrowness of the peaks in the last image compared to the first is
indicative of the reduction in spatial density that results from dephasing
(Fig. 1b). The transverse spatial width of each of the 14 image frames is
70 mm. Horizontal in the figure corresponds to vertical in the experiment, a
minor distinction because a magnetic field gradient cancels gravity for the
atoms.
Figure 3 | The expanded momentum distribution, f(pex), for three values
of go. The curves are obtained by transversely integrating absorption
images like those in Fig. 2. The spatial position, z, is approximately
proportional to the expanded momentum, p ex. The vertical scale is
arbitrary, but consistent among the curves. a, go ¼ 4; b, go ¼ 1; and
c, go ¼ 0.62. The highest (green) curve in each set is the average of f(p ex)
from the first cycle, that is, from the images like those in Fig. 2. The lower
curves in each set are f(p ex) taken at single times, t, after the atoms have
dephased: a, t ¼ 34ms, t ¼ 15t (blue) and 30t (red); b, t ¼ 13ms, t ¼ 15t
(blue) and 40t (red); and c, t ¼ 13ms, t ¼ 15t (blue) and 40t (red). The
changes in the distribution with time are attributable to known loss and
heating. (See Supplementary Information for a discussion of the fine spatial
structure in these curves.)
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g ¼ j2/a1Dn1Dj, where n1D is the 1D density, ja1Dj < a r2/2a is the 1D
scattering length, a ¼ 5.3 nm is the three-dimensional (3D) scattering
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time series of absorption images spanning a full oscillation in the
crossed dipole trap, when the weighted average of the initial peak g in
each tube, go, is 1.0. The two momentum groups collide with each
other in the centre of the crossed dipole trap twice each full cycle, for
instance at t ¼ 0 and t/2, as illustrated in Fig. 1b. The total collision
energy is 8("k)2/2m ¼ 0.45"q r, less than one-quarter the energy
needed for transverse vibrational excitation21, so the colliding gases
remain 1D.
The first and last images in Fig. 2 differ because the oscillating
atoms dephase. Illustrated conceptually in Fig. 1b, there is dephasing
due to the gaussian crossed dipole trap anharmonicity, which gives an
,8% spread of t across the full-width at half-maximum of each of the
colliding clouds. The top curves in Fig. 3a–c show the time-averaged
f(pex) over the first cycle for different go. Differences in shape among
them reflect the initial energy per particle, which increases with n1D,
and hence go
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during an oscillation period. The central observations in this letter
are of the evolution of f(p ex) that are dephased, like the lower curves
of Fig. 3a–c. Comparing only dephased distributions avoids the
complication of how the momentum distribution in the trap evolves
into f(p ex) during expansion, which may slightly depend on the
initial spatial distributions. As atoms have clearly dephased within
each tube, dephasing among tubes is irrelevant.
Figure 2 | Absorption images in the first oscillation cycle for initial average
peak coupling strength go 5 1. Atoms are always confined to one
dimension, in this case in 3,000 parallel tubes, with a weighted average of
110 atoms per tube. After grating pulses put each atom in a superposition of
^2"k momentum, they are allowed to evolve for a variable time t in the
anharmonic 1D trap (crossed dipole trap), before being released and
photographed 27ms later. The false colour in each image is rescaled to show
detail. These pictures are used to determine f(p ex). The first image shows
that some atoms remain near pex ¼ 0 at t ¼ 0. How many remain there
depends on n1D, implying that these remnant atoms do not result from an
imperfect pulse sequence, but rather from interactions during the grating
pulses or evolution of the momentum distribution during expansion. The
relative narrowness of the peaks in the last image compared to the first is
indicative of the reduction in spatial density that results from dephasing
(Fig. 1b). The transverse spatial width of each of the 14 image frames is
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minor distinction because a magnetic field gradient cancels gravity for the
atoms.
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of go. The curves are obtained by transversely integrating absorption
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proportional to the expanded momentum, p ex. The vertical scale is
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the problem, and there is negligible tunnelling among the tubes. We
can vary the weighted average number of atoms per tube, N tube, and
the axial oscillation period, t. For a given array, t is the same to within
6% for all 1,000–8, tubes. The 1D coupling strength is iven by
g ¼ j2/a1Dn1Dj, where n1D is the 1D density, ja1Dj < a r2/2a is the 1D
scattering length, a ¼ 5.3 nm is the three-dimensional (3D) scattering
length, a r ¼ ("/mq r)1/2 ¼ 41.5 nm is the transverse oscillator width,
and m is the Rb mass18.
To study the 1D Bose gases, we turn off the crossed dipole trap and
allow the atoms to expand in one dimension for 27ms before taking
an absorption image from the transverse direction. When we i te-
grate the image tr nsverse to the tubes, we get a 1D spatial distri-
bution that corresponds to the momentum distribution after
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crossed dipole trap, when the weighted average of the initial peak g in
each tube, go, is 1.0. The two momentu groups collide with each
other in the centre of the crossed dipole trap twice each full cycle, for
instance at t ¼ 0 and t/2, as illustrated in Fig. 1b. The total collision
energy is 8("k)2/2m ¼ 0.45"q r, less than one-quarter the energy
eeded for transverse vibrational excitation21, s the colliding gases
remain 1D.
The first and last im ges in Fig. 2 differ because the oscillating
atoms dephase. Illustrated conceptually in Fig. 1b, there is dephasing
due to the gaussian crossed dipole trap anharmonicity, which gives an
,8% spread of t across the full-width at half-maximum of each of the
colliding clouds. The top curves in Fig. 3a–c show the time-averaged
f(pex) over the first cycle for different go. Differences in shape among
them reflect the initial energy per particle, which increases with n1D,
and he ce go
21. Within 10t to 15t, f(p ex) stops changing oticeably
during an oscillation period. The central observations in this letter
are of the evolution of f(p ex) that are dephased, like the lower curves
of Fig. 3a–c. Comparing only dephased distributions avoids the
complication of how the momentu distribution in the trap evolves
into f(p ex) during expansion, which may slightly depen on the
initial spatial distributions. As atoms have clearly dephased within
each tube, dephasing mong tubes is irrelevant.
Figure 2 | Absorption images in the first oscillation cycle for initial aver ge
peak coupling strength go 5 1. Atoms are always confined to one
dimension, in this case in 3,000 parallel tubes, with a eighted average of
110 atoms per tube. After grating pulses t each atom in a superposition of
^2"k momentu , they are allowed t evolve for a variable time t in the
anharmonic 1D trap (crossed dipole trap), before eing released and
photographed 27ms later. The false colour in each image is rescaled to show
detail. These pictures are used to determine f(p ex). The first image shows
that some at s remain near pex ¼ 0 at t ¼ 0. How many remain there
depends on n1D, implying that these remnant atoms do not result from an
imperfect pulse sequence, but rather from interactions during the grating
pulses or evolution of the momentu distribution during expansion. The
relative narrowness of the peaks in the last image compared to the first is
indicative of the reduction in spatial density that results from dephasing
(Fig. 1b). The transverse spatial width of each of the 14 im ge frames is
70 mm. Horizontal in the figure corresp nds to vertical in the experiment, a
minor distinction because a magnetic field gradient cancels gravity for the
atoms.
Figure 3 | The expanded momentu distribution, f(pex), for three values
of go. The curves are obtained by transversely integrating absorption
images like those in Fig. 2. The spatial position, z, is approximately
proportional to the expanded momentu , p ex. The vertical scale is
arbitrary, but consistent among the curves. a, go ¼ 4; b, go ¼ 1; and
c, go ¼ 0.62. The highest (green) curve in each set is the average of f(p ex)
from the first cycle, that is, from the i ages like those in Fig. 2. The lower
curves in each set are f(p ex) taken at single times, t, after the atoms have
dephased: a, t ¼ 34ms, t ¼ 15t (blue) and 30t (red); b, t ¼ 13ms, t ¼ 15t
(blue) and 40t (red); and c, t ¼ 13ms, t ¼ 15t (blue) and 40t (red). The
changes in the distribution with time are attributable to known loss and
heating. (See Supplementary I formati n for a discussion of the fine spatial
structure in these curves.)
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Figur 1.3: In Pan (a) we show the time evol tion of the mome tum distribution
function f (p) of a 1D Bose gas, obtained by a time-of-flight measure-
ment. Not that on the x−axis the position of each atoms is propor-
tional to its momentum. Panel (b) displays the averaged momentum
distribution functions over the fir t period, 〈 f 〉τ (gr e ), and tw s ap-
shots of f (p) for larger t e (blue nd red) for thr e different values f
the inter ction parameter γ: γ = 4 (top), γ = 1 (middle), and γ = 0.62
(bottom). After 10− 15 oscillation periods τ, f (p) settles to a s tionary
regime which, especially for strong inter-particle interactions (top and
middl panels), strongly differs from the Gaussian profile expected for
a thermalized system. Figure taken from Ref. [39].
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they obtained that in the latter system the three-dimensional momentum dis-
tribution f (p) approaches a more conventional Gaussian profile after a few
periods of oscillation.
In their groundbreaking experiment Kinoshita et al. thus demonstrated
that weak non-integrabilities, such as anharmonicity of the trap or interme-
diate inter-particle interactions, are not sufficient to make the system ther-
malize over a very long time interval, showing that cold atoms allow to
successfully investigate the peculiar equilibration properties of quantum in-
tegrable systems. Of course, this experiment has triggered a huge amount
of theoretical research on the non-equilibrium behavior of integrable quan-
tum models and laid the foundation of all the current understanding of their
dynamics.
1.4.2 Local equilibration and the generalized Gibbs ensemble
Summarizing the discussion of Sec. 1.2, we have shown that an isolated
quantum system driven far from equilibrium cannot reach a steady state in
its entirety. We have then seen that, on the other hand, in a generic non-
integrable system if one focuses on physical observables satisfying some as-
sumptions (namely, their energy-eigenstate matrix elements obey Eq. (1.12))
the latter reaches a thermal steady-state value and remain close to it most
of the sequent time, i.e. it thermalizes in the strong sense. However, some
points still remain rather obscure. For instance, the condition set by Eq. (1.12)
is quite abstract and it does not involve any general properties of observable
themselves. It is thus difficult to say if a certain observable will thermalize or
not without explicitly evaluate its energy-eigenstate matrix elements. One
may ask if there exist some general features which ensure thermalization.
Starting from this point, we can reasonably assume that, if one focuses on
a small and finite portion of the system, the rest of the system itself will
play the role of a bath and each finite subsystem relax, in a sense that will
be specified in the following, to an equilibrated state. It is then natural to
guess that local observables, acting on small and finite portion of the system,
are promising candidate to exhibit equilibration. In this picture, the emer-
gence of a steady state is the result of nothing but pure quantum coherent
dynamics and no external bath is required.
As one of its main successes, research in integrable quantum models has
put on solid ground the qualitative arguments outlined in the previous para-
graph, showing that indeed equilibration in generic quantum systems, both
integrable and non-integrable, occurs locally in space and is strictly con-
nected to the way information spread after the system is driven far from
equilibrium [55–58, 99]. This has been done for the first time in 2008 in the
context of quantum quenches in the Hubbard model from the Mott to the su-
perfluid phases by Cramer et al. [55, 56], which proposed the LRC. Basically,
this conjecture states that any quantum systems driven far from equilibrium
relaxes to a state which appears locally indistinguishable from a stationary
(equilibrated) state. Rigorously, the LRC can be stated in the following way.
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First of all, we consider a finite subsystem A of the system itself, denote with
B its complement, and focus on its reduced density matrix [18]
ρˆA(t) = TrB[ρˆ(t)]. (1.18)
We say that the system locally equilibrates if, in the thermodynamic limit, the
following limit exists
lim
t→∞ limL→∞
ρˆA(t) = ρˆA(∞) (1.19)
for any finite subsystem A. Then, if the system locally equilibrates, we
can define the steady state towards which the system relaxes as the one
associated with the global time-independent density matrix ρˆss satisfying
the identity
lim
L→∞
TrB[ρˆss] = ρˆA(∞) (1.20)
for any finite subsystem A4. Note that, if a system relaxes in the sense speci-
fied above, all its local observables equilibrate in the strong sense of Eq. (1.8),
with 〈Oˆ〉D substituted with Tr[Oˆρˆss], and no time-averaging procedure is re-
quired. At this point, it is convenient to introduce the following definition:
Two density matrices ρˆ1 and ρˆ2 – and the two statistical ensembles they po-
tentially describe – are said to be locally equivalent, in symbols
ρˆ1
loc
= ρˆ2, (1.22)
if
lim
|B|→∞
TrB[ρˆ1] = lim|B|→∞
TrB[ρˆ2], (1.23)
for any finite subsystem A, being |B| the volume of its complement B.
Importantly, Cramer et al. [55] demonstrated that the steady state to which
their quenched Bose-Hubbard model relaxes after the quench is character-
ized by having the maximum thermodynamic entropy S = kBTr[ρˆ ln(1/ρˆ)]
compatible with the constraints imposed by the conservation laws of the sys-
tem. Shortly after, the LRC has been extended to systems initially prepared
in gaussian [57] and non-gaussian [58] states with the post-quench evolution
governed by quadratic Hamiltonians. It is very important to point out that,
although the LRC states that the system looks locally equilibrated, due to the
unitary quantum dynamics, the full memory of the initial state is conserved
in the entire system at any time.
The framework set by the LRC is extremely general and describes both
systems which thermalize and systems which, on the contrary, relax to non-
thermal steady states as integrable models. We now analyze implications of
4 The above statement can also easily be translated to the finite-size systems, in analogy with
the definitions of equilibration/thermalization of observables we gave in previous Sections.
In particular, we say that a system locally equilibrates to the steady state described by ρˆss if,
for any ε > 0, there exists a system linear size L , a relaxation time trel, and a recurrence time
trec such that the following relation holds for almost all times trel < t < trec
‖ρˆA(t)− ρˆssA‖tr < ε, (1.21)
with ρˆssA = TrB[ρˆ
ss], for any finite subsystem A. Here, ‖M‖tr = ∑i σi(M) denotes the trace
norm of the matrix M, with σi(M) its eigenvalues.
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this conjecture in the typical quantum quench protocol described in Sec. 1.2.
We start from the general case in which energy is the only conserved quan-
tity of the system. According to the LRC and since in this case the state
which maximizes the entropy is a thermal one, the system relaxes to a lo-
cally thermal state:
ρˆss
loc
= ρˆmc
loc
= ρˆc, (1.24)
where the microcanonical density matrix ρˆmc is defined in Eq. (1.5) and ρˆc =
Z−1c e−βeff Hˆ(h) is the canonical one. Here, Zc = Tr
[
e−βeff Hˆ(h)
]
and the effective
inverse temperature βeff is fixed by Tr[e−βeff Hˆ(h)Hˆ(h)] = E0. Thus, the LRC
leads to the same results of the ETH5.
On the other hand, the conjecture gives precise indications to understand
what happens if additional local conservation laws are present. Of particular
interest in this sense is the case of integrable quantum systems introduced
in Eq. (1.17) which, due to the presence of an extensive set of integrals of
motion { Iˆα} constraining their dynamics, will generally never thermalize.
Nevertheless, the LRC suggests that also these systems locally relax to a sta-
tionary state ρˆss, characterized by the maximum entropy compatible with
the conservation of { Iˆα}. This is in complete agreement with what Rigol
et al. found in 2007 studying the quench of a hard-core boson gas [54]. Here,
generalizing the information theory approach to Statistical Mechanics devel-
oped by Jaynes [100, 101] and looking for a steady state which maximizes
the entropy, they conjectured that the density matrix describing the asymp-
totic state of the system is locally equivalent to the one obtained within the
GGE [47, 53, 54],
ρˆss
loc
= ρˆGGE =
1
ZGGE
e−∑α λα Iˆα , (1.25)
where ZGGE = Tr
[
e−∑α λα Iˆα
]
and the Lagrange multipliers λα, which contain
the information about the initial state |Ψ0〉, are fixed by the requirement
〈Ψ0| Iˆα|Ψ0〉 = Tr[ IˆαρˆGGE] = 1eλα ± 1, ∀α, (1.26)
with + (−) for fermionic (bosonic) systems. Note that ρˆGGE looks very simi-
lar to a standard thermodynamic density matrix in which, however, one has
taken into account the presence of all conserved quantities Iˆα.
The GGE approach has been theoretically verified in many 1D integrable
quantum systems: from continuum models (e.g., Luttinger liquids [15, 33,
102] and the sine-Gordon model [15, 103]) to lattice ones (such as the Hub-
bard model [55, 104] and transverse quantum Ising chain [18, 105–107]). In
addition, Barthel and Schollwöck [57] rigorously proved that systems de-
scribed by quadratic bosonic or fermionic Hamiltonians and prepared in
Gaussian states locally relax to a GGE, in which the proper integrals of mo-
tion to be considered in Eq. (1.25) are the occupation numbers Iˆα = ηˆ†α ηˆα
of the eigenstates of the final Hamiltonian Hˆ(h) = ∑α εαηˆ†α ηˆα. Here, ηˆ†α are
5 Note that actually ETH is a bit more powerful than the LRC. Indeed for local observables the
ETH always holds, but the opposite is not true [16, 47]. However, this shortcoming is largely
compensated by the generality of the LRC.
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bosonic or fermionic operators which diagonalize Hˆ(h) and εα the associ-
ated single-particle energies. As one immediately realizes, however, this
latter statement seems to be in contradiction with the requirement of locality
for the set of quantities { Iˆα}. Indeed, the eigenstate occupation numbers
ηˆ†α ηˆα are not local at all.
Moreover, in order for the GGE to be considered as a legitimate thermo-
dynamic ensemble, it must ensure the statistical independence of macro-
scopic subsystems. This would be the case if the conserved quantities { Iˆα},
which as noted before appear in Eq. (1.25) in the traditional thermodynamic
form e−λα Iˆα , were extensive (like, for example, the Hamiltonian and particle-
number operators in usual thermodynamic ensembles). The key point to
solve both these issues at once is that it is always possible to construct new
local and extensive conserved quantities {Iˆβ} by a linear transformation of
the original set { Iˆα}, Iˆβ = ∑α Lβα Iˆα. Therefore, ρˆGGE can be expressed equiv-
alently by means of both sets of conserved quantities:
ρˆGGE =
1
ZGGE
e−∑α λα Iˆα =
1
ZGGE e
−∑β µβIˆβ , (1.27)
with ZGGE = Tr
[
e−∑β µβIˆβ
]
. Finally, to complete the raise of the GGE to a true
ensemble, we also note that with the above discussion we have demonstrated
that the GGE also fulfills the thermodynamic requirement of “describing a
system by means of few macroscopic parameters” [5, 47]. Indeed, the diag-
onal ensemble density matrix defined in Eq. (1.6) contains an exponentially
large (in system size) number of parameters, namely the coefficients cn of the
projections of the initial state |Ψ0〉 on the final Hamiltonian eigenstates {|n〉}.
On the other hand, the GGE requires the knowledge of an algebraically large
(in system size) number of parameters, i.e. the Lagrange multipliers λα (or,
equivalently, µβ). Therefore, the GGE approach makes use of an exponen-
tially smaller amount of “information” about the system than the diagonal
ensemble one and thus, in the language of Thermodynamics, it describes
macrostates of the system [47, 99].
1.4.3 Relaxation dynamics and the light-cone effect
So far our attention has been devoted to understand if and in what sense
an isolated quantum system driven far from equilibrium can relax to a steady
state. However, our previous discussions have completely left out to say how
this possible state is approached. This issue is far more complicated than the
characterization of the steady state itself since, in general, strongly depends
on details of the model. Nevertheless, the studies of quantum quenches in
integrable systems have contributed to reveal some general feature of the re-
laxation dynamics towards a steady state. The key concept, first introduced
by Calabrese and Cardy in 2006 [32, 60], is the so called light-cone effect.
In their work, Calabrese and Cardy studied how correlation functions of a
generic quantum system evolve after a quench towards a critical Hamilto-
nian, focusing in particular on a 1D system with a linear dispersion relation,
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ω(k) = v|k|. In simple terms, their main result can be stated in the following
way. Let us consider a quenched 1D model and look at a generic two-point
connected correlation function of a local observable Oˆ(r) evaluated at time
t in two different positions, r1 and r2,
COˆ(r1, r2; t) = 〈Ψ(t)|Oˆ(r1)Oˆ(r2)|Ψ(t)〉
− 〈Ψ(t)|Oˆ(r1)|Ψ(t)〉〈Ψ(t)|Oˆ(r2)|Ψ(t)〉. (1.28)
Here, |Ψ(t)〉 = e−iHˆ(h)t|Ψ0〉 is the time-evolved initial state |Ψ0〉. After the
quench (i.e. for t > 0) the behavior of COˆ(r1, r2; t) can always be qualitatively
described by
COˆ(r1, r2; t) ∼
{
fOˆ(t)COˆ(r1, r2; t = 0) for t .
|r1−r2|
2vmax ,
CssOˆ(r1, r2) for t &
|r1−r2|
2vmax ,
(1.29)
with COˆ(r1, r2; t = 0) the value of the two-point correlation function before
the quench, fOˆ(t) a smooth monotonic function of time and C
ss
Oˆ(r1, r2) the
post-quench steady-state correlation function, depending on both the model
and the quench protocol [32, 33]. Here, vmax is the maximum velocity of
elementary excitations of the post-quench Hamiltonian Hˆ(h),
vmax = max{k}
dω(k)
dk
. (1.30)
From Eq. (1.29) it follows that all significant changes in COˆ(r1, r2; t) occur
in a neighborhood of t∗ = |r1− r2|/(2v). Calabrese and Cardy developed an
intuitive and physical picture, illustrated in Fig. 1.4, to explain this behavior
in terms of the propagation of entangled quasi-particles, which holds also
for systems with a more general dispersion relation ω(k). In particular, since
the state |Ψ0〉 is a highly excited state with respect to the post-quench Hamil-
tonian Hˆ(h), the quench performed at t = 0 generates in each point of space
an extensive amount of quasi-particle excitations which start to propagate
through the system in all possible directions (right or left in the 1D we are
considering). Quasi-particles which originate from the same point are entan-
gled and “encode” the information about the quench6. Within this picture, if
at time t > 0 no entangled pairs of counter-propagating quasi-particles have
reached both r1 and r2, the two-point correlation function COˆ(r1, r2; t) would
not deviate significantly from its initial value. In particular, the first couple
of entangled excitations simultaneously arrives at the points r1 and r2 at the
time
t∗ =
|r1 − r2|
2vmax
(1.31)
and begin to induce quantum correlations between the two points. This
results in a dramatic variation of COˆ(r1, r2; t). For the simple case of a linear
dispersion relation considered in Eq. (1.29), one gets dω(k)/(dk) = v, ∀k, i.e.
6 Note that, if the initial state has a finite correlation length χ, this statement holds for all
quasi-particles created within χ [32].
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(a) (b)
(c) (d)
Figure 1.4: Light-cone dynamics of a two-point correlation function COˆ(r1, r2; t) of
a generic local observable Oˆ(r) after a quantum quench. At the instant
of the quench, t = 0, quasi-particle excitations are generated from ev-
ery point of the system and start propagating with maximum group
velocity vmax = v in opposite directions. (a) At time t = t1, only quasi-
particles generated inside the red cones have reached the points r1 and
r2: The behavior of COˆ(r1, r2; t) looks very similar to the pre-quench one
[red dotted line in Panel (d)]. (b) At time t = t2 = t∗, the first pair of
quasi-particle excitations have traveled the distance |r1 − r2|: The cor-
relation function begins to feel the quench and this results in a rapid
variation of its value [green dotted line in Panel (d)]. (c) The transient
regime, in which COˆ(r1, r2; t) continues to change, lasts approximately
until t = t3 = |r1 − r2|/v, when all the quasi-particles generated inside
the interval [r1, r2] has left this region. For t > t3, COˆ(r1, r2; t) settles to
its final steady state value [blu dot in Panel (d)].
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A reasonable physical intuition in the study of interacting quantum systems says that, independent of
the initial state, the system will tend to equilibrate. In this work we introduce an experimentally accessible
setting where relaxation to a steady state is exact, namely, for the Bose-Hubbard model quenched from a
Mott quantum phase to the free strong superfluid regime. We rigorously prove that the evolving state lo-
cally relaxes to a steady state with maximum entropy constrained by second moments—thus maximizing
the entanglement. Remarkably, for this to be true, no time average is necessary. Our argument includes a
central limit theorem and exploits the finite speed of information transfer. We also show that for all peri-
odic initial configurations (charge density waves) the system relaxes locally, and identify experimentally
accessible signatures in optical lattices as well as implications for the foundations of statistical mechanics.
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The study of the nonequilibrium properties of quantum
many body systems has recently entered a renaissance era.
This has been motivated, in part, by recent experimental
developments; the rapid progress of experiments involving
ultracold atoms in optical lattices, with their high degree of
control and long coherence times, has opened the door to
precise experimental studies of the dynamics of strongly
interacting quantum systems [1]. In addition, questions of
relaxation and thermalization for nonequilibrium systems
are again receiving attention from foundational perspec-
tives. This is partly triggered by intuition from quantum
information theory where maximally or almost maximally
entangled states emerge from appropriate distributions of
random states [2–4].
One particularly fascinating setting which has recently
received intensive study is that of quenching, that is, a
sudden change of interaction strength [5–8]. Several ex-
planations for, and numerical studies of, quenched dynam-
ics have gradually led to the formulation of a rather general
body of theory and conjectures; it has been mooted that if
the system starts in the ground state of one Hamiltonian
then certain properties such as correlators of the system
should relax to an analogue of the thermal state of the new
Hamiltonian after a quench [5]. By these observations we
are motivated to formulate a conjecture. This local relaxa-
tion conjecture states that a system should locally relax to a
steady state, respecting conserved quantities.
The local relaxation conjecture may sound suspiciously
like a violation of unitarity as the global state must, of
course, remain pure throughout the dynamics. However, a
reasonable physical intuition which explains why there is
no contradiction is that for a small block of sites the rest of
a system acts like a reservoir and thus allows the site or the
block to equilibrate. Indeed, the full explanation for the
emergence of a local steady state during the course of the
quench may be intuitively described along these lines: as
time evolves the system becomes correlated [6]—from
each site a wave front moving at some finite speed
emerges, carrying information [8]. As time progresses
more and more excitations will have passed through a
given site, see Fig. 1. The cumulative effect of these
successive excitations results in an effective averaging
process; information stored in one site becomes infinitely
diluted across the lattice.
In this work we introduce a physical setting where the
local relaxation conjecture can be studied analytically. We
find an exact convergence to a steady state for long times in
the quenched Bose-Hubbard model. Our method is self-
contained and physically motivated, and it is valid also for
finite system sizes relevant to experimental settings. In the
course of the proof we are also able to quantify the dilution
of information throughout the lattice. Thus, our approach is
considerably simpler and more physically intuitive than a
potential approach based on the C!-algebraic arguments
developed in Ref. [9] to study the local relaxation of free
fermions and bosons freely moving in Rn and classical
FIG. 1 (color online). Intuitive picture of the relaxation pro-
cess in the quenched Bose-Hubbard model: for any lattice site i
(or any block of sites) within a cone (dark gray) defined by the
speed of information transfer excitations significantly contribute
to the local mixing of the state at the site. Contributions from
outside this cone (light gray) are exponentially suppressed. The
incommensurate influence of the lattice sites in the cone gives
rise to a relaxation to maximal entropy for large times t.
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Figure 1.5: Schematic picture of the relaxation process in a quenched Bose-Hubbard
model according to the LRC. At a given time t, the lattice site i is only
affected by the information transfered from the neighbor lattice sites
whi h are contained inside the gray light cones, while co tributions due
to sites outside the latter are exponentially suppressed. The incommen-
surate influence of information coming from different sites leads to the
relaxation to the maximum entropy state in the long-time limit. Figure
taken from Ref. [55]
all quasi-particle excitations move with the same velocity. When all quasi-
particles generated in the region between r1 and r2 have moved outside this
region, that is for t > |r1 − r2|/v, COˆ(r1, r2; t) quickly approaches its final
stationary value. Note that in the case of a general dispersion relation ω(k),
where lots of excitations move slower than vmax, this relaxation process can
be quite slow, especially if there exist some values of k′ such that ω(k′)→ 0.
The propagation of entangled quasi-particles has a huge impact also on
the one-point local observables 〈Oˆ(r)〉 we considered in previous Sections
and, indeed, lies at the basis of the LRC. Here, as shown in Fig. 1.5, local
relaxation is basically due to the cumulative effects of the incoherent passage
of excitations at the point r, which leads to an averaging process resulting
in the local equilibration of the neighborhood of r (and, therefore, of the
average of a local observable 〈Oˆ(r)〉) to the maximum entropy ensemble [32,
55, 56, 58] [see also Sec. 1.4.2].
lieb-robinson bound The light-cone build-up of correlations through
a quantum system after a quench is strictly connected with the so called
Lieb-Robinson bound [18, 108, 109], which implements in non-relativistic
quantum systems the principle of causality by setting a bound on the ve-
locity of propagation of information in quantum models with short range
interactions. In particular, Lieb and Robinson showed that the following
causal structure in the commutator between two local operators evaluated
at different times is satisfied
‖ [OˆA(t), OˆB(0)] ‖ ≤ c min(|A|, |B|)‖OˆA‖‖OˆB‖e− L−vtξ . (1.32)
Here, OˆA and OˆB are local operators acting on two finite subsystems A and
B, the latter being separated by a distance L. Here, ‖ · ‖ denotes the trace
norm of an operator introduced in footnote 4, |A| is the volume of subsystem
A, and c, v, and ξ are constants. Bravyi et al. demonstrated that Eq. (1.32)
has important consequences in the time-evolution of correlation functions
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after a quantum quench in systems initially prepared in a state |ψ0〉 with
finite correlation length χ [110]. It is indeed possible to show that
〈Ψ0|OˆA(t)OˆB|Ψ0〉 − 〈Ψ0|OˆA(t)|Ψ0〉〈Ψ0|OˆB(t)|Ψ0〉 ≤ c¯(|A|+ |B|)e−
L−2vt
χ+2ξ
(1.33)
Physically, this means that if subsystems A and B are initially uncorrelated,
their correlation remains exponentially small up to times t > L/2v and, thus,
behave exactly as depicted in Fig. 1.4.
1.4.4 Experimental observation of the GGE and LC dynamics
After being numerically tested in a variety of different systems [47, 54],
local relaxation towards the GGE has recently been seen experimentally by
the Schmiedmayer’s group in Vienna [40, 41, 43]. The experimental setup
they used consists of a single 1D Bose gas realized with a magnetic trap on
an atom chip [91]. As shown in Fig. 1.6(a), the application of an external
radiofrequency electromagnetic field allows to suddenly turn the transverse
harmonic trapping potential into a double-well one [111]. This procedure
splits the gas in two independent 1D condensates and, at the same time,
injects energy inside the system, thus realizing a true quantum quench. Each
of the two gases can be described in terms of density fluctuations δρi(z)
around their mean density n1D, with i = {1, 2} and z the axial coordinate,
and of fluctuating phases θi(z); see Fig. 1.6(a).
After the quench, the setup is allowed to evolve coherently for a certain
time t. Then, all the trapping potentials are turned off and the gas begins
to expand freely. The relative local phase difference ϕ(z; t) = θ1(z; t) −
θ2(z; t) is extracted from a matter-wave interference pattern, measured by
an absorption imaging technique [113, 114]. A typical result is shown in
Fig. 1.6(b). This allows to immediately evaluate from experimental data the
time-dependent N−point phase correlation function,
C(z1, z2, ..., zN ; t) ∼ 〈Ψ1(z1; t)Ψ†2(z1; t)Ψ†1(z2; t)Ψ2(z2; t)...Ψ†1(zN ; t)Ψ2(zN ; t)〉
∼ 〈eiϕ(z1;t)−iϕ(z2;t)+...−iϕ(zN ;t)〉, (1.34)
where Ψi(z), with i ∈ {1, 2}, denotes the bosonic field operator acting on the
i−th split condensate and the brackets denotes the quantum average over
the initial state.
In Refs. [41] and [42] Langen et al. focused in particular on the behavior
of the 2-point phase correlation function, C(z1, z2; t), whose behavior in time
is shown in Fig. 1.7. Immediately after the splitting of the system one finds
C(z1, z2; 0) ≈ 1 for any z1, z2. This signals the long-range phase coherence
created by the splitting procedure. For t > 0 the two regimes of correlations
build-up introduced in Eq. (1.29) can be clearly observed. Indeed, for relative
distances z¯ = z1 − z2 such that z¯ < z¯c = 2vt, with v is the speed of phononic
excitations in the system, the correlation function C(z1, z2; t) features the
exponential decay associated with the equilibrated regime [green curve in
Fig. 1.7(a)] and stops changing significantly. On the other hand, for distances
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different strengths of the phase locking between the superfluids. The 
superfluids are prepared by slow evaporative cooling into the double- 
well potential, with the aim of creating a thermal equilibrium state. 
In both limits, 〈 cos(ϕ)〉 ≈ 0 (uncoupled superfluids) and 〈 cos(ϕ)〉 ≈ 1 
(strongly coupled superfluids), the connected part vanishes (Fig. 2a, c). 
The full fourth-order correlation function is given by its disconnected 
part, calculated from the second-order correlation function; that is, the 
fourth-order correlation function factorizes. For intermediate phase 
locking (Fig. 2b), the fourth-order function cannot be described by 
second-order functions alone, and a substantial connected part 
remains.
We now compare our observations with predictions for thermal 
states of the sine-Gordon model, which has been proposed as an 
effective description of the relative degrees of freedom of two tunnel- 
coupled 1D bosonic superfluids10. Following ref. 10 (see Supplementary 
Information for details) the Hamiltonian is
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where δ ρ(z) describes the relative density fluctuations and ϕ(z) is the 
relative phase (see Fig. 1). These fields represent canonically conjugate 
variables that fulfil appropriate commutation relations. The parameter 
m is the mass of the atoms, g is the 1D interaction strength, J is the 
tunnel-coupling strength between the superfluids with equal 1D 
densities n1D and ħ is the reduced Planck constant.
The correlation functions in equation (3) reflect the correlations in 
the collective degrees of freedom, constructed from the conjugate fields 
δ ρ and ϕ. The connected correlation function ′z zG ( , )Ncon( )  for N > 2 is 
therefore a direct measure of their interactions. In contrast, the more 
commonly used correlation functions 〈 〉′ϕ ϕ−e i z z[ ( ) ( )]  and their higher- 
order generalizations21 contain ′z zG ( , )Ncon( )  up to arbitrary order even 
for the second-order function, and so are not suitable for studying these 
interaction properties (see Methods and Supplementary Information).
HSG nicely reflects the observations in Fig. 2. For 〈 cos(ϕ)〉 ≈ 0, which 
corresponds to J ≈ 0, only the first part of HSG, the quadratic 
Tomonaga–Luttinger Hamiltonian26–28, remains, leading to Gaussian 
thermal states that are characterized by a vanishing connected 
correlation function G Ncon( ) for N > 2. For 〈 cos(ϕ)〉 ≈ 1, we can replace 
the cosine in the Hamiltonian in equation (4) by its harmonic 
approximation29, which also leads to a quadratic Hamiltonian and 
Gaussian fluctuations.
For intermediate phase locking (intermediate 〈 cos(φ)〉 ), we have 
to consider the full cosine potential, which leads to a non-vanishing 
fourth-order connected correlation function.
The Hamiltonian (equation (4)) represents an effective low-energy 
description of the underlying microscopic degrees of freedom and 
processes. Theoretically, the insensitivity to details of the underlying 
micro-physics can be efficiently phrased in terms of relevant and 
irrelevant operators of the model used. The factorization observed 
for strong and vanishing tunnel coupling provides an experimental 
demonstration that the contributions from a large set of possible irrel-
evant operators renormalize to zero in the low-energy effective theory 
that describes thermal equilibrium.
For a quantitative comparison between experiment and equili-
brium sine-Gordon theory, we first estimate the density n1D and 
the temperature T of our samples from independent measurements 
(see Methods). We then numerically calculate the theoretical pre-
diction for the higher-order correlation functions (see Methods and 
Supplementary Information). We compare theory and experiment 
using the measure
=
∑
∑
z
z
M
G
G
( ,0)
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z
N
N
N
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( )
which is plotted in Fig. 3 as a function of the phase-locking strength, 
quantified by 〈 cos(ϕ)〉 . The experimental results for N = 4 agree well 
with sine-Gordon equilibrium theory.
Looking at the Wick decomposition for the sixth-, eighth- and 
tenth-order functions, specifically, whether they factorize into 
second-order functions, we obtain similar results (see Extended Data 
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Figure 1 | Schematics of the experimental set-up. We consider two 
tunnel-coupled 1D superfluids (red ellipses) in a double-well potential at a 
common temperature T. By changing the barrier height of the double-well 
potential (blue lines) the tunnel coupling J between the two superfluids 
(arrows) can be adjusted. The superfluids are described in terms of density 
fluctuations δ ρ1,2 around their equal mean densities n1D and fluctuating 
phases θ1,2 (black lines). From these quantities we define the relative 
degrees of freedom δ ρ(z) = [δ ρ1(z) − δ ρ2(z)]/2 and ϕ(z) = θ1(z) − θ2(z).
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(a)
The GGE is a direct generalization of the usual
thermodynamical ensembles and is formally ca-
pable of describing a wide range of dynamically
emerging steady states (15). For example, in the
case where only the energy is conserv d, the GGE
reduces to the standard canonical or Gibbs en-
semble, with temperature being the only Lagrange
multiplier (4). Moreover, the GGE famously pro-
vides a description for the steady states of
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Fig. 1. Experimental concept. A non-equilibrium system is
prepared by splitting a 1D Bose gas into two halves. After an
evolution time t, matter-wave interference is used to extract the local
relative phase profile ϕ(z) between the two halves. This is ac-
complished by measuring the local position of the fluctuating inter-
ference fringes. Subsequently, the phase profile is used to calculate
the two-point correlation function Cðz1, z2Þ e 〈exp½iϕðz1Þ − iϕðz2Þ$〉
as a function of all possible coordinates z1 and z2 along the
length of the measured phase profile. For z1 = z2 (e.g., green
triangle on the diagonal), C(z1, z2) = 1. Coordinates with z1 = –z2 (e.g.,
red point) are located symmetrically around the center of the sys-
tem and are found on the antidiagonal of the correlation function.
Fig. 2. Two-point phase correlation functions C
(z1, z2) for increasing evolution time. (A and B)
Different initial states were prepared using two different
splitting protocols. Both states show a characteristic
maximum on the diagonal and a decay of correlations
away from the diagonal. We used a c2 analysis to
quantify the agreement of our theoretical model and
the experiments.The steady state and the dynamics in
(A) can be well described by a single temperature Teff.
(C) The single-temperature model fails for the steady
state and the dynamics in (B), which require more
temperatures to explain additional correlations on the
antidiagonal (see text). The observation of different
temperatures in the same steady state constitutes our
observation of a GGE. The center of the system is lo-
cated at z1 = z2 = 0; color marks the amount of cor-
relations between 0 and 1 and the local c2 contribution
between 0 and 150. The uncertainty of the correlation
functions is estimated via bootstrapping over approx-
imately 150 experimental realizations (25).
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(b)
Figure 1.6: In Panel (a) is hown a sketch of the experimental setup used in Ref. [41].
The initial harmonic confining potential can be deformed in a double-
wel potential by the application of an ext rnal field. The system is then
split in two 1D gas , which can be d scribed in terms of density fluctu-
ations δρi and phase θi (with i ∈ {1, 2}). r small value of tunneling pa-
rameter J the two systems evolve independently from each other. After
a time interval t the trapping potential is released and a matter-wave in-
terference pattern between the two gases is measured by an absorption
imaging technique [Panel (b), left]. The relative phase φ(z) = θ1 − θ2
can then be extracted from the interference pattern and directly em-
ployed for evaluating the 2−point correlation function C(z1, z2) [Panel
(b), right]. Green triangles corresponds to a diagonal contribution of
the correlation function, i.e. with z1 = z2, while red circles indicate an
anti-diagonal one, i.e. with z1 = −z2. The latter contribution is strongly
suppressed in thermal equilibrium and a large value signals an out-of-
equilibrium regime. Figures taken from Refs. [112] [Panel (a)] and [41]
[Panel (b)].
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Figure 2 | Local emergence of thermal correlations in a light-cone-like
evolution. a, Experimental phase correlation functions C(z¯,t) (filled circles)
compared to theoretical calculations (solid lines). From top to bottom, the
evolution time t increases from 1 to 9ms in steps of 1ms. The bottom
(green) line is the theoretical correlation function of the prethermalized
state. For each t, the constant values of C(z¯,t) at large z¯ can be used to
determine the crossover distance z¯c(t) up to which the system forgets the
initial long-range phase coherence (see text for details). b, Position of the
crossover distance z¯c as a function of evolution time t, revealing the
light-cone-like decay of correlations. Error bars denote the uncertainty in z¯c,
following from the standard deviation of the constant values of C(z¯,t) and
the uncertainty in the effective temperature of the prethermalized state
(see Supplementary Information). The solid line is a linear fit, the slope of
which corresponds to twice the characteristic velocity of correlations. Inset:
schematic visualization of the dynamics with increasing evolution time
from top to bottom as in a. The decay of correlations is characterized by a
front moving with a finite velocity: for a given time t, C(z¯,t) is exponential
(thermal) only up to the characteristic distance z¯c(t). Beyond this horizon,
long-range phase coherence is retained. Note that in the experimental data
shown in a, the sharp transitions are smeared out by the finite experimental
imaging resolution.
large distances they are associated with the highly occupied
long-wavelength excitations that take a long time (⇠1/!k) to
be converted from the initial density fluctuations into phase
fluctuations. At time t , there exists a characteristic distance beyond
which the contribution of these long-wavelength fluctuations to
the randomization of the phase is compensated by a decrease of
the contribution from the faster short-wavelength fluctuations (see
Supplementary Fig. S3 for an illustration). Therefore, the phase does
not randomize any further and long-range phase coherence remains
beyond z¯c . The sharpness of the transition at z¯c results from the
interference of themany excitations with differentmomenta.
Alternatively, the excitations in the Luttinger-liquid model can
also be identified as pairs of quasi-particles, which propagate in
opposite directions with momenta k and  k, respectively2,7. This
interpretation naturally leads to the light-cone condition, as two
points separated by z¯ can establish thermal correlations if quasi-
particles originating from these pointsmeet after a time t= z¯/2c0.
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Figure 3 | Scaling of the characteristic velocity with particle number. The
solid red (dashed grey) line is the calculated velocity of correlations for a
trapped (homogeneous) system. The peak densities are given for each gas.
Shaded areas correspond to the uncertainty on the measured trap
frequencies. Error bars denote one standard deviation.
In Fig. 2a we compare the results of the Luttinger-liquid
calculation to our measured data, taking into account the finite
resolution of the imaging system (Supplementary Information).We
find good agreement, using independently measured experimental
parameters as the input for the theory. This quantitative agreement
validates our interpretation of the observations as the local
emergence of thermal correlations.
When increasing the number of particles in our quantum
many-body system, we expect interaction effects to play a more
important role, leading to a faster local relaxation. In the
homogeneous limit this is captured by the scaling of the speed
of sound c0 ⇠ p⇢ with the 1D density ⇢ of each gas17. To
investigate the scaling of the characteristic velocity, we perform
the experiment for a varying number of atoms N in the
system. We observe the light-cone-like emergence of the thermal
correlations over the whole range of probed atom numbers
(N ⇠ 4,000–12,000). In the experimentally realized trapped system,
the density varies along the length of the gases, resulting in a
spatially dependent speed of sound. Nevertheless, the superposition
of many excitations still leads to a single characteristic velocity
for the dynamics, which is slightly reduced with respect to
the homogeneous case (Supplementary Information). In Fig. 3
we show the measured characteristic velocities. A Luttinger-
liquid calculation including the trapping potential describes
the experimental data within the experimental error, whereas
a purely homogeneous calculation clearly overestimates the
characteristic velocity.
In our experiment thermal correlations emerge locally in their
final prethermalized form. This supports the local relaxation
hypothesis3 and indicates a general pathway for the emergence of
classical properties in isolated quantum many-body systems. In
our system, interactions manifest themselves in excitations with a
linear dispersion relation (in the homogeneous limit), resulting in a
decay of quantum coherence that takes the form of an effective light
cone. Whether this scenario holds also for systems with nonlinear
dispersion relations, long-range interactions29 or systems that are
subject to disorder30 remains a topic of intense study.
Methods
Splitting process. The splitting is performed by linearly increasing the amplitude
of the radiofrequency current in the chip wires to 24mAwithin 12ms. Tominimize
longitudinal excitations during the splitting, the initial gas is prepared in a slightly
dressed radiofrequency trap that has the same longitudinal confinement as the
final double-well potential (see Supplementary Information for more details). The
increase of radiofrequency current results in a rapid decay of the tunnel coupling
between the two gases. Simulations of the chip potential and experiments with
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Figure 2 | Local emergence of thermal correlations in a light-cone-like
evolution. a, Experimental phase correlation functions C(z¯,t) (filled circles)
compared to theoretical calculations (solid lines). From top to bottom, the
evolution time t increases from 1 to 9ms in steps of 1ms. The bottom
(green) line is the theoretical correlation function of the prethermalized
state. For each t, the constant values of C(z¯,t) at large z¯ can be used to
determine the crossover distance z¯c(t) up to which the system forgets the
initial long-range phase coherence (see text for details). b, Position of the
crossover distance z¯c as a function of evolution time t, revealing the
light-cone-like decay of correlations. Error bars denote the uncertainty in z¯c,
following from the standard deviation of the constant values of C(z¯,t) and
the uncertainty in the effective temperature of the prethermalized state
(see Supplementary Information). The solid line is a linear fit, the slope of
which corresponds to twice the characteristic velocity of correlations. Inset:
schematic visualization of the dynamics with increasing evolution time
from top to bottom as in a. The decay of correlations is characterized by a
front moving with a finite velocity: for a given time t, C(z¯,t) is exponential
(thermal) only up to the characteristic distance z¯c(t). Beyond this horizon,
long-range phase coherence is retained. Note that in the experimental data
shown in a, the sharp transitions are smeared out by the finite experimental
imaging resolution.
large distances they are associated with the highly occupied
long-wavelength excitations that take a long time (⇠1/!k) to
be converted from the initial density fluctuations into phase
fluctuations. At time t , there exists a characteristic distance beyond
which the contribution of these long-wavelength fluctuations to
the randomization of the phase is compensated by a decrease of
the contribution from the faster short-wavelength fluctuations (see
Supplementary Fig. S3 for an illustration). Therefore, the phase does
not randomize any further and long-range phase coherence remains
beyond z¯c . The sharpness of the transition at z¯c results from the
interference of themany excitations with differentmomenta.
Alternatively, the excitations in the Luttinger-liquid model can
also be identified as pairs of quasi-particles, which propagate in
opposite directions with momenta k and  k, respectively2,7. This
interpretation naturally leads to the light-cone condition, as two
points separated by z¯ can establish thermal correlations if quasi-
particles originating from these pointsmeet after a time t= z¯/2c0.
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Figure 3 | Scaling of the characteristic velocity with particle number. The
solid red (dashed grey) line is the calculated velocity of correlations for a
trapped (homogeneous) system. The peak densities are given for each gas.
Shaded areas correspond to the uncertainty on the measured trap
frequencies. Error bars denote one standard deviation.
In Fig. 2a we compare the results of the Luttinger-liquid
calculation to our measured data, taking into account the finite
resolution of the imaging system (Supplementary Information).We
find good agreement, using independently measured experimental
parameters as the input for the theory. This quantitative agreement
validates our interpretation of the observations as the local
emergence of thermal correlations.
When increasing the number of particles in our quantum
many-body system, we expect interaction effects to play a more
important role, leading to a faster local relaxation. In the
homogeneous limit this is captured by the scaling of the speed
of sound c0 ⇠ p⇢ with the 1D density ⇢ of each gas17. To
investigate the scaling of the characteristic velocity, we perform
the experiment for a varying number of atoms N in the
system. We observe the light-cone-like emergence of the thermal
correlations over the whole range of probed atom numbers
(N ⇠ 4,000–12,000). In the experimentally realized trapped system,
the density varies along the length of the gases, resulting in a
spatially dependent speed of sound. Nevertheless, the superposition
of many excitations still leads to a single characteristic velocity
for the dynamics, which is slightly reduced with respect to
the homogeneous case (Supplementary Information). In Fig. 3
we show the measured characteristic velocities. A Luttinger-
liquid calculation including the trapping potential describes
the experimental data within the experimental error, whereas
a purely homogeneous calculation clearly overestimates the
characteristic velocity.
In our experiment thermal correlations emerge locally in their
final prethermalized form. This supports the local relaxation
hypothesis3 and indicates a general pathway for the emergence of
classical properties in isolated quantum many-body systems. In
our system, interactions manifest themselves in excitations with a
linear dispersion relation (in the homogeneous limit), resulting in a
decay of quantum coherence that takes the form of an effective light
cone. Whether this scenario holds also for systems with nonlinear
dispersion relations, long-range interactions29 or systems that are
subject to disorder30 remains a topic of intense study.
Methods
Splitting process. The splitting is performed by linearly increasing the amplitude
of the radiofrequency current in the chip wires to 24mAwithin 12ms. Tominimize
longitudinal excitations during the splitting, the initial gas is prepared in a slightly
dressed radiofrequency trap that has the same longitudinal confinement as the
final double-well potential (see Supplementary Information for more details). The
increase of radiofrequency current results in a rapid decay of the tunnel coupling
between the two gases. Simulations of the chip potential and experiments with
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Figure 1.7: Time evolution of the phas correlation function C(z1, z2; t). In Panel
(a) different snapshots of C(z1, z2; t) as a function of th relative dis-
tance z¯ = z1 − z2 are shown, with t increasing from 1 ms to 9 ms in
steps of 1 ms from top to bottom. Fill d circles correspond to exper-
imental data, while solid lines are obtai d by a the retical Luttinger
liquid model. See Ref. [42] for details. The green solid line corresponds
to the asymptotic prediction for C(z1, z2; t), CSS(z1, z2). The light-cone
spreading of correlations is clearly vi ible: For any t > 0, C z1, z2; t) is
very close to its asymptotic value in the region z¯ < z¯c = 2ct, while it
remains qualitative similar to re-quench correlation function on larger
relative distances. The velocity of phononi excitations v is determined
by a fit of the cross- ver distance z¯c as a function of time, as shown
in Panel (b). The latter para eter is extracted rom the intersection be-
tween C(z1, z2; t) and its theoretical asymptotic profile, as schematically
shown in the inse of Panel (b). Figures taken from Ref. [42].
z¯ > z¯c, C(z1, z2; t) remains nearly constant over the whole system, which
thus retains the initial long-range phase coh re ce on large dista ces. The
smo th and monotonic de rease in time observed can be explained in terms
of the function fOˆ(t) introduced in Eq. (1.29). T e “Vienna xp riment” i
therefore a beautiful demonstrations of the local emergence of equilibration,
induced by light-cone-like spreading of correlations thr ugh the ystem, a d
thus confirms the LRC. A very similar behavior have also been observed
by Cheneau et al. in the context of quan um qu nches the Bos H bbard
model [115].
We can now turn our attention to the asymptotic behavior f C(z1, z2; t),
de oted by CSS(z1, z2), looking for an experimental confirmatio of e GGE
conjecture [41]. Indeed, the two 1D gases obtained after the quench in
the setup discussed so far are a very close realization of the Lieb-Lininger
model [89, 116], one of the most well-known integrable systems, and they be-
have as if th y were completely in egrabl over a very long time scale [39, 42,
87]. Deviations from thermalization are therefore expected. Unfortunately,
the sudden splitting protocol employ d in the experiment just described
results in an equipartition of the injected energy amo g all t e conserved
qu si-particle modes associated with the degr es of fr edom of the systems,
with εsplit = kBTeff and Teff an effective temperature. This implies that the
state corresponding to CSS(z1, z2) shown in Fig. 1.7(a) is indistinguishable
from a thermal one and the emergence of the GGE can not thus be captured.
This issue has been resolved by Langen et al. by varying the speed of the
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quench protocol. In this way it has been possible to create an imbalance
in the occupations of different quasi-particle modes [41], which results in a
relaxation of the system towards a non-thermal steady state. This can be
seen in Fig. 1.8 from the presence of higher values of correlation outside
the region z1 = z2 and, in particular, along the anti-diagonal z1 = −z2. As
said above, this is a hallmark of an out-of-equilibrium regime. Langen et al.
found an excellent agreement between their experimental data and a GGE
calculation in which at least ten lowest-energy occupation numbers of the
quasi-particle modes of the system degrees of freedom have been consid-
ered. Their values have been obtained by fitting the occupation numbers of
the steady state two-point correlation function CSS(z1, z2). As can be seen
from the bottom row plot in Fig. 1.8, the local χ2 of the fitting procedure
is indeed very small, thus confirming the goodness of the GGE approach.
Moreover, the occupation numbers obtained by the fitting procedure allows
also for an accurate description of the dynamics of the system [41].
Since the GGE is expected to reproduce well the behavior of local quantities
only, Langen et al. looked for possible deviations by measuring higher-order
(and, then, lesser local) correlation functions. However, also for this quanti-
ties they found an excellent agreement between the experimental data and
the theoretical model based on the GGE, with the same Lagrange multipli-
ers obtained from the fit on CSS(z1, z2). Results for some cuts of 4−, 6− and
10−point correlation functions are shown in Panel (b) of Fig. 1.8.
1.4.5 Pre-thermalization in nearly-integrable systems
We conclude this introductory Chapter by a final remark on the experi-
mental relevance of integral quantum models. Indeed, non-integrable pertur-
bations, however small, always exist in real systems. One therefore should
expect that every experimental setup driven out of equilibrium will eventu-
ally relax to a thermal state at some point. However, if the non-integrability
perturbation is sufficiently small, it is natural to suppose that initially the
relaxation process is essentially governed by the integrable contribution of
the Hamiltonian of the system, which leads the latter towards an approxi-
mate stationary state described by the GGE. Non-integrability enters in the
dynamics only at a larger time scale and finally makes the system relax to a
true thermal state. The intermediate quasi-stationary state reached after the
first step of the relaxation process is now known as pre-thermalization regime
and it has been introduced for the first time by Berges et al. in the field of
cosmology [8]. In general, the relaxation of a quantum system prepared in
an out-of-equilibrium state involves three different processes, each of which
with its characteristic time-scale [8, 43, 117]:
1. kinetic pre-thermalization represents the first stage of relaxation and is
caused by the fast dephasing between the post-quench Hamiltonian
eigenmodes;
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The GGE is a direct generalization of the usual
thermodynamical ensembles and is formally ca-
pable of describing a wide range of dynamically
emerging steady states (15). For example, in the
case where only the energy is conserved, the GGE
reduces to the standard canonical or Gibbs en-
semble, with temperature being the only Lagrange
multiplier (4). Moreover, the GGE famously pro-
vides a description for the steady states of
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Fig. 1. Experimental concept. A non-equilibrium system is
prepared by splitting a 1D Bose gas into two halves. After an
evolution time t, matter-wave interference is used to extract the local
relative phase profile ϕ(z) between the two halves. This is ac-
complished by measuring the local position of the fluctuating inter-
ference fringes. Subsequently, the phase profile is used to calculate
the two-point correlation function Cðz1, z2Þ e 〈exp½iϕðz1Þ − iϕðz2Þ$〉
as a function of all possible coordinates z1 and z2 along the
length of the measured phase profile. For z1 = z2 (e.g., green
triangle on the diagonal), C(z1, z2) = 1. Coordinates with z1 = –z2 (e.g.,
red point) are located symmetrically around the center of the sys-
tem and are found on the antidiagonal of the correlation function.
Fig. 2. Two-point phase correlation functions C
(z1, z2) for increasing evolution time. (A and B)
Different initial states were prepared using two different
splitting protocols. Both states show a characteristic
maximum on the diagonal and a decay of correlations
away from the diagonal. We used a c2 analysis to
quantify the agreement of our theoretical model and
the experiments.The steady state and the dynamics in
(A) can be well described by a single temperature Teff.
(C) The single-temperature model fails for the steady
state and the dynamics in (B), which require more
temperatures to explain additional correlations on the
antidiagonal (see text). The observation of different
temperatures in the same steady state constitutes our
observation of a GGE. The center of the system is lo-
cated at z1 = z2 = 0; color marks the amount of cor-
relations between 0 and 1 and the local c2 contribution
between 0 and 150. The uncertainty of the correlation
functions is estimated via bootstrapping over approx-
imately 150 experimental realizations (25).
RESEARCH | REPORTS
The GGE is a direct generalization of the usual
thermodynamical ensembles and is formally ca-
pable of describing a wide range of dynamically
emerging steady states (15). For example, in the
case where only the energy is conserved, the GGE
reduces to the standard canonical or Gibbs en-
semble, with temperature being the only Lagrange
multiplier (4). Moreover, the GGE famously pro-
vides a description for the steady states of
208 10 APRIL 2015 • VOL 348 ISSUE 6231 sciencemag.org SCIENCE
Fig. 1. Experimental concept. A non-equilibrium system is
prepared by splitting a 1D Bose gas into two halves. After an
evolution time t, matter-wave interference is used to extract the local
relative phase profile ϕ(z) between the two halves. This is ac-
complished by measuring the local position of the fluctuating inter-
ference fringes. Subsequently, the phase profile is used to calculate
the two-point correlation function Cðz1, z2Þ e 〈exp½iϕðz1Þ − iϕðz2Þ$〉
as a function of all possible coordinates z1 and z2 along the
length of the measured phase profile. For z1 = z2 (e.g., green
triangle on the diagonal), C(z1, z2) = 1. Coordinates with z1 = –z2 (e.g.,
red point) are located symmetrically around the center of the sys-
tem and are found on the antidiagonal of the correlation function.
Fig. 2. Two-point phase correlation functions C
(z1, z2) for increasing evolution time. (A and B)
Different initial states were prepared using two different
splitting protocols. Both states show a characteristic
maximum on the diagonal and a decay of correlations
away from the diagonal. We used a c2 analysis to
quantify the agreement of our theoretical model and
the experiments.The steady state and the dynamics in
(A) can be well described by a single temperature Teff.
(C) The single-temperature model fails for the steady
state and the dynamics in (B), which require more
temperatures to explain additional correlations on the
antidiagonal (see text). The observation of different
temperatures in the same steady state constitutes our
observation of a GGE. The center of the system is lo-
cated at z1 = z2 = 0; color marks the amount of cor-
relations between 0 and 1 and the local c2 contribution
between 0 and 150. The uncertainty of the correlation
functions is estimated via bootstrapping over approx-
imately 150 experimental realizations (25).
RESEARCH | REPORTS
(a)
a very good description of the experimental
data (see Fig. 2B). As expected from our intui-
tive two-temperature model, the fitting confirms
that the occupation of even modes is strongly
enhanced, whereas the occupation of odd modes
is reduced (see Fig. 3A). Fixing these occupation
numbers extracted from the steady state, our
theoretical model also describes the complete
dynamics very well. This clearly demonstrates
that the different populations of the modes
were imprinted onto the system by the splitting
quench and are conserved during the dynamics.
In contrast, a simple model based on a usual
Gibbs ensemble with just one temperature for
all modes clearly fails to describe the data [best
fit: kBTeff = 0.38 (T0.01) × m, reduced c
2 ≈ 25],
as visualized in Fig. 2C.
Notably, our fitting results for the GGE exhibit
strong correlations between the different even
modes and the different odd modes, respectively.
This demonstrates the difficulty in fully and in-
dependently determining the parameters of such
complex many-body states. In fact, any full tomog-
raphy of all parameters would require exponen-
tially many measurements. The results thus clearly
show the presence of a GGE with at least two, but
most likely many more temperatures.
Our work raises the interesting question of
how many Lagrange multipliers are needed in
general to describe the steady state of a realistic
integrable quantum system. In analogy to classical
mechanics, where N conserved quantities exist
for a generic integrable system with N degrees
of freedom, integrability in quantummany-body
systems has been proposed to be characterized
by the fact that the number of independent local
conserved quantities scales with the number
of particles (5). Here we conjecture that many
experimentally obtainable initial states evolve
in time into steady states, which can be described
to a reasonable precision by far fewer than N
Lagrange multipliers (8, 34). This would have
the appeal of a strong similarity to thermody-
namics, where also only a few parameters are
needed to describe the properties of a system
on macroscopic scales.
To illustrate this in our specific case, we inves-
tigated how many distinct Lagrange multipliers
need to be considered in the GGE to describe our
data with multiple temperatures (Fig. 3). Includ-
ing more and more modes in the fitting of the
experimental data, we found that the reduced
c2 values decrease and settle close to unity for
nine included modes, with all higher modes being
fitted by one additional Lagrange multiplier.
Looking at the P value for the measured c2 (35)
shows that only a limited number of Lagrange
multipliers needs to be specified to describe the
observables under study to the precision of the
measurement. A simple numerical estimate based
on the decreasing contribution of higher modes
to the measured correlation functions and the
limited imaging resolution leads to approximately
10 Lagrange multipliers, which is in good agree-
ment with our observations (25). Moreover, com-
paring this result with the single-temperature
steady state discussed earlier illustrates that the
complexity of the initial state plays an impor-
tant role for the number of Lagrange multipliers
that need to be included in a GGE.
In general, deviations of steady states from
the GGE description are expected to manifest
first in higher-order correlation functions. To
provide further evidence for our theoretical de-
scription and the presence of a GGE, Fig. 4 shows
examples of measured 4-point, 6-point, and 10-
point correlation functions of the steady state.
Like the 2-point correlation functions, they are
in very good agreement with the theoretical mod-
el and clearly reveal the difference between the
GGE and the usual Gibbs ensemble. This con-
firms that the description based on a GGE with
the parameters extracted from the 2-point corre-
lation functions also describes many-body ob-
servables, at least up to 10th order.
Our results clearly visualize, both experimen-
tally and theoretically, how the unitary evolution
of our quantum many-body system connects to
a steady state that can be described by a classical
statistical ensemble. We expect our measurements
of correlation functions to high order to play an
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Fig. 4. Examples of experimental 4-, 6-, and 10-point correlation functions. (A and B) Differences
between the steady state described by a single temperature (A) and the steady state described by multiple
temperatures (B) are significant and can be captured by the theoretical model. (C) The single-temperature
model cannot describe the state with multiple temperatures, which is reflected in high values of the local c2.
From left to right, we plot C(z1, 10, z2, 10), C(z1, –12, z2, 14), C(z1, 10, 10, z2, –20, 10), C(z1, –8, 8, z2, –24, –20),
C(z1, 4, 10, z2, –8, z2, –22, –18, 10, –4), and C(z1, –22, –8, z2, –22, –26, –22, z2, –26, –24). All coordinates
are given in mm and were chosen as representative cases for our high-dimensional data.
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Figure 1.8: Comparison between experimental measured N−point phase corre-
lation functions and theoretical predictions obtained within a GGE
approach in which the first ten lowest-energy occupation numbers
have been considered and fitted. In Panel (a) the two-point correlation
function C(z1, z2; t) is shown. The agreement between the asymp-
totic data and the theoretical model is almost perfect (last column).
Note that the occupation numbers obtained by the fitting procedure
in the steady state regime allows also for an accurate description
of the sy tem dynamics. In Panel (b) ome cuts of asymptotic
4-, 6- and 10-point correlation function re r ported. From left to
right CSS(z1, 10, z2, 10), CSS(z1,−12, z2, 14), CSS(z1, 10, 10, z2,−20, 10),
CSS(z1,−8, 8, z2,−24,−20), CSS(z1, 4, 10, z2,−8, z2,−22,−18, 10,−4),
and CSS(z1,−22,−8, z2,−22,−26,−22, z2,−26,−24). The GGE pre-
dictions are evaluated with the same occupation numbers obtained
in the fitting procedure on the 2−point correlation function. The
excellent agreement between experimental and theoretical results also
for more complex correlation functions confirms the validity of the
GGE approach. Figures taken from Ref. [41].
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temperature / /ε= =T k gn k2eff split B 1D B. The theoretical model thus predicts that the 
eﬀective temper ature should be independent of the initial temperature, and exhibit a 
linear scaling with the 1D density. This behavior was indeed observed in the measure-
ments and is shown in figure 7. It represents precisely the kinetic prethermalization 
[35, 36] that is discussed in section 2.2.
Note that in the experiments, the quench introduced white-noise fluctuations into 
the relative degrees of freedom. This leads, within good approximation, to a GGE with 
only one Lagrange multiplier corresponding to the inverse of the eﬀective temperature, 
( )β = −k Teff B eff 1. This GGE thus takes the form of a genuine Gibbs ensemble, with 
( )ε ω! !n 0k ksplit  const., independent of wave number k, where nk (0) is the mode occu-
pation number right after the quench.
3.3.3. Light-cone-like spreading of phase decoherence An important question is how 
the above prethermalized quasi-steady state is established after the quench. In the 
experiments, the two-point phase correlation function ( )′C z z,  (see figure 8) allowed for 
a detailed study of these dynamics [7, 8, 142]. Directly after the splitting the correla-
tions were close to ( )≡′C z z, 1, which reflected the full coherence of the relative phase. 
Figure 6. Relaxation behavior after splitting a single 1D quantum gas into 
two as revealed by the square of the interference contrast integrated over the 
central µ110 m of the 1D interference pattern. The graph shows the time evolving 
mean squared contrast ⟨ ⟩C2 , integrated over the full length of the 1D system. 
A decreasing ⟨ ⟩C2  reveals the growing fluctuations in the interference pattern as 
it gets more ‘wiggly’. Initially, the contrast decays quickly due to dephasing of 
the approximate eigenmodes of the near-integrable Hamiltonian. This dephasing 
spreads through the system in a light-cone-like fashion [7], see figure 8. The system 
then relaxes towards a quasi-steady, prethermal state [5] which is characterized 
by a generalised Gibbs ensemble (GGE) [9]. The fast initial relaxation reflects 
the build-up of a prethermal coherence-length scale, which can be related to the 
fast approach of the red line on one of the blue trajectories in figure 1. On longer 
timescales, the system shows further relaxation, and it is a key future challenge to 
separate and distinguish any further relaxation from processes caused by outside 
influences like heating due to trap instability or atom loss.
(b)
Figure 1.9: In Panel (a) we show two possible scenarios for the relaxation of a quan-
tum system initially prepared in a out-of-equilibrium stat , ccording
to the three different steps described in the text. For a generic quantum
system, the time scales associated with the various processes are compa-
rable and a direct relaxation towards a thermal state is observ d. On th
contrary, in a nearly-integrable quantum systems the characteristic time
scales differ by orders of magnitude and after the quantum dephasing
the system reaches a metastable pre-thermalized state described by th
GGE. Relaxation to a thermal state comes into play only at larger times,
thus allowing to experimentally access probe the pre-therm l GGE
state. An example of this behavior is shown in Panel (b), in which we
display the time evolution of the integrated mean squared contrast 〈C 2〉
of the interference pattern of the setup de cribed in Fig. 1.6. Af er a fast
relaxation, 〈C 2〉 approaches a pre-thermalized GGE state, with the true
thermalization process setting in only on larger times. Figure in Panel
(b) is taken from Ref. [43]
2. at larger times inter-particle interactions leads to a loss of the memory
of initial conditions and different initial state with the same energy and
number of particles features the same transient behavior;
3. at even larger times true thermalization sets in and the system relax to
a thermal state.
While the first step is induced by pure quantum effects and it is not af-
fected by possible dynamical constraints due to conserved quantities, the
time scales of step 2 and 3 strongly depends on the degree of integrabil-
ity of the system. In particular, these processes are completely inhibited
in a fully integrable model while they are dramatically slowed down in a
nearly-integrable one. The latter is indeed the case of the experiments with
cold atoms we have described in Secs. 1.4.1 and 1.4.4 [see the cartoon in
Fig. 1.9(a)]. Here, after the fast quantum dephasing the system settles to a
metastable, pre-thermalized state, which can be properly described by the
GGE. Then, it remains close to this state for an experimentally relevant
range of time allowing to probe its properties. Finally, true thermalization
sets in on time scales which can be order of magnitude greater than the one
associated with step 1.
The relaxation behavior discussed so far has been beautifully observed by
Langen et al. in the time-evolution of the integrated mean squared contrast
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〈C 2〉 of the interference pattern between the nearly-integrable 1D split con-
densates described in Fig. 1.6 [41, 87]. As can be seen in Panel (b) of Fig. 1.9,
after a fast decreasing induced by quantum dephasing, which is responsible
for the LC build-up of correlations examined in Sec. 1.4.4, 〈C 2〉 approaches
a quasi-stationary pre-thermal state which retains a strong memory of initial
conditions and can be described by the GGE. However, due to the presence
of weak integrability-breaking perturbations, such as small anharmonicities
in the trapping potential, three-body collisions or phonon-phonon scatter-
ing, on longer time scales the system undertakes a further relaxation which
slowly drives it towards a thermal state, as it has been very recently investi-
gate in Ref. [118]. Importantly, the time scales of the two relaxation processes
are well separated and this makes cold atomic setups an ideal playground
to experimentally investigate the GGE physics over a wide time interval.

2 TRANSPORT PHENOMENA IN AQUENCHED LUTT INGER L IQU ID
In this Chapter we investigate how the peculiar features of out-of-equilib-
rium integrable systems affect their spectral and transport properties. In the
first part of the Chapter we briefly introduce the LL model and the bosoniza-
tion technique, which are very effective tools to investigate the low-energy
physics of gapless 1D fermionic systems in equilibrium. Although in two-
and three-dimensions they are well described by the Fermi liquid theory [19],
where inter-particle interactions can be taken into account by reformulating
the problem in terms of quasi-particles with renormalized parameters [19,
119], in 1D this picture fails. This is due to the reduced phase space available,
which results in the fact that the low-energy excitations exhibit a collective
and bosonic nature. As a consequence, 1D systems have very peculiar and
intriguing properties, such as charge and spin fractionalization [120–131]. In
this Chapter we focus on LL models with period boundary conditions (PBC),
which are suitable for inspecting system properties in the thermodynamic
limit. Finite-size effects will be addressed in the following Chapter, in which
we will discuss LLs in the presence of OBC.
In the second part of the Chapter, we analyze how the unusual equilib-
rium spectral and transport properties of a Luttinger liquid – characterized
by power-law behavior with interaction-dependent exponent [61, 62, 132] –
are modified in the presence of a quantum quench of the inter-particle in-
teraction. We demonstrate that the latter generates entanglement between
right- and left-moving density excitations, encoded in their cross-correlators,
which vanishes in the steady state inducing a universal power-law decay, i.e.
independent of any quench parameters. In order to highlight the presence
of entanglement, we focus on the time evolution of the NESF and identify
in its long-time behavior a universal contribution ∝ t−2, precisely due to
the entanglement dynamics of cross-correlators. Due to the role played by
spectral properties in describing the general behavior of a quantum system,
one would also expect signatures of the latter in the long-time evolution of
other system observables. We therefore explore the transient dynamics of
transport properties, which are strictly related to the NESF. In particular,
we consider the injection process from an external probe and the subsequent
dynamics of the LL after the quench, studying the injected charge and en-
ergy current as a function of time. We demonstrate that, for these quantities,
the universal character clearly emerges as the dominant contribution to their
long-time behavior. Finally, we find that the latter is even more evident in
the energy fractionalization ratio [122, 133, 134], which thus represents a
very promising tool to probe the relaxation effects induced by the vanishing
of entanglement.
This Chapter is based on the results obtained in Refs. [135, 136].
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2.1 the luttinger liquid model: a digest
In this Section we will outline the main features of the Luttinger liquid
model, which allows to treat analytically interacting 1D systems. For a more
detailed and complete treatment the reader is referred to one of the exten-
sive reviews and books present in the literature [61–63, 137]. The validity
of the LL model as a low energy theory for 1D systems of fermions, bosons
and spins, has been recently demonstrated in a large number of experiments,
for instance by means of anomalous tunneling effects [144, 145], by observ-
ing spin-charge separation [120, 125] and charge fractionalization [126, 131].
Moreover, the LL theory represents a very useful tool for the study of a
wide range of 1D systems, including edge channels of integer [146] and
fractional [147] quantum Hall effects and of two dimensional topological
insulators [148–150], weakly interacting quantum wires [144], carbon nan-
otubes [145, 151–153], spin chains [154, 155] and Wigner crystals [156–159].
Our starting point is an interacting 1D fermionic system with length L
and containing N particles. For the sake of simplicity in this Thesis we will
focus on the spinless case, describing e.g. polarized fermion, since it already
contains all the interesting non-equilibrium physics. The model Hamiltonian
can be written as [1, 19]
Hˆ = Hˆ0 + Hˆint, (2.1)
where Hˆ0 is the kinetic contribution,
Hˆ0 =
∫ L/2
−L/2
dx Ψˆ†(x)ε(−i∂x)Ψˆ(x), (2.2)
while Hˆint takes into account inter-particle interactions
Hˆint =
1
2
∫ L/2
−L/2
dx
∫ L/2
−L/2
dy Ψˆ†(x)Ψˆ†(y)V(x− y)Ψˆ(y)Ψˆ(x). (2.3)
Here, Ψˆ(x) is the Fermi field operator destroying a fermion at the position x,
ε(k) is the single-particle spectrum and V(x− y) is a two-particle interaction
potential. In this Section we assume for the system PBC, i.e.
Ψˆ(x) = Ψˆ(x + L). (2.4)
It is convenient to begin discussing the non-interacting case, Hˆ = Hˆ0.
Here, single-particle energy levels and wave functions are
ε(k) =
k2
2m
, ψk(x) =
1√
L
eikx, (2.5)
respectively, with discretized momentum k = 2pin/L (n being an integer).
In the zero-temperature ground state of the system, denoted by |F〉, energy
levels are filled up to the Fermi wave-vector kF = 2piN/L, corresponding to
the Fermi energy EF = k2F(2m)
−1.
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Figure 2.1: Linearization procedure of the original single-particle spectrum ε(k)
(black curve) around the Fermi energy EF in the LL model. Red and
blue lines represent the dispersion relation of right and left branches,
respectively, with dashed regions signaling the infinite number of occu-
pied fictitious states with negative energies introduced in the LL model.
linearization The key point of the LL model [61–63, 138] lies in the
linearizion of the spectrum around the two Fermi points k = ±kF, as shown
in Fig. 2.1. This process gives rise to two different energy branches,
εr(k) = EF + vF(erk− kF) (2.6)
associated with right-moving (r = R, eR = 1) and left-moving (r = L,
eL = −1) fermions. Here, vF = dε(k)/dk|+kF is the Fermi velocity while
the Fermi energy reads EF = vFkF. Then, to make the model soluble, both
the branches are extended to k ∈ (−∞,∞). This procedure introduces an
infinite number of occupied fictitious single-particle states with negative en-
ergies, which should be taken into account when physical observables of
the system are considered. This can be properly done by looking at normal
ordered operators,
: Oˆ := Oˆ − 〈R|Oˆ|R〉, (2.7)
with a |R〉 a reference state, instead of the bare one. The state |R〉 is usually
chosen to be the ground state of Hˆ0, |F〉. Right- and left-movers can thus be
regarded as two different fermionic species, each of them described by the
associated Fermi field operator
Ψˆr(x) =
1√
L
∞
∑
k=−∞
eierkx cˆr,k, (2.8)
with cˆr,k the fermionic annihilation operator destroying a r−moving fermion
with momentum k. These fields (and the associated annihilation and creation
operators in momentum space) satisfy usual anti-commutation relations,{
Ψˆr(x), Ψˆr′(y)
}
=
{
Ψˆ†r (x), Ψˆ
†
r′(y)
}
= 0, (2.9a){
Ψˆr(x), Ψˆ†r′(y)
}
= δr,r′δ(x− y). (2.9b)
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bosonization At this point the bosonization technique sets in, allowing
to express the Fermi fields of Eq. (2.8) in terms of bosonic excitations [61–63,
138–140],
Ψˆr(x) =
Fˆr√
2pia
eierkFxe−iΦˆr(x), (2.10)
where a is a small-length cutoff of the order of the inverse of the Fermi
wave-vector, a ∼ k−1F , and
Φˆr(x) = i ∑
q>0
√
2pi
qL
e−aq/2
(
eierqx bˆr,q − e−ierqx bˆ†r,q
)
(2.11)
is a bosonic field operator, with q = 2pinq/L (nq being a positive integer).
The bosonic creation and annihilation operators, bˆ†r,q and bˆr,q, introduced in
Eq. (2.11) satisfy usual commutation relations,[
bˆ†r,q, bˆ
†
q′,r′
]
=
[
bˆq,r, bˆr′,q′
]
= 0, (2.12a)[
bˆr,q, bˆ†r′,q′
]
= δr,r′δq,q′ , (2.12b)
and are related to the original fermionic operators of Eq. (2.8) by
bˆr,q =
√
2pi
Lq ∑k
cˆ†r,k−q cˆr,k, bˆ
†
r,q =
√
2pi
Lq ∑k
cˆ†r,k+q cˆr,k. (2.13)
Therefore, they describe particle-hole excitations of the system and can be
interpreted as density fluctuations.
Finally, in Eq (2.10) we have introduced the so called Klein factors. They
satisfy the algebra [61–63]{
Fˆr, Fˆ†r′
}
= 2δr,r′ , (2.14a){
Fˆr, Fˆr′
}
=
{
Fˆr, Fˆr′
}
= 0, for r 6= r′ (2.14b)
and ensure that anticommutation relations of Eq. (2.9) still hold. Moreover,
they are unitary operators, i.e. Fˆ†r = Fˆ−1r , commute with the bosonic opera-
tors bˆ(†)r,q and satisfy the following commutation relation with the r−branch
number operators Nˆr = ∑k : cˆ†r,k cˆr,k :
[
Fˆr, Nˆr′
]
= δr,r′ Fˆr,
[
Fˆ†r , Nˆr′
]
= −δr,r′ Fˆ†r . (2.14c)
From the Eqs. (2.11) and (2.12) one readily obtains the following important
commutation rule for the bosonic field[
Φˆr(x), Φˆr′(y)
]→ i2pirδr,r′ [ 1pi arctan
(
x− y
a
)
− x− y
L
]
for L→ ∞
→ i2pirδr,r′
[
1
pi
sgn(x− y)
2
− x− y
L
]
for a→ 0+. (2.15)
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We now quote the bosonized version of some important operators [61–63,
137, 138]. Note that, as said in Eq. (2.7), in the LL picture they should al-
ways be regarded as normal ordered operators. Let us start from the kinetic
contribution to the Hamiltonian of the linearized system,
Hˆ0 =∑
r
vF
∫ L/2
−L/2
dx Ψˆ†r (x)(−ir∂x)Ψˆr(x)
=∑
r
∑
k
vF(k− rkF) : cˆ†r,k cˆr,k :
=∑
r
∑
q>0
vFqbˆ†r,qbˆr,q + Hˆ0,N (2.16a)
=
vF
4pi ∑r
∫ L
0
dx :
[
∂xΦˆr(x)
]2 : +Hˆ0,N , (2.16b)
where Hˆ0,N = pivFL ∑r Nˆr(Nˆr + 1) is the zero-mode contribution. Note that
the term linear in Nˆr can be removed by a shift of the chemical potential and
will thus be neglected.
Another very important operator is the particle density operator, which is
defined as
ρˆr(x) =: Ψˆ†r (x)Ψˆr(x) :=
1
L∑k,k′
eier(k−k
′)x : cˆ†r,k′ cˆr,k :
=
Nˆr
L
− r
2pi
∂xΦˆr(x) (2.17a)
=
Nˆr
L
+
1
2pi ∑q>0
√
2piq
L
(
eirqx bˆr,q + e−irqx bˆ†r,q
)
(2.17b)
interactions At this point, we have introduced all the tools needed to
include also the inter-particle interaction contribution of Eq. (2.3). In the
following we will consider point-like interactions described by a potential of
the form
V(x− y) = V0δ(x− y) (2.18)
and will focus on density-density interaction terms [61–63, 137, 138]. In this
case Hˆint can be decomposed as
Hˆint = Hˆ
(4)
int + Hˆ
(2)
int , (2.19a)
with
Hˆ(4)int = pig4∑
r
∫ L/2
−L/2
dx : ρˆr(x)ρˆr(x) : , (2.19b)
Hˆ(2)int = 2pig2
∫ L/2
−L/2
dx : ρˆR(x)ρˆL(x) : , (2.19c)
describing intra- and inter-branch interactions, respectively. Note that the
presence of point-like interactions results in the fact that g2 and g4 are
q−independent. On the other hand, in the general case of interactions with
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finite range, one would have g2(q) and g4(q). However, as long as one
is interested in the low-energy properties of the model and if g2(q → 0)
and g4(q → 0) are finite, the two cases asymptotically describe the same
physics [61].
By using Eqs. (2.11) and (2.17) one can rewrite the total Hamiltonian Hˆ =
Hˆ0 + Hˆ
(2)
int + Hˆ
(4)
int as
Hˆ = Hˆbos + HˆN , (2.20)
with
Hˆbos = ∑
q>0
q
[
(vF + g4)∑
r
bˆ†r,qbˆr,q + g2
(
bˆR,qbˆL,q + bˆ†R,qbˆ
†
L,q
)]
, (2.21a)
HˆN =
(
1+
g4
vF
)
vFpi
L ∑r
Nˆ2r +
2pig2
L
NˆRNˆL, (2.21b)
the bosonic and the zero-mode contribution, respectively. The former can be
diagonalized by means of the following Bogolubov transformation
Bˆ+,q = A+bˆR,q + A−bˆ†L,q Bˆ
†−,q = A−bˆR,q + A+bˆ†L,q, (2.22)
with
A± =
1
2
(
1√
K
±
√
K
)
. (2.23)
In the last step we have introduced the Luttinger parameter
K ≡
√
vF − g2 + g4
vF + g2 + g4
, (2.24)
which describes the strength of the inter-particle interaction. In particular,
K = 1 in the non-interacting case, while K < 1 (K > 1) in the presence of
repulsive (attractive) interactions. In terms of the new bosonic operators Bˆη,q,
with η = ±, introduced in Eq. (2.22), Hˆbos reads
Hˆbos = u ∑
η=±
∑
q>0
qBˆ†η,qBˆη,q, (2.25)
with
u =
√
(vF + g4)2 − (g2)2 (2.26)
the renormalized velocity of elementary excitations of the system. On the
other hand, by introducing the operators
Nˆ = NˆR + NˆL, (2.27)
Jˆ = NˆR − NˆL, (2.28)
associated with the total number of particles and the imbalance between
right- and left-movers in the system, the zero-mode Hamiltonian in Eq. (2.21b)
can be written as
HˆN =
piu
2L
(
1
K
Nˆ2 + KJˆ2
)
. (2.29)
In the rest of this Chapter we will consider the limit L → ∞ and, thus, we
will neglect this contribution.
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chiral fields In the presence of interactions the fields φˆr(x) are not as-
sociated with right or left moving excitations anymore. Indeed, the total
Hamiltonian Hˆ is not diagonal in the bosonic operators bˆr,q. In order to ob-
tain new bosonic fields with the same chiral features of the non-interacting
ones, we introduced the bosonic fields associated with operators Bˆη,q,
φˆη(x) = i ∑
q>0
√
2pi
qL
e−aq/2
(
Bˆη,qeiηqx − Bˆ†η,qe−iηqx
)
. (2.30)
Indeed, the Heisenberg equation of motions for the bosonic operators Bˆη,q
reads
∂tBˆη,q(t) = −i
[
Bˆη,q, Hˆbos
]
= −iu|q|Bˆη,q (2.31)
from which it follows that
Bˆη,q(t) = e−iu|q|tBˆη,q(0). (2.32)
Therefore, the fields φˆη(x) exhibit a chiral evolution with time,
φˆη(x, t) = φˆη(x− ηut), (2.33)
and thus describe really right (η = +) and left (η = −) moving excitations.
Note that the following operational relation between the original fields Φˆr(x)
and the chiral ones φˆη(x) holds
Φˆr(x) = ∑
η=±
A(erη)φˆη(x), (2.34)
with A(erη) given in Eq. (2.23). Moreover, the bosonic Hamiltonian of Eq. (2.25)
can be written in terms of the new chiral fields as
Hˆbos = ∑
η=±
∫ L/2
−L/2
dx Hˆη(x), (2.35)
with
Hˆη(x) = u4pi :
[
∂xφˆη(x)
]2 : (2.36)
the chiral-dependent Hamiltonian density. The sectors η = + and η = − are
thus totally decoupled.
We finally introduce the chiral particle density operator,
ρˆη(x) = −η
√
K
2pi
∂xφˆη(x), (2.37)
which allows studying the flow of particle in the η direction. Note that the
following relations between the densities ρˆr(x) and ρˆη(x), hold
ρˆ(x) = ρˆ+(x) + ρˆ−(x) = ρˆR(x) + ρˆL(x), (2.38a)
ρˆη(x) =
(
1+ ηK
2
)
ρˆR(x) +
(
1− ηK
2
)
ρˆL(x), (2.38b)
ρˆr(x) =
er
K
[(
1+ erK
2
)
ρˆ+(x)−
(
1− erK
2
)
ρˆ−(x)
]
. (2.38c)
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Moreover, since in the non-interacting case K = 1, one finds
ρˆ+(x) = ρˆR(x), ρˆ−(x) = ρˆL(x), (2.39)
as expected.
In the rest of the Chapter the normal ordering notation will be assumed
implicitly whenever is necessary.
2.1.1 Lesser Green function
We are now able to evaluate all correlation functions of a LL with the aid
of the bosonization technique. Looking ahead, we briefly study here the
equal-position r−branch lesser Green function of a LL in equilibrium,
G<r (τ) = i〈Ψˆ†r (x, 0)Ψˆr(x, τ)〉, (2.40)
with the average performed over the ground state of Hˆ. Indeed, as we will
seen in the following, this Green function allows to inspect spectral and
transport properties of both equilibrium and out-of-equilibrium LLs. Using
Eq. (2.10), Eq. (2.34), the Baker-Hausdorff-Campbell formula [63]
eAˆeBˆ = eAˆ+Bˆe
1
2 [Aˆ,Bˆ], (2.41)
which is valid if the commutator
[
Aˆ, Bˆ
]
is a c−number, and the identity
〈eAˆ〉 = e 12 〈Aˆ2〉, (2.42)
which holds if Aˆ is a linear combination of operators Bˆη,q and Bˆ†η,q [63], we
can rewrite Eq. (2.40) as
G<r (τ) =
i
2pia
exp
{
1
2
[
A2erD+(0, τ) + A2−erD−(0, τ)
]}
. (2.43)
Here, we introduced the equilibrium bosonic correlators
Dα(ξ, τ) = 2〈φˆα(0, 0)φˆα(ξ, τ)〉 − 2〈φˆα(0, 0)φˆα(0, 0)〉, (2.44)
where we explicitly used the space and time-translational invariance of the
system. In the zero-temperature case these correlators can be easily evalu-
ated using Eq. (2.30), from which one obtains [61–63, 137, 138]
〈φˆα(0, 0)φˆα(ξ, τ)〉 = ln
[
L
2pi
1
a + iαξ − iuτ
]
(2.45)
and then, after some algebra,
Dα(ξ, τ) = 2 ln
[
a
a + iαξ − iuτ
]
. (2.46)
Using the above results, one finally finds for the lesser r−branch Green func-
tion of Eq. (2.43) the following result
G<r (τ) =
i
2pia
[
a
a− iu f τ
]νnq
, (2.47)
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regardless of the branch index r, with
νnq =
1
2
(K + K−1) (2.48)
an interaction-dependent exponent. On the other hand, in the presence of a
finite temperature T (setting kB = 1) one gets
〈φˆα(0, 0)φˆα(ξ, τ)〉T = 〈φˆα(0, 0)φˆα(ξ, τ)〉T→0 +Wα(ξ, τ; T), (2.49)
with 〈φˆα(0, 0)φˆα(ξ, τ)〉T→0 representing the zero-temperature result of Eq. (2.45)
and
Wα(ξ, τ; T) = lim
γ→0
[
− 1
γ
(
2aT
u
+ 1
)
+ 2 ln
pi
2
+ ln
∣∣∣∣Γ(1+ aTu + i ξ − αuτTu
)∣∣∣∣2
]
. (2.50)
Substituting Eq. (2.49) in Eq. (2.44) leads to
Dα,α(ξ, τ; T) = 2 ln
[
a
a + iαξ − iuτ
]
+ 2 ln
[
|Γ (1+ aTu−1 + i(ξ − αuτ)Tu−1) |2
Γ(1+ aTu−1)2
]
. (2.51)
Finally, recalling Eq. (2.43), the lesser Green function at finite temperature is
given by [19, 141]
G<r (τ; T) =
i
2pia
(
a
a− iuτ
)νnq [ |Γ(1+ aTu−1 − iTτ)|2
Γ2(1+ aTu−1)
]νnq
. (2.52)
2.1.2 Equilibrium spectral function of a Luttinger liquid
From the lesser Green functions obtained in Eqs. (2.47) and (2.52) one
can immediately evaluate the lesser spectral functions of an equilibrium LL
at zero and at finite temperature, respectively. Indeed, they are basically de-
fined as the Fourier transform of the associated Green function. In particular,
for the zero temperature case we get
A<r (ω) =
1
2pi
∫ ∞
−∞
eiωτ(−i)G<r (τ) dτ
=
1
piu
e−|ωa/u|
Γ(νnq)
∣∣∣ωa
u
∣∣∣νnq−1 θ(−ω). (2.53)
Note that for ω → 0−, one obtains A<r (ω) ∼ |ω|νsq , i.e. A<r (ω) vanishes with
a typical LL-like power law with an interaction-dependent exponent [61, 62].
Concerning the case with finite temperature T, we have
A<r (ω; T) =
1
2pi
∫ ∞
−∞
eiωτ(−i)G<r (τ; T) dτ. (2.54)
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Although no analytical expression can be obtained in the general case, in
the limit of small temperature and frequency T,ω  au−1, Eq. (2.54) can be
approximated as [19, 141]
A<r (ω; T) ≈
1
8pi3aT
(
2piaT
u
)νnq
e
ωa
u − 1ωTB
(νnq
2
+ i
ω
2piT
,
νnq
2
− i ω
2piT
)
,
(2.55)
where B is the Euler Beta function [142]. In particular, for ω → 0, one has
A<r (ω; β) ∼ a(T) + b(T)ω, with a and b temperature-depending coefficients.
In this case, A<r (ω; T) does not vanish for ω = 0 and, in sharp contrast with
the zero-temperature case, exhibits a linear dependence on ω for ω → 0,
regardless the Luttinger parameter.
Both zero- and finite-temperature spectral functions are shown in Fig. 2.3,
where they are compared with the one obtained in a non-equilibrium regime.
2.1.3 Fractionalization phenomena in a Luttinger liquid
One of the most intriguing feature of LLs is the charge fractionalization [123,
143], which has been recently experimentally observed [126, 127, 131]. For
the sake of simplicity, let us imagine to inject into an interacting spinless LL
a single right-moving fermion with charge q at the position x0. If we denote
the initial ground state of the LL by |F〉, the injection process is modeled as
Ψˆ†R(x0)|F〉. Since, combining Eqs. (2.10), (2.34) and (2.33), we have
ΨˆR(x0) ∼ eA+φˆ+(x0)eA−φˆ−(x0), (2.56)
one immediately realizes that as a result of the injection event two perturba-
tions are created inside the system, one moving in the η = + direction and
the other moving in the η = − one. To see this in a more formal way, we
start from the following identity[
ρˆr(x), Ψˆ†R(x0)
]
= δr,Rδ(x− x0)Ψˆ†R(x0), (2.57)
which can be obtained from the fermionic anticommutation rules of Eq. (2.9)
and encodes the fact that the field Ψˆ†R(x0) actually creates a right-moving
fermion. In order to study what happens to the injected charge at later time,
we need to focus on the following time-dependent commutator[
ρˆ(x, t), Ψˆ†R(x0, 0)
]
. (2.58)
Recalling Eqs. (2.38a), (2.37) and (2.33), one has
ρˆ(x, t) = ρˆ+(x, t) + ρˆ−(x, t) = ρˆ+(x− ut, 0) + ρˆ−(x + ut, 0). (2.59)
Finally, plugging this result in Eq. (2.38c), we find[
ρˆ(x, t), Ψˆ†R(x0, 0)
]
=
[
1+ K
2
δ(x + ut− x0)
+
1− K
2
δ(x− ut− x0)
]
Ψˆ†R(x0, 0). (2.60)
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Figure 2.2: Schematic representation of the fractionalization phenomenon. A right-
moving fermion with charge q is injected into an interacting LL with
Luttinger parameter K. As a consequence of inter-particle interactions,
the original charge q splits in two packets with charge q+ and q−, mov-
ing to the right and to the left, respectively.
The above equation means that the injection of a right-moving fermion with
charge q leads to the creation of a pair of counter-propagating excitations,
one moving in the η = + channel and the other in the η = − one, with
fractional charges
q+ =
1
2
(1+ K)q, (2.61)
q− =
1
2
(1− K)q, (2.62)
respectively. This phenomenon is known in literature as charge fractional-
ization [123, 143], and is schematically shown in Fig. 2.2. Note that Eq. (2.60)
is an identity among operators, implying that the charge of the two counter-
propagating excitations is truly fractional and it is not due to quantum aver-
aging [143]. As we shall see at the end of this Chapter (see Sec. 2.4.2), a very
similar phenomenon also occurs if one looks at the behavior of the energy
injected into an interacting LL [134].
2.2 quench in luttinger liquids
In the previous Section we have seen that the LL paradigm allows to in-
clude the main effects of inter-particle interactions and to easily compute
equilibrium correlation functions. In the last decade LLs also became an
ideal platform for studying the out-of-equilibrium behavior of interacting
quantum many-body systems. Indeed, they offer the possibility to compute
analytically the system correlation functions also in an out-of-equilibrium
regime and, since the LL model is integrable (see Sec. 2.2.1 for further de-
tails), they allow to investigate the peculiar physics of integrable quantum
systems described in Sec. 1.4. In particular, sudden interaction quenches
in LLs have provided the first analytical confirmations of the GGE conjec-
ture [33] and allowed for very neat signatures of the light-cone effect [160,
161]. After these results, many theoretical research has been done in order
to study in details the effects of the post-quench relaxation dynamics and of
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the steady state reached in the long-time limit on the peculiar properties of
LLs [162–166].
Moreover, the possibility of addressing different quenching protocols, as
we shall see in more detail in Chap. 3, allowed a better understanding of
the crossover from adiabatic to sudden quenches [167–169]. An even more
interesting point about quantum quenches in LLs is that, when the LL pic-
ture is applicable, its predictions are universal (although some conditions of
locality in the mapping to the LL model are required) [15, 170, 171]: The
long wavelength and low temperature results are in good agreement with
numerical data obtained inspecting spin and fermionic lattice models. The
power of the LL as a tool for studying 1D equilibrium systems is hence to
some extent transferred to non-equilibrium situation.
Following the general discussion of Sec. 1.4.2, a typical interaction quench
in a LL can be described as follows. The system is prepared in the ground
state |0i〉 of the initial Hamiltonian Hˆi, characterized by the Luttinger pa-
rameter Ki. At t = 0 the system is brought out of equilibrium by suddenly
changing the strength of inter-particle interaction from Ki to K f . After that,
for t > 0, the system is allowed to unitarily evolve under the influence of the
final Hamiltonian Hˆ f [15, 33]. Performing the limit L → ∞ and neglecting
the zero-mode contribution, we have
Hˆµ = ∑
η=±
∑
q>0
uµqBˆ†ν,η,qBˆν,η,q (2.63a)
=
uµ
4pi ∑η=±
∫ ∞
−∞
[
∂xφˆµ,η(x)
]2 dx, (2.63b)
with µ ∈ {i, f } and
φˆµ,η(x) = i ∑
q>0
√
2pi
qL
e−aq/2
(
Bˆµ,η,qeiηqx − Bˆ†µ,η,qe−iηqx
)
. (2.64)
In order to evaluate all the possible time-dependent quantum averages is
convenient to move to Heisenberg picture and perform the averages over the
ground state of the initial Hamiltonian. In this case, the time evolution of
the final bosonic operators Bˆ f ,η,q – see Eq. (2.32) – is simply
Bˆν,η,q(t) = eiu f |q|tBˆν,η,q(0). (2.65)
We can then exploit the canonical transformation connecting final and initial
bosonic operators [135, 136, 172],
Bˆ f ,η,q = θη Bˆi,+,q − θ−η Bˆ†i,−,q (2.66a)
Bˆ†f ,η,q = θη Bˆ
†
i,+,q − θ−η Bˆi,−,q, (2.66b)
with
θ± =
1
2
√ Ki
K f
±
√
K f
Ki
 . (2.67)
2.3 quench-induced entanglement and relaxation dynamics in luttinger liquids 43
Note that this transformation also results in the following identity between
the chiral fields before and after the quench,
φˆ f ,η(x) = ∑
`=±
θ(`η)φˆi,`(x). (2.68)
2.2.1 Generalized Gibbs ensemble for a quenched Luttinger liquid
Since Hˆ f is a quadratic bosonic Hamiltonian, from the work of Barthel
and Schollwöck [57] sketched in Sec. 1.4.2 it follows that the quenched LL
described so far will locally relax to a GGE. In particular, its associated
density matrix is given by
ρˆGGE =
1
ZGGE
e−∑η ∑q>0 λη,q Iˆη,q , (2.69)
with ZGGE = Tr
[
exp(−∑η ∑q>0 λq Iˆη,q)
]
. Here, the conserved quantities
needed to build the GGE are the occupation numbers of the modes diag-
onalizing Hˆ f , namely
Iˆη,q = Bˆ†f ,η,qBˆ f ,η,q. (2.70)
The Lagrange multipliers λη,q are determined by imposing that the integral
of motions Iˆη,q are conserved and equal to their value at t = 0,
〈 Iˆη,q(t = 0)〉i = 〈 Iˆη,q〉GGE = 1eλη,q − 1, ∀η, q. (2.71)
2.3 quench-induced entanglement and relaxationdynamics in luttinger liquids
In the following we will study how the spectral and transport properties
of a spinless LL are affected by the quantum quench protocol described
in the previous Section. For the sake of simplicity we focus on the Galilean
invariant case only, with gµ,2 = gµ,4 ≡ gµ, where the mode velocities simplify
to uµ = vF/Kµ and Kµ = [1+ gµ/(pivF)]−1/2 [61–63]. The more general case
with gµ,2 6= gµ,4 can be obtained straightforwardly without any significant
change.
To investigate the dynamics induced by the quench, it is useful to express
the initial state |0i〉 in terms of final chiral fields φˆ f ,η(x). One obtains [173,
174]
|0i〉 ∝ exp
{
σ
∫ ∞
−∞
[∂xφˆ f ,+(x)]φˆ f ,−(x) dx
}
|0 f 〉, (2.72)
with σ = (2pi)−1θ−/θ+ and |0 f 〉 the ground state of Hˆ f . Equation (2.72) im-
plies that the bosonic chiral fields φˆ f ,+(x) and φˆ f ,−(x) are strongly correlated
and, from their perspective, the initial state of the system is strongly entan-
gled. It is thus interesting to inspect how the evolution of this entanglement
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affects the dynamics of the system itself. To this end, since |0i〉 is a gaussian
state, we can focus on two-point correlators
Dα,β(ξ; t, τ) ≡ 2〈φˆ f ,α(x− ξ, t− τ)φˆ f ,β(x, t)〉i
− 〈φˆ f ,α(x− ξ, t− τ)φˆ f ,β(x− ξ, t− τ)〉i
− 〈φˆ f ,α(x, t)φˆ f ,β(x, t)〉i, (2.73)
which fully characterize the system and generalize the ones defined in Eq. (2.44).
Here, 〈. . . 〉i denotes quantum average on the pre-quench ground state |0i〉.
Note that, in contrast with the equilibrium case of Eq. (2.44), after the quench
time-translational invariance is lost and both an absolute (t) and a relative (τ)
time coordinates are thus required. On the other hand, space-translational in-
variance is preserved and two-point correlators only depends on the relative
coordinate ξ. In the absence of the quench [i.e. for σ = 0 in Eq. (2.72)] quan-
tum averages in Eq. (2.73) would be evaluated on the corresponding ground
state |0 f 〉, resulting in Dα,β(ξ; t, τ) ≡ Dα(ξ; τ)δα,β, with Dα(ξ; τ) given in
Eq. (2.44). As we have seen, in this latter case, due to time-translational
invariance two-point correlators only depends on the relative temporal coor-
dinate τ and fields with opposite chirality are not entangled, as expected in
an equilibrium regime.
After rather long but straightforward calculations the out-of-equilibrium
two-point correlators of Eq. (2.73) evaluate to
Dα,β(ξ; t, τ) ≡ ϑ(t− τ)DAα,β(ξ; t, τ) + ϑ(τ − t)DBα,β(ξ; t, τ), (2.74)
where
DAα,β(ξ; t, τ) = ∑
η=±
θ(ηα)θ(ηβ)ln
{
[a− iη(β− α)u f t][a− iη(β− α)u f (t− τ)]
[a− iη(−ξ + (β− α)u f t + αu f τ)]2
}
(2.75)
and
DBα,β(ξ; t, τ) = ∑
η=±
θηαθηβ ln
{
a[a− iη(β− α)u f t]
[a− iη(−ξ − (ηui − αu f t + ηuiτ)]2
}
. (2.76)
Here, the averages are computed by recalling that φˆ f ,η(x, t) = φˆ(x− ηu f t) for
t > 0 while φˆi,η(x, t) = φˆ(x − ηuit) for t < 0. Moreover, we have exploited
the canonical transformation between initial and final chiral fields given in
Eq. (2.68) and the equilibrium results of Eq. (2.45), which in this context
reads
〈φˆi,α(x)φˆi,β(y)〉i = δα,β ln
[
L
2pi
1
a− iα(x− y)
]
. (2.77)
To investigate the dynamics induced by entanglement, we now focus on
the long-time behavior of two-point correlators Dα,β(ξ; t, τ), defined by t 
τ, ξ/u f . In this case, one needs to look at the term DAα,β(ξ; t, τ) only. In
particular, for α = β one gets
DAα,α(ξ; t, τ) = ∑
η=±
θ2(ηα)ln
[
a
a + iη(ξ − αu f τ)
]
≡ DAα (ξ; τ). (2.78)
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The breaking of time-translational invariance does not affect auto-correlators,
although they are different from their equilibrium counterparts of Eq. (2.46).
Moreover, one can easily check that Eq. (2.78) coincides with the steady-state
result obtained within the GGE defined in Eq. (2.69).
On the other hand, cross-correlators exhibit an explicit time dependence,
DAα,−α(ξ; t, τ) = θ+θ−ln
{
(a2 + 4u2f t
2)[a2 + 4u2f (t− τ)2]
[a2 + (−ξ − αu f (2t− τ))2]2
}
, (2.79)
encoding the entanglement and its decay in time between bosonic fields
φˆ f ,+(x) and φˆ f ,−(x). Note that cross-correlators are different from zero at
any finite time t while Dα,−α(ξ; t, τ)→ 0 for t→ ∞. By expanding Eq. (2.79)
in Taylor series in the long-time limit t  τ, ξ/u f one obtains that they
vanish with integer power laws only, whose exponents are thus independent
of the quench parameters. In particular, in the local case ξ = 0 – on which
we will focus in the following – one has
Dα,−α(0; t, τ) =
∞
∑
n=2
dn(τ)
tn
, (2.80)
with coefficients dn(τ) independent of the chirality. Therefore, in the long-
time limit, cross-correlators decay with a leading power-law behavior ∝ t−2.
The fact that Dα,−α(ξ; t, τ) are finite is a hallmark of the quench-induced
entanglement between the two counter-propagating bosonic fields and will
significantly affect the long-time relaxation of the system towards its steady-
state. Due to their algebraic long-ranged behavior, one would expect observ-
able signature of their decay also in system properties.
We would like to stress here that, although in the above discussion we
focused on a fermionic LL, results obtained so far hold also for any 1D
system that can be described in terms of the Hamiltonians in Eq. (2.63), both
fermionic and bosonic.
2.3.1 Time-dependent spectral function
We now discuss the influence of quench-induced cross-correlations on the
spectral properties of the system. Using the bosonization technique de-
scribed in Sec. 2.1 we first investigate how the decay of entanglement be-
tween opposite chiral excitations influences the dynamics of the local lesser
Green function.
G<(t, t− τ) ≡ i〈ψˆ†(x, t− τ)ψˆ(x, t)〉i. (2.81)
Again, in contrast with the equilibrium case of Eq. (2.40) and due to break-
ing of time-translational invariance, the two time coordinates t and τ are
required. Since particle number is conserved, we can write
G<(t, t− τ) = G<R (t, t− τ) + G<L (t, t− τ), (2.82)
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where G<r (t, t− τ) denotes the r−channel lesser Green function. Following
the same steps as in Sec. (2.1.1) and using Eq. (2.73), we obtain
G<r (t, t− τ) =
i
2pia
e
1
2
{
A2f ,er D+(0;τ)+A
2
f ,−er D−(0;τ)+A f ,+A f ,−
[
D+−(0;t,τ)+D−+(0;t,τ)
]}
,
(2.83)
with [see Eq. (2.23)]
A f ,± =
1
2
(
1√
K f
±
√
K f
)
. (2.84)
Recalling the decomposition of the two-point bosonic correlation function of
Eq. (2.74) and the results of Eqs. (2.75) and (2.76), one gets
G<r (t, t− τ) =
{
G<r,∞(τ)U (t, τ) for τ ≤ t,
G <r (t, τ)U (t) for τ > t,
(2.85)
where we have introduced
G<r,∞(τ) =
i
2pia
[
a
a + iu f τ
]ν+ [ a
a− iu f τ
]ν−
, (2.86a)
U (t, τ) =
{
[a2 + u2f (2t− τ)2]2
(a2 + 4u2f t
2)[a2 + 4u2f (t− τ)2]
}γ
, (2.86b)
G <r (t, τ) =
i
2pia ∏
`=±
{
a
a + i[(ui + `u f )t− uiτ]
}ν`−2γ
, (2.86c)
U (t) =
(
a2
a2 + 4u2f t
2
)γ
, (2.86d)
with ν± = θ2∓(A2++ A2−) and γ = −A+A−θ+θ−. In particular, for the quench
protocols we are considering with Ki > K f one always finds γ > 0. In the
above equations G<r,∞(τ) represents the steady-state r−channel lesser Green
function and coincides with the GGE results, while U(t, τ) features the ex-
plicit time dependence encoded in the cross-correlators Dα,−α(0; t, τ). Fur-
thermore, note that U (t, τ) does not depend on the channel index r and
U (t, τ)→ 1 for t→ ∞.
Importantly, the presence of cross-correlators Dα,−α(0; t, τ) in the function
U (t, τ) leads to a universal power-law decay of G<r (t, t− τ) in the long-time
limit t  τ. Indeed, by expanding U (t, τ) in Taylor series for τ/t  1, we
obtain
G<r (t, t− τ) = G<r,∞(τ)
[
1+
∞
∑
n=2
gn(τ)
tn
]
. (2.87)
Since in the local case we are addressing here G<r (t, t− τ) does not explicitly
depend on the index r, one readily obtains the long-time limit expansion of
the full lesser Green function
G<(t, t− τ) = G<∞(τ)
[
1+
∞
∑
n=2
gn(τ)
tn
]
(2.88a)
≈ G<∞(τ)
(
1+
γτ2
2t2
)
, (2.88b)
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with G<∞(τ) = 2G<r,∞(τ). Therefore, in the long-time limit, G<(t, t − τ) ap-
proaches its asymptotic value G<∞(τ) with a power-law decay ∝ t−2, di-
rectly induced by the relaxation of cross-correlators Dα,−α(ξ; t, τ) found in
Eq. (2.80).
The long-time behavior of Eq. (2.88b) immediately reflects on spectral
properties of the system, as one can see by inspecting the time evolution
of the local (lesser) NESF [163, 175, 176]
A<(ω, t) ≡ 1
2pi
∫ ∞
−∞
eiωτ(−i)G<(t, t− τ) dτ. (2.89)
In order to investigate the long-time behavior of this quantity, we note that
the main features of the integrand function, i.e. G<(t, t − τ), are localized
into three well-separated regions of time. Indeed, recalling Eqs. (2.85) and
(2.86), G<∞(τ) has two branch points in τ = ±ia/u f , U(t, τ) has two branch
points in τ = t + ia/(2u f ) and, finally, G <r (t, τ) has two further branch
points in τ = (1 + u f /ui)t − ia/ui. Apart from these points, G<(t, t − τ)
is a smooth and slowly varying function of τ. Due to the presence of the
oscillating phase term eiωτ, one can conclude that the main contributions to
the integral come from the singular parts of G<(t, t− τ) only. We can thus
write
A<(ω, t) ≈ A<0 (ω, t) + A<t (ω, t) + A<(1+u f /ui)t(ω, t), (2.90)
with A<0 (ω, t), A
<
t (ω, t), and A
<
(1+u f /ui)t
(ω, t) the contributions stemming
from regions around τ ∼ 0, τ ∼ t, and τ ∼ (1+ u f /ui)t respectively.
At first, let us focus on A<0 (ω, t). To this end, we can use the long-time
expansion of G<(t, t− τ) obtained in Eq. (2.88b), retaining only the lowest
order contributions in t/τ. Since we are interested in the region near τ ∼ 0
and thanks to the presence of the oscillating factor we can safely set t → ∞
in the integration domain, obtaining to the leading order
A<0 (ω, t) ≈ A<∞(ω)−
γ
2t2
d2
dω2
A<∞(ω). (2.91)
Here,
A<∞(ω) =
1
2pi
∫ ∞
−∞
eiωτ(−i)G<∞(τ) dτ
=
1
piu f
e−|ωa/u f |
∣∣∣∣ωau f
∣∣∣∣ν++ν−−1
[
U(ν+, ν+ + ν−,−2ωa/u f )
Γ(ν−)
θ(−ω)
+
U(ν−, ν+ + ν−, 2ωa/u f )
Γ(ν+)
θ(ω)
]
(2.92)
is the asymptotic value of A<(ω, t), with U(a, b, z) the Tricomi confluent hy-
pergeometric function and Γ(z) the Gamma function [142]. Similarly, using
the complete Taylor series expansion of Eq. (2.88a), we get
A<0 (ω, t) = A
<
∞(ω) +
∞
∑
n=2
An(ω)
tn
, (2.93)
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Here, we have introduced the coefficients
An =
∫ ∞
−∞
G<∞(τ)gn(τ) dτ, (2.94)
with gn(τ) defined in Eq. (2.88a). In particular, A2 = −γ/2(d2/dω2)A<∞(ω).
Therefore, the universal power-law decay of the system lesser Green function
found in Eq. (2.88b) results in an analogous behavior in the τ ∼ 0 contribu-
tion A<0 (ω, t).
Let us now discuss the region around τ ∼ t. From Eq. (2.85) it follows that
both the contributions arising from τ ≤ t and from τ > t should be taken
into account. After the change of variable y = t− τ, the long-time limit is
obtained by expanding the integrand to the lowest order in y/t 1. We get
A<t (ω, t) ≈
1
2pi2a
ei
pi
2 (ν−−ν+)
42γ
(
a
u f
)ν++ν− eiωt
tν
×
{∫ ∞
0
e−iωy
1
[a2/(2u f )2 + y2]γ
dy +
22γ
iω
(
u f
a
)2γ}
, (2.95)
where the first term in curly brackets stems from the region τ ≤ t while the
second one is due to the regime τ > t. Here,
ν ≡ ν+ + ν− − 2γ =
K4f + K
2
i + 3K
2
f (1+ K
2
i )
8K2f Ki
≥ 1. (2.96)
Finally, we focus on the contribution arising from τ ∼ (1 + u f /ui)t. By
performing the change of variable z = −ui(t− τ)− u f t and retaining only
the lowest order in z/t 1 in the integrand function, one obtains
A<(1+u f /ui)t(ω, t) ≈
θ(ω)
2pia
(
a
2u f
)ν− ( a
ui
)ν+−2γ ei(1+u f /ui)ωt
tν−
× e
−i pi2 (ν−−2γ)e−a|ω|/ui
uiΓ(ν+ − 2γ) |ω|
ν+−2γ−1. (2.97)
Since, for quenches with Ki > K f one always has ν < ν−, in the long-time
limit this latter contribution is sub-leading with respect to A<t (ω, t).
Collecting all the results of Eqs. (2.93), (2.95) and (2.97) we finally obtain
A<(ω, t) = A<∞(ω) +
∞
∑
n=2
An(ω)
tn
+
MA(ω, t)
tν
, (2.98)
where An(ω) = 2pi2v
∫ ∞
−∞ G
<
∞(τ)gn(τ) dτ, with gn(τ) defined in Eq. (2.88a),
and to the leading order in the long-time limit1
MA(ω) ≈ 1
2pi2a
ei
pi
2 (ν−−ν+)
42γ
(
a
u f
)ν++ν−
eiωt
×
{∫ ∞
0
e−iωy
1
[a2/(2u f )2 + y2]γ
dy +
22γ
iω
(
u f
a
)2γ}
, (2.99)
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Figure 2.3: Plot of the asymptotic spectral function A<∞(ω) [units (2pi2vF)−1] as a
function of ω (units vFa−1). The blue solid line shows the quenched
case with Ki = 0.9 → K f = 0.6. The red dashed and the green dash-
dotted ones correspond to the zero-temperature and finite-temperature
regimes in the absence of quench discussed in Eqs. (2.53) and (2.54), re-
spectively. In the latter case, the effective temperature T−1eff = 1.89 av
−1
F )
has been fixed by equating the average thermal energy with the one
injected during the quench.
Although the main focus of this Chapter is to study the time evolution of
system properties induced by the decay of entanglement, we briefly address
here the behavior of the asymptotic post-quench spectral function A<∞(ω),
shown in Fig. 2.3. It contains many interesting features, especially in the
region ω → 0 [135, 163]. In particular, using the following asymptotic
expansions of the Tricomi hypergeometric function [142]
U(a, b, z) ≈ Γ(b− 1)
Γ(a)
+
(1+ a− b)Γ(b− 1)
(2− b)Γ(a) z +
Γ(1− b)
Γ(a− b + 1) z
b−1, (2.100)
valid for z→ 0, we obtain the following expansion near ω ∼ 0
A<∞(ω) ≈
4piK f
2ν++ν−
[
CA0 + C
A
1 (ω)(2k f |ω|) + CA2 (ω)(2k f |ω|)ν++ν−−1
]
. (2.101)
Here, we have the following coefficients
CA0 =
Γ(ν+ + ν− − 1)
Γ(ν+)Γ(ν−)
, (2.102a)
CA1 (ω) =
Γ(ν+ + ν− − 1)
Γ(ν+)Γ(ν−)
[
(1− ν+)θ(ω)
2− ν+ − ν− +
(1− ν−)θ(−ω)
2− ν+ − ν− −
1
2
]
, (2.102b)
CA2 (ω) =
Γ(1− ν+ − ν−)
pi
[sin(piν+)θ(−ω) + sin(piν−)θ(−ω)] . (2.102c)
From the above equation it clearly emerges that A<∞(ω = 0) 6= 0, which is
quite similar to what happens in a finite temperature LL at equilibrium [19,
141], as we have seen in Eq. (2.54). Interestingly, A<∞(ω) exhibits two dif-
ferent regimes depending on the value of ν+ + ν−. In particular, for small
1 Note that the function MA(ω, t) also contains all the corrections deriving from having set
t → ∞ in the integration domain in Eq. (2.94), which are sub-leading contributions with
respect to the expansion in Eq. (2.99).
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quenches one finds 1 ≤ ν+ + ν− < 2 and, therefore, A<∞(ω) approaches
ω = 0 with a power law ∝ |ω|ν++ν−−1. This resembles the typical power-law
behavior we found in Eq. (2.53) for a zero-temperature LL in equilibrium,
albeit with a different exponent [61, 62, 138]. On the other hand, when
ν+ + ν− > 2, the leading contribution to A<∞(ω) is ∝ |ω|, with the details of
quench affecting the prefactor only. In Fig. 2.3 we compare the quenched
spectral function with the zero and finite temperature ones, obtained in
Eqs. (2.53) and (2.54). In the latter case, the effective inverse temperature, Teff,
has been chosen in such a way that the average thermal energy of the non-
quenched system is equal to the energy injected into the quenched one [18,
163, 177],
〈Hˆ f 〉i =
Tr
[
Hˆ f e−Hˆ f /Teff
]
Tr
[
e−Hˆ f /Teff
] , (2.103)
which results in
T−1eff =
√
2
3
piK f
√
KiK f
|Ki − K f | . (2.104)
For the parameters of the quench reported in Fig. 2.3 we have 1 ≤ ν++ ν− <
2 and the two main features of the quenchd spectral function A<∞(ω), namely
the fact that Aω∞(0) 6= 0 and the power-law behavior near ω ∼ 0, are clearly
visible.
After this digression, we can now focus on the time decay of A<(ω, t) to-
wards the asymptotic value discussed above. Looking back to Eq. (2.98) we
can see that two distinct contributions are present. The first one contains
only integer power laws of time, ∝ t−n (with n ≥ 2), and is entirely due to
the decay of G<(t, t− τ) found in Eq. (2.88a). The leading contribution to
this term is thus a universal power-law decay ∝ t−2, regardless of quench pa-
rameters. On the other hand, the second contribution contains the function
MA(ω, t) which, to the leading order in 1/t, is an oscillating function with
constant amplitude, as can be seen from Eq. (2.99). In the long-time limit, it
decays with a LL-like non-universal power law ∝ t−ν, with ν strongly depen-
dent on the quench parameters Ki and K f . However, since for any reasonable
quench one finds 1 ≤ ν < 2, it turns out that the universal power-law be-
havior, which directly originates from the decay of entanglement between
bosonic excitations φˆ f ,+(x) and φˆ f ,−(x), is hardly visible in the transient of
the NESF: The long-time decay of A<(ω, t) is governed by the non-universal
contribution ∝ t−ν, with the universal one being a sub-leading term. This
is illustrated in Fig. 2.4, which shows the real part of the deviation of the
lesser NESF from its steady-state value, |∆A<(ω, t)| = |A<(ω, t)− A<∞(ω)|,
at large times and for two different interaction quenches. Here, the oscillat-
ing behavior due to MA(ω, t) decays with non-universal power law ∝ t−ν
(see solid black lines) while no evidence of the universal behavior ∝ t−2 is
present. Despite the sub-leading character of the universal contribution to
the behavior of the NESF in Eq. (2.98), in the next Section we will demon-
strate that it controls the long-time behavior of charge and energy currents
in a transport setup.
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Figure 2.4: Plot of |Re[∆A<(ω, t)]| [units (2pi2vF)−1] as a function of time t [units
av−1F ] with ω = −0.1 a−1vF for the quenches Ki = 0.9→ K f = 0.7 (blue,
dashed) and Ki = 0.8 → K f = 0.4 (red, solid). Here, solid black lines
represent the power-law behavior ∝ t−ν for the two different cases.
2.4 transient dynamics of transport properties
Motivated by recent transport experiments in cold atomic systems [178–
181], we now investigate the effects of a quantum quench on the transport
properties of the system considered so far. To do so, we assume that im-
mediately after the quench, the LL (hereafter dubbed the system) is locally
tunnel-coupled to a 1D non-interacting probe, as sketched in Fig. 2.5. The
probe is described by the Hamiltonian
Hˆp = vF
∫ ∞
−∞
χˆ†(x)(−i∂x)χˆ(x) dx, (2.105)
with χˆ(x) its fermionic field. The probe is subject to a bias voltage V mea-
sured with respect to the Fermi level of the system. We assume a local
tunneling at x0 which breaks inversion parity, focusing, e.g., on the injection
in the system R−channel only [136, 172, 182–184],
HˆT(t) = Hˆ+T (t) + Hˆ
−
T (t)
≡ ϑ(t)λ
[
ψˆ†R(x0)χˆ(x0) + χˆ
†(x0)ψˆR(x0)
]
, (2.106)
where λ is the tunneling amplitude and ϑ(t) is the Heaviside step func-
tion. Although this parity-breaking injection mechanism is not an essential
requirement for what follows, it also allows to study the peculiar fractional-
ization properties of LLs in the presence of a quantum quench. The whole
setup is assumed to be in its ground state before the quench, with ρˆ(0) the
associated zero-temperature total density matrix.
2.4.1 Tunneling charge current
We concentrate at first on the chiral charge current, defined as
Iη(V, t) = −q∂t
∫ ∞
−∞
〈δnˆη(x, t)〉 dx (2.107)
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Figure 2.5: Scheme of the system, modeled as a pair of counter-propagating chan-
nels, and the probe, biased with a dc voltage V with respect to the
system. At x = x0, the probe injects R−moving particles only.
with q the charge of a single fermion and the average performed with respect
to ρˆ(0). Here,
nˆη(x, t) = −η
√
K f
2pi
∂xφˆ f ,η(x− ηu f t), (2.108)
are the chiral particle densities introduced in Eq. (2.37) while
〈δOˆ(x, t)〉 = Tr{Oˆ(x, t)[ρˆ(t)− ρˆ(0)]} (2.109)
represents the average variation, induced by the tunneling, of a given opera-
tor Oˆ(x, t). For a generic Hermitian and particle-number conserving opera-
tor Oˆ(x, t), working in the interaction picture with respect to the tunneling
Hamiltonian HˆT(t) [73, 76] and to the lowest order in the tunneling ampli-
tude λ [122, 135, 172], a direct calculation leads to [see Appendix B and, in
particular, Eq. (B.13)]
〈δOˆ(x, t)〉 = 2Re
∫ t
0
dτ1
∫ τ1
0
dτ2 Tr
{
ρˆ(0)Hˆ+t (τ2)
[Oˆ(x, t), Hˆ−t (τ1)]
+ ρˆ(0)Hˆ−t (τ2)
[Oˆ(x, t), Hˆ+t (τ1)] }. (2.110)
Note that, if Oˆ(x, t) is an operator acting only on the system, as in the case
we are considering, it commutes with the Fermi field of the probe, χˆ(x). In
order to evaluate Eq. (2.107), we substitute Oˆ(x, t) = nˆη(x, t) in Eq. (2.110).
As a first step, we calculate the correlators of the non-interacting probe. Note
that its chemical potential is shifted by the bias energy qV with respect to
the Fermi level of the system. In the zero-temperature case we obtain
〈χˆ†(x0, τ2)χˆ(x0, τ1)〉 = iG>p (τ1 − τ2)eiqV(τ2−τ1), (2.111)
〈χˆ(x0, τ2)χˆ†(x0, τ1)〉 = iG>p (τ1 − τ2)e−iqV(τ2−τ1), (2.112)
where the probe local greater Green function is
G>p (τ) = −
i
2pia
a
a− ivFτ . (2.113)
Then, we focus on the commutator found in Eq. (2.110), which gives
[
nˆη(x, t), ψˆ†R(x0, τ)
]
=
√
K f Aη
pi
[
a
a2 + (z f ,η − z¯ f ,η)2
]
ψˆ†R(x0, τ), (2.114)
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with generalized coordinates z f ,η = x − ηu f t and z¯ f ,η = x0 − ηu f τ. Finally,
noting that
〈ψ†R(x0, τ2)ψR(x0, τ1)〉 = 〈ψR(x0, τ2)ψ†R(x0, τ1)〉 = −iG<R (τ1, τ2), (2.115)
with G<R (τ1, τ2) = G
<(τ1, τ2)/2 given in Eq. (2.85), we obtain
Iη(V, t) = I0η Re
[ ∫ t
0
G<(t, t− τ)G>p (τ)i sin(qVτ) dτ
]
, (2.116)
where I0η = −q|λ|2(1 + ηK f ). In the above equation G<(t, t − τ) is always
in the regime τ ≤ t, where G<(t, t− τ) = G<∞(τ)U (t, τ), as we have found
in Eq. (2.85). Moreover, the chirality η affects the pre-factor I0η only and,
therefore, I+(V, t) ∝ I−(V, t), with I+(V, t) ≥ I−(V, t). This implies that the
charge fractionalization ratio
RQη =
Iη(V, t)
I(V, t)
, (2.117)
with I(V, t) = ∑η Iη(V, t) the total charge current, is a constant at any time
and, in particular,
RQη =
1+ ηK f
2
. (2.118)
The same expression holds for a non-quenched system with Luttinger pa-
rameter K f [121]: charge fractionalization has no memory at all of the initial
pre-quench state. Furthermore, we note that the ratio RQη has natural bounds,
1/2 ≤ RQη ≤ 1. The physical origin of this behavior and the fact that RQη is
memoryless and insensitive to Ki traces back to the absence of charge trans-
fer between R and L branches. Indeed, the inter-particle interaction can only
create fluctuations of particle density but the total number of particles on
each channel is conserved. Since in our scheme particles are injected solely
in the R channel, only this one will actively contribute to the net charge cur-
rent, no matter how the injection is carried out or how the system is prepared
before the injection. Moreover, as long as only one channel is concerned, it
has been shown [121, 185] that charge fractionalization phenomena are com-
pletely controlled by the equation of motion of its field operators. Therefore
their dynamics depend only on the final (post-quench) Hamiltonian and this
explains why RQη does not depend on Ki.
We now turn to the long-time behavior of Eq. (2.116). We follow the same
steps illustrated in Sec. 2.3.1 leading to Eq. (2.98). In this case things are
a little simpler, since one has to consider G<(t, t − τ) only in the regime
τ ≤ t. Moreover, the Green function of the probe G>p (τ) is a smooth and
slowly varying function, apart from a simple pole in τ± ia/vF, which is very
close to the branch point of G<(t, t − τ). Therefore, in the long-time limit
Eq. (2.116) can be written as
Iη(V, t) ≈ Iη,0(V, t) + Iη,t(V, t), (2.119)
with Iη,0(V, t) and Iη,t(V, t) the main contributions to the integral stemming
from regions near τ ∼ 0 and τ ∼ t, respectively. They can be evaluate
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following the same procedure described below Eq. (2.90), leading to the final
result
Iη(V, t) = I∞η (V) +
∞
∑
n=2
Iη,n(V)
tn
+
MIη(V, t)
tν+1
. (2.120)
Here,
I∞η (V) = I
0
ηRe
[∫ ∞
0
G<∞(τ)G
>
p (τ)i sin(qVτ) dτ
]
(2.121a)
is the asymptotic tunneling current, while
Iη,n(V) = I0ηRe
[∫ ∞
0
gn(τ)G>p (τ)i sin(qVτ) dτ
]
, (2.121b)
MIη(V, t) ≈ −
I0η
4pi2avF
(
a
u f
)ν++ν− cos [pi2 (ν+ − ν−)]
42γ
×
∫ ∞
0
sin [qV(t− y)]
[a2/(2u f )2 + y2]γ
dy, (2.121c)
where the coefficients gn(τ) have been defined in Eq. (2.88a) and inMIη(V, t)
we retained only the leading order in y/t 1. In particular,
Iη,2(V) = − γ2q2
d2
dV2
I∞η (V). (2.122)
The tunneling current Iη(V, t) exhibits the same structure of the spectral
function A<(ω, t) we found in Eq. (2.98). In particular, Eq. (2.120) consists
of three contributions: the steady state value I∞η (V) and two transient terms,
one containing only integer power laws of time, ∝ t−n, stemming from the
long-time expansion of G<(t, t− τ) in Eq. (2.88b), and one displaying a more
conventional LL-like non-universal power-law behavior. However, in con-
trast with the NESF, this latter contribution decays as t−ν−1. Since ν+ 1 ≥ 2,
the relaxation dynamics of Iη(V, t) is thus governed by the universal decay
∝ t−2, which does not depend on the quench parameters and traces back to
the behavior of cross-correlators Dα,−α(0; t, τ). Thus, the long-time dynamics
of the chiral charge current directly reveals the entanglement between chiral
bosonic fields φˆ f ,+(x) and φˆ f ,−(x) and its relaxation.
In Fig. 2.6 we show the behavior of the asymptotic total tunneling current
I∞(V) = ∑η I∞η (V) and compare it with the non-quenched zero temperature
case. The main feature of the quenched tunneling current is that I∞(V) ∼ V
for V → 0. This is in sharp contrast with the non-quenched one, in which
I∞(V) is characterized by a power-law decay Vνnq for V → 0 [132]. This is a
quite expected behavior since, in essence, A<∞(V) ∝ ∂V I∞(V) with A<∞(0) 6=
0.
The time evolution of Iη(V, t) during the transient is displayed in Fig. (2.7).
For long times the universal power-law behavior ∝ t−2 emerges, but on in-
termediate times it is hidden by marked oscillations arising from the non-
universal power law ∝ t−ν−1. This is due essentially to the following two
reasons. First, for the quench considered in Fig. (2.7) (which is a rather
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Figure 2.6: Asymptotic total charge current I∞(V) [units q|λ|2(pi2vF)−1] as a func-
tion of V [units vF(qa)−1] for a quenched LL with Ki = 0.8→ K f = 0.4
(solid blue) and for a non-quenched zero-temperature LL with K = 0.4
(dashed green). In the presence of the quench I(V) exhibits a behavior
∝ V for V → 0. This is in sharp contrast with the non-quenched case,
where a more common LL-like power-law decay ∝ Vνeq emerges.
strong one) one finds ν = 2.4: it could thus be difficult to distinguish be-
tween universal and non-universal power laws. Second, as can be seen from
the inset of Fig. 2.7, coefficients of the transient terms in Eq. (2.120) are such
that |Iη,2(V)|  |MIη(V, t)| for any reasonable quench. This implies that the
universal behavior is always at a great disadvantage compared to the non-
universal one and explains why one has to wait very long times to observe
the leading power-law decay ∝ t−2.
2.4.2 Tunneling energy current
As we have seen in the previous Section charge current may not be the
best tool to investigate the universal dynamics induced by the entanglement
between bosonic excitations. Now, we will focus on another important trans-
port property of the system which, as we shall see below, allows for a neat
observability of the power-law behavior ∝ t−2, namely the tunneling energy
current [122, 134, 136]. It is defined as
Pη(V, t) = ∂t
∫ ∞
−∞
〈δHˆη(x, t)〉 dx, (2.123)
with the Hamiltonian density [see also Eq. (2.36)]
Hˆη(x, t) =
u f
2
[∂xφˆ(x− ηu f t)]2. (2.124)
As in Eq. (2.107), the symbol δ means that we are looking to the average
variation of Hˆη(x, t) induced by the tunneling. Following the same proce-
dure of the previous Section, we begin by substituting Oˆ(x, t) = Hˆη(x, t) in
Eq. (2.110). The commutator we need to evaluate is now[
Hˆη(x, t), ψˆ†R(x0, τ)
]
= −ηu f Aη√
2pi
[
a
a2 + (z f ,η − z¯ f ,η)2
]
× ∂x
{
φˆη(z f ,η), ψˆ†R(x0, τ)
}
, (2.125)
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Figure 2.7: Time evolution of the total tunneling current |∆I(V, t)| [units
q|λ|2(2pi2vF)−1] as a function of t (units av−1F ) for the quench Ki =
0.8 → K f = 0.4 (solid blue). The dashed orange line represents the
universal power law t−2. The presence of the non universal power-law
decay t−ν−1 results in marked oscillations and the universal behavior
emerges only at very long times. Inset: ratio |rI | = |Iη,2/MIη(V, t∗)|
between coefficients of the leading terms of the Eq. (2.120) as a function
of the post-quench Luttinger parameter K f for Ki = 0.8. Here, t∗ is
such that MIη(V, t∗) is maximum. Clearly, for any reasonable quench,
|Iη,2|  |MIη(V, t)| and therefore the universal power-law contribution
is hard to be observed. Here, V = 0.1 vF(qa)−1.
with z f ,η = x − ηu f t and z¯ f ,η = x0 − ηu f τ. From the above equation it
emerges that quantum averages of the form
〈ψˆ†R(x0, τ2)φˆη(zη)ψˆR(x0, τ1)〉 (2.126)
have to be computed. This can be done by using the bosonization formula
of Eq. (2.10), the relation
φˆη(zη) = −i∂yeiyφˆη(z)
∣∣∣
y=0
(2.127)
and the identities introduced in Eqs. (2.41) and (2.42). We obtain
Pη(V, t) = P0 Re
{∫ t
0
G<(t, t− τ)Fη(t, τ)G>P (τ) cos(qVτ) dτ
}
, (2.128)
with P0 = 2|λ|2u f and
Fη(t, τ) = A2ηF1(τ)− γF2(t, τ), (2.129a)
F1(τ) = θ
2
+
a− iu f τ −
θ2−
a + iu f τ
, (2.129b)
F2(t, τ) =
2iu f (2t− τ)
a2 + u2f (2t− τ)2
− 4iu f t
a2 + 4u2f t
2
. (2.129c)
At first glance, one immediately sees that, in sharp contrast with the charge
current, Pη(V, t) exhibits a non-trivial dependence on the chirality index η.
In particular, it can be decomposed in a chirality-dependent contribution
and in a chirality-independent one,
Pη(V, t) = A2ηP1(V, t) + γP2(V, t). (2.130)
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As we will discuss later in the Chapter, this will result in some intriguing
fractionalization phenomena and allows for a very neat detection of the uni-
versal power-law decay ∝ t−2. In passing, we note that also the energy
current Pη(V, t) can be understood in terms of the spectral properties of the
system itself. Indeed, it is possible to show that [136]
G<(t, t− τ)Fη(t, τ) =
[
1
iu f
(
∂t¯ − ηu f ∂ξ
)
G<R (ξ; t¯, t− τ)
]
t¯=t
ξ=0
, (2.131)
with
G<R (ξ; t1, t2) = i〈ψ†R(0, t2)ψR(ξ, t1)〉 (2.132)
the non-local lesser Green function of the R−branch.
We now consider the long-time behavior of Pη(V, t). Since the function
Fη(t, τ) does not add any new poles or branch points, we can proceed with
the same steps leading to Eq. (2.120). In particular, separating the contribu-
tions from τ ∼ 0 and τ ∼ t, we get
Pη(V, t) ≈ Pη,0(V, t) + Pη,t(V, t)
= P∞η (V) +
∞
∑
n=2
Pη,n(V)
tn
+
MPη (V, t)
tν+2
, (2.133)
where
P∞η (V) = A
2
ηP
0Re
[∫ ∞
0
G<∞(τ)F1(τ)G>P (τ) cos(qVτ) dτ
]
(2.134a)
is the asymptotic chiral energy current and
Pη,2(V) = −γ2
{
d2
q2dV2
P∞η (V) +
P0
u f
Re
[∫ ∞
0
G<∞(τ)G
>
p (τ) cos(qVτ)iτ dτ
]}
,
(2.134b)
MPη (V, t) ≈ −
P0
2pi2a2vF
[A2η(θ
2
+ + θ
2−)− γ]
(
a
u f
)ν++ν−+1 cos [pi2 (ν+ − ν−)]
42γ
×
∫ ∞
0
cos[qV(t− y)][
a2/(2u f )2 + y2
]γ dy. (2.134c)
The long-time behavior of the chiral energy current given in Eq. (2.133) has
the same structure of the one we found for both the NESF and the charge
current: It consists of a steady state value, P∞η (V), a universal transient con-
tribution ∝ t−2 and a non-universal one, ∝ t−ν−2. The crucial point is that the
exponent of the latter picks up an extra t−1 with respect to the non-universal
term of the tunneling current, while the universal contribution still remains
∝ t−2. This results in a enhanced observability of the universal behavior
induced by the decay of entanglement between chiral bosonic fields φˆ f ,+(x)
and φˆ f ,−(x).
Before focusing on this issue, let us briefly address the asymptotic chiral,
Pη(V, t), and total, P∞(V) = ∑η P∞η (V), energy currents. They are shown in
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Figure 2.8: Plot of total P∞(V) (blue, solid) and chiral P∞η (V) (red, dashed for
η = + and green, dash-dotted for η = −) energy currents [units
P0(2pi2a2vF)−1] as a function of V [units vF(qa)−1] after the quench
Ki = 0.9→ K f = 0.6. Note that P∞η (V∗) = P∞(V∗) = 0 while, |V| < V∗,
P∞η (V), P∞(V) < 0: For small biases the energy injected by the quench
flows from the system to the probe.
Fig. 2.8. Interestingly, there exists a whole range of biases |V| < V∗ for which
both P∞η (V) and Pη(V, t) are negative, implying that the energy is flowing
from the system to the probe. This phenomenon is due to the fact that the
quench injects an extensive amount of energy into the LL, resulting in effects
similar to an effective heating of the system. Here, V∗ > 0 is the bias such
that P∞η (±V∗) = 0 and a perfect balance between the energy injected by the
probe and the one released by the system occurs.
The transient dynamics of Pη(V, t) is shown in Fig. 2.10. Clearly, the chi-
ral energy current represents a promising tool to elucidate the universal
dynamics of the system. This is due, in essence, to the faster decay of the
non-universal transient contribution ∝ t−ν−2. Moreover, the excess chiral en-
ergy current ∆Pη(V, t) = Pη(V, t)− P∞η (V) displays a striking dependence
on the chirality index η. This fact turns out to help even more in detecting
the universal behavior ∝ t−2. Indeed, as can be seen in Fig. 2.10(a), the non-
universal decay mostly affects ∆P+(V, t) while ∆P−(V, t) exhibits an almost
perfect power-law behavior ∝ t−2, which emerges even at small time scales.
Moreover, within the time-range we are interested in, one has |∆P−(V, t)| 
|∆P+(V, t)|: The relaxation of the total energy current P(V, t) = ∑η Pη(V, t)
is thus controlled essentially by the leading universal contribution ∝ t−2
of P−(V, t). It is worth noting that this leads to an intriguing effect. In-
deed, during the transient, the majority of the excess energy current injected
from the probe flows in the η = − direction. This is in sharp contrast
with the steady-state contribution, which is always dominated by the η = +
chirality (see Fig. 2.8), and with the non-quenched case, where one finds
P+(V, t) ∝ P−(V, t) with |P+(V, t)| ≥ |P−(V, t)|. Moreover, we also stress
here that this effect does not exist for the chiral charge currents, which al-
ways satisfies I+(V, t) ∝ I−(V, t) with |I+(V, t)| > |I−(V, t)| [see Eq. (2.116)].
This fact becomes even more striking when V = ±V∗. Indeed, in this case,
we have P∞η (V∗) = 0 and then Pη(V∗, t) = ∆Pη(V∗, t). In Fig. 2.9 we show
the behavior of Pη(V∗, t) for the quench protocol Ki = 0.9→ K f = 0.6, which
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(a) (b)
Figure 2.9: Panel (a): Plot of P−(V∗,t) (green, solid) and P+(V∗, t) (red, dashed)
[units P0(2pi2avF)−1] as function of time t [units (vkF)−1] for the quench
Ki = 0.9→ K f = 0.6. Here, V = 0.1 v(aq)−1. Panel (b): Sketch of charge
(orange) and energy (blue) currents for an idealized injection of a single
right-moving particle. While most of the injected charge flows towards
the direction η = +, the energy travels mainly in the opposite one,
η = −1.
corresponds to a charge fractionalization ratio RQη = 0.8. This implies that
the majority of the injected charge flows in the η = + direction. On the other
hand, during the entire transient |P−(V∗, t)| > |P+(V∗, t)| and thus the in-
jected energy current flows predominantly in the η = − direction [see Panel
(b) of Fig. 2.9]. We should, however, point out that this behavior is quite
peculiar of the regime with Pη(V, t) = 0 and the region around V = V∗ in
which it can be observed is quite narrow.
Finally, to further exploit this peculiar chirality-dependence of the excess
energy current, we inspect the energy fractionalization ratio
Rη(V, t) =
Pη(V, t)
∑η Pη(V, t)
(2.135)
in the transient regime [133, 134]. Its relaxation towards the steady-state
value R∞η = A2η/(A2+ + A2−) [133, 134] is depicted in Fig. 2.10(b), where we
show the behavior of the absolute value of ∆Rη(V, t) = Rη(V, t) − R∞η for
two different set of quench parameters. The universal decay ∝ t−2 emerges
as clearly as in ∆P−(V, t). Note that, since Rη(V, t) = 1− R−η(V, t), one
has |∆Rη(V, t)| = |∆R−η(V, t)|, i.e. |∆Rη(V, t)| does not depend on the
chirality. Moreover, the fractionalization ratio has the key advantage to
be time-independent in the non-quenched case, with Rη(V, t) = R∞η ∀V, t.
Therefore, the presence of a transient in Rη(V, t) is a direct hallmark of the
non-equilibrium dynamics of the system settled by the quench. Together
with ∆P−(V, t), it represents a very promising tool for the investigation of
the quench-induced entanglement between counter-propagating chiral fields
φˆ f ,±(x) and its relaxation in time.
2.5 conclusions
In summary, in this Chapter we have discussed the non-equilibrium dy-
namics of a 1D interacting system after a quantum quench. It has been
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(a)
(b)
Figure 2.10: Panel (a): Plot of |∆P(V, t)| = |∑η ∆Pη(V, t)| (blue, solid),
|∆P+(V, t)| (red, dashed) and |∆P−(V, t)| (green, dash-dotted) [units
P0(2pi2avF)−1] as function of time t [units (vkF)−1] for the quench
Ki = 0.9 → K f = 0.6. Inset: ratios |rPη | = |Pη,2(V)|/|MPη (V, t∗)| be-
tween coefficients of the leading transient contributions of Eq. (2.133)
as function of the post-quench Luttinger parameter K f for Ki = 0.9.
As in Fig. 2.7, t∗ has been chosen such thatMV,t∗η | is maximum. Note
that |rP+|  |rP−| ∼ 1, which results in an extremely neat signature
of the universal behavior in the transient of P−(V, t). Panel (b): Plot
of |∆Rη(V, t)| as a function of time t [units (vkF)−1] for the quenches
Ki = 0.9 → K f = 0.6 (blue, solid) and Ki = 0.8 → K f = 0.4 (red,
dashed). Note that |∆Rη(V, t)| does not depend on the chirality (see
text). In both Panels solid black lines indicate the power law ∝ t−2 and
V = 0.1 v(qa)−1.
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shown that an interaction quench results in an initial entanglement between
right- and left-moving density excitations, which is encoded in the time evo-
lution of their cross-correlators. This represents a direct fingerprint of the
quantum quench and deeply affects the relaxation towards the steady state
of the system itself. We have shown this in the specific case of spectral
and transport properties of a fermionic 1D system modeled as a spinless LL
subject to an interaction quench. In particular, we demonstrated that the
entanglement dynamics induces a universal long-time decay ∝ t−2 in the
non-equilibrium spectral function of the LL, whose time-evolution is also
affected by other non-universal power laws, with quench-dependent expo-
nents. Interestingly, the universal character clearly emerges by considering
charge and energy currents in a transport setup. In particular, fractionaliza-
tion phenomena, peculiar of 1D interacting systems, can be used to probe
the presence of quench-induced entanglement and its relaxation. Among
all, the transient dynamics of the energy fractionalization ratio represents
a promising tool to observe these universal features. Moreover, we have
shown that in the steady state the low-bias power is negative, signaling an
energy back-flow from the LL to the probe. When the net exchanged power
is zero, a peculiar situation can be achieved in which the largest fraction of
charge and the largest fraction of energy propagate in opposite directions.
We expect our discussions to be independent of the precise form of the
quench protocol and of the tunneling Hamiltonian. The results contained in
this Chapter can elucidate fundamental aspects of non-equilibrium physics
settled by a quantum quench and can, in principle, be tested with state-of-
the-art implementation of cold atomic systems or solid state devices.
Finally, we have also investigated the robustness of our results in the pres-
ence of a finite temperature, showing that the latter turns LL-like power
laws into fast exponential decay while the universal power law ∝ t−2 sur-
vives and emerges even clearly [186]. Furthermore, in Ref. [172] we also
studied in details how the injection from an extended tunneling region af-
fects the steady-state regime, demonstrating that also in this case charge
fractionalization retains no memory of the quench while energy partitioning
is strongly modified by the latter.

3 OUT OF EQU I L IBR IUM DENS ITYDYNAM ICS OF A QUENCHEDFERM ION IC SYSTEM
In this Chapter we will study effects on quantum quenches in finite-size
systems. To do so, in the first part we briefly introduce the formalism al-
lowing to adapt the LL model and the bosonization technique described in
Chap. 2 to systems with OBC, following the approach developed by Fabrizio
and Gogolin in Ref. [187]. Then, in the second part of the Chapter, we use
this formalism to investigate the time evolution of the particle density of a
fermionic spinless LL with OBC subject to a finite duration quench of the
inter-particle interaction. We focus on how the interplay between the time
scale of the quenching protocol and the one introduced by the finite size of
the system affects the transient and post-quench dynamics.
As we have discussed in Chap. 1 and in analogy with the Poincaré recur-
rence theorem (see also Appendix A), the finite size of the system implies a
finite recurrence time trec. The system will never reach a steady state but it
will continue to oscillate around a certain configuration [78]. On the other
hand, the finiteness in time of the quenching protocol has even more in-
teresting consequences. Indeed, we show that both turning on and turning
off of the quench ramp create light-cone perturbations in the density, which
survive in the post-quench region. The two perturbations, originating from
the boundaries [162, 188], travel ballistically through the system with the
instantaneous velocity of the bosonic excitations of the LL [167] and bounce
elastically whenever they reach one of the edges. Furthermore, in the post-
quench region, their wavefronts interfere destructively and, thus, the system
dynamics is strongly affected by their relative position. Moreover, in spite
of the finite size of the system, we find that for slow enough quenches the
post-quench average density weakly oscillates in time around the result ob-
tained with a GGE approach. For a fixed quench amplitude, the discrepancy
between these two quantities decreases with an oscillatory behavior as a
function of the quench duration, with local minima corresponding to a per-
fect overlap of the two light cones. Finally we obtain that, for a long enough
quench, the GGE result approaches the ground state density associated with
the final Hamiltonian of the system, showing again a decreasing oscillatory
behavior as a function of the quench duration.
This Chapter is based on the results obtained in Ref. [189].
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3.1 luttinger liquid with open boundary condi-tions
We start again from the 1D system of spinless fermions described by
Eq. (2.1). In contrast to previous Chapter, we now consider a finite sys-
tem confined within the region 0 ≤ x ≤ L, L being the length of the system
itself. Thus, instead of Eq. (2.4), we impose OBC on the Fermi field operator
Ψˆ(x) [187],
Ψˆ(0) = Ψˆ(L) = 0. (3.1)
In this case, the non-interacting single-particle energy levels and wave func-
tions are given by
ε(k) =
k2
2m
, ψk(x) =
2
L
sin(kx), (3.2)
respectively, with discretized momentum k = pin/L (n being a positive in-
teger). In the zero-temperature ground state of the system, denoted by |F〉,
all the energy levels up to the Fermi energy EF = k2F(2m)
−1 are filled. The
latter is associated with the Fermi wave vector kF = piN/L, with N the to-
tal number of particles in the system. Finally, the Fermi operator can be
decomposed in Fourier modes as
Ψˆ(x) =
2
L ∑k>0
sin(kx)cˆk, (3.3)
with cˆk the annihilation operator of a fermion with momentum k.
linearization Following the same steps outlined in Sec. 2.1, we linearize
the spectrum of the system ε(k) around the Fermi energy EF, as shown in
Fig. (3.2). We obtain
ε(k) = EF + vF(k− kF), (3.4)
which, in this case, is associated with right-moving fermions only. Here,
vF = dε(k)/dk|kF is the Fermi velocity of the system. As in the case with PBC,
we extend the the linearized spectrum to k ∈ (−∞,∞), thus introducing an
infinite number of occupied fictitious states which can be properly taken
into account by looking at the normal ordered value of operators introduced
in Eq. (2.7). This allows to write the Fermi field operator of Eq. (3.2) as
Ψˆ(x) ≈ ΨˆR(x) + ΨˆL(x), (3.5)
Here, we have introduced right (r = R, eR = 1) and left (r = L, eL = −1)
moving fields,
Ψˆr(x) =
−i√
2L
∞
∑
k=−∞
eierkx cˆk. (3.6)
Note that, in sharp contrast with the fields encountered in Sec. 2.1, these
fields have periodicity 2L, i.e. Ψˆr(x) = Ψˆr(x + 2L), and are not independent.
Indeed,
ΨˆL(x) = −ΨˆR(−x). (3.7)
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Figure 3.1: Linearization procedure of the original single-particle spectrum ε(k)
(black curve) around the Fermi energy EF in the LL model with OBC.
The red line represents the dispersion relation of the linearized spec-
trum, associated with right-moving fermions. The dashed region sig-
nals the infinite number of occupied fictitious states introduced in the
linearization process.
The degrees of freedom of the system are thus halved as a consequence of
the constraint imposed by OBC. By fictitiously extending the domain of
ΨˆR(x) to −L ≤ x ≤ L, it is then possible to rewrite the whole Fermi field
operator of Eq. (3.5) in terms of the right-mover field only,
Ψˆ(x) ≈ ΨˆR(x)− ΨˆR(−x). (3.8)
At this point, the “extended” right-mover field can be bosonized in the same
way we discussed in the PBC case and, thus,1
ΨˆR(x) =
Fˆ√
2pia
eikFxe−iΦˆ(x), (3.9)
with
Φˆ(x) = i ∑
q>0
√
pi
qL
e−aq/2
(
eiqx bˆq − e−iqx bˆ†q
)
(3.10)
the bosonic field operator associated with right-moving fermions. Here, a is
a small-length cutoff, q = pinq/L (nq being a positive integer), the bosonic
annihilation (creation) operator bˆ(†)q are defined as
bˆq =
√
pi
qL∑k
cˆ†k−q cˆk, bˆ
†
q =
√
pi
qL∑k
cˆ†k+q cˆk (3.11)
and Fˆ is a Klein factor satisfying the same identities of Eq. (2.14). In contrast
to the previous Section, in which we performed the limit L→ ∞, here we are
1 In the following definition of bosonic field and operators we will omit the branch index R
since, as we have seen, it is the only one present when OBC are assumed.
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interested in the case with a finite L. In this case, the commutation relations
of Eq. (2.15) reads[
Φˆ(x), Φˆ(y)
]
= 2i arctan
{
sin[pi(x− y)/L]
epia/L − cos[pi(x− y)/L]
}
. (3.12)
Following Sec. 2.1, we now rewrite the kinetic contribution to the Hamilto-
nian of the linearized model in terms of bosonic operators. We obtain
Hˆ0 = vF
∫ L/2
−L/2
dx Ψˆ†R(x)(−i∂x)ΨˆR(x) (3.13a)
= ∑
q>0
vFqbˆ†q bˆq + Hˆ0,N , (3.13b)
with Hˆ0,N = pivF Nˆ
2
2L the zero-mode contribution and Nˆ = ∑k : c
†
k ck : the
particle number operator 2. On the other hand, the particle density operator
associated with right-movers is given by
ρˆR(x) =: ΨˆR(x)ΨˆR(x) :=
Nˆ
2L
− ∂xΦˆ(x)
2pi
(3.14a)
=
Nˆ
2L
+
1
2pi ∑q>0
√
piq
L
e−aq/2
(
eiqx bˆq + e−iqx bˆ†q
)
(3.14b)
total density operator Of particular interest for rest of this Chapter
will be the total particle density operator,
ρˆ(x) =: Ψˆ†(x)Ψˆ(x) := ρˆLW(x) + ρˆF(x), (3.15)
where we used the identity of Eq. (3.8). Here we distinguish two different
terms, which can be rewritten using Eq. (3.9) and (3.14). In particular,
ρˆLW(x) = ρˆR(x) + ρˆR(−x) = NˆL +
∂xΦˆa(x)
pi
(3.16a)
is the long-wave contribution and
ρˆF(x) = − : Ψˆ†R(x)ΨˆR(−x) : − : Ψˆ†R(−x)ΨˆR(x) :
= − 1
pia
cos
[
2kFx− 2Φˆa(x)− 2 f (x)
]
(3.16b)
is the so called Friedel contribution [19, 187, 190, 191], which arises due to
the presence of OBC. Here, we used Eq. (2.41) and we have introduced the
antisymmetric component of the bosonic field,
Φˆa(x) =
1
2
[
Φˆ(−x)− Φˆ(x)] = ∑
q>0
√
pi
qL
e−aq/2 sin(qx)
(
bˆq + bˆ†q
)
, (3.17)
and the function [see the commutator in Eq. (3.12)]
f (x) =
1
4i
[
Φˆ(x), Φˆ(−x)] = 1
2
arctan
[
sin(2pix/L)
epia/L − cos(2pix/L)
]
. (3.18)
2 Again, as already explained in Sec. 2.1, here and in the following we neglect terms in the
Hamiltonian linear in Nˆ.
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As clearly emerges from Eq. (3.16b), the Friedel term oscillates with a period
which depends on the total number of particle N. Collecting all the above
results, one obtains for the total particle density operator
ρˆ(x) =
Nˆ
L
{
1− cos
[
2piNˆ
L
x− 2Φˆa(x)− 2 f (x)
]}
+
1
pi
∂xΦˆa(x), (3.19)
where we made the identification a→ piN/L. The latter is necessary in order
to have 〈ρˆ(0)〉 = 〈ρˆ(L)〉 = 0. Note that this ad hoc constraint can be derived
more rigorously following a point-splitting procedure, which however leads
to the same results [192, 193].
interactions We now turn to the interacting model. Looking at Eq. (2.19)
and using the connection between right- and left-movers shown in Eq. (3.7),
one obtains
Hˆint = Hˆ
(2)
int + Hˆ
(4)
int = pi
∫ L
−L
dx [g4 : ρˆR(x)ρˆR(x) : +g2 : ρˆR(x)ρˆR(−x) : ] .
(3.20)
Note that, although we started from a system with local interactions, the
presence of OBC results in the non-locality of the term ∝ g2. Nevertheless,
the total Hamiltonian Hˆ is still quadratic in bosonic operators and can thus
be diagonalized. In particular, from Eqs. (3.10) and (3.14) one obtains
Hˆ = Hˆbos + HˆN , (3.21)
with
Hˆbos = ∑
q>0
q
[
(vF + g4) bˆ†q bˆq +
g2
2
(
bˆqbˆq + bˆ†bˆ†q
)]
, (3.22a)
HˆN =
piuN
2L
Nˆ2, where uN = vF + g4 + g2. (3.22b)
The bosonic Hamiltonian Hˆbos is very similar to the one obtained with PBC
- see Eq. (2.21a) - and can be diagonalized by the same Bogolubov transfor-
mation,
Bˆq = A+bˆq + A−bˆ†q , with A± =
1
2
(
1√
K
±
√
K
)
. (3.23)
We recall that the Luttinger parameter
K =
√
vF − g2 + g4
vF + g2 + g4
(3.24)
is defined in such a way that K = 1 represents the non-interacting regime,
while one finds K < 1 (K > 1) in the presence of repulsive (attractive) inter-
actions. After the Bogolubov transformation of Eq. (3.23), the diagonalized
bosonic Hamiltonian reads
Hˆbos = u∑
q>0
qBˆ†q Bˆq, (3.25)
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with
u =
√
(vF + g4)2 − (g2)2 (3.26)
the renormalized velocity of elementary excitations of the system. For the
sake of simplicity, in the following we will focus on the Galilean invariant
case [61–63] with g2 = g4 = g. Here, one finds
K =
(
1+
2g
vF
)− 12
and u =
vF
K
. (3.27)
To conclude, for future convenience we now rewrite the bosonic field Φˆ(x)
and its antisymmetric component Φˆa(x) in terms of the new bosonic opera-
tors introduced in Eq. (3.23). We obtain
Φˆ(x) =
i√
K
∑
q>0
√
pi
qL
e−aq/2 [cos(qx) + iK sin(qx)] Bˆq +H.c., (3.28)
Φˆa(x) =
√
K ∑
q>0
√
pi
qL
e−aq/2 sin(qx)
(
Bˆq + Bˆ†q
)
, (3.29)
where in the first equation H.c. denotes the Hermitian conjugate.
3.1.1 Density in an equilibrium spinless Luttinger liquids
Before turning our attention to the behavior of the particle density in an
out-of-equilibrium regime, which will be the focus of this Chapter, we briefly
examine the equilibrium regime in the zero-temperature limit. To do so, we
evaluate the quantum average of the density operator introduced in Eq. (3.19)
over the system ground state, denoted by 〈...〉0. We get
ρ(x) =
N
L
{
1− 1
2
[
ei(
2piN
L x−2 f (x))e−2〈Φˆ
2
a(x)〉0 +H.c.
]}
, (3.30)
where we exploited Eq. (2.42) to rewrite the average of the exponential term.
Using Eq. (3.29) and the fact that 〈Bˆ(†)q Bˆ(†)q′ 〉0 = 〈Bˆ†q Bˆq′〉0 = 0 while 〈BˆqBˆ†q′〉0 =
δq,q′ , one finds
〈Φˆ2a(x)〉0 =
piK
L ∑q>0
e−aq
q
sin2(qx)
=
K
2
log

√
sinh2
(
pia
2L
)
+ sin2
(
pix
L
)
sinh
(
pia
2L
)
 . (3.31)
The exponential term containing the quantum average thus evaluates to
Enq(x) ≡ e−2〈Φˆa(x)〉0 = exp
[
−2piK
L ∑q>0
e−aq
q
sin2(qx)
]
≡ [K(x)]K , (3.32)
where we have introduced the function
K(x) = sinh
(
pia
2L
)√
sinh2
(
pia
2L
)
+ sin2
(
pix
L
) . (3.33)
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Turning back to Eq. (3.30) and collecting all the above results, we finally
obtain
ρ(x) =
N
L
{
1− Enq(x) cos
[
2piN
L
x− 2 f (x)
]}
. (3.34)
The density profile oscillates around the mean value N/L with a frequency
depending on the number of particle in the system and an amplitude mod-
ulated by the envelope function Enq(x), as can be seen in Fig. 3.2. Note that
these oscillations [19, 190], called Friedel oscillations, are present regardless
the strength of inter-particle interactions and are due solely to the OBC. In
particular, they exhibit N maxima and N − 1 minima whose positions, xmax
and xmin respectively, are independent of the Luttinger parameter K and are
determined by
2piN
L
xmax − 2 f (xmax) = pi(2n + 1), with 0 ≤ n ≤ N − 1, (3.35a)
2piN
L
xmin − 2 f (xmin) = 2pim, with 1 ≤ m ≤ N − 1. (3.35b)
On the other hand, the envelope function Enq(x) strongly depends on inter-
particle interactions, as can be clearly seen from Fig. 3.2. This function en-
sures that ρ(x) = 0 at the boundaries, since Enq(0) = Enq(L) = 1, and
controls the amplitude of the oscillations in the bulk of the system. In par-
ticular, in the latter region Enq(x) is rather small for K ∼ 1, leading to a
suppression of the Friedel oscillations, while it grows for smaller K. This
behavior is due to the fact that for stronger interactions the repulsion among
the particles leads to the formation of a correlated state inside the system, the
so called Wigner molecule, which is the finite size counterpart of the Wigner
crystal [19, 61, 158, 194–197]. In this regime, the particles tend to arrange
into a lattice, with lattice constant d ∼ L/N. However, due to the finite
size of the system, Heisenberg’s uncertainty principle implies that particles
will continue to oscillate around their equilibrium position and, thus, that a
complete crystallization cannot occur.
3.2 quenched luttinger liquid with open bound-ary conditions
We now move to the out-of-equilibrium situation. In particular, we con-
sider a fermionic spinless LL confined in the region 0 ≤ x ≤ L with OBC,
subject to a quench of the inter-particle interaction from an initial value Ki
to the final one K f . Recalling Eqs. (3.21) and (3.25), for t < 0 the system is
prepared in the ground state of the initial Hamiltonian
Hˆi = ∑
q>0
q
[
(vF + gi) bˆ†q bˆq +
gi
2
(
bˆqbˆq + bˆ†q bˆ
†
q
)]
+ HˆN (3.36a)
= ∑
q>0
qui Bˆ†i,qBˆi,q + HˆN , (3.36b)
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Figure 3.2: Blue curves show the behavior of the particle density ρ(x) (units L−1) as
a function of x (units L) for N = 6. From darker to lighter blue, K = 1,
K = 0.7, and K = 0.5. Red lines represent the envelope function Enq(x)
as a function of x (units L) for N = 6 and, from darker to lighter red,
K = 1, K = 0.7, and K = 0.5. Here, we fixed a = L(piN)−1 as explained
in the text.
where HˆN is given in Eq. (3.21), ui = vF/Ki and the bosonic operators bˆq and
Bˆi,q are connected by the Bogolubov transformation of Eq. (3.23). Therefore,
Bˆi,q = Ai,+bˆq + Ai,−bˆ†q , with
Ai,± =
1
2
(
1√
Ki
+
√
Ki
)
. (3.37)
Then, at t = 0 the system undergoes a quench of the inter-particle inter-
action [167–169, 198] from gi to g f with a quenching protocol with ampli-
tude g f − gi = vF(K−2f − K−2i )/2 and with time duration τ. Here, K f =
(1+ 2g f /vF)−1/2 is the final Luttinger parameter. In this Section, we discuss
a generic quench protocol, whose time dependence is described by a func-
tion Q(t) such that Q(t ≤ 0) = 0 and Q(t ≥ τ) = 1. Then, in next Sections,
we will focus on the specific case of a linear ramp (see Sec. 3.2.1 for details)
when more explicit calculations are required. In terms of the initial bosonic
operators Bˆi,q, the time-dependent Hamiltonian can be written as
Hˆ(t) = ∑
q>0
q
[
u(t)Bˆ†i,qBˆi,q +
1
2
g(t)
(
Bˆ†i,qBˆ
†
i,q + Bˆi,qBˆi,q
)]
+ HˆN +Ω(t), (3.38)
with
Ω(t) =
epia/L
2(1− epia/L)2
uiη
2
(
1− 1
Ki
)
Q(t) (3.39a)
u(t) = ui
[
1+
η
2
Q(t)
]
, (3.39b)
g(t) =
uiη
2
Q(t). (3.39c)
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Here, we introduced the parameters
η = µ2 − 1 and µ = Ki
K f
, (3.40)
while Ω(t) represents the energy mismatch of the instantaneous ground
state of Hˆ(t) at time t with respect to the initial one. The time evolution
of initial bosonic operators can be directly obtained by solving the Heisen-
berg equation of motion [168, 169, 198]
i∂tBˆi,q(t) =
[
Hˆ(t), Bˆi,q(t)
]
= qu(t)Bˆi,q(t) + qg(t)Bˆ†i,q. (3.41)
The solution of this equation has the form
Bˆi,q(t) = f (q, t)Bˆi,q − h∗(q, t)Bˆ†i,q, (3.42)
with bosonic operators on the right hand side evaluated at t = 0 and the
functions f (q, t) and h(q, t) carrying all the time dependence. Due to bosonic
commutation rules, the latter have to satisfy the relation | f (q, t)|2−|h(q, t)|2 =
1, ∀q, t. The equation of motion of Eq. (3.41) can thus be translated in the
following system of coupled differential equations for the functions f (q, t)
and h(q, t) [169, 198]
i
[
f˙ (q, t)
h˙(q, t)
]
= q
[
u(t) g(t)
−g(t) −u(t)
] [
f (q, t)
h(q, t)
]
, (3.43)
with the initial condition f (q, 0) = 1 and h(q, 0) = 0. Here, the dot indicates
the derivate with respect to time. To solve this system it is convenient to
move to the basis defined by the functions
D(q, t) = f (q, t)− h(q, t), (3.44a)
S(q, t) = f (q, t) + h(q, t). (3.44b)
In this new basis, using the explicit expressions for u(t) and g(t) given in
Eqs. (3.39b) and (3.39c), one can rewrite the original system of Eq. (3.43) as
D¨(q, t) + [qu¯(t)]2 D(q, t) = 0, (3.45a)
D˙(q, t) + iquiS(q, t) = 0, (3.45b)
with initial conditions D(q, 0) = S(q, 0) = 1 and D˙(q, 0) = −iqvi. Here,
u¯(t) = uiγ(t), with γ(t) =
√
1+ ηQ(t), (3.46)
is the instantaneous bosonic modes velocity. Indeed, at any time t¯ the
system Hamiltonian of Eq. (3.38) is diagonal in the instantaneous bosonic
operatorsBˆt¯,q [167] ,
Hˆbos(t¯) = ∑
q>0
qu¯(t¯)Bˆ†t¯,qBˆt¯,q, (3.47)
with u¯(t¯) given precisely by Eq. (3.46). Here, Bˆq,t¯ = At¯,+bˆq + At¯,−bˆ†q , with
coefficients At¯,± = {[γ(t¯)]−1/2 ± [γ(t¯)]1/2}/2 .
Once solved Eq. (3.45a) for the function D(q, t), one immediately obtains
S(q, t) by differentiation and then, from Eq. (3.44), the coefficients f (q, t) and
h(q, t). Thus, in the following we will focus only on solving Eq. (3.45a).
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3.2.1 Linear quench
The model developed so far is valid for any arbitrary quenching protocol
Q(t) with Q(t ≤ 0) = 0 and Q(t ≥ τ) = 1. In order to obtain explicit results,
we now specialize the discussion by choosing a quench with a linear ramp
defined as [169, 198]
Q(t) =

0 for t < 0 (region I),
t/τ for 0 ≤ t ≤ τ (region II),
1 for t > τ (region III).
(3.48)
With this protocol Eq. (3.45a) for D(q, t) can be solved in the three regions in-
troduced by Eq. (3.48), with properly matching conditions on the boundaries
of each region. In particular, one obtains [167, 189]
DI(q, t) = e−iuit, (3.49a)
DII(q, t) =
pi∆qγ(t)√
3
{
A(∆q)J− 13
[
∆qγ(t)3
]
+ B(∆q)J 1
3
[
∆qγ(t)3
] }
, (3.49b)
DIII(q, t) =
pi∆qµ√
3
{C(∆q, µ) cos [qv f (t− τ)]− S(∆q, µ) sin [qv f (t− τ)]} .
(3.49c)
Here, Jν(x) are Bessel functions of the first kind of order ν [142]. Further-
more, we have the coefficients
A(∆q) = J− 23 (∆q) + i J 13 (∆q), (3.50a)
B(∆q) = J 2
3
(∆q)− i J− 13 (∆q), (3.50b)
C(∆q, µ) = A(∆q)J− 13
(
∆qµ3
)
+ B(∆q)J 1
3
(
∆qµ3
)
, (3.50c)
S(∆q, µ) = A(∆q)J 2
3
(
∆qµ3
)−B(∆q)J− 23 (∆qµ3) , (3.50d)
where we have introduced the parameter
∆q =
2
3
quiτ
η
, (3.51)
with η defined in Eq. (3.40). Although Eq. (3.49) provides the exact solution
to the non-equilibrium problem over the whole range of time, in order to
get more physical insight it is convenient to analyze the two opposite limits
of a sudden and a (nearly-)adiabatic quench [15, 33, 169]. These regimes are
controlled by the value of the parameter ∆q introduced in Eq. (3.51). In par-
ticular, we have that ∆q  1 ∀q defines the sudden quench limit, while the
opposite condition ∆q  1 ∀q determines the adiabatic one. Since ∆q ∝ q,
the validity of the sudden approximation strongly depends on the highest-
momentum cutoff of the theory qc, while the adiabatic one is cutoff indepen-
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dent. For a quench with fixed amplitude g f − gi, the above conditions can
be recast in terms of the ramp time duration
τ  τsq ≡ 3|η|2qcvi → sudden quench limit, (3.52a)
τ  τad ≡ 3L|η|2pivi → adiabatic quench limit. (3.52b)
We will discuss a more physical interpretation of these bounds in Sec. 3.3.
The value of τsq and τad in real systems strongly depends on their nature.
For example, assuming a system of length L = 100 nm with N = 10 particles
and identifying qc = kF, we obtain that in a cold fermionic gas (with vF ∼
1 m/s) one has τad ∼ 10−7|η| s and τsq ∼ 10−8|η| s, respectively, while
for a carbon nanotube (with vF = 106 m/s) one gets τad ∼ 10−13|η| s and
τsq ∼ 10−14|η| s. Since for not too strong quenches |η| ∼ 1, from the above
values the importance of studying adiabatic quenches should be evident,
especially in the solid state realm.
sudden quench limit In the sudden quench case [15, 33, 102], region
II collapses and only regions I and III has to be considered and properly
connected. Therefore, by expanding Eq. (3.49c) for τ → 0, i.e. to the zeroth
order in ∆q, one obtains (for t > 0+ )
DIIIsq(q, t) = cos[qv f (t− τ)]− iµ−1 sin[qv f (t− τ)]. (3.53)
adiabatic quench limit On the other hand, in the limit τ  τad an
asymptotic expansion [199] to the first order in ∆−1q of Eqs. (3.49b, 3.49c)
gives
DIIad(q, t) ≈
1√
γ(t)
{
e−i[∆q(γ(t)
3−1)] +
1
6∆q
sin
[
∆q
(
γ(t)3 − 1)]} (3.54a)
and
DIIIad(q, t) ≈
1
24µ5/2qv f
{Cad(∆q, µ) cos [qv f (t− τ)]
−Sad(∆q, µ) sin
[
qv f (t− τ)
]}
, (3.54b)
respectively. Here,
Cad(∆q, µ) = 4µ2qv f
[
6 cos ∆¯q+(∆−1q −6i) sin ∆¯q
]
, (3.55a)
Sad(∆q, µ) = 4qvi
[(
∆−1q − µ3∆−1q + 6iµ3
)
cos ∆¯q +
(
6µ3 − i∆−1q
)
sin ∆¯q
]
,
(3.55b)
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and ∆¯q = ∆q(µ3 − 1). Substituting Eq. (3.55) in Eq. (3.54b), the latter can be
further simplified to
DIIIad(q, t) ≈
1√
µ
{
e−i[∆¯q+qu f (t−τ)] +
1
6∆q
sin
[
∆¯q + qu f (t− τ)
]
− e
−i∆¯q
6∆qµ3
sin
[
qu f (t− τ)
] }
. (3.56)
3.2.2 Generalized Gibbs ensemble for a Luttinger liquid with a finiteduration quench
Similarly to what we did in Sec. 2.2.1, we can introduce the GGE locally
describing the steady state to which the quenched LL should relax in the
long-time limit. Indeed, in spite of the finiteness of the system size and
the resulting recurring behavior, it is of great importance to understand the
role played by the GGE also when the thermodynamic limit does not hold.
As we shall see later in this Chapter for the specific case of the particle
density, it provides a “zero-order” approximation above which light-cone
perturbations propagate.
As in the PBC case of Sec. 2.2.1, the density matrix associated to the GGE
ensemble is
ρˆGGE =
1
ZGGE
e−∑q λq Iˆq , (3.57)
with ZGGE = Tr
[
exp(−∑q λq Iˆq)
]
(see Secs. 1.4.2 and 2.2.1). However, unlike
the sudden quench case we examined before, the values of the Lagrange
multipliers {λq} are determined by imposing the conservation of the set of
integrals of motion { Iˆq} after the transient, i.e. for t ≥ τ. Therefore, we
require that
〈 Iˆq(τ)〉i = 〈 Iˆq〉GGE = 1eλq − 1, ∀q. (3.58)
Since the final Hamiltonian Hˆ f = Hˆ(t ≥ τ) is quadratic, the paper by Barthel
and Schollwöck [57] suggests that a convenient choice for the quantities { Iˆq}
are the operators diagonalizing Hˆ f itself, Iˆq = Bˆ†f ,qBˆ f ,q. The final bosonic
operatorBˆ f ,q are connected to the non-interacting bosonic ones bˆq by the
Bogulobov transformation [see Eq. (3.23)]
Bˆ f ,q = A f ,+bˆq + A f ,−bˆ†q , with A f ,± =
1
2
(
1√
K f
+
√
K
)
. (3.59)
Moreover, the following relation between Bˆi,q and Bˆ f ,q is extremely useful for
explicit calculations,
Bˆ f ,q = χ+Bˆi,q + χ−Bˆ†i,q, with χ± =
1
2
(
µ−1/2 ± µ1/2
)
. (3.60)
Indeed, exploiting the latter identity one obtains
〈 Iˆq(τ)〉i = F (∆q, µ)− 12, (3.61)
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with
F (∆q, µ) =
pi2∆2qµ3
12
[|C(∆q, µ)|2 + |S(∆q, µ)|2] (3.62)
and C(∆q, µ), S(∆q, µ) given, for the general case, in Eq. (3.50).
3.3 dynamics of the fermionic density
In previous Sections we have introduced all the tools needed to address
the time evolution of the particle density of the system during and after
the interaction quench. To do so, as usual, it is convenient to work in the
Heisenberg picture. Therefore, in the zero-temperature limit, the averages
should be performed over the ground state of the initial Hamiltonian, Hˆi,
and will be denoted by 〈...〉i. The time-dependent particle density operator
of Eq. (3.15) thus becomes
ρˆ(x, t) = ρˆLW(x, t) + ρˆF(x, t), (3.63)
with
ρˆLW(x, t) =
Nˆ
L
+
∂xΦˆa(x, t)
pi
(3.64a)
ρˆF(x, t) = − 1
pia
cos
[
2kFx− Φˆa(x, t)− 2 f (x)
]
. (3.64b)
Here,
Φˆa(x, t) =
√
K ∑
q>0
√
pi
qL
e−aq/2 sin(qx)
[
Bˆi,q(t) + Bˆ†i,q(t)
]
, (3.65)
with the time evolution of the bosonic operators Bˆi,q(t) determined by Eq. (3.42).
Following the same steps of Sec. 3.1.1, we obtain
ρ(x, t) = 〈ρˆ(x, t)〉i = NL
{
1− E(x, t) cos
[
2piN
L
− 2 f (x)
]}
. (3.66)
Interestingly, all the time dependence is contained in the envelope function
only,
E(x, t) = exp
[
2piKi
L ∑q>0
e−aq
q
sin2(qx)|D(q, t)|2
]
. (3.67)
As shown in Fig. 3.3, the main features of density dynamics are well cap-
tured by the envelope function E(x, t) alone. Thus, in the following, we can
focus on this quantity only. Note that, for t > τ, E(x, t) – along with the den-
sity ρ(x, t) – is a periodic function with period T = L/u f , i.e. E(x, t + T ) =
E(x, t). This is a direct consequence of the so called quantum recurrence the-
orem for systems with a discrete energy spectrum [78] (see Appendix A for
details).
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Figure 3.3: The blue curve shows the behavior of the time-dependent particle den-
sity ρ(x, t) (units L−1) as a function of x (units L) for N = 6 after a
quench from Ki = 0.9 to K f = 0.5 with duration τ = 5 · 10−1 Lv−1F ,
while the red line displays the envelope function E(x, t) as a function
of x (units L) for the same parameters. As can be clearly seen, the time-
dependent features of ρ(x, t) are directly induced by E(x, t). Here, we
choose t = 0.3 Lv−1F and fix a = L(piN)
−1.
3.3.1 Density evaluated within generalized Gibbs ensemble picture
Before analyzing in details the dynamics of the average density obtained
in Eq. (3.66), it is instructive to evaluate the same quantity within the frame-
work of the GGE introduced in Sec. 3.2.2. To do so, we assume our LL, with
Luttinger parameter K f , to be prepared in a state described by the density
matrix ρˆGGE given in Eq. (3.57). Following the same procedure described in
Sec. 3.1.1 for the zero-temperature equilibrium case with the only substitu-
tion Bˆq → Bˆ f ,q and using Eq. (3.61) to perform quantum averages of bosonic
operators, we obtain
〈ρˆ(x)〉(GGE) =
N
L
{
1− E(GGE)(x) cos [2kFx− 2 f (x)]
}
, (3.68)
with
E(GGE)(x) = exp
[
−4piK f
L ∑q>0
e−pia/L
q
sin2(qx)F (∆q, µ)
]
. (3.69)
As stated above, since the system possesses a finite length and thus a
discrete energy spectrum, an asymptotic steady state for t > τ will never
be reached and the average of a generic observable, such as the density, will
continue to oscillate around a certain value with the recurrence time T [78].
Thus, we do not expect that the GGE approach can capture all the details
of the density dynamics. However, in the post-quench region for x  v f t
and L− x  v f t, i.e. around the system edges, one can neglect the spatial
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parts in the dynamical term of Eq. (3.67) obtaining, as we shall see later, that
E(x, t)→ E(GGE)(x) 3. This simply means that the GGE result provides, in a
way, the “bulk” value over which dynamical perturbations propagate.
sudden quench limit In the sudden quench limit, using Eq. (3.53), we
can expand Eq. (3.69) to the zeroth order in ∆q, obtaining
E(GGE)sq (x) = [K(x)]
K2f +K
2
i
2Ki , (3.70)
with K(x) introduced in Eq. (3.33). Note that E(GGE)sq (x) has the same func-
tional form of the non-quenched LL case – see Eq. (3.32) – with an effective
Luttinger parameter (K2f + K
2
i )/2Ki.
adiabatic quench limit On the other hand, using Eq. (3.54b), one ob-
tains the following asymptotic expansion for t ≥ τ in the adiabatic quench
limit, valid up to the first order in ∆−1q ,
E(GGE)ad (x) = [K(x)]K f
[
1− K f L(1− µ
−1)
24pi`0µ2
C(x, d)
]
. (3.71)
Here, d = `0(µ3 − 1), `0 = 2uiτ/3η (whose physical interpretation will be
clarified in Sec. 3.3.4) and
C(x, y) = 2D (y)−D (y + x)−D (y− x) , (3.72)
with
D (y) = Im
[
Li2
(
e−αpi/L+2piiy/L
)]
, (3.73)
where Li2(x) is the dilogarithm function [142].
3.3.2 Dynamics of the envelope function E(x, t)
Let us go back to Eq. (3.67) and analyze the dynamics of the envelope
function E(x, t) during and after the interaction quench. In order to better
highlight its behavior, we focus on the quantity δE(x, t) = E(x, t)− Enq,i(x),
where Enq,i(x) represents the zero-temperature envelope function of a non-
quenched LL with Luttinger parameter Ki – see Eq. (3.32). Figure 3.4 shows
δE(x, t) for a quench from Ki = 0.9 to K f = 0.7 for two opposite situations.
In Panel (a) we have chosen τ > τad, corresponding to an adiabatic quench,
while in Panel (b) the sudden quench regime, with τ  τsq, is shown. In the
adiabatic case two different phases can be clearly distinguished: As soon as
the quench begins, in addition to an overall growth of the envelope function
over time, a perturbation starts propagating from the edges through the
system [162, 188]. Note that, since the edges play here a special role breaking
the translational invariance of the system, it is quite natural that excitations
3 The same result holds when the thermodynamic limit L → ∞, keeping N/L fixed, is per-
formed.
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Figure 3.4: Density plot of δE(x, t) = E(x, t)− Enq,i(x) as a function of x (units L)
and t (units Lv−1F ) for a quench from Ki = 0.9 to K f = 0.7. The dashed
blue lines represent LC1, while the dash-dotted black ones highlight
LC2. The solid gray line denotes the end of the ramp. Ramp time:
τ = 0.5 [Panel (a)] and τ = 0.02 [Panel (b)] (units Lv−1F ). Here, we set
a/L = 0.05.
due to the quench begin their journey from these points. This identifies a
first LC (LC1) which travels in an accelerated fashion for 0 ≤ t ≤ τ – see
the dashed lines in Fig. 3.4 highlighting the wavefront of the perturbation.
In the post-quench regime, for t > τ, a second LC (LC2) emerges from
the edges of the system – see dash-dotted lines in Fig. 3.4 – and both LC1
and LC2 propagate at constant velocity u f . The two LCs travel ballistically
through the system and bounce elastically whenever they reach one of its
boundary. The same situation formally occurs also in the case of a sudden
quench, depicted in Panel (b), only that to all extents LC1 and LC2 merge
and the ramp dynamics is indistinguishable due to its shortness. We will
now proceed discussing the two limits in more detail.
3.3.3 Sudden quench
In the sudden quench limit τ → 0, from Eqs. (3.53) and (3.67), the follow-
ing analytic expression for E(x, t) can be found
E(x, t) = E(GGE)sq (x)
 K(u f t)√
K(x− u f t)K(x + u f t)

K2i −K2f
2K2i
, (3.74)
where the GGE envelope function E(GGE)sq (x) is given in Eq. (3.70). From
the denominator of the term in squared brackets of Eq. (3.74), it follows
that in this regime LC1 and LC2 merge and only a single LC perturbation
with counter-propagating branches moving at constant velocity u f can be
detected, as shown for instance in the example of Fig. 3.5(a).
In Fig. 3.5(b) we analyze the relative difference |E(x, t)−E(GGE)sq (x)|/E(GGE)sq (x)
between E(x, t) and the GGE envelope function E(GGE)sq (x). It is clear that,
in the sudden quench limit, the envelope function E(x, t) largely fluctuates
around the GGE result apart from the regions x  L/2 and L− x  L/2
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Figure 3.5: Panel (a): Density plot of δE(x, t) = E(x, t)− Enq,i(x) as a function of
x (units L) and t (units Lv−1F ) for a sudden quench from Ki = 0.9 to
K f = 0.7. Note that only one LC is present. Panel (b): Density plot of
the relative difference |E(x, t)− E(GGE)sq (x)|/E(GGE)sq (x) as a function of x
(units L) and time t (units Lv−1F ) for the same quench of Panel (a). Here,
a/L = 0.05.
near the edges. Here, comparing Eq. (3.74) and (3.70), one can show that
E(x, t)→ E(GGE)sq (x). In the rest of the system, however, the GGE fails pretty
badly in capturing the density dynamics. As discussed in Sec. 3.3.1, this is
essentially due to the finite size of the system.
3.3.4 Adiabatic quench
The case of an adiabatic quench is far richer than the sudden quench one.
Here, we have to distinguish between two different regimes, namely (i) the
“on-ramp” phase with 0 ≤ t ≤ τ and (ii) the post-quench phase for t > τ.
(i) on-ramp Besides an overall growth of the envelope function over time,
this regime is governed by the dynamics of LC1, which can be readily un-
derstood when observing that during the ramp, the excitations at time t are
harmonic bosons with instantaneous velocity u¯(t) = uiγ(t) – see Eq. (3.46).
Therefore, as the system is non-dispersive, it is reasonable to assume that
overall the perturbation propagates with the same instantaneous velocity.
Since the perturbation detaches from the edges, we can readily find the dis-
tance `(t) traveled by its branches from the following equation of motion
˙`(t) = ±u¯(t) , (3.75)
where the sign + (−) refers to the branch moving to the left (to the right).
The perturbation front originating at x = 0 propagates to the right until it
eventually reaches x = L for long enough quenches. In the meanwhile, the
front originating at x = L propagates to the left (with the same velocity in
modulus) until it reaches x = 0. Then, they are perfectly reflected by the
boundaries and the motion eventually repeats. Since the modulus of the
velocities is the same, it follows that the total distance traveled by each of
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Figure 3.6: Density plot of δE(x, t) = E(x, t)− Enq,i(x) as a function of x (units L)
and t (units Lv−1F ) for a quench from Ki = 0.9 to K f = 0.5. Dashed blue
lines represent LC1, while dash-dotted black ones highlight LC2. The
solid gray line denotes the end of the ramp. Ramp time: τ = τ(A)1 [Panel
(a)] and τ = τ(B)1 [Panel (b)], see text for details. Here, α/L = 0.05.
the wavefronts in the time t can be obtained integrating Eq. (3.75) with the
sign + and boundary condition `(0) = 0,
`(t) = `0
[(
1+
ηt
τ
) 3
2
− 1
]
. (3.76)
Here, we recall that `0 = 2uiτ/3η. In passing, we note that the adiabatic
condition introduced in Eq. (3.52b) can be rewritten in tems of `0 as `0  L.
Of particular interest is the total distance d = `(τ) traveled by the LC1 fronts
during the ramp, given by
d = `0
(
µ3 − 1) , (3.77)
with µ defined in Eq. (3.40). Two conditions are notable, namely (A) when
LC1 bounces precisely n times in the system during the ramp or (B) when
it bounces n times and then reaches x = L/2 at t = τ. These conditions are
met, respectively, for τ = τ(A)n and τ = τ
(B)
n , given by
τ
(A)
n =
3(µ+ 1)
2(µ2 + µ+ 1)
L
ui
n , (3.78)
τ
(B)
n =
τ
(A)
1
2
+ τ
(A)
n . (3.79)
Note that, since τ(A)1 = (µ
3 − 1)τad/pi, unless for very weak quenches, the
adiabatic condition in Eq. (3.52b) yields that LC1 bounces at least once off the
system boundaries. The dynamics described above is illustrated in Fig. 3.6.
When τ = τ(A)n , LC1 and LC2 propagate together after the quench [see Panel
(a)], while when τ = τ(B)n LC1 and LC2 begin their post-quench evolution
being maximally distant [see Panel (b)].
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In the adiabatic regime, using Eqs. (3.54a) and (3.67) and expanding to
lowest order in the small parameter L/`0 one can obtain an approximate
analytic expression for the envelope function,
E(x, t) ≈ [K(x)]K¯(t)
[
1− (1− µ
−1)LK¯(t)
24pi`0µ2
C(x, d)
]
×
[
1− LK¯(t)
12pi`0
C(x, `(t))
]
, (3.80)
with K(x) defined in Eq. (3.33), K¯(t) = Ki/γ(t) [with K¯(τ) = K f ] and
C(x, y) defined in Eq. (3.72). In particular, the term containing C(x, `(t))
describes the motion of LC1 through the system. Indeed, from the struc-
ture of Eq. (3.72) it emerges that two perturbations propagate to the left and
to the right, respectively, with a law of motion precisely dictated by `(t), as
anticipated. A most notable feature here is the presence of an effective instan-
taneous value of the interaction parameter K¯(t), which interpolates between
Ki at t = 0 and K f at t = τ.
(ii) post-quench Employing Eqs. (3.54b), (3.67), and (3.71) one can ob-
tain the following approximated analytical expression for the envelope func-
tion in the post-quench region
E(x, t) ≈ E(GGE)ad (x)
[
1− LK f
12pi`0
C(x, v f (t− τ) + d)
+
LK4f
12pi`0K3i
C(x, v f (t− τ))
]
, (3.81)
with E(GGE)ad (x) given in Eq. (3.71) and corresponding to the lowest order
expansion in L/`0 of the GGE envelope function of Eq. (3.69). Here, all ex-
pressions have been expanded up to the first order in L/`0. Two LCs are now
present, both propagating at constant speed u f . One is the continuation of
the LC originated at t = 0 (LC1), while the second one (LC2) arises from the
edges of the system as soon as the quench ramp stops. The amplitude of LC2
with respect to LC1 is modulated by the factor K3f /K
3
i . As a consequence, for
a quench with K f < Ki, LC1 predominates and the best condition to observe
both LC1 and LC2 for t ≥ τ is for rather weak quenches, i.e. for K f . Ki.
The presence of these two LCs is clearly visible in Fig. 3.7, which shows a
quench from Ki = 1 to K f = 0.8 with ramp time τ = 0.2 Lv−1F .
From Eq. (3.81) one can notice that the time-dependent factors modulate
E(x, t) around the GGE envelope function E(GGE)ad (x). Therefore, E(x, t) (and
thus the density profile) fluctuates around the envelope obtained within the
GGE approach, with an amplitude governed by the ratio L/`0. The ampli-
tude of such fluctuations then decreases as the quench becomes slower. Al-
though in a finite system no steady distribution can, in principle, be achieved
after a quench, it however seems that the more LC1 can travel along the sys-
tem, the larger a sort of effective equilibration occurs and the better the
agreement with the result obtained in the GGE picture becomes.
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Figure 3.7: Density plot of δE(x, t) = E(x, t)− Enq,i(x) as a function of x (units L)
and t (units Lv−1F ) for a quench from Ki = 1 to K f = 0.8 and ramp time
τ = 0.2 Lv−1F . The interplay between two LCs, LC1 and LC2, is clearly
visible.
Figure 3.8: Density plot of the relative difference |E(x, t)− E(GGE)ad (x)|/E(GGE)ad (x) as
a function of x (units L) and t (units L/vF) for a quench from Ki = 0.9
to K f = 0.7. Ramp time: τ = τ
(A)
1 [Panel (a)] and τ = τ
(B)
1 [Panel (b)].
Here, α/L = 0.05.
The discrepancy between the exact time-dependent envelope and the GGE
result is analyzed in Fig. 3.8. Here, we plot the relative difference |E(x, t)−
E(GGE)ad (x)|/E(GGE)ad (x) as a function of x and t over a period T , for different
values of τ. As a general feature, comparing the situation for τ = τ(A)n and
τ = τ
(B)
n shows that, in the case of an integer number of bounces of LC1
in the system during the ramp, the envelope E(x, t) is overall closer to the
GGE limit with respect to the case when a half more bounce occurs, when
the distance from the GGE result is maximal. This fact can be explained in
terms of a destructive interference between LC1 and LC2 when they overlap.
Indeed, since they enter Eq. (3.81) with an opposite sign, their superposition
lead to an overall suppression of the perturbation over the GGE envelope.
It can also be seen that around the system edges E(x, t) approaches almost
perfectly E(GGE)ad (x), as predicted for the general case below Eq. (3.69).
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Figure 3.9: Plot of δGGEE¯(τ) as a function of τ (units Lv−1F ) for a quench from Ki =
0.9 to Ki = 0.4. The orange dots on the curve represent the sequence
τ
(A)
n , while the blue ones show the sequence τ
(A)
n . The shaded area
denotes the non-adiabatic regime in which the result of Eq. (3.81) does
not hold. Here, α/L = 0.05.
In order to better characterize the behavior discussed above from a quan-
titative point of view, we study the relative difference between the particle
density averaged over one period T , E¯τ(x), and the GGE prediction, both
evaluated at x = L/2 and as a function of the quench duration τ,
δGGEE¯(τ) =
∣∣∣E¯τ(L/2)− E(GGE)(L/2)∣∣∣
E(GGE)(L/2)
, (3.82)
with
E¯τ(L/2) =
1
T
∫ τ+T
τ
E(L/2, t) dt. (3.83)
For the sake of simplicity in the above formula we have chosen x = L/2
since it is the point in which one observes the largest discrepancy between
E(x, t) and E(GGE)(x). We checked that a similar behavior occurs also for
all x ∈ [0, L]. Our results are shown in Fig. 3.9, where clearly emerges
that the approach to the GGE envelope function features a non-monotonic
oscillating behavior, directly linked to the relative positions of the two LCs.
In particular, in the adiabatic regime τ  τad, configurations with a perfect
overlap correspond to local minima of δGGEE¯(τ), while the latter exhibits a
local maximum whenever the LCs are maximally distant. When `0 . L, the
approximation of Eq. (3.81) ceases to be valid – see the shaded area in Fig. 3.9.
In this regime, it is difficult to obtain analytic expressions and one has to
resort to an explicit evaluation of Eq. (3.67). Numerical analysis shows that
as the adiabatic regime is left the difference between E(x, t) and E(GGE)(x)
increases monotonously until the sudden quench regime is reached.
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Figure 3.10: Density plot of the relative difference |E(GGE)(x)− Enq, f (x)|/Enq, f (x)
as a function of x (units L) and τ (units L/vF) for a quench from Ki =
0.9 to Ki = 0.7. The orange dots on the y−axis represent the sequence
τ
(A)
n , with n ∈ {1, ..., 5}. Here, α/L = 0.05.
3.3.5 Comparison with the GGE
As seen above, in general E(x, t) fluctuates around a static envelope func-
tion obtained assuming a steady distribution for the system in the GGE
picture. On the other hand, a naive expectation would be that once a quench
is performed, the density would tend to oscillate around the one corre-
sponding to the final Hamiltonian, i.e. that the envelope function would
be E(x, t) ≈ Enq, f (x), with Enq, f (x) given in Eq. (3.32) for K = K f . In general,
this is not the case. However, as can be seen from Eq. (3.71), for very slow
quenches with L/`0 → 0 we find that E(GGE)ad (x) → Enq, f (x). One can thus
conclude that an adiabatic quench with a linear ramp may drive the sys-
tem towards a state with a particle density which weakly fluctuates around
what essentially is the ground state distribution corresponding to the final
Hamiltonian. On the other hand, the situation is completely different in the
limit of a sudden quench: Here E(GGE)sq (x) has the same power-law form of
Enq, f (x) but with a very different exponent – see Eq.(3.70).
Figure 3.10 shows the relative difference |E(GGE)(x) − Enq, f (x)|/Enq, f (x)
as a function of x and τ. The overall picture confirms the trend sketched
in the discussion above. It is suggestive to notice that as τ is increased, the
relative difference does not decrease monotonically but exhibits an oscilla-
tory behavior, with again local minima corresponding to τ = τ(A)n and local
maxima located at τ = τ(B)n , further confirming the importance of the LCs
dynamics in defining the post-quench behavior.
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3.4 conclusions
In this Chapter we have studied the time dynamics of the particle den-
sity of a spinless fermionic LL with OBC during and after a finite duration
quench of the inter-particle interaction. Due to its finite size, the system
never reaches a steady state but continues to oscillate around a certain con-
figuration. In the adiabatic quench limit, the dynamics of the particle density
is strongly affected by the presence of two LC perturbations, one originat-
ing as soon as the quench begins and the other arising when the quench
stops. These perturbations originate from the edges and propagate ballisti-
cally through the system with the instantaneous velocity of the LL bosonic
excitations, bouncing elastically whenever they reach one of the boundary.
For peculiar values of the length of the quench ramp, the two LCs can inter-
fere destructively and the particle density maximally approaches the behav-
ior predicted by a GGE calculation throughout the entire system. Further-
more, for adiabatic quenches the density evaluated in the GGE picture tends
to the fermionic density of the ground state of the final Hamiltonian. In the
sudden quench limit, on the other hand, the two LCs are indistinguishable,
leading to maximal discrepancy with respect to the GGE limit in the cen-
tral region of the system. Indeed, regardless the length of the quench ramp,
the exact density profile at the edges closely matches the density calculated
within the GGE for most of the post-quench regime.
To conclude, we note that often the particle density, on which we focused
in this Chapter, is not sufficient to detect the emergence of correlated struc-
tures [194, 200], such Wigner molecules in finite systems [157, 158, 194] or
Wigner crystals in a periodic ones [156, 159, 191]. For this reason, in future
work, it would be of great interest to investigate also the behavior of higher-
order density correlation functions after a quantum quench, since the latter
are more reliable tools to reveal correlation effects [194, 200].

4 NON-MONOTON IC RESPONSE ANDL IGHT-CONE FREEZ ING INGAPLESS -TO -GAPPED QUANTUMQUENCHES
In previous Chapters we have focused on interaction quenches in Lut-
tinger liquids. Of course, they are not the only quench mechanisms that can
be performed. For example, many important results about non-equilibrium
behavior of integrable quantum systems have been obtained by quenching
the transverse magnetic field in the 1D Ising model [18, 47, 106, 107, 173, 177,
201–205]. Furthermore, in non-interacting fermionic topological systems,
quantum quenches of various parameters between gapped phases charac-
terized by different Chern numbers have also been studied [206–209]. How-
ever, not much attention has been devoted so far to the study of quantum
quenches between gapless and gapped states. A notable exception is rep-
resented by quantum quenches from a Luttinger liquid to a sine-Gordon
model [103, 210–218] where, for example, it has been shown that any lo-
cal charge density inhomogeneity is strongly enhanced after the quantum
quench [213]. However, the characterization of the main features of gapless-
to-gapped quantum quenches is still incomplete.
In this Chapter, we will focus on two different and paradigmatic examples
of gapless 1D systems which get partially or completely gapped by a change
in the parameters of their Hamiltonian. Namely, a SOC quantum system in
the presence of an applied magnetic field [219–222] and a chain of spinless
1D fermions. For the latter, the gapping quench mechanism is either induced
by a staggered potential (SP) or by the sudden switch-on of fermion-fermion
interactions [223]. When the quench does not involve interactions, we con-
sider both lattice models and their continuum counterparts, which describe
low-energy sectors of a wide class of 1D systems. Here, we study, in the ther-
modynamic limit, how these systems respond to the quench by investigat-
ing the behavior of the (staggered) magnetization of SOC (SP) system along
the direction of the quenched field. We demonstrate that these quantities
exhibit, surprisingly, a maximum for a finite value of the gap opening mech-
anism and tends to the gapless, pre-quench value when strong quenches
are performed. The same behavior characterizes a scenario in which a gap
is opened by fermion-fermion interactions. Here, we also depart from the
study of integrable systems undertaken so far, by considering both the inte-
grable and non-integrable regimes. In the latter case, however, the results
should be intended as valid in a long lived pre-thermal state only since, as
we have seen in Chap. 1, the breaking of integrability would finally lead
to thermalization in the asymptotic time-limit. In order to interpret the re-
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sults, we study the time evolution of systems correlation functions associated
with the (staggered) magnetization in the continuous non-interacting mod-
els. We show that for small quenches the latter display a neat propagation of
a LC conveying the information of the quench through the system while for
large quenches the LC freezes. In particular, in the non-interacting systems
we demonstrate that correlation functions evolve according to a Klein-Gor-
don (KG) equation in which a competition between a mass and a source
term occurs. The very same behavior emerges also when interactions are
quenched in a lattice model, providing a strong evidence that the freezing of
the LC is responsible of the non-monotonous behavior of observables also
in such quenched systems. We finally conclude by analyzing the generality
of our results. In particular, we study their robustness in the presence of fi-
nite duration quenches and we show that they even survive in systems with
dimensionality higher than one.
This Chapter is based on the results obtained in Ref. [224].
4.1 introduction to spin-orbit coupled systems
The focus of this Chapter will be mainly on 1D SOC coupled systems
in the presence of an external magnetic field. In recent years they have
triggered lots of theoretical research since they allow to experimentally en-
gineer helical liquids [150, 220–222, 225–228]. The latter are fermionic 1D
systems which exhibit the so-called spin-momentum locking: Fermions with
opposite spin (with respect to a given quantization axis) propagate in oppo-
site directions. Other important systems in which helical liquids arise are
carbon nanotubes subject to an electric field [229, 230] or edge states of two-
dimensional topological insulators [148, 150, 231–234]. The great interest to-
wards helical liquids is due to the fact that they represent a very promising
platform for both Spintronics [235–238] and Topological Quantum Compu-
tation [239–241]. Indeed, the spin-momentum locking provides an efficient
method to manipulate spin currents and to create spin diodes [222, 227,
242]. On the other hand, when a helical liquid is proximity-coupled with a
s−wave superconductor a Majorana fermion bound state, characterized by a
peculiar non-abelian statistics, emerges at the boundaries of the system [241,
243–245].
From standard Electrodynamics it is well known that a charged particle,
with mass m and charge q, moving with momentum k in an electric field E
experiences an effective magnetic field Beff = E× k/mc2 in its rest reference
frame, which couples to its magnetic moment m = sign(q)gsµBσ/2 [246].
Here, gs is the g−factor of the particle (gs ≈ 2 for the electron), µB = 9.27×
10−24 J T−1 is the Bohr magneton, c is the speed of light and σ is the vector
of Pauli matrices. Classically, this spin-orbit coupling (SOC) results in an
interaction term HSO ∼ m · Beff = (2mc2)−1gsµBsign(q)(E× k) · σ.
In crystalline structures a very similar phenomenon occurs when electrons
move in an electric field given by E = −∇V. Here, V contains both the crys-
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Figure 4.1: Spin-orbit coupled quantum wire with spin-orbit interaction character-
ized by the vector ηSO along the quantization axis z and subject to an
external magnetic field parallel to the wire and orthogonal to ηSO.
tal potential and all the contributions due to confinement, impurities or ex-
ternal electric fields. In this case, the effective magnetic field is Beff(k) =
−µB(∇V × k)/mc2. It is possible to show that time reversal symmetry,
which is preserved in a system with SOC, requires that Beff(k) = −Beff(−k).
Therefore, it is possible to have Beff(k) 6= 0 only in systems that lack spatial
inversion symmetry. This fact is of great importance in low-dimensional sys-
tems, such as 2D degenerate electron gases (2DEGs) or 1D quantum wires,
which are realized by means of external potentials, leading to a breaking of
the so-called structural inversion asymmetry (SIA). This effect has been stud-
ied for the first time by Rashba and coworkers in the context of a 2DEG [247,
248] and, as a consequence, the resulting Hamiltonian is known in literature
as Rashba Hamiltonian.
In the following Sections, in which we will briefly discuss experimental
realizations of SOC systems, we temporarily restore the use of h¯.
4.1.1 Spin-orbit coupled quantum wires
For the purposes of the present Thesis, we now focus on the 1D case only.
Here, the Rashba Hamiltonian is given by [222, 226, 249–251]
HˆR = kˆxσˆ · ηˆSO, (4.1)
with kˆx the component of the momentum along the wire direction, x, and ηSO
a vector lying in the y− z plane which fully characterizes the SOC interaction
in the system. For the sake of simplicity, we assume ηSO to be along the z axis,
which we also choose as quantization axis. The most intriguing features of
the model emerge when an external magnetic field B is applied in a direction
orthogonal to Beff, for example along the wire direction, x, as shown in
Fig. 4.1
The single-particle Hamiltonian describing the model is thus
Hˆ =
h¯2kˆ2x
2m
+
1
2
gµBBσˆx − ηSOkˆxσˆz. (4.2)
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Figure 4.2: Panel (a): valence (blue curves) and conductance (red curves) energy
bands e±,k (units ε0) of the single-particle Hamiltonian of Eq. (4.3) as a
function of k (units `−1) for different values of B (units ε−10 ). In partic-
ular, from darker to lighter colors B = 0, B = 0.1, B = 0.2, B = 0.5,
and B = 2. Panel (b): spin-resolved energy bands e±,k (units ε0) as a
function of k (units `−1) for B = 0.1. Red is associated with spin up elec-
trons while blue to spin down ones. When the chemical potential of the
system µ is inside the Zeeman gap only two Fermi points are present
and the system behaves effectively as a 1D helical liquid.
In order to make our discussion more general, it is useful to introduce a
typical length scale of the system, `, which can be for instance the length of
the system or the lattice spacing, and work with a dimensionless version of
the above Hamiltonian,
Hˆ = kˆ2x + Bσˆ
x − αkˆxσˆz. (4.3)
Here, kx`→ kx, with the new kx dimensionless, energy is measured in units
of ε0 = h¯2(2m`2)−1 and we have introduced the parameters
B =
gµBB
2ε0
, α =
ηSO
ε0`
. (4.4)
The energy bands of the system are
e±,k = k2 ± Dk, with Dk =
√
α2k2 + B2, (4.5)
and are shown in Fig. 4.2(a) for different values of B. In particular, for
B < α2/2 the lower band e−,k has a “mexican hat” shape (with two minima
at k = ±
√
k2SO − B2/α2 and one local maximum at k = 0 ), while for B >
α2/2 it exhibits a single minimum at k = 0. This is due to the interplay
between the SOC interaction, which shifts the two spin degenerate subbands
by kSO = α/2 in opposite directions (to the left for spin down fermions and
to the right for spin up ones) and the magnetic field B, which opens a gap
in the single-particle spectrum at k = 0 of width ∆ = 2B (Zeeman gap),
thus breaking the residual spin-degeneracy at this point. The normalized
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Figure 4.3: In Panel (a) is plotted 〈Sˆx〉−,k (units h¯) as a function of k (unit `−1) for
different values of the magnetic field B (units ε−10 ): For darker to lighter
blue B = 0.1, B = 0.2, B = 0.5, and B = 2. In Panel (b) is reported the
same as in Panel (a) but for 〈Sˆz〉−,k (units h¯).
eigenfunctions of the model, assuming PBC, i.e. Ψ(x) = Ψ(x + L) with Ψ(x)
a generic spinor wavefunction and L the length of the system, are1
Ψ+,k(x) =
1
(Dk + αk)2 + B2
[
B
Dk + αk
]
, (4.6a)
Ψ−,k(x) =
1
(Dk + αk)2 + B2
[−Dk − αk
B
]
. (4.6b)
In the presence of a finite magnetic field B the two bands e±,k have no
more definite spin polarization, i.e. spin is no more a good quantum number.
This can be clearly seen by investigating the expectation value of the spin
projections along the x, y, and z directions. Using the eigenfunctions of
Eq. (4.6), we obtain
〈Sˆx〉−,k = h¯2 〈Ψ−,k|σˆ
x|Ψ−,k〉 = 12
B√
α2k2 + B2
, (4.7a)
〈Sˆy〉−,k = h¯2 〈Ψ−,k|σˆ
y|Ψ−,k〉 = 0, (4.7b)
〈Sˆz〉−,k = h¯2 〈Ψ−,k|σˆ
z|Ψ−,k〉 = 12
αk√
α2k2 + B2
. (4.7c)
The behavior of 〈Sˆx〉−,k and 〈Sˆz〉−,k for different values of B is shown in
Fig. 4.3. In particular, the spin polarization of the lower band rotates counter-
clockwise from the k > 0 region to the k < 0 one. With similar steps it is
possible to show that the opposite holds for the upper band, i.e. here the
spin polarization rotates clockwise from k > 0 to k < 0. This behavior is
sketched in Fig. 4.2(b), from which it is also clear why SOC wires allow
for the realization of helical liquids: For not too strong magnetic fields, if
one sets the chemical potential inside the gap, the system possesses only
two conducting channels, one associated with right-moving electrons with
(almost) spin up and the other to left-moving electrons with (almost) spin
down.
1 Note that x and L are given in units `.
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Figure 1 | The spin–orbit gap in a simple model and the associated
conductance features. a, The dispersion relation for electrons in a
spin-degenerate 1D sub-band. b, The SOI lifts the spin degeneracy,
displacing spinful sub-bands laterally with respect to each other. c, An
applied magnetic field can mix the two spin bands, creating the
anticrossing we dub the spin–orbit gap. When the Fermi energy is tuned to
be within this gap, particles of opposite spin travel in opposite directions,
producing a spin current. At the same time, a clear drop is expected in the
conductance, shown in f. d, With SOI but without an applied magnetic field,
the conductance of the system increases by a step of 2e2/h each time the
gate voltage aligns the Fermi energy to the bottom of a sub-band. e, A
magnetic field applied parallel to BSO splits each step into two half-steps of
e2/h. f, With a magnetic field applied perpendicular to BSO, spin–orbit gaps
appear as in c and the conductance drops when the Fermi energy lies
within such a gap.
carbon doping leads to hole accumulation at the GaAs/AlGaAs
interface on the cleavage plane, resulting in a 1D wire (Fig. 2a). We
are able to apply a magnetic field either parallel or perpendicular to
the wire (in the x or y directions indicated in Fig. 2b).
The basic properties of our wires have been or will be reported
in other publications20. Another body of work on quasi-1D wires in
GaAs (ref. 22,23) focused on gate-defined quantum point contacts
on a 2DHG grown in the 311 direction. These studies found that,
because of the SOI, the effective g -factor depends strongly on
the particular sub-band studied as well as the direction of the
wire and that of the magnetic field with respect to the crystal
axes. They did not, however, observe signs of the spin–orbit
gap reported below, perhaps because of the growth direction of
their 2DHG or their nearly symmetrical confinement potential.
Recent tunnelling spectroscopy of carbon-nanotube quantum dots
revealed few-electron states shaped by spin–orbit coupling, with a
Hamiltonian andmagnetic-field coupling rather different from that
in semiconductor nanowires such as ours24.
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Figure 2 | The device and measurement set-up. a, Cross-section of our
devices, which are fabricated by the cleaved-edge overgrowth method19,20.
b, Measurement scheme for the 1D hole wires. A section of the wire is
isolated using a gate, which depletes the 2DHG just beneath it.
Conductance is measured using ohmic contacts to the 2DHG on either side
f the wire and decrea s in steps, each of which corresponds to the
depletion of a 1D sub-band20.
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Figure 3 | The first two conductance steps of a quantum wire and their
evolution in magnetic fields applied in two different directions. a, A field
perpendicular to the wire splits the second step at zero field (blue trace)
into two half-steps, the first marked with an arrow (red trace). b, A field
parallel to the wire produces a half-step (arrow) and a dip (thick arrow),
signifying the presence of a spin–orbit gap. Both features are absent in the
absence of a magnetic field (blue traces). On the first step (gate voltages
larger than 3.5 V) no dip is observed and half-steps, if they exist at all, are
hardly discernible.
In Fig. 2b, applying a positive voltage to pre-fabricated gates
on the top surface of the wafer, we deplete first the 2DHG under
the gate to isolate the 1D wire and subsequently the sub-bands
of the wire. The conductance, measured between ohmic contacts
to the 2DHG on either side of the gate/wire, decreases in steps as
the wire sub-bands are successively depleted. (Unlike in quantum
point contacts, the conductance steps in these systems do not
correspond to the ideal value of 2e2/h because of the imperfect
coupling between the 2DHG and the 1D wire as described in
greater detail in ref. 25.)
In Fig. 3—which shows our main experimental results—we
focus on the first two conductance steps seen at zero magnetic field
(blue traces) corresponding to the lowest two sub-bands in the
wire, and their evolution in magnetic fields applied in two different
directions, y and z (red traces). Concentrating first on the second,
higher, conductance step, we see that a magnetic field in the y
direction transforms this step into two half-height steps (Fig. 3a),
whereas a field along x produces both two half-steps and a dip
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(b)
Figure 4.4: In Panel (a) are reported the lower nergy subbands of a SOC wi e and
the expected conductance as a functi n of the gat voltage Vg. In the
upper row we show the case with no external magnetic field applied.
Here, although the two spin-degenerate subbands are shifted in oppo-
site direction due to the SOC, the conductance behaves as in a standard
1D quantum wire and is quantized in steps of G0. Things change in
the presence of a magnetic field, as depicted in the lower row, where
the opening of Zeeman gap results in dips of depth e2/h in the con-
ductance of the wire whenever the number of conducting channels is
reduced. In Panel (b) we show the experimental measure of G(Vg) as a
function of Vg with (red curve, B = 9 T) and without (blue curve) a mag-
netic field along the wire direction. The thick black arrow shows the dip
due the presence of the Zeeman gap. Figures taken from Ref. [221].
4.1.2 Spin-orbit coupled systems in solid st t
In the last ten years SOC systems have been investigate in several different
condensed matter setups [220, 221, 252]. The first experimental observation
of the Zeeman gap and emergence of the helical regime has been performed
by Quay et al. in 2010 [221]. They realized a 1D quantum wire embedded
into an AlGaAs/GaAs/AlGaAs quantum well. The reduction of dimension-
ality from 2D to 1D was realized by means of an electrostatic gate voltage
Vg, which leads to the breaking of the SIA and results in a strong SOC in-
teraction within the wire. Moreover, acting on Vg it is possible to modify
the electron density inside the wire, i.e. to control the filling of its bands. In
order to detect the opening of the Zeeman gap and the emergence of the he-
lical liquid regime, Quay et al. measured the conductance G(Vg) of the wire
as a function of Vg. As shown in Fig. 4.4(a), in the absence of the external
magnetic field, G(Vg) is quantized in steps of the quantum of conductance
G0 = 2e2/h[19]. However, when a finite magnetic field is present, the halv-
ing of channels due to the opening of the Zeeman gap should result in a
dip of depth e2/h for values of Vg such that the chemical potential of the
system is inside the gap. The experimental measures of Panel (b) in Fig. 4.4
indeed confirm this picture, although the dip is visible in the second step
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Figure 1 | Quantized conductance and the pseudogap feature. a, Top-view SEM image of the InAs nanowire covered with a layer of the high-k dielectric
LaLuO3. Each of the top-gate (TG) electrodes can be used to deplete the channel and control the number of 1D subbands. b, Re-entrant conductance
behaviour on the first plateau for QPC-IV (d.c.-bias voltage Vd.c.=4mV) at T= 100mK for various magnetic fields B. Inset: zero-bias conductance at
T=4K for a di￿erent QPC (QPC-II) for B increasing from 0 to 10 T (1B= 1T) with the re-entrant conductance feature on the 2e2/h-plateau. Here, the
back-gate voltage is fixed at VBG=2V and the curves are o￿set for clarity. Black arrows indicate the feature location. c, QPC-IV transconductance as a
function of B for Vd.c.=3mV and VBG=2V at T=3.5K. The high-transconductance line marked by the green dot indicates the evolution of the riser at the
edge of the dip feature into the Zeeman-split subband edge at large B.
wherem⇤ is the e ective electron mass (see Fig. 2a). In the presence
of a strong uniaxial spin–orbit field, a perpendicular magnetic field
is expected to open a partial Zeeman gap, giving rise to quasi-helical
transport for EZ= gµBB' Eso4 (see Fig. 2b). The formation of a
helical state becomes manifest by the appearance of a re-entrant
conductance plateau at e2/h inside the larger 2e2/h-plateau related
to the opening of the pseudogap (Fig. 2d, top panel). In our
experiment, the gap widens roughly proportional to gµBB (see
Fig. 3). This aspect of the re-entrant feature is in accordance with
the simple single-particle picture just described. Moreover, with
increasing magnetic field, the gap evolves towards the generic
Zeeman splitting of a spin-degenerate band (see Fig. 2c), which is
reflected by the emergence of a plateau at a conductance of e2/h
(Fig. 2d, bottom panel). However, the experimental observation of
the pseudogap feature down to B=0T (see Fig. 2e) reveals the need
to go beyond the single-particle picture. The e ect we propose to
cause the zero-field gap is the combination of Coulomb interaction
and the breaking of axial spin symmetry, which can be induced,
for instance, by the joint e ect of spin–orbit coupling and quantum
confinement20. Since spin is not a conserved quantity, the e ective
interaction term arising in this framework is correlated two-particle
backscattering, which is resonant at k= 0, similar to the single-
particle backscattering caused by the magnetic field. An estimation
for the corresponding gap is (see Supplementary Section 2)
1hel= m
⇤4  ↵R/~ 7 e2d
~4!30"0"r
p
~/m⇤!0
(1)
Using m⇤=0.026me (me being the free electron mass), the relative
permittivity "r = 15.15, the confinement energy ~!0=7meV
(ref. 16) and ↵R = 1.2 eVÅ, which is discussed below, only the
screening length d remains unknown. Assuming d = 1 nm,
compatible with the upper bound for the electron density in the
QPC segments, and considering the expected exchange-mediated
renormalization of the gap by a factor of up to 3 (ref. 14), we
estimate a pseudogap of the order of 1hel ⇡ 2.5 meV, which is
compatible with the experimental findings. In fact, using the gate
lever arm (⇡0.04 eVV 1), we can estimate the energy width of
the exchange-mediated gap of 1hel⇡ 1.1meV at T = 100mK (for
example, see Fig. 2e).
With regard to the estimate of ↵R, we observe weak anti-
localization in the open, unconfined regime and an avoided crossing
in the magnetic field evolution of spin states in quantum dots
formed in this device. Both findings substantiate the sizeable SOC
in the nanowire (see Supplementary Section 1). Accounting for
the gate lever arm, we derive a spin–orbit energy on the order
of 2.4meV from the gate voltage position of the centre of the
re-entrant conductance region (see Fig. 2e). Thus, ↵R⇡ 1.2 eVÅ,
which is a factor of four larger than ↵R derived with conventional
methods (see Supplementary Section 1). It is, however, of similar
magnitude to the Rashba parameters found in InSb nanowires via
weak antilocalization, which go up to 1 eVÅ (ref. 21). It should
be noted that those methods probably underestimate Eso, since
they consider spin relaxation only in the weakly confined multi-
mode regime.
Despite the conceptual simplicity, the visibility of the re-entrant
behaviour in the conductance for any value of the magnetic field
is not to be taken for granted: the unambiguous identification
of the SOC-induced conductance feature is generally obstructed
by the non-optimal gate potential shape forming the QPC22
(see Supplementary Section 3). Moreover, the helical gap can be
obscured by Fabry–Pérot resonances that are superimposed on the
quantized zero-bias conductance plateaus at low temperatures16,23.
Also the shape of the constriction24 as well as local potential
fluctuations25 can have a critical impact on the transmission.
However, at T > 6K the feature can still be observed (see Fig. 3a),
while Fabry–Pérot oscillations largely disappear in this regime. This
rules out phase-coherent interference as the origin of the e ect. At
high temperatures (T ⇡ 9K) the re-entrant conductance feature is
less pronounced, but it broadens with increasing magnetic field and
evolves into the first e2/h-plateau for B>4T (see Fig. 3b). Another
process that could induce a re-entrant behaviour is reflection by
impurities. Similar re-entrant conductance features have, however,
been observed for all investigated QPCs. The reproducibility of
the feature position for di erent QPCs indicates that resonant
reflections due to backscattering at impurities in the constrictions26
are unlikely to explain the observed e ect. An additional consistency
check is provided by the fact that the re-entrant conductance
behaviour appears as long as the Zeeman energy is of the order of
or smaller than Eso, which is a requirement for the existence of the
helical gap.
Further validation of the helical nature of the re-entrant
behaviour is provided by the analysis of the conductance as a
function of Rashba SOC. The magnitude of spin–orbit coupling in
the QPC is determined by the strong electric field from the top gate
that creates the confinement potential of the constriction. A positive
back-gate voltage VBG does not only increase the conductance of
the system, it also enhances the Rashba coe cient at the QPC21.
As depicted in Fig. 4, at B= 1.5 T the conductance dip is a well-
defined singular feature atVBG 0. It can be seen that for decreasing
VBG the feature becomes less pronounced, and finally develops into
a double-plateau, which is characteristic of conventional Zeeman
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Figure 4.5: Conductance of the InAs nanowire G(VTG) as a function of the top-gate
voltage VTG for various magnetic fields B, ranging from B = 0 T to
B = 5 T. The black arrow signals the Zeeman dip occurring when the
chemical potential of the wire is tuned inside the Zeeman gap. In the
inset the same curves, which have been offset for clarity, are shown but
up to a magnetic field of B = 10 T. For B > 5 T the dip disappears and
steps of height e2/h emerge. Figure taken from Ref. [220].
only. This has been explained in terms of a very small coupling between the
first couple of subbands, which results in a strong suppression of the effects
due the interplay between SOC interaction and magnetic field [221].
This latt r drawback of the experiment of Quay et al. has been solved in
the recent work of Heedt et al. [220], where the conductance of an InAs
nanowire has been investigated as a function of a top-gate potential VTG
which, also in this case, allows for tuning the chemical potential of the wire.
In Fig. 4.5 is reported the measurement of the conductance G(VTG) as a
fun tion of the gate voltage VTG for various mag etic fields. In contrast to the
experiments of Quay et al. [221], the dip due to the halving of the conduction
channels occurring inside the Zeeman gap is clearly visible already in the
first step o G(VTG). As can be seen from the inset of Fig. 4.5, for large
magnetic field the dip disappears and steps of height e2/h emerge in the
conductance. This is due to the vanishing of the local maximum of the lower
band e−,k, occurring for B > α2/2 [see the discussion below Eq. (4.5)].
4.1.3 Spin-orbit coupled systems in cold atoms
Recently 1D SOC systems have also been engineered in cold atoms [219,
253–255]. Here, SOC interaction can be generated by means of two-photon
Raman transitions induced by a pair of laser beams connecting two internal
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Figure 4.6: In Panel (a) is displayed the setup allowing for the realization of a SOC
interaction in a cold atomic system. A pair of laser beams at ±19◦
relative to the y−axis couples the internal atomic states |↑〉 (red) and
|↓〉 (down) displayed in Panel (b). An external bias magnetic field in
the z direction provides the quantization axis. The two hyperfine states
|↑〉 and |↓〉, coupled by the Raman process, are split by an energy h¯ω0
while the two-photon transition is detuned by h¯δ [Panel (b)]. In Panel
(c) we show the energy bands of the system as a function of the quasi-
momentum q for h¯δ = 0 and h¯ΩR = 0.25ER (solid lines) or h¯ΩR = 0ER
(dashed lines). Figures taken from Ref. [219].
atomic states, associated with pseudo-spin states |↑〉 and |↓〉 respectively, as
shown in Panels (a) and (b) of Fig. 4.6. In this process a single photon is
initially absorbed by an atom from one laser beam and, then, is re-emitted
by stimulated emission into the second beam. As a consequence of the entire
process, the atom acquires a momentum h¯Qex while changing its spin from
|↓〉 to |↑〉 and momentum −h¯Qex in the opposite case. Here, ex is the x−axis
unit vector. Due to the low temperature of the system, even the momentum
of a single optical photon is sufficiently large to provide the link between
spin and momentum typical of a SOC system. Indeed, by defining a quasi-
momentum q = kx + Q/2 for spin |↓〉 and q = kx − Q/2 for spin |↑〉, one
obtains the following Hamiltonian [219, 254]
Hˆ =
h¯2kˆ2x
2m
− ηkˆxσˆy + 12 gµBBzσˆ
z ++
1
2
gµBByσˆy. (4.8)
Here, η = h¯2Q(2m)−1, Bz = h¯ΩR(gµB)−1 and By = h¯δ(gµB)−1, with ΩR
the two-photon Rabi frequency [256] and δ the two-photon detuning [see
Fig. 4.6(b)]. Note that, in contrast with solid state devices, in which the
strength of the SOC strongly depends on the material and can hardy be
controlled, in cold atoms the latter can be modified at will by properly tuning
the parameters of laser beams. Since By is often much smaller than Bz [219],
Eq. (4.8) can be cast in the same form of Eq. (4.2), except for the rotation
z → −x, y → z, x → −y, and thus leads to the same energy spectrum with
the peculiar spin polarization discussed in Sec. 4.1.1. In particular,
Hˆ ≈ kˆ2x − αkˆxσˆy + Bσˆz, (4.9)
where energies are now in units of ε0 = ER = h¯2Q2(2m)−1, kˆxQ−1 → kˆx and
α = 1, B =
h¯ΩR
ER
, (4.10)
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Figure 4.7: Spin-resolved energy spectrum for h¯δ = 0.00(3)ER and (a) h¯ΩR =
0.00(3)ER, (b) h¯ΩR = 0.43(5)ER, and (c) h¯ΩR = 0.9(1)ER. Here, red
is associated with the |↓〉 polarization and blue with the |↑〉 one. Figure
taken from Ref. [219].
with ER = h¯2Q2(2m)−1 the two-photon recoil energy [219]. In their experi-
ment, Cheuk et al. prepared a system of 6Li atoms in a magnetic trap and
cooled it down to a temperature of T < 0.1TF, with TF the Fermi temper-
ature of the gas [257]. After that, the system is loaded into an optical trap
consisting of two orthogonal laser beams. The hyperfine levels are sepa-
rated thanks to a bias field of 11.6 G along the z−axis, which also provides
the quantization axis (see Fig. 4.6).
Using a spectroscopic technique based on radio-frequency spin injection of
atoms from a free Fermi gas (which acts as a reservoir) into the SOC system
and measuring momentum and spin of the atoms by a combination of time
of flight and spin-resolved detection, Cheuk et al. succeeded in reconstruct-
ing the spin-polarized energy spectrum of the system, reported in Fig. 4.7.
The latter perfectly agrees with the theoretically predicted one.
4.2 quantum quench of a generic gap openingmechanism
We now turn to the main point of this Chapter, namely a quantum quench
of a term which opens a gap in the single particle spectrum of an initially
gapless Hamiltonian. At first we will consider the general case. We will then
specialize our discussion to the quench of a magnetic field in a SOC system
and of the staggered potential in a free fermionic chain (SP model) in next
Sections. Thus, we now focus on a generic gapless Hamiltonian
Hˆ0 =∑
k
Ψˆ†kHˆkΨˆk, (4.11)
with Ψˆ†k = (dˆ
†
a,k, dˆb,k) a two-component momentum resolved Fermi spinor
and Hˆk a family of 2× 2 matrices indexed by the (quasi-)momentum k and
characterized by a gapless spectrum with a linear crossing. The meaning
of the indexes a and b depends on the model and will be clarified later.
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Denoting the strength of the gap opening mechanism by ∆, we consider the
following time-dependent Hamiltonian
Hˆ(t) = Hˆ0 + Hˆgap(t) =∑
k
Ψˆ†k
[Hˆk + θ(t)∆σˆx] Ψˆk, (4.12)
with σˆx the first Pauli matrix in the usual representation and θ(t) the Heav-
iside function. The pre-quench single-mode Hamiltonian Hˆk can always
be written in a diagonal form with eigenvalues e±,0,k such that e−,0,k ≤
e+,0,k, ∀k, by means of a unitary transformation [see Eqs. (C.4) and (C.7)
of Appendix C]. In particular, for all the cases we will consider later in this
Chapter it takes the form
Uˆ0,k =
[
a0,k b0,k
−b∗0,k a0,k
]
, (4.13)
where the coefficients a0,k ∈ R and b0,k ∈ C are determined by Eqs. (C.4)
and (C.7). Moreover, Uˆ0,kHˆkUˆ†0,k = diag {e+,0,k, e−,0,k}. For t < 0 the diago-
nalized Hamiltonian reads
Hˆ(t < 0) =∑
k
[
e−,0,kdˆ†v,0,kdˆv,0,k + e+,0,kdˆ
†
c,0,kdˆc,0,k
]
, (4.14)
where the conduction and valence band operators, dˆc,0,k and dˆv,0,k, are de-
fined by
Φˆ0,k = Uˆ0,kΨˆk =
[
dˆc,0,k
dˆv,0,k
]
. (4.15)
We set the chemical potential to zero and assume the system to be in its pre-
quench zero-temperature equilibrium ground state, |Φ0〉. In all the cases we
will consider in the following, valence and conduction bands exhibit a linear
crossing at zero energy. Therefore, for t < 0, the valence band e−,0,k is filled
up to this point and |Φ0〉 is defined as
|Φ0〉 =
k2
∏
k1
(
Φˆ†0,k
)
2
|0〉 =
k2
∏
k1
(
Uˆ†0,kΨˆ
†
k
)
2
|0〉, (4.16)
where |0〉 is the vacuum of the system and k1,2 are determined by imposing
that only negative energy states are filled. Here, the subscript 2 means that
the second component of the spinor has to be considered.
We now turn to the regime with t > 0. The post-quench single-mode
Hamiltonian Hˆk + ∆σˆx is diagonalized by the unitary matrix
Uˆ1,k =
[
a1,k b1,k
−b∗1,k a1,k
]
, (4.17)
with a1,k ∈ R and b1,k ∈ C determined again by Eqs. (C.4) and (C.7), and
Uˆ1,k[Hˆk + ∆σˆx]Uˆ†1,k = diag{e+,1,k, e−,1,k}. The total Hamiltonian thus be-
comes
Hˆ(t > 0) = Hˆpq =∑
k
[
e−,1,kdˆ†v,1,kdˆv,1,k + e+,1,kdˆ
†
c,1,kdˆc,1,k
]
, (4.18)
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where e−,1,k ≤ e+,1,k, ∀k. The new conduction and valence band fermionic
operators, dˆc,1,k and dˆv,1,k, are defined as
Φˆ1,k = Uˆ1,kΨˆk =
[
dˆc,1,k
dˆv,1,k
]
. (4.19)
At this point, one immediately obtains the time evolution of the Fermi spinor
Ψˆk for t > 0 in the Heisenberg representation, which is given by the identity
Ψˆk(t) = Uˆ†1,kdiag
{
e−ie+,1,kt, e−ie−,1,kt
}
Uˆ1,kΨˆk(0). (4.20)
We can now evaluate the response of the system to the quench by inspect-
ing the long-time behavior of the following observable
Mˆ∆(t) =
1
N ∑k
Ψˆ†k(t)σˆ
xΨˆ(t), (4.21)
which corresponds to the (staggered) magnetization along the direction of
the applied field in the SOC (SP) system. Here, N = (2pi)−1L(|k1|+ |k2|) is
the total number of particles in the system and L is its length. Following the
discussion in Sec. 1.4.2, the system is expect to relax towards a GGE in which
the relevant conserved quantities that should be taken into account are the
occupation numbers nˆk,j of the energy levels of the post-quench Hamiltonian,
given by
nˆk,j=1,2 =
(
Ψˆ†kUˆ
†
1,k
)
j
(
Uˆ1,kΨˆk
)
j , (4.22)
where j labels the component of the Fermi spinor. To evaluate the asymptotic
value of Eq. (4.21) it is therefore sufficient to know the average over the pre-
quench ground state |Φ0〉, denoted by 〈·〉0, of nˆk,j. Indeed, since all the nˆk,j
commute with the post-quench Hamiltonian Hˆpq, they are conserved for
t > 0 and, therefore, 〈nˆk,j〉0 = 〈nˆk,j〉GGE. We obtain
〈nˆk,1〉0 = 〈nˆk,1〉GGE = |−a1,kb0,k + a0,kb1,k|2 〈dˆ†v,0,kdˆv,0,k〉0, (4.23a)
〈nˆk,2〉0 = 〈nˆk,2〉GGE =
∣∣a1,ka0,k + b0,kb∗1,k∣∣2 〈dˆ†v,0,kdˆv,0,k〉0, (4.23b)
where the averages 〈dˆ†v,0,kdˆv,0,k〉0 can be easily evaluated from Eq. (4.16). Us-
ing Eq. (4.19) and the fact that 〈dˆ†c,1,kdˆv,1,k〉GGE = 〈dˆ†v,1,kdˆc,1,k〉GGE = 0, one gets
the steady state magnetization (staggered magnetization) for the SOC (SP)
model
Mss∆ =
1
N ∑k
〈Ψˆ†k σˆxΨˆk〉GGE
=
1
|k1|+ |k2|
∫ k2
k1
dk
(
a1,kb1,k + a1,kb∗1,k
)
(〈nˆk,1〉GGE − 〈nˆk,2〉GGE) , (4.24)
where, in the last step, the thermodynamic limit has been performed.
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effective temperature picture Since a quantum quench injects an
extensive amount of energy in the system, it will be useful to compare our
results with the ones obtained within an effective thermal ensemble with
effective temperature β−1eff (∆). The latter is obtained, for each value of the
quench parameter ∆, by solving the following identity
〈Φ0(0)|Hˆpq|Φ0(0)〉 =
Tr
{
e−βeff(∆)[Hˆpq−µ(∆)Nˆ]Hˆpq
}
Tr
{
e−βeff(∆)[Hˆpq−µ(∆)Nˆ]
} (4.25)
for β−1eff (∆). Here, µ(∆) is the Lagrange multiplier needed for ensuring parti-
cle number conservation. The associated effective (staggered) magnetization
can thus be obtained as
Meff∆ =
1
N ∑k
〈Ψˆ†k σˆxΨˆk〉eff
=
1
|k1|+ |k2|
∫ ∞
−∞
dk
(
a1,kb1,k + a1,kb∗1,k
)
(〈nˆk,1〉eff − 〈nˆk,2〉eff) , (4.26)
with
〈Oˆ〉eff =
Tr
{
e−βeff(∆)[Hˆpq−µ(∆)Nˆ]Oˆ
}
Tr
{
e−βeff(∆)[Hˆpq−µ(∆)Nˆ]
} (4.27)
the average over a canonical thermal ensemble with effective temperature
β−1eff (∆). In particular,
〈nˆk,1〉eff = 11+ eβeff(∆)[e+,1,k−µ(∆)] and 〈nˆk,2〉eff =
1
1+ eβeff(∆)[e−,1,k−µ(∆)]
.
(4.28)
equilibrium magnetization Finally, we quote here the equilibrium mag-
netization (staggered magnetization) associated with the post-quench Hamil-
tonian of the SOC (SP) model,
Meq∆ =
1
N ∑k
〈Ψˆ†k σˆxΨˆk〉1 = −
1
|k1|+ |k2|
∫ k2
k1
dk
(
a1,kb1,k + a1,kb∗1,k
) 〈nˆk,2〉1,
(4.29)
where the thermodynamic limit has been performed again and the aver-
age 〈nˆk,2〉1 is evaluated on the ground state of the post-quench Hamiltonian
(with the same number of particles of the pre-quench one),
|Φ1〉 =
k2
∏
k1
(
Φˆ†1,k
)
2
|0〉 =
k2
∏
k1
(
Uˆ†1,kΨˆ
†
k
)
2
|0〉. (4.30)
In next Sections we will explicitly apply the general discussion developed
so far to the SOC system and to the 1D chain of spinless fermions with a
quenched staggered potential (SP model), both in their lattice and contin-
uum versions. In particular, in order to distinguish between the various
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model, in the following we will label them with the aid of an extra index i,
defined as
SOC→
{
lattice i = 1
continuum i = 2
SP→
{
lattice i = 3
continuum i = 4
. (4.31)
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We start from the SOC model, whose possible realizations in condensed
matter systems and cold atoms have been described in Sec. 4.1. The lattice
version of its real space Hamiltonian, in the presence of PBC, is given by [255,
258, 259]
Hˆ(1) =
L
∑
j=1
{
Ψˆ(1)†j
[
2 Iˆ2×2 + Bθ(t)σˆx
]
Ψˆ(1)j + Ψˆ
(1)†
j
[
iα
2
σˆz − Iˆ2×2
]
Ψˆ(1)j+1 +H.c.
}
,
(4.32)
where L is the total length of the system, α the SOC coupling, B the external
magnetic field (see Sec. 4.1) and we set the lattice spacing to 1. Here, Ψˆ(1)†i =(
ψˆ
(1)†
↑,i , ψˆ
(1)†
↓,i
)
is a two-component spinor acting on the i−th lattice site, while
the two indexes a =↑ and b =↓ are associated with spin up and spin down
fermions, respectively. On the other hand, recalling Eq. (4.3), the single-
particle Hamiltonian of the continuum model reads
Hˆ(2) =
∫ L
0
Ψˆ(2)†(x)
[−∂2x − iασˆz∂x + Bθ(t)σˆx] Ψˆ(2)(x) dx, (4.33)
with Ψˆ(2)†(x) =
(
ψˆ
(2)†
↑ (x), ψˆ
(2)†
↓ (x)
)
.
Since in both the lattice and continuum model the system is translationally-
invariant, it is possible to move into momentum space by introducing the
Fourier transform of the Fermi spinor
Ψˆ(1)j =
1√
L
∑
k
eikjΨˆ(1)k , Ψˆ
(2)(x) =
1√
L
∑
k
eikxΨˆ(2)k , (4.34)
with k = 2pin/L (n being an integer). In this case, the time-dependent
Hamiltonian of the system can be written exactly in the form of Eq. (4.12)
Hˆ(i)(t) =∑
k
Ψˆ(i)†k
[
Hˆ(i)k + θ(t)∆(i)σˆx
]
Ψˆ(i)k , (4.35)
with i = {1, 2}, ∆(i) = B and single-mode Hamiltonians Hˆ(i)k given by
Hˆ(1)k = 2[1− cos(k)] Iˆ2×2 + α sin(k)σˆz, with k ∈ [−pi,pi), (4.36a)
Hˆ(2)k = k2 Iˆ2×2 + αkσˆz, (4.36b)
for the lattice and the low-energy continuous models, respectively. Although
the pre-quench single-mode Hamiltonians Hˆ(i)k are already diagonal, they
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can be more conveniently rewritten in terms of conduction and valence band
Fermi operators using Eq. (4.13). In this case the coefficients of the unitary
matrix Uˆ(i)0,k are
a(i)0,k = [1− δk,0]θ(k) +
δk,0√
2
b(i)0,k = [1− δk,0]θ(−k) +
δk,0√
2
, (4.37)
while the conduction and valence energy bands are
e
(1)
±,0,k = 2[1− cos(k)]± α| sin(k)|, (4.38a)
e
(2)
±,0,k = k
2 ± α|k|. (4.38b)
Finally, filling only states with negative energy results in k(1)1/2 = ∓2 arctan[α/2]
and k(2)1/2 = ∓α.
On the other hand, in the post-quench regime t > 0, the unitary matrix
Uˆ(i)1,k which diagonalizes the single-mode Hamitonian Hˆ(i)k + Bσˆx has coeffi-
cients
a(1)1,k =
B√[
D(1)k − α sin(k)
]2
+ B2
, b(1)1,k =
D(1)k − α sin(k)√[
D(1)k − α sin(k)
]2
+ B2
,
(4.39a)
a(2)1,k =
B√[
D(2)k − αk
]2
+ B2
, b(2)1,k =
D(2)k − αk√[
D(2)k − αk
]2
+ B2
, (4.39b)
where D(1)k =
√
α2 sin2(k) + B2 and D(2)k =
√
α2k2 + B2, while the post-
quench conduction and valence bands are
e
(1)
±,1,k = 2[1− cos(k)]± D(1)k , (4.40a)
e
(2)
±,1,k = k
2 ± D(2)k . (4.40b)
From Eq. (4.24) one immediately obtains the steady state magnetization
along the direction of the applied magnetic field in the thermodynamic limit,
Mss,(i)B =
2∣∣∣k(i)1 ∣∣∣+ ∣∣∣k(i)2 ∣∣∣
(∫ 0
k(i)1
−
∫ k(i)2
0
)
dk a(i)1,kb
(i)
1,k
[(
a(i)1,k
)2 − (b(i)1,k)2] . (4.41)
For the lattice model, using Eq. (4.39a), we have
Mss,(1)B =
1∣∣∣k(1)1 ∣∣∣+ ∣∣∣k(1)2 ∣∣∣
B
2
√
α2 + B2
log
(
Z+
Z−
)
, (4.42)
with
Z± = (
√
α2 + B2 ∓ α)2
[√
α2 + B2 ± α4− α
2
4+ α2
]2
. (4.43)
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Figure 4.8: Panel (a): steady state magnetization Mss,(1)B (blue, solid), equilibrium
magnetization Meq,(1)B (orange, dash-dotted) and effective temperature
magnetization Meff,(1)B (red, dashed) as a function of B for the lattice
SOC system. Panel (b): same as in Panel (a) but for the continuum SOC
model. In both Panels we set α = 1.
The behavior of Mss,(1)B is shown in Panel (a) of Fig. 4.8. On the other hand,
for the low-energy continuous model one gets from Eq. (4.39b)
Mss,(2)B = −
B
4α2
log
[
1+ 2
α4
B2
+
α8
B4
]
, (4.44)
whose behavior is displayed in Panel (b) of Fig. 4.8.
Before discussing in detail the features of the steady state magnetization
Mss,(i)∆ , it is instructive to briefly address the zero-temperature equilibrium
case associated with the post-quench Hamiltonian, shown in Fig. 4.8 as dash-
dotted orange lines. From Eq. (4.29) we obtain
Meq,(i)B = −
2∣∣∣k(1)1 ∣∣∣+ ∣∣∣k(1)2 ∣∣∣
∫ k(i)2
k(i)1
dk a(i)1,kb
(i)
1,k. (4.45)
In particular, using Eqs. (4.39), the above formula simplifies to
Meq,(1)B =
sgn(B)∣∣∣k(1)1 ∣∣∣+ ∣∣∣k(1)2 ∣∣∣
[
F
(
k(1)1
∣∣∣∣∣ − α2B2
)
− F
(
k(1)2
∣∣∣∣∣ − α2B2
)]
, (4.46)
for the lattice model, with sgn(z) the sign function and F(z |m) the incom-
plete elliptic integral of the first kind [142], and
Meq,(2)B = −
B
2α2
log
[
−α2 −√α4 + B2
α2 −√α4 + B2
]
(4.47)
for the low-energy continuous one. In the latter case, as expected, the mag-
netization grows monotonically as the static external magnetic field is in-
creased until it saturates to limB→∞ M
eq,(i)
B = 1, where all spins are aligned
with the field.
As can be seen from Fig. 4.8, the differences between this behavior and the
one of the steady state magnetization after a sudden quench are remarkable:
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Mss,(i)B is non-monotonous as a function of B, increasing up to a maximum
before dropping to the pre-quench value (see blue solid lines in Fig. 4.8).
A first qualitative interpretation of the phenomenon is the following. For
an infinitesimal field B we do not expect any difference between a sudden
quench and an adiabatic switching on of the gap opening mechanism, which
would result in a magnetization identical to the equilibrium post-quench
one. Thus, it is quite natural that for small quenches the systems begins to
magnetize. On the other hand, when B strongly exceeds the kinetic energy
contribution stemming from Hˆk, the magnetization along the direction of
the field B is conserved and hence it remains at the value characterizing
the pre-quench ground state. A maximum for a finite value B can thus be
expected.
In Fig. 4.8 we also compare the GGE magnetization with the one obtained
employing a thermal ensemble with a given effective temperature β−1eff (B),
as described in Sec. 4.2 [see, in particular, Eqs. (4.29) and (4.26), respec-
tively]. As clearly emerges from both Panels of Fig. 4.8, this approach is
not able to capture the behavior of Mss,(i)B after a sudden quench. In par-
ticular, in the continuum model of Panel (b) the disagreement between the
curves is dramatic: the effective temperature picture gives a magnetization
which saturates to a non-zero value, similarly to the equilibrium case dis-
cussed above although with a smaller saturation value. The failure of the
effective temperature approach suggests that the mechanism responsible for
the non-monotonic behavior of Mss,(i)B is not due to effective heating induced
by the quench but must be sought in a pure non-equilibrium effect.
4.3.1 Light cone dynamics
To get a deeper understanding of the non-monotonic behavior of the mag-
netization, we now focus on the continuum SOC model and introduce the
one-body correlation function
G(2)(x, t) = 〈Φ(2)0 |Ψˆ(2)†(x, t)σˆxΨˆ(2)(0, t)|Φ(2)0 〉 . (4.48)
Here, Ψˆ(2)†(x, t) is the space-resolved Fermi spinor introduced in Eq. (4.33)
in the Heisenberg picture, while the average is evaluated on the pre-quench
equilibrium ground state |Φ(2)0 〉. Clearly, limx→0 G(2)(x, t) = M(2)(t), i.e. it
coincides with the time-dependent magnetization of the system.
In order to obtain the time evolution of G(2)(x, t), we start by deriving the
equation of motion of the Fermi field operator Ψˆ(2)(x, t). By using the real-
space Hamiltonian of Eq. (4.33) one gets the following Heisenberg equation
of motion for the two components of the Fermi spinor,
∂tψˆ
(2)
σ (x, t) =
(
i∂2x − σα∂x
)
ψˆ
(2)
σ (x, t)− iBψˆ(2)−σ(x, t), (4.49)
with σ = {↑, ↓}. From the above equation, we can derive the equation of
motion for the spin resolved Green’s functions,
G(2)σσ′(x, t) = 〈ψˆ(2)†σ (x, t)ψˆ(2)σ′ (0, t)〉0. (4.50)
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As a result, we obtain the following closed set of differential equations
∂tG
(2)
↑↑ (x, t) = −iB
[
G(2)↑↓ (x, t)− G(2)↓↑ (x, t)
]
, (4.51a)
∂tG
(2)
↑↓ (x, t) = −iB
[
G(2)↑↑ (x, t)− G(2)↓↓ (x, t)
]
+ 2α∂xG
(2)
↑↓ (x, t), (4.51b)
∂tG
(2)
↓↑ (x, t) = +iB
[
G(2)↑↑ (x, t)− G(2)↓↓ (x, t)
]
− 2α∂xG(2)↓↑ (x, t), (4.51c)
∂tG
(2)
↓↓ (x, t) = +iB
[
G(2)↑↓ (x, t)− G(2)↓↑ (x, t)
]
. (4.51d)
Note that the correlation function of Eq. (4.48) can be written as G(2)(x, t) =
G(2)↑↓ (x, t) + G
(2)
↓↑ (x, t). From Eq. (4.51), we thus get
∂2tG(2)(x, t) = 2α∂x∂t
[
G(2)+−(x, t)− G(2)−+(x, t)
]
= 4α2∂2xG
(2)(x, t)− 4iαB∂x
[
G(2)++(x, t)− G(2)−−(x, t)
]
. (4.52)
It is now convenient to introduce the function S(x, t) = G(2)↑↑ (x, t)−G(2)↓↓ (x, t),
whose time derivative satisfies the identity
∂tS(x, t) = −2iB
[
G(2)↑↓ (x, t)− G(2)↓↑ (x, t)
]
. (4.53)
By formally integrating the above equation, one obtains
S(x, t) = S(x, 0)− 2iB
∫ t
0
[
G(2)↑↓ (x, t
′)− G(2)↓↑ (x, t′)
]
dt′. (4.54)
Then, by taking the space derivative of S(x, t) and noting that [see Eqs. (4.51b)
and (4.51c)]
∂x
[
G(2)↑↓ (x, t
′)− G(2)↓↑ (x, t′)
]
= (2α)−1∂tG(2)(x, t), (4.55)
we get
∂xS(x, t) = ∂xS(x, 0)− i B
α
G(2)(x, t). (4.56)
Finally, turning back to Eq. (4.52), we obtain that in the case of a sudden
quench G(2)(x, t) satisfies, for t > 0, an inhomogeneous KG equation(
∂2x −
1
4u22
∂2t
)
G(2)(x, t) = λ22G(2)(x, t) + λ2φ2(x) , (4.57)
where λ2 = B/u2, u2 = α and
φ2(x) = i∂x〈Ψˆ(2)†(x, 0)σˆzΨˆ(2)(0, 0)〉0 (4.58)
= 2
[
1− cos(αx)
x2
− α sin(αx)
x
]
. (4.59)
is a source term. Equation (4.57) is the main result of this Section and can be
solved by imposing the pre-quench boundary-value condition G(2)(x, 0) = 0.
One obtains
G(2)(x, t) = 1
pi
(∫ 0
k(2)1
−
∫ k(2)2
0
)
dk a(2)1,k b
(2)
1,k
[(
a(2)1,k
)2 − (b(2)1,k )2]
× cos(kx)
[
1− cos
(
2D(2)k t
)]
. (4.60)
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Figure 4.9: Panel (a): Density plot of −G(2)(x, t) as a function of x and t for B = 0.3
and α = 1; Panel (b): same as in Panel (a) but for B = 2 and α = 1.
The analysis of the time evolution of G(2)(x, t) can shed light on the
dynamics leading to the non-monotonous magnetization. Its dynamics is
shown in Fig. 4.9, in the case of (a) a small quench with B = 0.3 and (b) a
large quench with B = 2. In the former, the propagation of a LC perturbation
arising from the origin can be clearly seen: G(2)(x, t) exhibits a typical LC be-
havior [15, 32, 33, 102] (see Chapters 1 and 3) and information of the quench
is therefore able to propagate throughout the system. This leaves a finite
trail in x = 0, which eventually results in a finite value of M(2)(t) at large
times. On the other hand, the response of G(2)(x, t) to the shock induced by
a large quench is dramatically different. Indeed, in this regime, G(2)(x, t) is
characterized by weakly damped and almost stationary oscillations both in
space and in time, which strongly hinder the propagation of the information
through the system and results in both a slowdown and in an overall sup-
pression of the LC. Therefore, the correlation function G(2)(x, t) oscillates
around its pre-quench initial value and, in the long-time limit, remains very
close to the latter. This phenomenon can thus be interpreted as an effec-
tive freezing of the LC. We attribute the emergence of the non-monotonous
behavior of Mss,(2)B as a function of B to the competition between propaga-
tion and freezing regimes. The identification of a freezing regime for large
quenches constitutes a crucial result and – as we shall show in the last part of
the Chapter – is a quite universal and robust feature of gap-opening sudden
quenches. It represents an important new concept in the physics of quan-
tum quenches: Even though the gap is not able to dynamically introduce
a length scale in the correlation functions, it dramatically influences the LC
propagation.
The above behavior can be explained more formally by inspecting the KG
equation of Eq. (4.57), which suggests an interpretation of the propagation
and freezing regimes in terms of a simple mechanical model. Indeed, its
solutions are driven by a competition between the source term ∝ λi and
the mass term ∝ λ2i . The former, which in our case contains the informa-
tion about the quench, induces a finite perturbation in G(2)(x, t), with an
amplitude linearly proportional to B. The mass term, on the other hand,
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counter-acts the magnetization and tends to restore the initial configura-
tion of the system in a damped oscillatory way. In a simple mechanical
interpretation [260], the KG equation describes the transverse vibrations of
a string embedded into an elastic medium with elastic constant ∝ λ22. When
the medium is slack, vibrations can propagate almost without disturbance,
while in a stiff medium the wave propagation is strongly hindered. The turn-
ing point turns out to be for λ2 ∼ 1, which corresponds to the location of
the maximum of Mss,(2)B shown in Fig. 4.8. Therefore, when the gap becomes
comparable to the average kinetic energy scale, the freezing of the LC begins
to occur. Thanks to Wick’s theorem [19], a similar behavior characterizes all
higher order correlators. This issue is relevant since some of those correla-
tors are either easier to numerically evaluate in interacting systems, such as
the one we will analyze later in this Chapter, or are experimentally more
accessible.
4.3.2 Finite duration quench of the magnetic field
We now investigate if the non-monotonic behavior of the steady state mag-
netization discussed above survives also in the presence of a quench of the
magnetic field with finite duration. In particular, we consider a quench pro-
tocol in which the magnetic field is switched on with a linear ramp of dura-
tion τ, analogous to the one studied for the interaction quench in Chap. 3.
The Hamiltonian of the system is
Hˆ(2) =∑
k
Ψˆ(2)†k
[
Hˆ(2)k + Q(t)Bσˆx
]
Ψˆ(2)k , (4.61)
with
Q(t) =

0
t/τ
1
for t < 0
for 0 ≤ t ≤ τ
for t > τ
. (4.62)
During and after the quench, the Heisenberg equation of motion for the
components of the Fermi spinor are
∂tdˆ
(2)
σ,k(t) = −i
[
(k2 + σαk)dˆ(2)σ,k(t) + Q(t)Bdˆ
(2)
−σ,k(t)
]
, (4.63)
where σ = {↑, ↓}. To solve this coupled system of differential equations, we
take the following ansatz [169][
dˆ(2)↑,k (t)
dˆ(2)↓,k (t)
]
=
[
f↑,k(t) g↑,k(t)
f↓,k(t) g↓,k(t)
] [
dˆ(2)↑,k (0)
dˆ(2)↓,k (0)
]
≡ Vˆk(t)
[
dˆ(2)↑,k (0)
dˆ(2)↓,k (0)
]
, (4.64)
where dˆ(2)σ,k(0) is the Fermi operator in the Schrödinger picture at t = 0. All
the time dependence is encoded in the functions fσ,k(t) and gσ,k(t), which
satisfy the initial conditions f↑,k(0) = g↓,k(0) = 1 and f↓,k(0) = g↑,k(0) = 0.
Since anti-commutation relations between the operators dˆ(2)σ,k(t) must hold
during the whole time evolution, we have that | fσ,k(t)|2 + |gσ,k(t)|2 = 1, ∀t.
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By substituting the ansatz of Eq. (4.64) in Eq. (4.63), we obtain two decoupled
systems for fσ,k(t) and gσ,k(t), respectively,
i∂t
[
f↑,k(t)
f↓,k(t)
]
=
[
k2 + αk Q(t)B
Q(t)B k2 − αk
] [
f↑,k(t)
f↓,k(t)
]
, (4.65a)
i∂t
[
g↑,k(t)
g↓,k(t)
]
=
[
k2 + αk Q(t)B
Q(t)B k2 − αk
] [
g↑,k(t)
g↓,k(t)
]
. (4.65b)
These systems can be solved in the same way, given that the appropriate
initial conditions are used. In particular, introducing the notation ν = { f , g},
we define the functions [189] (see also Chap. 3)
Sν,k(t) = ν↑,k(t) + ν↓,k(t), Dν,k(t) = ν↑,k(t)− ν↓,k(t). (4.66)
Using Eq. (4.65), it is possible to show that they satisfy the following differ-
ential equations{
i∂tSν,k(t) =
[
k2 + Q(t)B
]
Sν,k(t) + αkDν,k(t)
i∂tDν,k(t) =
[
k2 −Q(t)B]Dν,k(t) + αkSν,k(t) . (4.67)
Finally, from the above system we derive the following second-order differ-
ential equation for Dν,k(t)
∂2t Dν,k(t) + 2ik
2∂tDν,k(t) +
[
B2Q2(t)− k4 + α2k2 − iB∂tQ(t)
]
Dν,k(t) = 0,
(4.68)
which can be analytically solved in every region defined by the quench pro-
tocol in Eq. (4.62) using the appropriate matching conditions on the bound-
aries of each them. Moreover, once we get Dν,k(t), the function Sν,k(t) is
automatically determined by the second equation in Eq. (4.67).
The magnetization along the applied magnetic field can be evaluated
within the GGE with a straightforward generalization of procedure described
for the sudden quench case. In particular, the quantities conserved after the
quench (i.e. for t > τ) are 〈nˆ(2)k,j (τ)〉0 = 〈nˆ(2)k,j (τ)〉GGE, with
nˆ(2)k,j (τ) =
(
Φˆ(2)†0,k Uˆ
(2)
0,k Vˆ
†
k (τ)Uˆ
(2)†
1,k
)
j
(
Uˆ(2)1,k Vˆk(τ)Uˆ
(2)†
0,k Φˆ
(2)
0,k
)
j
(4.69)
the occupation numbers of the post-quench energy levels and the unitary
matrix Vˆk(t) introduced in Eq. (4.64). From the knowledge of 〈nˆ(2)k,j (τ)〉GGE
and thanks to the fact that
〈dˆ(i)†c,1,k(τ)dˆ(i)v,1,k(τ)〉GGE = 〈dˆ(i)†v,1,k(τ)dˆ(i)c,1,k(τ)〉GGE = 0, (4.70)
one can straightforwardly evaluate the steady state magnetization
Mss,(2)B;τ =
1
N(2) ∑k
〈Ψˆ(2)†k σˆxΨˆ(2)k 〉GGE
=
1
N(2) ∑k
〈Φˆ(2)†1,k (τ)Uˆ(2)1,k Vˆk(τ)σˆxVˆ†k (τ)Uˆ(2)†1,k Φˆ(2)(τ)〉GGE. (4.71)
The behavior of Mss,(2)B;τ for quench protocols with different time duration τ
is shown in Fig. 4.10. As one can clearly see, the non-monotonic behavior
persists for any finite duration τ. It disappears only in the limit τ → ∞, in
which Mss,(2)B;τ tends to the (post-quench) equilibrium magnetization.
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Figure 4.10: Plot of the steady state magnetization Mss,(2)B,τ for the continuum SOC
model as a function of B and α = 1 for different quench protocols
with increasingly long switch-on times τ (units 1/α2): τ = 0, sudden
quench (blue, solid), τ = 1 (purple, dotted), τ = 10 (green, dash-dot-
dotted), τ = 100 (yellow, dash-dotted), τ = ∞ – corresponding to
the equilibrium magnetization of the post-quench Hamiltonian – (red,
dashed).
4.3.3 Robustness against dimensionality
To further support the idea that the emergence of KG physics is robust
and represents a generic feature of gap-opening quenches, we checked if it
also occurs in higher dimensions. To do so, in this Section we consider the
quench of the magnetic field in a 2D Rashba-coupled Fermi gas [261, 262].
The real-space Hamiltonian of the system is
Hˆ(2D)(t) =
∫ L
0
∫ L
0
Ψˆ†(r)
[−∇2r − iα(σˆx∂y − σˆy∂x)] Ψˆ(r) dr, (4.72)
where r = (x, y) and ∇r = (∂x, ∂y). By introducing the Fourier transform of
the Fermi field Ψˆ(r),
Ψˆ(r) =
1
L∑k
eik·r Ψˆk, (4.73)
with discretized (quasi-)momentum k = (kx, ky) = 2piL−1(nx, ny) (nx and ny
being integer numbers) and L the linear dimension of the system, we can
write Eq. (4.72) in Fourier space as
Hˆ(2D)(t) =∑
k
Ψˆ†k[Hˆ(2D)k + θ(t)Bσˆz]Ψˆk. (4.74)
Here, Ψˆ†k =
(
dˆ†↑,k, dˆ
†
↓,k
)
, with dˆ↑,k (dˆ↓,k) fermionic annihilation operators for
spin up (down) fermions with momentum k and
Hˆ(2D)k = kˆ Iˆ2×2 + α(σˆx kˆy − σˆy kˆx), (4.75)
with k = |k| =
√
k2x + k2y, is the pre-quench Hamiltonian density.
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Following the same steps outlined in previous Sections, we begin with the
pre-quench case. For t < 0 the single-mode Hamiltonian is diagonalized by
the unitary matrix
Uˆ0,k =
[
a0,k b0,k
−b∗0,k a0,k
]
, (4.76)
with
a0,k =
1√
2
and b0,k =
1√
2
kx + iky
k
. (4.77)
The pre-quench conduction and valence fermionic operators are thus given
by
Φˆ0,k = Uˆ0,kΨˆk =
[
dˆc,0,k
dˆv,0,k
]
, (4.78)
with associated energy levels
e±,0,k = k2 ± αk. (4.79)
When the energy bands are filled up to the linear crossing at k = 0 (i.e. the
chemical potential is set to zero) the pre-quench equilibrium ground state
|Φ(2D)0 〉 is
|Φ(2D)0 〉 =∏
k≤α
(
Φˆ†0,k
)
2
|02D〉 =∏
k≤α
(
Uˆ†0,kΨˆ
†
k
)
2
|02D〉, (4.80)
with |02D〉 the vacuum of the system. As usual, the subscript 2 means that
the second component of the spinor has to be considered.
We now turn to the post-quench regime. For t > 0 the unitary matrix
diagonalizing the single-mode Hamiltonian Hˆk + Bσˆz is
Uˆ1,k =
[
a1,k b1,k
−b∗1,k a1,k
]
, (4.81)
with
a1,k =
αk√
(Dk − B)2 + α2k2
, b1,k =
Dk − B√
(Dk − B)2 + α2k2
kx + iky
k
. (4.82)
Here, we have introduced the coefficient Dk =
√
B2 + α2k2. The post-quench
conductance and valence band Fermi operators are
Φˆ1,k = Uˆ1,kΨˆk =
[
dˆc,1,k
dˆv,1,k
]
, (4.83)
with associated energy levels
ε±,1,k = (k2x + k2y)± Dk. (4.84)
In order to get the steady state magnetization along the applied magnetic
field within the GGE picture, we evaluate the averages of the conserved
occupation numbers of the post-quench energy levels,
nˆk,j=1,2 =
(
Ψˆ†kUˆ
†
1,k
)
j
(
Uˆ1,kΨˆk
)
j , (4.85)
4.4 quench in a spinless 1d fermionic chain 109
Figure 4.11: Plot of M(2D) for the 2D Rashba-coupled Fermi gas as a function of B
for α = 1.
over the pre-quench ground state |Φ(2D)0 〉. We obtain
〈nˆk,1〉0 = 〈nˆk,1〉GGE = |−a1,kb0,k + a0,kb1,k|2 〈dˆ†v,0,kdˆv,0,k〉0, (4.86a)
〈nˆk,2〉0 = 〈nˆk,2〉GGE =
∣∣a1,ka0,k + b0,kb∗1,k∣∣2 〈dˆ†v,0,kdˆv,0,k〉0. (4.86b)
Since 〈dˆ†c,1,kdˆv,1,k〉GGE = 〈dˆ†v,1,kdˆc,1,k〉GGE = 0, the steady state magnetization
after the quench evaluates to
M(2D)B =
1
N(2D) ∑k
〈Ψˆ†kσˆzΨˆk〉GGE
=
1
N(2D) ∑k
(
a21,k − |b1,k|2
)
(〈nˆk,1〉GGE − 〈nˆk〉GGE)
= − B
α2
[
1− B
α2
arccot
(
B
α2
)]
, (4.87)
where in the last step the thermodynamic limit has been performed and we
used that N(2D) = (Lα)2(4pi)−1. As clearly emerges from Fig. 4.11, M(2D)B
exhibits a non-monotonic behavior very similar to the one found in the 1D
case.
4.4 quench in a spinless 1d fermionic chain
At this point one could wonder if the results obtained so far are peculiar
to SOC models or if they are present in more general quenches of a gap-
opening mechanisms. In order to investigate this issue, in this Section we
study two very different quenches in a 1D chain of spinless fermions, namely
the quench of a staggered potential δ (SP model) and the one of nearest (and
possibly next-to-nearest) neighbor inter-particle interactions. Although these
mechanisms open gaps with a very different origin, we will show that the
response of the system can be explained again in terms of the competition
between a propagation and a freezing regime of the LC effect in suitably
chosen correlation functions.
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We begin with the real-space lattice Hamiltonian of the spinless fermionic
chain,
Hˆ(3)(t) = Hˆ(3)0 + Hˆ
(3)
gap(t), (4.88)
with
Hˆ(3)0 = −J
L
∑
j=1
(
cˆ(3)†j cˆ
(3)
j+1 +H.c.
)
. (4.89)
Here, cˆ(3)j are annihilation operators for spinless fermions on the site j of the
lattice, L is length of the system and we set the lattice spacing to 1. Introduc-
ing the spinor Ψˆ(i)†k =
(
dˆ(i)†a,k , dˆ
(i)†
b,k
)
=
(
cˆ(i)†k , cˆ
(i)†
k−pi
)
, with cˆ(i)j = ∑k e
ikj cˆ(i)k /
√
L
and i = {3, 4}, the pre-quench Hamiltonian can be written in the form of
Eq. (4.11),
Hˆ(i)0 = ∑
k>0
Ψˆ(i)†k Hˆ(i)k Ψˆ(i)k , (4.90)
where the pre-quench single mode Hamiltonians Hˆ(i)k are
Hˆ(3)k = −2J cos(k)σˆz, (4.91a)
Hˆ(4)k = −2J(k− pi/2)σˆz, (4.91b)
with k ∈ [0,pi), for the lattice and the low-energy continuous models, respec-
tively. Note that, to obtain the low-energy theory for the SP model, i = 4,
we expanded around k = pi/2. In these models fermionic operators dˆ(i)a,k and
dˆ(i)b,k are associated with right and left moving fermions, respectively.
Also in this case the pre-quench single-mode Hamiltonians are diagonal
and, again, we can conveniently introduce conduction and valence band
Fermi operators using Eq. (4.13). The coefficients of the unitary matrix Uˆ(i)0,k
are
a(i)0,k = [1− δk,pi/2]θ
(pi
2
− k
)
+
δk,pi/2√
2
(4.92a)
b(i)0,k = [1− δk,pi/2]θ
(
k− pi
2
)
+
δk,pi/2√
2
, (4.92b)
while the pre-quench conductance and valence bands are
e
(3)
±,0,k = ±2J| cos(k)|, (4.93a)
e
(4)
±,0,k = ±2J|k− pi/2|. (4.93b)
In this model the linear crossing between the energy bands occurs at k =
pi/2. Imposing that only states below this point are occupied, one obtains
k(3)1 = k
(4)
1 = 0 and k
(3)
2 = k
(4)
2 = pi . Note that we are considering a contin-
uum model with the same number of particles of its lattice counterpart.
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4.4.1 Quench of a staggered potential
We begin by discussing the SP model, in which a staggered potential is
suddenly turned on at t = 0. In this case, the gap-opening mechanism
Hamiltonian is
Hˆ(i)gap(t) = −Jδθ(t)
L
∑
j=1
(−1)j
(
cˆ(i)†j cˆ
(i)
j +H.c.
)
, (4.94)
where δ = ∆(i) is the strength of the SP. Thus, the time-dependent Hamilto-
nian of the system takes the form of Eq. (4.12),
Hˆ(i)(t) = ∑
k>0
Ψˆ(i)†k
[
Hˆ(i)k + θ(t)δσˆx
]
Ψˆ(i)k . (4.95)
The post-quench single-mode Hamiltonian Hˆ(i)k + δσˆx can be diagonalized
by the unitary matrix Uˆ(i)1,k, whose coefficients are
a(3)1,k =
δ√[
e
(3)
+,1,k + 2J cos(k)
]2
+ δ2
, (4.96a)
b(3)1,k =
e
(3)
+,1,k + 2J cos(k)√[
e
(3)
+,1,k + 2J cos(k)
]2
+ δ2
, (4.96b)
for the lattice model and
a(4)1,k =
δ√[
e
(4)
+,1,k + 2J(k− pi/2)
]2
+ δ2
, (4.97a)
b(4)1,k =
e
(4)
+,1,k + 2J(k− pi/2)√[
e
(4)
+,1,k + 2J(k− pi/2)
]2
+ δ2
, (4.97b)
for the continuous one. Here, the post-quench energy bands are
e
(3)
±,1,k = ±
√
δ2 + 4J2 cos2(k), (4.98a)
e
(4)
±,1,k = ±
√
δ2 + 4J2(k− pi/2)2. (4.98b)
Using Eqs. (4.24), (4.23), and (4.92), one finds that the steady state staggered
magnetization after the quench evaluates to
Mss,(i)δ =
2
pi
(∫ pi
pi/2
−
∫ pi/2
0
)
dk a(i)1,kb
(i)
1,k
[(
a(i)1,k
)2 − (b(i)1,k)2] . (4.99)
For the lattice model, using Eq. (4.96), we obtain
Mss,(3)δ = −
2δ
pi
√
δ2 + 4J2
arctanh
(
2J√
δ2 + 4J2
)
, (4.100)
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Figure 4.12: Panel (a): steady state staggered magnetization Mss,(3)δ (blue, solid),
equilibrium staggered magnetization Meq,(3)δ (orange, dash-dotted)
and effective temperature staggered magnetization Meff,(3)δ (red,
dashed) as a function of δ for the lattice SP system. Panel (b): same as
in Panel (a) but for the continuum SP system. In both Panels we set
J = 1.
which is shown in Fig. 4.12(a). On the other hand, from Eq. (4.97), one gets
for the low-energy continuous model
Mss,(4)δ = −
δ
2pi J
ln
[
1+
(
pi J
δ
)2]
, (4.101)
displayed in Fig. 4.12(b). Similarly to what we have seen in Sec. 4.3 for the
SOC system, also in this model the behavior of the staggered magnetization
after a sudden quench, Mss,(i)δ , strongly differs from the equilibrium one,
shown in Fig. 4.12 by dash-dotted orange lines. Indeed, when the system is
in the ground state of the post-quench Hamiltonian, the staggered magneti-
zation is obtained from Eq. (4.29) and evaluates to
Meq,(i)δ =
2
pi
∫ pi
0
dk a(i)1,kb
(i)
1,k. (4.102)
In particular, for the lattice model we obtain from Eq. (4.96)
Meq,(3)δ = −
4KJ2
pi
[
1
δ2
− δ√
δ2 + 4J2
(
1
4J2 + δ2
)]
, (4.103)
with K(z) the complete elliptic integral of the first kind [142], while for the
continuum one we get
Meq,(4)δ =
δ
pi J
arctanh
(
pi J√
δ2 + pi2 J2
)
. (4.104)
As expected, the staggered magnetization increases monotonically with the
strength of the external field up to the saturation value, limδ→∞ M
eq,(i)
δ = 1.
Finally, in Fig. 4.12, we also compare the GGE staggered magnetization,
Mss,(i)δ , with the one obtained with the effective temperature ensemble ap-
proach described in Sec. 4.2, Meff,(i)δ [see in particular Eq. (4.26)]. In this
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case, since the spectrum of the system becomes fully gapped when the stag-
gered potential is turned on, particle number conservation is automatically
ensured and the chemical potential µ(δ) can be set to zero. In contrast with
the previous Section, where we saw that the effective temperature fails to
reproduce the behavior of Mss,(i)δ , in the SP model the agreement between
the quenched and the effective thermal magnetization is rather good. This is
due to the fact that the fermionic chain of Eq. (4.95) is a very simple model
and the quench of the staggered potential has effects similar to an effective
heating. Nevertheless, as we will see in the following Section, the transient
of the staggered magnetization is again controlled by the very same KG
physics we found for the SOC model. Moreover, when the quench of inter-
particle interactions is considered, the effective temperature picture breaks
down while the competition between propagation and freezing regimes of
the LC still holds (see Sec. 4.5).
4.4.2 Klein-Gordon physics for the staggered potential model
As anticipated above, we now focus on the dynamics of the continuum SP
model towards the GGE state and, in particular, on the time behavior of the
one-body correlation function
G(4)(x, t) = 〈Φ(4)0 |Ψˆ(4)†(x, t)σˆxΨˆ(4)(0, t)|Φ(4)0 〉 , (4.105)
with the average evaluated on the pre-quench equilibrium ground state
|Φ(4)0 〉. Note that limx→0 G(4)(x, t) = M(4)(t), i.e. for x = 0 the correlation
function G(4)(x, t) coincides with the time-dependent staggered magnetiza-
tion of the system. Here, Ψˆ(4)(x, t) = ∑k Ψˆ
(4)
k (t)e
ikx/
√
L is the space-resolved
Fermi spinor, whose time evolution in the Heisenberg picture can be ob-
tained from Eq. (4.20),
Ψˆ(4)k (t) = Uˆ
(4)†
1,k diag{e−ie
(4)
+,1,kt, e−ie
(4)
−,1,kt}Uˆ(4)1,k Uˆ(4)†0,k Φˆ(4)0,k (0), (4.106)
with the coefficients of the matrices Uˆ(4)0,k and Uˆ
(4)
1,k given in Eqs. (4.92) and
(4.97), respectively.
In principle, the KG equation satisfied by the correlation function G(4)(x, t)
can be obtained following the same steps of the SOC model case, i.e. starting
from the equation of motion of the fermionic field Ψˆk(t). However, in order
to show an alternative and quicker method to obtain it, we derive the equa-
tion governing the dynamics of G(4)(x, t) by a direct calculation. We begin
by explicitly evaluating G(4)(x, t) = 〈Ψˆ(4)†(x, t)σˆxΨˆ(4)(0, t)〉, which can be
rewritten as
G(4)(x, t) = 1
L∑k
e−ikx〈dˆ(4)†b,k (t)dˆ(4)a,k (t) +H.c.〉0, (4.107)
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where the average is evaluated on the ground state of the pre-quench Hamil-
tonian Hˆ(4)k , defined in Eq. (4.16). Using Eqs. (4.92), (4.97) and (4.106), we
obtain
〈dˆ(4)†b,k (t)dˆ(4)a,k (t)〉0 =
1
8
〈d(4)†v,1,kd(4)v,1,k〉0
[
− 4βkIm{βk} − ie−2ite
(4)
+,1,k
(
1+ β2k
)
− ie−2ite(4)−,1,kβ2k
(
1+ β∗2k
) ]
, (4.108)
where βk =
√
2b(4)1,k . Substituting in Eq. (4.107) and performing the thermo-
dynamic limit, one has
G(4)(x, t) = − 1
pi
∫ pi
0
e−ikx
Jkδ
J2k2 + δ2
[
1− cos
(
2te(4)+,1,k
)]
dk. (4.109)
Finally, after evaluating the second-order time and space derivatives of G(4)(x, t),
∂2tG(4)(x, t) = −
4
pi
∫ pi
0
e−ikx Jkδ cos
(
2te(4)+,1,k
)
dk, (4.110a)
∂2xG(4)(x, t) =
1
pi
∫ pi
0
e−ikx
Jk3δ
J2k2 + δ2
[
1− cos
(
2te(4)+,1,k
)]
dk, (4.110b)
and performing some algebraic manipulations, one can directly verify that
the following KG equation is satisfied(
∂2x −
1
4u24
∂2t
)
G(4)(x, t) = λ24G(4)(x, t) + λ4φ4(x) , (4.111)
where u4 = 2J, λ4 = δ/J, and the source term φ4(x) is
φ4(x) = 2
cos(pix) + pix sin(pix)− 1
pix2
= i∂x〈Ψˆ(4)†(x, 0)σˆyΨˆ(4)(0, 0)〉0. (4.112)
Equation (4.111) is formally identical to Eq. (4.57) and, therefore, the same
KG physics discussed in Sec. (4.3.1) also occurs after a quench of the SP in a
fermionic chain. Thus, the non-monotonic behavior of the staggered magne-
tization shown in Fig. (4.12) is due to the competition between two different
regimes of the LC generated in G(4)(x, t) at the instant of the quench, as
clearly emerges in Fig. 4.13. For small quenches it freely propagates through
the system, carrying the information of the quench and resulting in a finite
value of the staggered magnetization Mss,(4)δ in the long-time limit. On the
other hand, for large quenches the response dynamics of G(4)(x, t) is gov-
erned by damped oscillations, leading to a (partial) restoration of the initial
value of staggered magnetization.
4.5 interaction quench in the fermionic chain
So far we have only considered non-interacting systems. In this Section we
will show that the competition between propagation and freezing regimes
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Figure 4.13: Panel (a): Density plot of −G(4)(x, t) as a function of x and t for δ = 0.5
and J = 1; Panel (b): same as in Panel (a) but for δ = 5 and J = 1.
of the LC is more generic and applies also to interacting models, even in the
absence of integrability2. In particular, we turn our attention to the fermionic
chain described by the real-space Hamiltonian of Eq. (4.88) where, instead of
the SP of the previous Section, the gap-opening mechanism is represented
by the turning on at t = 0 of nearest-neighbor interactions, with strength
U (t) = Uθ(t), and/or of next-to-nearest neighbor interactions, with strength
V(t) = Vθ(t). The real-space time-dependent Hamiltonian is thus
Hˆ(i)(t) = −J∑
k
[(
cˆ(i)†j cˆ
(i)
j+1 +H.c.
)
+ U (t)nˆ(i)j nˆ(i)j+1 + V(t)nˆ(i)j nˆ(i)j+2
]
, (4.113)
with nˆ(i)j = cˆ
(i)†
j cˆ
(i)
j the occupation number operator of the j−th site. For
V = 0 the post-quench system can be mapped onto the XXZ Heisenberg
spin chain which is Bethe-Ansatz solvable (i.e. it is integrable) [61, 263] while
for V 6= 0 no solution via the Bethe-Ansatz is known (and is believed to be
nonexistent, i.e. the model is non-integrable). Moreover, in the equilibrium
regime at V = 0, it is known that for U/J < 2 the system is gapless while for
U/J > 2 a gap opens [61]. Note that the gap-opening mechanism considered
here is profoundly different from the ones discussed in previous Sections. In-
deed, the gap has now a many-body origin and the interacting Hamiltonian
cannot be diagonalized analytically. To study the response of the system
to the quench of the inter-particle interaction we thus resort to numerical
means, employing the density matrix renormalization group (DMRG) tech-
nique which, in the limit of an infinite lattice N → ∞ can be conveniently
formulated using the language of matrix product states [264–267]. Note that,
within the latter method, we have access to finite times only (as the results
are obtained by explicit forward time evolution). To push the simulations to
larger time scales we employ the ideas developed in Ref. [264]. Of course
(like in any finite time simulation) we cannot exclude that the results ob-
tained are not truly steady and that, on some very large time-scale, another
2 The results reported in this Section are the outcome of a collaboration with D. M. Kennes
(Columbia University, New York, USA). They have been obtained by means of numerical
simulations performed with computing resources granted by RWTH Aachen University, Ger-
many.
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Figure 4.14: Panel (a): steady state magnetization CssU (blue, solid) and effective tem-
perature magnetization CeffU (orange, dash-dotted) as a function of U
for the interaction-quenched fermionic chain in the presence of nearest-
neighbor interaction only. Panel (b): same as in Panel (a) but also in the
presence of the quench of next-to-nearest neighbor interactions V = U .
In both Panels we set J = 1.
relaxation mechanism sets in. However, we can access time scales on which
typical observables appear approximately relaxed on the scale of their re-
spective plots. We might thus only have access to the prethermal state of the
system, stipulating that on inaccessible time scales a second regime shows
up, which changes the steady state value. Either way the results reported
here are then (at least) valid on an extensively long time scale, which would
be relevant to experiments.
Since the model is invariant under rotations in the spinor space, the “mag-
netization” we investigated in previous Sections is no more a good quantity
for characterizing the behavior of the system after the quench. We thus an-
alyze the long-time (stationary) limit, CssU = limt→∞ C(t), of the following
observable
C(t) = 〈(nˆ(3)0 (t)− 1/2)(nˆ(3)1 (t)− 1/2)〉0 − 〈(nˆ(3)0 (0)− 1/2)(nˆ(3)1 (0)− 1/2)〉0,
(4.114)
where nˆ(3)i (t) is the time-resolved occupation number of the i−th site and
encodes the information about correlations between nearest-neighbor sites.
Thus, it well characterizes the response of the system to the interaction
quench. Here, 〈·〉0 represents the average with respect to the pre-quench
ground state, |Φ(3)0 〉. Results are shown in Fig. 4.14(a) for the integrable
case V = 0. As can be seen (solid line), CssU follows the same qualitative
behavior of the magnetization in the reported non-interacting models (see
Figs. 4.8 and 4.12), rising for small quenches up to a maximum value. As
the gap size increases over the crossover point, CssU begins to decrease and
tends (not shown) to the pre-quench value for very large U . As we did in
previous Sections, we compare our results to the ones obtained within an
effective temperature picture (orange, dash-dotted lines in Fig. 4.14), CeffU .
Although in the integrable case shown in Panel (a) the latter still exhibits a
non-monotonic behavior, it fails quite badly to reproduce the actual values
of CssU .
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Figure 4.15: Panel (a): Density plot of −C(i, t) as a function of i and t for U =
2, V = 0 and J = 1; Panel (b) same as in Panel (a) but for U = 16, V = 0
and J = 1.
The quench of interactions, mixing states in k space, allows to rule out
alternative explanations of the non-monotonous behavior of the analyzed
quantities, such as a simple dephasing of collections of two-level systems.
Even when integrability is lost, as is the case of Fig. 4.14(b) where a quench
with V = U is shown with a solid line, the qualitative picture remains the
same, at least on the accessible time scales. Here, the failure of the de-
scription in terms of an effective temperature is particularly evident (see the
orange, dash-dotted line), since the latter does not even capture the non-
monotonous character of CssU .
Again, the explanation of the peculiar non-monotonic behavior of CssU ,
which characterizes the response of the system to a quench of the inter-
particle interaction, can be found by inspecting the transient dynamics of its
associated correlation function,
C(i, t) = 〈(nˆ(3)0 (t)− 1/2)(nˆ(3)i (t)− 1/2)〉0−〈(nˆ(3)0 (0)− 1/2)(nˆ(3)i (0)− 1/2)〉0.
(4.115)
Indeed, also in this case a competition between a propagation and a freez-
ing regime for the LC occurs, as clearly emerges from Fig. 4.15. For small
quenches with U/J ≤ 2 one can observe the propagation of a wavefront car-
rying the information of the quench throughout the system [Panel (a)]. On
the other hand, large quenches with U/J > 2 display a sharp freezing of the
LC together with a damped oscillatory behavior due the opening of the gap
[Panel (b)]. Thus, the freezing of the LC – and the associated non-monotonic
behavior in observables charactering the response of the system to the an
external perturbation – is a generic feature of systems subject to quenches
opening large gaps in the spectrum, whose appearance seems not essentially
related to the particular quench mechanism considered.
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4.6 conclusions
In conclusion, in this Chapter we have studied the response of two paradig-
matic 1D non-interacting models, namely a SOC system and a chain of spin-
less fermions, to the quench of an external gap-opening mechanism. We
inspected observables, that we called magnetizations, which directly charac-
terize the reaction of the system to the latter. In the asymptotic steady state,
they show a peculiar non-monotonic behavior as a function of the strength
of external field which is a direct consequence of the dynamics of the sys-
tems during the transient regime. Indeed, the time evolution of the correla-
tion functions associated with the observables we considered is governed by
an inhomogeneous Klein-Gordon equation. Here,a competition between a
mass and a source terms occurs and results in two very different dynamical
regimes. For small quenches, the information of the quench can freely prop-
agate through the system with a typical LC behavior and leads to a finite
magnetization. On the contrary, for large quenches the dynamics of correla-
tion functions features weakly damped oscillations, the LC freezes and the
magnetization remains close to its initial pre-quench value. Furthermore,
we showed that the very same behavior occurs also when more complicated
gap-opening quenches are considered, such as non-sudden protocols in the
SOC model or inter-particle interaction quenches in the fermionic chain. The
non-monotonic response also persists even when integrability is broken or
systems with higher dimensionality are considered.
In all these cases, the non-monotonic behavior of magnetization is the hall-
mark of the freezing of the LC conveying the information of the quench
through the system. This freezing results in a state described by a GGE
which differs from effective thermal states, in some cases even dramatically,
thus providing an experimentally accessible way to test the GGE physics.
As a limit for the universality of the physics described in this Chapter, it
is worth to point out that we do not expect to observe these effects when
the gap is opened by merging of crossings, as relevant, for example, for
Weyl semimetals [268], or for the models discussed in Refs. [269, 270]. On
the other hand, a static fermion-fermion interaction, which could be taken
into account, for instance, by means of bosonization [61–63] or DMRG [265,
267], is expected to renormalize the gap opened by the quench to larger
values [225, 226]. So, in this case, we argue the described phenomenon to
persist with a shifted and renormalized maximum [61].
CONCLUS IONS
The main focus of this Thesis has been the study of one-dimensional (1D)
integrable quantum systems out-of-equilibrium. In particular, we investi-
gated the dynamics following a so called quantum quench, consisting in a
change in time of one of the system parameters [32, 33]. The general frame-
work of this protocol, which represents a quite natural way to drive a sys-
tem far from equilibrium and can also be easily implemented in cold atomic
gases [34–36, 39, 40, 44, 46], has been described in details in Chap. 1. Here,
we briefly summarized the main issues about the equilibration problem in
closed quantum systems [16, 18, 45]. We then concentrated on integrable
ones which, as their classical counterparts, exhibit peculiar properties due
the presence of an extensive set of conserved quantities constraining their dy-
namics. To take into account this fact, we introduced the Generalized Gibbs
Ensemble (GGE), which locally describes the steady state approached by an
integrable model after being pushed away from equilibrium [47, 53, 54]. Fi-
nally, we have shown that the post-quench relaxation process is conveyed by
a typical light cone (LC) spreading of correlation.
In Chap. 2 we investigated how the peculiar properties of the post-quench
dynamics of integrable quantum systems, described in Chap. 1, affect spec-
tral and transport properties of Luttinger liquids (LLs), which are briefly
introduced at the beginning of the Chapter. Here, we showed that, thanks
to the bosonization technique, the low-energy physics of a 1D interacting
quantum system can be described in terms of bosonic excitation [61–63]. Af-
ter a quench of the inter-particle interaction, finite cross-correlations among
these bosonic degrees of freedom arise and decay in time with a power
law ∝ t−2. This universal behavior is directly transferred both to spectral
properties, where it competes with other typical LL-like power laws, and to
transport ones, where it emerges as the dominant contribution to the long-
time dynamics. To investigate the latter quantities, we considered a setup
in which the system, immediately after the quench, is tunnel-coupled to an
external minimally-invasive probe and we focused on charge and energy
current. Both these quantities share the same universal power law ∝ t−2, sig-
naling that it represents an intrinsic property of the relaxation dynamics of
LLs. Finally, we inspected how the fractionalization phenomena occurring
after the tunneling [123], which is a hallmark of 1D interacting quantum sys-
tems, are modified far from equilibrium. We showed that, while the charge
fractionalization is unaffected by the quench and depends only on the final
Hamiltonian, the behavior of the energy partitioning is a powerful tool to
reveal the universal power-law decay.
In Chap. 3 we investigated out-of-equilibrium effects in a finite system.
In particular, we studied the dynamics of the particle density in a LL with
open boundary conditions (OBC) [187] after an interaction quench with fi-
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nite duration. Here, we demonstrated that both the turning on and the
turning off of the quench protocol results in the emergence of a pair of
counter-propagating LC perturbations in the density, which travel ballisti-
cally through the system with the velocity of bosonic excitations that in-
stantaneously diagonalize the system Hamiltonian. These LC perturbations
interfere destructively and, thus, the post-quench dynamics is thus strongly
affected by their relative position inside the system. In particular, we investi-
gated the deviation of the real-time particle density from the one predicted
be the GGE picture, obtaining that it vanishes as the quench duration is
increased. However, the behavior is non-monotonic: Indeed, for quench
durations such that the two LC perturbations perfectly overlap, a local min-
imum in the distance from the GGE result occurs, while a local maximum
emerges when they are maximally distant from each other.
Finally, in Chap. 4 we studied quench mechanisms which open a gap in
the single-particle spectrum of two paradigmatic free fermionic systems. In
particular, we considered the quench of a magnetic field in a spin-orbit cou-
pled (SOC) model and the quench of a staggered potential in a chain of
spinless fermions. We then characterized the response of both systems by
studying the (staggered) magnetization as a function of the strength of the
quenched parameter. Here, we observed a peculiar non-monotonic behavior:
For small quenches the (staggered) magnetization grows, then it reaches a
maximum, and then it starts to decrease for stronger quenches. This phe-
nomenon can not be explained in terms of an effective heating induced by
the quench but has its roots in the out-of-equilibrium dynamics of the sys-
tem. Indeed, we examined in details the time evolution of the correlation
functions associated with the (staggered) magnetizations. While for small
quenches we found that information spreads through the system with a typ-
ical LC behavior, in the opposite case of strong quenches we observed an
effective freezing of the LC wavefront. As a consequence the magnetization
stays close to its initial value, thus explaining the non-monotonic behavior.
In order to study the generality of the phenomenon, we also investigated
a more complex gap opening mechanism in the spinless fermionic chain,
namely the quench of nearest and, possibly, next-to-nearest neighbor inter-
particle interactions. In this case we found a very similar non-monotonic
behavior in the nearest-neighbor correlation function, which again arises as
a consequence of the freezing of the LC propagation in its generalized corre-
lation function.
A QUANTUM RECURRENCETHEOREM
In this Appendix we discuss the quantum version of the well-know Poincaré
recurrence theorem of Classical Mechanics [79, 271]. The latter can be sum-
marized by saying that
every configuration X of a Hamiltonian system enclosed in a finite volume will be
repeated with an arbitrary high degree of fidelity after a sufficiently long but finite
interval of time.
In 1956 Bocchieri and Loinger demonstrated that a similar theorem holds
also for quantum systems with a discrete energy spectrum [78]. In particular,
if we consider a quantum system with discrete energy eigenvalues En and denote
with |ψ(t0)〉 its state in the Schrödinger picture at time t0, there exists a least one
time t¯ such that
‖|ψ(t¯)〉 − |ψ(t0)〉‖ < ε, (A.1)
with ε > 0 an arbitrarily small number.
In order to prove this theorem, we start from the general solution of the
time-dependent Schrödinger equation, i∂t|ψ(t)〉 = Hˆ|ψ(t)〉, which can be
written as
|ψ(t)〉 =
∞
∑
n=0
rneiφn−iEnT|n〉, (A.2)
with Hˆ|n〉 = En|n〉 and rn positive real numbers such that ∑∞n=0 r2n = 1.
Using the above equation we get
‖|ψ(t)〉 − |ψ(t0)〉‖ = 2
∞
∑
n=0
r2n[1− cos(Enτ)], (A.3)
with τ = t− t0. For a given ε > 0, it is possible to choose a positive integer
N such that
∞
∑
n=N
r2n[1− cos(Enτ)] <
ε
2
. (A.4)
To complete the proof, it thus sufficient to demonstrate that
N−1
∑
n=0
r2n[1− cos(Enτ)] <
ε
2
, (A.5)
which can be done in accordance with the theory of almost-periodic func-
tions [78] or by using the classical Poincaré recurrence theorem [80].
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B INTERACT ION P ICTURE
In this Appendix we briefly review the interaction picture [73, 76]. Let us
consider the Hamiltonian
Hˆ(t) = Hˆ0(t) + Vˆ(t), (B.1)
with t denoting a possible parametric time dependence, and assume we
know all eigenstates and eigenvalues of Hˆ0(t), namely Hˆ0(t)|n(t)〉 = En(t)|n(t)〉.
The time-evolution operator from t0 to t associated with Hˆ0(t), Uˆ0(t, t0), sat-
isfies the following equation
i
d
dt
Uˆ0(t, t0) = Hˆ0(t)Uˆ0(t, t0), (B.2)
with initial condition Uˆ0(t0, t0) = Iˆ and Iˆ the identity operator. We can now
write the time-evolution operator associated with the total Hamiltonian Hˆ(t)
as
Uˆ(t, t0) = Uˆ0(t, t0)UˆI(t, t0). (B.3)
Here, UˆI(t, t0) satisfies the differential equation
i
d
dt
UˆI(t, t0) = VˆI(t)UˆI(t, t0), (B.4)
with initial condition UˆI(t0, t0) = Iˆ and
VˆI(t) = Uˆ†0 (t, t0)Vˆ(t)Uˆ0(t, t0) (B.5)
the interaction picture representation of the operator Vˆ(t). This equation ad-
mits a formal solution of the form
UˆI(t, t0) = Tˆ
[
e−i
∫ t
t0
VˆI(t′) dt′
]
, (B.6)
with Tˆ the time ordering operator. Analogously, we can introduce the inter-
action picture representation of the state |ψ(t)〉, which is defined as
|ψI(t)〉 = Uˆ†0 (t, t0)|ψ(t)〉 (B.7)
and whose time evolution is entirely governed by the operator UˆI(t, t0), i.e.
|ψI(t)〉 = UˆI(t, t0)|ψ(t0)〉. (B.8)
From Eq. (B.8) it follows that, in the interaction picture, the density matrix
of the system, ρˆ(t), evolves as
ρˆI(t) = UˆI(t, t0)ρˆ(t0)Uˆ†I (t, t0), (B.9)
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i.e. it only depends on VˆI(t).
The quantum average over the state described by ρˆ(t) of an generic oper-
ator Oˆ can be evaluated as
〈Oˆ(t)〉 = Tr [ρˆ(t)Oˆ] = Tr [ρˆI(t)OˆI(t)] , (B.10)
with
OˆI(t) = Uˆ†0 (t, t0)OˆUˆ0(t, t0) (B.11)
the interaction picture representation of the operator Oˆ. The usefulness of
the interaction picture lies in the fact that Vˆ(t) only affects the time-evolution
of ρˆI(t), while the dynamics of OˆI(t) is entirely due to Hˆ0(t). Thanks to
this property, if Vˆ(t) represents a small perturbation with respect to Hˆ0(t),
Eq. (B.6) can be expanded as a Dyson series,
UˆI(t, t0) = Iˆ − i
∫ t
t0
VˆI(τ)dτ −
∫ t
t0
dτ
∫ τ
t0
dτ′VˆI(τ)VˆI(τ′)dτ + ... (B.12)
By recalling Eq. (B.9) and plugging the above expansion in Eq. (B.10), one
readily obtains the time-dependent average of Oˆ, for example, to the second-
order in the perturbation strength,
〈Oˆ(t)〉 = Tr [ρˆ(t0)OˆI(t)]+ i ∫ t
t0
dτ Tr
{[
ρˆ(t0), VˆI(τ)
] OˆI(t)}
− 2Re
∫ t
t0
dτ
∫ τ
t0
dτ′ Tr
{
ρˆ(t0)VˆI(τ′)
[
VˆI(τ), Oˆ(t)
]}
. (B.13)
Note that, if Oˆ is an operator which preserves the particle number, the term
linear in VˆI vanishes.
C D IAGONAL I ZAT ION OF A GENER IC
2 × 2 HERMIT I AN MATR IX
In this Appendix we briefly summarize the diagonalization procedure for
a generic 2× 2 Hermitian matrix,
H =
[
h11 h12
h∗12 h22
]
, (C.1)
with h11, h12 ∈ R and h12 ∈ C. We first focus on the case h12 6= 0. Then, the
eigenvalues of H are
e± =
1
2
(h11 + h22)± D, (C.2)
where
D =
√
(h11 − h22)2 + 4|h12|2/2. (C.3)
The Hamiltonian of Eq. (C.1) can be diagonalized by means of the unitary
matrix U,
UHU† =
[
e+ 0
0 e−
]
, (C.4)
with
U =
[
A− −A− e−−h22h∗12
−A+ e+−h11h12 A+
]
(C.5)
and ε+ > ε−. Here, we have introduced the coefficients
A+ =
|h12|√
(e+ − h11)2 + |h12|2
, (C.6a)
A− =
|h12|√
(e− − h22)2 + |h12|2
. (C.6b)
On the other hand, in the case h12 = 0, the unitary matrix U that transforms
H in the diagonal form of Eq. (C.4), i.e. with e+ > e−, is
U =
{
I2×2θ(h11 − h22) + iσyθ(h22 − h11), if h11 6= h22,
1√
2
(I + iσy) , if h11 = h22,
(C.7)
with I2×2 the 2× 2 identity matrix and σy the y Pauli matrix in the usual
representation.
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