Abstract-The theory of compressive sampling (or compressed sensing) is very attractive in that it is possible to reconstruct some signals with a sub-Nyquist sampling rate provided that they are sparse in some basis domain. But if there exists a mismatch between the signal basis and the pre-defined reconstruction basis, the reconstruction performance is significantly degraded even if the signal is sparse enough. In this paper, the degradation due to this basis mismatch is investigated and a way to minimize the effects of basis mismatch in compressive sampling of continuous sinusoidal signals is discussed.
I. INTRODUCTION
Compressive sampling (CS) [1] - [4] is an emerging data acquisition method which may be superior to the NyquistShannon sampling theory in certain situations. It can reconstruct the original signal with a much lower number of samples than that of Nyquist in the case that the signal is sparse enough in some basis domain. The CS theory states that an s-sparse signal x of length N can be reconstructed with an overwhelming probability if measurements are taken in the order of s log 2 N .
In CS, it is assumed that the signal is sparsely represented in a basis domain. To reconstruct the signal, the only task to do is to calculate the weights of basis functions with the reduced number of measurements. Generally, the weights are calculated through 1 -minimization with a pre-defined set of reconstruction basis functions. This pre-defined set is called the CS-dictionary in this paper.
This leads to the question of what happens if the true basis of the signal is not included in the CS-dictionary. This kind of basis mismatch is very common in real physical environments. In wireless communications, for example, Doppler shifts caused by moving objects and frequency offsets between the transmitter and receiver oscillators [5] can become sources of basis mismatch.
In this paper, the effects of basis mismatch on the reconstruction performance of CS will be analyzed. Furthermore, a method to reduce the adverse effects of basis mismatch will be discussed. For this purpose, we will focus on the reconstruction of continuous-time sinusoidal signals.
II. COMPRESSIVE SAMPLING
In this section, we briefly review the rich mathematical theory of CS in the literature [1] , [2] , [4] , [6] - [9] in the context of its application to signal processing.
A. Data Acquisition in CS
Let the signal f (t) be a continuous signal in time domain which can be expanded as follows
where ψ i (t) is the i th orthonormal basis function, and N is the number of basis functions. This can be rewritten in matrix form as
where Ψ(t) is the vector of basis functions
and x is the coefficient vector of size N × 1
The k th sample of measurements of the signal f (t), which is sampled by the delayed Dirac delta function ϕ k (t) = δ(t−t k ), is expressed as
where k = 1, 2, . . . , M and M is the number of measurements. Equation (5) can be rewritten in the following matrix form
where A is the measurement matrix of size M × N whose element in row i and column j is defined as
The coefficient vector x in (6) is therefore acquired through the measurement matrix A with M samples represented in y. Generally, M is much smaller than N in CS. 
B. Signal Reconstruction
The reconstruction problem is ill-posed in general when M < N. There are many candidates of signal vector x for which Ax = y. However, reconstruction with a reduced number of samples is possible with a high probability using 1 -minimization if the signal is sparse enough and the following conditions are met.
• Restricted isometry property (RIP) [2] , [7] : For all ssparse vectors x, the matrix A obeys the RIP of order s if there exists a number δ s not too close to one such that
which means that every s columns taken from A are nearly orthogonal.
• Minimum number of measurements [2] : M is bigger than s log 2 N if Φ(t) and Ψ(t) are incoherent, or
in general, where μ is a measure of coherence between Φ(t) and Ψ(t) and defined as
and C is a constant.
The reconstructed signal f (t) is given by
where x is the solution to the 1 -minimization problem which can be cast to the linear program If there is noise in the measurements, (12) is modified as
where ε is a bound on noise power. The solution x to (13) is known to obey [2] x −x 2 ≤ C 0
where C 0 and C 1 are some constants.
C. An Example of CS Fig. 1 is a simple reconstruction example of a signal which is composed of 4 sinusoidals, or 4-sparse. The frequencies of sinusoidals are 3Hz, 30Hz, 100Hz, and 190Hz and all sinusoidals have the same magnitude. Fig. 1 (a) displays the reconstruction by low-pass filtering the data samples taken at 440Hz, which includes about 15% margin of the Nyquist rate. Fig. 1(b) is the result of CS recovery with only 40 randomly-sensed samples, about 10% of the Nyquist rate. The CS-dictionary is composed of sinusoidals whose frequencies are from 1Hz to 200Hz. Fig. 1 shows that the result of CS recovery is almost the same as that of Nyquist.
The reconstruction performance of an analog signal can be measured with the correlation coefficient ρ between the original signal and the reconstructed signal. The correlation coefficient ρ between signals X and Y is defined as
and SNR can be expressed using the correlation coefficient as 0.5Hz, and 1Hz. From (9) , the number of measurements should be at least about 30 ( 4 log 2 200) to have a stable solution in the case of CS-dictionary of 1Hz resolution. It can be verified from Fig. 2 that an SNR over 30dB is achievable with 30 measurements. However, in this example, the number of measurements is set to 40 to maintain an SNR over 30dB for all 5 CS-dictionaries. This figure demonstrates two facts. One is that we need measurements much more than some threshold number to have a designated quality of the recovered signal. The other one is that the number of required measurements increases logarithmically if the number of CSdictionary elements becomes larger.
III. BASIS MISMATCH IN COMPRESSIVE SAMPLING Mismatch between the signal and reconstruction basis domains is very common, but the effects of such mismatch is not studied well in the literature. This section describes the effects of basis mismatch in CS.
A. Basis Mismatch
Let the signal f (t) to be sampled be sparse in basis
The signal f (t) can be reconstructed by the CS receiver under Ψ 0 domain. But, if the recovery is conducted not under Ψ 0 domain but under
, the quality of the recovered signal may be degraded.
Here, we define
] to be the closest basis vector to Ψ 0 (t) within Ψ 1 , whose m th element is
Basis error, e(t), between Ψ 0 (t) and Ψ c (t) is defined as
Then, if there exists a basis error, the compressively measured samples of (6) are given by
where A c is the measurement matrix corresponding to Ψ c (t), whose elements are defined as and A e is the measurement matrix corresponding to e(t), whose matrix elements are defined as
Signal coefficient vector x can be found in the Ψ 1 domain because Ψ c (t) is a subset of Ψ 1 (t). And the term A e x behaves like noise in Ψ 1 domain. The recovery in the presence of basis mismatch is shown in Fig. 3 and is formulated as
where x is the estimated coefficient vector in Ψ 1 domain, and A 1 is the measurement matrix of Ψ 1 (t), whose matrix elements are defined as
Equation (22) can be written in the form of (13)
where ε is an upper bound on the noise power, A e x 2 . The physical meaning of (24) is that the error of the reconstructed signal is bounded by the rms of the basis mismatch.
B. A Reconstruction Example with Basis Mismatch
In this example, the recovered result is investigated in the presence of basis mismatch. For simplicity, the signal is the same as that used in the example of Fig. 1 . However there are some offsets in frequencies. Due to the frequency offset f , the exact frequencies of the signal are not included in the CS-dictionary or the pre-defined basis functions.
The frequency offset and the CS-dictionary resolution are displayed in Fig. 4 . And the offset-ratio is defined as
The CS-dictionary of this example has frequencies from 1Hz to 200Hz with 1Hz resolution, and all the frequency offsets f k are set to 0.45Hz. The reconstruction is performed with 40 random measurements. These measurements are obtained during 1 second and can be expressed as where m = 1, 2, . . . , 40. Fig. 5 is one snap-shot taken during the recovery of this example. Fig. 5(a) shows the coefficient of each basis as a result of applying (24). The spike noises are almost everywhere including near the correct frequency, and it is difficult to decide even the frequency elements of the signal because of the large magnitude of noise spikes. Fig. 5(b) is the time domain result which is reconstructed from the coefficients of Fig. 5(a) . We can see that the reconstructed signal with the CS-dictionary of 1Hz resolution is quite different from the original signal in the presence of frequency offsets.
It can be inferred from this example that the reconstruction from CS may be impossible if the error from basis mismatch is not controlled.
IV. MINIMIZING BASIS MISMATCH ERRORS
To use CS as a data acquisition tool under basis mismatch, the noise from the basis mismatch should be much lower than the signal. To minimize the noise from the basis mismatch, one option is to build up the elements of CS-dictionary more finely. But the larger the number of CS-dictionary basis, the longer the time of reconstruction. Additionally, more measurements are needed if CS-dictionary becomes massive.
So the CS-dictionary should be made efficiently 1) to maintain a low noise level due to basis mismatch, 2) to be sized not to impose too much processing time during recovery, and 3) to be sized not to need much more measurements for reconstruction.
As already shown in Fig. 2 , if there is no basis mismatch, an SNR above 30dB is achievable with 40 measurements by applying 5 given CS-dictionaries. So the approximation error from not having enough number of measurements can be ignored in this example. A. An Enhanced Reconstruction Example with Basis Mismatch }, versus the offset-ratio between the true basis of the signal and the basis of CSdictionary. The SNR of the CS reconstructed signal also obeys this result according to (14) if the number of measurements is large enough for recovering the signal. Fig. 6 shows that SNR is rapidly degraded if the frequency offset Δf increases. In the case of the example of Fig. 5 , where the offset ratio is 45% (0.45Hz/1Hz), the achievable SNR may be about -2dB, at best, with the CS-dictionary of 1Hz resolution in Fig. 6 . But, we can improve the SNR by adding more bases to the CS-dictionary. For example, SNR is improved from -2dB to 15dB if the resolution of CS-dictionary is changed from 1Hz to 0.1Hz even though the offset ratio is getting worse from 45% to 50%.
B. Computation Time
However, the time of reconstruction is also significantly increased if the elements of the CS-dictionary are increased. Fig. 7 shows the time needed for reconstructing the signal by applying various CS-dictionaries. The time of recovering becomes 1,000 times longer if the resolution is changed from 1Hz to 0.05Hz. But this may depend on the actual algorithm of the linear program [10] used for recovery. In this paper, the algorithm of [11] is used in the CS receiver. This time delay in computation is wholly due to the processing of a large measurement matrix.
C. Adjusting the CS-dictionary should be at least 0.1Hz or smaller to meet the required SNR as shown in Fig. 6. Fig. 8 is the reconstruction result when the CS-dictionary with 0.1Hz resolution is applied to the example of Fig. 5 . Even though there are some noise spikes as shown in Fig. 8(a) , the noise level is much more negligible compared with the result of Fig. 5(a) . The recovery of the original signal in time domain is also shown in Fig. 8(b) , which is almost the same as the original signal except that the signal is somewhat noisy.
V. CONCLUSION
In this paper, we showed the effect of the CS basis mismatch in reconstructing continuous-time sinusoidal signals. Our result shows that uncontrolled basis mismatch may cause a severe noise which can make reconstruction of the original signal impossible. To reduce the noise from the basis mismatch, the resolution of CS-dictionary can be adjusted considering the required SNR, computation time, and the required number of measurements.
In our view, an adaptive selection among CS-dictionary candidates according to the required quality of recovered signal can be a good method. Even though we used low-frequency sinusoidal signals for simplicity, this approach can also be used in the signal processing of wireless communication.
