The GRID and MAS (Multi-Agent Systems) communities believe in the potential of GRID and MAS to enhance each other because they have developed significant complementarities. Thus, both communities agree on the "what" to do: promote an integration of GRID and MAS models. However, even if the "why" to do it has been stated and assessed, the "how" to do it is still a research problem. The paper addresses this problem by means of a service oriented approach. We present the concept of service at the intersection of GRID and MAS i.e., how an integration of these domains may enhance the realisation of dynamically generated services based on conversations: Services are exchanged (i.e., provided and used) by agents through GRID mechanisms and infrastructure. We firstly introduce a novel formalisation to describe GRID and MAS key concepts. These concepts are directly influenced by OGSA (Open Grid Service Architecture) and the STROBE agent communication and representation model developed for dynamic service generation. This formalisation intends to represent the respective domain ontologies and the relations between those concepts. Secondly, we use this formalisation as a tool to map GRID and MAS concepts in order to suggest directions for the conception, design and implementation of an integrated model supporting both agents and Grid services.
Introduction
Historical background. GRID and MAS (Multi-Agent System) are two kinds of distributed systems. Yet, the motivations are different. In 2004, [FJK04] summarised these motivations. GRID focuses on a reliable and secure resource sharing infrastructure, whereas MAS focus on flexible and autonomous behaviour in uncertain and dynamic open environments. For the last twenty years, distributed systems were based on system oriented architectures (client-server, peer-to-peer). These kinds of architectures are sufficient to provide remote connections and basic operations like file transfer. However, system oriented architectures are not suitable for a real interoperation and integration of distributed components such as documents, resources, applications, knowledge... and services. Thus, Service Oriented Architectures (SOA) have emerged for which Web services are the main current framework. SOAs define a model for the execution of distributed software applications 1 . The first ideas of the software component based approaches were i) to standardize invocation mechanisms; ii) to make transparent the location of these components on the network. Then, from the success of XML languages, the concept of service detached from a common middleware emerged; a notion based only on standardized and interoperable protocols and technologies over the Internet. More recently, GRID took a major place in SOA by augmenting the basic notion of Web Service with two significant features: service state and service lifetime management. This is the concept of Grid service. MAS have also followed naturally the path towards SOA as the interests turn into dynamic service providing, business process management, semantic services, etc. The Service Oriented Computing
• New needs in service exchange scenarios are clearly highlighted (dynamicity, conversation based, user centred behaviour, business process, semantics etc.) and may be fulfilled by integrating GRID and MAS complementarities.
Therefore, this paper proposes firstly, a novel formalisation to describe GRID and MAS key concepts. The GRID concepts are directly influenced by OGSA (Open Grid Service Architecture) such as for example: resource, host, virtualization unit, service container, Grid service, X509 certificate, virtual organization etc. The MAS concepts are directly influenced by different approaches in MAS, such as the STROBE model, the Agent Group Role (AGR) model, Believe Desire Intention (BDI) architectures, Foundation for Intelligent Physical Agents (FIPA) agents etc. They are for example: agent, group, capability, cognitive environment etc. This formalisation represents the domains concepts as well as their relation, for example: resource virtualization, Grid service instantiation, Grid user memberships, agent interaction, etc. With this formalisation, we aim to identify key opportunities for harmonisation and cross fertilization between GRID and MAS, as they have developed significant complementarities.
Secondly, the paper shows how to use this formalisation to map GRID and MAS concepts in order to propose an integrated model. One of the key ideas of this integration is a representation of agent capabilities as Grid services in a service container. Another one is the assimilation of the service instantiation mechanism -fundamental in GRID as it allows Grid services to be stateful and dynamic -with the dedicated cognitive environment instantiation mechanism -fundamental in STROBE as it allows an agent to dedicate to another one a conversation context. We do not want services to be realised by simple object programs, but by intelligent, autonomous and interactive agents (human or artificial) able to have conversations in order to dynamically generate services.
Paper overview. The rest of the paper is organised as follow: section 2 presents a state of the art concerning GRID and MAS. Through this state of the art, we have identified three GRID-MAS analogies that have strongly influenced our integrated model. Section 3 presents the elements of the formalisation: a service taxonomy, as well as GRID and MAS key concepts. Section 4 reports about related work in GRID-MAS convergence. Then a mapping of key concepts is done in order to integrate them in a common model. Finally, section 5 gives some perspectives and concludes the paper.
State of the art

GRID and MAS need each other: Brain meets brawn
Fortunately, GRID and MAS have several similarities and relate to the same domain: the development and deployment of a distributed SOA. However, GRID and MAS have developed different aspects of SOA. [FJK04] emphasise the overlap in problems that GRID and MAS address without sharing research progress in one or the other area: "An integrated GRID/agent approach will only be achieved via a more fine-grain intertwining of the two technologies": GRID and MAS need each other. The authors describe GRID as the "brawn" i.e., infrastructure, tools, and applications for secure resource sharing within dynamic and geographically distributed virtual organizations. However:
• GRID is rigid, inflexible and interaction poor; GRID provides uniform mechanisms for accessing raw data, but is not able to deal with these data and their semantics to consider them as knowledge; Grid services are able to manage state, but do not have the intelligent ability to decide how and why to change state; Orchestration/choreography to compose Grid services needs a high level communication language GRID does not provide; VO are groups of Grid user entities (human and machine) that form according to common needs, objectives and services shared; but GRID does not provide the adequate mechanisms to create, manage, integrate or leave a VO.
MAS is described as the "brain" i.e., concepts, methodologies and algorithms for autonomous problem solvers that can act flexibly in uncertain and dynamic environments in order to achieve their aims and objectives. However:
• MAS are often not robust, not large scaled, ant not secure; MAS need robustness, interoperation and standardisation; MAS provide sophisticated internal reasoning capabilities, but offer no support for secure interaction or service discovery; MAS cooperation or collaboration algorithms produce socially optimal outcomes, but assume the agents have complete knowledge of all outcomes that any potential grouping can produce; MAS negotiation algorithms achieve optimal outcomes for the participating agents, but assume that all parties in the system are known at the outset of the negotiation and will not change during the system operation.
GRID state of the art
Sharing resources in virtual organization
The essence of the GRID is nicely reflected by its original metaphor: the delegation to the electricity network to offer us the service of providing us enough electric power as we need it when we need it even if we do not know where and how that power is generated. At the end of the month, we pay a bill that corresponds to our consumption. The GRID aims to enable "flexible, secure, coordinated resource sharing and coordinated problem solving in dynamic, multi-institutional virtual organization" [FKT01] . Actually, it was originally designed to be an environment with a large number of networked computer systems where computing (Grid computing) and storage (data Grid) resources could be shared as needed and on demand. GRID provides the protocols, services and software development kits needed to enable flexible, controlled resource sharing on a large scale. This sharing is, necessarily, highly controlled, with resource providers and users defining clearly and carefully just what is shared, who is allowed to share, and the conditions under which sharing occurs. A GRID system is naturally highly dynamic and should be able to adapt at runtime to changes in system state as resource availability may fluctuate. Such fluctuation may result from connection/disconnection of computing resources, human interaction/interruption on the computers, etc. GRID was firstly limited to computing and storage services but after extended to any kind of service insofar this is based on the dynamic allocation of virtualized resources to an instantiated service. Grid users are members of virtual organizations/communities. A virtual organization is a dynamic collection of individuals, institutions and resources bundled together in order to share resources and services as they share common goals.
Heritage of Web services
Nowadays, the main way of implementing a SOA (framework) is by means of Web services (www.w3.org/ 2002/ws ). Web services allow to access distributed functionalities on a network in a standardised way to enable interoperability. They are describable, discoverable and message based software components that perform some function. Many Web service technologies exist but Web services are mainly based on the three XML based standard languages: i) WSDL (Web Services Description Language) to describe software components i.e., functions that may be invoked; ii) SOAP (Simple Object Access Protocol) to describe methods for accessing these components i.e., message exchanges; iii) UDDI (Universal Description, Discovery and Integration) to publish a service and to identify/discover a service provider in a service registry.
The two main objectives of Web services are standardisation and interoperation (intra-enterprise and interenterprise). With Web services, different applications can communicate (with HTTP and through firewalls) with each other without knowing anything special about their implementation (operating system or programming language) but only dealing with a standardised interface where exchanges are expressed by XML documents. Certainly, the main advantage of Web services arises when we can compose them to create new services. Thus, from service invocations, which are single-shot two-party interactions, Web services started to evolve to business processes that are typically long-lived multiparty interactions. This is called Business Process Management (BPM). See for example on the workflow/orchestration side, BPEL4WS (Business Process Execution Language for Web Services) and on the conversation/choreography side, WSCL (Web Services Conversation Language). BPM is also detailed in section 2.4.
The lack of semantics of Web services is at the origin of research on ontologies, Semantic Web and Semantic Web Services i.e., semantically described Web services. The two main current technologies are proposed by the OWL-S (OWL-based Web Service Ontology) and WSMO (Web Service Modeling Ontology) working groups.
Grid services and GRID standardisation
GRID technologies have evolved from ad hoc solutions, and de facto standards based on the Globus Toolkit, to Open Grid Services Architecture (OGSA) [FKNT02] 
GRID evolution
Recently, the same semantic level add-on objective that occurred in the Semantic Web community occurred also in GRID. For an introduction to the concept of Semantic Grid, see [RJS01, Gel04] ; or [CT03] for GRID based distributed knowledge discovery. The GRID is also used as a "learning Grid" where GRID architecture and principles are used to change e-learning paradigms [ACR + 05]. BPM and Grid service composition start to be a research question in the GRID community as [KWvL02] which addresses the challenge of modelling workflow of Grid services.
MAS state of the art
The concept of agent
An agent [Fer99, Jen01] is a clearly identifiable physical or virtual autonomous entity which: is situated in a particular environment; is capable of perceiving (with sensors) and acting (with effectors) in that environment; is designed to fulfil a specific role; communicates directly with other agents; possesses its own state (and controls it) and skills; offers services (in the sense of particular problem solving capabilities); has a behaviour that tends to satisfy its objectives. Agents are reactive (able to respond in a timely fashion to changes that occur in their environment) and proactive (able to opportunistically adopt goals and take the initiative), capable and efficient (able to solve problems and reach private objectives) and adaptive (able to learn and change as a consequence of experiences).
Agents and MAS were extensively studied in literature, for example [Fer99, HS98, Woo02] . Historically, the agent paradigm comes from the object one, but differs according to three major aspects: autonomy i.e., for example, the fact of being able to refuse to answer a message; intelligence i.e., the ability to change its own state alone, without message passing; interaction i.e., the faculty to communicate directly and asynchronously with their environment and other agents by means of direct or indirect message passing with a communication language independent from the content of the communication and from the internals of agents. Agents have a persistent state and are able to have conversations. They are also able to use and reconcile ontologies. The term "societies of agents", highlights the importance of the social aspect in MAS. A MAS is not a simple set of agents put together in a common environment, but a real organization with social rules and interactions allowing cooperation and collaboration to solve problems that centralized systems (as intelligent as they can) would not have solved alone [Fer99, Woo02] . All these properties are interesting for using and providing services.
Agents and Web services
Actually, Web services are most of the time an interface on object oriented programs and one of the crucial evolutions toward DSG concerns the substitution of an agent oriented kernel to the current object oriented kernel for Web services. Some work has already been proposed using agents to enhance Web services or integrating the two approaches. For a precise comparison between these two concepts see for example [Mor02] . [Huh02] points out some drawbacks of Web services that significantly distinguish them from agents: they know only about themselves, and they do not possess any meta-level awareness; they are not designed to utilize or understand ontologies; and they are not capable of autonomous action, intentional communication, or deliberatively cooperative behaviour. According to us, different kind of activities may be distinguished in agent-Web service integration: 
GRID MAS analogies 2.4.1 Agent communication vs. BPM and service interaction
GRID and MAS use the same communication principle. In SOA, methods of the services are not directly invoked by users, but when messages are received, a service provider decides how to proceed by interpreting the user's message and invoking itself the good method(s). This is an important difference with software component based approaches. This is called direct message passing based communication, and it was originally suggested by Hewitt [Hew77] . MAS communication is also based on message passing 2 . Workflow or service orchestration (in Web and GRID) is analogue to interaction protocol in agent communication [Hug03] . Both terms describe a common communication principle based on interaction protocols that specifies a set of intermediate states in the communication process as well as transition between these states. The applicability of MAS to workflow enactment has been noted by [SH99] . More specifically [BVV03] makes a strict comparison between workflow (in BPEL4WS) and interaction protocol (as FIPA defined them).
Conversation of service or choreography is analogue to agent conversation. Conversation are long lived high level interactions which need a peer-to-peer, proactive, dynamic and loosely coupled mode of interaction. Using agent conversation to enhance service scenarios was currently only suggested within the Web service community [MML05, HNL02, DCG05] . Especially, [AGP03] suggests to use a dialogic agent communication approach. The authors do not explain how to represent Web services by agents, but propose a conversational model (speech act inspired) that is not based on a diagram of messages to be sent (i.e., interaction protocol) but rather on local operation calls: the interaction is modelled as a sequence of turns where one of the peers requires that the other peer performs an operation. The service provider has to maintain a set of context explicit interaction contexts, corresponding to each of its user. [AGP03] ideas are very closed to the ones adopted by the STROBE model.
Agent autonomy and intelligence vs. stateful and dynamic Grid service
"Intelligent agents" means that they are able to keep their own internal state and make it evolve in a way not necessarily dependent from the messages they receive; for example with machine learning algorithms. In the same sense, Grid services are stateful i.e., they own their running context, where the contextual state memory is stored. The analogy should also be made considering that an agent having a conversation dedicates a context (i.e., a part of its state) to this conversation like a Grid service factory which instantiates a new service instance with its own state. This idea is fundamental in our integrated model, presented in section 4.
"Autonomous agents" means that they are able to manage their own resources. This is analogue to Grid service lifetime management which allows them to be dynamic and manage themselves the resources they are allocated to.
Organisational structure
As the numbers of entities in the system increases, as the tackled problems augments, and as the system is more and more distributed, different perspectives appear concerning how to define the system behaviour. Instead of being centred on how each of these entities should behave, one may alternatively adopt the perspective of organizations. An organization is a rule based partitioned structure in which actions can be lead (problem solving, interaction, etc.) by people playing roles and sharing one or more goals. Both GRID and MAS choose an organizational perspective in their description.
In OCMAS (Organizational Centred MAS) [WJK00, FGM03] the concepts of organizations, groups, roles, or communities play an important role. Especially, [FGM03] presents the main drawbacks of agent centred MAS and proposes a very concise and minimal OCMAS model called AGR for Agent/Group/Role. We will base our integration on this simple but very expressive model summarized in table 1. Grid user An agent is an active, communicating entity playing roles within groups. An agent may be a member of several groups, and may hold multiple roles (in different groups).
A Grid user is an active, communicating entity providing and using services within a VO. A Grid user may be member of multiple VOs, and may provide several services (in different VOs). Group VO A group is a set of (one or several) agents sharing some common characteristics and/or goals. A group is used as a context for a pattern of activities and for partitioning organizations. Two agents may communicate only if they are members of the same group. An agent transforms some of its capabilities into roles (abstract representation of functional position) when it integrates a group.
A VO is a set of (one or several) Grid users sharing some common objectives. A VO and the associate service container is used as a context for services execution and for partitioning all the community of Grid users. Two Grid users may exchange (provide/use) services only if they are members of the same VO. A Grid user publish some of its capabilities into services when it integrates a VO. Role CAS(Community Authorisation Service) The role is the abstract representation of a functional position of an agent in a group. A role is defined in a group structure. An agent may play several roles in several groups. Roles are local to groups, and a role must be requested by an agent. A role may be played by several agents.
The service is the abstract representation of a functional position of a Grid user in a VO. A service is accessible via the CAS service. A Grid user may provide several services in several VOs. Services are local to VO (situated in the associate container), and a Grid user must be allowed to publish services in a VO. A service may be provided by several Grid users.
A common formalisation of GRID and MAS
The concept of service
We define a service by identifying a number of key criteria that characterise it. Figure 2 summarizes these criteria. Some criteria are taken as hypothesis: we only consider services deployed on SOA (3), which are standard compliant and publishable (4), and which may be used by any kind of entities (9) (as they are standardly interfaced). We further encourage and expect semantic services (8) but we do not take it as a hypothesis. Some criteria (2, 5, 6, 7) have graphical representations some not (1) as figure 3 shows. The case of criterion (10) is a little bit special as orchestration of services may be viewed as another service (such a BPEL4WS workflow of Web services itself defined as a Web service) and choreography may be viewed as a set of services interacting together and with different users (themselves service providers).
Figure 3 presents services we aim to formalise and their associated symbols. Stateless services are quite restrictive: they are synchronous (i.e, messages can not be buffered and do block the sender or receiver), point-topoint (i.e., used by only one user) and interact via simple one shot interaction (i.e., request/answer). A stateless service does not establish a conversation. Instead, it returns a result from an invocation, akin of function. Stateful 
GRID key concepts
GRID key concepts (figure 4) have been introduced either by the OGSA or WSRF specifications. As our concern is to focus on concepts, we adopt the most convenient terminology between both sets of specifications. GRID is a resource sharing system. Grid resources are brought by hosts. A host is either a direct association between a computing resource and a storage resource or a host coupling. The sharing of these resources is realised by a set of virtualization units and a reification 5 of these resource in service container. Services need a hosting environment to exist and evolve with their own private context (i.e., set of resource). This is the role of the service container which is the reification of a portion of the virtualized resource available in a secure and reliable manner. A service container contains several types of services. A service may instantiate another one in the same or another service container. Each service is identified by a handle. Since a container is a particular kind of service it is created either through the use of a service factory or by direct core GRID mechanism. A service container is allocated to (and created for) one and only one group of Grid users, called a Virtual Organization (VO). Each Grid user may be a member of several VO. The relation between a VO and a service container is embodied by a Community Authorisation Service (CAS) which formalises the VO dedicated policies of service by members. The CAS may be viewed as a MxS matrix, where M corresponds to the number of members of the VO, S to the number of currently active service, and the matrix nodes are deontic rules. These rules enable to accurately specify the right levels for a member on a service (e.g., permissions, interdictions, restrictions etc.). In order to participate in GRID, hosts and Grid users must hold a X509 certificate signed by a special authority. Entities with X509 certificate are sometime called Grid node. These set of nodes and authorities form Grid trusts. 
MAS key concepts
MAS key concepts (figure 5) have been introduced by different MAS approaches especially [JC05, FGM03] . Here again, as our concern is to focus on concepts, we adopt the most convenient and simple terminology between all these approaches. An agent possesses both intelligent and functional abilities. There are represented respectively by the agent brain and body. The brain is composed of set of rules and algorithms (e.g. machine learning) that give to the agent learning and reasoning skills. It also contains the agent knowledge, objectives, and mental states (e.g., BDI). The body is composed of a set of capabilities which correspond to the agent capacity or ability to do something, to perform some task. It is a first class black box abstraction that can be stored, named, called with arguments and that return a result. These stateful or stateless capabilities may be executed in a particular context called a cognitive environment. An agent may have several cognitive environments which correspond to the different languages it develops by interaction with other agents. Agents are themselves structured in groups and have roles according to their capabilities.
This agent representation unifies the Artificial Agent (AA) and Human Agent (HA) representations. Agents are the current best metaphor for humans in computing. HA are of course autonomous, intelligent and interactive; we can consider that they have set of capabilities as well as dedicated context for conversations. Of course this is a simple (and restrictive) HA consideration.
Figure 5: MAS key concepts representation
We may detail a little bit more the concept of cognitive environment (CE), which is the most important one and quite new concept related to the STROBE agent and communication model [Cer99, JC05] . Conversations and their states are represented in the STROBE model by cognitive environments 6 . STROBE agents are able to interpret communication messages in a given CE, including an interpreter, dedicated to the current conversation. We showed in [JC05] how communication enables to dynamically change values in a CE and especially how these interpreters can dynamically adapt their way of interpreting messages (meta-level learning by communication). By representing a CE as a context composed of a pair [environment, interpreter] we use to say that they correspond to different languages 7 an agent develop by interaction with other agents. The same concept of putting at the centre of the agent architecture the communication contexts in which it interprets messages appears also in [AGP03] which assumes that each agent in service exchanges may separately maintains its own internal context of the conversation state.
Actually, a STROBE agent has two types of CE: i) A global one, unique and private, which belongs to the agent and represents its own believes and generic capabilities; ii) Some local ones, dedicated to a specific interlocutor or group of interlocutors. Each time an agent receives a message, its selects the unique corresponding CE dedicated to the message sender in order to interpret the message. When a STROBE agent receive a message for the first time it instantiates a new local CE for this agent following three policies: i) copying the global CE; ii) copying a local CE; iii) sharing a local CE. The fact of having, in the STROBE model, dedicated contexts and thus dedicated capabilities is for us the key element to realise DSG.
Toward a GRID-MAS integrated model
Status of current integration activities
The research activity in GRID and MAS convergence is increasingly active 8 . Using MAS principles to improve core GRID performances (e.g. directory services, scheduling, brokering services, task allocation, dynamic resource allocation and load balancing) is a very active topic in the MAS community, for example: However all this related works are not proposing an integration of MAS and GRID. Rather, they focus on how MAS and AI techniques may enhance GRID core functionalities. Our vision of a GRID-MAS integration goes beyond a simple use of one technology to enhance the other one. Our vision, to benefit of the most relevant aspects of both GRID and MAS, is to adopt a common approach for the integration. This common approach is centred on the concept of service. One of the crucial explorations concerns the substitution of an agent-oriented kernel to the current object-oriented kernel of services available on the GRID. Some concepts can be directly mapped between GRID and MAS; some other ones can not as the next section shows.
Mapping of GRID and MAS concepts
The mapping of GRID and MAS key concepts concerns five aspects.
1. The term agent is used to denote uniformly Artificial Agent, Human Agent and Grid user. Especially, by viewing Grid users as agents, we may considered them as a potential artificial entities.
2. The term VO unifies the concept of VO in GRID and the concept of group in MAS. Thus we talk now about "VO of agents".
3. The two concepts of service and capability stay true, however we add a new one-to-one relation between them called an allocated interface relation (represented by a dotted line figure 6). A service is viewed as the interface of a capability published in a service container and with allocated resources. An agent has a set of capabilities it may transform into services available in the different VOs it is a member of. To "transform" a capability into service is called the servicisation process 9 . When a capability is servicised it means:
• to interface this capability with the SOA standards i.e., mainly WSDL/SOAP;
• to add (eventually by using a add-service service) this service in the VO service container by assigning it a handle and by allocating it private resources;
• to request the VO CAS service to add an entry for this service (the agent has to decide the user's right levels);
• to publish the service description in the VO register if it exists;
• to notify members of the VO that a new service is available;
• etc, according to VO local rules.
This servicisation process is not discrete but continuous. For example, if the capability of the agent changes then the service changes at the same time. Consider also that service right levels in the VO CAS or service allocated resources may evolve through time. With this view, an agent can provide different services in different VOs. Notice also that a service is agent specific, that means that only one agent can execute the service in a container. However, this does not prevent that another agent of the VO provides the same type of service.
What is important in this servicisation process is that it is the same whatever is the kind of agent implied. Both AA and HA transform their capability in the VO service container modulo a graphical interface. For example, an AA may publish its capability to compute square roots (i.e., a function that receives a number as a parameter and returns a float as result), and a HA may publish its pattern recognition capability (i.e., a function that receives an image as a parameter and returns a concept as result (described in an ontology)).
4. The GRID key idea of service instantiation is mapped with the STROBE cognitive environment instantiation mechanism. It means that instantiating a new service in GRID means to instantiate a new CE in MAS; this is the same process but viewed differently (figure 6). The capability corresponding to the new service instance is located in the new local CE 10 . The service benefits of a standard interface and allocated resources from GRID, and of a dedicated context of execution and local conversation representation from MAS.
5. Agent-agent interaction includes all other kinds of interaction (Grid user-Grid service, Grid service-Grid service, agent-agent etc.) (cf. figure 7. They may be:
Direct agent-agent interaction. Communication message exchanges directly from agent to agent. These are interactions in a general sense, i.e., any interactions, standardised or ad-hoc, protocol guided or not, semantically described or not, long lived or one shot etc. These interactions may occur within a VO, but also outside.
Service thru agent-agent interaction. Communication message exchanges from agent to agent through a service. These are interactions that an agent may have with a service without directly request the agent but the service interface this agent proposes in the VO service container. These service thru interactions occur only within a VO.
In order to avoid the problem of mapping between SOAP and ACLs 11 [LRCSN03, GC04] we do not consider that there is a transformation of message (or any interaction) between the service allocated interface and the agent capability; they are the same thing represented differently. Agents are supposed to be able to interpret directly SOAP messages corresponding to the capabilities they servicised in WSDL.
What is important in this integrated model is to consider how a service may be adapted to serve user agent(s) in order to realise DSG. We identify three ways:
• The agent service provider may propose another service to change or adapt the first one;
• The agent service provider may use dynamic intelligent reflection rules to change the service it is currently providing;
• A direct agent-agent interaction may occur between the agent service user and the agent service provider.
Towards an OGSA-STROBE infrastructure 4.3.1 Sum-up of the integration
In our integrated model we consider agents exchanging services through VOs they are member of: both service user and service provider are considered to be agents. They may decide to make available one of their capabilities in a certain VO but not in another one. The VO service container is then used as a service publish/retrieve platform (the semantic may also be situated there). A service is executed or engaged, by the agent which proposes it but it uses resources allocated by the service container. Figure 6 shows the elements of this integration.
Discussions and benefits for GRID, MAS and SOC
• According to the STROBE agent policy, when a new local CE is created at least one capability (corresponding to the service used) may be copied in the CE but also all capabilities corresponding to services the agent may provide in this VO. Even if these services have not been used yet, they may help the STROBE agent to combine, or compose, its capabilities one another. Dedicated service composition is a real means to go toward DSG.
• There is no real standard in the MAS community to describe agent capability. The integration will help MAS developers to present and interface agent capability and therefore augment MAS interoperation.
• This integrated model is absolutely not restrictive for MAS. It does not prevent direct agent-agent interaction and thus, for example, it doest not prevent agents to perform tasks one another in a purely ad-hoc way. This is important if we want the integration to be followed by other MAS approaches and models: these models can keep their internal formalisms for their internal operation.
• VO management, in this integration, benefits from both GRID and MAS organizational structure formalism e.g., AGR, CAS service, X509 certificate etc. • Service exchanges in this integrated model benefit from the important agent communication abilities e.g., dealing with semantics, able to have conversation, etc. [Hug03] . The challenges of modelling conversation not by fixed structure (interaction protocol) but with dynamic dialogue becomes quite next to the challenge of dynamically composing and choreographing services in business processes such as it is suggested by DSG.
• Moreover, our vision of integration subsumes an important part of the MAS based GRID approaches cited in section 4.1. Indeed, thank to the GRID specification which defines some GRID core functionalities as (meta-)Grid service (e.g. service container, CAS) we may see these core GRID services executed also by agents. This realises an important part of MAS based GRID approaches which use MAS techniques to enhanced core GRID functionalities.
Conclusion and perspectives
Identifying key factors to demonstrate the convergence of MAS and GRID models is not an easy task. We pointed that the current state of GRID and MAS research activities have reached a sufficient maturity to enable justify exploring the path towards an integration of the two domains. At the crossing point of this integration stands the concept of service. The bottom-up vision of service in GRID with the top-down vision of service in MAS brings up a richer concept of service which integrates both GRID and MAS properties. We put this enhanced concept of service into the perspective of Dynamic Service Generation (DSG). Besides describing the why GRID and MAS need each other, we explain how they can be synergic. Through an analysis of concrete models (mainly OGSA and STROBE) we extracted some key concepts and presented a set of GRID and MAS analogies. We proposed a new kind of (graphic) formalisation that we adopted to describe part of DSG mechanisms. Then, we proposed an integrated model inspired by the analogies that respects all the constraints and foundations of both GRID and MAS.
The GRID-MAS integrated model concepts can be summarised by analyzing the interactions in this model (figure 7). The most significant contribution in this paper that links together all the elements of figure 7 is the relation introduced between a Grid service instance and its state with an agent capability and its context. OGSA fits well for the fisrts part of the interaction; the STROBE model fits well for the second one.
The integration proposed in this paper is feasible considering today's state of GRID and MAS technologies. However, future developments of GRID and MAS may consider this integration in order to progress. For examples, hereafter, two aspects of the STROBE model and two aspects of the OGSA model that should evolve: Better support for more than one interlocutor dedicated for a CE. Most of the scenarios using the STROBE model take as a rule that STROBE agents must have a local CE dedicated to a group of only one interlocutor. However, this view is non adequate in a GRID-MAS integration because it would imply that each service instance in a service container can be used by one and only one agent. Therefore the STROBE model should evolve to fit better the cases where a local CE is used for a group of interlocutors.
Ability for agent to duplicate. The STROBE model presupposes an agent have only one local CE for a given interlocutor i.e., interlocutor messages are always interpreted in the same CE (one personally dedicated or not). This is better for DSG to have one and only one conversation context for an interlocutor. Therefore, STROBE agents must become able to duplicate themselves (fork) in order to keep true this presupposition.
Support for non synchronous protocols and better support of the semantics. GRID and SOA standards must evolve to fit better agent communicating properties. Especially, the question of synchronicity (HTTP and thus SOAP are still synchronous communication protocols) and the question of semantics (which starts with the work of the Semantic Web community).
Finally, GRID and MAS communities, mostly industrial for the former and mostly academic for the latter addressed the question of service in distributed system with a completely different angle and thus developed different complementary aspects. Integrating these aspects following the guidelines given in this paper seems for us the best way to capitalise past, present and future work in order to simplify the scenarios and exploit concretely the power of distributed services, exchanged among communities of humans and machines.
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