In Bayesian phylogenetics, confidence in evolutionary relationships is expressed as posterior probability-the probability that a tree or clade is true given the data, evolutionary model, and prior assumptions about model parameters. Model parameters, such as branch lengths, are never known in advance; Bayesian methods incorporate this uncertainty by integrating over a range of plausible values given an assumed prior probability distribution for each parameter. Little is known about the effects of integrating over branch length uncertainty on posterior probabilities when different priors are assumed. Here, we show that integrating over uncertainty using a wide range of typical prior assumptions strongly affects posterior probabilities, causing them to deviate from those that would be inferred if branch lengths were known in advance; only when there is no uncertainty to integrate over does the average posterior probability of a group of trees accurately predict the proportion of correct trees in the group. The pattern of branch lengths on the true tree determines whether integrating over uncertainty pushes posterior probabilities upward or downward. The magnitude of the effect depends on the specific prior distributions used and the length of the sequences analyzed. Under realistic conditions, however, even extraordinarily long sequences are not enough to prevent frequent inference of incorrect clades with strong support. We found that across a range of conditions, diffuse priors-either flat or exponential distributions with moderate to large means-provide more reliable inferences than small-mean exponential priors. An empirical Bayes approach that fixes branch lengths at their maximum likelihood estimates yields posterior probabilities that more closely match those that would be inferred if the true branch lengths were known in advance and reduces the rate of strongly supported false inferences compared with fully Bayesian integration.
Introduction
A central goal of statistics is to help us express how certain we should be when we draw an inference from evidence. Phylogenies provide the framework for all valid comparative biology, so reliable measures of statistical confidence in evolutionary trees have long been sought. Bayesian phylogenetics (Rannala and Yang 1996; Huelsenbeck et al. 2001 ) expresses statistical support in terms of posterior probability, defined as the probability that a tree is correct given the data, a model of the evolutionary process, and prior probability distributions over trees and model parameters (Huelsenbeck et al. 2002; Alfaro and Holder 2006) . Bayesian Markov Chain Monte Carlo (BMCMC) algorithms allow large phylogenies to be efficiently inferred using complex evolutionary models, and posterior probabilities seem to provide an intuitively meaningful measure of statistical confidence. As a result, Bayesian methods are now widely applied in phylogenetics and have resolved difficult and long-standing problems (Karol et al. 2001; Murphy et al. 2001) .
Concerns have been raised that posterior probabilities may not provide reliable indicators of statistical confidence. Although a number of studies support the general reliability of the Bayesian approach-while cautioning that results can be sensitive to model misspecification (Buckley 2002; Wilcox et al. 2002; Alfaro et al. 2003; Erixon et al. 2003; Huelsenbeck and Rannala 2004; Lemmon and Moriarty 2004; Mar et al. 2005 )-others have directly challenged these findings, concluding that posterior probabilities are regularly ''overcredible'' and produce high rates of false inferences even when the correct model is used (Suzuki et al. 2002; Cummings et al. 2003; Douady et al. 2003; Misawa and Nei 2003; Simmons et al. 2004; Taylor and Piel 2004; Lewis et al. 2005) . As a result of these conflicting findings, the confidence we should have in phylogenies inferred using Bayesian techniques is unclear. Further, if posterior probabilities are unreliable indicators of statistical confidence even when the correct model is used, the reasons for this behavior are not known.
Much of the controversy surrounding the reliability of posterior probabilities in phylogenetics may stem from a misunderstanding of what posterior probabilities mean and how they should be interpreted. Bayesian posterior probability represents the degree of subjective belief a rational agent should have in a hypothesis, given the data and his or her prior beliefs not only about the hypothesis in question but also about the values of nuisance parameters. Numerous studies have compared posterior probabilities on trees with the frequentist chance that those trees are correct-the fraction of inferred trees, over a large number of analyses, that are true (Wilcox et al. 2002; Erixon et al. 2003; Misawa and Nei 2003; Huelsenbeck and Rannala 2004; Simmons et al. 2004; Taylor and Piel 2004; Yang and Rannala 2005) . Posterior probabilities are not necessarily expected to match the long-run proportion of correct inferences, because 1) posterior probabilities are conditioned on prior assumptions that may be incorrect or incomplete, whereas the proportion of correct trees is not, and 2) posterior probabilities are calculated directly from the data at hand and do not require replication, whereas calculating the percent of correctly inferred trees requires a large number of inferences to be made from different data sets.
Only under restricted conditions is the average posterior probability of a group of inferences expected to equal the proportion of correct inferences in the group. The first condition is replication. Although evolutionary history happened once, computer simulations allow multiple replicate data sets to be generated from any conceivable set of evolutionary conditions, so the proportion of correct inferences can be calculated. The second condition is that the chance of choosing each set of evolutionary parameter values to generate data must be known in advance and used as prior information (i.e., the ''true priors'' must be used). When both conditions hold, the average posterior probability of a group of inferences is equal to the proportion of those inferences that are correct. This correspondence follows directly from Bayes' theorem (see Supplementary Material online) and has been empirically demonstrated using phylogenetic simulations (Huelsenbeck and Rannala 2004; Yang and Rannala 2005) . When the true priors are known, posterior probability can therefore be safely interpreted as the frequentist probability that a hypothesis is correct.
In real analyses, the true values of model parameters are never known in advance and cannot be used as priors. Bayesian methods incorporate this uncertainty by integrating over many possible parameter values, weighted by prior beliefs about the probability of each. As a result, the posterior probability calculated by integration over parameter values may differ from the frequentist probability that a tree is correct. Little is known about the effects of different prior assumptions on posterior probabilities. In the only study to date addressing this question, Yang and Rannala (2005) simulated binary sequence data on rooted 3-taxon trees assuming a molecular clock with branch lengths drawn from exponential distributions. They analyzed these data assuming separate exponential priors for terminal and internal branch lengths and compared the average posterior probability of a group of trees with the proportion correct. When the same distributions used to generate data were used as priors, posterior probability predicted the proportion correct. However, when the true distribution was used as a prior on terminal branches but the mean of the prior distribution on the internal branch length was greater than the true mean, posterior probabilities were higher than the proportion of correct trees; when the mean of the internal branch length prior was less than the true mean, posterior probabilities were lower than the fraction correct.
The experiments of Yang and Rannala (Y&R) established that the choice of branch length priors can affect posterior probabilities and that the special correspondence between posterior probability and proportion correct is not always robust to the use of certain priors. Several key questions remain unresolved, however. First, Y&R considered only a single pattern of branch lengths; different branch length patterns might interact with prior assumptions to produce different effects. Second, although Y&R examined various priors for the internal branch, a separate prior-always the true distribution used to simulate data-was independently assigned to terminal branches. Most widely available Bayesian phylogenetics software use a single prior distribution for all branches on the tree; how the kinds of branch length priors used in most real analyses affect posterior probabilities is unknown. Third, it has been common to use a uniform prior distribution with a large upper bound on branch lengths to represent ignorance about this parameter; because such a prior will usually overestimate mean branch lengths, Y&R predicted that flat priors would produce excessively high posterior probabilities. Whether flat branch length priors actually yield high posterior probabilities was not tested, however. Finally, the simulations of Y&R represent a peculiar situation in which the phylogenetic trees and branch lengths on which sequences were simulated were drawn from sampling distributions. In reality, there is a single-correct evolutionary history; how different prior assumptions affect posterior probabilities under such circumstances is not known.
Here, we use a simulation-based approach to determine how integrating over uncertainty affects posterior probabilities using a range of prior assumptions available in commonly used software packages and under a variety of evolutionary conditions.
Materials and Methods

Bayesian Analyses
Posterior probabilities were estimated by Markov Chain Monte Carlo using MrBayes v3.1 (Ronquist and Huelsenbeck 2003) . Four incrementally heated chains (temp 5 0.2) were run until the average standard deviation in posterior probability estimates across 2 independent runs was ,0.01. Prior distributions on branch lengths were uniform on (0, M] with upper bound M 5 1, 5, 10, or 100 or exponential with mean l 5 10 À5 , 10 À3 , 0.01, 0.1, 1.0, or 10.0. (MrBayes uses 1/l to parameterize the exponential distribution, so l 5 10 À5 corresponds to an input value of 100,000.) The true generating model was used for all BMCMC analyses.
We also conducted Bayesian analyses using 2 approaches that do not require integrating over branch length uncertainty. First, we used an empirical Bayes approach that places prior probability 1.0 on the maximum likelihood branch lengths for each possible topology, which were estimated using PAUP* v4.0b10 (Swofford 2002) . Posterior probabilities were then calculated directly from Bayes' theorem using these branch lengths. Second, for Bayesian simulations (see below), we also used the true point priors on branch lengths, which place prior probability 1.0 on the branch lengths actually used to simulate data.
Simulations
We first performed ''Bayesian simulations'' (Huelsenbeck and Rannala 2004; Yang and Rannala 2005 ) using 4-taxon phylogenies with fixed branch lengths (terminals 0.5 substitutions/site, internal 0.01). At each sequence length (100, 1000, and 10,000 nt), 500 replicates were simulated using the JC69 model and a randomly selected topology for each replicate.
To assess the effects of different branch length patterns on inferred posterior probabilities, we simulated 500 replicate data sets of 100 or 10,000 nt on 4-taxon topologies with internal branch length 0.01 and 6 different terminal branch length combinations: 1) all short branches (0.01), 2) 1 long branch (0.75) and 3 short, 3) 3 long and 1 short, 4) all long branches, 5) inverse-Felsenstein-zone lengths, with 2 long sister branches and 2 short sister branches, and 6) Felsensteinzone branch lengths, with 2 long nonsister branches and 2 short nonsister branches.
To assess the impact of typical branch length prior assumptions on clade probabilities under more realistic conditions, we simulated 100 data sets of various sequence lengths (1000, 10,000, 25,000, and 50,000) using parameter values drawn from an analysis of real sequence data (Murphy et al. 2001) . We estimated the tree topology, branch lengths, and parameters of the General Time Reversible model with invariant sites and gamma-distributed rate variation (GTRþIþG) by BMCMC using the original nucleotide data and then used these conditions to simulate replicate data sets.
Comparing Posterior Probabilities
For each branch length prior, we collected posterior probabilities on trees into 10 equally sized bins and compared the average posterior probability of each bin with the proportion of correct trees in the bin; these values should be equal if nuisance parameters are known with certainty (Huelsenbeck and Rannala 2004; Yang and Rannala 2005) . Bins with fewer than 20 trees were excluded to avoid stochastic error in estimating the proportion correct. We also considered inferred trees with posterior probability !0.95 as strongly supported and calculated the proportion of replicate data sets producing incorrect inferences with strong support using each prior distribution.
Results
Effects of Integrating over Uncertainty Depend on Prior Assumptions and Sequence Length
We first performed ''Bayesian simulations'' using challenging 4-taxon phylogenies with equal terminal branch lengths and a short internal branch. Data were analyzed using flat priors with various upper bounds and exponential priors with various means. To isolate the effects of integrating over prior uncertainty, we compared these results with 2 kinds of control experiments in which prior distributions that do not require integration were applied. First, we used the true point prior distribution, which places prior probability 1.0 on the actual branch lengths used to simulate the data, producing posterior probabilities given perfect prior knowledge. Second, we used an empirical Bayes approach that places prior probability 1.0 on the maximum likelihood branch length estimates obtained from the data. Empirical Bayes analysis allows us to separate the effects of integrating over uncertainty from those caused by a lack of perfect prior knowledge.
We found that integrating over uncertainty has a strong effect on posterior probabilities compared to control methods in which integration is not employed. When the true values of model parameters were known in advance, obviating the need to integrate over uncertainty, the average posterior probability of a group of hypotheses equalled the fraction of correct hypotheses in the group ( fig. 1A) , as predicted by Bayes' theorem, and the rate of false inferences with high posterior probability was close to zero, irrespective of sequence length ( fig. 1D ).
When branch lengths were not known in advance but were estimated from the data using maximum likelihood, posterior probabilities deviated slightly from the fraction of correct inferences. When sequences were very short, the empirical Bayes technique produced average posterior probabilities for the best-supported trees (posterior probability .1/3) that were higher than the proportion of those trees that were correct; still, posteriors were almost never .0.70. With longer sequences, posterior probabilities were very close to those inferred when the true branch lengths were known in advance. False inferences with strong support were rare at all sequence lengths ( fig. 1A and D) .
In contrast, when uncertainty was integrated over using typical prior distributions, posterior probabilities deviated strongly from the fraction of correct inferences. The magnitude of this effect was determined by sequence length and the specific prior distribution used ( fig. 1B and C) . When sequences were of short or moderate length, all prior distributions produced average posterior probabilities for the best-supported tree that were considerably greater than the proportion of correct trees. When long sequences were analyzed, diffuse branch length priors-uniform distributions or exponential distributions with moderate to large means-produced posterior probabilities that closely matched those inferred when branch lengths were known in advance. Uniform branch length priors with upper bounds from 1 to 100 all produced similar posterior probabilities ( fig. 1C ). In contrast, even with long sequences, small-mean exponential distributions (10
À5
- 10 À2 ) produced average posterior probabilities considerably greater than the proportion of correct trees ( fig. 1B) .
Integrating over uncertainty also increased the rate of strongly supported false inferences ( fig. 1D ). At all sequence lengths, exponential priors and flat priors produced false inferences more frequently than either of the control priors that do not require integration. Exponential priors performed more poorly in this regard than uniform priors. However, the frequency of such inferences was high only when exponential priors with small means were used. For any given prior, the proportion of false inferences with strong support declined as sequence length increased. Even with 10,000 sites, however, the small-mean exponential priors continued to produce high posterior probabilities for false trees at appreciable rates.
Branch Length Pattern Determines the Effects of Uncertainty
To examine how different evolutionary conditions might effect posterior probabilities, we investigated the role of the true tree's branch length pattern in modulating the effect of integrating over uncertainty. We simulated data on 4-taxon trees with all possible combinations of long/ short terminal branches. We analyzed these data using a flat branch length prior (U(0, 10)), the default exponential prior used in MrBayes v3.1 (l 5 0.1), a small-mean exponential prior (l 5 10 À5 ), or the empirical Bayes approach that uses fixed maximum likelihood estimates.
We found that the pattern of branch lengths on the true phylogeny determines both the direction and the magnitude of the effect that prior uncertainty has on posterior probabilities ( figs. 2-4) . This effect appears to arise from the amount and structure of convergent evolution produced under various branch length patterns. When 1 or none of the 4 terminal branches was long-making convergent state patterns unlikely-inferred posterior probabilities were close to the proportion of correct inferences, and strongly supported false inferences were rare ( fig. 2) . When there was ample opportunity for convergent evolution but no expected structure to the convergence-that is, when 3 or 4 of the terminal branches were long-average posterior probabilities were higher than the proportion of correct trees, and the frequency of strongly supported false inferences increased ( fig. 3) . In contrast, when convergence was structured to favor a particular tree-as on trees with 2 long and 2 short branches-posterior probabilities were lower than the proportion of correct trees and the rate of false inferences was dependent on the relationship between taxa with long terminal branches ( fig. 4) . When the true tree was in the inverse-Felsenstein zone (2 sister long branches), the true tree was always recovered, but posterior probability was reduced ( fig. 4A ). When the true tree was in the Felsenstein zone (2 nonsister long branches), integrating over incorrect branch lengths reduced support for the correct tree and inflated support for an incorrect tree ( fig. 4C-D) .
Several of the inferences drawn from the experiments in figure 1 applied across branch length patterns. First, the effect of integrating over uncertainty was again strongest when short sequences were analyzed. Presumably, longer sequences cause the likelihood function over branch lengths to be more narrowly peaked around the true values, so integrating over that function more closely approximates knowing the true values in advance.
FIG. 2.-Effect of integrating over uncertainty on posterior probability when few terminal branches are long. (A, C)
The average posterior probability of each bin of inferred trees is plotted against the proportion of correct trees in the group. (B, D) The proportion of trees falsely resolved with posterior probability !0.95 is shown; bars indicate SE, and an error rate of 0.05 is indicated by a horizontal line. In (A) and (B), sequences of length 100 or 10,000 were generated on a tree with a short internal branch (0.01 substitutions/site) and all short terminal branches (0.01); in (C) and (D), 1 of the 4 terminal branches is long (0.75). Branch length priors used were an empirical Bayes prior that places prior probability 1.0 on the maximum likelihood branch length estimates (open circles), a flat prior with uniform probability over branch lengths from 0 to 10 substitutions/site (open diamonds), an exponential prior with mean 0.1 (Xs), and a small-mean exponential prior (l 5 10 À5 , crosses).
Second, the small-mean exponential prior was particularly problematic. This prior consistently produced more radical deviations from the proportion of correct inferences than the flat or moderate-mean exponential priors did. Under virtually all conditions, the frequency of strongly supported false inferences was notably higher when the small-mean exponential prior was used than when the flat and moderate-mean exponential priors were applied. Whereas analyzing longer sequences mitigated this effect for the flat and moderate priors, adding more data had a much weaker beneficial effect on posteriors using the small-mean exponential prior. For example, when long sequences were simulated along a tree with 4 long terminal branches and analyzed using the small-mean exponential prior, only 50% of trees with posterior probability .0.94 were correct, whereas 65% of such trees were correct when more diffuse priors were used ( fig. 3C-D) . On Felsenstein-zone trees, smallmean exponential priors led to a strong long-branch attraction artifact, with the incorrect tree being inferred with high posterior probability in virtually all replicates, and this effect was most severe with long sequences ( fig. 4C-D) . Flat and moderate exponential priors suffered from a much weaker bias; the wrong tree was occasionally recovered with strong support, but only from short sequences.
Finally, empirical Bayes analysis produced posterior probabilities that more closely matched the chance that an inference was correct than any of the nonpoint priors examined. When 3 or 4 terminal branches were longconditions that caused posterior probabilities to be higher than the proportion of correct trees-posterior probabilities calculated using the empirical Bayes approach were closer to the proportion of correct trees than any of the nonpoint prior distributions ( fig. 3) . Even under challenging Felsenstein-zone conditions, the empirical Bayes approach produced posterior probabilities that closely matched the proportion of correct inferences ( fig. 4C-D) . The rate of strongly supported false trees using empirical Bayes was consistently lower than when branch length uncertainty was integrated over using any of the priors. These results indicate that it is integration over parameter uncertaintyrather than lack of perfect prior knowledge-that is the chief cause of the observed effects on posterior probabilities.
Uncertainty Affects Posterior Probabilities under Realistic Conditions
To examine the potential effects of branch length uncertainty under more realistic conditions, we simulated data using parameter values inferred from the placental mammal data of Murphy et al. (2001) and analyzed them using BMCMC with various prior distributions. At all sequence lengths, integrating over branch length uncertainty using any of the priors caused posterior probabilities to be skewed upward compared with those that would be inferred if branch lengths were known. With increasing sequence length, posterior probabilities for inferred clades converged toward 1.0 using any of the priors, but a large fraction of these strongly supported clades were incorrect ( fig. 5) . Even with very long sequences (50,000 nt), all clades inferred using flat and moderate-mean exponential priors had posterior probability 1.0, but about 10 % of these were incorrect. The small-mean exponential prior performed similarly, but an additional group of weakly supported clades were also recovered, and virtually all of these were incorrect. These results suggest that for difficult realworld problems, even extraordinarily long sequences are not sufficient for Bayesian methods that integrate over uncertainty to reliably recover the correct tree and avoid recovering false clades with high support.
Discussion
Bayes theorem guarantees that posterior probabilities would equal the proportion of correct inferences if branch lengths and other nuisance parameters were known a priori. In real analyses, these values can never be known with FIG. 5.-Branch length uncertainty affects posterior probabilities under empirically derived conditions. Sequences were simulated on the tree at left assuming a complex evolutionary model with branch lengths and parameters derived from the large mammalian data set of Murphy et al. (2001) and analyzed by BMCMC using the true evolutionary model with either a flat prior on branch lengths (open diamonds) or exponential priors (colored circles, see legend at bottom left) with means ranging from 10 À5 to 10 substitutions/site. (A) All clades sampled using each prior were binned by their posterior probability, and the fraction of correct clades in each bin was calculated. (B) The proportion of false clades with posterior probability !0.95 is shown for each branch length prior. Bars indicate SE, and the horizontal line indicates an error rate of 0.05. Due to the computational demands of this experiment, 50,000-nt sequences were analyzed using only the flat prior and exponential priors with small (10 À5 ) or moderate (0.1) means. ND indicates that no data was obtained using the other prior distributions.
certainty. Our experiments show that integrating over these parameters using common ''uninformative'' priors can cause posterior probabilities to deviate radically from this equivalence. The direction of the deviation-either upward or downward-is determined by the pattern of branch lengths on the tree; the magnitude depends largely on sequence length and prior assumptions. Under realistic conditions derived from empirical sequence analysis, posterior probabilities calculated using typical prior assumptions can produce spurious support for incorrect phylogenies even when the evolutionary model is otherwise correct and sequences are very long.
Our results reinforce that, in practice, Bayesian posterior probabilities should not be misinterpreted as the unconditional probability that a hypothesis is true. In no way does this conclusion suggest that posterior probabilities are technically incorrect; Bayes' theorem guarantees that the posterior probability of a tree is no more and no less than the probability that the tree is correct given the data, an evolutionary model, and prior distributions over trees and model parameters. Posterior probability accurately expresses the quantitative degree of belief in a hypothesis that a rational being should have, given a set of explicit starting assumptions and following analysis of a set of data. Posterior probabilities must be interpreted strictly in this conditional sense.
Numerous previous analyses have suggested that posterior probabilities are regularly ''overcredible,'' leading to inflated estimates of statistical confidence. These studies, however, looked at only a small subset of possible tree shapes (Suzuki et al. 2002; Cummings et al. 2003; Douady et al. 2003; Misawa and Nei 2003; Simmons et al. 2004; Taylor and Piel 2004; Lewis et al. 2005) . Our experiments show that with some branch length combinations, integrating over uncertainty does cause posterior probabilities to exceed the frequentest chance that a tree or clade is correct. Other branch length combinations, however, produce posterior probabilities that are lower than the chance an inference is true. As a result, there can be no general post hoc ''correction''-such as adjusting posterior probabilities downward-that can make posterior probabilities approximate the frequentist chance that a hypothesis is true.
Most phylogenetic analyses to date have used diffuse priors to indicate a lack of prior knowledge about evolutionary parameters like branch lengths. Our results indicate that various branch length distributions affect posterior probabilities in very similar ways, so long as the prior is sufficiently vague. Exponential priors with moderate to large means and flat priors with various upper bounds all produced nearly identical posterior probabilities across a range of problems. Although concern has been raised that the upper bound on the uniform distribution is arbitrary (Felsenstein 2004) , we found no evidence that choosing different uniform distributions within a reasonable range appreciably affects posterior probabilities.
More informative priors have the potential to improve estimates of statistical confidence, but only if they accurately reflect prior beliefs about the true evolutionary conditions. We found that small-mean exponential priors, when applied to all branch lengths on a tree, severely underestimate the probability of convergence on long branches, resulting in radically increased posterior probabilities when many branches are long. A partitioned prior like the one used by Y&R-with a small-mean distribution applied to internal branches and a large mean distribution for terminal branches-increases the relative prior probability of convergence, thus tending to decrease posterior probabilities (Yang and Rannala 2005) . This type of prior may be appropriate when examining evolutionary radiations or other situations in which short internal and long terminal branches are expected given prior information. If used generally with the goal of causing posterior probabilities to more closely approximate the frequentist chance that inferences are correct, however, this prior is unlikely to be successful: it would reduce the high posterior probabilities induced by some branch length patterns but exacerbate the lower posterior probabilities caused by others.
When model parameters are expected to follow a particular kind of prior distribution, but the specific parameter values describing that distribution are unknown, uncertainty about the prior itself can be integrated over using a ''hyperprior'' (Berger et al. 2005) . In our experiments using simulated mammalian sequence data, however, exponential priors with a wide range of means all produced posterior probabilities greater than the proportion of correct inferences, presumably because the true branch lengths are not exponentially distributed. These results suggest that hyperpriors may improve performance only when the family of prior distributions includes a reasonable approximation of the true distribution of branch lengths across the tree. The development of prior distributions that are flexible enough to match prior beliefs concerning real phylogenetic problems merits further research.
Compared with a fully Bayesian approach, the empirical Bayes method we investigated yielded more reliable results-a lower rate of strongly supported false inferences and posterior probabilities that more closely approximate those that would be derived with perfect prior knowledge. In nonphylogenetic applications, simple empirical Bayes approaches that do not account for uncertainty can be less reliable than fully Bayesian methods, producing overly narrow confidence intervals that do not account for stochastic error in parameter estimates (Carlin and Gelfand 1990) . Phylogenetic inference differs from classical domains of statistical analysis in numerous ways, however, so classical results are not always expected to hold (Yang et al. 1995) . Due to the hierarchical structure of phylogenetic trees, incorrect values of nuisance parameters-branch lengths in particular-can cause very strong biases in favor of particular topologies, because incorrect parameter values systematically misinterpret convergent state patterns as due to common descent or vice versa. Model-based phylogenetic methods are unbiased only when the probability of convergence is accurately assessed, a condition strictly fulfilled only when the model and its parameters, including branch lengths, are correct (Rogers 2001) . Our results confirm that when the true branch lengths are known in advance, the probability of convergence is accurately assessed and the likelihoods calculated for each tree accurately reflect the relative probabilities that each topology would have generated the data. The empirical Bayes technique we used estimates branch lengths from the data using maximum likelihood and approximates, to the extent those estimates are accurate, Bayesian analysis if the true lengths were known in advance. Our experiments indicate that these branch length estimates are accurate enough to yield posterior probabilities almost identical to those calculated with perfect prior knowledge, except when sequences were extremely short.
In contrast, the fully Bayesian approach integrates branch lengths over a diffuse distribution of values, virtually all of which are incorrect. Integration over incorrect branch lengths causes the probability of convergence to be systematically under-or overestimated, depending on the topology. As a result, the likelihood of one tree relative to the others is increased, skewing posterior probabilities up-or downward, depending on the phylogeny favored by convergent patterns. Our experiments suggest that the cost of ignoring uncertainty using empirical Bayesstochastic error in estimating parameter values-is much smaller than the cost of incorporating it using Bayesian integration, which introduces strong biases that even very long sequences may not overcome. Further investigation of the performance of empirical Bayes strategies in phylogenetics is therefore warranted.
In addition to empirical Bayes analysis, other strategies to characterize evidentiary support without conditioning on prior beliefs about nuisance parameters-or relying on bootstrapping, which is computationally intensive and can also be biased (Hillis and Bull 1993; Sitnikova et al. 1995) -are available. These include procedures based on evaluating the likelihood ratio of the best tree with a clade versus the best tree without it (Edwards 1992; Anisimova and Gascuel 2006) . Understanding the statistical properties of these and other confidence measures under a variety of conditions deserves further study. Because no single measure is likely to provide a complete and accurate estimate of statistical confidence under all evolutionary conditions, a careful and critical application of a variety of techniqueseach evaluated in light of a detailed understanding of its properties-will provide the most robust and meaningful assessments of confidence in phylogenetic hypotheses.
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