Abstract. Utilizing a classification due to Lemke Oliver of eta-quotients which are also theta functions (here called eta-theta functions), Folsom, Garthwaite, Kang, Treneer, and the fourth author constructed a catalog of mock modular forms Vmn having weight 3/2 eta-theta function shadows and showed that these mock modular forms when viewed on certain sets of rationals, transform as quantum modular forms under the action of explicit subgroups. In this paper, we introduce an infinite class of functions that generalizes one row of the catalog, namely the V m1 , and show that the functions in this infinite class are both mock modular and quantum modular forms.
Introduction and Statement of Results
Dedekind's η-function, which is defined by (
where τ is in the upper half-plane H = {τ ∈ C | Im(τ )}, and q = e 2πiτ is one of the most well-known half-integral weight modular forms. Quotients of the form c j=1 η(a j τ ) bj ,
for b j ∈ Z are called eta-quotients, and have been of interest in many areas of mathematics, including combinatorics, number theory, and representation theory (see [16] , [1] , [7] , for example).
Classifications of eta-quotients have also been of interest. Dummit, Kisilevsky, and McKay [8] classified all multiplicative eta-products (restricting to positive b j ), and later Martin [14] classified multiplicative integer weight eta-quotients. Furthering these classifications, Lemke Oliver [15] recently classified all eta-quotients which are also theta functions, which are of the form
where χ is an even (resp. odd) Dirichlet character, ν is 0 (resp. 1), and the sum above is over n ∈ Z when χ is trivial, or over n ∈ N when χ is not trivial. These functions are known to be ordinary modular forms of weight 1/2 + ν. We refer to a function which is both an eta-quotient and a theta function as an eta-theta function. In Lemke Oliver's classification there are six odd (character) eta-theta functions E m , and eighteen even (character) eta-theta functions e n (some of which are twists by certain principal characters).
Modular theta functions also arise in the theory of harmonic Maass forms and mock modular forms via the shadow operator. A harmonic Maass form f , as originally defined by Bruinier and Funke [5] , naturally decompose into two parts as f = f + + f − , where f + is called the holomorphic part of f , and f − is called the non-holomorphic part of f . All of Ramanujan's original mock theta functions turn out to be examples of holomorphic parts of harmonic Maass forms [20] , and we now define after Zagier [18] a mock modular form to be any such holomorphic part of a harmonic Maass form (for which the non-holomorphic part is not zero). Mock modular forms come naturally equipped with a shadow, which is a certain modular cusp form obtained via a differential operator defined in Section 2.
In recent work of Folsom, Garthwaite, Kang, Treneer, and the fourth author (Folsom, et al.) [9, Theorem 1.1] a catalog of functions V mn are constructed, utilizing the even eta-theta functions e n classified by Lemke Oliver, where each V mn is a weight 1/2 mock modular form with respect to a particular congruence subgroup A mn such that the shadow of V mn is directly related to the odd eta-theta functions E m from Lemke Oliver's classification.
Moreover, it is additionally shown in [9, Theorem 1.2] that the mock modular forms V mn are quantum modular forms. A quantum modular form, as defined by Zagier [19] , and slightly generalized in the relevant book by Bringmann, Folsom, Ono, and Rolen [2] , is a complex function defined on an appropriate subset of rational numbers (instead of the upper half-plane), which transforms like a modular form up to the addition of an error function that is suitably continuous or analytic in R. In the emerging theory of quantum modular forms it is interesting to ask how quantum modular forms may arise from mock modular forms (see [3, 6, 10, 2] , for example).
In this paper we introduce an infinite class of functions V α that generalize one row, namely the V m1 , of the catalog from Folsom et al. in [9] . We show that these functions V α are both mock modular and quantum modular forms. In order to state our results we need some notation of Zwegers [21] . Throughout the paper, we also use the notation e(a) := e 2πia and ζ a := e 2πi a . Definition 1.1. For τ ∈ H and u, v ∈ C\(Zτ + Z),
where, for z ∈ C and τ ∈ H, ϑ(z; τ ) := We can now define our class of functions.
Remark 1.3. Considering the catalog of functions V mn from Folsom et al. [9] , we see that by choosing (A, C, a) from the set {(1, 4, 1), (1, 4, 0) , (1, 3, 1) , (1, 12, 0) , (5, 12, 0) , (1, 6, 1) , (1, 3, 0)},
In particular, we note that we can generate the first row of each table in [9] using the V α function. We further note that there are infinitely many appropriate choices for A and C.
We first show that the functions V α (τ ) are mock modular forms for appropriate groups A α defined in Section 3. In addition, we prove quantum modularity results for V α (τ ) for appropriate subsets S α of rationals, and appropriate groups G α ⊆ A α , which are defined in Section 4. In particular, we prove the following theorem.
where a ∈ {0, 1, 2, 3}, 0 < A C < 1, and
2 when a is odd, the functions V α are quantum modular forms on the sets S α with respect to the groups G α . In particular, the following are true.
(1) Suppose a ∈ {0, 2}. Then for all τ ∈ H ∪ S α \{−1}, we have that
and if C is odd,
In Section 2, we will provide necessary background. In Section 3, we prove Theorem 1.4, and in Section 4, we prove Theorem 1.5.
Preliminaries
It is well-known that the theta functions ϑ(z; τ ) defined in Definition 1.1 may be written as
Zwegers [21] showed that the µ function defined in Definition 1.1, has useful transformation properties. To state these, recall that for u ∈ C and τ ∈ H, Zwegers defines the Mordell integral h by
cosh πx dx. 
and (2.2).
Then we have 
. The function h also has some useful properties. [21] ). The function h has the following properties:
Lemma 2.2 (Zwegers
We now recall some basic facts about harmonic Maass forms. The definition we state below is essentially that of Bruinier and Funke in [5] . Note that for k ∈ 1 2 Z, the weight k hyperbolic Laplacian operator ∆ k is defined as
where τ = x + iy.
, and a multiplier ψ (so ψ : Γ → C with |ψ| = 1), a harmonic Maass form of weight k for the subgroup Γ, with multiplier ψ, is any smooth function f : H → C such that the following three properties hold.
(
The function f has linear exponential growth at the cusps in the following sense.
The Fourier series of a harmonic Maass form f of weight k naturally decomposes as the sum of a holomorphic part, f + , and non-holomorphic part, f − , such that
Using terminology of Zagier [19] , the holomorphic part f + is called a mock modular form of weight k. Recall the function µ(u, v; τ ) defined in Definition 1.1. Zwegers [21] showed that µ can be completed to a non-holomorphic modular Jacobi form, by
where
The following lemma demonstrates how µ transforms. Here we let ψ denote the character in the modular transformation for η(τ ), which can be defined (as in Knopp [13, Ch. 4 
As discussed in work of Jennings-Shaffer and the fourth author [11] (see (2.19) and following discussion), for a ∈ Q,
2 y−ǫy ), (2.5) as y → ∞, where ǫ > 0 and p(τ ) is some rational function of a fractional power of q. As such, for
meets the prescribed growth conditions of a harmonic Maass form. Following the notation of Folsom et. al. in [9] , we make the following definition. Let
The following lemma follows directly from Lemma 2.4, and is given in Folsom et. al [9] .
In order to use Lemma 2.5 for our functions V α (τ ), we use the following lemma and its corollary, which follow directly from the definition ofx γ,τ and are also stated in Folsom et. al [9] . Lemma 2.6. [9, Lemma 3.3] Let x τ ∈ C \ (Zτ + Z) be of the form
and only if the following congruences hold:
αa
The following corollary considers the case when N divides one of α and β.
Corollary 2.7. [9, Corollary 3.4] Let x τ ∈ C \ (Zτ + Z) be of the form
Similarly, if N |β and α is relatively prime to N , thenx γ,τ − x τ ∈ Zτ + Z if and only if γ ∈ Γ 1 (N ).
Here we note that we use the notation Γ 0 (N ) and Γ 1 (N ) to refer to the corresponding "lower triangular" versions of the congruence subgroups Γ 0 (N ) and Γ 1 (N ), respectively.
An additional lemma from Folsom et. al. [9] that we use is given below. Let τ ∈ H, a, b ∈ R, and u, v ∈ C\(Zτ + Z). Then define
We also will require the following definition and several results of Zwegers [21] .
Definition 2.9. Let a, b ∈ R and τ ∈ H; then
The following lemma gives transformation formulas for the functions g a,b (τ ), and show in particular that g a,b (τ ) is a modular form of weight 3/2 when a, b are rational. Lemma 2.10 (Zwegers [21] ). The function g a,b satisfies the following:
The functions g a,b (τ ) are related to R and h in the following theorem. (z)
We also use the following extension of Theorem 2.11 given in Folsom et. al [9] .
We will also use of the following theorem of Kang [12] 1 . Theorem 2.13 (Kang [12] ).
, where g 2 is the universal mock theta function defined by
The following lemma will be useful for determining when V α is well defined on subsets of rationals. Let
Lemma 2.14. Fix A, a ∈ Z, C ∈ N, with 0 ≤ a ≤ 3, such that 
and has a well-defined value in C.
Proof. First, we note that if α ∈ 1 2 Zτ + 1 2 Z, then using the (1.1) and (2.1), we can write
Replacing τ with 2 Z, the terms (e 4πiα ; q) ∞ and (e −4πiα q; q) ∞ will not vanish due to our hypotheses on S. Thus, we have that
and it remains to show that this has a well-defined value in C. By definition,
(e 2πiα ; q) n+1 (e −2πiα q; q) n+1 .
1 The notation used here is slightly different than Kang's, and is taken from Zwegers [21] . 
Mock Modularity
In order to prove Theorem 1.4, we need to show V α can be completed to a harmonic Maass form, as defined in Definition 2.3.
Throughout this section, let
In (2.3), we saw the completion of the function µ(u, v; τ ), defined in Definition 1.1, to µ(u, v; τ ). Thus we define
with the aim of showing that V α (τ ) is a harmonic Maass form. We define the groups A α by
It is not immediately obvious that A α is a group when a ∈ {1, 3} and C ≡ 0 (mod 4). We prove this in the following lemma. When C ≡ 0 (mod 4), we define the following sets for convenience,
Lemma 3.1. Let C ≡ 0 (mod 4). Then the set
is a congruence subgroup of SL 2 (Z).
Proof. We first observe that the principal congruence subgroup Γ(lcm(2, C)) is a subgroup of Γ 1 and thus of G. We next observe that the elements of Γ 2 \Γ 3 are those of the form
where k i ∈ Z, and at least one of k 1 , k 4 is odd. However, we must also have that det g = 1, so since
it follows that both k 1 , k 4 are odd. Thus we have that g ∈ Γ 2 \Γ 3 if and only if g is of the form
for k i ∈ Z such that det g = 1. It follows from (3.5) that Γ 2 \Γ 3 is closed under taking inverses. Since Γ 1 is a group, it is clearly closed under inverses as well, and thus G is closed under inverses. We also need to show that G is closed under multiplication. Let g, h ∈ G. If g, h ∈ Γ 1 , then gh ∈ Γ 1 since Γ 1 is a group. Suppose g, h ∈ Γ 2 \Γ 3 . Then by (3.5) we can write
which shows that gh ∈ Γ 2 \Γ 3 . Similarly, hg ∈ Γ 2 \Γ 3 as well.
Our proof of Theorem 1.4 will utilize Lemma 2.5, so we next need the following lemma, which establishes that the groups we defined in (3.3) are as large as possible for our method. Recall thatx γ,τ is defined in (2.7). Proof. We first observe that by Corollary 2.7,ṽ γ,τ − v τ ∈ Zτ + Z if and only if γ ∈ Γ 1 (2). So it remains to investigateũ γ,τ − u τ .
When a is even, we can write
and thus by Corollary 2.7,ũ γ,τ − u τ ∈ Zτ + Z if and only if γ ∈ Γ 1 (C). Together with our condition that v γ,τ − v τ ∈ Zτ + Z if and only if γ ∈ Γ 1 (2), we see that bothũ γ,τ − u τ ,ṽ γ,τ − v τ ∈ Zτ + Z if and only if γ ∈ Γ 1 (lcm(2, C)) as desired. When a is odd, we consider the cases when C is odd, C ≡ 2 (mod 4), and C ≡ 0 (mod 4) separately. When C is odd, we write
so by Lemma 2.6,ũ γ,τ − u τ ∈ Zτ + Z if and only if γ = x y z w satisfies 2Ax + aCz ≡ 2A (mod 2C) (3.6) 2Ay + aCw ≡ aC (mod 2C). We see that if γ ∈ Γ 1 (2C) ∩ Γ 0 (2) ⊆ Γ 1 (2), then (3.6) and (3.7) are clearly satisfied and thus bothũ γ,τ − u τ ,ṽ γ,τ − v τ ∈ Zτ + Z. Conversely, from (3.6) we conclude that z must be even and thus γ ∈ Γ 0 (2). Furthermore, since det γ = 1, it follows that x, w must both be odd. Since w is odd, (3.7) implies that Ay ≡ 0 (mod C) and thus C | y forcing γ ∈ Γ 0 (C) as well. Combining this with the fact thatṽ γ,τ − v τ ∈ Zτ + Z implies γ ∈ Γ 1 (2), we see that bothũ γ,τ − u τ ,ṽ γ,τ − v τ ∈ Zτ + Z implies that γ ∈ Γ 0 (2) ∩ Γ 0 (C) ∩ Γ 1 (2). Since we are assuming C is odd, this group is simply Γ 1 (2C) ∩ Γ 0 (2) as desired. When C is even, we write
so by Lemma 2.6,ũ γ,τ − u τ ∈ Zτ + Z if and only if γ = x y z w satisfies
, then (3.8) and (3.9) are clearly satisfied. Moreover, when C ≡ 0 (mod 4), γ ∈ Γ 2 \Γ 3 ⊆ Γ 1 (2) implies that (3.8) and (3.9) are satisfied. Thus for γ ∈ A α , both u γ,τ − u τ ,ṽ γ,τ − v τ ∈ Zτ + Z. Conversely, assuming bothũ γ,τ − u τ ,ṽ γ,τ − v τ ∈ Zτ + Z gives us immediately that γ ∈ Γ 1 (2), so y is even and both of x, w are odd. Since w is odd, (3.9) implies that Ay ≡ 0 (mod C) and thus C | y forcing γ ∈ Γ 0 (C). We now consider specifically when C ≡ 2 (mod 4). Since x and C 2 are odd, (3.8) forces that z must be even, and so γ ∈ Γ 0 (2). Moreover, z even means that (3.8) implies that A(x − 1) ≡ 0 (mod C) and thus
By the fact that det γ = 1, we thus have that γ ∈ Γ 1 (C). Combining this with the fact thatṽ γ,τ −v τ ∈ Zτ +Z implies γ ∈ Γ 1 (2), we see that bothũ γ,τ − u τ ,ṽ γ,τ − v τ ∈ Zτ + Z implies that γ ∈ Γ 0 (2) ∩ Γ 1 (C) as desired. Now, suppose C ≡ 0 (mod 4). Here, we note that C 2 is even so we no longer have any restrictions on the parity of z. If z is even, then similarly to the case when C ≡ 2 (mod 4), we know that x, w ≡ 1 (mod C) and bothũ γ,τ − u τ ,ṽ γ,τ − v τ ∈ Zτ + Z implies that γ ∈ Γ 0 (2) ∩ Γ 1 (C) as desired. If z is odd however, then taking the inverse of A in (Z/CZ) × , we can rewrite (3.8) as
Thus x ≡ 1 (mod C 2 ), and since det γ = 1, it follows that w ≡ 1 (mod C 2 ) also. So in this case we must have that γ ∈ Γ 2 \Γ 3 ⊆ Γ 1 (2), as defined in (3.4). Therefore, bothũ γ,τ − u τ ,ṽ γ,τ − v τ ∈ Zτ + Z implies that γ ∈ Γ 1 ∪ (Γ 2 \Γ 3 ) as desired.
We now prove Theorem 1.4.
Proof of Theorem 1.4. Let u τ := 2α =
To show V α is a mock modular form, we need to show that its completion V α (τ ), as given in (3.2), is a harmonic Maass form as defined in Definition 2.3. Let γ = ( x y z w ) ∈ A α , and τ ∈ H. By Lemma 3.2, we can writeũ γ,τ = u τ +k γ τ +ℓ γ andṽ γ,τ = v τ +r γ τ +s γ , where k γ , ℓ γ , r γ , s γ ∈ Z. Thus, by (2.7) and Lemma 2.5, we have that
where ψ(γ) is as defined in (2.4). Thus, we can write
, where
To see that φ γ,τ is in fact a root of unity, we need to simplify the expression in (3.11) and observe that all terms containing τ cancel. First observe that k γ − r γ can be determined as the coefficient of τ in
From (3.12) we see that
and also that
Thus together we obtain that
Moreover, the first two terms in (3.11) also simplify using the fact that det γ = 1, yielding that
Thus by (3.11), (3.13), and (3.14), and again using the fact that det γ = 1, we have that
which is clearly a root of unity.
Since φ γ,τ is a root of unity, (3.10) shows that V α (τ ) obeys a modular transformation law with a suitable multiplier.
To study the growth of V α (τ ) at the cusp τ = x z , where x, z are integers with gcd(x, z) = 1, we let ( x y z w ) ∈ SL 2 (Z) and study the growth of V α (γτ ) at infinity. Using Lemma 2.4 (2), and simplifying significantly, we have that
which we observe is a constant multiple of a function of the form in (2.6). Thus V α (τ ) meets the prescribed growth conditions of a harmonic Maass form. Lastly, we need to show that V α (τ ) is annihilated by the Laplacian ∆ 1
2
. This follows directly from Lemma 2.8 after observing that
where M a,b (τ ) is defined in (2.8).
Quantum Modularity
We call a subset S ⊆ Q a quantum set for a function F with respect to the group G ⊆ SL 2 (Z) if both F (x) and F (M x) exist (are non-singular) for all x ∈ S and M ∈ G. We first establish quantum sets and corresponding groups for our functions V α defined in Definition 1.2. We make the following definitions, recalling the definition of S in (2.9),
We are now able to define our quantum sets and corresponding groups for V α .
, such that A, a ∈ Z, C ∈ N, 0 ≤ a ≤ 3, and gcd(A, C) = 1. We define
, such that A, a ∈ Z, C ∈ N, 0 ≤ a ≤ 3, and gcd(A, C) = 1. We define Before we can prove Theorem 1.5 we must establish the following.
, such that A, a ∈ Z, C ∈ N, 0 ≤ a ≤ 3, and gcd(A, C) = 1. Then the set S α is a quantum set for V α with respect to the group G α . In particular, for all τ ∈ S α and M ∈ G α ,
and
Proof. By Lemma 2.14, in order to show that V α (τ ) is well-defined for τ = h k ∈ S α , it suffices to show that for all n ∈ N,
Equivalently, we show that for any n ∈ N, r ∈ Z, the following identities do not hold
We first consider the case when a = 0. Suppose h k ∈ S C1 , and there exists an n ∈ N and r ∈ Z such that (4.5) Ckr = h(Cn ± A).
Then C must divide the right-hand side of (4.5), which gives a contradiction, since C ∤ h by definition of S C1 , and C ∤ A since they are relatively prime. We next consider the case when a = 2. Suppose h k ∈ S C1 , and there exists an n ∈ N and r ∈ Z such that (4.6) Ck(r ∓ 1) = h(Cn ± A).
Then similarly C must divide the right-hand side of (4.6), which gives a contradiction, since C ∤ h by definition of S C1 , and C ∤ A since they are relatively prime. We now consider the case when a = 1, 3. Suppose h k ∈ S C2 ∪ S ev , and there exists an n ∈ N and r ∈ Z such that (4.7)
Ck(2r ∓ a) = 2h(Cn ± A).
Then again C must divide the right-hand side of (4.7), and we know C ∤ A since they are relatively prime. If h k ∈ S C2 , then C ∤ 2h, which gives a contradiction. If h k ∈ S ev , then we have both that C ∤ h and k is even. Thus we have a contradiction since we can cancel the factor of 2 on the right-hand side of (4.7) due to k being even.
Since we have shown that V α (τ ) is well-defined for τ = h k ∈ S α , to see that V α (M τ ) is well-defined for τ = h k ∈ S α and M ∈ G α , it suffices to show that if τ = h k ∈ S α and M is a generator or inverse of a generator of G α , then M τ ∈ S α .
First, consider when M r = ( 1 0 r 1 ) for r ∈ {1, 2} is a generator of G α as in Definition 4.2. Then,
We note that h and rh + k are relatively prime since h and k are relatively prime. If τ = h k ∈ S C1 , then h is odd and C ∤ h. Therefore, M r τ ∈ S C1 as well.
If h k ∈ S C2 ∪ S ev , then by Definitions 4.1 and 4.2 we only need to consider when r = 2. If τ = h k ∈ S C2 , then h is odd and C ∤ 2h. So, M r τ ∈ S C2 as well. If τ = h k ∈ S ev , then k is even. Since r = 2 we have rh + k is even. Thus if τ = h k ∈ S C2 ∪ S ev , then M r τ ∈ S C2 ∪ S ev as well. We can argue similarly to show that for τ ∈ S α , M −1 r τ ∈ S α . We now consider when T r = ( 1 r 0 1 ) for r ∈ {C, 2C} is a generator of G α as in Definition 4.2. Then,
Here also we have that h+rk and k are relatively prime since h and k are relatively prime. If τ = h k ∈ S C1 , then we first note that h + rk is again odd, since h is odd, and r must be even by Definitions 4.1 and 4.2. Moreover, C ∤ h + rk since C ∤ h and C | r. Thus, T r τ ∈ S C1 . If h k ∈ S C2 ∪ S ev , then by Definitions 4.1 and 4.2 we know that r is even. If τ ∈ S ev , then h + rk must be odd since h is odd and r is even. Also, C ∤ h + rk since C ∤ h and C | r. We also know k is even. Therefore, T r τ ∈ S ev . If τ ∈ S C2 , then h + rk again remains odd since h is odd and r is even. Because C ∤ 2h and C | r, we must have C ∤ 2(h + rk). Therefore, T r τ ∈ S C2 . Thus, if τ = h k ∈ S C2 ∪ S ev , then T r τ ∈ S C2 ∪ S ev . We can argue similarly to show that for τ ∈ S α , T 
Proof. Observe that by applying Ar/C iterations of Lemma 2.1 (1), r/2 iterations of Lemma 2.1 (2), and r iterations of Lemma 2.1 (4), we obtain
By Definition 1.2 together with Theorem 4.3, we obtain the result.
We now consider the matrices M r = ( 1 0 r 1 ) for r ∈ {1, 2} which are generators of G α as in Definition 4.2. The corresponding transformations for M r are much more complicated than those for T s . The next lemma provides the first step in the process. For convenience, we make the following definition which we will use throughout, (4.8) 
Proof.
Observe that by definition of τ r , M r τ = Sτ r = − 1 τr . Using Lemma 2.1 (5) and the definition of I α,r (τ ) above, we obtain
Note that by Definition 4.2, we have that ar 2 is a positive integer. By Lemma 2.1 parts (1) and (4), we can write
Further applying Lemma 2.1 (5) and Lemma 2.1 (3) to (4.10) and simplifying, we obtain
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Plugging this into (4.9) and observing that
In order to analyze I α,r (τ ) + J α,r (τ ), we make the following definition. (z)
With this definition, we are able to prove the following lemma, which is helpful in the proof of Theorem 1.5.
Lemma 4.7. Let x, y ∈ R and τ ∈ H. Then δ x,y (τ ) satisfies
Proof. By Definition 4.6, we have
Applying Lemma 2.10 (2) and Lemma 2.2 (1), we obtain
By Definition 4.6, we similarly have
Applying Lemma 2.10 (1) and Lemma 2.2 (2), we have
The following theorem gives the transformation formula for V α under the action of M r . Proof. We first consider when τ ∈ H. Let I α,r (τ ) and J α,r (τ ) be defined as in Lemma 4. 
We can similarly rewrite 
(τ ) .
In order to establish the transformation for τ ∈ H, it thus remains to show that . By hypothesis, A C ∈ (0, 1), so in the case when a = 0, we see trivially that (4.14) vanishes. When a = 2, we can similarly see that (4.14) vanishes after using Lemma 4.7 to first shift each delta term into the case when x, y ∈ (− When a is odd, we first observe that r = 2, by Definition 4.2. We also assume that √ −iτ , which together show that (4.14) vanishes. Similarly, in the case when a = 3, we first use Lemma 4.7 to shift each delta term to match the case when a = 1, which then shows that (4.14) vanishes. Now that we have established the transformation for τ ∈ H, continuation to τ ∈ S α \{− 1 r } follows from Theorem 4.3, and the fact that the integral appearing in the transformation is a real analytic function except at − 1 r , as argued in [6, 4, 9, 17] , for example. We can now easily prove Theorem 1.5.
