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ABSTRACT
Inferring events of interest by fusing data from multiple heterogeneous sources has been an
interesting and important topic in recent years. Several issues related to inference using het-
erogeneous data with complex and nonlinear dependence are investigated in this dissertation.
We apply copula theory to characterize the dependence among heterogeneous data.
In centralized detection, where sensor observations are available at the fusion center (FC),
we study copula-based fusion. We design detection algorithms based on sample-wise copula
selection and mixture of copulas model in different scenarios of the true dependence. The
proposed approaches are theoretically justified and perform well when applied to fuse acoustic
and seismic sensor data for personnel detection. Besides traditional sensors, the access to the
massive amount of social media data provides a unique opportunity for extracting information
about unfolding events. We further study how sensor networks and social media complement
each other in facilitating the data-to-decision making process. We propose a copula-based joint
characterization of multiple dependent time series from sensors and social media. As a proof-
of-concept, this model is applied to the fusion of Google Trends (GT) data and stock/flu data
for prediction, where the stock/flu data serves as a surrogate for sensor data.
In energy constrained networks, local observations are compressed before they are trans-
mitted to the FC. In these cases, conditional dependence and heterogeneity complicate the sys-
tem design particularly. We consider the classification of discrete random signals in Wireless
Sensor Networks (WSNs), where, for communication efficiency, only local decisions are trans-
mitted. We derive the necessary conditions for the optimal decision rules at the sensors and the
FC by introducing a “hidden" random variable. An iterative algorithm is designed to search
for the optimal decision rules. Its convergence and asymptotical optimality are also proved.
The performance of the proposed scheme is illustrated for the distributed Automatic Modula-
tion Classification (AMC) problem. Censoring is another communication efficient strategy, in
which sensors transmit only “informative" observations to the FC, and censor those deemed
“uninformative". We design the detectors that take into account the spatial dependence among
observations. Fusion rules for censored data are proposed with continuous and discrete local
messages, respectively. Their computationally efficient counterparts based on the key idea of
injecting controlled noise at the FC before fusion are also investigated.
In this thesis, with heterogeneous and dependent sensor observations, we consider not only
inference in parallel frameworks but also the problem of collaborative inference where collab-
oration exists among local sensors. Each sensor forms coalition with other sensors and shares
information within the coalition, to maximize its inference performance. The collaboration
strategy is investigated under a communication constraint. To characterize the influence of
inter-sensor dependence on inference performance and thus collaboration strategy, we quantify
the gain and loss in forming a coalition by introducing the copula-based definitions of diversity
gain and redundancy loss for both estimation and detection problems. A coalition formation
game is proposed for the distributed inference problem, through which the information con-
tained in the inter-sensor dependence is fully explored and utilized for improved inference
performance.
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1CHAPTER 1
INTRODUCTION
The problem of inferring events of interest by fusing data from multiple sensors has a wide
variety of applications ranging from the surveillance of borders to disaster management. The
inference tasks could consist of detecting an activity of interest or estimating some parameters,
such as locations or tracks, that provide information for situational awareness. The sensors de-
ployed in a given region of interest, in the most general setting, may consist of rather disparate
and incommensurate modalities. In other words, with respect to the information content of the
signals, sensors exhibit heterogeneity that can arise from a wide variety of causes. Another
factor that influences the performance of such a multisensor system is the fact that the sensors
observe different aspects of the same phenomenon, i.e., sensor observations are dependent. The
nature of this dependence can be quite complex and nonlinear, especially in cases where the
signal may propagate through a non-homogeneous medium. Inference in such a multisensor
system is the major topic of this thesis.
Social media, facilitated by the growth of social networks, provides an easily accessible
platform for users to share information and has resulted in the generation of unprecedented
amounts of social media data that can be recorded and even monitored (such as, wall posts,
clicks etc). This massive amount of social media data can be used by the signal process-
2ing community, in combination with sensor data, for extracting information about unfolding
events. This is expected to be beneficial in the military as well as civilian domains and pro-
vides us the motivation to investigate the convergence of sensor networks and social media in
facilitating the data-to-decision making process and study how the two systems can comple-
ment each other for enhanced situational awareness. In networks with limited communication
resources, local observations are usually compressed according to certain local rules, and only
the compressed information is transmitted to the FC. In such distributed networks, the mecha-
nism at sensors that is applied to reduce transmission can be quantization, censoring, etc. The
existence of nonlinear inter-sensor dependence and heterogeneity of the network make the de-
sign of local rules and the fusion rule highly complex. We study the design of local and fusion
rules in this thesis, which take inter-sensor dependence into consideration to improve inference
performance. Local collaboration in the form of non-overlapping coalitions is also investi-
gated to explore the dependence among sensors so that inference performance is improved to
the largest extent under limited communication budget.
1.1 Background
Copula theory, which forms the basis of a lot of work in this thesis, is presented in this section.
1.1.1 Copula Theory
Copulas are parametric functions that couple univariate marginal distributions to a multivariate
distribution. They can model the dependence among random variables with arbitrary marginal
distributions. An important theorem that is central to the theory of copulas is Sklar’s theorem
(see Nelsen [75] for a detailed proof), which is stated below.
Theorem 1.1 (Sklar’s Thoerem). Consider an N -dimensional distribution function F with
marginal distribution functions F1, . . . , FN . Then there exists a copula C, such that for all
3x1, . . . , xN in [−∞,∞]
F (x1, x2, . . . , xN) = C(F1(x1), F2(x2), . . . , FN(xN)) (1.1)
If Fn is continuous for 1 ≤ n ≤ N , then C is unique, otherwise it is determined uniquely on
RanF1 × . . .× RanFN where RanFn is the range of cumulative distribution function (CDF)
Fn. Conversely, given a copula C and univariate CDFs F1, . . . , FN , F as defined in Eq.(1.1)
is a valid multivariate CDF with marginals F1, . . . , FN .
Note that Eq. (1.1) implies that the copula function is a joint distribution of uniformly
distributed random variables. As a direct consequence of Sklar’s Theorem, for continuous
distributions, the joint probability density function (PDF) is obtained by differentiating both
sides of Eq. (1.1),
f(x1, . . . , xN) =
( N∏
n=1
f(xn)
)
c(F1(x1), . . . , FN(xN)) (1.2)
where, c is termed as the copula density and is given by,
c(u) =
∂N(C(u1, . . . , uN))
∂u1, . . . , ∂uN
(1.3)
where, un = Fn(xn).
Thus, we can construct a joint density function with specified marginal densities by employ-
ing Eq. (1.2). Note that C(·) is a valid CDF and c(·) is a valid PDF for uniformly distributed
random variables, un. The choice of a copula function to represent the joint statistics of the
sensor observations is an important consideration here. Various families of copula functions
exist in the literature [75]. However, which copula function should be used for a given case
is not very clear as different copula functions may characterize different types of dependence
behavior among the random variables [69]. A brief summary of some popularly used copula
4functions is provided next.
1.1.2 Summary of Some Copula Functions
Copulas derived from distributions
Multivariate distribution functions specify dependence structures and copula functions can be
derived from them. Two such copula functions are the Gaussian and the t copula functions that
are derived from multivariate Gaussian and Student-t distributions respectively. Both specify
dependence using the correlation matrix and are given as follows.
The Gaussian copula is defined as
CG(u|Σ) = ΦΣ(Φ−1(u1), . . . ,Φ−1(uN)), (1.4)
where, ΦΣ denotes the multivariate normal CDF and Φ denotes the univariate normal CDF.
Similarly, the t-copula is defined as
Ct(u|Σ, ν) = tν,Σ(t−1ν (u1), . . . , t−1ν (uN)) (1.5)
where, tν,Σ is the multivariate Student-t distribution with correlation matrix Σ and ν degrees
of freedom (ν ≥ 3) and tν denotes the univariate Student-t distribution with ν degrees of
freedom. It is common to set ν = 3 to incorporate heavy tail dependence. As ν → ∞, the t
copula approaches the Gaussian copula function. Both the Gaussian and the t copula functions
belong to the elliptical family of copulas.
5Table 1.1: Archimedean copula functions
Copula Generator Function Parametric Form
Clayton 1
φ
(
u−φ − 1) (∑Nn=1 u−φn − 1)− 1φ , φ ∈ [−1,∞)\{0}
Frank − log exp{−φu}−1
exp{−φ}−1 − 1φ log
(
1 +
∏N
n=1 [exp{−φun}−1]
exp{−φ}−1
)
, φ ∈ R\{0}
Gumbel − lnuφ exp
{
−
(∑N
n=1(− lnui)φ
) 1
φ
}
, φ ∈ [1,∞)
Independent − lnu ∏Nn=1 un
Archimedean copulas
Archimedean copulas, describing an m-variate CDF, are defined as follows,
C(u|φ) = Ψ−1
(
N∑
n=1
Ψ(un)
)
(1.6)
where, Ψ(·) is referred to as the generator function and φ is the copula parameter specifying
dependence. The Archimedean copulas considered in the chapters to follow are shown in
Table 1.1 (see [75]).
1.1.3 Copulas and Measures of Dependence
An attractive feature of copulas is that nonparametric rank-based measures of dependence, such
as Kendall’s τ , can be expressed as expectations over the copula distribution. For independent
pairs of random variables (X1, Y1) and (X2, Y2) having the same distribution as (X, Y ), con-
cordance is defined as the condition that (X1−X2)(Y1−Y2) ≥ 0 and discordance is defined as
the condition that (X1−X2)(Y1−Y2) < 0. Kendall’s τ is defined to be the difference between
the probabilities of concordance and discordance:
τ , P [(X1 −X2)(Y1 − Y2) ≥ 0]− P [(X1 −X2)(Y1 − Y2) < 0].
6Nelsen has proved the relationship in (1.7) for a copula, C, and random variables X ∼
fX(x), Y ∼ fY (y) [75, p. 161], i.e.,
τ(φ) = 4E[Cφ(FX(x), FY (y))]− 1. (1.7)
This relationship allows τ to be expressed in terms of the dependence parameter of the copula,
C (Σ for the elliptical copulas and φ for the Archimedean copulas in Table 1.1). For the case
of elliptical copulas, parametrized by the matrix Σ = [ρmn],
ρmn = sin
(piτmn
2
)
, (1.8)
where τmn is the Kendall’s τ evaluated for the pair (Um, Un) = (FXm(·), FXn(·)). The sample
estimate of Kendall’s τ , for N observations, can be calculated as the ratio of the difference
in the number of concordant pairs, c, and discordant pairs, d, to the total number of pairs of
observations, i.e.,
τˆ =
c− d
c+ d
=
c− d(
N
2
) (1.9)
Typically, the value of the dependence parameter is not known a priori, and φ needs to
be estimated, e.g., using maximum likelihood estimation (MLE). On the other hand, (1.9) and
(1.7) imply that Kendall’s τ can be used for calculating computationally efficient estimates of
φ.
1.2 Literature Review
Multisensor signal processing may be viewed as a subset of the broader field of information
fusion. Centralized formulations, where raw observations are available at the processing unit
or fusion center, for several inference tasks are well known and available in standard text-
books [14, 61, 107]. Distributed inference, on the other hand, relies on the availability of a
7network that can either transmit local inferences/quantized measurements to the fusion cen-
ter or arrive at a consensus solution by locally exchanging compressed/quantized information.
While research in this area has forked in various directions, the problems addressed can be cat-
egorized as either distributed detection [114] or decentralized estimation (e.g., see [76, 78, 84]
and references cited therein).
This section reviews recent progress that has been made in the field of multisensor signal
processing, and focuses on developments where dependence information plays a significant
role in the design. The aim of the discussion, as presented, is to motivate the relevance of our
current research. The emphasis on dependence notwithstanding, the literature is quite exten-
sive, and instead of being exhaustive, we concentrate on highlighting newer developments.
1.2.1 Dependence as Covariance
Modeling dependence as a covariance matrix (or equivalently a correlation matrix) is arguably
one of the most popular ways of characterizing dependence. It defines the dependence of jointly
normal random variables and describes the linear dependence between random variables that
possess a finite second moment. In the centralized paradigm, it is used extensively to model
the dependency information for array signal processing applications, especially where it is rea-
sonable to assume linearity of the medium of signal propagation. The most recent technologies
where these concepts of array signal processing have been applied are MIMO radar [67] and
joint blind source separation (JBSS) [5]. In MIMO radar, several antenna elements are used
to transmit multiple probing signals that may be correlated or uncorrelated with one another.
While traditional blind source separation problems are formulated using a single dataset, JBSS
formulations are useful when analyzing multiple datasets as a group. An example of this is the
separation of speech and audio signals in multiple frequency bands. The fusion of EEG with
fMRI data for the detection of schizophrenia is discussed by Correa et al. [26] where the brain
tissue is modeled as a mixing channel, and hence the information fusion problem is posed as
8a JBSS problem and is solved using an approach based on multivariate canonical correlation
analysis [62]. Canonical correlation analysis (CCA) has also been used for audio-video fusion:
Slaney and Covell [93] use CCA to measure the synchrony between acoustic features and video
frames, while Kidron et al. [63] consider a CCA based approach to determine pixels in images
that exhibit maximal correlation with the acquired audio signal.
Optimal schemes for distributed inference with correlated observations has also been a
topic of considerable interest. In the case of distributed detection, it has been shown that the
likelihood ratio based quantizer, which was optimal under the assumption of conditional in-
dependence, is no longer optimal when correlation is taken into account. Examples of the
consequent loss in performance are provided by Aalo and Viswanathan [1]. In fact, earlier
work by Tsitsiklis and Athans [111] has shown that the distributed detection problem with de-
pendent observations is NP-complete. One way to get past the computational intractability is
to assume some prior knowledge about the joint statistics: Drakopolous and Lee [33] examine
the fusion rule for distributed detection under dependence by considering that the correlation
coefficient is known, whereas Kam et al. [58] use the Bahadur-Lazarsfeld expansion of prob-
ability density functions. Willett et al. [123] study the problem of distributed detection of a
mean shift in correlated Gaussian noise and establish how the nature of correlation affects the
optimum fusion rule. They conclude that even for a simple two-sensor and linear correlation
formulation the distributed detection problem “exhibits apparently very complicated behavior."
The decentralized estimation problem with correlated observations has been studied by
Fang and Li [39]. They consider a power constrained wireless sensor network [104] and ex-
amine power allocation for spatially correlated sensor observations. Each sensor transmits a
possibly nonlinear function of the parameter of interest, θ, that is corrupted by additive, corre-
lated Gaussian noise. Bandwidth constrained formulations requiring quantized transmissions
to the fusion center are also considered by Ribeiro and Giannakis [84]. However, they con-
sider a linear observation model, with θ being deterministic but unknown, and hence the sensor
9observations are conditionally independent. Krasnopeev et al. [64] present a distributed esti-
mation scheme for the problem xn = θ + wn, where xn is the measurement of sensor n and
the noise wn is a multivariate Gaussian correlated spatially across sensors. The covariance is
assumed to be known at the fusion center. We note that all these problems are considered to
be distributed since each local sensor transmits some local estimate of θ, which in its simplest
form is the noise corrupted parameter itself. These formulations do not consider local, inter-
node communication; the implications of this local communication aspect have been recently
investigated by Kar et al. [60].
1.2.2 Nonlinear Dependence: Nonparametric Approach
Nonparametric approaches to multisensor signal processing have been very popular in applica-
tions where it is infeasible to model a priori the complex dependencies that may exist between
the signals/features acquired by the sensors. These methods, in essence, estimate or learn the
joint distribution across sensor measurements directly from the data.
Machine learning techniques fall under this framework and are applicable largely when it
is feasible to control environment variables in such a way that a representative training dataset
may be collected. While this is apparently a stringent requirement, often with some prepro-
cessing, a significant amount of information can be extracted from sensor observations. This
has led to the successful application of machine-learning techniques for a wide variety of prob-
lems. Learning based methodologies have been successfully applied to multibiometric sys-
tems [12, 85]. Multibiometric systems achieve superior personnel identification performance
by fusing information from two or more biometric modalities. The learning-based approach
has also been popular for solving several object classification tasks [57,73] and have tradition-
ally focused on security and surveillance applications [66, 132]. Recently, challenges unique
to emerging technologies such as ubiquitous and human-centered computing have led to new
research in areas such as object tracking and affect recognition [125, 128].
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When viewed from an information fusion perspective, nonparametric designs offer tangible
advantages over methods described in Section 1.2.1. Fusion of heterogeneous or multimodal
information is possible since disparate modalities are not constrained to a multivariate normal
approximation. For example, Butz and Thiran [18] use the mutual information and joint en-
tropy between audio and video data as a measure of dependence; the joint density required for
the computation of these quantities is estimated from the data using the nonparametric Parzen’s
estimator [119]. Graphical models such as Bayesian networks generalize hidden Markov mod-
els and have also been successfully used for audio-visual tracking [11, 28, 57]. Algorithms for
distributed fusion using graphical models have been described by Çetin et al. [19].
1.2.3 Nonlinear Dependence: Copula-based Approach
Recall from Section 1.1.1 that copulas are parametric functions that couple univariate marginal
distribution functions to the corresponding multivariate distribution function. A copula-based
formulation is attractive because the spatial correlation among sensor observations can get
manifested in several different, potentially non-linear ways and many families of copula func-
tions have been specified in the literature to address this issue. Further, while nonparametric
formulations are known to converge to the true distribution asymptotically, they also suffer
from scalability issues stemming from the curse of dimensionality. Recently, considerable
progress has been made in the study of copulas and their applications in statistics. The usage
of copulas is widespread in the fields of econometrics and finance [25] and they are beginning
to be used in the signal and image processing context [29, 52, 71, 103].
Iyengar et al. [51] have investigated the general framework of copula-based detection of a
phenomenon being observed jointly by heterogeneous sensors. They quantify the performance
loss due to copula misspecification and demonstrate that a detector using a copula selection
scheme based on area under the receiver operating characteristic (ROC) can provide signifi-
cant improvement over models assuming independence. Their results on a NIST multibiomet-
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ric dataset show that the copula based approach is versatile and can fuse not only heteroge-
neous sensor measurements, but can also be applied to fuse different algorithms. Sundaresan
et al. [100] consider the case of distributed detection and derive the optimum fusion rules for a
Neyman-Pearson detector. Sundaresan and Varshney [99] also design and analyze the perfor-
mance of a copula-based estimation scheme for the localization of a radiation source.
1.3 Main Contributions and Organization
The main contributions of the research results presented in this dissertation to the signal pro-
cessing and information fusion literature, are as follows:
In Chapter 2, we investigate the detection problem using heterogeneous sensor data, where
observations from disparate sensors may be conditionally dependent. We use copula theory
to construct a valid joint distribution, to describe the dependence among these heterogeneous
data. We consider the dependence to be “complex", where the “complexity" is assumed to
include two cases, one is when the dependence structure is non-stationary, the other is when the
true dependence is beyond the description of a single copula. For the scenario of non-stationary
dependence, we propose a sample-wise copula selection rule and theoretically justify its utility.
For the other scenario, we use a mixture of copulas to approach the true underlying dependence
and use expectation maximization (EM) algorithm to solve for the unknown parameters in the
model. Both theoretical proofs and simulation results are provided to show that the mixture of
copula model results in a better detection performance compared with previously used single
copula method. We also apply our proposed approaches to personnel detection using real
footstep data collected by acoustic and seismic sensors.
The access to the massive amount of social media data provides a unique opportunity to
the signal processing community for extracting information that can be used to infer about
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unfolding events. It is desirable to investigate the convergence of sensor networks and social
media in facilitating the data-to-decision making process and study how the two systems can
complement each other for enhanced situational awareness. In Chapter 3, we propose a copula-
based joint characterization of multiple dependent time series from sensors and social media.
As a proof-of-concept, this model is applied to the fusion of Google Trends (GT) data and
stock price data of Apple Inc. for prediction, where the stock data serves as a surrogate for
sensor data. We also apply our model to the fusion of GT data and Influenza-Like Illness
(ILI) data from Centers for Disease Control and Prevention (CDC) for flu prediction. Superior
prediction performance of our method is demonstrated for both problems, by taking the non-
linear dependence among social media data and sensor data into consideration.
In Chapter 4, we consider the distributed classification of discrete random signals in wire-
less sensor networks (WSNs). Observing the same random signal makes sensors’ observations
conditionally dependent which complicates the design of distributed classification systems. In
the literature, this dependence has been ignored for simplicity although this may significantly
affect the performance of the classification system. We derive the necessary conditions for
the optimal decision rules at the sensors and the fusion center (FC) by introducing a “hidden"
random variable. Furthermore, we introduce an iterative algorithm to search for the optimal
decision rules, the convergence of which is also proved. The proposed scheme is applied
to a distributed Automatic Modulation Classification (AMC) problem. It is shown to attain
superior performance in comparison with other approaches which disregard the inter-sensor
dependence.
In Chapter 5, we consider a distributed detection problem for a censoring sensor network
where each sensor’s communication rate is significantly reduced by transmitting only “infor-
mative" observations to the Fusion Center (FC), and censoring those deemed “uninformative".
Our focus is on designing the fusion rule under the Neyman-Pearson (NP) framework that
takes into account the spatial dependence among observations. Two transmission scenarios are
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considered, one where uncensored observations are transmitted directly to the FC and second
where they are first quantized and then transmitted to further improve transmission efficiency.
Copula-based Generalized Likelihood Ratio Test (GLRT) for censored data is proposed with
both continuous and discrete messages received at the FC corresponding to different transmis-
sion strategies. We address the computational issues of the copula-based GLRTs involving
multidimensional integrals by presenting more efficient fusion rules, based on the key idea of
injecting controlled noise at the FC before fusion. Although, the signal-to-noise ratio (SNR) is
reduced by introducing controlled noise at the receiver, simulation results demonstrate that the
resulting noise-aided fusion approach based on adding artificial noise performs very closely to
the exact copula-based GLRTs. Copula-based GLRTs and their noise-aided counterparts by
exploiting the spatial dependence greatly improve detection performance compared with the
fusion rule under independence assumption.
We consider the problem of collaborative inference in a sensor network with heteroge-
neous and statistically dependent sensor observations. Each sensor aims to maximize its in-
ference performance by forming a coalition with other sensors and sharing information within
the coalition. In Chapter 6, the formation of non-overlapping coalitions with statistically de-
pendent sensors is investigated under a communication constraint. We apply a game theoret-
ical approach to fully explore and utilize the information contained in the spatial dependence
among sensors to maximize individual sensor performance. Before formulating the distributed
inference problem as a coalition formation game, we quantify the gain and loss in forming a
coalition by introducing the concepts of diversity gain and redundancy loss for both estimation
and detection problems. These definitions, enabled by the statistical theory of copulas, allow
us to characterize the influence of statistical dependence among sensor observations on infer-
ence performance and collaboration strategy. An iterative algorithm based on merge-and-split
operations is proposed for the solution and the stability of the proposed algorithm is analyzed.
Numerical results are also provided for illustration.
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Finally, in Chapter 7, we summarize the findings and results of this dissertation. Several
directions and ideas for future research are also presented.
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CHAPTER 2
CENTRALIZED DETECTION UNDER
COMPLEX DEPENDENT OBSERVATIONS
2.1 Motivation
Fusion of data from heterogeneous sources of information, observing a certain phenomenon,
has been shown to improve the performance of several inference tasks. Sensors are said to be
heterogeneous if their respective observation models cannot be described by the same proba-
bility density function (PDF) [51]. Naturally, an information fusion system comprising multi-
modal sensors satisfies this definition. However, sensors of the same modality too can be het-
erogeneous, in the sense defined here, as they may span varied deployment and manufacturing
conditions.
In this chapter, we consider centralized detection in the Neyman-Pearson (NP) framework
with heterogeneous dependent observations for two cases. The first one is when the depen-
dence is non-stationary where the non-stationarity is assumed to manifest itself as time-varying
spatial dependence across the sensors. This is a plausible situation, especially in multi-modal
deployments: based on the physics governing the individual modalities, transient phenomena
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may affect one modality more drastically than the other. This would, therefore, cause the in-
termodal dependence to fluctuate, but leave the marginal models relatively invariant within the
same observation window. In other words, for reasonably short observation windows, the sig-
nal from a single modality can be modeled as a quasi-stationary process, an approach that has
been used extensively in spectral analysis and statistical signal processing [36, 70]; modeling
cross-sensor dependence, on the other hand, would require a more considered approach. The
other case is when the true dependence is beyond the description of any single copula. Un-
der such circumstances, using a single copula to represent the true dependence structure will
introduce model mismatch error and lead to suboptimal performance [50]. Thus, a mixture
of copulas model which is able to approach the true dependence in multiple directions can be
used . A mixture of copulas is usually more flexible compared with single copula models due
to an increase in the number of parameters, thus resulting in more degree of freedom and a
better performance in describing the dependence among observations.
2.2 Problem Formulation
Consider a scene or phenomenon being monitored by a sensor suite, consisting of N sensors.
The nth sensor, n = 1, 2, . . . , N , makes a set of L measurements, xnl, l = 1 . . . , L. These
measurements may represent a time series (with l being the time index), spectral coefficients
(with l being the frequency index), or some other feature vector. The vector xl denotes the
l-th measurements at all the sensors, i.e., xl = [x1l, . . . , xNl]T . The collective measurements,
x = [x1, . . . ,xL], are received at a processing unit or Fusion Center (FC). Based on the joint
characteristics of x, the FC decides whether a phenomenon is present or absent in the region
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of interest and, thus, solves the following hypothesis testing problem:
H0 : f(x |H0) =
L∏
l=1
f(xl|H0)
H1 : f(x |H1) =
L∏
l=1
f(xl|H1),
(2.1)
where H0 is the null hypothesis that the background process is observed, and H1 is the alter-
native, i.e., the phenomenon of interest is observed. The PDFs under the null and alternative
hypotheses are, respectively, denoted as f(·|H0) and f(·|H1). In taking the product over all l
in (2.1), we assume that for a given sensor, signals are independent over the index l, e.g., over
time. However, in general,
f(xl |Hi) 6=
N∏
n=1
fn(xnl|Hi), i = 0, 1 (2.2)
where fn(xn|H0) and fn(xn|H1), respectively denote the PDFs of sensor n’s observations un-
der hypotheses H0 and H1. This formulation, therefore, asserts that since the sensors are
observing the same phenomenon, at any given instant, sensor measurements need not be inde-
pendent spatially (across sensors).
Using Sklar’s theorem (Section 1.1.1, Theorem 1.1), the joint densities in (2.1) can be
expressed in terms of the copula densities, c0 and c1, respectively under H1 and H0, as,
f(x |Hi) =
L∏
l=1
[(
N∏
n=1
fn(xnl|θin, Hi)
)
ci(u
i
1l(θi1), . . . , u
i
Nl(θiN)|φi)
]
, i = 0, 1 (2.3)
The copula arguments are the probability integral transforms (PIT) of xnl under hypothesis Hi,
i.e., for sensor n and measurement l,
uinl(θin) = Fn(xnl|θin, Hi) i = 0, 1. (2.4)
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The quantities {θ0,θ1} and {φ0,φ1} in (2.3) are, respectively, the marginal density parameters
and copula parameters under {H0, H1}. When these parameters are known, the likelihood ratio
test (LRT) is the optimal test. Equivalently, we can compare the log-likelihood ratio (LLR) to
a threshold η,
TLR(x)
H1
≷
H0
η, (2.5)
where,
TLR(x) = log
f(x |H1)
f(x |H0)
=
L∑
l=1
N∑
n=1
log
fn(xnl|θ1n, H1)
fn(xnl|θ0n, H0)
+
L∑
l=1
log
c1(u
1
1l(θ11), . . . , u
1
Nl(θ1N)|φ1)
c0(u01l(θ01), . . . , u
0
Nl(θ0N)|φ0)
(2.6)
These parameters {θ0,θ1} and {φ0,φ1} are typically unknown and have to be estimated.
Using maximum likelihood (ML) estimates in place of the true parameter values, the test be-
comes a generalized likelihood ratio test (GLRT) in the Neyman-Pearson framework. From
(2.3) and (2.4), it is seen that the copula density is also a function of the marginal parameter,
θin, through the PIT. Thus, ideally, ML estimation of the parameters would require simultane-
ous maximization of the joint likelihood function over both, the marginal and copula param-
eters. This is, however, difficult and a consistent two-step estimation procedure is commonly
used in the copula literature [108]. The two-step maximum likelihood (TSML) procedure first
maximizes the individual marginal likelihoods over each θin:
θ̂in = arg max
θin
L∑
l=1
log fn(xnl|θin, Hi) (2.7)
The second step of TSML substitutes θin = θ̂in in (2.4); the copula likelihood, thus obtained,
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is then maximized over φi, i.e.,
φ̂i = arg max
φi
L∑
l=1
log ci(uˆ
i
1l, . . . , uˆ
i
Nl|φi). (2.8)
where uˆinl = u
i
nl(θ̂in). The GLRT then can be expressed as,
TGLR(x)
H1
≷
H0
η, (2.9)
where,
TGLR(x) =
L∑
l=1
N∑
n=1
log
fn(xnl|θ̂1n, H1)
fn(xnl|θ̂0n, H0)
+
L∑
l=1
log
c1(u
1
1l(θ̂11), . . . , u
1
Nl(θ̂1N)|φ̂1)
c0(u01l(θ̂01), . . . , u
0
Nl(θ̂0N)|φ̂0)
(2.10)
Alternatively, for the bivariate case (N = 2), we can also use the sample estimate of
Kendall’s τ , defined in (1.9), to estimate φi. Noting that the relation in (1.9) is invertible,
we rewrite the function relationship between τ and φi in (1.7), in terms of a function gi so that,
φi = g
−1
i (τ). The resultant estimate of φi is given by
φ˜i = g
−1
i (τˆ). (2.11)
In multivariate copulas, such as Gaussian copula, the dependence parameter is a matrix where
each element is the correlation coefficient of two random variables and can be associated with
the corresponding pairwise τ . In other forms of multivariate copulas, such as the ones con-
structed through a vine [65, 97], (conditional) bivariate copulas are the basic elements of the
structure, whose associated parameters are directly related to the corresponding (conditional)
pairwise τ .
Further, since τˆ is a consistent estimator of τ [42], φ˜i → φi as L→∞. For finite L, using
φ˜i instead of φ̂i, in (2.10), results in a sub-optimal test, but a simpler estimation procedure.
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2.3 Detection under Non-stationary Dependence
We motivated the need to consider non-stationary dependence earlier in this chapter. While the
preceding section assumes that the family of copulas, c0 and c1, are known, a formulation with
non-stationary dependence has to necessarily drop that assumption. In the following discus-
sion, we assume that the background model can be predetermined to some degree: the family
of the marginals is known and c0 is known. The more general case of unknown c0 is considered
by Iyengar et al. [51], but signal detection for such a scheme need to be implemented under
a training-testing paradigm. However, non-stationarity notwithstanding, the true underlying
copula under H1, c, is typically not known; this “true copula” is usually abstracted as a single
copula, but it may, in fact, be a composite of several copulas interacting in an indeterminate
fashion, accounting for the non-stationary nature of observations. Due to these complexities,
copula selection is an important part of copula based inference and several copula selection
methods have been proposed [51, 97, 103]. Our assumptions are stated more precisely as fol-
lows:
1. We assume that fn(·|H0), the marginal density families under H0, are known for each
n = 1, . . . , N . The corresponding marginal parameters, θ0n, may be unknown.
2. The H0 copula family, c0, is known but φ0 may be estimated, if needed. This section,
however, assumes, without loss of generality, that c0 = 1, i.e., measurements under H0
are independent across sensors. However, the discussion is valid for any known c0. The
independence under the null hypothesis also allows us to simplify our notation; we do
not explicitly notate for H1 with respect to the copula function. Therefore, we set
c1(·) ≡ c(·)
u1nl(θin) ≡ unl
φ1 ≡ φ
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3. The copula under the alternative, c1, is not known a priori. The “best” copula, in the
sense of maximum likelihood, is selected from a predefined library of copulas, C =
{cm : m = 1, . . . ,M}.
Based on these assumptions, we discuss three detection scenarios: detection with known
parameters, detection with unknown parameters, and detection with unknown marginals under
H1 and unknown copula parameters.
2.3.1 Detection with Known Parameters
For some applications, it may be feasible to determine, a priori, the value of the copula param-
eter φm for each cm ∈ C. The actual selection of the copula may be done online. For this case
the test-statistic is formulated as a modification of (2.6),
TLR(x) = log
f(x |H1)
f(x |H0)
=
L∑
l=1
N∑
n=1
log
fn(xnl|θ1n, H1)
fn(xnl|θ0n, H0)
+
L∑
l=1
log c∗l (u1l, . . . , uNl|φ∗l ),
(2.12)
where for each l the maximum copula likelihood is selected from the library C, i.e.,
c∗l = arg max
cm∈C
cm(u1l, . . . , uNl|φ∗l ) (2.13)
The key difference here is that previous work has proposed the scheme of selecting a single
copula for the entire observation window [51, 97], i.e., choose a single copula c∗L
c∗L = arg max
cm∈C
L∑
l=1
log cm(u1l, . . . , uNl|φ∗L) (2.14)
for all l = 1, . . . , L. On the other hand, we select the best copula for each l adapting to
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potentially changing dependence structure.
In problems where the distribution of measurements under one of the hypotheses (based on
our assumptions, H0) is known, it has been shown that [37] the loss in detection power defined
as
∆loss =
∫
PD(η)− PˆD(η)dη (2.15)
when fX(·|H1) is misspecified as fˆ(·|H1), is equal to the Kullback-Leibler (KL) divergence
D(fX(·|H1)||fˆ(·|H1)). We now prove that selecting the best copula for each l, as opposed to
a single best copula for all L, leads to a smaller KL divergence from the single true copula, c
and thus a better performance in terms of loss in detection power.
Proposition 2.1. Let X ∼ f(x |H1),X ∈ RL×N , where,
fX(x |H1) =
L∏
l=1
[(
N∏
n=1
fn(xnl|θ1n, H1)
)
c(u1l, . . . , uNl|φ)
]
(2.16)
where c is the true copula. For the copula library, C = {cm : m = 1, . . . ,M}, and selection
schemes (2.13) and (2.14),
D(fX||fc∗l ) ≤ D(fX||fc∗L), (2.17)
where fc∗l and fc∗L are the joint densities for X under H1 using (2.13) and (2.14) respectively.
Proof. Consider the caseM = 2. Choosing c1 over c2 when c1(u1l, . . . , uNl) ≥ c2(u1l, . . . , uNl)
is equivalent to the decision rule when copula selection is posed as a decision problem with
equally likely copulas. Let Ω represent the sample space. Let Ωm ⊂ Ω represent the decision
region for x for which cm (m = 1, 2) is chosen, so that Ω1 ∪Ω2 = Ω and Ω1 ∩Ω2 = ∅. Denote
the product of marginals as fp(xl), i.e.,
fp(xl) =
N∏
n=1
fn(xnl|θ1n, H1) (2.18)
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Also, define the following sets:
J1 = {l : xl ∈ Ω1} and J2 = {l : xl ∈ Ω2}.
Then,
D(fX||fc∗l ) =
∫
log
fX(x)
fc∗l (x)
dFX
=
∫
log
L∏
l=1
fp(xl)c(u1l, . . . , uNl|φ)
L∏
l=1
fp(xl)
∏
J1
c1(·|φ1)
∏
J2
c2(·|φ2)
dFX
=
∫ L∑
l=1
log c(·)dFX
−
∫ [∑
J1
log c1(·) +
∑
J2
log c2(·)
]
dFX
(2.19)
The selection criterion in (2.13), implies that, for the set J2, c2 ≥ c1. Therefore,
∑
J1
log c1(·) +
∑
J2
log c2(·) ≥
∑
J1
log c1(·) +
∑
J2
log c1(·)
=
L∑
l=1
log c1(·),
(2.20)
and in a similar manner,
∑
J1
log c1(·) +
∑
J2
log c2(·) ≥
L∑
l=1
log c2(·) (2.21)
Therefore, depending on whether c1 or c2 was chosen using (2.14), we can substitute either of
the inequalities in (2.20) and (2.21) in (2.19) to get,
D(fX||fc∗l ) ≤ D(fX||fc∗L)
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This proves the case for M = 2. For M > 2 we can successively partition Ω2 and arrive at a
similar result by repeating the above steps. It should be noted that, in the proof, we assume the
true dependence to be c for all time instants l. Since the true copula appears only in the first
term of (2.19), which is irrelevant to the copula selection rule, the proof holds for any type of
true dependence (time invariant, or time varying).
Proposition 2.1 implies that a detector using the selection scheme proposed in (2.13) will
suffer a lower loss in detection performance due to copula misspecification [51].
2.3.2 Detection with Unknown Parameters
With unknown parameters, the statistic in (2.10) for the composite hypothesis testing problem
can be rewritten as,
TGLR(x) =
L∑
l=1
N∑
n=1
log
fn(xnl|θ̂1n, H1)
fn(xnl|θ̂0n, H0)
+
L∑
l=1
log c∗l (u1l(θ̂11), . . . , uNl(θ̂1N)|φ̂
∗
l ),
(2.22)
where the TSML procedure has been used to obtain estimates of marginal and copula parame-
ters. The copula parameters φ̂m are estimated over L, for each cm ∈ C, so that
C = {cm(·|φ̂m(L)) : m = 1, . . . ,M} (2.23)
c∗l = arg max
cm∈C
log cm(u1l(θ̂11), . . . , uNl(θ̂1N)|φ̂m(L)) (2.24)
φ̂
∗
l = arg c
∗
l (2.25)
While this selection method is motivated by the implications of Proposition 2.1 for the simple
hypothesis case, a similar result may not be stated for the composite test. This is because ML
estimation requires that all L samples be drawn from the same population; this need not hold
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true for copula selection from C with unknown parameters. The copula parameters can also be
estimated using Kendall’s τˆ . The test-statistic is then,
Tτˆ (x) =
L∑
l=1
N∑
n=1
log
fn(xnl|θ̂1n, H1)
fn(xnl|θ̂0n, H0)
+
L∑
l=1
log c∗l (u1l(θ̂11), . . . , uNl(θ̂1N)|φ˜
∗
l ),
(2.26)
where φ˜
∗
l is the estimate of φ
∗
l based on τˆ . Correspondingly,
C = {cm(·|φm(τˆ)) : m = 1, . . . ,M} (2.27)
c∗l = arg max
cm∈C
log cm(u1l(θ̂11), . . . , uNl(θ̂1N)|φm(τˆ)) (2.28)
φ˜
∗
l = arg c
∗
l (2.29)
2.3.3 Detection with Unknown Marginals and Unknown Copula Pa-
rameters
In many applications, establishing a model under H1 is not feasible. In that case, fn(·|H1)
is determined non-parametrically and uij is obtained using the empirical probability integral
transform (EPIT). The test statistic is, therefore, expressed as,
TNPM(x) =
L∑
l=1
N∑
n=1
log
fˆn(xnl|H1)
fn(xnl|θ̂0i, H0)
+
L∑
l=1
log c∗l (uˆ1l, . . . , uˆNl|φ̂
∗
l ),
(2.30)
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where c∗l and associated parameters are selected as indicated in (2.23), (2.24) and (2.25). The
uniform random variables in the copula density are evaluated using EPIT,
Fˆn(·|H1) = 1
L
L+1∑
l=1
1xnl<{·} (2.31)
uˆnl = Fˆn(xnl|H1) (2.32)
where 1{·} is the indicator function.
The marginal model underH1 is determined through a kernel density estimation procedure.
Kernel density estimators [119] provide a smoothed estimate, fˆn(xnl|H1), of the true density.
Choosing the correct bandwidth for kernel density estimation is important for an accurate es-
timate. The kernel bandwidth is chosen using leave-one-out cross-validation. The selected
bandwidth, h∗, is the minimizer of the cross-validation estimator of risk, Jˆ , for a kernel, K.
The risk estimator may be easily computed using the approximation [119, p. 136],
Jˆ(h) =
1
hN2
∑
p
∑
q
K∗
(
Xp −Xq
h
)
+
2
Nh
K(0) +O
(
1
N2
)
,
(2.33)
where,
K∗(x) = K(2)(x)− 2K(x)
K(2)(z) =
∫
K(z − y)K(y)dy.
The Gaussian kernel is used in this work, so thatK(x) = N (x; 0, 1) andK(2)(z) = N (z; 0, 2).
Therefore,
h∗ = arg min
h
Jˆ(h)
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2.4 Detection Using Mixture of Copulas
In the previous section, for each sample we chose one copula as the "best" one from the copula
library C. We actually made the assumption that at each time instant there is an unknown true
copula from which the data is generated, thus a hard decision on the best copula is made at each
time instant as in a multiple hypothesis testing problem. However, in this section, we assume
that every sample is generated by cm with probability pim ∈ [0, 1],∀m = 1, . . . ,M , i.e.,
c(·) =
M∑
m=1
pimcm(·|φm), (2.34)
where {cm(·|φm)} are the copula components from library C, {pim}Mm=1 are the corresponding
weights satisfying
∑M
m=1 pim = 1. It has been proved in [75] that (2.34) is also a copula. The
mixture of copulas model provide a more flexible approach to model dependence and can serve
as a better descriptor of dependence than a single copula.
The assumptions 1, 2 and 3 that we made in Section 2.3 are still assumed to hold here.
According to Sklar’s theorem and the mixed copula in (2.34), the distribution under H1 can be
written as
f(x) =
L∏
l=1
[(
N∏
n=1
fn(xnl|θn)
)
×
M∑
m=1
pimcm(u1l(θ1), . . . , uNl(θN)|φm)
]
. (2.35)
Based on the TSML procedure, marginal parameters can be first obtained by (2.7). Then,
after substituting θn = θˆn, n = 1, . . . , N , the copula likelihood function is obtained and maxi-
mized over unknown copula parameters φ = (φ1, . . . ,φM ) and weights pi = (pi1, . . . , piM).
p̂i, φ̂ = arg max
pi,φ
L∑
l=1
log
M∑
m=1
pimcm(uˆ1l, . . . , uˆNl|φm). (2.36)
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Then the GLRT can be written as:
TGLR(x |θ̂, φ̂, p̂i)
H1
≷
H0
η (2.37)
where
TGLR(x) =
L∑
l=1
N∑
n=1
log
fn(xnl|θ̂1n, H1)
fn(xnl|θ̂0n, H0)
+
L∑
l=1
log
M∑
m=1
pˆimcm(uˆ1l, . . . , uˆNl|φ̂m),
(2.38)
The superiority of using a mixture copula model, compared with using a single copula model
is given in Proposition 2.2:
Proposition 2.2. Let X ∼ f(x),X ∈ R1×N , where,
fX(x) =
[(
N∏
n=1
fn(xn|θn)
)
c(u1, . . . , uN |φ)
]
(2.39)
where c is the true copula. As L→∞
D(fX||fc∗M ) ≤ D(fX||fc∗), (2.40)
where fc∗M and fc∗ are the joint densities for X under H1 using mixture of copulas and single
copula respectively.
Proof. Consider the case M = 2. fp(x) is defined in (2.18). Then,
D(fX||fc∗M ) =
∫
log
fX(x)
fc∗M (x)
dFX
=
∫
log
fp(x)c(u1, . . . , uL|φ)
fp(x)[pi1c1(·|φ1) + pi2c2(·|φ2)]
dFX
=
∫
log c(·)dFX −
∫
log[pi1c1(·|φ1) + pi2c2(·|φ2)]dFX
(2.41)
When L is large enough, we use the sample estimate to approach the true distribution, meaning
30
that when L→∞
1
L
L∑
l=1
log[pi1c1(·|φ1) + pi2c2(·|φ2)]
→
∫
log [pi1c1(·|φ1) + pi2c2(·|φ2)] dFX (2.42)
So, the second term in (2.41) can be approximated by the sample estimate in (2.42). Since, a
single copula model corresponds to a special case of mixture of copulas model in which all the
weights are zeros except for one weight that is equal to one, it can be concluded that
max
φ1,φ2,pi1,pi2
1
L
L∑
l=1
log [pi1c1(·|φ1) + pi2c2(·|φ2)] ≥
max
φ1,φ2,pim=1,m=1,2
1
L
L∑
l=1
log [pi1c1(·|φ1) + pi2c2(·|φ2)] (2.43)
The right hand side of (2.43) correspond to the single copula model. Thus, when L → ∞,
D(fX||fc∗M ) ≤ D(fX||fc∗) is proved. For M > 2 we can successively arrive at a similar result
by repeating the above steps.
Since there is no explicit analytical expression for the maximum likelihood estimator in
(2.36). We use the expectation maximization (EM) algorithm to find the parameters iteratively.
The EM algorithm consists of two steps: E-step computes and updates the conditional proba-
bility that our observations come from each component copula, and M-step maximizes the log
likelihood to estimate the parameters of each copula. Let Y = {yl}l=1,...,L whose value informs
us as to which component copula “generated" each data item. We assume that yl ∈ 1, . . . ,M
for each l, and yl = m if the lth sample was generated by the mth mixture component. Then
the two steps of the EM algorithm that we developed for the mixture of copula model are as
follows:
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• E-step
p(yl|ul,Θr) =
pirylcyl(ul|φryl)
c(ul|Θr)
=
pirylcyl(ul|φryl)∑M
m=1 pi
r
mcm(ul|φrm)
, ∀l = 1, . . . , L (2.44)
• M-step
pir+1m =
1
L
L∑
l=1
p(yl|ul,Θr)
φr+1m = max
φm
L∑
l=1
log cm(ul|φm)p(yl|ul,Θr) (2.45)
where Θ = (φ,pi) is the parameter set and the superscript r represents the fact that the param-
eters estimated at rth step. These two steps are repeated until the stopping criterion is satisfied.
Each iteration is guaranteed to increase the log-likelihood and the algorithm is guaranteed to
converge to a local maximum of the likelihood function [13].
2.5 Results and Discussion
In this section, we present results when the copula-based tests, discussed in Section 2.3, are
applied to simulated and real data. Our results are presented for a two-sensor case, i.e., N = 2.
We note, however, that the methods described above apply to more generalized cases as well
where N > 2, as one can construct a multivariate copula using bivariate components [97].
2.5.1 Nonstationary Copula
We assume normal and beta distributed marginals respectively and consider various cases of
copula dependence. The marginals and the respective parameters used are tabulated in Ta-
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Table 2.1: Distribution of marginals for simulation experiments
n H0 H1
1 N (0, 1) N (0.1, 1.1)
2 Beta(2.0,2.0) Beta(2.2,2.2)
ble 2.1. For all copula cases we used Kendall’s τ = 0.2 to specify the amount of dependence.
The copula library contains the Gaussian and Frank copulas, i.e., C = {Gaussian,Frank}. For
all the cases, we compare performances obtained via simulation when performing hypothesis
testing with TGLR in (2.22), Tτˆ in (2.26), GLR using single copula selection and the product
rule, i.e., independence assumption. The results presented are averaged over 104 Monte-Carlo
trials with 1000 samples per trial.
In Figures 2.1, 2.2 and 2.3 the receiver operating characteristics (ROC) curves are shown
when different copulas were used to generate data. In Figure 2.1, we consider the case in
which a single student’s t copula is used to generate the data. Note that this represents the case
where the true copula is not known and is not included in the copula library. The label non-
stationary copula refers to the sample-wise copula selection scheme proposed in this chapter.
Figure 2.2 represents the case where half of all xnl were generated with a Gaussian copula and
the remaining half consisted of samples generated from the Frank copula. This is, therefore,
the case where the copula library contains both copula models that were used to generate data.
The case of a single generating copula that is also a member of the library is also considered;
Figure 2.3 shows results when all the data are generated using the Frank copula. It can be seen
from Figures 2.1, 2.2 and 2.3 that for all three cases described above, our sample-wise selection
rule outperforms the single copula rule, which has been theoretically justified in Proposition
2.1. All copula-based fusion rules which take inter-sensor dependence into consideration have
better performance compared with the fusion rule under independence assumption.
For all simulation scenarios we observe that the GLRT and the test based on τˆ , using our
selection scheme perform comparably. Both outperform the single copula selection method
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Fig. 2.1: ROCs for H1 data generated using a t copula
and product rules. We note that these results represent the unknown parameter case (Sec-
tion 2.3.2), for which we were not able to prove that our method would outperform the single
copula selection method. An intuition for why we observe this result is that since τˆ is con-
sistent, for large L, τˆ → τ . Also, a single value of τ corresponds to different values of
φm = arg cm(·), cm ∈ C. We conjecture that, asymptotically, this is as if the parameter val-
ues are known, allowing Proposition 2.1 to be applicable. This implies that while τ controls
the amount of dependence, which remains unchanged for all L, different copulas represent the
shape of the dependence between the data from the two sensors.
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2.5.2 Mixture of Copulas
In this subsection, we provide numerical results for the mixture of copula model for a two
sensor case, i.e., N = 2. We assume normal and beta distributed marginals and consider
the mixture of Gaussian and Gumbel, i.e., C = {c1 = Gaussian, c2 = Gumbel}, with different
copula parameters. The marginals and the respective parameters used are tabulated in Table 2.1.
We first investigate the performance of the EM algorithm in estimating copula parameters
and the corresponding weights, i.e., Θ. When the samples are generated by c = 0.5c1(·|φ1 =
0.7) + 0.5c2(·|φ2 = 19), whose scatter plot is shown in Figure 2.4, The estimated Θ is as
follows: φˆ1 = 0.6879, pˆi1 = 0.5029; φˆ2 = 19.3924, pˆi2 = 0.4971. From Figure 2.4, we can
visually distinguish the two different sets of samples generated by different copulas. The esti-
mates are quite close to the true parameters in multiple trials.
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When the samples are generated by c = 0.5c1(·|φ1 = 0.7) + 0.5c2(·|φ2 = 5), whose scatter
plot is shown in Figure 2.5, The estimated Θ is as follows: φˆ1 = 0.7243, pˆi1 = 0.5170; φˆ2 =
4.5169, pˆi2 = 0.4830. In Figure 2.5, the two sets of samples are less distinguishable compared
with those in Figure 2.4. Also, the estimates vary from trial to trial.
When the samples are generated by c = 0.5c1(·|φ1 = 0.7) + 0.5c2(·|φ2 = 1.5), whose scat-
ter plot is shown in Figure 2.6, The estimated Θ is as follows: φˆ1 = 0.7230, pˆi1 = 0.4117; φˆ2 =
1.5618, pˆi2 = 0.4117. In Figure 2.6, the two different sets of samples are hardly distinguish-
able. And the estimation results also show that the estimated pi1 and pi2 do not converge, and
their values are different from the true parameters.
In the EM algorithm, we use the convergence of log likelihood as the stopping criterion
of the algorithm. Even though, the parameters may not converge to the true values, the log
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likelihoods converge to the ones that correspond to the true parameters. Since the Likelihood
Ratio (LR) does not depend on the precision of these estimated parameters, but on the accuracy
of the likelihood score, the detection performance of our approach is promising. We consider
the case of data generated using c = 0.5c1(·|φ1 = 0.7) + 0.5c2(·|φ2 = 1.5) as an example
to illustrate the detection performance of the mixture of copulas model. Figure 2.7 shows the
ROCs for three different detection methods: mixture copula based detection, single copula
based detection, and independent model. Using mixture of copulas model to describe the
dependence structure under H1, results in a better detection performance compared with the
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single copula model and the independent model.
2.5.3 ARL Footstep Data
In order to test our proposed detection algorithms in the real world, we use the footstep data,
made available by the US Army Research Laboratory (ARL), collected at Douglas, AZ to
detect personnel activity. The dataset consists of raw observations from several sensors of
different modalities that were deployed in an outdoor space to record human and animal activity
that is typical in perimeter and border surveillance scenarios. The participants in the data
collection exercise walked/ran along a predetermined path with sensors laid out along either
side of the path. We consider copula-based seismic-acoustic fusion.
Seismic and acoustic time series for activities representing a single person walking (among
other examples) are available in the ARL dataset. A representative dataset from acoustic and
seismic sensors is shown in Figure 2.8. Each seismic/acoustic time series contains a leading
60s of background data. We use this as our H0 data. The data are sampled at 10kHz, and are
mean centered and oscillatory in nature.
Before applying the copula-based detector, we first preprocess the data. The time series is
split into non-overlapping frames of length T = 512. This raw time series data is called xTn(t)
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Fig. 2.7: ROCs for H1 data generated by the mixture of Gaussian and Gumbel.
where n = 1, 2 is the sensor index for the acoustic and seismic modalities respectively, and
t is the time index. In keeping with Houston’s analysis that Fourier spectra for seismic and
acoustic footstep data are more informative than time-domain measurements [49], we set
xnl =
√
F{xTn(t)}2,
where F is the DFT and l = 1, . . . , L = 256 is the frequency index. Our sensor measurements
are, therefore, now transformed to the frequency domain and the statistics of x = [xnl] are
used as the input to the detector. The copula library consists of Gaussian, Gumbel and Frank
copulas. We have observed that due to the interstitial nature of footstep data, including the
independence copula in the library improves the overall detection performance.
For the ARL dataset, the marginal distribution under H1, i.e., fn(·|H1), n = 1, 2, is deter-
mined non-parametrically and uij is obtained using the empirical probability integral transform
(EPIT). To generate ROCs, we compare the test-statistic to a vector of thresholds. The ROCs
thus generated, for detecting H1 corresponding to one person walking against H0 correspond-
ing to background noise, are shown in Figure 2.9. We compare the performance of our pro-
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posed fusion rules based on sample-wise copula selection and mixture of copula model with the
performance of other existing fusion rules in the literature. It can be seen from Figure 2.9 that
the product rule, which assumes independence under H1, has the worst performance, since the
dependence information among sensor observations is ignored in the fusion rule. The single
copula selection rule performs better than the product rule, because the dependence between
acoustic and seismic sensor is characterized using a copula density function and taken into con-
sideration in the detector. Our proposed method using the sample-wise copula selection outper-
forms the fusion rule corresponding to single copula selection. Sample-wise copula selection
rule is designed to accommodate for non-stationary data and in this case the non-stationarity
is assumed to manifest itself as time-varying spatial dependence across the acoustic sensor
and seismic sensors. This is a plausible situation, especially in our outdoor experiment setting
where many factors may contribute to the non-stationarity. The superiority of our sample-wise
copula selection rule demonstrated through the real footstep data is consistent with Proposition
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2.1. The mixture of copula based detector also achieves better performance compared with
single copula selection rule. Because the mixture model provides a better description of the
real dependence among the two types of sensors and thus results in less performance loss due
to copula misspecification.
2.6 Summary
In this chapter, we considered copula-based detection with heterogeneous and dependent sensor
observations in an NP framework. According to the nature of the dependence among measure-
ments from different sources, we considered two kinds of situations. When the dependence
structure is non-stationary, meaning that the copula which describes the dependence structure
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may change over time, we proposed a sample-wise copula selection rule which selects the cop-
ula with the maximum likelihood for each sample. The superiority of this method over existing
approaches was proved theoretically. When the true dependence follows a mixture model, we
designed a detector based on the mixture of copulas. The Expectation Maximization (EM)
algorithm was applied for finding the estimates of unknown parameters in the mixture of cop-
ulas model. Theoretical proof and simulation results were also provided to demonstrate the
performance of our proposed approaches. We also applied our proposed approaches to the
processing of real footstep data for personnel detection, where the true nature of dependence
among sensor observations are quite complex and unknown. We were able to improve the
detection performance using our detectors, compared to other existing approaches.
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CHAPTER 3
COPULA-BASED FUSION OF
HETEROGENEOUS TIME SERIES
3.1 Motivation
Sensor networks provide information about various aspects of the real world and have become
an integral part of various systems used in daily lives. The problem of inferring about events
of interest by fusing data from multiple heterogeneous sensors has a wide variety of applica-
tions. The inference tasks could consist of detecting an activity of interest or estimating some
parameters, such as locations or tracks, which provide actionable intelligence and/or improved
situational awareness.
Social media, facilitated by the growth of social networks, provides an easily accessible
platform for users to share information and has resulted in the generation of unprecedented
amounts of social media data that can be recorded and even monitored (such as, wall posts,
clicks etc). This trend is likely to continue with exponentially more content in the future.
This massive amount of social media data can be used by the signal processing community for
extracting information about unfolding events. This is expected to be beneficial in the military
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as well as civilian domains. A number of works have been published regarding the use of social
media data for understanding real world phenomena. In particular, social media data have been
successfully applied to: prediction of earthquake [89], forecast box office revenues [10], truth
discovery [116], prediction of election results [113], stock prediction [15], and automatic crime
prediction [118].
For inference with both traditional sensors and social media, with respect to the information
content of the signals, information sources exhibit heterogeneity that can arise from a wide
variety of causes. As a consequence of heterogeneity, the quality and quantity of information
provided by each modality, including human intelligence, vary with each source. For a group
of heterogeneous information sources observing the same phenomenon, local observations are
statistically dependent, and yet provide different characterizations of the phenomenon under
observation. Such diversity in the sensing process not only leads to enhanced inference quality,
but also improves fault tolerance capabilities, so that the decision making capability of the
system does not become impaired completely due to the failure of one modality. However,
an accurate characterization of the intermodal dependence and development of algorithms to
jointly process and fuse heterogeneous data are necessary for making reliable system-wide
inference.
In this chapter, we develop new techniques for inference, using data from diverse infor-
mation sources, including both social media and sensor networks. Inference in traditional
heterogeneous sensor networks has been investigated in [52, 96, 100] using copula theory, but
assuming that the observations are temporally independent. In the networks of sensors and
social media, temporal dependence may exist, along with intermodal dependence. We build
a copula-based characterization of multivariate time series, in which the marginal conditional
distributions are modeled first; then copula theory is applied to approximate the dependence
among the residual terms of the marginals.
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Fig. 3.1: The network of traditional sensors and social media.
3.2 Problem Formulation
We consider a network consisting of traditional sensors and a set of “human sensors" provid-
ing a massive amount of accessible social media data, as shown in Figure 3.1. Traditional
sensors take successive measurements about the phenomenon of interest over a time interval
l = 1, . . . , L, while social media data about the same event is successively collected over the
same time interval. Informative features, such as volume and sentiment, are, then, extracted
from the social media data for inference purposes.
We assume that there are a total of N data sources in the network which includes sen-
sors and extracted features from social media. We use xn,l, n ∈ {1, . . . , N} to denote the
observation of traditional sensor n or the feature n of the social media data, at time instant l.
The inference task is conducted at the fusion center based on the N -dimensional time series
{x1,l, . . . , xN,l}Ll=1 obtained from the sensors and social media. A statistical model is needed to
characterize the vector stochastic process before any inference task, such as detection, estima-
tion, and prediction, can be conducted. Since sensor data and social media data provide noisy
observations of the same phenomenon, they are dependent across modalities. As discussed in
Section 3.1, observations from different sources, especially when including both sensors and
social media, are very likely to be heterogeneous where the heterogeneity under the assumption
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that the N -dimensional random vector are i.i.d. in time is defined by Iyengar et al. in [51] as
follows
Definition 3.1 (S. Iyengar [51] Def 1). A random vector {X1, . . . , XN} governing the joint
statistics of N -variate data set is termed as heterogeneous if the marginals Xn are non-
identically distributed.
Considering the temporal dependence, which exists in most consecutive measurements
but neglected for simplification, we extend the above definition of heterogeneity to a vector
stochastic process as follows
Definition 3.2. A vector stochastic process {X1,l, . . . , XN,l}Ll=1 with dimension N is heteroge-
neous if the conditional marginal distributions fn(xn,l|xl−1n ) are non-identical, where xl−1n :=
{xn,l}l−1l=1.
In all, there are two main properties of social data and sensor data that need to be captured
by the statistical model:
• Two-dimensional dependence: temporal and intermodal dependence.
• Heterogeneity: disparate conditional marginal distributions.
To accommodate the above requirement of the statistical characterization of sensor data
and social media data, in this chapter we formulate a conditional copula-based approach to
approximate the joint distribution. The following assumption is made about the observations.
Assumption 3.1. The temporal dynamics of each time series does not depend on any other
time series, i.e.,
fn(xn,l|I l−1) = fn(xn,l|xl−1n ),∀n = 1, . . . , N
where I l−1 := {x1,l, . . . , xN,l}l−1l=1 denotes the entire observation set before time instant l.
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3.3 Copula-based Multivariate Dynamic Models
Before modeling the dependence structure between the N time series using copulas, we need
to model their conditional marginal distributions.
3.3.1 Conditional Marginal Distributions
We focus on the first two moments of the marginal conditional distributions. Assuming that the
first two moments exist, we apply the following structure, which is commonly used to represent
time series with time-varying conditional mean and time-varying conditional variance [82], to
model each marginal
xn,l = µn(x
l−1
n |θn) + σn(xl−1n |θn)n,l, n = 1, . . . , N ; l = 1, . . . , L (3.1)
where θn represents the set of unknown parameters and n,1, n,2, . . . , n,L is a sequence of i.i.d.
random variables with zero mean and unit variance, but without a specified PDF.
The model in (3.1) allows each time series to have a time-varying conditional mean and
time-varying conditional variance.
The Auto Regressive Moving Average ARMA model [72] provides a description of the
conditional mean part of Eq. (3.1). An ARMA(P,Q) model, where P is the order of the
autoregressive part and Q is the order of the moving average part, is written as
xn,l = α0 +
P∑
i=1
αixn,l−i +
Q∑
j=1
βjzn,l−j + zn,l n = 1, . . . , N ; l = 1, . . . , L (3.2)
where zn,l are the error terms that are generally assumed to be i.i.d random variables and with
zero mean.
The Generalized autoregressive conditional heteroskedasticity (GARCH) model [16, 38]
characterizes the conditional variance of the error term zn,l = σn,ln,l by imposing alternative
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Table 3.1: Behaviors of theoretical ACF and PACF
Model ACF PACF
AR(P) exponential decay cuts off after lag P
and/or damped sinusoid
MA(Q) cuts off after lag Q exponential decay
and/or damped sinusoid
ARMA(P,Q) exponential decay exponential decay
and/or damped sinusoid and/or damped sinusoid
parameters to capture serial dependence on the past sequence of observations as
σ2n,l = a0 +
M∑
i=1
aiσ
2
n,l−i +
N∑
j=1
bjz
2
n,l−j, n = 1, . . . , N ; l = 1, . . . , L (3.3)
In order to roughly determine the orders of both AR and MA parts of the model, we con-
sider the autocorrelation function (ACF) and partial autocorrelation function (PACF).1 The
theoretical behaviors of the ACF and PACF are summarized in Table 3.1 [72]. As can be seen
in Eq. (3.3), if an ARMA model is assumed for the error variance σ2n,l, the model is a GARCH
model. Thus, the approximate order of GARCH(M,N ) can be obtained by checking the ACF
and PACF of the squared residuals z2n,l.
As to determining the optimal orders of the ARMA and GARCH models, there are a va-
riety of model selection criteria such as the Akaike information criterion (AIC) and Bayesian
information criterion (BIC), which are measures of the relative quality of a statistical model
for a given set of data. That is, given a collection of models for the data, AIC/BIC estimate the
quality of each model, relative to the other models. They are formally defined as
AIC = −2 logL+ 2k
BIC = −2 logL+ k lnL (3.4)
where L is the maximized value of the likelihood function for the model; k is the number of
1PACF is the autocorrelation after adjusting for a common factor.
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parameters in the model (i.e. k is the number of degrees of freedom) and L is the number of
observations, or equivalently, the sample size.
After fitting each time series to the selected models, the parameters of the ARMA-GARCH
models are obtained and the estimated standardized residuals are
ˆn,l =
xn,l − µn(xl−1n |θˆn)
σn(xl−1n |θˆn)
(3.5)
where θˆn is the estimate of the parameters of each time series, for all n = 1, . . . , N .
While a scalar GARCH model is used to capture the time-varying variance of each individ-
ual time series in this chapter, a parametric copula is used to model the intermodal dependence
between different time series.
3.3.2 Estimation and Inference for Copula Models
In this subsection, we introduce the inference for copula-based multivariate models. The con-
ditional copula is the joint distribution of the probability integral transforms of the standardized
residuals. We consider the parametric copula model and its parameter to be invariant with time.
An important benefit of using copulas to construct multivariate models is that the mod-
els used in the marginal distributions need not be of the same type as the model used for the
copula. One exciting possibility that this allows is semi-parametric estimation of the marginal
distributions, combined with parametric estimation of the copula. Such a model avoids the
curse of dimensionality by only estimating the one-dimensional marginal distributions non-
parametrically, and then estimating the copula parametrically. In the semi-parametric model,
the marginal distributions are modeled non-parametrically, using distributions such as the em-
pirical distribution function (EDF) and a parametric model is used for intermodal dependence.
When copula c is used to characterize the dependence structure, its corresponding parameters
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are estimated using the MLE based approach, as follows
φˆ = arg max
φ
L∑
l=1
log c(uˆ1,l, . . . , uˆN,l|φ) (3.6)
where
uˆn,l = Fˆn(n,l), ∀n = 1, . . . , N
(3.7)
We consider the nonparametric estimate of the CDF Fn using the EDF 2:
Fˆn() =
1
L+ 1
L∑
l=1
1{ˆn,l≤} (3.8)
where 1{·} is the indicator function and the estimated standardized residual ˆn,l is given in Eq.
(3.5).
When the true dependence structure is unknown, the best copula model needs to be selected
from a finite set of predefined copula density functions C = {c1, . . . , cm}. There are several
copula selection approach that can be applied, such as AIC and BIC based approaches. We use
an MLE based approach, since for fixed N , different copulas do not have much difference in
parameter dimensions. Thus, the best copula c∗ is selected as follows
c∗ = arg max
cm∈C
L∑
l=1
log cm(uˆ1,l, . . . , uˆN,l|φˆ) (3.9)
where φˆ is obtained using MLE in Eq. (3.7).
We apply the copula-based characterization of multivariate time series to social media data
2The definition of EDF is scaled by 1/(L + 1) rather than 1/L. This has no effect asymptotically, and it is
useful in keeping the estimated CDF away from the boundaries of the unit interval, where some copula models
diverge.
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assisted stock prediction as an application of our methodology in the next section.
3.4 Stock Prediction with Google Trends Data
The analysis and forecasting of stock market behavior has been a focus of academics and
practitioners alike. A model that accounts for investor attention can provide a better explanation
of the stock behavior and can also contain useful information to forecast stock market. Google
Trends (GT) serves as a good “attention indicator" that is measured through social media.
GT is a public web facility of Google Inc., based on Google Search, that shows how often
a particular search-term is entered. When one searches for a term on GT, one sees a graph
showing its popularity over time. The numbers reflect how many searches have been done for
a particular term. 3
It is reasonable to assume that the GT volume, indicating the level of people’s interest,
is correlated with stock price. If such correlation exists, stock price could possibly be better
predicted with the assistance of GT data. The main focus of this section is to predict the stock
price with the assistance of GT data, taking Apple Inc. as an example. We collect the weekly
stock price data, which serves as a surrogate for sensor data in our example, and weekly GT
data 4 using the search keywords “Apple Inc." + “Apple stock" 5 from Oct. 3 2004 to Jun. 6
2014. The normalized stock price and GT data can be seen in Figure 3.2.
Most financial studies involve returns, instead of prices, of assets mainly because return
series has more attractive statistical properties [109]. Thus, we convert the stock price data and
GT data to return series 6, as shown in Figure 3.3, for the following analysis to be conducted.
Let the return series of stock be denoted as {x1,l}Ll=1 and the return series of GT be denoted
3The numbers don’t represent absolute search volume numbers, because the data is normalized and presented
on a scale from 0-100. Each point on the graph is divided by the highest point and multiplied by 100.
4Data Source: Google Trends (www.google.com/trends).
5“ + ” represents that the results can include searches containing the words Apple Inc. OR Apple stock.
6Let {yl}Ll=1 denote the original time series, the returns in this chapter are calculated as follows: ∇yl =
yl − yl−1
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Fig. 3.2: Normalized weekly stock price and google search volume of Apple Inc. (from Oct.
3 2004 to Jun. 6 2014).
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Fig. 3.3: Stock returns and GT returns (multiplied by 100).
as {x2,l}Ll=1, and in this example L = 505. We aim at predicting the stock returns based
on its historical data with the assistance of the GT returns i.e., xˆ1,l+1 = g(x
(l)
1 ,x
(l)
2 ), by first
constructing the conditional joint distribution of f(x1,l+1, x2,l|x(l)1 ,x(l−1)2 ). It has to be noted
that the two time series are intentionally misaligned by one time instant, and it will be justified
later by the non-negligible dependence among the standardized residuals of the misaligned
returns.
We first model each of the two returns individually. By observing the patterns of ACF and
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Fig. 3.4: ACF and PACF of stock returns and GT returns
PACF in Figure 3.4, we know that, according to Table 3.1, both of the two returns have non-
zero AR lag and MA lag, and an ARMA up to the order (5, 5) is good enough for modeling
the conditional mean part in Eq. (3.1). Using AIC, an ARMA(5,5) model is selected for stock
returns and ARMA(4,5) is selected for GT returns. When BIC is applied, ARMA(5,5) model
is chosen for the stock returns and ARMA(1,5) model is selected for GT returns.
We conduct Engle’s ARCH test 7 for the existence of time-varying conditional variance on
the residual series {zn,1, . . . , zn,L}. For the stock returns, the null hypothesis is accepted indi-
cating that the variance of the residual series is not time-varying. The result is also supported
by Figure 3.5, in which the stock returns do not have either GARCH term (M ) or ARCH term
(N ), namely constant variance model can be applied to the residuals of stock returns. As to the
GT returns, GARCH models up to order (5, 5) are considered, and by AIC, a GARCH(1,1) is
selected, while a GARCH(0,1) is selected by BIC.
After the marginal models are selected and corresponding parameters are estimated, the
estimated standardized residuals {ˆ1,1, . . . , ˆ1,L} and {ˆ2,1, . . . , ˆ2,L} are obtained through Eq.
7Engle’s ARCH test is a Lagrange multiplier test to assess the significance of ARCH effects [38].
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Fig. 3.5: ACF and PACF of the squared residuals of the stock returns and GT returns
(3.5). By checking the Kendall’s τ 8 for different alignments of the two data sets, i.e., {ˆ1,1+d, . . . , ˆ1,L}
and {ˆ2,1, . . . , ˆ2,L−d}, we find that d = 1 renders the largest τ = 0.047. Thus, the strongest
dependence exists between 1,l+1 and 2,l. The dependence between the standardized residuals
of stock data at l + 1 and GT data at l allows us to utilize the current GT data to predict the
stock returns of the next week. And the best copula that is selected to model the dependence
between the standardized residuals is Frank copula.
It is known that the optimal estimator that minimizes the mean square error (MSE) is the
conditional expectation as follows
xˆ1,l+1 = E[X1,l+1|xl1,xl2]
= µ1(x
l
1 |θˆ1)
+ σ1
∫
f1(1)c
∗(F1(1), F2(2,l)|θˆd)d1 (3.10)
where σ1 is not time-variant since we have shown that there is no conditional heteroskedasticity
8As defined earlier, Kendall’s τ is a non-parametric rank-based measure of dependence ranging from −1 to 1.
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Table 3.2: MSE of different prediction approaches
Approach AIC & Frank Copula BIC & Frank Copula c∗ = 1
MSE 6.1800 6.2348 6.5960
in the stock returns.
In each of the 30 trials that have been conducted, we use the first l data points, {x1,2, . . . , x1,l}
and {x2,1, . . . , x2,l−1} as the training set for the estimation of the model parameters {θ,φ}, and
use the next data point x1,l+1, x2,l as testing data to check the square error of our estimator. The
MSE is calculated as follows
MSE =
1
30
505∑
l=476
(x1,l − xˆ1,l)2 (3.11)
Compared with the approach that assumes intermodal independence between the two re-
turns, i.e., setting c∗ = 1 in Eq. (3.10), we are able to reduce the MSE by around 5% as
shown in Table 3.2 by capturing the intermodal dependence and exploiting the dependence in
the process of prediction.
3.5 Flu Prediction with Google Trends Data
In this section, we apply our proposed copula-based characterization for heterogeneous time
series to flu prediction using GT data and Influenza-Like Illness (ILI) data. The weekly GT
data is obtained from Google Trends using flu-related keywords: “Flu" + “Flu symptoms". The
weekly ILI data is obtained from the website of Centers for Disease Control and Prevention
(CDC) 9 and it represents the total number of ILI reported by U.S. World Health Organization
(WHO) and the National Respiratory and Enteric Virus Surveillance System (NREVSS) col-
laborating Laboratories. Both GT data and ILI data are collected from Jan. 4 2004 to Feb. 8
2015. In this case, ILI data serves as the “sensor" data. We are interested in predicting the
9Data source: http://www.cdc.gov/
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Fig. 3.6: Normalized weekly Influenza-Like Illness (ILI) data and Google Trends (GT) data
(from Jan. 4 2004 to Feb. 8 2015).
ILI data using historical ILI data and GT data. The intuition is that when the population af-
fected by flu increases, flu-related search volume increases with it, and so does the number of
ILI reported by U.S. WHO and NREVSS. GT data and ILI data are observations of the same
phenomenon, thus correlated. The normalized GT data and ILI data are shown in Figure 3.6
and the size of the raw data set is L′ = 579.
In the previous example of stock prediction, the serial dependence of the current obser-
vation on the previous observations is strongest for the immediate past and followed by a
decaying pattern as we move further back in time. However, for the flu data, including ILI
data and GT data, as shown in Figure 3.6, the dependence shows a repeating, cyclic behavior.
The flu data of one year (52 weeks) is somewhat similar to that of the previous year. In other
words, the flu data in one week shows a strong correlation not only with the data in last sev-
eral weeks but also with the data in the same week of the previous years. This cyclic pattern,
or as more commonly called seasonal pattern, can be effectively used to further improve the
forecasting performance. Thus, we will extend the use of ARMA models to seasonal data for
characterizing each marginal distribution in this section.
The most important structural issue to recognize about seasonal time series is that if the
season is s periods long, then observations that are s time intervals apart are alike. In our
case, s = 52 weeks as shown in Figure 3.6. We therefore have two relationships going on
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simultaneously (1) between observations for successive weeks within the same year, and (2)
between observations for the same week in successive years. Therefore, we need to build two
time series models for both of them and then combine the two.
The model building process for seasonal data is similar to that used for nonseasonal data.
First, if the data is not stationary, we need to preprocess it to make the data stationary so
that the autocorrelation dies out quickly. For seasonal data, we may not only use the regular
difference ∇yt = yt − yt−1 but also a seasonal difference ∇syt = yt − yt−s. And in our case,
it is shown that we need both to obtain an ACF that dies out sufficiently quickly. For ILI data
and GT data, with an s = 52 seasonality, we use the combined ∇∇52yt = ∇(yt − yt−52) =
yt− yt−1− yt−52 + yt−53 to obtain the combined difference time series {x1,l}Ll=1 and {x2,l}Ll=1,
respectively, where L = 526. For simplicity of presentation, we will refer to the two combined
difference time series as ILI data and GT data, in the remainder of this section.
Having transformed the data to a stationary form using the ∇∇52yt difference operation,
we are ready to identify the seasonal time series. The methodology for identifying stationary
seasonal models is a modification of the one used for regular ARMA as described in Section
3.4. The main patterns in ACF and PACF that we are looking for in nonseasonal ARMA
models have been summarized in Table 3.1. And we will use the same table for seasonal
ARMA models as well. The difference is that we are looking for signs of two models: one
seasonal and one regular week-to-week model.
For the ACF of ILI data, it can be seen from Figure 3.7 that there is an isolated significant
negative spike at lag 52. It is a sign of the MA model applied to the 52-week seasonal pattern.
For the regular model, it can be seen from Figure 3.7 that the autocorrelation between consec-
utive weeks seems insignificant. The negative spikes at lag 52 and 104 suggest the need for a
first and second order autoregressive in the seasonal model. Since the regular ARMA model
is not necessary for the ILI data as shown in 3.7, we choose to use only the seasonal one, i.e.,
ARMA(2, 1)52. Similarly, an ARMA(1, 1)52 is applied to model the GT data. As to the het-
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Fig. 3.7: ACF and PACF of ILI data and GT data (after taking the combined difference)
eroskedasticity, it can be seen from Figure 3.8 that there is no significant heteroskedasticity for
both ILI data and GT data. Thus, we choose to assume constant variance for the residual terms
of the two time series.
After the marginal models are selected and corresponding parameters are estimated, the
estimated standardized residuals {ˆ1,1, . . . , ˆ1,L} and {ˆ2,1, . . . , ˆ2,L} are obtained through Eq.
(3.5). The alignment of the two data sets {ˆ1,1+d, . . . , ˆ1,L} and {ˆ2,1, . . . , ˆ2,L−d} with d = 1
renders the τ = 0.0215. The dependence between the standardized residuals of ILI data at
l+ 1 and GT data at l allows us to utilize the current GT data to predict the ILI data of the next
week. And the best copula that is selected to model the dependence between the standardized
residuals is Student’s t copula with the degree of freedom ν = 4.
The optimal estimator that minimizes the mean square error (MSE) is the conditional expec-
tation as shown in (3.10). In each of the 100 trials, we use the first l data points, {x1,2, . . . , x1,l}
and {x2,1, . . . , x2,l−1} as the training set for the estimation of the model parameters {θ,φ},
and use the next data point x1,l+1, x2,l as testing data to check the square error of our estimator.
Compared with the approach that assumes intermodal independence between the two returns,
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Fig. 3.8: ACF and PACF of the squared residuals of ILI data and GT data (after taking the
combined difference)
Table 3.3: MSE of different prediction approaches
Approach t Copula c∗ = 1
MSE 8.960 9.090
i.e., setting c∗ = 1 in Eq. (3.10), we are able to reduce the MSE by 1.43% as shown in Table
3.3 by capturing the intermodal dependence and exploiting the dependence in the process of
prediction. Even though the reduction of MSE by 1.43% dose not seem to be very significant,
considering the fact that actual values of the ILI data are around ten thousand, the result is
important. For the prediction method which assumes independence between ILI data and GT
data, the square root of MSE corresponding to the raw data is 1504, which can be roughly
interpreted as that the predicted ILI data deviate from the true value by 1504 on an average. By
our approach, the square root of MSE corresponding to the raw data is 1494. It means that the
predicted numbers of Influenza-Like Illness using our method are closer to the true value by
1504 − 1494 = 10 people on an average, when compared to the method under independence
assumption.
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3.6 Summary
In the networks of sensors and social media, temporal dependence may exist, along with in-
termodal dependence. We proposed a copula-based model for multivariate time series which
is very flexible in capturing a wide range of temporal and spatial dependence structures. It
provides a powerful tool for characterizing heterogeneous time series (sensor data and social
data) by accommodating very complex and nonlinear dependence structures. By applying such
a model to jointly characterize the GT returns and stock returns of Apple Inc., we are able to
have a better prediction of the stock. Its application in other social media data assisted inference
tasks, such as flu prediction, was also investigated.
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CHAPTER 4
DISTRIBUTED CLASSIFICATION UNDER
DEPENDENT OBSERVATIONS
4.1 Motivation
Classification using multiple sensors is generally more reliable in that it yields more accurate
results, and has been widely studied in several engineering applications like, target recognition,
and identification. Distributed processing approaches for classification are desired in wireless
sensor networks (WSNs) because gathering all sensors’ observations at the FC requires large
communication bandwidth. In this approach, the sensors process and analyze their observed
raw data and transmit only the compressed information to the FC, which then generates the final
decision. Distributed hypothesis testing schemes for classification have received significant
attention, but most research has focused on cases where the observations at different sensors
are independent [30, 45, 117]. However, when sensors observe the same random signals, their
observations may not be independent.
The Automatic Modulation Classification (AMC) problem serves as a good example of the
above scenario, where under each modulation scheme (hypothesis), the communication sig-
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nal can be viewed as a discrete random variable taking values from the corresponding set of
constellation symbols. AMC is a signal processing method that is used to classify the mod-
ulation scheme corresponding to the received noisy communication signals and plays a key
role in various civilian and military applications. Extensive research has been done on AMC
methods with a single receiver [31, 32, 46, 81, 92], whose performance depends heavily on the
channel quality. Thus, network centric methods for AMC using multiple sensors have been
motivated and investigated [40, 79, 80, 95, 124, 129]. In many cases, due to the scarcity of
transmission resources including channel bandwidth and local sensors’ energy, distributed pro-
cessing of locally sensed signals is desirable. Accordingly, local decision rules and the fusion
rule in such environments are investigated in [95, 124, 129]. In [124], each sensor conducts a
test based on the likelihood ratio of its observations, which, according to [48], is optimal only
with conditionally independent sensor observations. To the best of our knowledge, no work
has tackled the problem of distributed modulation classification that considers conditionally
dependent observations, which is the topic studied in this chapter.
Some recent efforts on distributed detection with conditionally dependent observations are
discussed in [23, 50, 91, 131], where [50] focuses on only the fusion aspect of the problem
and [23] emphasizes a very general theoretical framework. In this chapter, we investigate the
optimal rules at the sensors and the FC in the Bayesian framework with dependent observa-
tions for the distributed classification problem. Our approach is based on the introduction of
a new “hidden" random variable as proposed in [23], through which a hierarchical conditional
independence model is built. We derive the necessary condition for optimal decision rules at
the sensors and the FC, based on which, an iterative optimization algorithm is proposed. We
also address the implementation issue of the iterative algorithm by discretizing the observation
space of the local sensors.
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4.2 Problem Formulation
We consider a distributed hypothesis testing problem in wireless sensor networks. Suppose
there areK candidate hypotheses, represented byH0, . . . , HK−1, with prior probabilities pi0, . . . , piK−1.
In the example of AMC, the candidate hypotheses correspond to different modulation schemes,
as will be demonstrated in a later section of this chapter. The signal is represented by a dis-
crete random variable s. Under Hi, s takes value from the symbol set Si, i.e., s ∈ Si =
{I1i , . . . , IMii }, where Imii is the mi-th symbol. It is assumed that the probability of each sym-
bol in Si is equal under given hypothesis Hi. Thus, the probability mass function (PMF) of
signal s under each hypothesis is given as follows
Hi : P (s = I
mi
i ) =
1
Mi
∀Imii ∈ Si (4.1)
for i = 0, . . . , K − 1. It is noted that the symbol sets under different hypotheses may overlap,
i.e., Si ∩ Sj 6= ∅, ∀i 6= j.
We consider a general signal reception scenario with N sensors where each sensor takes L
observations for decision making. The received observation of sensor n, n = 1, . . . , N at time
l, l = 1, . . . , L can be written as:
xnl = hnsl + wnl (4.2)
where hn is the channel gain and {sl}Ll=1 is the discrete random signal sequence. We assume
wnl to be independent and identically distributed (i.i.d) noise whose distribution is known.
Thus, the PDF of xnl conditioned on the hypothesis Hi and the symbol sl can be obtained and
written as fn(xnl|sl, Hi), where fn(·|Hi) denotes the PDF under hypothesis Hi.
As shown in Figure 4.1, each sensor n locally processes the observation sequence xn :=
[xn1, . . . , xnL]
T and makes a decision un = γn(xn), where un ∈ K := {0, . . . , K − 1},
where γn(·) is the decision rule at sensor n. When the FC receives the local decisions u :=
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Decision rule
Decision rule
Fig. 4.1: Distributed classification using a wireless sensor network
[u1, . . . , uN ] from all the sensors, it makes the final decision u0 = γ0(u), where u0 ∈ K and
γ0(·) is the fusion rule. We assume that the true underlying hypothesis remains unchanged
during the collection of L observations.
Our goal is to design the set of local decision rules and the fusion rule, i.e., γ := {γ1 . . . , γN , γ0}
to maximize the classification performance, in terms of probability of correct classification Pc,
considering the fact that the sensors observing the same discrete random signals have depen-
dent observations, i.e.,
f(x1, . . . ,xN |Hi) 6=
N∏
n=1
f(xn|Hi) (4.3)
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4.3 Design of Optimal Sensor Rules and Fusion Rule
In the distributed classification system, the random variables involved form the following
Markov chain:
H → X→ U→ U0 (4.4)
where H represents the hypotheses, X is the observation matrix, U is the vector of sensor
decisions, and U0 is the final decision. Independence among X conditioned on H makes the
derivation of decision rules easy by allowing factorization of f(X|H), but it does not hold
here as discussed in the previous section. However, according to the observation model in
(4.2), for a given symbol sl which takes a value from the set S := ∪K−1i=0 Si, the variables
[X1l, . . . , XNl] are independently distributed, for all l = 1, . . . , L. Thus, we define a random
vector Y := [s1, . . . , sL] to represent the underlying symbols. And by introducing Y between
H and X, into the Markov chain in (4.4), the following results hold:
1. Given Y, X is independent of H , namely, the following Markov chain is valid:
H → Y → X→ U→ U0 (4.5)
2. The introduction of random variable Y makes sensors’ observations conditionally inde-
pendent of each other, and thus facilitates the design of sensor decision rules. In other
words, X1, . . . ,XN are independent conditioned on Y, i.e.,
f(x1, . . . ,xN |Y) =
N∏
n=1
f(xn|Y). (4.6)
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We aim to derive the sensor decision rules and the fusion rule that maximize the probability
of correct classification Pc
Pc =
K−1∑
u0=0
K−1∑
i=0
cu0,iP (u0|Hi)pii
(4.7)
where, cu0,i indicates the cost of deciding u0 when the true hypothesis is Hi. We consider the
particular cost assignment where cu0,i = 1 if and only if u0 = i, otherwise, cu0,i = 0, which
means that a correct classification occurs when the decision at the FC matches with the true
hypothesis. Thus, Pc can be further simplified as
Pc =
K−1∑
u0=0
P (u0|Hu0)piu0
(4.8)
We can express Pc with respect to sensor n as follows:
Pc =
∫
X
∑
u
K−1∑
u0=0
piu0P (u0|u)P (u|r)fu0(x)dx
=
∫
Xn
∑
un
P (un|xn)gn(un,xn)dxn (4.9)
where x := [x1, . . . ,xN ] and
gn(un,xn) =
∑
un
K−1∑
u0=0
piu0P (u0|un, un)
∫
Rn
P (un|xn)f(x|Hu0)dxn (4.10)
where a vector (matrix) with a superscript denotes it without the nth element (column), for
example, Xn represents the vector X \Xn = [X1, . . . , Xn−1, Xn+1, . . . , XN ].
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To maximize Pc, the optimal decision rule at sensor n given fixed decision rules at all the
other sensors and the FC is to make a decision un such that gn(un,xn) is maximized, namely
γn(xn) = arg max
un
gn(un,xn) (4.11)
for all xn. This is because for given xn, P (un|xn) = 1 only for un = γn(xn), otherwise
P (un|xn) = 0, thus the decision rule in (4.11) maximizes the probability of making a correct
decision when xn is observed.
With the introduction of the hidden random vector Y, the joint distribution of all sensors’
observations x conditioned on hypothesis Hi, i.e., f(r|Hi) (f(x|Hu0) in (4.10)), can be written
as follows:
f(x|Hi) =
∑
Y
P (Y = y|Hi)
N∏
n=1
f(xn|Y = y)
=
∑
Y
(
1
Mi
)L N∏
n=1
f(xn|Y = y) (4.12)
where
∑
Y =
∑
y∈SL . By combining (4.12) and (4.10), gn(un,xn) can be simplified as fol-
lows:
gn(un,xn) =
∑
Y
βn(un,y)f(xn|y) (4.13)
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where
βn(un,y) =
∑
un
K−1∑
u0=0
piu0f(y|Hu0)P (u0|un, un)
×
∫
Xn
P (un|xn)f(xn|y)dxn
=
∑
un
K−1∑
u0=0
piu0f(y|Hu0)P (u0|un, un)
×
N∏
h=1,h6=n
∫
Xh
P (uh|xh)f(xh|y)dxh (4.14)
is a scalar function of un and y. Thus, the optimal sensor rule γn is
γn(xn) = arg max
un
∑
Y
βn(un,y)f(xn|y). (4.15)
For a binary hypothesis testing problem, i.e, K = 2, the optimal decision rule in (4.15) can be
written as follows:
γn(xn) = 1
{∑
Y
[βn(1,y)− βn(0,y)]f(xn|y)
}
(4.16)
where 1{·} is the indicator function defined as follows:
1{x} =
 1, x ≥ 00, otherwise (4.17)
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Next, the optimal fusion rule at the FC that maximizes the probability of correct classifica-
tion Pc is investigated. We have
Pc =
K−1∑
u0=0
P (u0|Hu0)piu0
=
∑
u
K−1∑
u0=0
P (u0|u)P (u|Hu0)piu0 (4.18)
To maximize Pc, the optimal fusion rule is to make a decision u0 such that such piu0P (u|Hu0)
is maximized, namely
γ0(u) = arg max
u0
piu0P (u|Hu0)
= arg max
u0
∫
X
N∏
n=1
P (un|xn)f(r|Hu0)piu0dx (4.19)
for any local decision vector u. Because for a given u, P (u0|u) takes the value either 0 or 1,
the fusion rule in (4.19) maximizes Pc given in (4.18). For a binary hypothesis testing problem,
the following fusion rule can be obtained:
γ0(u) = 1 {pi1f(u|H1)− pi0f(u|H0)} (4.20)
Proposition 4.1. Let {γ1(x1), . . . , γN(xN)} and γ0(u) be a set of optimal sensor decision rules
and an optimal fusion rule in a distributed classification system that maximizes the probability
of correct classification Pc. Then they must satisfy the following conditions:
1) For all local decision rules γn, n = 1, . . . , N :
γn(xn) = arg max
un
∑
Y
βn(un,y|γn, γ0)f(xn|y) (4.21)
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where βn(·) is given as follows:
βn(un,y|γn, γ0)
=
∑
un
K−1∑
u0=0
piu0f(y|Hu0)δ (γ0(un, un)− u0)
×
N∏
h=1,h6=n
∫
Xh
δ (γh(xh)− uh) f(xh|y)dxh (4.22)
where the notation of β(·|γn, γ0) is to emphasize that the value of β is conditioned on the given
decision rules γn, γ0, and δ(·) is defined as follows:
δ(x) =
 1, x = 00, otherwise. (4.23)
2) For the fusion rule:
γ0(u) = arg max
u0
∫
X
N∏
n=1
δ (γn(xn)− un) f(x|Hu0)piu0dx. (4.24)
The necessary conditions to determine the optimal rules that maximize the probability of
correct classification naturally is obtained. To search for the optimal rules, we adapt the idea of
the Gauss-Seidel iterative algorithm. We present a computationally efficient iterative algorithm
for obtaining discrete approximations of the optimal rules in the next section.
4.4 Computational Algorithm
We propose an iterative algorithm based on Proposition 4.1, by considering the following
Gauss-Seidel iterative process [105]. Let the sensor decision rules and the fusion rule at the kth
stage of iteration be denoted by (γ(k)1 , . . . , γ
(k)
N , γ
(k)
0 ) with the initial set (γ
(0)
1 , . . . , γ
(0)
N , γ
(0)
0 ). At
the k+ 1th iteration, after the decision rule of sensor n− 1, i.e. γ(k+1)n−1 , is updated, the decision
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rule of sensor n is updated according to the following equation
γ(k+1)n (xn) =
arg max
un
∑
Y
βn(un,y|γ(k+1)1 , . . . , γ(k+1)n−1 ,
γ
(k)
n+1, . . . , γ
(k)
N , γ
(k)
0 )f(xn|y). (4.25)
Once every sensor’s decision rule is updated, the fusion rule is obtained by
γ
(k+1)
0 (u) =
arg max
u0
∫
X
N∏
n=1
δ
(
γ(k+1)n (xn)− un
)
f(x|Hu0)piu0dx. (4.26)
This algorithm involves obtaining sensor rules (γ(k)1 , . . . , γ
(k)
N ) that are continuous functions.
Thus, discretizing the input space, and thus the continuous functions, is necessary for ob-
taining a solution in practice. For illustration purposes, we present the algorithm with each
sensor making its decision based on the observation at a single time instant, i.e., L = 1. And
for notational simplicity, xnl will be written as xn by omitting the time index l. The corre-
sponding hidden random variable Y is a scalar variable in this case. We define these func-
tions on equally discretized grids of {x1,1, . . . , x1,t1 , . . . , x1,T1}, {x2,1, . . . , x2,t2 , . . . , x2,T2},
. . . , {xN,1, . . . , xN,tN , . . . , xN,TN} with ∆n being the discretization step size of xn. The fol-
lowing discretized Gauss-Seidel iterative algorithm is obtained:
Step 1: Initialize N sensor rules and the fusion rule respectively, for n = 1, . . . , N .
γ(0)n (xn,tn) = i ∈ K ∀tn = 1, . . . , Tn (4.27)
(4.28)
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γ
(0)
0 (u) = i ∈ K ∀u ∈ KN (4.29)
Step 2: Iteratively, updateN sensor rules and the fusion rule for better system performance.
The (k + 1)th stage of the iteration is as follows:
For t1 = 1, . . . , T1,
γ
(k+1)
1 (x1,t1) =
arg max
u1
∑
Y
β1(u1, y|γ(k)2 , . . . , γ(k)N , γ(k)0 )
×f(x1,t1|y) (4.30)
with
β1(u1, y|γ(k)2 , . . . , γ(k)N , γ(k)0 ) =∑
u1
K−1∑
u0=0
piu0f(y|Hu0)δ
(
γ
(k)
0 (u
1, u1)− u0
)
×
N∏
n=2
[
Tn∑
tn=1
δ
(
γ(k)n (xn,tn)− un
)
f(xn,tn|y)∆xn
]
(4.31)
For t2 = 1, . . . , T2,
γ
(k+1)
2 (x2,t2) =
arg max
u2
∑
Y
β2(u2, y|γ(k+1)1 , γ(k)3 , . . . , γ(k)N , γ(k)0 )
×f(x2,t2|y) (4.32)
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with
β2(u2, y|γ(k+1)1 , γ(k)3 , . . . , γ(k)N , γ(k)0 ) =∑
u2
K−1∑
u0=0
piu0f(y|Hu0)δ
(
γ
(k)
0 (u
2, u2)− u0
)
×
[
T1∑
t1=1
δ
(
γ
(k+1)
1 (x1,t1)− u1
)
f(x1,t1|y)∆x1
]
×
N∏
n=3
[
Tn∑
tn=1
δ
(
γ(k)n (xn,tn)− un
)
f(xn,tn|y)∆xn
]
(4.33)
...
For tN = 1, . . . , TN ,
γ
(k+1)
N (xN,tN ) =
arg max
uN
∑
Y
βN(uN , y|γ(k+1)1 , . . . , γ(k+1)N−1 , γ(k)0 )
×f(xN,tN |y) (4.34)
with
βN(uN , y|γ(k+1)1 , . . . , γ(k+1)N−1 , γ(k)0 ) =∑
uN
K−1∑
u0=0
piu0f(y|Hu0)δ
(
γ
(k)
0 (u
N , uN)− u0
)
×
N−1∏
n=1
[
Tn∑
tn=1
δ
(
γ(k+1)n (xn,tn)− un
)
f(xn,tn|y)∆xn
]
(4.35)
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For u ∈ KN ,
γ
(k+1)
0 (u) =
arg max
u0
T1∑
t1
· · ·
TN∑
tN
N∏
n=1
δ
(
γ(k+1)n (xn,tn)− un
)
×f(x1,t1 , . . . , xN,tN |Hu0)piu0 (4.36)
To guarantee the convergence of the algorithm, whenever the maximization step renders
more than one values, we choose the one that matches with the previous iteration, otherwise
we choose randomly.
Step 3: The termination criterion of the iteration is as follows
γ
(k+1)
1 (xn,tn) = γ
(k)
1 (xn,tn),∀n = 1, . . . , N (4.37)
∀t1, . . . , tn. And for all ∀u ∈ {0, . . . , S − 1}N
γ
(k+1)
0 (u) = γ
(k)
0 (u) (4.38)
After these decision rules γ0, γ1, . . . , γN are obtained, they are implemented at correspond-
ing local sensors and FC, according to which local decisions and final decision are made.
We denote the discretized version of Pc after the k-th iteration as
PDc (γ
(k)
1 , . . . , γ
(k)
N , γ
(k)
0 ) =
T1∑
t1=1
· · ·
TN∑
tN=1
∑
u
K−1∑
u0=1
piu0δ
(
γ
(k)
0 − u0
)
×
N∏
l=1
δ
(
γ(k)n (xn,tn)− un
)
f(x1,t1 , . . . ,xN,tN |Hu0)∆x1 . . .∆xN (4.39)
Theorem 4.1. For any positive discretization step sizes ∆x1, . . . ,∆xN , and any initialization
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(γ
(0)
1 , . . . , γ
(0)
N , γ
(0)
0 ) in (4.28), (4.29), P
D
c (γ
(k)
1 , . . . , γ
(k)
N ) in (4.39) must converge to a local
optimal value in finite number of steps.
Proof. We denote the discretized version of Pc at the k + 1-th iteration right after sensor n
updates its rule as
PDc (γ
(k+1)
1 , . . . , γ
(k+1)
n , γ
(k)
n+1, . . . , γ
(k)
N , γ
(k)
0 )
And we denote the discretized version of (4.13) as
gDn (un,xn,tn) =∑
Y
βn(un,y|γ(k+1)1 , . . . , γ(k+1)n−1 , γ(k)n+1, . . . , γ(k)N , γ(k)0 )
×f(xn,tn|y) (4.40)
with βn(·) given in (4.31, 4.33, . . . , 4.35). We first need to prove that the discretized probability
of correct classification is nondecreasing with each single update of sensor rule or fusion rule.
In other words:
1. For sensor rules: PDc (γ
(k+1)
1 , . . . , γ
(k+1)
n , γ
(k)
n+1, . . . , γ
(k)
N , γ
(k)
0 ) is nondecreasing as n in-
crease
2. For fusion rule:
PDc (γ
(k+1)
1 , . . . , γ
(k+1)
N , γ
(k)
0 )
≤ PDc (γ(k+1)1 , . . . , γ(k+1)N , γ(k+1)0 ) (4.41)
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We first prove the nondecreasing property of PDc with respect to n.
PDc (γ
(k+1)
1 , . . . , γ
(k+1)
n , γ
(k)
n+1, . . . , γ
(k)
N )
=
Tn∑
tn=1
∑
un
δ
(
γ(k+1)n (xn,tn)− un
)∑
Y
f(xn,tn|y)
×βn(un,y|γ(k+1)1 , . . . , γ(k+1)n−1 , γ(k)n+1, . . . , γ(k)N , γ(k)0 )
=
Tn∑
tn=1
∑
un
δ
(
γ(k+1)n (xn,tn)− un
)
gDn (un,xn,tn)
=
Tn∑
tn=1
∑
un
δ
(
γ(k)n (xn,tn)− un
)
gDn (un,xn,tn)
+
Tn∑
tn=1
∑
un
[
δ
(
γ(k+1)n (xn,tn)− un
)− δ (γ(k)n (xn,tn)− un)]
×gDn (un,xn,tn)
= PDc (γ
(k+1)
1 , . . . , γ
(k+1)
n−1 , γ
(k)
n , . . . , γ
(k)
N )
+
Tn∑
tn=1
[
∑
un
δ
(
γ(k+1)n (xn,tn)− un
)
gDn (un,xn,tn)
−
∑
un
δ
(
γ(k)n (xn,tn)− un
)
gDn (un,xn,tn)]
≥ PDc (γ(k+1)1 , . . . , γ(k+1)n−1 , γ(k)n , . . . , γ(k)N ) (4.42)
The last inequality is because according to the iterative steps in the algorithm for given
xn,tn , γ
(k+1)
n (xn,tn) is determined by maximizing gDn (un,xn,tn). Next, we need to prove that
PDc (γ
(k+1)
1 , . . . , γ
(k+1)
N , γ
(k)
0 ) ≤ PDc (γ(k+1)1 , . . . , γ(k+1)N , γ(k+1)0 ). We denote the discretized ver-
sion of P (u|Hi) at k + 1-th iteration as:
P (u|Hi) =
T1∑
t1=1
· · ·
TN∑
tN=1
∑
Y
f(y|Hi)
N∏
n=1
δ
(
γ(k+1)n (xn,tn)− un
)
f(xn,tn|y) (4.43)
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PDc (γ
(k+1)
1 , . . . , γ
(k+1)
N , γ
(k+1)
0 )
=
∑
u
K−1∑
u0=0
δ
(
γ
(k+1)
0 − u0
)
piu0P (u|Hu0)
=
∑
u
K−1∑
u0=0
δ
(
γ
(k)
0 − u0
)
piu0P (u|Hu0)
+
∑
u
K−1∑
u0=0
[
δ
(
γ
(k+1)
0 − u0
)
− δ
(
γ
(k)
0 − u0
)]
piu0P (u|Hu0)
= PDc (γ
(k+1)
1 , . . . , γ
(k+1)
N , γ
(k)
0 )
+
∑
u
[
K−1∑
u0=0
δ
(
γ
(k+1)
0 − u0
)
piu0P (u|Hu0)
−
K−1∑
u0=0
δ
(
γ
(k)
0 − u0
)
piu0P (u|Hu0)]
≥ PDc (γ(k+1)1 , . . . , γ(k+1)N , γ(k)0 ) (4.44)
The last inequality is because at the k+ 1-th iteration, for given u, γ(k+1)0 (u) is chosen to max-
imize piu0P (u|Hu0). Thus, it is proved that with each iteration, the discretized probability of
correct classification is nondecreasing. Since PDc (γ
(k)
1 , . . . , γ
(k)
N , γ
(k)
0 ) ≤ 1 can only take finite
number of values, it can be concluded that PDc converges to a stationary point in finite number
of steps. If the limit of the algorithm is not a local/global maximum, PDc (γ
(k)
1 , . . . , γ
(k)
N , γ
(k)
0 )
could be larger than its value at the stationary point. Thus, PDc (γ
(k)
1 , . . . , γ
(k)
N , γ
(k)
0 ) converges
to a local optimal solution in finite number of steps.
Theorem 4.2. For any positive discretization step sizes ∆x1, . . . ,∆xN , and any initializa-
tion (γ(0)1 , . . . , γ
(0)
N , γ
(0)
0 ) in (4.28), (4.29), the algorithm terminates within a finite number of
iterations.
Proof. It has been proved that within a finite number of iterations, PDc (γ
(k)
1 , . . . , γ
(k)
N , γ
(k)
0 )
converges to a stationary point. Beyond the convergence of PDc , we need to prove that the
algorithm cannot infinitely oscillate, namely
1. For all n = 1, . . . , N , γ(k+1)n (xn,tn) = γ
(k)
n (xn,tn),∀tn = 1 . . . , Tn is satisfied with finite
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number of iterations;
2. And for all ∀u ∈ {0, . . . , K − 1}N , γ(k+1)0 (u) = γ(k)0 (u) is satisfied within a finite
number of iterations.
By Theorem 4.1, PDc must attain a stationary point within a finite number of iterations, i.e.,
PDc (γ
(k+1)
1 , . . . , γ
(k+1)
n , γ
(k)
n+1, . . . , γ
(k)
N ) =
PDc (γ
(k+1)
1 , . . . , γ
(k)
n , γ
(k)
n+1, . . . , γ
(k)
N ) (4.45)
By (4.42), we have ∀tn = 1, . . . , Tn
∑
un
δ
(
γ(k+1)n (xn,tn)− un
)
gDn (un,xn,tn)
−
∑
un
δ
(
γ(k)n (xn,tn)− un
)
gDn (un,xn,tn) = 0 (4.46)
which implies either,
γ(k+1)n (xn,tn) = γ
(k)
n (xn,tn),∀n = 1, . . . , N (4.47)
or that gDn (un,xn,tn) is maximized at multiple values of un. However, if the decision of the k-th
step γ(k)n (xn,tn) maximizes gDn (un,xn,tn) along with other values of un, then the decision at the
k + 1-th step γ(k+1)n (xn,tn) remains consistent with the previous decision. Thus, the algorithm
can not oscillate infinitely among several values. By (4.44), we have for any u
K−1∑
u0=0
δ
(
γ
(k+1)
0 − u0
)
piu0P (u|Hu0)
−
K−1∑
u0=0
δ
(
γ
(k)
0 − u0
)
piu0P (u|Hu0) = 0, (4.48)
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which implies that
γ
(k+1)
0 (u) = γ
(k)
0 (u) (4.49)
It follows that when PDc converges to a stationary point γ
(k+1)
l (rl,tl) and γ
(k+1)
0 (u) are invariant.
Thus, the algorithm terminates within a finite number of iterations.
It has to be noted that Theorem 4.2 does not guarantee convergence of the algorithm to
the global maximum for any initialization. Even when the discretization step approaches zero,
the algorithm converges to a person-by-person optimal solution. The following theorem shows
that under some conditions, when the discretization step approaches zero, the global maximum
value that can be obtained by our algorithm achieves the maximum of Pc , which is defined as
Pc sup := sup
γ1,...,γN ,γ0
Pc(γ1, . . . , γN , γ0).
Theorem 4.3. Let ∆x1 = ∆x2 = · · · = ∆xN = ∆, and let Pc∆ be the global maximum of the
discrete version of Pc. When ∆ approaches zero, Pc∆ achieves the maximum of Pc sup , i.e.,
lim
∆→0
Pc∆ = Pc sup (4.50)
if for a series of regions Ω0, . . . ,ΩK−1
Ωi = {(x1, . . . ,xN) : γ0(γ1(x1), . . . , γN(xN)) = i}, i = 1, . . . , K − 1
defined by any set of decision rules and fusion rule (γ1, . . . , γN , γ0), the following inequality
holds
∣∣∣∣∣
K−1∑
i=1
pii
[∫
Ωi
p(x1, . . . ,xN |Hi)dx1 . . . dxN −RS(Ωi,∆)
]∣∣∣∣∣ ≤ a∆ (4.51)
whereRS(Ωi,∆) is a Riemann sum of the corresponding integral term and the constant a does
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not depend on Ωi and ∆.
Proof. According to the definition of Pc sup, a set of decision rules and fusion rule (γ1, . . . , γN , γ0)
exist such that for all  > 0
Pc(γ1, . . . , γN , γ0) +
1
2
 ≥ Pc sup (4.52)
The Riemann sum of Pc(γ1, . . . , γN , γ0) corresponding to this particular decision set (γ1, . . . , γN , γ0)
is denoted as P∆c (γ1, . . . , γN , γ0). There exists a ∆
∗ > 0 such that for any ∆ < ∆∗
P∆c (γ1, . . . , γN , γ0) +
1
2
 ≥ Pc(γ1, . . . , γN , γ0) (4.53)
Thus,
P∆c (γ1, . . . , γN , γ0) +  ≥ Pc sup (4.54)
By the definition of Pc∆, we have
Pc∆ +  ≥ P∆c (γ1, . . . , γN , γ0) +  ≥ Pc sup, ∀∆ ≤ ∆∗ (4.55)
From the inequalities in (4.55), it can be concluded that
lim inf
∆→0
Pc∆ +  ≥ Pc sup (4.56)
Since  is arbitrary, the above inequality can be written as
lim inf
∆→0
Pc∆ ≥ Pc sup (4.57)
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Equation (4.50) can be proved if the following inequality can be proved.
lim sup
∆→0
Pc∆ ≤ Pc sup (4.58)
To do that, we first assume the contrary of (4.58) to be true, namely
lim sup
∆→0
Pc∆ > Pc sup (4.59)
Then a positive δ > 0 and a sequence {∆z} would exist such that as ∆z → 0
Pc∆z > Pc sup + δ (4.60)
For every such ∆z, a set of decision rules (γ
(z)
1 , . . . , γ
(z)
N , γ
(z)
0 ) must exist such that
Pc∆z = P
∆z
c (γ
(z)
1 , . . . , γ
(z)
N , γ
(z)
0 ) (4.61)
By the condition in the theorem
Pc(γ
(z)
1 , . . . , γ
(z)
N , γ
(z)
0 ) ≥ Pc∆z − δ (4.62)
Combined with (4.60), we have
Pc(γ
(z)
1 , . . . , γ
(z)
N , γ
(z)
0 ) > Pc sup (4.63)
which contradicts the definition of Pc sup. Therefore, the inequality in (4.58) should be true.
So,
Pc sup ≤ lim inf
∆→0
Pc∆ ≤ lim sup
∆→0
Pc∆ ≤ Pc sup (4.64)
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and thus (4.50) is proved.
4.5 Example
In this section, we apply our proposed approach to a distributed AMC problem. For the
candidate hypothesis being a M-PSK signal, the constellation symbol set is given as Si =
{ej2pimi/Mi |mi = 0, . . . ,Mi − 1} while for the candidate hypothesis being a M-QAM signal,
the constellation symbol set is Si = {bmiejθmi |mi = 1, . . . ,Mi}, where bmi is the amplitude of
the mi-th symbol. Binary hypothesis testing is considered in our example, i.e., K = 2.
We assume that the wireless channel between the unknown transmitter and each sensor
undergoes flat block fading, i.e., the channel impulse response is
h(t) = αejθδ(t)
where α and θ are the channel (or the signal) gain and the channel (or the signal) phase, re-
spectively, which are assumed known in this work. We assume the observation noise wnl to
be independent and identically distributed (i.i.d) circularly symmetric complex Gaussian with
real and imaginary parts of variance N0/2, i.e., wnl ∼ CN (0, N0). The PDF of xnl conditioned
on the modulation format i and the symbol sl can be written as
f(xnl|sl, Hi) = 1
piN0
exp
(
− 1
N0
|xnl − αejθsl|2
)
(4.65)
To evaluate the performance of the decision rules obtained from the iterative algorithm
for distributed AMC, denoted by IADA, we consider several binary modulation classification
problems in this section. We first consider a WSN consisting of two receiving sensors (N = 2),
for each of which, the length of the local decision window is L = 1.
In the initialization step, local sensor decisions γn(xn,tn) are chosen randomly and the
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fusion rule is the majority voting rule. Through multiple experiments, we are able to observe
that different initializations of the local rules eventually lead to the same set of decision rules,
while different initializations of the fusion rule result in different outcomes. Thus, multiple
initializations of the fusion rule are needed for comparison purposes and the majority voting
rule leads to the best performance in our case. Then, sensor decision rules and the fusion rule
are updated iteratively until the termination conditions in (4.37), (4.38) are satisfied. After the
rules are obtained, 100, 000 Monte Carlo trials are conducted to test the performance of these
rules, in terms of the probability of correct classification. Following the above procedure, the
performance of the algorithm in Section 4.4 is obtained for different signal to noise ratio (SNR)
values.
In the first simulation experiment, the two candidate hypotheses are both PSK and equal
priors are assumed, i.e., pi0 = pi1 = 0.5. Many sets of simulation have been conducted for
different combinations of candidate hypotheses. Due to the similarity of the results, the per-
formance of IADA is given for only two sets of simulations (BPSK vs. QPSK and QPSK vs.
8PSK) in Figure 4.2, where it is compared with the likelihood ratio based method (LRBM)
derived under the independence assumption [124]. Our proposed algorithm achieves a much
better performance in distinguishing two different PSKs for the SNR values considered.
In the second simulation experiment, we test a PSK signal against a QAM signal, and the
priors are set to pi0 = 0.3, pi1 = 0.7. The performance when testing 16QAM against BPSK
and testing 16QAM against QPSK is shown in Figure 4.3, demonstrating the superiority of
the decision rules obtained by our algorithm compared to the independence-assumption based
method.
The previous simulations about binary modulation classification were conducted for a two-
sensor network. We further test our proposed sensor rules and fusion rule in networks with
multiple sensors (N ≥ 2). As is shown in Figure 4.5, the classification performance improves
with the increase in the size of sensor network.
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Fig. 4.2: Pc vs. SNR for testing between two PSK modulation schemes
We also conduct an experiment for a multiple hypotheses scenario. We assume that there
are three candidate hypotheses, each can be a M-PSK or a M-QAM. The simulation results
for classifying three hypotheses are shown in Figure 4.5. It can be seen that the decision rules
obtained using our iterative algorithm perform better.
4.6 Summary
In this work, we studied the problem of distributed classification of random signals in sen-
sor networks where sensor observations are statistically dependent due to the randomness of
signals. With the introduction of a “hidden" random variable, we successfully derived the nec-
essary conditions for the optimal sensor compression rules and fusion rule under conditionally
dependent observations. An iterative algorithm, which is easy to implement, was proposed to
search for the sensor rules and the fusion rule according to the derived necessary conditions.
We proved that with any initialization, the proposed algorithm converges to a local optimal
point within a finite number of iterations. It was also shown that when the discretization step
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Fig. 4.3: Pc vs. SNR for testing a PSK against a QAM
size of the algorithm approaches zero, the global maximum value that can be obtained by our
algorithm achieves the maximum value of Pc. As an example, we considered modulation clas-
sification problems where each modulation scheme is a candidate hypothesis. The simulation
results showed that the decision rules obtained through our proposed algorithm exhibits better
performance than the existing approach where independence is assumed.
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CHAPTER 5
FUSION OF CENSORED DEPENDENT
DATA FOR DETECTION
5.1 Motivation
Advances in computational capabilities of the constituent sensor nodes inspired a surge of in-
terest in distributed detection, in which the sensors send their locally processed data instead
of raw observations to the FC, and the FC makes the final decision according to a certain fu-
sion rule [112]. A new transmission-efficient distributed detection framework is considered
in [6, 7, 55, 83], based on a send/no-send idea. The sensors “censor" their observations ac-
cording to a certain mechanism to satisfy the communication rate constraints. In this process,
sensors send their observations to the FC only if they are deemed “informative". Thus, only a
subset of observations are received at the FC for decision making. It has been proved that with
conditionally independent sensor data, transmission occurs if and only if the local likelihood
ratio falls outside of a single “no-send" interval, under both Neyman-Pearson and Bayesian
frameworks [7, 83].
Detection problems with censoring sensors have been investigated from various perspec-
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tives, e.g., utilizing sequential detection [4], assuming fading channels [56] or under eaves-
dropper attacks [68]. In [106], the authors investigated the optimal censoring and transmission
strategies by considering an asymptotic criterion involving error exponents in a network where
sensors have access to some side information. The idea of censoring has also been applied for
data reduction for estimation purposes in [74, 127, 130].
Prior research on censoring for distributed detection and estimation has been carried out
under the assumption of conditionally independent observations. However, dependence often
occurs in practice as the sensors observing the same phenomenon are likely to have spatially
dependent observations. The design of the censoring scheme at local sensors and the fusion
rule at FC becomes highly complex as a result of dependence among observations. The effect
of dependence on the performance of distributed detection has been investigated recently in
[2,23,50]. The authors in [59] and [120] considered physics-based models of spatial correlation
and protocol-based communications and constraints, with alternative forms of censoring. The
detection problem with censoring sensors considered in [3], assumes that spatial dependence
among observations is known to the FC. In many practical situations, such information is not
available, due to either the intrinsic non-stationarity of the signal or heterogeneity of the sensing
modalities. In this chapter, we consider the fusion of censored data for distributed detection in
a heterogeneous sensor network under unknown inter-sensor dependence.
5.2 Problem Formulation
We consider the detection problem in a sensor network where the two hypotheses are denoted
by H0 (null) and H1 (target). A total of N sensors are deployed to observe the phenomenon
of interest and the Fusion Center (FC) also takes its own observations. We use the random
variables Xn and X0 to respectively denote the observation of sensor n and the observation
of the FC at each time instant. It is assumed that the real-valued observations of each sensor
and the FC are independent and identically distributed (i.i.d) over time with known probability
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density function (PDF) fn(xn|H0) and fn(xn|H1), respectively under hypotheses H0 and H1,
i.e., for each sensor n during any time interval 1 ≤ l ≤ L
f(xn1, . . . , xnL|Hi) =
L∏
l=1
fn(xnl|Hi) (5.1)
where xnl denotes the observation at time instant l and L is the length of the decision window.
However, spatial dependence exists among sensors’ and FC’s observations, i.e., for each time
instant l,
f(x0l, . . . , xNl|Hi) 6=
N∏
n=0
fn(xnl|Hi) (5.2)
and it is not specified.
In a censoring sensor network, each sensor node decides to transmit or not based on a
function of its own observation hn(xnl), such as the likelihood ratio function. When hn(xnl)
falls in the sending region R′n the message unl is transmitted, otherwise nothing is sent. Thus,
the censoring operation takes the following form:
 hn(xnl) ∈ R
′
n, unl = γn
′
(xnl) is sent
hn(xnl) ∈ R′n, nothing is sent
(5.3)
where the complement set R′n is the censoring/no-send region and γn
′
(·) denotes the mapping
from observation to message.
In many detection problems, “null" (H0), namely the “normal condition", occurs much
more frequently than “target" (H1), and, therefore, the probability of censoring is considered
only under H0 in this chapter. In the NP framework, the censoring region R
′
n of each sensor
satisfies an individual censoring rate constraint as follows
P (hn(Xn) ∈ R′n|H0) = βn (5.4)
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where 0 < βn < 1 and
P (hn(Xn) ∈ R′n|H0) =
∫
hn(xn)∈R′n
fn(xn|H0)dxn (5.5)
is the probability that sensor n censors its observations under H0. Censoring results in the
transmission of the most “informative" observations under the censoring rate constraint so as
to attain the best possible detection performance.
It has been proved in [83] that given conditionally independent observations, the optimal
hn(·) and γ′n(·) in the censoring scheme (5.3) are both likelihood ratio functions, i.e.,
ln(xnl) =
fn(xnl|H1)
fn(xnl|H0) (5.6)
and R′n is a single interval. That is only extremal or very “informative" likelihood ratios are
transmitted. For the case of dependent observations, we assume that the censoring scheme in
(5.3) is applied with hn(·) being the likelihood ratio function and R′n being a single-interval1.
The censoring scheme can be rewritten as
 xnl ∈ Rn, unl = γn(xnl) is sentxnl ∈ Rn, nothing is sent (5.7)
where
Rn = h
−1
n (R
′
n) and Rn = h
−1
n (R
′
n) (5.8)
If the ratio of the two PDFs is a non-decreasing function in the argument xnl, we say that they
exhibit the Monotone Likelihood Ratio (MLR) property in xnl. For the distributions fn(·|H1)
1Finding the optimal censoring region in the case of dependent sensor observations is quite difficult, even with
the arguably simplest case of multivariate Gaussian observations [123]. In this thesis, we continue to assume that
R′n is a single interval, even through it may not be optimal.
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and fn(·|H0) satisfying the MLR proerty, i.e., hn(·) is non-decreasing, it can be proved that Rn
preserves the single interval nature of the censoring region according to its definition in (5.8).
In this chapter, we assume that the observation at each sensor node satisfies the MLR property
2. Thus, we have Rn := [tn1, tn2], where tn1 and tn2 are respectively the lower and upper limits
of the no-send interval.
We further define two sets: Cl := {n : xnl ∈ Rn} and Sl := {n : xnl ∈ Rn} to respectively
represent the set of sensors whose observations are censored and the set of sensors whose
observations are transmitted at time instant l. We use uSl = {unl : n ∈ Sl} to denote the set of
messages that are transmitted from the sensors to the FC at time instant l.
Assuming ideal sensor-to-FC channels, the FC makes the decision about the true state of
nature by combining the messages uS = {uS1 , . . . ,uSL} from the sensors with its own ob-
servations x0 = {x01, . . . , x0L}. We focus on designing the fusion rule γ0(uS,x0) in the NP
framework, assuming that each sensor’s censoring scheme is known to the FC. The optimal
fusion rule in the NP sense maximizes the probability of detection PD subject to the constraint
that PF is no greater than α, i.e.,
max
γ0
PD(γ0),
subject to PF (γ0) ≤ α (5.9)
where PD = P (γ0(uS,x0) = 1|H1) and PF = P (γ0(uS,x0) = 1|H0).
The design of the fusion rule is considered under two transmission scenarios in which,
depending on the mapping from uncensored observations to messages, either continuous or
discrete data from sensors is transmitted.
Scenario A-C: Analog censored data is transmitted. Uncensored raw observations are
directly transmitted to the FC, i.e., γn(xnl) = xnl for n ∈ Sl. In this case, xSl = {xnl :
n ∈ Sl} is received at time instant l, and the fusion of the analog censored messages xS =
2Many families of distributions satisfy the MLR property, such as the one-parameter exponential family.
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{xS1 , . . . ,xSL} along with x0 is considered.
Scenario Q-C: Quantized-censored data is transmitted. Uncensored observations are first
quantized by a multilevel finite-range 3 uniform quantizer and then transmitted. Data that
fall in the two send-zones (−∞, tn1) and (tn2,+∞) are respectively quantized by a uniform
quantizer with step size qn that is determined by the number of bits that can be transmitted over
the channel. We consider finite-range quantization with negligible saturation error. Any input
signal occurring within a given quantization partition is reported at the quantizer output as
being at the center of that partition (i.e., the input is rounded-off to the center of the partition).
The explicit quantizer output unl = γn(xnl) is given by:
γn(xnl) =
tn1 − Lnqn + qn/2, xnl ∈ (−∞, tn1 − (Ln − 1)qn)
tn1 + qnbxnl−tn1qn c+ qn/2, xnl ∈ [tn1 − (Ln − 1)qn, tn1)
tn2 + qnbxnl−tn2qn c+ qn/2, xnl ∈ (tn2, tn2 + (Un − 1)qn]
tn2 + Unqn − qn/2, xnl ∈ (tn2 + (Un − 1)qn,+∞)
(5.10)
where Ln and Un are respectively the number of quantization levels of the two send-zones and
bxc represents the largest integer that is no greater than x. Each quantization partition can be
represented by an integer in ∈ {−Ln, . . . ,−1, 0, 1, . . . , Un − 1}, and corresponds to the value
of kn(in) at the quantizer output
kn(in) =
 tn1 + inqn + qn/2, in < 0tn2 + inqn + qn/2, in ≥ 0 (5.11)
Thus, the in-th quantization partition is the set of inputs corresponding to the output value
kn(in), i.e., Qin := {xnl : γn(xnl) = kn(in)}. In other words, the reception of unl = kn(in)
3In a finite-range quantizer, the input signals that exceed the dynamic range of the quantizer take on the value of
the saturation level. The quantizers in this chapter all refer to finite range quantizers, for simplicity of presentation
we refer to them only as quantizers.
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indicates that the raw observation xnl is in partition Qin .
Fusion rules under these two transmission scenarios will be derived. The design of the
fusion rule needs to take into consideration not only the unknown inter-sensor dependence, but
also the mechanism of missing data which is the known censoring scheme to achieve better
detection performance.
5.3 Copula-based Fusion
In this section, we develop the fusion rules based on copula theory for analog censored obser-
vations and quantized-censored observations respectively.
5.3.1 Fusion of Analog Censored Data
Under Scenario A-C, the joint PDF of received messages xSl and FC’s observation x0l under
hypothesis Hi, (i = 0, 1) is given as
f(xSl , x0l|Hi) =
∫
∏
n∈Cl
Rn
fX(xl, x0l|Hi)dxCl (5.12)
where xl = {x1l, . . . , xNl} , xCl = {xnl : n ∈ Cl} and fX(·|Hi) denotes the joint density
function of all observations X := [X1, . . . , XN , X0] from the sensors and the FC under Hi.
We use
∏
n∈Cl Rn to represent the multifold integration regions RCl{1} × · · · ×RCl{|Cl|} where
Cl{j} is the j-th element of Cl and | · | denotes the cardinality of the set. The expression on
the right hand side (RHS) of Equation (5.12) is the joint PDF of all the observations integrated
over the no-send regions of all censoring sensors, which yield the joint PDF of {xSl , x0l} under
Hi. The dimension of the integration is |Cl|.
The unknown joint distribution fX(xl, x0l|Hi) can be approximated using a copula density
function. According to the copula-based formulation of a joint distribution in (1.2), the density
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function in (5.12) can be approximated by
fˆ(xSl , x0l|ci,φi, Hi)
=
∫
∏
n∈Cl
Rn
fˆX(xl, x0l|Hi)dxCl
=
∫
∏
n∈Cl
Rn
N∏
n=0
fn(xnl|Hi)ci(xl, x0l|φi)dxCl (5.13)
with
ci(xl, x0l|φi) = ci(F0(x0l|Hi), . . . , FN(xNl|Hi)|φi) (5.14)
where ci denotes the copula density function applied to approximate the dependence structure
under hypothesisHi and φi represents the corresponding dependence parameter. We have used
the notation fˆ(·) to emphasize that these are approximations. How ci is selected from a library
of copula density function C and how the parameter φi is estimated according to the data that
is available at the FC, will be discussed later in the section.
The Generalized Likelihood Ratio Test (GLRT) at the FC can be obtained based on (5.13)
T (xS,x0)
H1
≷
H0
η (5.15)
where η is the threshold that satisfies the constraint PF (η) = α and the test statistic T (xS,x0)
is given as follows
T (xS,x0) =
max
c1∈C,φ1
L∏
l=1
fˆ(xSl , x0l|c1,φ1, H1)
max
c0∈C,φ0
L∏
l=1
fˆ(xSl , x0l|c0,φ0, H0)
(5.16)
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It should be noted that copula selection and parameter estimation are embedded in the GLRT.
The best copula c∗i is the one that has the highest likelihood score, i.e.,
c∗i = arg max
ci∈C
L∏
l=1
fˆ(xSl , x0l|ci, φˆi, Hi) (5.17)
where, for any ci ∈ C, the corresponding parameter is estimated using maximum likelihood
estimation
φˆi = arg max
φi
L∏
l=1
fˆ(xSl , x0l|ci,φi, Hi) (5.18)
Since the true dependence model can be very complex and may not be present in the library of
candidate copulas C, the best copula c∗i may still be misspecified.
When independent observations are assumed across the sensors, the dependence structures
under both hypotheses are described by the product copula, i.e., c∗i = 1, i = 0, 1. In this case,
the test statistic in (5.16) reduces to
T (xS,x0) =
L∏
l=1
∏
n∈Cl
ρn
∏
n∈Sl∪{0}
fn(xnl|H1)
fn(xnl|H0)
 (5.19)
where ρn is the likelihood ratio between the two hypotheses when no message is received from
sensor n, which is given as
ρn =
P (Xn ∈ Rn|H1)
P (Xn ∈ Rn|H0)
(5.20)
The test statistic in (5.19) is the same as the one derived under independence assumption in
[7, 83].
Unlike the evaluation of the test statistic in (5.19), which involves only one-dimensional
integrals, the computation of T (xS,x0) in (5.16) for dependent observations involves multiple
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|Cl|-dimensional integrations due to the existence of spatial dependence. When the probability
of censoring becomes higher for each sensor or the number of sensors in the network gets
larger, |Cl| increases, so does the computational complexity of (5.16).
5.3.2 Fusion of Quantized-Censored Data
In Scenario Q-C, where uncensored observations are quantized before transmission, discrete-
valued messages are received at the FC. A copula-based rule for fusing these discrete-valued
messages and continuous observations of the FC is developed in this subsection.
Knowing local sensors’ censoring schemes, the joint likelihood that the dataset uSl =
{kn(in) : n ∈ Sl} is received and x0l is observed at the FC under hypothesis Hi is
f({kn(in) : n ∈ Sl}, x0l|Hi) =∫
∏
n∈Cl
Rn
∫
∏
n∈Sl
Qin
fX(xl, x0l|Hi)dxl (5.21)
where dxl = dx1l . . . dxNl and recall that Qin is the quantization partition corresponds to the
output value kn(in). Eq. (5.21) is the joint distribution of sensors’ and FC’s observations in-
tegrated over the no-send regions of the censoring sensors and the quantization partitions Qin
of the transmitting sensors. The unknown joint distribution fX(xl, x0l|Hi) can be approxi-
mated using a copula density function. Thus, the probability density function in (5.21) can be
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approximated as follows
fˆ({kn(in) : n ∈ Sl}, x0l|Hi)
=
∫
∏
n∈Cl
Rn
∫
∏
n∈Sl
Qin
fˆX(xl, x0l|Hi)dxl
=
∫
∏
n∈Cl
Rn
∫
∏
n∈Sl
Qin
N∏
n=0
fn(xnl|Hi)ci(xl, x0l|φi)dxl
(5.22)
The dependence of the LHS of (5.22) on the copula model ci and its parameter φi is not
specified only for notational simplicity. Statistical theory of copulas is not applied directly
to approximate the joint distribution of the discrete random variables {u1, . . . , uN} because
copulas for discrete marginals are not well defined. Thus, we can only approximate the joint
distribution of the continuous random vector X, through which the approximated probability
of {uSl , x0l} under each hypothesis can be obtained. It has to be noted that an N -dimensional
integration is involved in (5.22).
Based on (5.22), the joint distribution of uSl and x0l given Hi can be written as
fˆ(uSl , x0l|ci,φi, Hi) =∏
S∈N
Un−1∏
in=−Ln
n∈Sl
fˆ({kn(in), n ∈ Sl}, x0l|Hi)
I{Sl=S}I{uSl={kn(in):n∈Sl}}
(5.23)
where I{·} denotes the indicator function. S represents a subset of {1, . . . , N} andN represents
the set consisting of all possible S.
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The Generalized Likelihood Ratio Test (GLRT) at the FC can be written as
T (uS,x0)
H1
≷
H0
η (5.24)
where η satisfies the constraint that PF (η) = α and the test statistic T (uS,x0) is given as
follows
T (uS,x0) =
max
c1∈C,φ1
L∏
l=1
fˆ(uSl ,x0 |c1,φ1, H1)
max
c0∈C,φ0
L∏
l=1
fˆ(uSl ,x0 |c0,φ0, H0)
(5.25)
It is noted that evaluation of T (uS,x0) involves N -dimensional integrations, thus the com-
putational complexity increases drastically in the number of sensors. Therefore, we propose
computationally efficient approximate fusion rules for both transmission scenarios in the fol-
lowing sections.
5.4 Noise-aided Fusion of Analog Censored Data
An alternative fusion rule for analog censored dependent data is proposed in this section based
on substituting unreceived messages with artificial noise. This approach eliminates the neces-
sity of computing multidimensional integrals and is, thus, more computationally efficient at the
expense of slight performance loss.
If the FC receives no signal from sensor n at l, then we only know that xnl ∈ Rn, since
neither the true underlying hypothesis nor the priors of the hypotheses are known. Thus, the
uninformative prior in (5.26) is assumed for the distribution of the missing messages.
f(xnl) =

1
tn2−tn1 , xnl ∈ [tn1, tn2]
0, otherwise
(5.26)
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for all n ∈ Cl. An artificial noise dnl is generated according to the PDF in (5.26) to represent the
unreceived message from sensor n at time instant l. Let Zn denote the message corresponding
to sensor n after the addition of noise, if there is any, whose distribution under hypothesis Hi
is given as
fZn(zn|Hi)
= Izn∈Rnfn(zn|Hi) + Izn∈Rn P (Xn∈Rn|Hi)tn2−tn1 (5.27)
for all n = 1, . . . , N . The new set of data consists of the received messages and the generated
artificial noise terms, i.e., zl := {xSl ,dCl}, where dCl = {dnl : n ∈ Cl}.
The joint PDF of the data set zl and x0l can be approximated using a copula density function
fˆZ,X0(zl, x0l|ci,φi, Hi)
=
N∏
n=1
fZn(znl|Hi)f0(x0l|Hi)ci(zl, x0l|φi)
=
∏
n∈Cl
P (Xn ∈ Rn|Hi)
tn2 − tn1
∏
n∈Sl
fZn(znl|Hi)f0(x0l|Hi)
×ci(zl, x0l|φi) (5.28)
where
ci(zl, x0l|φi) =
ci(FZ1(z1l|Hi), . . . , FZN (zNl|Hi), F0(x0l|Hi)|φi) (5.29)
Thus, the test statistic can be written as
T (z,x0) =
max
c1∈C,φ1
L∏
l=1
fˆZ,X0(zl, x0l|c1,φ1, H1)
max
c0∈C,φ0
L∏
l=1
fˆZ,X0(zl, x0l|c0,φ0, H0)
(5.30)
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where z = {z1, . . . , zL}. By substituting (5.28) into the above test, we have
T (z,x0) =
L∏
l=1
[∏
n∈Cl
ρn
∏
n∈Sl
fZn(znl|H1)
fZn(znl|H0)
f0(x0l|H1)
f0(x0l|H0)
]
×
max
c1∈C,φ1
L∏
l=1
c1(zl, x0l|φ1)
max
c0∈C,φ0
L∏
l=1
c0(zl, x0l|φ0)
(5.31)
The first term of the test statistic in (5.31) which is exactly the same as the test statistic under
the independence assumption in (5.19), corresponds to the differences in the marginal statistics,
while the spatial dependence and interactions are included in the second term.
The test in (5.31) does not require the computation of multidimensional integrals as the one
in (5.16), resulting in great computational efficiency. Since the SNR at the FC is decreased due
to the addition of artificial noise, detection performance is degraded, but only by a relatively
small amount as will be shown later in the simulations.
5.5 Noise-aided Fusion of Quantized-Censored Data
In this section, a computationally efficient fusion rule for quantized-censored data is proposed
based on Widrow’s Theorem of quantization [122]. We first briefly introduce Widrow’s Theo-
rem of quantization.
5.5.1 A Review of Widrow’s Statistical Theorem of Quantization
According to Widrow [121, 122], quantization of a random variable can be interpreted as the
sampling of its PDF. Also, the PDF of the quantized random variable is the convolution of the
original PDF with the PDF of a uniformly distributed random variable, followed by sampling.
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The PDF of the uniform quantizer output un can be expressed as:
fUn(x) = (fWn(x) ∗ fXn(x))
∑
t∈Z
qnδ(x− tqn − qn
2
) (5.32)
where ∗ represents the convolution operation and δ(x) is define as
δ(x) =
 1, x = 00, otherwise (5.33)
and fWn(x) is a uniform PDF as follows
fWn(x) =

1
qn
, − qn
2
≤ x ≤ qn
2
0, otherwise
(5.34)
Uniform quantization introduces two kinds of noise: (a) the additive noise Wn and (b) aliasing
error due to sampling. However, if the Characteristic Function (CF) of the input PDF ϕXn(υ) =
E[ejυxn ] is band-limited such that ϕXn(υ) = 0 for |υ| > piqn , then in principle the original PDF
of the input can be reconstructed from the knowledge of fUn(x).
Theorem 5.1 (Thm QT1, [122]). If the CF of Xn is “band-limited", so that
ϕXn(υ) = 0, |υ| >
pi
qn
(5.35)
then the PDF of Xn can be derived from the PDF of Un.
Theorem 5.2 (Thm QT2, [122]). If the CF of Xn is “band-limited", so that
ϕXn(υ) = 0, |υ| >
2pi
qn
− ε (5.36)
with ε positive and arbitrarily small, then the moments of Xn can be calculated from the
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moments of Un.
Noting that the conditions of Theorem 5.1 or Theorem 5.2 are more likely to be satisfied
for small quantization step sizes qn, we consider the fusion rule that is suited for high-rate
quantization.
5.5.2 Computationally Efficient Fusion of Quantized-Censored Data
As discussed previously, the high complexity in computing the copula-based GLRT stems from
the need for computing multidimensional integrals. We simplify the fusion process by adding
controlled noise to the multilevel decisions received at the fusion center based on Widrow’s
theory.
Given the quantization step size qn which is determined by the number of bits that can
be transmitted over the channel. We first propose a fusion rule that corresponds to a specific
censoring region Rn = [0, qn]. Then, the fusion rule is generalized to the case of any arbitrary
censoring interval.
For this specific censoring interval, receiving no signal from sensor n implies that the ob-
servation of sensor n is in the quantization partition [0, qn]. We can reformulate the problem
as the one in which each sensor’s raw observations are quantized according to the following
uniform quantizer and all local quantizer outputs {unl : n = 1, . . . , N} are transmitted to the
FC for decision making.
γn(xnl) =
−Lnqn + qn/2, xnl < −(Ln − 1)qn
qnbxnl/qnc+ qn/2, −(Ln − 1)qn ≤ xnl < Unqn
Unqn + qn/2, xnl ≥ Unqn
(5.37)
According to Widrow’s Theorem (5.32), the CF of uniformly quantized data contains re-
peated and phase-shifted replicas due to the sampling process. We are able to keep the main
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lobe and filter out the terms due to aliasing in ϕUn(υ) using a low pass filter (LPF). To do that,
an externally generated noise dnl with PDF fDn(·) is added to the discrete-valued observation
before fusion. Let dn denote the generated noise and the new observation znl is
znl = unl + dnl (5.38)
Correspondingly, the CF of the new observation is
ϕZn(υ) = ϕUn(υ) · ϕDn(υ) (5.39)
The CF of noise Dn should be band-limited to play the role of a LPF. A perfect LPF-noise
would have a rectangular CF in − pi
qn
≤ υ ≤ pi
qn
which does not correspond to a valid PDF.
Thus, attention needs to be paid while designing Dn such that as little distortion as possible is
introduced when transforming the discrete-valued Un to a continuous variable Zn.
Most distributions that are employed in practice, like the Gaussian, exponential or chi-
squared are not perfectly band-limited. This fact does not prevent the application of the quan-
tization theorems if the quantum step size is significantly smaller than the standard deviation.
If the condition stated in Theorem 5.1 is satisfied, we have the following relationship:
Zn = Xn +Wn +Dn (5.40)
Thus, at the FC, the PDF of data znl under hypothesis Hi can be derived, which is
fZn(znl|Hi) = fn(znl|Hi) ∗ fWn(znl) ∗ fDn(znl) (5.41)
In practice, the quantizer output corresponding to the censoring interval [0, qn], which is
qn/2, is generated at the FC to represent the missing messages before the addition of LPF-
noise. So, dnl is added to unl for all n ∈ Sl and dnl + qn/2 is generated for all n ∈ Cl to
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obtain the new observation znl. The joint PDF of the data zl = {z1l, . . . , zNl} and x0l, which
are continuous, can be directly approximated by copula theory as follows
fˆZ,X0(zl, x0l|ci,φi, Hi) =
N∏
n=1
fZn(znl|Hi)f0(x0l|Hi)ci(zl, x0l|φi) (5.42)
Thus, the test statistic can be written as
T (z,x0) =
max
c1∈C,φ1
L∏
l=1
fˆZ,X0(zl, x0l|c1,φ1, H1)
max
c0∈C,φ0
L∏
l=1
fˆZ,X0(zl, x0l|c0,φ0, H0)
(5.43)
where z = {z1, . . . , zL}. The proposed test in (5.43) is a function of continuous variables only
and involve the computation of one-dimensional integrals. Compared with the test statistic in
(5.23) which requires the computation of N -dimensional integrals, the noise-aided fusion rule
greatly simplifies the test.
The noise-aided fusion rule is designed for the specific censoring interval of [0, qn] in the
above discussion. Next, we generalize the test for the case of an arbitrary no-send region of
[tn1, tn2]. It is worth mentioning that if the conditions for Theorem 5.1 or Theorem 5.2 are
satisfied for Xn, these conditions are still satisfied even after adding a constant b to Xn. This
can be explicitly explained from the expression for the CF of Xn + b:
ϕXn+b(υ) = e
jυbϕXn(υ) (5.44)
Similarly, an arbitrary shift of the quantization transfer characteristic in (5.10) will not affect
the fulfillment of the conditions of the theorems, either. Thus, without loss of generality, we
assume tn1 = 0.
The problem can be identified as the fusion of non-uniformly quantized dependent data in
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which all the quantization partitions are of length qn except for one which is [0, tn2]. It has been
demonstrated that the statistical theory of quantization can also be applied to non-uniformly
quantized data [122]. We can represent the quantizer by a piecewise linear compressor (we
call it a compressor, but whether it is actually a compressor or an expander depends on the
ratio tn2/qn), a uniform quantizer and a piecewise linear expander which is the inverse of the
compressor. Since it is the probability that data comes from a certain quantization partition
that is utilized in our test, we only need to consider the piecewise linear compressor and the
uniform quantizer that follows it.
A piecewise linear compressor is applied to the observations xnl before quantization, whose
output ynl is given as
ynl = gn(xnl) =
xnl, xnl < 0
qnxnl
tn2
, tn1 ≤ xnl ≤ tn2
xnl − tn2 + qn, xnl > tn2
(5.45)
Remark 5.3. Since gn(·) is a strictly increasing function, according to the invariance prop-
erty of copulas in Theorem 1.1, the best copula that approximates the dependence among
[X1, . . . , XN , X0], is also the one that describes the dependence structure among [Y1, . . . , YN , X0],
with the same dependence parameter.
If we can ascertain the band-limitedness of the compressed signal Yn, quantization theory
developed for uniform quantization can be applied to the uniform quantizer which follows the
compressor. Due to the piecewise linear property of the transformation in (5.45), the PDF of
Yn contains jumps at the break points of gn(·). Because of such break points, the CF of Yn may
not be perfectly band-limited.
Figure 5.1 shows that the CF of raw data Xn which is Gaussian distributed and the CF of
the compressed signal Yn with different degrees of compression that is characterized by the
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ratio between the length of censoring interval and the quantization step size, i.e., tn2/qn. It can
be seen that Yn is not perfectly band-limited. However, when the quantization step size is set
to qn = 1/2, φ(υ) ≈ 0 for |υ| > pi/qn = 2pi, especially for small degrees of compression
(tn2/qn < 3). The condition stated in Theorem 5.1 is satisfied very closely, when the length of
the censoring interval is comparable to the quantization step size, or in other words, the break
point of gn(·) is not very “sharp".
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Fig. 5.1: Characteristic functions of X and Y
The compressed data, ynl, is passed through a uniform quantizer with quantization step
size qn whose output is unl = γn(ynl). This approach successfully transforms the problem of
designing computationally efficient fusion rule under arbitrary communication rate constraint
to the fusion of uniformly quantized data, to which we already have a noise-aided solution
from the previous discussion.
Before fusion, a LPF-noise dnl is added to each received data unl to create continuous
observation znl = unl + dnl and each observation that is not received is replaced by znl =
qn/2 + dnl. The new set of observations from sensors to be fused is z which are continuous. If
the CF of Yn satisfies the condition of Theorem 5.1 closely and Dn is properly designed as a
LPF, we have the following relationship,
Zn = Yn +Wn +Dn (5.46)
106
At the FC, the PDF of data znl under hypothesis Hi can be written as
fZn(znl|Hi) = fYn(znl|Hi) ∗ fWn(znl) ∗ fDn(znl) (5.47)
The joint PDF of {z,x0} can be approximated using a copula density function as in (5.28)
and the test statistic T (z,x0) is similar to the one in (5.43) can be derived. The fusion rule
based on the addition of controlled noise greatly reduces the computational complexity, but at
the expense of decreased SNR at the FC. Thus, Dn should be designed to introduce as little
distortion as possible while filtering the required signal.
In may practical situations, uniform quantization is not optimal, therefore, it is important
to develop models that can accommodate non-uniformly quantized-censored data. It is always
possible to represent the nonuniform quantizer by combining a piecewise linear compressor,
as the one in (5.45), a uniform quantizer, and a piecewise linear expander. If the CF of the
compressed random variable satisfies the condition for Theorem 5.1, then the quantization
theory for uniformly quantized data can be applied. An example of a floating point quantizer
is given in [122], and for the number of bits used in practice, the conditions required for the
quantization theorem are satisfied very closely.
5.6 Simulation Results
In this section, we provide simulation results to demonstrate the performance of our proposed
fusion rules under different settings. We assume that under both hypotheses all sensors’ obser-
vations are Gaussian distributed as follows
Hi : Xn ∼ N (µi, σ2), ∀i = 0, 1 (5.48)
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for all n = 1, . . . , N , where N (µ, σ2) denotes the univariate Gaussian distribution with mean
µ and variance σ2. It is known that the CF of a Gaussian distribution is a bell shaped func-
tion which approximates a band-limited signal. The band-limitedness will be used in the
noise-aided fusion under Scenario Q-C. We set [µ0, µ1] = [0, 0.5], σ = 3 and Ln = −3σ,
Un = µ1 + 3σ. We assume that under H0, sensors’ observations are independently distributed.
The FC’s observation is distributed according to N (0.1, 32) under hypothesis H1 and is dis-
tributed according toN (0, 32) under H0. Since the FC is remotely located, we assume that the
FC’s observation is independent of all sensors’ observations under both hypotheses. Identical
censoring rate constraints are applied for all sensors, i.e., β1 = · · · = βN = β. Since we
only focus on the fusion aspect of the detection problem for a given local censoring scheme,
without loss of generality we assume the censoring region with the lower limit tn1 = 0 and tn2
is determined by the following censoring rate constraint
∫ tn2
0
fn(xn|H0)dxn = β.
We first consider a 2-sensor network, i.e., N = 2. Under H1, the dependence between the
two sensors’ observations is generated by a Frank Copula with the corresponding Kendall’s τ
being 0.3. 4
In Scenario A-C, sensor observations that are not in the censoring region [0, tn2] are trans-
mitted to the FC. The received analog messages are directly used for deciding the true state of
nature according to the copula-based GLRT in (5.16), but involving a high computational com-
plexity. In the noise-aided GLRT, the unreceived messages are replaced by randomly generated
noise at the FC before fusion. Then the detection is carried out according to (5.31). In previous
research, the inter-sensor dependence is ignored in the fusion of censored data for simplicity.
Under independence assumption, the test is conducted according to (5.19).
4Kendall’s τ is a non-parametric rank-based measure of dependence, ranging from −1 to 1. Nelsen has
proved the following relationship for a copula, C, and random variables X ∼ fX(x), Y ∼ fY (y) [75, p. 161]:
τ(φ) = 4E[Cφ(FX(x), FY (y))]− 1.
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In Scenario Q-C, we set the quantization step size qn = σ/3 = 1. Sensor observations
that are not in the censoring region [0, tn2] are first quantized and then transmitted to the FC.
After receiving the discrete messages, a copula-based GLRT is applied for deciding the true
hypothesis according to (5.25). In the noise-aided fusion approach that we proposed for this
scenario, our setting of the quantization step size satisfies the conditions in Theorem 5.2 closely.
The LPF-noiseDn is designed to be Gaussian distributed with zero mean and variance σD = 1.
Distortion is introduced because the CF of Gaussian distribution does not yield an ideal LPF,
but is tolerable for our settings. The PDF of the signal to be fused Zn = Yn +Wn +Dn, which
is nothing but the convolution of the three individual PDFs, is calculated numerically. Having
the marginal PDFs, the noise-aided GLRT is conducted to test between the two hypotheses.
We set the copula library, from which the best copula is selected, to be C= {Gaussian, Gum-
bel, Frank, Clayton}, which includes the true generating copula, Frank copula. The receiver
operating characteristic (ROC) curves corresponding to different fusion rules for the given local
censoring scheme are depicted in Figure 5.2. It can be seen that in both Scenario A-C and Sce-
nario Q-C, our proposed noise-aided GLRTs perform comparably with copula-based GLRTs
in which multidimensional integrations are evaluated numerically. Both of our proposed ap-
proaches outperform the method under Independence Assumption (IA). The detectors perform
better under Scenario A-C compared with those under Scenario Q-C, which is expected since
in Scenario Q-C by reducing data transmission through quantization, performance loss is in-
evitable.
To study the impact of copula misspecification on detection performance, we remove the
true copula Frank copula from the copula library. The library of copulas C, including Gaussian
copula, Gumbel copula and Clayton copula, does not contain the true copula. Such a setting
allows us to examine the performance of copula-based fusion under the unfavorable situation
of model misspecification. The performance of our proposed fusion rules with copula mis-
specification is shown in Figure 5.3. The difference between the two curves corresponding
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Fig. 5.2: ROCs corresponding to different fusion rules in a 2-sensor network with β = 0.35.
to the detection performance with and without copula misspecification is demonstrated to be
negligible in Figure 5.3. Although the true dependence among sensor observations can be quite
complex, a limited number of well defined copula families are able to characterize most de-
pendence structures. Excluding the true copula from the copula library gives us an insight into
the detection performance with misspecification in the most unfavorable situation.
The probability of correct detection PD for a given probability of false alarm PF = 0.1
is plotted as a function of censoring rate β in Figure 5.4 which captures the tradeoff between
detection performance and communication efficiency in a censoring sensor network. It is ob-
served that the performance degrades with increased censoring rate. Under Scenario Q-C,
the gap between the performance of the noise-aided GLRT and the copula-based GLRT using
brute force integration becomes larger with the increase in censoring rate. A higher censoring
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Fig. 5.3: ROCs corresponding to different copula libraries with β = 0.3: Frank copula is
used to generate the data, GLRT without misspecification corresponds to the case where C =
{Gaussian, Gumbel, Clayton, Frank}, while GLRT with misspecification corresponds to the
case where C = {Gaussian, Gumbel, Clayton}.
rate leads to a higher degree of compression tn2/qn according to the piecewise-linear com-
pressor defined in (5.45) in our noise-aided approach. Therefore, the conditions of Widrow’s
quantization theory are more difficult to satisfy as shown in Figure 5.1 and the main lobe of
the CF of un can not be recovered by the process of “filtering" without noticeable distortion.
Thus, attention has to be paid while applying our fusion scheme based on LPF-noise when the
censoring rate constraint is high.
We also consider a multi-sensor network with N = 3, where dependence among sensors is
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generated using a Gaussian copula with the parameter matrix given by
R =

1 ρ ρ
ρ 1 ρ
ρ ρ 1

where ρ = 0.25. In this example, the copula library C is assumed to include Gaussian copula
and t copula. The ROCs corresponding to different fusion approaches in the multi-sensor
network are given in Figure 5.5. As can be seen, the performance of our proposed fusion
rules that take the inter-sensor dependence into consideration is better than the test derived
under independence assumption (IA). And the noise-aided GLRTs perform comparably with
the copula-based GLRTs under both transmission scenarios. With the increase in the number of
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sensors, computational saving of the noise-aided GLRT which transforms one N -dimensional
integral to N one-dimensional integrals becomes more significant.
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Fig. 5.5: ROCs corresponding to different fusion rules in a multi-sensor network with β =
0.25
5.7 Summary
We considered a binary hypothesis testing problem in a censoring sensor network with spa-
tially dependent observations. Each sensor locally decides to transmit or to censor based on
whether its current observation is “informative" or not. We assumed that the local censoring
schemes are fixed. Two transmission scenarios were considered. In the first one, uncensored
observations are transmitted directly to the FC; in the second one, uncensored observations are
uniformly quantized and then transmitted. Upon the reception of messages from all transmit-
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ting sensors, the FC fuses these messages with its own observations to make the final decision.
The fusion rules for both analog censored data and quantized-censored data were proposed
based on the characterization of unknown spatial dependence using a copula density function.
The copula-based GLRT for analog censored data involves multidimensional integration, thus
is expensive to compute. To address the computational issue, an alternative fusion rule that in-
volves replacing each censored observation with an artificial noise at the FC was proposed. An-
other computationally efficient fusion rule by injecting controlled noise to the discrete-valued
messages was presented to address a similar computational issue with the GLRT for quantized-
censored data. Simulation results showed that copula-based GLRTs developed here for analog
censored data and quantized-censored data and their computationally efficient versions yield
significantly superior performance than the ones derived under the independence assumption.
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CHAPTER 6
COALITIONAL GAMES FOR
DISTRIBUTED INFERENCE IN WSNS
6.1 Motivation
In a distributed inference problem, each sensor collects observations regarding a phenomenon
of interest, then shares them with other sensors or transmits them to the fusion center (FC). To
reduce the energy cost for communication, the observations may be processed and compressed
at the sensor before transmission. The distributed nature of wireless sensor networks induces a
tradeoff between minimizing the communication cost and maintaining acceptable performance
levels. Although there has been a lot of work on distributed inference, including distributed
detection and distributed estimation, with conditionally independent observations, much less
has been done for the case of dependent observations [22–24, 53, 54, 77, 101, 102, 123].
The spatial correlation among sensor observations is a significant characteristic which can
be exploited to significantly enhance the overall network performance, including inference
performance and energy efficiency. Typical applications of Wireless Sensor Networks (WSNs)
require spatially dense sensor deployment in order to achieve satisfactory coverage. As a re-
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sult, proximal sensors recording information about a single event are highly correlated with
the degree of correlation increasing with decreasing internode separation. Such dependence
among adjacent sensors or agents also exists in other intelligence aggregation networks. For
example, in a crowdsourcing network, agents with the same backgrounds or having active
interactions (e.g., following each other on social websites) are likely to have correlated knowl-
edge/observations about the same event. Any network consisting of dependent agents having
the ability to take measurements of the environment and making inferences based on available
observations, such as wireless sensor networks, cognitive radio networks or a crowdsourcing
network, falls within the scope of this work. For simplicity of presentation, we use the term
“sensor" to represent an intelligent agent, which can be a real sensor, a cognitive radio, or a
participating agent in a crowdsourcing network, in the remainder of this chapter. Dependence
among observations may make some sensors’ observations redundant. An extreme case is
when two sensors’ observations are completely positively correlated, one of the two sensors
will become “redundant". Since transmitting “redundant" observations from battery powered
sensors to remotely located FC is energy inefficient, we have an opportunity to conserve energy
via local collaboration in a densely deployed sensor network.
The effect of dependent noise and hence dependent observations on Fisher Information
(FI) has been studied by Yoon and Sompolinsky in [126]. The authors showed that, in the bio-
logically relevant regime of parameters, positive correlations degrade estimation performance
compared with an uncorrelated population. Sundaresan et al. [101] considered location esti-
mation of a random signal source where they focused on improving system performance by
exploiting the spatial dependence of sensor observations. Parameter estimation with dependent
observations in a variety of communication scenarios was considered in [94], but was limited
to the case of “geometric” dependent Gaussian noise.
Different approaches have been employed to study the detection problem with correlated
observations, most of which focus on small sample size [23, 123]. It has been shown that
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correlation degrades the overall performance for the case of a binary signal in equicorrelated
Gaussian noise [21] as well as for the cases where correlation increases with the decrease
in inter-sensor distance [20]. In parallel sensor networks, the fusion of statistically dependent
observations is considered under various scenarios [53,54,102] and the design of local decision
rules is investigated in [23] through the introduction of a hierarchical independence model.
Performance of WSNs with correlated observations is also assessed using the theory of large
deviations [22].
In this chapter, we formulate a novel distributed inference framework which exploits and
utilizes the inter-sensor dependence for improved overall system performance, given the inher-
ent tradeoff between inference performance and transmission efficiency. In such a framework,
there is no FC and each individual sensor is capable of sensing and computing. Sensors form
non-overlapping coalitions and collaborate by sharing their observations within a coalition. In
the process of forming coalitions, each sensor selfishly aims to maximize its own inference
performance, and thus the performance of the coalition to which it belongs, as will be evi-
dent later. The problem is to find a set of non-overlapping coalitions such that each sensor’s
inference performance is maximized under certain energy cost constraints.
In our framework, each sensor is characterized not only by its individual inference perfor-
mance achieved with its own observations, but also by its dependence with other sensors in the
network. To model and analyze the spatial dependence among sensor observations which might
be heterogeneous, we use copula theory. Unlike the individual performance which is fixed and
unchangeable no matter which coalition the sensor belongs to, its dependence with other sen-
sors plays different roles in different coalitions. In the distributed inference problem that we
are considering in this chapter, diversity gain quantifies the positive effect of dependence on
inference performance, in contrast with redundancy loss, which quantifies the redundant in-
formation induced by the dependence among sensor data. Other definitions of diversity are
available in different contexts in the signal processing literature. In cognitive radio systems,
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diversity is acknowledged as the benefit of collaborative sensing and diversity order in various
collaborative spectrum sensing schemes is quantitatively determined in [34]. In communica-
tion systems, diversity is widely adopted as an indicator of the signal-to-noise ratio (SNR)
dependent behavior of inference performance based on multiple received signals [27, 110].
In this chapter, we use a game theoretical approach and formulate our collaborative dis-
tributed inference problem as a coalition formation game. Game theory has been widely ap-
plied to statistical inference, such as measurement allocation for localization [41], communi-
cation networks [43, 44, 87, 88], and spectrum sensing [86]. An iterative algorithm based on
merge and split operations [9] is proposed in the literature to find a stable solution for the
coalitional games discussed above.
6.1.1 Preliminary: Coalitional Game Theory
To facilitate the formulation of our problem, we introduce some basic concepts in coalitional
game theory. Let N = {1, 2, . . . , N} be a set of fixed players called the grand coalition.
Nonempty subsets of N are called coalitions. A collection (in the grand coalition N ) is any
family S := {S1, . . . , Sm} of mutually disjoint coalitions. If additionally ∪mj=1Sj = N , the
collection S is called a partition of N .
Assuming a comparison relation .,R = {R1, . . . , Rk} . S = {S1, . . . , Sm} means that the
way R partitions N , where N = ∪ki=1Ri = ∪mj=1Sj , is preferred over the way S partitions N
based on some performance measure. Pareto order can be used as a comparison relation .. For
a collection R = {R1, . . . , Rk}, the utility of a player j in a coalition Rj ∈ R is denoted by
Φj(R), and the Pareto order is defined as follows
R . S ⇐⇒ {Φj(R) ≥ Φj(S),∀j ∈ R,S} (6.1)
with at least one strict inequality for a player k.
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Apt and Witzel [9] proposed an abstract approach to coalition formation that focuses on
simple merge-and-split rules to transform partitions of a group of players. Details of coalition
formation will be introduced in Section 6.3.
6.2 System Model
We consider a physical phenomenon being continuously observed by a set of densely deployed
sensors, which is represented by N = {1, 2, . . . , N}. Let θ be the parameter that denotes the
phenomenon of interest in the received signal xn for the general inference problem. When
we consider a detection problem, θ represents a binary discrete variable, while in the case of
parameter estimation, θ is a continuous variable that takes values in the range [θL, θH ]. Each
sensor’s observation is represented by xn with a known PDF fn(·; θ). We assume that the
sensors in the network are heterogeneous, namely, the marginal PDFs can be distinct from
each other. As has been discussed in Section 6.1, sensor observations can be highly correlated
spatially and the true dependence structure can be very complex and unknown.
In a non-collaborative setting, each sensor continuously senses the environment, and locally
makes inference about the unknown parameter θ solely based on its own observations. In
this work, we consider a collaborative setting where collaboration exists within coalitions.
Participating sensors are required to act in accordance with the following rules:
1. Sensors first form coalitions, where each sensor can only join one coalition.
2. Once the coalitions are formed, a sensor can request observations from all the other sen-
sors in the same coalition and make an inference; it is required to transmit its observations
to the other collaborating sensors upon their request.
In such a collaborative setting, each sensor, as an independent agent, aims to improve its own
inference performance through collaboration with the most “useful" sensors. Let the general
inference performance metric be represented by ∆. As will be shown later, in the estimation
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problem ∆ represents the average Fisher Information (AFI) and in the detection problem ∆
represents the Kullback-Leibler Divergence (KLD). We use ∆n(S) to denote the inference
performance of sensor n in partition S. The coalition formation process, namely, finding the
collaboration strategy such that each selfish sensor has its performance maximized, is the focus
in this chapter.
An intuitive solution would be to have all the sensors form a grand coalition such that
every sensor enjoys the benefit of collaboration to the maximum extent. However, in an energy
constrained network, where each sensor’s energy is finite and a communication cost is incurred
when it transmits observations to collaborating sensors, full collaboration is prohibitive from
the energy efficiency point of view. Let r be the average number of requests initiated by
each sensor in the network per unit time interval. Then, for any sensor in coalition S, the
number of requests that have to be responded to within a unit time interval is r(|S| − 1), where
|S| denotes the cardinality of coalition S. We assume that energy consumption for a single
transmission is Et. The average energy consumption per unit time interval for each sensor
in coalition S is E(S) = r(|S| − 1)Et, which increases as the coalition size increases. Let
the energy consumption of a coalition be the average energy consumption per sensor in this
coalition, which is the same quantity E(S) = r(|S| − 1)Et. Thus, from the perspective of
energy efficiency, smaller coalitions are preferred. In order to guarantee adequate sensors’
lifetime, we enforce the energy consumption constraint as follows
E(S) = r(|S| − 1)Et < α, ∀S ∈ S. (6.2)
Then the problem is to find the optimal partition S of the set of sensors N such that each
sensor’s inference performance is maximized subject to the energy constraint in (6.2).
max
S∈P
∆n(S), ∀n ∈ N
subject to E(S) < α, ∀S ∈ S (6.3)
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where P denotes the set of all possible partitions of N .
For the optimization problem in (6.3), an exhaustive approach in which we search over all
possible partitions will invoke a very high computational complexity. According to [90], for
a network with N sensors, the total number of partitions is O(NN). Besides computational
issues, a centralized exhaustive search may not be able to give us a solution to the problem
in (7), since there may not exist a partition such that each sensor’s performance is maximized
simultaneously while the energy consumption constraint is satisfied. For the same reason, if
each sensor solves its optimization problem iteratively by itself, the overall system optimiza-
tion algorithm may not converge. In other centralized partition search approaches, the typical
objective is to optimize the overall system performance without considering individual pref-
erences. Since the sensors in our framework, modeled as independent agents, are selfish and
act independently, they should be given the choice of making decisions on their own. This
provides us the motivation to investigate distributed approaches for the sensors to make au-
tonomous decisions, and form coalitions. To do that, we use a game theoretical approach.
Before formulating the distributed inference problem as a coalition formation game, we need
to define and analyze the gain and the loss of each sensor when it joins a coalition, in the
context of dependent observations. The analysis is carried out respectively for the problem of
estimation and detection in the following two sections.
6.3 Collaborative Distributed Estimation
In the estimation problem, the optimization problem can be formulated as the minimization of
Cramer-Rao Lower Bound (CRLB), or equivalently, the maximization of Fisher Information
(FI), which is given by
FI(θ) = −EX
[
∂2
∂θ2
log fX(x; θ)
]
(6.4)
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where fX represents the joint PDF of X := [X1, . . . , XN ]. Since only the range of values that
θ takes is known, we assume uniform prior for the distribution of θ, which is non-informative,
i.e., fΘ(θ) = 1θH−θL ,∀θ ∈ [θL, θH ]. Thus, we define the average FI [35] as
I = EΘ [FI(θ)] (6.5)
For the coalition S whose set of observations is xS := [xn,∀n ∈ S], the average Fisher
Information (AFI) it can achieve is given as
I(S) = −EXS ,Θ
[
∂2 log fXS(xS; θ)
∂θ2
]
(6.6)
where fXS(·) denotes the joint distribution of XS and the expectation is taken with respect
to XS and Θ. In the remainder of this section, the subscript of E is omitted for notational
simplicity, unless otherwise specified.
Remark 6.1. As an immediate result of the modus operandi of the network, the estimation
performance, i.e., AFI, achievable at sensor n that is in coalition S, denoted by In(S), equals
the AFI contained in coalition S, which is denoted by I(S). That is
In(S) = I(S), ∀n ∈ S.
Proposition 6.1. I(S) is a nondecreasing function of the cardinality of S.
Proof. We need to show that I(S) ≥ I(S ′), for S ′ ⊆ S. According to the definition of AFI of
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coalition S in (6.6)
I(S) = −E
[
∂2
∂θ2
log fXS(xS; θ)
]
= −ES′
[
∂2
∂θ2
log fX
S
′ (xS′ ; θ)
]
+
ES′
[
−ES\S′ |S′ [
∂2
∂θ2
log fX
S\S′
(xS\S′ |xS′ , θ)]
]
(6.7)
where S \S ′ denotes the relative complement of S ′ with respect to S, i.e., {n : n ∈ S, n /∈ S ′}.
It can be noted that the first term in (6.7) corresponds to the AFI of S ′ , and the second term is
the expected conditional AFI of S \ S ′ . Due to the non-negativity of conditional FI, we have
I(S) = I(S
′
) + ES′
[
I(S \ S ′|S ′)
]
≥ I(S ′) (6.8)
Remark 6.2. When the transmission cost is assumed to be zero, i.e., Et = 0, a grand coali-
tion forms. It is proved in Proposition 6.1 that AFI does not decrease if more sensors join a
coalition. Thus, if there is no communication cost, all the sensors will collaborate for a better
estimation performance.
It is clear from Proposition 6.1 and the definition of E(S) = r(|S|−1)Et that, as the coali-
tion size increases, both estimation performance in terms of I(S) and the energy consumption
E(S) increase with it. There is a tradeoff between the estimation performance and commu-
nication efficiency. Each sensor aims to maximize its estimation performance subject to an
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energy constraint. The problem is formulated as the following:
max
S∈P
In(S), ∀n ∈ N
s.t. r(|S| − 1)Et < α, ∀S ∈ S (6.9)
where In(S) represents the AFI of sensor n under partition S. According to Remark 6.1, it is
the AFI of coalition S to which sensor n belongs under S, i.e., In(S) = In(S) = I(S), where
n ∈ S and S ∈ S.
To analyze the effect of inter-sensor dependence on the AFI for coalition S, we express the
joint PDF of observations of sensors in coalition S in terms of the marginal PDFs and copula
density function cs, as in (1.2), using copula theory. When log cS(·; θ,φ) is twice differentiable
with respect to θ, I(S) can be written as
I(S) = −E
[
∂2 log
(∏
n∈S fn(xn; θ)cS(·; θ,φ)
)
∂θ2
]
=
∑
n∈S
In − E
[
∂2 log cS(·; θ,φ)
∂θ2
]
(6.10)
where In represents the AFI achieved by a single sensor n in a non-collaborative setting.
Definition 6.1. We define the second term in (6.10) as the generalized AFI (GAFI) for the
copula density function cS 1, denote by Ic(S),
Ic(S) = −E
[
∂2 log cS(·; θ,φ)
∂θ2
]
Ic(S) represents the FI that is induced by the dependence structure cS .
Thus, the AFI for a coalition S can be written as the summation of AFIs of each individual
sensor in S and Ic(S). As to the nature of GAFI, whether it is positive (dependence contributes
1We call it the generalized AFI because it may not satisfy the non-negativity property of AFI.
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Fig. 6.1: GAFI corresponding to Gaussian copula vs. correlation coefficient ρ. The marginal
distributions are Gaussian with mean θ1 = θ2 = 1 and variance σ21 = σ
2
2 = 4 for the identical
case; σ21 = 4, σ
2
2 = 1 for the heterogeneous case.
to estimation performance) or negative (dependence degrades estimation performance), we
present the GAFI for Gaussian copula for illustration in Figure 6.1. It is shown that for the case
of identical marginal distributions, GAFI is nonpositive and monotonically decreases with an
increase in the correlation coefficient ρ. More complicated behavior of GAFI, in terms of
positivity/negativity and monotonicity, is observed when marginal distributions are different.
The following proposition provides some insights into the properties of GAFI for a two-
sensor coalition. We assume that the dependence between the two sensors is described by a
Gaussian copula and the two sensors follow univariate Gaussian distributions.
Proposition 6.2. Let the dependence between the two random variablesX and Y be described
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by a Gaussian copula 2 with the following parameter matrix
ΣXY =
1 ρ
ρ 1

and X ∼ N(µXθ, σX), Y ∼ N(µY θ, σY ), where θ is the parameter to be estimated (Without
loss of generality, let
∣∣∣σXσY µYµX ∣∣∣ ≤ 1 3), then we have:
1. Ic(X, Y ), the GAFI of copula cXY , is a convex function of ρ and minρ Ic(X, Y ) = −µ
2
Y
σ2Y
is reached at ρ = σX
σY
µY
µX
;
2. Ic(X, Y ) ≤ 0 when ρ lies between 0 and 2µXµY σXσYµ2Xσ2Y +µ2Y σ2X .
3. When σX
σY
µY
µX
= 1, Ic(X, Y ) ≥ 0 for ρ ∈ [−1, 0] and Ic(X, Y ) < 0 for ρ ∈ (0, 1].
Furthermore, Ic(X, Y ) is a monotonically decreasing function of ρ.
Proof. According to the definition of GAFI in (6.10)
Ic(X, Y ) = −E
[
∂2 log cXY (FX(x; θ), FY (y; θ); ρ)
∂θ2
]
=
−1
σ2Xσ
2
Y (1− ρ2)
{2ρµXµY σXσY
−ρ2(µXσ2Y + µY σ2X)} (6.11)
From the second derivative of Ic(X, Y ), it can be seen that 4
∂2Ic(X, Y )
∂ρ2
≥ 0, ∀ρ ∈ (−1, 1)
2The Gaussian copula is defined as
CGaussian(u|Σ) = ΦΣ(Φ−1(u1), . . . ,Φ−1(uN )),
where, ΦΣ denotes the multivariate normal CDF and Φ denotes the univariate normal CDF.
3The inequality
∣∣∣σXσY µYµX ∣∣∣ ≤ 1 implies that the individual AFI of Y is less than or equal to that of X , i.e.,
IY ≤ IX , since IY = µ
2
Y
σ2Y
and IX =
µ2X
σ2X
4The dependence of Ic(X,Y ) on correlation coefficient ρ is not made explicit for notational convenience.
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thus, Ic(X, Y ) is convex. By setting
∂Ic(X, Y )
∂ρ
= 0
and knowing that ∣∣∣∣σXσY µYµX
∣∣∣∣ ≤ 1
we get
ρ∗ =
σX
σY
µY
µX
, Ic(X, Y )
∗ = −µY
σ2Y
Thus, the minimum value of Ic(X, Y ) is Ic(X, Y )∗ = −µ
2
Y
σ2Y
and it is obtained at ρ∗ = σX
σY
µY
µX
.
By setting (6.11) equal to zero, we get two solutions:
ρ1 = 0, ρ2 =
2µXµY σXσY
µ2Xσ
2
Y + µ
2
Y σ
2
X
Combined with the convexity of the function, it can be concluded that Ic(X, Y ) ≤ 0 when
ρ ∈ [ρ2, 0] if ρ2 < 0 and ρ ∈ [0, ρ2] if ρ2 ≥ 0.
By letting σXµY = σY µX in (6.11), the conclusions in 3) can be directly derived.
Remark 6.3. When ρ = 0, then Ic(X, Y ) = 0, meaning that there is no impact of dependence
on estimation performance and the AFI of the coalition is solely the summation of individual
AFIs of X and Y , i.e., IX + IY .
Remark 6.4. Assuming that X has a larger individual AFI compared with Y , i.e., IX >
IY , when ρ = σXσY
µY
µX
, Ic(X, Y ) equals −IY . In this case, X gains nothing in estimation
performance by collaboration.
Remark 6.5. A sensor n prefers to collaborate with sensor m with which it has a positive
Ic(Xn, Xm) than sensor k with which it has a negative Ic(Xn, Xk), when sensor m and sensor
k have identical individual AFI. For sensor n, sensor m is more “favorable” than sensor k
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in the sense that the inter-sensor dependence with m brings “diverse" information while that
with k brings “redundant" information.
Definition 6.2. We define −Ic(X, Y )1Ic(X,Y )<0 to be pairwise redundancy loss denoted as
Irl(X, Y ), and Ic(X, Y )1Ic(X,Y )≥0 to be pairwise diversity gain denoted as Idg(X, Y ), where
1{·} is an indicator function.
The definitions of diversity gain and redundancy loss allow for a better characterization of
the different roles that pairwise inter-sensor dependence may play. The GAFI of multivariate
copulas can be analyzed using vines which is a graphical method of constructing multivariate
copulas [65, 97]. In this formulation, we essentially establish a hierarchical, pairwise depen-
dence relation, which can be expressed through copulas. The joint PDF of N random variables
expressed in terms of a D-vine decomposition is given by:
fX(x) =
N∏
n=1
f(xn)
N−1∏
j=1
N−j∏
k=1
cj,j+k|j(F (xj|xj), F (xj+k|xj)) (6.12)
where j = [j + 1, . . . , j + k − 1], xj = [xj+1, . . . , xj+k−1]. cj,j+k|j(·) is basically the pairwise
copula between j and j + k conditioned on j. Thus, a multivariate copula is decomposed into
the product of bivariate conditional copulas. The corresponding GAFI Ic(S) of the copula in
any coalition S can be written as:
Ic(S) =
|S|−1∑
j=1
|S|−j∑
k=1
Ic(Xj, Xj+k|Xj)
=
|S|−1∑
j=1
|S|−j∑
k=1
Idg(Xj, Xj+k|Xj)
−
|S|−1∑
j=1
|S|−j∑
k=1
Irl(Xj, Xj+k|Xj)
= Idg(S)− Irl(S) (6.13)
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where Idg(S) and Irl(S) respectively represent the diversity gain and redundancy loss in the
coalition S. Each of them is a summation of pairwise diversity gains or pairwise redundancy
losses in coalition S. Until now, we have quantified the benefit and cost of forming a coalition
S incurred by dependent sensor observations in the problem of distributed estimation. In the
next section, the counterparts of diversity gain and redundancy loss for the distributed detection
problem will be investigated.
6.4 Collaborative Distributed Detection
In the detection problem, θ is a bi-valued variable which takes the value θ0 under hypothesis
H0 and takes the value θ1 under hypothesis H1. in this chapter, we employ Kullback-Leibler
Divergence (KLD) as the performance metric. KLD can be interpreted as the error exponent
in the Neyman-Pearson framework, which means that the probability of missed detection goes
to zero exponentially with the number of observations at a rate equal to KLD. Thus, KLD
characterizes the asymptotic detection performance. We denote KLD by D and define it as
follows
D = EH0
[
log
fX(x |H0)
fX(x |H1)
]
(6.14)
where EH0 [·] denotes the expectation taken with respect to the joint distribution of X under
hypothesis H0. For a coalition S, the detection performance, in terms of KLD, is D(S).
D(S) = EXS |H0
[
log
fXS(xS |H0)
fXS(xS |H1)
]
(6.15)
Remark 6.6. The KLD for sensor n, i.e., Dn(S), in a coalition S is the same for all n ∈ S.
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Similar to Remark 6.1 for the estimation problem, we can write
Dn(S) = D(S), ∀n ∈ S
Proposition 6.3. D(S) is nondecreasing in |S|.
Proof. In order to prove that D(S) does not decrease if new members join the existing coali-
tion, we need to show that for any S ′ ⊆ S, D(S ′) ≤ D(S).
D(S) =
∫
log
fXS(xS |H0)
fXS(xS |H1)
fXS(xS |H0)d xS
=
∫
log
fX
S
′ (xS′ |H0)
fX
S
′ (xS′ |H1)
fX
S
′ (xS′ |H0)d xS′
+
∫
log
fX
S\S′
(xS\S′ |xS′ , H0)
fX
S\S′
(xS\S′ |xS′ , H1)
fXS(xS |H0)d xS
= D(S
′
) + EX
S
′ |H0
[
D(S \ S ′)
]
≥ D(S ′) (6.16)
The last inequality is because of the non-negativity property of conditional KLD.
Remark 6.7. A grand coalition forms when communication cost is zero, i.e., Et = 0.
It is noted that, as |S| increases, both D(S) and E(S) increase, indicating a tradeoff be-
tween the detection performance and energy consumption. In our formulation, each sensor
selfishly aims to maximize its own detection performance, i.e., the KLD when using shared
observations within the coalition to which it belongs, subject to an energy constraint. The
problem can be formulated as the following
max
S∈P
Dn(S), ∀n ∈ N
s.t. r(|S| − 1)Et < α, ∀S ∈ S (6.17)
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where Dn(S) represents the KLD of sensor n under partition S. According to Remark 6.6, it
is the KLD of coalition S to which sensor n belongs under S, i.e., Dn(S) = Dn(S) = D(S),
where n ∈ S and S ∈ S.
The effect of inter-sensor dependence on the KLD can be analyzed by expressing the joint
PDF of the observations of sensors in coalition S in terms of the marginal PDFs and copula
density function cs. By copula theory, the KLD corresponding to XS can be written as
D(S) =
∫
log
∏
n∈S
fn(xn|H0)cS(·|φ0, H0)∏
n∈S
fn(xn|H1)cS(·|φ1, H1)
fXS(xS |H0)d xS
=
∑
n∈S
Dn + EXS |H0
[
log
cS (Fn(xn|H0), n ∈ S|φ0, H0)
cS (Fn(xn|H1), n ∈ S|φ1, H1)
]
(6.18)
where Dn is the KLD achieved by sensor n with its own observations in a non-collaborative
setting and φi is the dependence parameter of the copula density under hypothesisHi, i = 0, 1.
The second term in (6.18) is due to inter-sensor dependence and if we assume independent
sensors, i.e., cS(·) = 1, then the second term becomes zero.
Definition 6.3. We define the second term in (6.18) as the Generalized KLD (GKLD), denoted
by Dc(S), which measures the KL distance between the two joint distributions introduced by
the dependence structure.
Dc(S) = EXS |H0
[
log
cS (Fn(xn|H0), n ∈ S|φ0, H0)
cS (Fn(xn|H1), n ∈ S|φ1, H1)
]
(6.19)
Thus, the KLD between the two joint distributions of sensor observations in S under hy-
potheses H0 and H1 can be decomposed into two terms, as shown in (6.18). The first term rep-
resents the summation of KLDs corresponding to individual sensors in S and the second term is
Dc(S). We call Dc(S) the Generalized KLD, because the arguments of cS(·|H0) and cS(·|H1)
are different and thus violate the standard definition of KLD. In Figure 6.2, the GKLDs cor-
responding to different copulas are plotted against Kendall’s τ . For each curve, there exists
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Fig. 6.2: GKLD corresponding to different copulas vs. Kendall’s τ . Gaussian marginals
are assumed. Means are assumed to be θ1 = θ2 = 2 under H0 and θ1 = θ2 = 1 under H1.
Variances are assumed to be σ21 = 4, σ
2
2 = 1 under both hypotheses.
a single τ ∗ that divides τ ∈ [0, 1] into two intervals, each corresponding to positive or nega-
tive GKLD respectively. Since Kendall’s τ is only a scalar summarization of the “amount" of
dependence, the behavior of GKLD varies for different copula models (dependence structures).
The following proposition provides insights into GKLD corresponding to a Gaussian cop-
ula in a coalition consisting of two sensors that follow univariate Gaussian distributions.
Proposition 6.4. Consider the following the detection problem
H1 : X ∼ N(θ1, σX), Y ∼ N(θ1, σY ), cGaussian(ΣXY )
H0 : X ∼ N(θ0, σX), Y ∼ N(θ0, σY ), cGaussian(ΣXY )
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where
ΣXY =
1 ρ
ρ 1

and θ1 6= θ0. Without loss of generality, let σX ≤ σY 5, then we have:
1. Dc(X, Y ), the GKLD corresponding to the Gaussian copula cXY , is a convex function
of ρ and minρDc(X, Y ) = − (θ1−θ0)22σ2Y is reached at ρ =
σX
σY
;
2. Dc(X, Y ) ≤ 0 for ρ between 0 and 2σXσYσ2Y +σ2X .
3. For σX = σY , Dc(X, Y ) ≥ 0 for ρ ∈ [−1, 0] and Dc(X, Y ) < 0 for ρ ∈ (0, 1] and it is a
monotone decreasing function of ρ,.
Proof. According to the definition of GKLD, we have
Dc(X, Y )
= EXY |H0
[
log
c (FX(x|H0), FY (y|H0)|ΣXY )
c (FX(x|H1), FY (y|H1)|ΣXY )
]
=
(θ1 − θ0)2
2σ2Xσ
2
Y (1− ρ2)
[
ρ2(σ2Y + σ
2
X)− 2ρσXσY
]
(6.20)
where c(·|ΣXY ) represents the Gaussian copula parameterized by φ = ΣXY . It can be shown
that
∂2Dc(X, Y )
∂ρ2
≥ 0, ∀ρ ∈ (−1, 1)
Thus, the convexity is proved. By setting
∂Dc(X, Y )
∂ρ
= 0
5σX ≤ σY implies that DX ≥ DY , since DX = (θ1−θ0)
2
2σ2X
and DY =
(θ1−θ0)2
2σ2Y
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and knowing that σX ≤ σY , we get
ρ∗ =
σX
σY
, Dc(X, Y )
∗ = −(θ1 − θ0)
2
2σ2Y
which when combined with the convexity of the function yields thatDc(X, Y )∗ is the minimum
point.
By setting (6.20) equal to zero, we get two solutions:
ρ1 = 0, ρ2 =
2σXσY
σ2Y + σ
2
X
Due to the convexity of the function, it can be concluded that Dc(X, Y ) ≤ 0 when ρ ∈ [ρ1, ρ2].
When σX = σY = σ,
Dc(X, Y ) = −(θ1 − θ0)
2
σ2
ρ
1 + ρ
It can be shown that ∂Dc(X,Y )
∂ρ
≤ 0,∀ρ ∈ (−1, 1) and the sign of Dc(X, Y ) is the same as that
of −ρ.
Remark 6.8. When X and Y are independently distributed, i.e., ρ = 0, then Dc(X, Y ) = 0,
meaning that KLD is solely the summation of individual KLDs of X and Y .
Remark 6.9. Assuming that X has larger individual KLD compared with Y , i.e., DX > DY
when ρ = σX
σY
, Dc(X, Y ) equals −DY . In this case, X does not improve its detection perfor-
mance by forming a coalition with Y .
Remark 6.10. A sensor n would prefer to collaborate with sensor m with which it has a
positive Dc(Xn, Xm) than sensor k with which it has a negative Dc(Xn, Xk), when sensor m
and k have identical individual performance, i.e., Dm = Dk. To sensor n, sensor m is more
“favorable” in the sense that the dependence between sensor n and m results in a larger total
KLD, and thus a better asymptotic detection performance.
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Definition 6.4. We define −Dc(X, Y )1Dc(X,Y )<0 to be pairwise redundancy loss of GKLD,
denoted as Drl(X, Y ), and define Dc(X, Y )1Dc(X,Y )≥0 to be pairwise diversity gain of GKLD
denoted as Ddg(X, Y ).
Although the expressions of the pairwise redundancy loss and diversity gain depend on the
specific problem that we are considering, these definitions capture the intrinsic characteristics
of a sensor network with dependent observations and quantify the impact of the dependence in
collaboration.
According to (6.12), a multivariate copula can be decomposed into the product of bivariate
conditional copulas. Therefore, Dc(S), the GKLD introduced by the copula in any coalition S
can be written as:
Dc(S) =
|S|−1∑
j=1
|S|−j∑
k=1
Dc(Xj, Xj+k|Xj)
=
|S|−1∑
j=1
|S|−j∑
k=1
Ddg(Xj, Xj+k|Xj)
−
|S|−1∑
j=1
|S|−j∑
k=1
Drl(Xj, Xj+k|Xj)
= Ddg(S)−Drl(S) (6.21)
Ddg(S) represents the diversity gain in the coalition S and Drl(S) represents the amount of
redundant information included in coalition S. By noting that Ddg(S) and Drl(S) are nonneg-
ative and nondecreasing function of |S|, we can view Ddg(S) together with
∑
n∈S Dn as the
gain of forming S, while Drl(S) as the cost, along with the communication cost E(S). In the
following section, a coalition formation game for distributed inference is formulated based on
the quantification of dependence-based diversity gain and redundancy loss.
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6.5 Game Formulation and Properties
We propose a coalitional game defined by the pair (N , V ) to model our collaborative inference
problem, where N is the set of players (all sensors) and V is a mapping such that for every
coalition S, V (S) is a closed convex subset of RS that contains the payoffs that players in S
receive. The value of any coalition S can be mapped to a set V of payoff vectors.
Before defining V (S), we should first define the value of a coalition, denoted by v(S),
which is supposed to characterize the tradeoff between the gain from forming coalition S and
the corresponding loss. As has been discussed in the previous two sections, the gain of form-
ing coalition S comes from the summation of individual sensor inference performance and the
dependence related diversity gain, while the overall cost of forming coalition S is due to the
dependence related redundancy loss and the communication cost. In order to present a general-
ized game theoretical approach to the distributed inference problem, we use a unified notation
∆ to represent the AFI in the estimation problem, i.e., I and the KLD in the detection problem,
i.e.,D. We define the value of a coalition v(S), as an increasing function of the gain of forming
coalition S, i.e.,
∑
n∈S ∆n + ∆dg(S), and a decreasing function of the costs ∆rl(S), and C(S)
which is a function of the communication cost E(S):
v(S) =
[∑
n∈S
∆n + ∆dg(S)
]
− [∆rl(S) + C(S)] (6.22)
where C(S), as a function of E(S), depends on the communication constraint α in the original
optimization problem given in (7). It captures the tradeoff between inference performance and
energy consumption, since the first three terms in (26) correspond to the inference performance
of S and the last term corresponds to the communication cost. There are certain properties that
a well designed cost function C(S) should satisfy, here we use the logarithmic barrier penalty
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function given in [17]
C(S) =
 −1/t · log(1−
E(S)
α
) if E(S) < α
+∞ otherwise
(6.23)
where α is the constraint on E(S), and t is a control parameter. The above cost function is an
increasing function of E(S) for E(S) < α, while it goes to infinity when E(S) ≥ α. Through
the cost function in (6.23), the constraint that E(S) < α in (6.3) is enforced, since for the
coalitions that do not satisfy this constraint, the utility v(S) is −∞.
Proposition 6.5. The payoff for each sensor in coalition S is equal to the utility of the coalition,
i.e., Φn(S) = v(S),∀n ∈ S, where Φn(S) denotes the payoff of sensor n in the coalition S.
Proof. The value of a coalition S defined in (6.22) is a function of its inference performance
and its average energy consumption E(S). According to Remarks 6.1 and 6.6, the AFI or
KLD for every sensor in S is given by the AFI and KLD of the coalition. And it is known that
transmission cost E(S) of every sensor in S is the average transmission cost of the coalition.
Hence, the coalition value v(S) is also the payoff of each player in it.
Now, we have a coalitional game (N , V ), where V (S) is a singleton set (hence closed and
convex)
V (S) := {Φ(S)|Φn(S) = v(S),∀n ∈ S} (6.24)
Remark 6.11. The proposed coalitional game (N , V ) for the distributed inference problem is
a nontransferable utility game.
A distributed algorithm for the above coalition formation game among sensors is described
next.
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6.5.1 Coalition Formation Algorithm
For autonomous coalition formation, we propose a distributed algorithm based on two simple
rules called merge and split [9] that allow us to modify a partition S of the set N .
Merge Rule: Merge any set of coalitions {S1, . . . , Sm}, where {∪mj=1Sj} . {S1, . . . , Sm},
therefore, {S1, . . . , Sm} → {∪mj=1Sj}.
Split Rule: Split any coalition {∪mj=1Sj}, where {S1, . . . , Sm}.{∪mj=1Sj}, thus {∪mj=1Sj} →
{S1, . . . , Sm}.
Remark 6.12. Every iteration of the merge and split rules terminates.
Let us assume that the dependence information is known at the local sensors, and they
autonomously form coalitions through merge and split operations. Let the initial partition be
S = {S1, . . . , Sm}.
repeat
R = Merge(S): coalitions in S merge according to the merge rule, until no further merge
occurs
S = Split(R): coalitions inR split according to the split rule, until no further split occurs.
until No merge or split occurs
Merge operations are first applied. Given an initial partition S = {S1, . . . , Sm}, suppose
S1 seeks to collaborate with S2. If the condition for merge is satisfied, a new coalition S1 :=
S1 ∪ S2 is formed, otherwise, S1 := S1 and S1 attempts to merge with another coalition that
shares a mutual benefit in merging. The algorithm is repeated for the remaining Si until all the
coalitions have made their merge decisions. The resulting partition R is then subject to a split
process in a similar way. Then, successive merge-and-split processes go on until the iterations
terminate.
The stability of this resulting network structure can be investigated using the concept of a
defection function D [9, 86].
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Definition 6.5. A defection function D is a function which is associated with each partition
T . A partition T = {T1, . . . , Tm} is D-stable if no group of players is interested in leaving T
when the players who leave can only form the coalitions allowed by D(T ).
A partition T = {T1, . . . , Tm} of N is Dhp-stable, if no players in T are interested in
leaving T through merge-and-split to form other partitions inN . A partition T is Dc-stable, if
no players in T are interested in leaving T through any operation to form other coalitions in
N [86].
Dhp-stability can be thought of as a state of equilibrium where no coalitions have an in-
centive to pursue coalition formation through merge or split. The following remark has been
shown in [8].
Remark 6.13. A partition is Dhp-stable if and only if it is the outcome of iterating the merge-
and-split rules.
Remark 6.14. For the proposed (N , V ) collaborative distributed inference game, the proposed
merge-and-split algorithm converges to a Dhp-stable partition.
It is known that if T is Dc-stable, then T is the outcome of every iteration of the merge-
and-split rules and it is a unique Dc-stable partition [9]. Nonetheless, a Dc-stable partition does
not always exist. The Dc-stable partition S = {S1, . . . , Sm} of the whole spaceN exists if and
only if the following two conditions hold:
1. For each i ∈ {1, . . . ,m} and each pair of disjoint coalitions A and B, such that {A ∪
B} ⊆ Si, we have {A ∪B} . {A,B}.
2. For the partition S = {S1, . . . , Sm}, a coalition G ⊂ N formed of players belonging to
different Si ∈ S is S-incomplete if for no i ∈ {1, . . . ,m} we have {G}[S] . {G}, where
{G}[S] = {G ∩ Si,∀i ∈ {1, . . . ,m}} is the projection of coalition, G in partition S.
For the proposed (N , v) collaborative distributed inference game, the proposed merge-
and-split algorithm converges to a Dhp-stable partition. If a Dc-stable partition exists, then
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the Dhp-stable partition is also the optimal Dc-stable partition. The existence of the Dc-stable
partition cannot always be guaranteed, although the algorithm would always converge to this
partition when it exists.
Remark 6.15. For the proposed (N , V ) collaborative distributed inference game, the proposed
merge-and-split algorithm converges to the optimal Dc-stable partition, if such a partition
exists. Otherwise, the proposed algorithm converges to a Dhp-stable partition.
6.6 Simulation Results
In this section, we present some simulation results to examine the performance of our proposed
game theoretical approach to the collaborative distributed inference problem. We consider a
wireless sensor network with N sensors deployed in a [0, 1.5]× [0, 1.5] square area of interest.
Let the location of sensor n be denoted by sn = [sn1, sn2]. The amount of dependence measured
in terms of Kendall’s τ between any two sensors n and m follows the power exponential model
[115]
τ(dn,m) = e
−d2n,m , (6.25)
where dn,m = ‖sn − sm‖ is the distance between nodes n and m respectively located at coor-
dinates sn and sm.
We first consider an 8-sensor network where each sensor’s observation follows Gaussian
distribution with mean θ and variance σ2n. The inter-sensor dependence is described by a Gaus-
sian copula with correlation matrix Σ whose elements are obtained from the pairwise τ in
(6.25). Let sS denote the location of the signal source which is [0.75, 0.75] in this experiment.
The variance of each sensor’s observation is inversely proportional to the distance between the
sensor and the signal source, i.e., σ2n = 1/|sn−sS|. We set rEt = 1 and α = 4, thus, according
to (6.2), the largest coalition size that satisfies the energy efficiency constraint is |S| = 4.
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In the problem of estimation, the unknown parameter θ is assumed to be within [−1, 1].
The AFI of coalition S is given as
I(S) = 1T
(
diag(σS)ΣS diag(σS)
)−1
1 (6.26)
where σS is a vector consisting of standard deviations of all sensors in S, i.e., σS = [σn, ∀n ∈
S]; 1 is an all one vector with dimension |S| by 1, and ΣS is the correlation matrix of coalition
S.
In the detection problem, we set the parameters under hypothesis H0 and H1 to be θ0 = 0
and θ1 =
√
2. The KLD corresponding to a coalition S is
D(S) = 1T
(
diag(σS)ΣS diag(σS)
)−1
1 (6.27)
With the above setting, the AFI and KLD have exactly the same expression. Thus, we present
the simulation results without distinguishing between the problems of estimation and detection.
In the initialization step, each sensor is set to be a coalition by itself, i.e.,
S = {{1}, {2}, {3}, {4}, {5}, {6}, {7}, {8}}.
By applying the proposed merge-and-split algorithm iteratively, sensors’ payoffs increase with
each merge/split operation until no further merge/split happens as shown in Figure 6.3. Eventu-
ally three coalitions {{1, 2, 4, 7}, {3, 5}, {6, 8}} are formed and within each coalition, sensors
have the same payoff. It can be seen in Figure 6.4 that each coalition contains sensors that are
physically apart, and thus statistically less dependent so that redundancy loss is avoided and
diversity gain is introduced to the largest degree. Also, the sensors closer to the signal source,
who already have a good individual performance, form smaller coalitions, while the distantly
located sensors form relatively larger coalitions to improve their performance. A Dc-stable
141
solution is not guaranteed in this example, since the resulting partitions are different with dif-
ferent initializations as shown in Figure 6.5. With each iteration of merge-and-split, the overall
payoff 6 of sensors increases, until no further merge or split occurs as shown in Figure 6.5.
We further consider a heterogeneous sensor network consisting of 28 sensors deployed in
the same [0, 1.5] × [0, 1.5] square area of interest. We assume that there are 14 sensors whose
observations follow Gaussian distribution with mean θ and unit variance, while the other 14
sensors’ observations follow exponential distribution parameterized by θ. Within each Monte
Carlo trial, the sensor locations are generated independently according to uniform distribution,
through which the correlation matrix is obtained according to the dependence model in (6.25).
A student’s t copula parameterized by the correlation matrix with the degree of freedom ν = 4
is used to generate the dependence among sensors. In this experiment, we assume that the true
dependence among heterogeneous sensors is unknown and we will demonstrate how copula
6We use “overall payoff" to imply the payoff averaged over all sensors. The term “overall" will continually be
used with the same implication in the later part of this section.
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Fig. 6.3: Individual sensor payoffs vs. number of merge/split operations.
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theory enables the characterization of the dependence structure in a heterogeneous network,
upon which the distributed coalition formation approach is built.
Before the coalition formation process, we first learn the dependence among sensors by
collecting L = 1000 training data from each sensor, denoted by x = [x1, . . . ,xN ] where
xn = [xn1, . . . , xnL]. We apply a semi-parametric approach in which the marginal CDFs are
obtained non-parametrically (due to unknown marginal parameters) and the dependence pa-
rameter corresponding to a certain copula is estimated parametrically. The uniform random
variables (marginal CDFs) in the copula density are evaluated using empirical probability inte-
gral transform (EPIT) as follows
Fˆn(·) = 1
L
L∑
l=1
1xnl<{·}
uˆnl = Fˆn(xnl) (6.28)
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Fig. 6.4: The deployment of the 8-sensor network and the final partition.
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For a given copula c, its corresponding parameter is obtained by Maximum Likelihood (ML)
estimation as follows
φˆ = arg max
φ
L∑
l=1
log c(uˆ1l, . . . , uˆNl|φ) (6.29)
Besides estimating the copula parameter, selecting the best copula from a predefined finite
set of copulas, C, is also one important step. We use a minimum description length (MDL)
[47] based approach for model selection. MDL techniques of model selection are based
on the principle that the model that achieves the best compression is the model best suited,
from the available alternatives, to describe the data. There are several criteria available un-
der the MDL framework such as Akaike Information Criterion (AIC), Bayesian Information
Criterion (BIC), Stochastic Information Complexity (SIC) and Normalized Maximum Like-
lihood (NML). We use BIC in our experiment and the predefined copula library is set to be
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C = {Gaussian,Student’s t}. The best copula c∗ is selected as follows
c∗ = arg max
c∈C
L∑
l=1
log c(uˆ1l, . . . , uˆNl|φˆ) + d
2
logL (6.30)
where d is the dimension of φ, and φˆ is obtained through (6.29). A more detailed discussion
of copula selection is available in [52, 98].
The performance corresponding to different coalition formation approaches for this par-
ticular sensor deployment is evaluated. A total of 100 Monte Carlo trials are conducted and
the performance is averaged over these trials. Within each trial, the dependence structure is
learnt using our proposed copula-based approach for the generated sensor deployment. We
compare our coalition formation approach, in which the dependence structure of the network
is first modeled using a multivariate copula function and then the coalition formation game is
formed and solved, with the approach under Independence Assumption (IA). In the coalition
formation under IA, the unknown dependence among heterogeneous sensors is ignored, thus
for any coalition S, both the dependence-related diversity gain and redundancy loss are zero.
Thus, in the utility function in (6.22) there are only two terms left, the first term concerning
individual sensor performance and the last term concerning communication cost. The same
merge-and-split algorithm is then applied to solve the game under IA. We also compare our
proposed distributed algorithm based on coalition formation game with the approach of ran-
dom coalition formation. In the random coalition formation method, a partition is randomly
selected from the set of all partitions that satisfy the communication constraint with equality 7.
In the estimation problem, θ is assumed to be within [−1, 1]. Figure 6.6 shows the overall
estimation performance of our proposed distributed coalition formation approach, compared
with the random coalition formation approach and coalition formation under IA. As the con-
7The equality is to ensure a maximized inference performance, since the inference performance is nondecreas-
ing in coalition size, according to Proposition 6.1 and Proposition 6.3. We make the coalition size to be exactly
α, except for the one that may include less than α due to the fact that the total number of sensors N may not be
an integer multiple of α.
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straint on communication cost gets looser (α increases), the overall estimation performance
becomes better for all methods. However, since our approach explores and utilizes inter-sensor
dependence during the coalition formation process, it achieves much better performance than
the other two methods. The overall communication costs, defined as 1/|S|∑S∈S E(S), are
plotted in Figure 6.7, which demonstrates the superiority of our method in terms of commu-
nication efficiency. It has to be noted that, the average communication cost corresponding to
our distributed coalition formation method is not the maximum communication cost that is al-
lowed by the predefined constraint. It reflects the true cost of communication of the resulting
partition, which may be much less than the maximum cost allowed. The curves for the coali-
tion formation under IA and random coalition formation are the same in Figure 6.7, since in
both approaches each coalition ends up with the maximum number of sensors allowed by the
constraint, if possible.
In the detection problem, we set θ0 = 1 and θ1 = 2.4. Superior overall detection perfor-
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Fig. 6.6: Overall estimation performance vs. communication constraint α.
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mance of the partitions resulting from our proposed coalition formation approach is shown in
Figure 6.8, in comparison with the coalition formation under IA and random coalition forma-
tion. It is noted that for the other two approaches, the overall KLDs drop when α goes from
6 to 7. This is because with increasing coalition size the amount of redundant information
increases due to inter-sensor dependence, especially when the redundancy loss is not taken
into consideration in the coalition formation process as in random and IA coalition formation
processes. The overall actual communication costs versus α are plotted in Figure 6.9, demon-
strating a better communication efficiency of our approach. In our distributed algorithm, when
two coalitions are unable to contribute much to each other in inference performance due to their
dependence (or redundancy loss incurred), they will not merge into a new coalition. Thus, it
forces the coalition to seek cooperation with other coalitions to which it can contribute more,
or where it is highly valued due to the diverse information that it is able to bring in. In this
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Fig. 6.7: Overall actual communication cost vs. communication constraint α in estimation
problem. (The curves for Coalition Formation under IA and Random Coalition Formation are
overlapped.)
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way, the overall diversity gain is increased while redundancy loss is decreased. By formulating
the distributed inference problem as a coalition formation game and solving the game using an
iterative algorithm, we are able to obtain better system performance in terms of both inference
performance and energy efficiency, compared with the coalition formation under IA and the
random coalition formation scheme.
In numerous practical scenarios, sensor networks are subject to changes. For example,
sensors embedded in people’s cellphones change locations frequently. New sensors joining
or existing sensors quitting also contributes to the time varying nature of the network. The
distributed nature of our proposed coalition formation method in which sensors form coalitions
automatically, makes it suitable for mobile networks with time-varying configurations.
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6.7 Summary
In this chapter, we investigated a collaborative distributed inference problem in an energy con-
strained wireless sensor network with dependent observations. In the collaborative setting,
sensors form coalitions and share observations within the coalition for improved inference
performance. We focused on the formation of non-overlapping collaborating coalitions such
that each sensor’s performance is maximized while the energy constraint is satisfied. To an-
alyze the benefit and cost of forming a certain coalition, we used copula theory to describe
the dependence among observations, which provided “redundancy” and “diversity” aspects of
inter-sensor dependence, respectively for the problem of estimation and detection. We defined
GAFI and GKLD to quantify the diversity gain and redundancy loss in forming a coalition due
to inter-sensor dependence. A coalition formation game was proposed for the distributed infer-
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ence problem. A merge-and-split algorithm was utilized for our coalitional game and the sta-
bility of the outcome of our proposed algorithm was analyzed. Finally, numerical results were
provided to demonstrate the performance of our game theoretical approach. Further investi-
gation of the dependence-related concepts of diversity gain and redundancy loss in inference
problems under different scenarios is to be conducted in the future work.
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CHAPTER 7
SUMMARY AND FUTURE DIRECTIONS
7.1 Summary
In this thesis, we investigated several inference problems in networks with heterogeneous infor-
mation sources which are statistically dependent. Both centralized and decentralized inference
problems were considered. Due to the statistical dependence among those heterogeneous in-
formation sources, we proposed several methods that take such dependence into consideration
to improve the inference performance.
The problem of centralized detection with heterogeneous sensor data was investigated in
the Neyman-Pearson framework. We applied copula theory to characterize the dependence
among sensor observations. According to the true nature of the dependence among sensor
measurements, we considered two kinds of situations. When the dependence structure is non-
stationary, meaning that the copula which describes the dependence structure may change over
time, we proposed a sample-wise copula selection rule which selects the copula with the max-
imum likelihood for each sample. The optimality of this method over existing approaches was
proved theoretically and demonstrated through simulations. When the true dependence follows
a mixture model, meaning that each observation is generated according to a certain copula with
151
corresponding probability, we designed a detector based on a mixture of copulas. Expectation
Maximization (EM) algorithm was applied to iteratively find the estimates of unknown param-
eters in the mixture model. Theoretical proofs and simulation results were also provided to
demonstrate the performance of our proposed approaches.
Inspired by the exponentially growing amount of social media data, we considered the
inference with both sensor data and social media data. To jointly characterize the sensor data
and social media data, we proposed a copula-based model for multivariate time series. We
used an ARMA-GARCH model to capture the temporal dynamics of each time series and then
used copula theory to build the joint distribution among their standardized residual terms. The
proposed model is very flexible in capturing a wide range of temporal and spatial dependence
structures. It provides a powerful tool for characterizing heterogeneous time series (sensor data
and social data) by accommodating very complex dependence structures. By applying such a
model to jointly characterize the GT returns and stock returns of Apple Inc., we were able to
have a better prediction of the stock price. Its application in other inference tasks assisted by
social media data, such as flu prediction, was also shown.
In distributed networks, where only local decisions are transmitted to the FC for global
decision making, we investigated the classification of random signals. With the introduction
of a “hidden" random variable, we derived the necessary conditions for the optimal sensor
compression rules and fusion rule under conditionally dependent observations. An iterative
algorithm, which is easy to implement, was proposed to generate the sensor rules and the fusion
rule. Convergence and asymptotic optimality of the proposed algorithm were also proved. We
applied the method that we proposed in this work to a modulation classification problem and it
was shown to exhibit better performance than the other approaches, as shown in the numerical
results.
A binary hypothesis testing problem was considered in a censoring sensor network with
spatially dependent observations. In this formulation, each sensor decides to transmit or to
152
censor based on whether its current observation is “informative" or not. Two transmission sce-
narios were considered. In the first one, uncensored observations are transmitted directly to the
FC; while in the other, uncensored observations are uniformly quantized and then transmitted.
The fusion rules for both analog censored data and quantized-censored data were proposed
based on the characterization of unknown spatial dependence using a copula density function.
The copula-based GLRT for analog censored data involves multidimensional integrations, thus
is expensive to compute. To address the computational issue, an alternative fusion rule that in-
volves replacing each censored observation with an artificial noise at the FC was proposed. An-
other computationally efficient fusion rule by injecting controlled noise to the discrete-valued
messages was presented to address a similar computational issue with copula-based GLRT for
quantized-censored data. Simulation results showed that copula-based GLRTs developed here
for analog censored data and quantized-censored data and their computationally efficient ver-
sions yield significantly superior performance than the ones derived under the independence
assumption.
Finally, we investigated a collaborative distributed inference problem in an energy con-
strained wireless sensor network with dependent observations. In this collaborative setting,
sensors form non-overlapping coalitions and share observations within the coalition for im-
proved inference performance. We focused on the collaboration strategy such that each sen-
sor’s performance is maximized while the energy constraint is satisfied. To analyze the benefit
and cost of forming a certain coalition, we used copula theory to describe the dependence
among observations, which provided “redundancy” and “diversity” aspects of inter-sensor de-
pendence. We defined GAFI and GKLD to quantify the diversity gain and redundancy loss
in forming a coalition due to inter-sensor dependence. A coalition formation game was pro-
posed for the distributed inference problem. A merge-and-split algorithm was utilized for our
coalitional game and the stability of the outcome of our proposed algorithm was analyzed.
Numerical results were provided to demonstrate the performance of our game theoretical ap-
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proach.
7.2 Future Directions
Some promising directions for future work are listed in the following:
1. In Chapter 2, we have provided the sample-wise copula selection approach for the case
where the parameters of copula functions are estimated, without theoretical justification.
Although it is an intuitive approach inspired by the solution under the case of known
parameters, a theoretical justification, under some mild conditions, is desired. As a future
work, one can investigate the conditions under which the sample-wise copula selection
approach with estimated copula parameters outperforms a single copula approach with
estimated parameters.
2. In this thesis, we have investigated the problem of copula selection and parameter estima-
tion in different scenarios. However, in both centralized and decentralized frameworks,
we focused on the problem of binary hypotheses testing. It is of interest to study the
problem of copula selection and parameter estimation for multiple hypotheses testing
problem under dependent observations. Copula selection approaches for the specific
task of multiple hypotheses testing, as the copula selection method that is embedded in
the GLRT for the detection problems, is worth pursuing as a future work.
3. We have studied dependence modeling among different time series and how to make a
better prediction by taking such intermodal dependence into consideration in Chapter 3.
It is of great interest to study the causality of these time series, and figure out which is
the cause time series and which is the effect time series. Granger’s definition of causality
has been widely applied due to its simplicity and robustness. However, due to the hetero-
geneity of the time series (from sensors and social media), the linearity of VAR (vector
autoregressive)-based Granger causality based test can be easily violated. Since we have
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been applying copula to describe nonlinear dependence in the previous research, we pro-
pose, as a future work, the development of Copula-Granger algorithm to conduct the
causality analysis on multiple heterogeneous time series concerning a certain unfolded
event of interest.
4. In Chapter 5, we designed the fusion rules for detection with analog and discrete data
in a censoring sensor network for given censoring schemes at the local sensors. The
designed fusion algorithms take inter-sensor dependence into consideration to improve
detection performance. It is of interest to further investigate optimal or near optimal
local censoring schemes and study how inter-sensor dependence affects the design of
the censoring rules. Due to the complex coupling between sensor rules introduced by
dependence, optimal censoring scheme for each individual sensors may not be available.
One can investigate necessary conditions for optimal censoring rules and design iterative
algorithms to search for the rules according to the necessary conditions, in the future.
The hierarchical structure for dependent sensor observations which was introduced in
Chapter 4 can be applied to facilitate the design of local censoring rules. But, the major
challenge in the censoring problem comes from the fact that unlike the fusion rule for
the distributed AMC problem which is only a function of local decisions, the fusion rule
of censored data is not only a function of local transmissions but also of local censoring
rules.
5. In Chapter 6, the dependence-related definitions of diversity gain and redundancy loss
were explored using copula theory where only spatial dependence was considered, while
temporal independence was assumed. One can, in the future, explore the diversity gain
and redundancy loss corresponding to temporal dependence. Especially in a sequential
detection problem, temporal dependence affects the average sensing time that is required
to reach a detection decision and the different roles it plays need to be investigated. The
copula-based model for multiple dependent time series has been proposed in Chapter 3,
155
and it can be applied for facilitating further investigation of diversity and redundancy in
inference problems with both temporal and spatial dependence.
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