+22 are calculated using the intermediate coupling frame transformation (ICFT) version of the R-matrix programs. Our target has 98 fine structure states 1s 2 nl n l S LJ corresponding to n = 2 and n = 2, 3, 4. The present calculation is for electron impact energies in the range 3.15 to 380 Ry. When T exceeds about ten million degrees one needs to take account of contributions to the thermally averaged collision strength Υ coming from electrons with energies in excess of 380 Ry. We discuss a way of allowing for these contributions. Values of Υ for all the transitions between the ground state and the excited states 1s 2 2l n l n l S L J , with n = 2, 3, 4 are tabulated as a function of log T . The temperature range 6.3 ≤ log T ≤ 8.1 is centred on log T = 7.1 which is approximately where Fe +22 has maximum abundance in ionization equilibrium. To the best of our knowledge these are the first R-matrix calculations for Fe +22 for excitations to the n = 3, 4 levels. Good agreement with previous distored-wave calculations is found. However, the resonance contributions have an important effect on the effective collision strengths and in turn on the level populations.
Introduction
The present calculation has been carried out as part of the international IRON Project (Hummer et al. 1993) , whose aim is to obtain reliable rate coefficients for collisional excitation of fine-structure transitions in positive ions induced by electron impact. In a previous calculation, Chidichimo et al. (1999) obtained level energies, oscillator strengths and effective collisions strengths for the n = 2 complex of Fe +22 . They also included a thorough discussion of collision calculations devoted to this ion up to the time of their own investigation. We will Full Tables 2, 4 and 6 are only available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/430/331. The full datasets of wavelengths and g f values (Table 4 ) and of effective collision strengths (Table 7) are only available at the same address. The same data are also available at the TIPbase (http://vizier.u-strasbg.fr/tipbase/home.html) database and as an 'adf04' file at the Oak Ridge National Laboratory's database via http://www-cfadc.phy.ornl.gov/ Permanent address: Department of Applied Mathematics, University of Waterloo, Waterloo, Ontario N2L 3G1, Canada. refer to this paper as Paper I. Previous published calculations for transitions to the n = 3 complex of Fe +22 were carried out in the non-relativistic and relativistic distorted wave (DW) approximation.
Unpublished non-relativistic DW results are available for transitions up to n = 4 (Bhatia, priv. comm.) .
In the present paper we present new atomic data for transitions up to the n = 2, 3, 4 complex in Fe +22 . The data for the n = 2 complex represent a revision of the data published in Paper I. These are the first R-matrix calculations for this ion for excitations to the n = 3 levels, and the first published calculations to n = 4. A complete list of IRON Project published papers and those in press is available on-line 1 . This work has been carried out as part of the UK RmaX network, which focuses on new atomic data for X ray spectra in astrophysics. Earlier work by the RmaX network includes ICFT calculations up to n = 4 for C-like and B-like ) Fe ions. Fe +22 n = 2 → n = 3 and n = 2 → n = 4 spectral lines have been observed in solar flares (see, e.g., Neupert et al. 1967; Neupert et al. 1973; Doschek et al. 1973; McKenzie et al. 1985; Fawcett et al. 1987) , and are observed with the current X-ray missions such as Chandra and XMM in spectra from a variety of different sources. Fe +22 line ratios have a temperature sensitivity (as shown by Bhatia & Mason 1981) , and are therefore a powerful diagnostic tool for a variety astrophysical applications. This paper focuses on the atomic calculations, while a follow-up paper (Del Zanna et al. 2004) will deal with line identifications and astrophysical applications.
Method of calculation and target
In what follows, we outline the steps taken in the present work which justify our belief that the results given here are the most reliable Fe +22 rate coefficients currently available. First of all we were careful to obtain a good target model.
As regards the collision calculation, we have made use of the R-matrix method (Hummer et al. 1993; Berrington et al. 1995) in conjunction with the intermediate frame coupling transformation (ICFT) (see .
These R-matrix programs, which are based on approximations that take into account much of the collision physics responsible for resonance scattering and relativistic effects, are widely considered as the most elaborate and accurate ones in existence for this type of calculation.
Atomic orbitals for Fe +22
In the present calculation, we used the same radial orbitals as those given in Paper I (see Table 2 , where the numerical parameters needed to generate the orbitals are listed). We have used the 1s, 2s radial orbitals of Clementi & Roetti (1974) while 2p, 3s, 3p, 3d, 4s, 4p, 4d, 4f were obtained by means of the CIV3 code (Hibbert 1975; Hibbert et al. 1991) . CIV3 uses analytic radial orbitals P nl (r) which are expressed as sums of Slater typer orbitals as follows:
Target energy levels
For the collisional calculation, we used all the terms originating from the 17 configurations included in Table 2 (98 levels up to n = 4). All 17 configurations in our calculation were treated as spectroscopic, i.e. there were no extra configurations treated as correlation. These correlation configurations are not found to contribute significantly for the highly charged ion Fe +22 . In order to assess how good our target is, we ran various atomic structure calculations by adding extra configurations, up to n = 5, to our basic set of configurations. Configurations involving double promotion from the n = 3, 4, 5 complex were treated as correlations. These calculations were performed with the AUTOSTRUCTURE code (Badnell 1997) and the results are presented in Table 1 . Comparison with g f (AS4), including n = 4 correlation configurations; g f (AS5), including n = 5 correlation configurations. The g f 's were calculated using AUTOSTRUCTURE. First, for consistency, we checked that the energies calculated with AUTOSTRUCTURE were basically (to within 10 −4 Ry) the same as those shown in Table 2 , which were calculated with the R-matrix codes. Then, for each AUTOSTRUCTURE run, we compared the level energies and the oscillator strengths (or the high-energy limit for the forbidden lines) for all the transitions with the values obtained from the basic set of 17 configurations. We found variations of the order of 10%, i.e. of the order of the accuracy of the calculations themselves, thus giving us confidence on the accuracy of the target wavefunctions.
The theoretical target energies of Fe +22 produced by the Breit-Pauli branch of the R-matrix code are shown in Table 2 along with the configuration identification provided by AUTOSTRUCTURE and the observed energies for some of the levels taken from Corliss & Sugar (1982) and from the National Institute of Standards and Technology (NIST) database 2 . The good agreement between the theoretical and observed energy levels gives us confidence in the target description.
There are minor differences between the level energies of Paper I (see Table 3 ) and the present calculations. This is expected since we chose to treat all configurations as spectroscopic ones and avoid the inclusion of extra configurations which were treated as correlation in Paper I. This approach also leads to a few changes in the level energy order compared to Paper I (see Table 3 ).
The quality of the target
One way of testing the target is to calculate the corresponding oscillator strengths and see how these compare with those of other investigators and spectroscopic observations of laserproduced plasmas (Fawcett et al. 1979) . Fawcett (1984 Fawcett ( , 1985 tabulates weighted oscillator strengths (i.e. g f values) and wavelengths for transitions n = 2 → n = 3 in many berylliumlike ions, including Fe +22 . He made use of Robert D. Cowan's code, together with the Slater parameter optimisation procedure, which is widely thought to provide reliable benchmark data. Cowan's code only provides the length gauge oscillator strength, which in general is more reliable than the velocity gauge one.
The full set of wavelengths λ(Å) and transition probabilities A ji (s −1 ) for all the transitions occurring amongst the 98 levels as calculated with AUTOSTRUCTURE is provided in electronic form. Observed energies, applying adjustments to the LS energies, and refined A-values will be discussed in a forthcoming paper by Del Zanna et al. (2004) . In Table 4 we compare our g f and wavelength values with those of Bhatia & Mason (1981) , Bhatia & Mason (1986) , Guo-Xin & Ong (1998a), , Murakami & Kato (1996) , together with the observed wavelengths from Fawcett et al. (1979) . Guo-Xin & Ong (1998a) used the GRASP code (Parpia et al. 1996) with a 133-level multiconfiguration Dirack-Fock expansion, which should provide the most accurate results. From Table 4 we note that their inclusion of correlation and higher-order relativistic effects do not seem to play a prominent role in the 1-13 and 1-15 wavelengths, our calculations and theirs agree within 0.2% with the observed wavelengths. We also have good agreement, within 10% for the strongest transitions, between our g f results and theirs. This gives us confidence in our target.
The collision and effective collision strengths
Our ultimate aim is to tabulate the temperature-dependent effective collision strength Υ(i − j), defined by :
where E j is the energy of the colliding electron after excitation has occurred and k is the Boltzmann constant. We performed the numerical integration by linearly interpolating the Ω(i, j) exp(−E j /kT ) data points as suggested by Burgess & Tully (1992) . In order to try and delineate the resonance structure in the collision strengths we calculated each Ω(i − j) at 116 847 energy points, i.e. with an extremely fine mesh.
For electrons incident with kinetic energies relative to the ground state of the target less than or equal to 380 Ry we used the R-matrix method based on the close coupling approximation. This allows us to take account of channel coupling up to the n = 4 levels. In order to delineate the multitude of resonance peaks we ran the code at 116 746 values of the collision energy starting at 3.1521 Ry (relative to the ground state), and up to 116 Ry. In this resonance region we used an energy step-length of 2 × 10 −6 z 2 = 9.68 × 10 −4 Ry. In the interval 116 < E i < 382 Ry, in which there are no resonances, we calculated collision strengths at 101 energy points, with a step-length of 5.5 × 10 −3 z 2 = 2.662 Ry. In Paper I, the Breit-Pauli code was run at 7704 values of the collision energy starting at 3.1521 Ry, relative to the ground state and going up to 103.05816 Ry. The interval between 103.05816 and 116 Ry was covered by making a linear extrapolation backwards using the values of the collision strength at 116 and 127.5 Ry. Also by an unfortunate and regretful oversight, at low energies the higher partial wave contribution to the collision strength for dipole transitions was not included 3 . The R-matrix code also attends to the crucial issue of a topup procedure in order to account for the higher partial waves in the collision strengths. With increasing energy, more and more partial waves need to be calculated. Details of how this topup was done for C-like and B-like ) Fe ions are given in those publications.
In the present calculations, in order to ensure convergence of the expansion, we let the partial wave quantum number J extend up to J = 41.5 and then carried out a top-up procedure by estimating the contributions from higher partial waves.
In order to calculate reliable effective collision strengths at temperatures which are more than about 2 × 10 7 K, we need to calculate, or estimate, the value of the collision strengths Ω(i, j) for energies even higher than 380 Ry, up to several thousand Rydbergs. We extended our R-matrix collision strengths beyond 382 Ry by using the method of scaling and extrapolating the collision strengths to the appropriate high-energy limits as described in Burgess & Tully (1992) . For optically allowed transitions, the high-energy limits are directly obtained from the oscillator strengths. We used the gf values calculated with AUTOSTRUCTURE (see Table 4 ). For optically forbidden transitions between levels with the same parity and spin we calculated the high-energy Born limits in the manner described by Burgess et al. (1997) . For optically forbidden intersystem transitions we used a comparable method developed by one of us (MCC) (see Appendix, Chidichimo et al. 2003) . NRB has included this method in his AUTOSTRUCTURE code. The high-energy limits for the optically forbidden lines used for the extrapolation procedure are given in Table 5 .
We developed an IDL graphical interactive program (a modified form (GDZ) of the codes used by the CHIANTI team) to inspect visually all the data. It is based on the program OmeUps of Burgess & Tully (1992) , whereby spline fits are performed on the 101 Ω(i − j) data points and the highenergy limit (see Fig. 2 ). We then perform an interpolation to obtain Ω(i, j) values at energies ranging from 382 Ry to 10 6 Ry, which we deem sufficient for the purpose of thermal averaging. The effective collision strength Υ(i− j) are then calculated. This procedure gives added reliability at high temperatures. : comparing the present wavelengths λ(R) and weighted oscillator strengths g f (R) from AUTOSTRUCTURE with those of Bathia & Mason (1981 , λ(BM) and g f (BM); , λ(BFS); Fawcett (1984) , λ(F) and g f (F); Sampson et al. (1984) ; g f (SGC); Murakami & Kato (1996) , λ(MK); Guo-Xin & Ong (1998a), λ(GO) and g f (GO); Fawcett's laboratory measurements (Fawcett et al. 1979) , λ(Exp). Wavelengths are in Å. 
New collisional data
Collision strengths Ω(i − j) between all 4753 transitions among the 98 levels were calculated. Thermal averaging of the collision strengths was done using the linear interpolation method described by Burgess & Tully (1992) . The effective collision strengths Υ were calculated for the temperature range 6.3 ≤ log T ≤ 8.1, centred on the temperature where Fe +22 is abundant under conditions of coronal ionization equilibrium (see, e.g., Arnaud & Raymond 1992) . For temperatures below five million degrees the abundance of Fe +22 will be negligible in equilibrium conditions. Astrophysical situations may exist where Fe +22 is abundant at temperatures lower than this; in these cases one would need to extend the temperature range below 10 6.3 K.
Tables 6 and 7 present the effective collision strengths Υ for excitations from the ground state only, which are the dominant contributors for astrophysical plasmas (see below). A more comprehensive dataset, that includes an adf04 file (see ref. for definition) and collision strengths for excitations from all the n = 2 states is provided on-line for completeness. Also the data with the target energies and the A values are available on-line in ascii form. Other data mentioned in this paper (e.g. collision strengths) are available upon request from one of the authors (GDZ).
Comparisons with previous calculations
For the n = 2 → n = 2 transitions, the present effective collision strengths only differ from the values published in Paper I by about 10%, with the exception of the 1-6 (2s 2 1 S e 0 -2p 2 3 P e 0 ) and 1-7 (2s 2 1 S e 0 -2p 2 3 P e 1 ) where differences are larger (up to 60%).
Since these are the first calculations for the n = 2 → n = 3 and n = 2 → n = 4 transitions that take into account the resonance effects, it is interesting to compare both the Ω(i, j) and Υ(i, j) values with the previous relativistic and non-relativistic DW results, to assess the importance of the resonances.
3.1.1. Allowed and forbidden n = 2 → n = 3, 4 transitions in comparison with DW We give illustrations of the different types of collision strength encountered in the present investigation by plotting Ω(i − j) versus E j , the final electron energy in rydbergs. We included comparisons with the published collision strengths for the 7.157
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n = 2 → n = 3 transitions, from the papers by Bhatia & Mason (1981 hereafter BM) . This study provided collision strengths for the n = 2 → n = 3 transitions, and used distorted wave approximations which do not take account of resonance effects. Figure 1 shows Ω(1−12), Ω(1−13), Ω(1−15), Ω(1−19), Ω(1−20), Ω(1−50) and Ω(1−52). The collision strengths Ω(1−15) and Ω(1−52) correspond to optically allowed transitions which increase logarithmically with energy as E j → ∞. The collision strengths Ω(1−13) and Ω(1−50) correspond to intersystem transitions that behave as though they were optically allowed owing to the breakdown of LS coupling. For this to happen the initial and final levels must have different parities and ∆J = 0, ±1, subject to the condition that J = 0 → J = 0. Ω(1−12) and Ω(1−20) are forbidden transitions in which neither the parity nor the spin change. The collision strength for this type of transition tends to a finite limiting value as E j → ∞. Ω(1−19) is a forbidden intersystem transition for which the collision strength normally falls off like E −2 j in the high energy limit. 2.820 1.697
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6.912 The graphs show that there is excellent agreement between our background collision strengths and the distorted wave results. Only for the forbidden transitions 1−20 (electric quadrupole) is the difference more noticeable. is negligible. Therefore, it is likely that insufficient high partial wave contribution was taken into account, for this type of transition, in BM's calculations. Note the prominent resonance structure at low energies which has been neglected in all previous calculations.
3.1.2. Comparison of Υ(i , j) for the n = 2 → n = 3, 4 Sampson et al. (1984; hereafter SGC) , and Guo-Xin & Ong (1998b, hereafter GO) used a relativistic DW method to calculate the collision strengths. BM and GO give collision strengths for transitions between the lowest 20 levels, at the energies E i = 85.0, 127.5, 170.0, 250.0, 350 Ry. We used the Burgess & Tully (1992) method (with a linear extrapolation to estimate the value of Ω(i, j) at E j = 0) to calculate the thermally-averaged Υ(i, j) for these two datasets. The Υ(i, j) of SGC were obtained from the CHIANTI 4 atomic database version 4 (Young et al. 2003) . For the n = 2 → n = 4 transitions, we have added to the comparison the distorted-wave unpublished results kindly provided by A. Bhatia, included in the CHIANTI database (hereafter B). Table 8 presents a comparison of the Υ(i, j) calculated at T = 1.2 × 10 7 • K with the present study (CDMB) with those of BM, B and SGC. From Table 8 we see that for optically allowed transitions between states with the same spin multiplicity the agreement is almost perfect in the case of (1, 52) where CDMB/B = 1.01 but otherwise varies from between CDMB/SGC = 0.93 for (1, 15) up to CDMB/SGC = 0.70 for (1, 25). For optically allowed transitions between singlet and triplet states the agreement varies from between CDMB/SGC = 1.11 for (1, 13) up to CDMB/SGC = 1.37 for (1, 42) and CDMB/B = 1.23 for (1, 50).
For the transitions n = 2 → n = 3 (1, 20), (1, 32), (1, 35), (1, 36), (1, 37) the differences between the present and other calculations are not larger than 35%; for the transition (1, 12) we notice that CDMB/SGC = 0.19. For most of the remaining n = 2 → n = 3 transitions Υ(CDMB) exceeds Υ(SGC) and Υ(BM) by up to a factor 3. The reason for this is undoubtedly the neglect by SGC and BM of resonances, which in our calculation occur in great profusion and have a profound effect on the collision strengths of optically forbidden transitions.
For the optically forbidden transitions up to n = 4 the agreement between CDMB and B is strikingly good, which seems to indicate that the effect of resonances is negligible for these transitions. Table 9 . Fractional level population N j for the n = 2, 3 levels, calculated at 10 9 , 10 14 (cm −3 ) electron densities and the temperature T = 13 MK. (R): computed with all the resonances and all the levels up to n = 4; (NR): computed with all the levels up to n = 4, but neglecting the contribution from the resonances; (BM): computed with the DW collision strengths of Bhatia & Mason (1986) , which included only the n = 2, 3 levels. 
Level populations
Transition probabilities were calculated with AUTO-STRUCTURE and the theoretical energies of Table 2 , and used together with the Υ values to calculate the fractional level population N j . Magnetic quadrupole transition probabilities were calculated with SUPERSTRUCTURE (see Eissner et al. 1974; Nussbaumer & Storey 1978) . The level population equations were solved including the excitation and radiative decay between all levels. We obtain N j (N e , T e ), the population of level j relative to the total number density of the ion, as a function of the electron temperature and density. The values corresponding to the n = 2, 3 levels calculated at the temperature of maximum ion fraction (T = 13 MK) and at two densities are shown in Table 9 . At electron densities of 10 14 cm −3 most of the ion population is still in the 1 S 0 ground state, with only a small fraction in the first 3 P excited states. This is a very high electron density for astrophysical plasmas. Therefore, for astrophysical plasmas, almost all of the excitations to the higher states will come from the ground state, even if collision strengths from excited states are much larger than the values from the ground.
In order to estimate the effects that resonances have on the level populations (hence on line intensities), we have also calculated the effective collision strengths using the spline fits to the 101 Ω(i − j) data points, i.e. by neglecting the contribution from the resonances. These values (NR) are also shown in Table 9 . It is quite clear that the resonances have a dramatic effect on the populations of the n = 2 levels, while the effect is much reduced for the n = 3 levels.
For comparison, we have also calculated the level populations using the same set of transition probabilities and the effective collision strengths which we obtained from the DW data published in Bhatia & Mason (1986) . Good agreement is found between these DW results (BM , Table 9 ) and the present ones that neglect the resonances (NR). Note that the original level populations published by Bhatia & Mason (1981) differ from the present result. This is due to two causes. First, the collision strengths were revised in Bhatia & Mason (1986) . Second, Bhatia & Mason (1981) used a different set of transition probabilities.
Summary and conclusions
The background values of the collision strengths shown in Fig. 1 confirm the reliability of previous DW calculations (Bhatia & Mason 1981; Bhatia & Mason 1986 ). However, the resonance contributions have an important effect on the effective collision strengths and in turn on the level populations. For the n = 2 → 2 transitions, the contribution of the resonances is large. The resonance contributions of optically forbidden transitions are significant for the n = 2 → 3 complex, particularly at low temperatures, but not so important for the n = 2 → 4 transitions.
It is very important in these calculations to take account of the infinity energy limit to obtain effective collision strengths. This is now facilitated within the AUTOSTRUCTURE code for use with the ICFT version of the R-matrix programs.
The accurate calculations for Fe +22 presented in this paper provide an opportunity for reliably analysing the X-ray spectra from astrophysical plasmas.
