This paper studies the problem of relay-assisted user scheduling for downlink wireless transmission. The transmitting base station or access point employs hybrid automatic-repeat-request (ARQ) transmission with the possible assistance of a set of fixed relays to serve a set of mobile users. By minimizing a cost function that depends on the queue lengths at the base station and the number of retransmissions of the head-of-line packet for each user, the base station can determine an appropriate set of users to be serviced in each time slot. In the system model of interest, though, minimizing the cost function at the base station may entail selecting a set of relays to service the scheduled user set. Three cost functions are considered, including a linear function with packets arriving according to a Poisson process, a discounted version of this function with rewards, and an increasing convex function with packets that need to be drained from the queues at the base station. It is shown that a priority-index policy is optimal in all cases. Performance comparisons illustrate the benefits of relay-assisted scheduling with hybrid-ARQ transmission.
avoids the difficulty of synchronizing transmissions that is inherent to ad hoc networks [13] [14] [15] . Relayassisted scheduling has been studied in cellular networks [9, 12] and also for more general networks [21] [22] [23] [24] [25] .
In particular, a throughput-optimal multi-link activation policy based on backpressure principles was applied to cellular networks [12] .
We reiterate that the benefits of relay-assisted transmission are more fully realized when intelligent reception strategies such as hybrid-ARQ are employed in the network of interest. The importance of hybrid-ARQ is evidenced by the support for Chase combining and incremental redundancy in the IEEE 802. 16 standard [2] . Prior work on relay-assisted scheduling, though, does not account for hybrid-ARQ. Relays can be employed to decrease the number of hybrid-ARQ transmissions that are required to serve a particular user. Given a hybrid-ARQ transmission framework, the relay-assisted scheduling problem is not merely a function of user queue lengths at the base station and the relays [12] . It is now important to also consider the number of hybrid-ARQ transmissions that have occurred for each mobile user's head-of-line (HoL) packet, which directly impacts the decoding delay that each mobile user incurs. Decoding delay also depends on queue lengths via Little's theorem [19] and has influenced a significant amount of work in the scheduling domain [10, 11, 18] .
In this paper we derive cost-minimizing user scheduling policies for relay-assisted downlink transmission under a hybrid-ARQ transmission framework. We apply the approach in [16] to our relay-assisted system model and consider a generic hybrid-ARQ transmission strategy. In [16] , packets for several mobile users arrive at the base station, and in each time slot one of the users is scheduled to transmit. Each user has a cost function at the base station that depends on both its queue length at the base station and the number of retransmissions that have been used for its HoL packet. The objective is to schedule a user to minimize the long-term average expected cost at the base station. It is shown in [16] that the optimal scheduler is a fixed priority-index policy, where the users are ranked and the highest-ranked user with a nonempty queue is serviced in that time slot.
For our relay-assisted system model, if a user cannot decode its HoL packet, the base station can possibly select a set of decoding relays to assist that user. In particular, a set of mobile users can be simultaneously scheduled along with a set of relays to service them. It is now non-obvious as to whether a priority-index policy is optimal for our relay-assisted system model. Ranking users is more difficult than in [16] , since the priority index for each user should now depend on the decoding status of each relay. If relays are not allowed to assist the base station, then the scheduling problem simplifies to the no-relay problem of [16] .
To illustrate the performance impact of relaying in hybrid-ARQ scheduling, we consider relay-assisted variants of the two key problems considered in [16] . One problem entails minimizing a linear cost function with Poisson arrivals at the base station (LPA), while the other problem entails minimizing a convex increasing function of queue length without any new arrivals at the base station (DC). We prove that the optimal scheduler for the relay-assisted variants of the LPA and DC problems is actually a priority-index policy as in [16] , which is intuitive and amenable to practical implementation. We also formulate a relay-assisted variant of the DC problem as a Markov decision process to gain additional insights on computation of the optimal priority-index policy.
In addition, we consider a discounted version of the relay-assisted variant of the LPA problem, where the wireless network operator obtains a reward in each time slot where a user decodes its HoL packet. The cost function for each user is multiplied by a discount factor that monotonically decreases with time. Note that discount factors are typically used to yield finite costs over an infinite time horizon [26] . We apply the main result from [17] to this problem and prove that a priority-index policy minimizes the discounted cost. This paper is organized as follows. In Section II we present the relay-assisted scheduling problem in a downlink wireless system. We present the LPA problem from [16] in Section III and obtain the optimal scheduler for the relay-assisted extension of this problem. We then present the DC problem from [16] in Section IV and obtain the optimal scheduler for its relay-assisted extension. Next we present the discounted cost problem from [17] in Section V and obtain the optimal scheduler for its relay-assisted extension. Simulation results are presented in Section VI and we conclude the paper in Section VII.
System Model
First, we introduce the notation used throughout the paper. |z| 2 denotes the absolute square of a complex number z. E denotes the mathematical expectation operator. A denotes the cardinality of a set A.
Consider the downlink transmission model in Fig. 1 . The network consists of a single base station, M fixed relay stations, and N mobile users. Packets for each mobile user arrive at the base station, and each packet is placed in a queue for its intended mobile user. The packet arrival processes are mutually independent. Let h i,n denote the channel between nodes i and n.
In the first time slot, the base station selects a packet for one of the users and broadcasts this packet to the entire network. If the selected user successfully decodes the packet, the base station flushes the packet from its queue and prepares to select another packet for transmission during the second time slot. Each relay would also flush the packet from its queue in this case, assuming that it has decoded the packet after the first time slot.
Key Assumptions
We make the following critical assumptions in this paper:
• The base station, all of the relays, and all of the mobiles are synchronized.
• All channels are narrowband and cause transmitted signals to undergo flat fading.
• Before the first time slot, the base station knows its channel gain |h t,i | 2 to each user i ∈ {1, 2, . . . , N }.
• The base station also knows the channel gain |h a,i | 2 from each relay a to each user i.
• Time is slotted, and each channel gain |h i,n | 2 remains constant over a single hybrid-ARQ retransmission sequence, which consists of a finite number of slots. This assumption is reasonable in a slow fading environment.
• Each channel gain |h i,n | 2 varies independently from a single hybrid-ARQ retransmission sequence to the next retransmission sequence. This is a block fading assumption.
User Scheduling Problem
Given the transmission model, it is apparent that if each selected user can decode its packet after it is initially transmitted, the relays do not need to play a role in the scheduling policy at the base station. The relays are only considered in the scheduling policy when a selected user makes a decoding failure and its packet needs to be retransmitted.
Each relay station can store one packet for each mobile user. The only packets that are stored at each relay are those that 1) the base station has transmitted, 2) the relay has decoded and 3) the mobile has not decoded. Thus, we do not need to consider packet arrival processes at each relay station.
Let S(n) be the state vector for the base station at time slot n, where S(n) is the same as in [16] . Thus, S(n) includes the number of transmission attempts for the current HoL packet for each user and the queue length for each user at the base station.
Let S a (n) be the state vector for relay a at time slot n. Here, S a (n) = {R a,1 (n), R a,2 (n), . . . , R a,N (n)}.
We have R a,i (n) = 1 if a packet has been selected for user i, relay a has decoded it and user i has not decoded it. Otherwise, R a,i (n) = 0.
Let M = {BS, 1, 2, . . . , M } and N = {1, 2, . . . , N } denote the set of allowed transmitters and mobile users in the network, respectively. In this paper, our objective is to design a scheduling policy π(·, ·, · · · , ·) ∈ Π R such that π(S(n), S 1 (n), S 2 (n), · · · , S M (n)) = (Q, W, f (·)), where Q ∈ N is the set of scheduled users and W ∈ M is the set of scheduled transmitters. Note that f (w) ∈ Q is a rule for each scheduled transmitter w ∈ W that assigns a scheduled user f (w) to w.
Note that S(n) and S a (n) for a ∈ {1, 2, . . . , M } evolve with n according to π(·, ·, · · · , ·). In particular, the number of transmissions of the HoL packet for user i evolves as
Also, let A i (n) be the number of packets for user i that arrive at the base station in time slot n. Then, the queue length for user i evolves as
In addition, the decoding status of the HoL packet for user i at relay a evolves as
decoding success at user i or i ∈ Q, a / ∈ W, decoding failures at user i and relay a 1 i ∈ Q, a / ∈ W, decoding failure at user i but success at relay a
3 Relay-Assisted Linear Poisson Arrivals Problem
In this section, we consider the relay-assisted linear Poisson arrivals (RLPA) problem, which is a variant of the LPA problem introduced in [16] .
Single-Relay Selection
We initially consider a system where a single relay out of M relays can assist the base station in transmitting the packets for the N users. We provide a recap of the basic formulation of the LPA problem from [16] .
Packets for each of the N users arrive at their corresponding queues at the base station. The arrival process for the packets of user i is Poisson with rate λ i , where i ∈ {1, 2, . . . , N }. Let c i,r i denote the cost of storing a packet for user i that has already been transmitted r i times. The base station computes a cost function U i for user i that is linear in the queue length x i (n), where
In particular,
which implies that the storage cost for any packet is a nondecreasing function of the number of transmission attempts.
The LPA problem entails determining the scheduling policy π ∈ Π that minimizes the long-run average expected cost J LP A , where
The RLPA problem entails determining the scheduling policy π ∈ Π R that minimizes the long-run average expected cost J RLP A , where
It turns out that the optimal policy for the RLPA problem is based on the priority index policy that is optimal for the LPA problem [16] . For the RLPA problem, knowledge of S R (n) at the base station is useful in deciding which users can be served more quickly than others. This is especially useful for the RLPA problem, since cost increases with the number of retransmission attempts or delay. Proof. The proof is in Appendix A.
We provide an intuitive justification of Theorem 1 in the following. In [16] , each user i is assigned a fixed 
and g i (l) is the probability of a decoding failure by user i given that its HoL packet has been transmitted l times. The optimal policy from [16] is to select the HoL packet of the user with the highest priority index.
is a function of the decoding failure probability, a lower value of T i,r HoL i implies that user i achieves a higher priority index. Now consider the two-user system depicted in [16, Figure 4 ], where a new packet arrival for the first user has priority over a packet retransmission for the second user. No relays are present, which is equivalent to the RLPA problem if S R (n) = (0, 0, . . . , 0). Assume that only relay i has decoded the HoL packet for user 2, so relay i can decrease T 2,r HoL
2
. This increases user 2's priority, assuming that |h r,2 | 2 > |h t,2 | 2 . Thus, if |h r,2 | 2 is above a threshold value, user 2 can actually end up with a higher priority index than user 1, and so a retransmission for user 2 would have priority over a new arrival for user 1. In particular, π(S(n), S R (n)) = (2, i) as opposed to π(S(n)) = 1 for the LPA problem, where no relays are present.
Thus, the introduction of relays for the RLPA problem results in a slight modification to the optimal priority index policy in [16] . Users are still sorted according to their priority indices and the highest priority user with a nonempty queue is scheduled. In this case, though, each relay i can inform the base station of its ability to improve the priority indices of some subset of the users by reporting S R,i (n) to the base.
The base station can calculate an improved priority index for each user a such that R i,a (n) = 1. Then, all priority indices including any revised indices are sorted, and the highest priority user with a nonempty queue is scheduled along with the transmitter that yields that highest priority index.
Note that the result in [16, Corollary 1] on the monotonicity of the optimal policy with respect to the number of transmission attempts can be extended to the RLPA problem, with a key caveat. Based on the discussion of [16, Figure 4 ], scenarios exist where a new packet arrival to an empty queue has priority over a retransmission of a previously scheduled HoL packet. 
Corollary 1. Assume that it is optimal to transmit to user i when

Multiple-Relay Selection
We now consider the RLPA problem where multiple relays can assist a scheduled user by simultaneously transmitting to it in a given time slot. In particular, let g i,m (l) denote the probability of decoding failure at user i if multiple relays assist it for retransmission l, and let g i,s (l) denote the probability of decoding failure at user i if a single relay assists it for retransmission l. The multiple relays should yield g i,m (l) < g i,s (l) using a generic multiple-transmitter hybrid-ARQ strategy. For example, each of the assisting relays can retransmit the data for the scheduled user, possibly using different modulation/code-rate pairs. This implies that the scheduled user can implement a strategy such as Chase combining to recover the transmissions from the assisting relays.
If each assisting relay retransmits the data for the scheduled user using the same modulation/code-rate pair, the assisting relays must employ a cooperative transmission approach. For example, in a relay-assisted cellular network, the base station can synchronize the assisting relays so that their transmissions will add coherently in both time and phase at the scheduled user. On the other hand, if the assisting relays transmit distinct information, the scheduled user must employ multiuser detection to recover those transmissions.
It turns out that the optimal policy for the RLPA problem with multiple-relay transmission is similar to that for the RLPA problem with single-relay transmission. The key is to define the priority indices associated with having multiple nodes simultaneously transmit to a user i, which depends on their respective channel gains to user i. Proof. This follows in a straightforward manner from the analysis in Appendix A.
Thus, allowing multiple relays to simultaneously assist a user in the RLPA problem does not change the essence of the optimal scheduling policy. The necessity of considering all possible sets of transmitters, though, increases the complexity of determining the optimal scheduled user.
Relay-Assisted Draining Convex Problem
In this section, we consider the relay-assisted draining convex (RDC) problem, which is a variant of the DC problem introduced in [16] .
Single-Relay Selection
As in Section 3.1, we initially consider a system where a single relay out of M relays can assist the base station in transmitting the packets for the N users. We provide a recap of the basic formulation of the DC problem from [16] .
The DC problem is a draining problem where no new packets arrive at the base station, so A i (n) = 0 for all users i and time slots n. In the DC problem, the base station wants to empty all of the user queues. The base station computes a cost function U i for user i, where U i is an arbitrary increasing function of the queue length x i (n) and is independent of the number of transmission attempts of the HoL packet of user i. Thus,
The base station initially has a set of packets (x 1 (1), x 2 (1), . . . , x N (1)) for all N users. The DC problem entails determining the scheduling policy π ∈ Π that minimizes the total expected draining cost J DC , where
The RDC problem entails determining the scheduling policy π ∈ Π R that minimizes the total expected draining cost J RDC , where
As in Section 3.1, it turns out that the optimal policy for the RDC problem is based on the priority index policy that is optimal for the DC problem [16] . For the RDC problem, knowledge of S R (n) at the base station is useful in deciding which users can be served more quickly than others. This is especially useful for the RDC problem, since cost increases with the delay. Proof. The proof is in Appendix B.
The intuitive justification of Theorem 2 is similar to that of Theorem 1. Again, each relay i can inform the base station of its ability to improve the priority indices of some subset of the users by reporting S R,i (n) to the base. The base station can calculate an improved priority index for each user a such that R i,a (n) = 1.
Then, all priority indices including any revised indices are sorted, and the highest priority user with a nonempty queue is scheduled along with the transmitter that yields that highest priority index.
Multiple-Relay Selection
We now consider the RDC problem where multiple relays can assist the base station by simultaneously transmitting the packet for the scheduled user in each time slot. As in Section 3.2, the scheduled user can implement a strategy such as Chase combining to recover the transmissions from the assisting relays.
As in Section 3.2, the optimal policy for the RDC problem with multiple-relay transmission is similar to that for the RDC problem with single-relay transmission. The key is to define the priority indices associated with having multiple nodes simultaneously transmit to a user i, which depends on their respective channel gains to user i. Proof. This follows in a straightforward manner from the analysis in Appendix B.
As in the RLPA problem, allowing multiple relays to simultaneously assist a user in the RDC problem does not change the essence of the optimal scheduling policy. Again, the necessity of considering all possible sets of transmitters increases the complexity of determining the optimal scheduled user
Optimal Policy Computation
As noted in Appendix B, closed-form expressions cannot be found for the optimal priority indices for the RDC problem. To facilitate the computation of the optimal policy, we adopt the approach of [16] and formulate the RDC problem as a Markov decision process. For the purposes of simplicity, we consider a twouser system with a single assisting relay. In this case, the system state space is S = {(r 1 , r 2 , x 1 , x 2 , a 1 , a 2 ) :
, where a i = 1 if the relay has decoded the HoL packet for user i and user i has not decoded it, and a i = 0 otherwise. In Appendix C we utilize Bellman's equation [26] to obtain necessary conditions for the optimal cost function J RDC . These conditions motivate the following result. r 2 , x 1 , x 2 ) denote the optimal cost when starting from the initial state (r 1 , r 2 , x 1 , x 2 ) in the DC problem from [16] . Then, for i ∈ {1, 2}, r i ∈ {0, 1, . . . , r max i }, x i ∈ {0, 1, . . . , A i } and a i ∈ {0, 1},
Proof. From [16, Section 5.C], it is clear that the action space V DC for the DC problem is a strict subset of the action space V for the RDC problem. The result follows immediately from this fact.
Note that if the base station-to-relay and relay-to-user channel gains are stronger than the base station-touser channel gains, the optimal cost for the RDC problem should be strictly less than that of the DC problem.
This simple result motivates our simulations of a single-relay, two-user instance of the RDC problem.
Relay-Assisted Discounted Costs and Rewards Problem
In this section, we consider the relay-assisted variant of the discounted cost problem from [17] , which we term the DCR problem.
Single-Relay Selection
The basic formulation of the discounted cost problem from [17] is the same as that of the LPA problem in [16] , with two key differences. First, a reward is obtained in each time slot where a user successfully decodes its HoL packet. Second, the cost function for each user is multiplied by a discount factor that monotonically decreases with time.
As in Section 3.1, the arrival process for the packets of user i at the base station is Poisson with rate λ i , where i ∈ {1, 2, . . . , N }. Let a i denote the reward obtained by servicing user i. The base station computes a cost function U i for user i that is linear in the queue length x i (n), where
Let β denote the discount factor for each user i. The DCR problem entails determining the scheduling policy π ∈ Π that minimizes the long-run average expected discounted cost J DCR , where
The RDCR problem entails determining the scheduling policy π ∈ Π R that minimizes the long-run average expected cost J RDCR , where
It turns out that the optimal policy for the RDCR problem is based on the priority index policy that is optimal for the DCR problem [17] . As in the RLPA problem, knowledge of S R (n) at the base station is useful in deciding which users can be served more quickly than others. The analysis in [17, Section 1] states that the optimal priority-index rule for the DCR problem is also optimal for the DCR problem where the storage cost for each queue is set to zero and all rewards are modified as in [17, (1) ]. In particular, using the notation from Appendix A, the cost of storing a packet in queue 
The rest of the proof follows in a straightforward manner from Appendix A.
As in the RLPA and RDC problems, the value of the relays for the RDCR problem lies in their ability to modify the queue transition probabilities. This results in a lower expected service time for any user that is serviced by a relay. Note that the optimal priority-index policy can be computed via the algorithm in [17, Section 3].
Multiple-Relay Selection
We now consider the RDCR problem where multiple relays can assist the base station by simultaneously transmitting the packet for the scheduled user in each time slot. As in Section 3.2, the scheduled user can implement a strategy such as Chase combining to recover the transmissions from the assisting relays.
As in Section 3.2, the optimal policy for the RDCR problem with multiple-relay transmission is similar to that for the RDCR problem with single-relay transmission. Again, the key is to define the priority indices associated with having multiple nodes simultaneously transmit to a user i, which depends on their respective channel gains to user i.
Corollary 4. The optimal scheduling policy for the RDCR problem with multiple-relay transmission is a priority-index rule, where the HoL packet with the highest priority index over all nonempty base station queues is selected. The set of transmitters that yields the highest priority index transmits the selected HoL packet.
Proof. This follows in a straightforward manner from the analysis in Appendix A.
As in the RLPA problem, allowing multiple relays to simultaneously assist a user does not change the essence of the optimal scheduling policy. In this case, determining which set of relays should transmit in each time slot will depend on the reward a i for each user i and the discount factor β.
Simulation Results
In this section we evaluate the performance of relaying in the RLPA and RDC problems. First, we consider the RLPA problem. 
To gain an initial understanding of the performance impact of relaying in the RLPA problem, we perform three actions. First, we vary the channel parameter from the relay to user 2, as this determines the performance benefits of relaying for user 2. Second, we fix the channel parameter from the relay to user 1 as η 1,1 = 0.5, as this prevents the relay from assisting user 1 and allows us to focus on how the relay can assist user 2. Third, as in [16] , we set a constant storage cost c 2,r i = 1.5 for user 2, as this diminishes the impact of the particulars of the storage cost function on our performance evaluation. The relay-to-user and base station-to-relay decoding probabilities follow the same rule as in (9) . Setting η 1,2 = 0.5 models the case where the relay is essentially absent, as a transmission from the relay yields no further information than a random coin flip.
We see that as the relay is placed in a more desirable location relative to user 2, the long-term cost is significantly reduced, which is primarily due to the relay's strong channel gains to both the base station and user 2. In particular, the cost decreases by about 28.8% from that with η 1,2 = 0.5 to that with η 1,2 = 0.9.
This demonstrates the strong performance gains that are obtained by employing a relay, and especially an intelligently deployed relay. Fig. 3 shows how the optimal policy for the RLPA problem behaves as a function of the relay channel gains to the users. We adopt many of the same parameters as in Fig. 2 . We vary the relay channel parameters η 1,1 and η 1,2 to users 1 and 2, respectively and we set η 1,1 = η 1,2 .
We consider three values of the cost rate for user 2, namely c 2,r 2 ∈ {1, 2, 3} for each value of r 2 . We see that the performance of the optimal policy deteriorates as the relay channel gains to the users decrease. In particular, if we fix the cost rate at c 2 = 3, we see that the long-term cost increases by about 29.2% from that with η 1,1 = 0.01 to that with η 1,1 = 0.3. We have also observed that the long-term cost continues to increase when simulating η 1,1 up to 0.5, where the relay is essentially absent. In addition, Fig. 3 shows that the long-term cost increases at roughly the same rate for each value of c 2,r 2 . This demonstrates that 1) as in Fig. 2 , strong performance gains are obtained by employing a relay and 2) the particulars of the cost function at hand are not as important as the intelligent placement of relays between the base station and the mobile users. Fig. 4 shows how the optimal policy for the RLPA problem behaves as a function of the base station channel gains to the users. We adopt many of the same parameters as in Fig. 2 . In this case we set c 2,r 2 = 1.5
for each value of r 2 , and we vary the channel parameter η 2 from the base station to user 2.
We set the channel parameters from the relay to users 1 and 2 as η 1,1 = η 1,2 = 0.15. We see that the performance of the optimal policy deteriorates as the base station channel gain to user 2 decreases. We also consider a case where no relay is present, and it can be seen that the performance of the optimal policy decreases at an even faster rate than the case where M = 1 relay assists the base station. This example further highlights the inherent challenges in a cellular network of servicing cell-edge users, and it is apparent that relay-assisted signaling is an important method for overcoming these difficulties.
We now consider the RDC problem. Fig. 5 compares the performance via employing M = 1 relay with that of employing no relays. We consider a system with N = 2 users and set the initial queue lengths as (A 1 , A 2 ) = (10, 10). We set the cost function for each user as U 1 (x) = U 2 (x) = x 1.1 . In addition, we set the channel parameters from the base station to users 1 and 2 as η 2 = η 1 and allow for (r max
The user probability of decoding failure is computed as
We vary the base station-to-user decoding probabilities and observe that as the probability of decoding failure increases, the average cost per packet that has been in the system increases for both the no-relay and single-relay cases. We consider two single-relay sub-cases, namely (η 1,1 , η 1,2 ) = (0.01, 0.05) and (η 1,1 , η 1,2 ) = (0.001, 0.005). Interestingly, employing a single relay with strong channel gains to both the base station and the users does not yield a significant gain over not employing any relays until the base station-to-user channel gains decrease appreciably.
To further investigate this phenomenon, we consider Fig. 6 where we employ most of the same parameters as in Fig. 5 . We again consider the single-relay sub-cases (η 1,1 , η 1,2 ) = (0.01, 0.05) and (η 1,1 , η 1,2 ) = (0.001, 0.005), and we compare their performance with that where no relays are employed. We apply a more stringent cost function U 1 (x) = U 2 (x) = x 2.1 for each user.
Again, we observe that employing a single relay with strong channel gains to both the base station and the users does not yield a significant gain over not employing any relays until the base station-to-user channel gains decrease appreciably. This is most likely due to our choice of the decoding probability function in (10) .
Since all of the decoding failure probabilities decrease rapidly, the cost advantage of employing a relay is mitigated. Thus, the specific hybrid-ARQ combining strategy that is used by all receiving nodes must be considered for both the RDC and the RLPA problems.
In this section, we do not perform any simulations for the RDCR problem. Note that when performing
Monte Carlo simulations of discounted cost problems, the initial simulation steps have a greater impact on the output cost function value than the subsequent steps due to the discount factor. Thus, random values of J RDCR and J DCR are output for different simulation runs. Sophisticated strategies can be applied to reduce the variance of the output cost function values [27] .
Conclusion
We have considered the problem of user scheduling in a downlink wireless system with hybrid-ARQ retransmissions. By allowing fixed relays to assist the base station or access point in servicing a set of scheduled users, a cost function that depends on the user queue lengths at the base station and the number of retransmissions of the HoL packet for each user can be minimized. We have studied the relay-assisted extensions of three problems presented in [16, 17] where either 1) packets arrive at the base station according to independent Poisson processes, 2) rewards are obtained when users decode their HoL packets given Poisson arrivals at the base station, or 3) packets are drained from their queues without any new arrivals. For all three problems, we prove that the optimal scheduler is a fixed priority-index rule.
Relay-assisted scheduling entails selecting a set of fixed relays to assist the base station, and so relayassisted scheduling is actually a relay selection problem. It is apparent that relay selection is a difficult cross-layer problem, so a more comprehensive approach to the scheduling problem would consider factors such as the specific type of hybrid-ARQ being employed at the relays and the users along with more general arrival processes for packets at the base station. For example, if one user is downloading multimedia content while another user is sending text messages, this could be used to design an appropriate cost function for each user at the base station. By considering relay selection in the context of a cellular system, it is possible to minimize many of the key problems that arise in ad hoc networks, including timing synchronization between the base station and the selected relays.
A Proof of Theorem 1
We follow the same approach as in [16] for proving the optimality of our proposed scheduler for the RLPA problem. This entails transforming the RLPA problem into an instance of the multiclass queueing problem of Klimov [20] . Thus, the transformed problem, which we refer to as the RLPAK problem, has an optimal priority index policy. We then show that that the optimal policy for the RLPAK problem is optimal for the RLPA problem.
A.1 RLPAK Scheduling Problem
The RLPAK problem is similar to the LPAK problem in [16] . The key differences are as follows. For each user i, the M relays are sorted according to their channel gains to user i as
where The transition probabilities for the queues in the RLPAK problem are determined as follows. Let g i,a,k (r i ) denote the probability that relay d i,a cannot decode the HoL packet of user i after its transmission attempt r i by relay d k . In particular, g i,a,0 (r i ) corresponds to a transmission by the base station. Also, let g i,a (r i , 1) denote the probability that user i cannot decode its HoL packet after relay d i,a has transmitted it. Then
and
so the packet departs the system from queue (i, r i , 0) with probability 1 − g i (r i ). In addition
and p (i,r i ,a),(i,r i +1,n) = 0, n < a so the packet departs the system from queue (i, r i , a) with probability 1 − g i,a (r i , 1). Note that after a packet from queue (i, r max i , a) has been served, it departs the system with probability 1, where a ∈ {0, 1, . . . , M }.
Thus, for any set M ⊂ Ω = {1, 2, . . . , K} and any queue (i, r i , a) ∈ M , the average total service time is
The cost of storing a packet in queue (i, r i , a) is c i,r i ,a and the number of packets in queue (i, r i , a) at the beginning of the nth time slot is x i,r i ,a (n).
From the above discussion, it can be concluded that the RLPAK problem, which is a transformed version of the RLPA problem, is an instance of the multiclass queueing problem of [20] . This conclusion also relies on the simple queueing dynamics of the relay: 1) a packet only arrives at the relay if the base station has transmitted it, and 2) the relay automatically flushes a packet once it has been decoded by its intended user.
In addition, the base station automatically flushes a packet once it has been decoded by its intended user.
It should be noted that the state space of the RLPAK problem is an expanded version of that in the LPAK problem.
Now, the objective is to find a policy π ∈ Π R that minimizes the time-averaged expected cost J RLP AK , where
A.2 Optimal Policies for RLPAK and RLPA Scheduling Problems
The optimal policies for both the RLPAK and RLPA problems are priority-index rules. First, we state the following result. 
2) T
i,r i ,a for all r ′ i > r i and for all m ≥ a.
Proof. This result follows in a straightforward manner from [16, Lemma 1] .
By combining [16, Theorem 1] and Lemma 1, it follows that the optimal scheduling policy for the RLPAK problem is a priority-index rule where the priorities α 1 , α 2 , . . . , α K satisfy
Since the optimal scheduling policy for the RLPAK problem is a priority-index rule, we employ [16, Corollary 1] to conclude the the optimal scheduling policy for the RLPA problem is also a priority-index 
B Proof of Theorem 2
We follow the same approach as in [16] for proving the optimality of our proposed scheduler for the RDC problem. As in Section A, we transform the RDC problem into an instance of Klimov's multiclass queueing problem [20] . Thus, the transformed problem, which we refer to as the RDCK problem, has an optimal priority index policy. We then show that that the optimal policy for the RDCK problem is optimal for the RDC problem.
B.1 RDCK Scheduling Problem
The RDCK problem is similar to the DCK problem in [16] . The key differences are as follows. For each user i, the M relays are sorted according to their channel gains to user i as
where
Assume that in the RDC problem, user i initially has A i packets at the base station. The transition probabilities for the queues in the RDCK problem are determined as follows. Let g i,a,k (r i ) denote the probability that relay d i,a cannot decode the HoL packet of user i after its transmission attempt r i by relay d k . In particular, g i,a,0 (r i ) corresponds to a transmission by the base station. Also, let g i,a (r i , 1) denote the probability that user i cannot decode its HoL packet after relay d i,a has transmitted it. Then
and 1) . Note that after a packet from queue (i, r max i , 1, a) has been served, it departs the system with probability 1, where a ∈ {0, 1, . . . , M }.
From the above discussion, it can be concluded that the RDCK problem, which is a transformed version of the RDC problem, is an instance of the multiclass queueing problem of [20] . As for the RLPAK problem, this conclusion relies on the simple queueing dynamics of the relay: 1) a packet only arrives at the relay if the base station has transmitted it, and 2) the relay automatically flushes a packet once it has been decoded by its intended user. In addition, the base station automatically flushes a packet once it has been decoded by its intended user. Again, we note that the state space of the RDCK problem is an expanded version of that in the DCK problem. Now, the objective is to find a policy π ∈ Π R that minimizes the time-averaged expected cost J RDCK , where 
B.2 Optimal Policies for RDCK and RDC Scheduling Problems
The optimal policies for both the RDCK and RDC problems are priority-index rules. First, we state the following result.
Lemma 2. Let M k , k = 1, 2, . . . , K be the sets of queues generated by the Klimov algorithm in [16, Section 3] for the RCK problem. For each k = 1, 2, . . . , K, for all (i, r i , x i , a) ∈ M k and for all r ′ i > r i , the following are true:
Proof. This result follows in a straightforward manner from [16, Lemma 2] .
By combining [16, Theorem 2] and Lemma 2, it follows that the optimal scheduling policy for the RDCK problem assigns queue (i, r ′ i , x i , m) higher priority than queue (i, r i , x i , a) for all i, x i , r ′ i > r i and m ≥ a.
Since the RDCK problem is a special case of Klimov's problem, the optimal scheduling policy for the RDCK problem is a priority-index rule. We then transform the RDCK problem back to the RDC problem to conclude that the optimal scheduling policy for the RDC problem is also a priority-index rule. The HoL packet with the highest priority index along with the transmitter that yields that index are selected over all nonempty queues at the base station. Note that a key difference between the RDC problem and the RLPA problem is that the priority indices for the RDC problem do not admit closed-form expressions.
We also have the following result for the RDC problem. Proof. This result follows in a straightforward manner from [16, Corollary 2] . The proof of [16, Corollary 2] should be modified to consider a packet that is initially in queue (i, 0, x i , 0) and enters queue (i, 1, x i , a) if user i fails to decode it, where 0 ≤ a ≤ M .
C Necessary Conditions for Optimal Cost Function
From [26] , we know that the RDC problem can be recast as a stochastic shortest path problem over an infinite time horizon. Let J RDC (r 1 , r 2 , x 1 , x 2 , a 1 , a 2 ) denote the optimal cost when starting from the initial state (r 1 , r 2 , x 1 , x 2 , a 1 , a 2 ), and this cost function must be a solution of Bellman's equation. Thus, following the definitions in Appendix B, the following conditions must be satisfied:
• J RDC (0, 0, 0, 0, 0, 0) = 0
• for x 2 > 0, J RDC (0, r 2 , 0, x 2 , 0, 0) = U 2 (x 2 ) + (1 − g 2 (r 2 ))J RDC (0, 0, 0, x 2 − 1, 0, 0) + g 2 (r 2 )g 1,0 (r 2 )J RDC (0, min(r 2 + 1, r max 2 ), 0, x 2 , 0, 0) + g 2 (r 2 )(1 − g 1,0 (r 2 ))J RDC (0, min(r 2 + 1, r max 2 ), 0, x 2 , 0, 1)
• for x 2 > 0, J RDC (0, r 2 , 0, x 2 , 0, 1) = U 2 (x 2 ) + min((1 − g 2 (r 2 ))J RDC (0, 0, 0, • for x 1 > 0 and x 2 > 0, J RDC (r 1 , r 2 , x 1 , x 2 , 1, 0) = U 1 (x 1 ) + U 2 (x 2 ) + min((1 − g 1 (r 1 ))J RDC (0, r 2 , x 1 − 1, x 2 , 0, 0) + g 1 (r 1 )J RDC (min(r 1 + 1, r max 1 ), r 2 , x 1 , x 2 , 1, 0), (1 − g 1 (r 1 , 1))J RDC (0, r 2 , x 1 − 1, x 2 , 0, 0) + g 1 (r 1 , 1)J RDC (min(r 1 + 1, r max 1 ), r 2 , x 1 , x 2 , 1, 0), (1 − g 2 (r 2 ))J RDC (r 1 , 0, x 1 , x 2 − 1, 1, 0) + g 2 (r 2 )g 1,0 (r 2 )J RDC (r 1 , min(r 2 + 1, r max 2 ), x 1 , x 2 , 1, 0) + g 2 (r 2 )(1 − g 1,0 (r 2 ))J RDC (r 1 , min(r 2 + 1, r max 2 ), x 1 , x 2 , 1, 1))
• for x 1 > 0 and x 2 > 0, J RDC (r 1 , r 2 , x 1 , x 2 , 0, 1) = U 1 (x 1 ) + U 2 (x 2 ) + min((1 − g 1 (r 1 ))J RDC (0, r 2 , x 1 − 1, x 2 , 0, 1) + g 1 (r 1 )g 1,0 (r 1 )J RDC (min(r 1 + 1, r max 1 ), r 2 , x 1 , x 2 , 0, 1) + g 1 (r 1 )(1 − g 1,0 (r 1 ))J RDC (min(r 1 + 1, r max 1 ), r 2 , x 1 , x 2 , 1, 1), (1 − g 2 (r 2 ))J RDC (r 1 , 0, x 1 , x 2 − 1, 0, 0) + g 2 (r 2 )J RDC (r 1 , min(r 2 + 1, r max 2 ), x 1 , x 2 , 0, 1), (1 − g 2 (r 2 , 1))J RDC (r 1 , 0, x 1 , x 2 − 1, 0, 0) + g 2 (r 2 , 1)J RDC (r 1 , min(r 2 + 1, r max 2 ), x 1 , x 2 , 0, 1))
• for x 1 > 0 and x 2 > 0, J RDC (r 1 , r 2 , x 1 , x 2 , 1, 1) = U 1 (x 1 ) + U 2 (x 2 ) + min((1 − g 1 (r 1 ))J RDC (0, r 2 , x 1 − 1, x 2 , 0, 1) + g 1 (r 1 )J RDC (min(r 1 + 1, r max 
