Abstract
Introduction
In the past two decades, optical networking technologies have revolutionized communications, enabling e-science applications that often require management and transport of large volumes of scientific data [5, 2] . To meet this need, optical research networks such as National Lambda Rail [4] and Abilene [1] are deployed by a consortium of leading research universities, governments and private sector companies. The small size of these networks (less than 10 3 in the backbone) enable us to have a centralized network controller for managing the network resources.
The objective of this paper is to develop and evaluate control plane algorithms for scheduling large file transfers (jobs) over optical networks that support optical flow switching [7] . These networks allow statistical multiplex- * This work was supported in part by the National Science Foundation (NSF) under Grant ITR 0325459 and 0427110. Any findings, conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of NSF. The authors would like to thank Rick Cavanaugh and Paul Avery for several discussions and insights.
ing of resources and this is leveraged in our linear programming formulations. We call this scheduling problem the concurrent file transfer problem (CFTP). We will formulate CFTP as a special type of the multi-commodity flow problem, known as the maximum concurrent flow (MCF) problem. While MCF is concerned with allocating bandwidth to persistent concurrent flows, CFTP has to cope with the start and end time constraints of the jobs. For this purpose, our formulations for CFTP involve dividing time into uniform slices and allocating bandwidth to each job on every time slice. Motivated by the MCF problem, the chosen objective is the throughput of the concurrent transfers.
The Concurrent File Transfer Problem
A network is represented as a directed graph G = (V, E) where V is the set of nodes and E is the set of edges (or arcs). Each edge e ∈ E represents a link whose capacity is denoted by C e . A path p between nodes s i and d i is defined as the set of ordered links connecting nodes s i and d i with zero or more intermediate nodes, such that no node occurs more than once. Job requests are submitted to the network using a 6-tuple representation 
In our framework, the network resource is managed by a central network controller termed bandwidth broker (BB). File transfer requests that are submitted to the BB are subjected to admission control (AC), and the set of admitted jobs (J ) thereafter scheduled, so as to optimize the throughput (Z) of the concurrent transfers. In this paper, we focus on the scheduling problem at a single scheduling instance. There is no AC phase.
At any scheduling time t, the timeline from t onward is divided into uniform time slices. The set of time slices starting from time t is denoted as G t . The bandwidth assignment to each job is done on every time slice. In other words, the bandwidth reserved for a job remains constant throughout the time slice, but it can vary across time slices. At the scheduling time t, let the time slices in G t be indexed as 1, 2, ... in increasing order of time. Let the start and end time of slice i be denoted by ST t (i) and ET t (i), respectively, and let its length be LEN t (i). We say a time instance t > t falls into slice i if ST t (i) < t ≤ ET t (i). The index of the slice that t falls in is denoted by I t (t ).
The time slice structure is useful for bulk file transfers, wherein a request is satisfied as long as the network transfers the file between the start and end time. Such jobs offer a high degree of flexibility to the network in modulating bandwidth assignment across time slices. While working with the time slice structure, the start and end time of the jobs should be adjusted to align on the slice boundaries. In this paper, we assume that only jobs that can be assigned to at least one slice after this adjustment are accepted for scheduling. From the definition of uniform slices, the slice set anchored at t, G t , contains infinitely many slices. In general, only a finite subset of G t is useful to us. Let M t be the index of last slice in which the rounded end time of some job falls. That is,
The maximum concurrent file transfer problem is formulated as a special type of network linear program (LP), known as the maximum concurrent flow problem (MCF) [6, 3] . We consider both the node-arc form and the edge-path form of the problem.
Node-Arc form: Let f i (l,k) (j) be the total amount of data transfer on link (l, k) ∈ E that is assigned to job i ∈ J on the time slice j ∈ L t .
Node-Arc(t, J)
Condition (2) says that, for each job i, if node l is neither the source node for job i nor its destination, then the total flow entering node l for job i must be equal to the total flow leaving node l for job i; and this must hold for all time slices. Condition (3) describes the cases where node l is either the source or the destination for job i. (4) says that the capacity constraints must be satisfied for all edges at every time slice. Here, C (l,k) (j) is the capacity of link (l, k) on slice j. In all the experiments in this paper, each link capacity is assumed to be a constant across the time slices, i.e., C (l,k) (j) = C (l,k) for all j. But, the formulation allows the more general time-varying link capacity. (5) is the start and end time constraint for every job on every link.
The linear program asks: What is the largest constant scaling factorẐ such that, after every job size is scaled bŷ Z, the link capacity constraints, as well as the start and end time constraints, are still satisfied for all time slices? Let the optimal flow vector for the linear program be denoted
, then the flowẐf can still be handled by the network without the link capacity constraints being violated. If, in practice, the flow vector Zf is used instead off , the file transfer can be completed faster. IfẐ < 1, it is not possible to satisfy the deadline of all the jobs. However, if the file sizes are reduced by a common factorẐD i for all i, then, the requests can all be satisfied. The number of variables required to solve the node-arc model is Θ(|E| * |L t | * |J|). For every job, there is an arc flow variable associated with every link for every time slice. The resulting problem is computationally expensive even with the fast approximation algorithms. We will next consider the edge-path form of the problem, where every job is associated with a path flow variable for a limited number of paths and for each time slice.
Edge-Path form: Let P t (s i , d i ) be the set of allowed paths for job i (from the source node s i to the destination d i ). Let f i p (j) be the total amount of data transfer on path p ∈ P t (s i , d i ) that is assigned to job i ∈ J on the time slice j ∈ L t .
Edge-Path(t, J)
max Z
subject to
Condition (8) says that, for every job, the sum of all the flows assigned on all time slices for all allowed paths must be equal to Z times the job size, where Z is the variable to be maximized. (9) says that the capacity constraints must be satisfied for all edges on every time slice. C e (j) is the capacity of link e on slice j. (10) is the start and end time constraint for every job on every allowed path. The edgepath formulation allows an explicitly defined collection of paths for each file-transfer job. Flow reservations are done only on these paths. The number of variables required to solve the edge-path model is Θ(k * |L t | * |J|). It is independent of the network size and hence is a scalable solution. We will examine two possible collections of paths in our simulation, namely, 1. k-shortest paths: These paths minimize the number of links used, but have increased tendency to overlap.
k-shortest disjoint paths:
These are shortest paths generated for each job while minimizing overlap among them. The average path length tends to be greater than that of k-shortest paths, potentially causing heavier path overlap between jobs.
Evaluation
This section shows the performance results of the edgepath formulation using the single and multi-path schemes. We compare its throughput with the optimal solution obtained from node-arc formulation. The scalability of the formulations are evaluated based on their required computation time. We performed a rigorous set of experiments, but due to space limitation, we present only the highlights of our results.
The experiments were conducted on random networks and Abilene, an Internet2 high performance backbone network. Our instance of the Abilene network consists of a backbone with 11 nodes with each node connected to a randomly generated stub network of average size 10. The backbone links are each 10GB. The entire network has 121 nodes and 490 links. We use the commercial CPLEX package for solving linear programs on Intel-based workstations. In order to simulate the file size distribution of Internet traffic, we resort to the widely accepted heavytailed Pareto distribution, with the distribution function
−α , where x ≥ b and α > 1. All the experiments described in this section were done using Pareto parameter α = 1.8 and an average job size of 50GB. The plots use the following acronyms: S (Shortest path), SD (Shortest Disjoint path) and NA (Node-Arc).
Single Slice Scheduling (SSS):
In this experiment, we keep the time-slice structure simple, so that we can examine how other factors affect the performance of different formulations. All jobs start at the 0 th minute and end at 60 th minute. Scheduling is done at time 0 with a single time slice size equal to 60 minutes. In Fig. 1 (a) and (b), we observe a drastic throughput increase in moving from single path to multiple paths per job. A small number of paths per job is enough to realize such throughput improvement. On the Abilene network, the throughput is increased by up to 10 times with 4 to 8 paths per job. Simply by switching from a single path to two paths per job, we observe 30% to 100% throughput gain. On the random network, the throughput is increased by 10 to 30 times with 4 or more paths. In most of our examples, the S and SD schemes reach the optimal throughput with k = 8 or less. In summary, the optimal throughput obtained from our multi-path scheme is significantly higher than that of a simple scheme, that uses single shortest path for every job. Throughput improvement by an order of magnitude can be expected with only a small number of paths. The performance gains saturated at around 8 paths in most of our simulation -the exact number in general, would depend on the topology and actual traffic. In addition, both the schemes, S and SD have comparable performance in small networks, while we can expect SD to be preferable in large, wellconnected networks. This is because, in a well-connected random network, disjoint or nearly disjoint paths are more abundant and also tend to be short, thereby increasing the throughput. In Fig. 2 (a) and (b), we observe that the execution time for S and SD increase roughly linearly, when the number of permitted paths per job is small (up to 16 paths). With several hundred jobs or more, even the longest execution time (at 16 paths) is much shorter than that for the node-arc case, by an order of magnitude. We expect this difference in execution time to increase with more jobs and larger networks. When comparing across different slice sizes, we see that smaller slice sizes have a throughput advantage, because they lead to more accurate quantization of time. For the above mentioned network traffic pattern, Fig. 3 helps to identify a suitable time slice size for which the throughput is high and the execution time is acceptable. We observe that the throughput begins to saturate when the time slice size is 15 minutes. Note the sharp rise of the execution time as the slice size decreases. It is therefore essential to choose an appropriate slice size. 
Conclusion
In this paper, we formulate two linear programs, the node-arc form and edge-path form, for scheduling bulk file transfers with start and end time constraints. Our objective is to maximize the throughput, subject to the link capacity constraints. This is equivalent to finding a transfer schedule that minimizes the worst-case link congestion across all links and time. It has the effect of balancing the traffic load over the whole network and across time. This feature enables the network to accept more future file transfer requests and in turn achieve higher long term network utilization.
An important contribution of this paper is towards the application of the edge-path formulation to obtain close to optimal throughput with a reasonable time complexity. We have shown that the node-arc formulation, while giving the optimal throughput, is computationally very expensive and hence not suitable for real-time scheduling. The edge-path formulation can lead to drastic reduction of the computation time by using a small number of pre-defined paths, e.g. 8 or less, for each file-transfer request. In the evaluation process, we also showed that having multiple paths per job yields much higher throughput than having one shortest path per job. In addition, we showed that using finer slices leads to significant throughput increase at the expense of longer execution time. It is therefore important to choose the right slice size that best balances such a tradeoff.
Throughout this paper, we assume that all jobs are admissible. In a real environment, admission control should be built into the scheduling system prior to the scheduling phase. Our current research work is focused on developing a scheduling framework that uses the proposed formulations and algorithms as its core components.
