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ABSTRACT
The problem often faced by STMIK Amik Riau is the absence of guidelines for
how many students have received the new student registration, which raised the
question of the ratio and faculty are not balanced, and this problem led to the
decline of accreditation. To avoid these problems, then built a new Student
Registration application Estimation using Neural Network combined with
Backpropagation Algorithm. The results of this application is how many students
will be accepted by the campus STMIK Amik Riau based on the number of
existing faculty.
Keywords: Estimation, backpropagation algorithm, artificial neural network
INTISARI
Permasalahan yang sering dihadapi oleh STMIK Amik Riau adalah tidak adanya
pedoman berapa jumlah mahasiswa yang diterima pada registrasi mahasiswa
baru, sehingga timbul permasalahan perbandingan rasio dan dosen yang tidak
seimbang, dan permasalahan ini berujung pada penurunan akreditasi. Untuk
menghindari permasalahan tersebut, maka dibangunlah sebuah aplikasi Estimasi
Registrasi Mahasiswa baru dengan menggunakan metode Jaringan Syaraf
Tiruan yang dipadukan dengan Algoritma Backpropagation. Hasil dari aplikasi ini
adalah berapa jumlah mahasiswa yang akan diterima oleh kampus STMIK Amik
Riau berdasarkan jumlah dosen yang ada.
Kata Kunci: Estimasi, algoritma backpropagation, jaringan syaraf tiruan
1 Dosen STMIK AMIK Riau
2 Dosen STMIK AMIK Riau
3 Mahasiswa STMIK AMIK Riau
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PENDAHULUAN
Perguruan tinggi merupakan
wadah atau sarana lanjutan dari
pendidikan dan tempat untuk
membuka gerbang kesuksesan.
Namun tidak sedikit perguruan tinggi
yang sedang digerogoti ketakutan
mengenai penurunan akreditasi
kampus, baik itu perguruan tinggi
swasta maupun perguruan tinggi
negeri. Akreditasi kampus
merupakan salah satu tolak ukur dari
kelayakan sebuah perguruan tinggi
untuk dapat beroperasional.
Berbagai macam faktor dapat
menghambat akreditasi kampus,
sementara solusi maupun sistem
yang dapat memberikan estimasi
atau perkiraan terhadap
keseimbangan akreditasi masih
belum ada. Permasalahan besar
yang signifikan dan rentan adalah
ketidakseimbangan antara rasio
dosen dan mahasiswa. Penelitian ini
diambil pada sebuah perguruan
tinggi swasta binaan kopertis yang
sedang mengalami perkembangan
yang cukup pesat yaitu pada STMIK
Amik Riau.
Untuk menghindari terjadinya
resiko penurunan akreditasi yang
signifikan terhadap perbandingan
antara rasio dosen dan mahasiswa
maka dibangunlah sebuah Aplikasi
Estimasi Registrasi Mahasiswa baru
dengan harapan aplikasi ini mampu
melakukan proses perkiraan yang
yang memiliki nilai keakuratan serta
performance yang baik. Untuk itu
diperlukan sebuah metode sebagai
tolak ukur agar penelitian ini tercapai
dan memberikan solusi terbaik dari
permasalahan yang peneliti angkat.
Metode yang akan peneliti angkat
adalah Jaringan syaraf tiruan, yang
akan dipadukan dengan Algoritma
Backpropagation, karena Algoritma
Backpropagation memiliki
keunggulan dalam learning rate.
Lerning rate sangat berguna dalam
menentukan prediksi dengan error
yang terkecil (Sya’diyah, 2010).
Jaringan Syaraf Tiruan dan
Algoritma Backpragation
memberikan dampak positif untuk
perkembangan ilmu pengetahuan
diantarannya mampu menyelesaikan
masalah yang kompleks, yaitu pada
sebuah penelitian untuk
memprediksi harga saham (Trimulya,
2015). Dari gambaran permasalahan
yang peneliti jelaskan tadi, serta
penelitian yang pernah dilakukan
peneliti sebelumnya terhadap
penyelesaian permasalahan dalam
bidang lain, maka peneliti yakin
Jaringan Syaraf Tiruan jika
dipadukan dengan algoritma
Backpropagation akan menjadi
solusi terbaik dalam menjawab
permasalahan dalam penelitian ini.
METEDEOLOGI PEMECAHAN
MASALAH
Jaringan Syaraf Tiruan
Jaringan Syaraf Tiruan adalah
paradigma pengolahan informasi
yang terinspirasi oleh sistem syaraf
secara biologis, seperti proses
informasi pada otak manusia.
Elemen kunci dari paradigma ini
adalah struktur dari sistem
pengolahan informasi yang terdiri
dari sejumlah besar elemen
pemrosesan yang saling
berhubungan (neuron), bekerja
serentak untuk menyelesaikan
masalah tertentu. Cara kerja JST
seperti cara kerja manusia, yaitu
belajar melalui contoh. Sebuah JST
dikonfigurasikan untuk aplikasi
tertentu, seperti pengenalan pola
atau aplikasi data, melalui proses
pembelajaran. Belajar dalam sistem
biologis melibatkan penyesuaian
terhadap koneksi synaptic yang ada
antara neuron. Hal ini berlaku juga
untuk JST (Sutojo dkk, 2011).
Algoritma Backpropagation
Backpropagation adalah
metode penurunan gradient untuk
meminimilkan kuadrat error keluaran.
Ada tiga tahap yang harus dilakukan
dalam pelatihan jaringan, yaitu tahap
perambatan maju (forward
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propagation), tahap perambatan
balik, dan tahap perubahan bobot
dan bias. Arsitektur jaringan ini tediri
dari input layer, hidden layer, dan
output layer (Sutojo dkk, 2011).
Tahap pelatihan dengan
menggunakan metode
backpropagation terdiri dari tiga fase,
yaitu fase propagasi maju, fase
propagasi mundur, dan fase
perubahan bobot. Ketiga fase
tersebut diulang terus menerus
hingga kondisi penghentian dipenuhi.
Umumnya kondisi penghentian yang
sering dipakai adalah jumlah iterasi
atau kesalahan atau target error
(Trimulya, 2015)
Sebelum dilakukan pelatihan
dan pengujian pada perhitungan
prediksi menggunakan metode JST
maka terlebih dahulu data yang akan
dilatih dan diuji ditransformasikan.
Tahapan transformasi merupakan
tahapan untuk merubah data real
menjadi data yang dibutuhkan dalam
pelatihan Jaringan Syaraf Tiruan.
Data yang akan dimasukkan pada
Jaringan Syaraf Tiruan harus
dinormalisasi terlebih dahulu. Proses
normalisasi akan dilakukan terhadap
input dan target.
Untuk mentransformasikan
seluruh data real tersebut,
digunakan fungsi sebagai berikut :
Di mana:
a = data minimum
b = data maksimum
x = nilai asli dari data
x1= nilai transformasi dari data
Algoritma pelatihan untuk
jaringan saraf tiruan
Backpropagation ini adalah sebagai
berikut : Langkah 0 : Inisialisasi
bobot dengan nilai random atau
acak yang cukup kecil. Set learning
rate α (0 < α< = 1)
Langkah 1 : Selama kondisi
berhenti masih belum
terpenuhi, laksanakan
langkah sampai 9.
Langkah 2 : Untuk tiap pasangan
pelatihan,kerjakan
langkah 3 sampai 8.
Feedforward:
Langkah 3 Untuk tiap input
neuron (Xi,i=1,2,3,...,n)
menerima input xi dan
menyebarkan sinyal
tersebut ke seluruh
neuron kepada
lapisan atasnya
(lapisan tersembunyi).
Langkah 4 : ntuk hidden neuron
(Zi, j=1,2,3,...,p)
dihitung nilai input
dengan menggunakan
nilai bobotnya:
Z_inj= + (4.a)
kemudian dihitung nilai output
dengan menggunakan fungsi
aktivasi yang digunakan:
zj = f(z_in j
dimana fungsi aktivasi yang
digunakan adalah fungsi sigmoid
biner yang mempunyai persamaan:
y = f(x) = (4.b)
Hasil fungsi tersebut dikirim
kesemua neuron pada lapisan
diatasnya.
Langkah 5 : Untuk tiap output
neuron (Yk, k=1,2,3,...,m) dihitung
nilai input
dengan nilai
bobotnya:
(4.c)
Kemudian dihitung nilai output
dengan menggunakan fungsi
aktivasi:
yk = f(y_ink)
Backpropagation:
(Perhitungan nilai kesalahan):
Langkah 6 : Untuk tiap output
neuron (Yk, k=1,2,3,...,m) menerima
pola target yang bersesuaian
dengan pola input dan kemudian
dihitung informasi kesalahan:
 k = (tk – yk) f’(y_ink)
(5.a)
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Kemudian dihitung koreksi nilai
bobot yang kemudian akan
digunakan untuk memperbaharui
nilai wjk :
wjk =  k zj (5.b)Hitung koreksi nilai
bias yang kemudian akan digunakan
untuk memperbaharui nilai
w0k = k
(5.c)
Dan kemudian nilai δk dikirim ke
neuron pada lapisan sebelumnya.
Langkah 7 : Untuk tiap hidden
neuron (Zj, j=1,2,3,...,p) dihitung
delta input yang
berasal dari neuron pada layer
diatasnya:
(6.a)
Kemudian nilai tersebut dikalikan
dengan nilai turunan dari fungsi
aktivasi untuk
menghitung informasi kesalahan:
j = _inj f’(z_inj)
(6.b)
Hitung koreksi nilai bobot yang
kemudian digunakan untuk
memperbaharui vij :
 vij=   jxi
(6.c)
Dan hitung nilai koreksi bias yang
kemudian digunakan untuk
memperbaharui nilai
v0j = j
(6.d)
Memperbaharui nilai bobot dan nilai
bias:
Langkah 8 : Tiap nilai bias dan bobot
(j=0,...,p) pada output neuron (Yk,
k=1,2,3,...,m) diperbaharui:
wjk(baru) = wjk(lama) + Vij
(7.a)
vij(baru) = vij(lama) +  vij
(7.b)
Langkah 9 : Menguji apakah kondisi
berhenti sudah terpenuhi. Kondisi
berhenti ini terpenuhi jika nilai
kesalahan yang dihasilakan lebih
kecil dari nilai kesalahan referensi.
Langkah 10 : Melakukan proses
denormalisasi (Tumanggor, 2013)
Algoritma Backpropagation Dalam
Estimasi
Salah satu bidang di mana
Jaringan Syaraf Tiruan dapat
diaplikasikan dengan baik adalah
dalam bidang peramalan
(forecasting) atau disebut juga
dengan prediksi. Metode
Backpropagation dapat digunakan
untuk melakukan permalan,
maupun kasus yang memiliki data
masa lalu, dan dengan
menggunakan metode
Backpropagation, target output yang
diinginkan lebih mendekati
ketepatan dalam malakukan
pengujian, karena terjadi
penyesuaian nilai bobot dan bias
yang semakin baik pada proses
pelatihan (Andrijasa dan
Mistianingsih, 2010).
Gambaran Tahapan Penelitian
1. Mendefenisikan menganalisa
permasalahan
2. Menentukan tujuan
3. Mengumpulkan data penelitian
dan study literatur
4. Melakukan perancangan JST
5. Menguji algoritma
backpropagation
6. Mengevaluasi hasil
Analisa sistem yang dirancang
Sistem yang akan dirancang
nantinya akan melakukan proses
estimasi secara lanngsung
berdasarkan perbandingan rasio
dosen dengan mahasiswa yang
didapatkan datanya dari Forlap
PDPT. Data tersebut nantinya akan
diinputkan ke sistem sehingga jika
dilakukan proses analisis dengan
menggunakan algoritma
backpropagation menghasilkan
keluaran kapasitas mahasiswa
jurusan tekhnik informatika dan
manajemen informatika di STMIK
Amik Riau yang akan melakukan
registrasi semester depan sebagai
calon mahasiswa baru.. Berikut
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activity diagram yang dirancang
pada sistem baru :
Gambar 1. Activity Diagram
Input Data Real
Gambar 2. Activity Diagram
Proses Estimasi
Mahasiswa
Implementasi Algoritma
Backpropagation
Data dari penelitian ini
diperoleh dari pelaporan pada forlap
dikti di mulai dari tahun 2009 sampai
dengan 2014.Berikut adalah data
yang diperoleh :
Tabel 1. Jumlah Mahasiswa
Teknik Informatika
TAHUN SEMESTER
JUMLAH
DOSEN
DATA
PERBANDINGAN
RATIO
GENAP GANJIL DOSEN DENGAN
MAHASISWA
2014 1288 1534 45 63
2013 1342 1649 45 66
2012 1479 1491 45 66
2011 1245 1282 45 56
2010 998 1055 45 46
2009 908 1091 45 44
Tabel 2. Jumlah Mahasiswa
Manajemen Informatika
TAHUN SEMESTER JUMLAHDOSEN
DATA
PERBANDINGAN
RATIO
GENAP GANJIL
DOSEN DENGAN
MAHASISWA
2014 100 159 8 32
2013 149 207 8 45
2012 225 240 8 58
2011 208 237 8 56
2010 223 290 8 64
2009 207 278 8 61
Proses Normalisasi
Proses normalisasi merupakan
suatu langkah kerja dalam
mememindahkan angka dari kolom
menjadi baris dan dari bilangan bulat
menjadi pecahan, hal ini dilakukan
agar data tadi mudah untuk
dilakukan proses perkalian bobot
pada matlab karna memiliki angka
pecahan atau dinormalisasikan.
Untuk mentransformasikan
seluruh data real tersebut,
digunakan fungsi sebagai berikut :
(4)
Di mana:
a = data minimum
b = data maksimum
x = nilai asli dari data
x1= nilai transformasi dari data
Untuk Tahun 2009-2014
jurusan Teknik Informatika diperoleh
sebagai berikut :
Tabel 3. Proses Normalisasi
Mahasiswa Teknik
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Informatika STMIK Amik
Riau Tahun 2009-2014
Tahun Jumlah Normalisasi
2014 63 0.7909
2013 66 0.9000
2012 66 0.9000
2011 56 0.5364
2010 46 0.1727
2009 44 0.1000
Untuk Tahun 2009-2014
jurusan Manajemen Informatika
diperoleh sebagai berikut :
Tabel 4. Proses Normalisasi
Mahasiswa Manajemen
Informatika STMIK Amik
Riau Tahun 2009-2014
Tahun Jumlah Normalisasi
2014 32 0.1000
2013 45 0.4250
2012 58 0.7500
2011 56 0.7000
2010 64 0.9000
2009 61 0.8250
Data Input dan Target
Sebelum proses pegolahan
data dilakukan, perlu dilakukan
proses penetuan masukan (input)
serta target atau hasil yang
diinginkan dari proses pengolahan
data, setelah penentuan input dan
target maka langkah selanjutnya
proses penentuan Pola data
mahasiswa Teknik Informatika
dengan menggunakan proses
transformasi seperti tabel 5,
Tabel 5. Pola Data Mahasiswa
Teknik Informatika Tahun
2009-2014
X1 X2
POLA 1 0.7909 0.9000
POLA 2 0.9000 0.9000
POLA 3 0.9000 0.5364
X3 TARGET
POLA 1 0.9000 0.5364
POLA 2 0.5364 0.1727
POLA 3 0.1727 0.1000
Untuk melakukan pelatihan, Pola
yang diperlukan 2 Pola, seperti yang
tertera pada tabel 6.
Tabel 6. Pola Data Pelatihan
Mahasiswa Teknik
Informatika Tahun 2009-
2014
X1 X2
POLA 1 0.7909 0.9000
POLA 2 0.9000 0.9000
X3 TARGET
POLA 1 0.9000 0.5364
POLA 2 0.5364 0.1727
Untuk melakukan pengujian, Pola
yang diperlukan 1 Pola, seperti yang
tertera pada tabel 7.
Tabel 7. Pola Data Pengujian
Mahasiswa Teknik
Informatika Tahun 2009-
2014
X1 X2
POLA 3 0.9000 0.5364
X3 TARGET
POLA 3 0.1727 0.1000
Tabel 8. Pola Data Mahasiswa
Manajemen Informatika
Tahun 2009-2014
X1 X2
POLA 1 0.1000 0.4250
POLA 2 0.4250 0.7500
POLA 3 0.7500 0.7000
X3 TARGET
POLA 1 0.7500 0.7000
POLA 2 0.7000 0.9000
POLA 3 0.9000 0.8250
Untuk melakukan pelatihan, Pola
yang diperlukan 2 Pola, seperti yang
tertera pada tabel 9.
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Tabel 9. Pola Data Pelatihan
Mahasiswa Manajemen
Informatika Tahun 2009-
2014
X1 X2
POLA 1 0.1000 0.4250
POLA 2 0.4250 0.7500
X3 TARGET
POLA 1 0.7500 0.7000
POLA 2 0.7000 0.9000
Untuk melakukan pengujian, Pola
yang diperlukan 1 Pola, seperti yang
tertera pada tabel 10.
Tabel 10. Pola Data Pengujian
Mahasiswa Manajemen
Informatika Tahun 2009-
2014
X1 X2
POLA 3 0.7500 0.7000
X3 TARGET
POLA 3 0.9000 0.8250
Implementasi Sistem
Menu
Pada halaman menu terdapat
beberapa pilihan yaitu data master
dan menu proses metode JST, pada
menu master merupakan pilihan
untuk input data real, dan pada
menu proses metode JST
merupakan menu yang digunakan
untuk melakukan proses estmasi
jumlah mahasiswa yang akan
diterima kampus.
Gambar 3. Halaman
Menu
Input Data Real
Halaman ini digunakan untuk
input data real yaitu berapa jumlah
mahasiswa dan berapa jumlah
dosen pada jurusan Teknik
Informatika dan Manajemen
Informatika.
Gambar 4. Input Data
Real
Proses Estimasi
Halaman proses estimasi
merupakan halaman yang
menampilkan proses dari estimasi
jumlah mahasiswa dari jurusan
Teknik Informatika dan Manajemen
Informatika.
Gambar 5. Tampilan Normalisasi
Jurusan Teknik Informatika
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Gambar 6. Pola Pelatihan dan
Pengujian Jurusan Teknik
Informatika
Gambar 7.Tampilan Normalisasi
Jurusan Manajemen Informatika
Gambar 8. Pola Pelatihan dan
Pengujian Jurusan Teknik
Informatika
KESIMPULAN
Berdasarkan hasil dan
implementasi, didapat kesimpulan
bahwa jaringan syaraf tiruan
menggunakan algoritma
backpropagation dapat diterapkan
dalam estimasi restigrasi mahasiswa
baru berdasarkan perbandingan
rasio dosen dan mahasiswa.
Sehingga dapat diestimasikan
berapa orang mahasiswa yang akan
diterima oleh kampus STMIK Amik
Riau.
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