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ABSTRACT
The popularity of NoSQL database systems is rapidly increasing, especially to support next-
generation web applications. However, given the high heterogeneity existing in this world,
where more than fifty systems are available, database designis usually based on best practices
and guidelines which are strictly related to the selected system.
We propose a database design methodology for NoSQL systems with initial activities that
are independent of the specific target system. The approach is based on NoAM (NoSQL Ab-
stract Model), a novel abstract data model for NoSQL databases, which exploits the common-
alities of various NoSQL systems and is used to specify a system-independent representation
of the application data. We show how this intermediate representation can be implemented in
target NoSQL databases, taking into account their specific features.
Overall, the methodology aims at supporting scalability, performance, and consistency, as
needed by next-generation web applications.
1 Introduction
NoSQL database systems are today an effective solution to manage large data sets distributed
over many servers. A primary driver of interest in NoSQL systems is their support for next-
generation web applications, for which relational DBMSs arenot well suited. These are simple
OLTP applications for which (i) data have a structure that does not fit well in the rigid structure
of relational tables, (ii) access to data is based on simple read-write operations, (iii) scalability
and performance are important quality requirements, and a cert in level of consistency is also
desirable [8, 21].
More than fifty NoSQL systems exist [23], each with differentcharacteristics. They can
be classified into a few main categories [8], including key-value stores, document stores, and
extensible record stores. In any case, heterogeneity is highly problematic to application devel-
opers [23], even within each category.
Currently, database design for NoSQL systems is usually based on best practices and guide-
lines [13], which are specifically related to the selected system [20, 11, 18], with no systematic
methodology. Several authors have observed that the developm nt of high-level methodologies
and tools supporting NoSQL database design are needed [4, 5,1 ]. Indeed, different alterna-
tives on the organization of data in NoSQL databases exist, wth significant consequences on
major quality requirements, including scalability, performance, and consistency [13].
In this paper, we present a design methodology for NoSQL databases that has initial activi-
ties that are independent of the specific target system. The appro ch is based onNoAM(NoSQL
Abstract Model), a novel abstract data model for NoSQL databases. NoAM exploits the obser-
vations that the various NoSQL systems share similar modeling features. An important insight
is that each NoSQL system offers efficient, atomic, and scalable ccess operations on “data
access units” at a certain granularity. Given the application data and the desired data access pat-
terns, the methodology we propose uses NoAM to specify an intermediate, system-independent
data representation. The implementation in target NoSQL systems is then a final step, with a
translation that takes into account their peculiarities.
The design methodology is intended to supportscalability, performance, andconsistency,
as needed by next-generation web applications. To this end,a major observation is that it is
useful to arrange application data inaggregates[10, 12], that is, groups of related data, with a
complex value, representing units of data access and atomicmanipulation. Aggregates can then
be managed in the various NoSQL systems, as their “data access unit ” are compatible with
the features of aggregates. This way, the efficient, atomic,and scalable data access operations
can support performance, consistency, and scalability of simple read-write operations over the
aggregates of the application.
In accordance with the above observations, the NoAM approach is based on the following
main activities:
• conceptual data modeling, to identify the various entities and relationships thereof needed
in an application;
• aggregate design, to group related entities into aggregates;
• aggregate partitioning, where aggregates are partitioned into smaller data elements;
• high-level NoSQL database design, where aggregates are mapped to the NoAM interme-
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Figure 1: Sample application objects
• implementation, to map the intermediate data representation to the specificmodeling ele-
ments of a target datastore.
We point out that only the implementation depends on the targe datastore.
The paper is organized as follows: Section 2 provides an overview of our contribution.
Section 3 presents the various data models that we use in our approach. Section 4 discusses
conceptual modeling and aggregate design. Section 5 introduces data representation strategies
for aggregates in our abstract data model. Section 6 presents ome guidelines to partition aggre-
gates and discusses data representations further. Section7 describes how data representations
can be implemented in target NoSQL systems. Section 8 illustrates a case study of NoSQL
database design. Section 9 discusses related work. Finally, Section 10 draws some conclusion.
2 Overview
Let us consider, as a running example, an application for an on-line social game. This is a
typical scenario in which the use of a NoSQL database is suitable.
The methodology starts, as it is usual in database design, bybuilding a conceptual repre-
sentation of the data of interest. For example, our application should manage various types of
objects, including players, games, and rounds. A few represntative objects are shown in Fig-
ure 1. (There, boxes and arrows denote objects and relationships between them, respectively;
please ignore, for now, colors and closed curves.)
Our methodology has the goal of designing a “good” representation of these application
data in a target NoSQL database. In general, different alterna ives are possible, but they are
not equivalent in supporting performance, scalability, and consistency. A “wrong” database
representation can lead to performance that are worse by an order f magnitude, and to the
inability to guarantee atomicity of important operations.
The methodology proceeds by identifying aggregates. Each aggregate is a group of related
application objects that should be accessed and/or manipulted together. This activity is relevant
to support scalability and consistency, as aggregates provide a natural unit for sharding and






〈 game: Game:2345, opponent: Player:rick 〉,









〈 game: Game:2345, opponent: Player:mary 〉,
〈 game: Game:7425, opponent: Player:ann 〉,








〈 moves: . . ., comments: . . . 〉,
〈 moves: . . ., actions: . . ., spell : . . . 〉
}
〉
Figure 2: Sample aggregates (as complex values)
are players and games, as shown by closed curves in Figure 1. Note that the rounds of a game
are nested within the game itself. In general, aggregates can be considered as complex-value
objects [1], as shown in Figure 2.
The following activity consists in partitioning aggregates, if needed, into smaller elements
to better support the performance of certain operations. Consider a player that completes a
round in a game she is playing. In order to update the underlying database, there would be
two alternatives: (i) the addition of the round just completed o the aggregate representing the
game; (ii) a complete rewrite of the whole game. The former isclearly more efficient. This
fact suggests that it is useful to decompose aggregates intomaller data access units, according
to the granularity of some important operations. In our example, we represent each round of a
game as a separate data unit.
The next steps of the methodology are based on an abstract datmodel for NoSQL databases.
This is a distinguishing feature of our approach: we use a datrepresentation that refers to
NoSQL databases but it is still independent of the actual system . Indeed, the NoAM model
defines abstractions of the common data modeling features provided by the various NoSQL
systems. These abstractions are based on the observation that NoSQL systems offer: (i) atomic
operations on units of data access and distribution (corresponding to records/rows in extensible
record stores, documents in document stores, and groups of key-value pairs in key-value stores),
and (ii) data access operations on portions of such units (columns in extensible record stores,
fields in document stores, and individual key-value pairs inkey-value stores). Accordingly, the
NoAM abstract data model has (i)blocks, which are units of data access and distribution. Then,
a block is a collection of (ii)entries, each of which associates a key with a (possibly complex)
value. Blocks have their own keys and are grouped in collections.
The approach continues by representing aggregates and their smaller data access units into
blocks and entries of the NoAM abstract model. This mapping is justified by the fact that
aggregates in the application should be managed as data access and distribution units — and
that blocks represent data modeling elements provided by NoSQL databases that are, indeed,
data access and distribution units. For example, Figure 3 show a possible representation of the
aggregates of Figure 1 in terms of the NoAM data model. There,outer boxes denote blocks






games[0] 〈 game: Game:2345, opponent: Player:rick 〉






games[0] 〈 game: Game:2345, opponent: Player:mary 〉
games[1] 〈 game: Game:7425, opponent: Player:ann 〉






rounds[0] 〈 moves: ..., comments: ... 〉
rounds[1] 〈 moves: ..., actions: ..., spell : ... 〉





Player/mary/-/games[0] {game: ”Game:2345”, opponent: ”Player:rick” }





Player/rick/-/games[0] {game: ”Game:2345”, opponent: ”Player:mary” }
Player/rick/-/games[1] {game: ”Game:7425”, opponent: ”Player:ann” }




Game/2345/-/rounds[0] {moves: ..., comments: ...}
Game/2345/-/rounds[1] {moves: ..., actions: ..., spell: ...}
Figure 4: Implementation in Oracle NoSQL for the sample datab se of Figure 3
can be represented in different ways. Compare, for example, Figure 3 with Figures 6 and 7
later. We also propose design guidelines to select a suitable data representation, by taking into
account the data access patterns required by the application.
In the last step, the selected data representation in the NoAM abstract model is implemented
using the specific data structures of a target datastore. Forexample, if the target system is a key-
value store, then each entry is mapped to a distinct key-value pair, while blocks correspond to
groups of key-value pairs, sharing part of the key. Figure 4 shows how the NoAM database of
Figure 3 can be mapped to Oracle NoSQL. An implementation canbe considered “effective”
if aggregates are indeed turned into units of data access anddistribution. The implementation
shown in Figure 3 is effective in this sense, by the use we makeof Oracle NoSQL keys, which
control distribution and atomicity of operations. If the target system is an extensible-record
store, such as DynamoDB [2], then each block is mapped to an item and each of its entries is
mapped to an attribute of the item, as shown in Figure 5.
3 Data Models
In our approach, data are represented using various data models, at four different layers: (i)
at the application level, data are organized asapplication objects; (ii) application objects are
grouped intoaggregates, which are complex-value objects; (iii) aggregates are represented in a
system-independent way, according to the NoAMabstract data modelfor NoSQL databases;
tablePlayer
username firstName lastName score games[0] games[1] games[2]
”mary” ”Mary” ”Wilson” { game: ..., opponent: ... } { ... }
”rick” ”Ricky” ”Doe” 42 { game: ..., opponent: ... } { ... } { ... }
tableGame
id firstPlayer secondPlayer rounds[0] rounds[1] rounds[2]
2345 Player:mary Player:rick { moves: ..., comments: ... } { moves: ..., actions: ..., spell: ... }
Figure 5: Implementation in DynamoDB for the sample database of Figure 3 (abridged)
(iv) finally, the abstract database representation is mapped to the specific data modeling el-
ements of a selected target NoSQL system. This section describ these data models, in a
bottom-up order.
3.1 NoSQL Database Models
NoSQL database systems organize their data according to quite different data models. They usu-
ally provide simple read-write data-access operations, which also differ from system to system.
Despite this heterogeneity, a few main categories can be identified according to the modeling
features of these systems [8, 21]: key-value stores, extensibl record stores, document stores,
plus others that are beyond the scope of this paper.
In a key-value store, a database is a schemaless collection of key-value pairs, with data
access operations on either individual key-value pairs or gr ups of related pairs (e.g., sharing
part of the key). The key (or part of it, thereof) controls data distribution.
In an extensible record store, a database is a set of tables, each table is a set of rows, and
each row contains a set of attributes (or columns), each witha name and a value. Rows in a table
are not required to have the same attributes. Data access operati ns are usually over individual
rows, which are units of data distribution and atomic data manipulation.
In a document store, a database is a set of documents, each having a complex structure and
value. Documents can be organized in document collections.Data access operations are usually
over individual documents, which are units of data distribution and atomic data manipulation.
3.2 The NoAM Abstract Data Model
NoAM (NoSQL Abstract Data Model) is a novel data model for NoSQL databases that exploits
the commonalities of the data modeling elements available in the various NoSQL systems and
introduces abstractions to balance their differences and vriations.
A first observation is that all NoSQL systems have a data modeling lement that is a data
access and distribution unit. By “data access unit” we mean tht the NoSQL system offers
operations to access and manipulate an individual unit at a time, in an atomic, efficient, and
scalable way. By “distribution unit” we mean that each unit isentirely stored in a server of
the cluster, whereas different units are distributed amongthe various servers. With reference
to major NoSQL categories, this element is: (i) a record/row, in extensible record stores; (ii) a
document, in document stores; or (iii) a group of related key-value pairs, in key-value stores.
In NoAM, we have a construct that models a data access and distribution unit. It is called
a block. Specifically, a block represents amaximaldata unit for which atomic, efficient, and
scalable access operations are provided. Indeed, while theacc ss to an individual block can
be performed in an efficient way in the various systems, the acc ss to multiple blocks can be
quite inefficient. In particular, NoSQL systems do not provide an efficient “join” operation.
Moreover, most NoSQL systems provide atomic operations only ver single blocks and do not
support the atomic manipulation of a group of blocks. For example, MongoDB [15] provides
only atomic operations over individual documents, whereasBigtable does not support transac-
tions across rows [9].
A second common feature of NoSQL systems is the ability to access and manipulate just a
component of a data access unit (i.e., of a block). This component is: (i) a column, in extensible
record stores; (ii) a field, in document stores; or (iii) an individual key-value pair, in key-value
stores. In NoAM, a smaller data access unit is called anentry.
Finally, most NoSQL databases provide a notion of collection of data access units. For
example, a table in extensible record stores or a document collecti n in document stores. In
NoAM, a collection of data access units is called acollection.
According to the above observations, the NoAM data model is defined as follows.
• A NoAM databaseis a set ofcollections. Each collection has a distinct name.
• A collection is a set ofblocks. Each block in a collection is identified by ablock key,
which is unique within that collection.
• A block is a non-empty set ofentries. Each entry is a pair〈ek, ev〉, whereek is theentry
key(which is unique within its block) andev is its value (either complex or scalar), called
theentry value.
Figure 3 shows a sample NoAM database. In the figure, inner boxes show entries, while outer
boxes denote blocks. Collections are shown as groups of blocks.
Note that entry values can be complex values. The practice ofstoring a complex value
as an individual data element is common to various NoSQL system ; examples are Protocol
Buffers [22] and Avro schemas [17].
In summary, NoAM describes in a uniform way the features of many NoSQL systems, and
so can be effectively used, as we will show later, for an intermediate representation in the design
process.
3.3 Aggregate Data Model
In the context of next-generation web applications, it is usef l to consider application data
organized inaggregates[10]. Intuitively, each aggregate is a “chunk” of related data, with a
complex value and a unique identifier, which is intended to represent a unit of data access and
manipulation for an application. Moreover, to support scalability, aggregates should also govern
data distribution, as suggested by best practices in the design of scalable applications [12, 10].
An important intuition in our approach is that each aggregatc n be conveniently mapped to a
NoAM block, which is also a unit of data access and distribution (Section 3.2). Aggregates and
blocks are however distinct concepts, since they belong, respectively, to the application and the
database levels.
Let us now illustrate the terminology we use to describe dataat the aggregate level. An
application datasetincludes a number ofaggregate classes, each having a distinct name. The
extent of anaggregate classis a set ofaggregate objects(or, simply,aggregates). Each aggre-
gate has acomplex valueand anidentifier(which is unique within the aggregate class the object
belongs to). Complex values [1] are built using basic values (e.g., numbers and strings), refer-
ences to aggregates (of the formC : id, whereC is an aggregate class andid is the identifier of
an aggregate), records, and collections. We assume that thecomplex value of each aggregate is,
at the top level, a record. We also assume that, for each aggregate class, there exists a top-level
field to hold a basic value as the identifier for the aggregatesin that class. References are used
to represent (unidirectional) relationships between aggre ates.
3.4 Application Data Model
At the application level, we assume that data are modeled in aconceptual way [7, 10], using
an object-based data model, in terms of entities, value objects, and relationships. Anentity is a
persistent object that has independent existence and is distinguished by a uniqueidentifier. A
value objectis a persistent object which is mainly characterized by its value, without an own
identifier.
4 Conceptual Modeling and Aggregate Design
In our approach, conceptual modeling is performed in a standard way. See, for example, [7].
Following Domain-Driven Design (DDD [10]), which is a widely followed object-oriented
methodology, we assume that the outcome of this activity is aconceptual UML class diagram,
defining the entities, value objects, and relationships of the application (see Section 3.4). Thus,
the remainder of this section focuses on aggregate design.
The design of aggregates has the goal of identifying the classes of aggregates for an applica-
tion, and various approaches are possible. For example, this activity is described by DDD [10].
After a preliminary conceptual design phase, entities and value objects are grouped into ag-
gregates. Eachaggregatehas an entity as its root, and it can also contain many value objects.
Intuitively, an entity and a group of value objects are used to efine an aggregate having a
complex structure and value.
The relevant decisions in aggregate design involve the choice f aggregates and of their
boundaries. In our approach, this activity is driven by the data access patterns of the applica-
tion operations, as well as by scalability and consistency needs [10]. Specifically, we consider
individual aggregates as the units on which atomicity must be guaranteed [12] (with eventual
consistency for update operations spanning multiple aggregates [19]). In general, it is indeed the
case that most real applications require only operations that access individual aggregates [8, 9].
Each aggregate should be large enough so as to include all theda a required by a relevant data
access operation. (Please note that NoSQL systems do not provide a “join” operation, and this
is a main motivation for clustering each group of related application objects into an aggregate.)
Furthermore, to support strong consistency (that is, atomicity) of update operations, each aggre-
gate should include all the data involved by some integrity constraints or other forms of business
rules [24]. On the other hand, aggregates should be as small as possible; small aggregates re-
duce concurrency collisions and support performance and scalability requirements [24].
Thus, aggregate design is mainly driven by data access operations. In our running example,
the online game application needs to manage various collecti ns of objects, including players,
games, and rounds. Figure 1 shows a few representative applic tion objects. (There, boxes
and arrows denote objects and links between them, respectively. An object having a colored
top compartment is an entity, otherwise it is a value object.) When a player connects to the
application, all data on the player should be retrieved, including an overview of the games she
is currently playing. Then, the player can select to continue a game, and data on the selected
game should be retrieved. When a player completes a round in a game she is playing, then
the game should be updated. These operations suggest that the candidate aggregate classes are
players and games. Figure 1 also shows how application objects can be grouped in aggregates.
(There, a closed curve denotes the boundary of an aggregate.)
As we mentioned above, aggregate design is also driven by consiste cy needs. Assume that
the application should enforce a rule specifying that a round can be added to a game only if
some condition that involves the other rounds of the game is sat fied. An individual round
cannot check, alone, the above condition; therefore, it cannot be an aggregate by itself. On the
other hand, the above business rule can be supported by a game(co prising, as an aggregate,
its rounds).
In conclusion, the dataset for our application consists of aggregate classesPlayer and
Game, as shown in Figures 1 and 2.
5 Data Representation in NoAM
In our approach, we use the NoAM data model (Section 3.2) as anintermediate model between
application datasets of aggregates (Section 3.3) and NoSQLdatabases (Section 3.1). This issue
is discussed in this section and in the following Section 6.
An application dataset can be represented by a NoAM databaseas follows. We represent
each aggregate class by means of a distinct collection, and each aggregate object by means of a
block. We use the class name to name the collection, and the identifier of the aggregate as block
key. The complex value of each aggregate is represented by a set of entries in the corresponding
block. For example, the application dataset of Figures 1 and2 can be represented by the NoAM
database shown in Figure 3. The representation of aggregates as blocks is motivated by the fact
that both concepts represent a unit of data access and distribution, but at different abstraction
levels. Indeed, NoSQL systems provide efficient, scalable,and consistent (i.e., atomic) opera-
tions on blocks and, in turn, this choice propagates such qualities to operations on aggregates.
In general, an application dataset can be represented by a NoAM database in several ways.
The various data representations for a dataset differ in thechoice of the entries used to represent
the complex value of each aggregate. This section is devotedt the discussion of basic data
representation strategies, which we illustrate with respect to the example described in Figure 2.
Additional and more flexible data representations will be discussed in Section 6.
A simple data representation strategy, calledEntry per Aggregate Object(EAO), represents
each individual aggregate using a single entry. The entry key is mpty. The entry value is the
whole complex value of the aggregate. The data representatio of the aggregates of Figure 2
according to the EAO strategy is shown in Figure 6.
Another data representation strategy, calledEntry per Top-level Field(ETF), represents
each aggregate by means of multiple entries, using a distinct entry for each top-level field of
the complex value of the aggregate. For each top-level fieldf of an aggregateo, it employs an
entry having as value the value of fieldf in the complex value ofo (with values that can be
complex themselves), and as key the field namef . Figure 7 shows the data representation of
the aggregates of Figure 2 according to the ETF strategy.
As a comparison, we can observe that the EAO data representation uses a block with a single
entry to represent thePlayer object having usernamemary, while the ETF representation needs
a block with four entries, corresponding to fieldsu ername, firstName, lastName, andgames.
Moreover, blocks in EAO do not depend on the structure of aggre ates, while blocks in ETF







〈 game: Game:2345, opponent: Player:rick 〉,








〈 game: Game:2345, opponent: Player:mary 〉,
〈 game: Game:7425, opponent: Player:ann 〉,








〈 moves:..., comments: ... 〉,
〈 moves:..., actions: ..., spell : ... 〉
} 〉
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{〈 game: Game:2345, opponent: Player:mary 〉,
〈 game: Game:7425, opponent: Player:ann 〉,







{〈 moves: ..., comments: ..., 〉
〈 moves: ..., actions: ..., spell: ... 〉 }
Figure 7: The ETF data representation
6 Aggregate Partitioning
The general data representation strategies introduced in the previous section can be suited in
some cases, but they are often too rigid and limiting. For example, none of the above strategies
leads to the data representation shown in Figure 3. The main lim tation of such general data
representations is that they refer only to the structure of aggregates, and do not take into ac-
count the data access patterns of the application operations. Therefore, these strategies are not
usually able to support the performance of these operations. Thi motivates the introduction of
aggregate partitioning, which we discuss in this section.
We first need to introduce a preliminary notion ofaccess path, to specify a “location” in
the structure of a complex value. Intuitively, ifv is a complex value andv′ is a value (possibly
complex as well) occurring inv, then the access pathap for v′ in v represents the sequence of
“steps” that should be taken to reach the component valuev′ in v. More precisely, an access
pathap is a (possibly empty) sequence ofaccess steps, ap = p1 p2 . . . pn, where each stepi
identifies a component value in a structured value. Furthermore, if v is a complex value andap
is an access path, thenap(v) denotes the component value identified byap in v.
For example, consider the complex valuevmary of the Player aggregate having username
mary shown in Figure 2. Examples of access paths for this complex value arefirstName
andgames[0].opponent. If we apply these access paths tovmary, we access valuesMary and
Player:rick , respectively.
A complex valuev can be represented using a set of entries, whose keys are access paths
for v. Each entry is intended to represent a distinct portion of the complex valuev, char-
acterized by a location in its structure (the access path, used a entry key) and a value (the
entry value). Specifically, in NoAM we represent each aggregat by means of apartition of
its complex valuev, that is, a setE of entries that fully coverv, without redundancy. Con-
sider again the complex valuevmary shown in Figure 2. A possible entry forvmary is the pair
〈games[0].opponent,Player:rick 〉. We have already applied the above intuition in Section 5.
For example, the ETF data representation (shown in Figure 7)uses field names as entry keys
(which are indeed a case of access paths) and field values as entry values.
Aggregate partitioning can be based on the following guidelines (which are a variant of
guidelines proposed in [7] in the context of logical database design):
• If an aggregate is small in size, or all or most of its data are acc ssed or modified together,
then it should be represented by a single entry.
• Conversely, an aggregate should be partitioned in multiple entries if it is large in size
and there are operations that frequently access or modify only specific portions of the
aggregate.
• Two or more data elements should belong to the same entry if they are frequently accessed
or modified together.
• Two or more data elements should belong to distinct entries if they are usually accessed
or modified separately.
The application of the above guidelines suggests a partitioning of aggregates, which we will
use to guide the representation in the target database.
For example, in our sample application, consider the operations involving games and rounds.
When a player selects to continue a game, data on the selected game should be retrieved. When
a player completes a round in a game she is playing, then the aggr gate for the game should be
updated. To support performance, it is desirable that this update should be implemented in the
database just as an addition of a round to a game, rather than acomplete rewrite of the whole
game. Thus, data for each individual round is always read or written together. Moreover, data
for the various rounds of a game are read together, but each round is written separately. There-
fore, each round is a candidate to be represented by an autonomous entry. These observations
lead to a data representation for games shown in Figure 3. However, apart from rounds, the
remaining data for each game comprises just a few fields, which can be therefore represented
together in a single entry. This further observation leads to an alternative data representation for
games, shown in Figure 8.
7 Implementation
In this section, we show how a NoAM data representation can beimplemented in a target







rounds[0] 〈 moves: . . . , comments: . . . 〉
rounds[1] 〈 moves: . . . , actions: . . . , spell : . . . 〉
Figure 8: An alternative data representation for games (ROUNDS)
while keeping their major aspects, it is rather straightforward to perform this activity. We have
implementations for various NoSQL systems, including Cassandra, Couchbase, Amazon Dy-
namoDB, HBase, MongoDB, Oracle NoSQL, and Redis. For the sake of space, we discuss
the implementation only with respect to a single representative system for each main NoSQL
categories. Moreover, with reference to the same aggregateobjects of Figures 1 and 2 we will
sometimes show only the data for one aggregate. Similar repres ntations can be obtained for
the other aggregates of the running example.
7.1 Key-Value Store: Oracle NoSQL
Oracle NoSQL[17] is a key-value store, in which a database is a schemalesscollection of key-
value pairs, with a key-value index.Keysare structured; they are composed of am jor keyand
aminor key. The major key is a non-empty sequence of strings. The minor key is a sequence of
strings. Each element of a key is called acomponentof the key. On the other hand, eachvalue
is an uninterpreted binary string.
A data representationD for a dataset can be implemented in Oracle NoSQL as follows. We
use a key-value pair for each entry〈ek, ev〉 in D. The major key is composed of the collection
nameC and the block keyid, while the minor key is a proper coding of the entry keyek (recall
that ek is an access path, which we represent using a distinct key component for each of its
steps). An example of key is/Player/mary/-/firstName, where symbol/ separates components,
and symbol- separates the major key from the minor key. The value associated with this key is
a representation of the entry valueev; for example,Mary. The value can be either simple or a
serialization of a complex value, e.g., in JSON.
The retrieval of a block can be implemented, in an efficient and tomic way, using a single
multiGet operation — this is possible because all the entries of a block share the same major
key. The storage of a block can be implemented using variousput operations. These multiple
put operations can be executed in an atomic way — since, again, all the entries of a block share
the same major key.
For example, Figures 9(a) and 9(b) show the implementation of the EAO and ETF data
representations, respectively, in Oracle NoSQL. Moreover, Figure 4 shows the implementation
of the data representation of Figure 3.
An implementation can be consideredffectiveif aggregates are indeed turned into units of
data access and distribution.
The effectiveness of this implementation is based on the usewe make of Oracle NoSQL
keys, where the major key controls distribution (sharding is based on it) and consistency (an
operation involving multiple key-value pairs can be executd atomically only if the various
pairs are over a same major key).
More precisely, a technical precaution is needed to guarantee atomic consistency when the
selected data representation uses more than one entry per block. Consider two separate op-
key(/major/key/-) value
/Player/mary/- { username: ”mary”, firstName: ”Mary”, ...}
/Player/rick/- { username: ”rick”, firstName: ”Ricky”, ...}
/Game/2345/- { id: ”2345”, firstPlayer: ”Player:mary”, ... }














/Game/2345/-/rounds [{ ... }, { ... } ]
(b) ETF in Oracle NoSQL
Figure 9: Implementation in Oracle NoSQL
erations that need to update just a subset of the entries of the block for an aggregate object.
Since aggregates should be units of atomicity and consistency, if these operations are requested
concurrently on the same aggregate object, then the application would require that the NoSQL
system identifies a concurrency collision, commits only onef the operations, and aborts the
other. However, if the operations update twodisjoint subsets of entries, then Oracle NoSQL is
unable to identify the collision, since it has no notion of block. We support this requirement,
thus providing atomicity and consistency over aggregates,by including in each update opera-
tion the access to a distinguished entry of the block for an aggregate object; in particular, this
could be the entry that includes the identifier of the aggregate, or a specific “version” field.
7.2 Extensible Record Store: DynamoDB
Amazon DynamoDB [2] is a NoSQL database service provided on the cloud by Amazon Web
Services (AWS). DynamoDB is an extensible record store. A database is organized in tables. A
table is a set of items. Eachitemcontains one or moreattributes, each with anameand avalue
(or a set of values). Each table designates an attribute asprimary key. Items in a same table are
not required to have the same set of attributes — apart from the primary key, which is the only
mandatory attribute of a table. Thus, DynamoDB databases are mostly schemaless.
DynamoDB guarantees atomicity at the item level. Distribution is also operated at the item
level, and controlled by a specific portion of primary keys.
The implementation of a NoAM database in DynamoDB can be based on a distinct table
for each collection, and a single item for each block. The item contains a number of attributes,
which can be defined from the entries of the block for the item.
We now show how to implement a NoAM data representationD i DynamoDB. Consider
a blockb in a collectionC having block keyid. According toD, one or multiple entries are
used within each block. We will use all the entries of a blockb to create a new item in a table
for b. Specifically, we proceed as follows: (i) the collection nameC is used as a DynamoBD
table name; (ii) the block keyid is used as a DynamoBD primary key in that table; (iii) the set
of entries (key-value pairs) of a blockb is used as the set of attribute name-value pairs in the
item for b (a serialization of the values is used, if needed). For example, Figure 5 shows the
implementation of the NoAM database of Figure 3.
The retrieval of a block, given its collectionC and block keyid, can be implemented by
performing a singlegetItem operation, which retrieves the item that contains all the entri s of










[ { game:”Game:2345”, opponent:”Player:rick” },
{ game:”Game:2611”, opponent:”Player:ann” } ]
}









games[0]:{ game:”Game:2345”, opponent:”Player:rick” },
games[1]:{ game:”Game:2611”, opponent:”Player:ann” }
}
Figure 11: Alternative implementation in MongoDB
entries of the block, in an atomic way. It is worth noting that, using operationgetItem, it is also
possible to retrieve a subset of the entries of a block. Similarly, using operationupdateItem, it
is also possible to update just a subset of the entries of a block, in an atomic way.
This implementation is also effective, since DynamoDB contr ls distribution and atomicity
with reference to items.
7.3 Document Store: MongoDB
MongoDB[15] is an open-source, document-oriented data store. In MogoDB, a database is
made ofcollectionsof documents. Eachdocumentis a structured document, that is, a com-
plex value, a set of field-value pairs, which can comprise simple values, lists, and even nested
documents. Amain documentis a top-level document with a unique identifier, represented by
a special field id. Documents are schemaless, as each document can have its ownattributes,
defined at runtime. Specifically, MongoDB documents are based on BSON (Binary JSON), a
variant of the popular JSON format.
According to our approach, a natural implementation for a NoAM database in MongoDB
can be based on a distinct MongoDB collection for each collection of blocks, and a single main
document for each block. The document for a blockb an be defined as a suitable JSON/BSON
serialization of the complex value of the entries inb, plus a special field to store the block key
id of b, as required by MongoDB,{ id:id}.
Specifically, with reference to a NoAM data representationD, consider a blockb in a col-
lectionC having block keyid. If b contains just an entrye, then the documento forb is just a
serialization ofe. Otherwise, ifb contains multiple entries, we use all the entries in blockb to
create a new document. Specifically, we proceed by building adocumentd for b as follows: (i)
the collection nameC is used as the MongoDB collection name; (ii) the block keyid is used
for the special top-level id field{ id:id} of d; (iii) then, each entry in the blockb is used to fill
a (possibly nested) field of documentd. See Figure 10.















































Figure 12: Experimental results
forming afind operation, to retrieve the main document that represents all he block (with its
entries). The storage of a block can be implemented using aninsert operation, which saves the
whole block (with its entries), in an atomic way. It is worth noting that, using other MongoDB
operations, it is also possible to access and update just a subset of the entries of a block, in an
atomic way.
An alternative implementation for MongoDB is as follows. Each block b is represented,
again, as a main document forb, but using a distinct top-level field-value pair for each entry
in the NoAM data representation. In particular, for each entry (ek, ev), the document forb
contains a top-level field whose name is a coding for the entrykey (access path)ek, and whose
value is either an atomic value or an embedded document that seri lizes the entry valuev.
For example, according to this implementation, the data representation of Figure 3 leads to the
result shown in Figure 11.
8 Experiments
We will now discuss a case study of NoSQL database design, with reference to the running
example introduced in Section 2. For the sake of simplicity,we just focus on the representation
and management of aggregate objects for games.
Data for each game include a few scalar fields and a collectionof rounds. The important
operations over games are: (1) the retrieval of a game, whichs ould read all the data concerning
the game; and (2) the addition of a round to a game.
Assume that, to manage games, we have chosen a key-value store a the target system. The
candidate data representations are: (i) using a single entry for each game (as shown in Figure 6,
in the following called EAO); (ii) splitting the data for each game in a group of entries, one
for each round, and including all the remaining scalar fieldsin a separate entry (as shown in
Figure 8, called ROUNDS).
We expect that the first operation (retrieval of a game) performs better in EAO, since it
needs to read just a key-value pair, while the second one (addition of a round to a game) is
favored by ROUNDS, which does not require to rewrite the whole game.
We ran a number of experiments to compare the above data representations in situations
of different application workloads. Each game has, on average, dozen rounds, for a total of
about 8KB per game. At each run, we simulated the following workloads: (a) game retrievals
only (in random order); (b) round additions only (to random games); and (c) a mixed workload,
with game retrieval and round addition operations, with a read/write ratio of 50/50. We ran
the experiments using different database sizes, and measured the running time required by the
workloads. The target system was Oracle NoSQL, deployed over Amazon AWS on a cluster of
four EC2 servers.
The results are shown in Figure 12. Database sizes are in gigabytes, timings are in mil-
liseconds, and points denote the average running time of a single operation. The experiments
confirm the intuition that the retrieval of games (Figure 12(a)) is always favored by the EAO
data representation, for any database size. On the other hand, the addition of a round to an
existing game (Figure 12(b)) is favored by the ROUNDS data representation. Finally, the ex-
periments over the mixed workload (Figure 12(c)) show a general advantage of ROUNDS over
EAO, which however decreases as the database size increases. Ov rall, it turns out that the
ROUNDS data representation is preferable.
We also performed other experiments on a data representation hat does not conform to the
design guidelines proposed in this paper. Specifically, a dat representation that divides the
rounds of a game into independent key-value pairs, rather than keeping them together in a same
block, as suggested by our approach. In this case, the performance of the various operations
worsens by at least an order of magnitude. Moreover, with this data representation it is not
possible to update a game in an atomic way.
Overall, these experiments show that: (i) the design of NoSQL databases should be done
with care as it affects considerably the performance and consistency of data access operations,
and (ii) our methodology provides an effective tool for choosing among different alternatives.
9 Related Work
To the best of our knowledge, this is the first proposal of a general, system-independent ap-
proach to the design of NoSQL databases. Indeed, although several authors have observed that
the development of methodologies and tools supporting NoSQL database design is demand-
ing [4, 5, 14], this topic has been not explored yet from a general point of view. The only
examples are some on-line papers, usually published in blogs of practitioners, that discuss best
practices and guidelines for modeling NoSQL databases, such as [13, 16]. Some papers are
suited only for specific systems, e.g., [20, 11, 18]. None of them tackles the problem from a
general perspective, as we do in this paper.
Our approach takes inspiration from Domain Driven Design [10], a widely followed object-
oriented approach that includes a notion of aggregate. Also[12] advocates the use of aggregates
(there called entities) as units of distribution and consistency. We also propose, for efficiency
purposes, to partition aggregates into smaller units of data access and manipulation.
In [6] the authors propose entity groups, a set of entities that, similarly to our aggregates,
can be manipulated in an atomic way. They also describe a specific mapping of entity groups to
Bigtable [9]. Our approach is based on a more abstract database model, NoAM, and is system
independent, as it is targeted to a wide class of NoSQL systems.
In [4] it has been observed that the availability of a high-leve representation of the data
remains a fundamental tool for developers and users, since it makes understanding, managing,
accessing, and integrating information sources much easier, independently of the technologies
used. The present paper responds to these needs.
10 Conclusion
In this paper, we have proposed a comprehensive methodologyfor the design of NoSQL databases.
The approach relies on an aggregate-oriented view of application data, an intermediate system-
independent data model for NoSQL datastores, and finally an implementation activity that takes
into account the features of specific systems.
Our approach is targeted to the typical applications that can benefit from NoSQL technolo-
gies. Therefore we aimed at supporting the typical requirements of scalability (aggregates are
units of distribution), consistency (aggregates are unitsof atomic consistency), and performance
(by allowing data access to specific portions of aggregates).
Currently, we are developing a tool that provides a common programming interface towards
different NoSQL systems, to access them in a unified way, in the spirit of SOS [3]. The tool uses
an internal representation based on NoAM, and it also supports the design approach presented
in this paper. We believe that database designers can greatly benefit from such a tool, as we
envision the use of the framework to tune the choice of the data representation in a flexible way,
as well as to select the most suitable target NoSQL system.
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