This paper develops a novel approach for estimating latent state variables of Dynamic Stochastic General Equilibrium (DSGE) models that are solved using a second-order accurate approximation. I apply the Kalman filter to a state-space representation of the second-order solution based on the 'pruning' scheme of Kim, Kim, Schaumburg and Sims (2008). By contrast to particle filters, no stochastic simulations are needed for the filter here--the present method is thus much faster. In Monte Carlo experiments, the filter here generates more accurate estimates of latent state variables than the standard particle filter. The present filter is also more accurate than a conventional Kalman filter that treats the linearized model as the true data generating process. Due to its high speed, the filter presented here is suited for the estimation of model parameters; a quasimaximum likelihood procedure can be used for that purpose.
Introduction
Dynamic Stochastic General Equilibrium (DSGE) models typically feature state variables that cannot directly be measured empirically (such as preference shocks), or for which data include measurement error. A vast literature during the past two decades has taken linearized DSGE models to the data, using likelihood-based methods (e.g., Smets and Wouters (2007) , Del Negro and Schorfheide (2011)). Linearity (in state variables) greatly facilitates model estimation, as it allows to use the standard Kalman filter to infer latent variables and to compute sample likelihood functions based on prediction error decompositions. Recent research has begun to estimate non-linear DSGE models using particle filters; 1 these filters infer latent states using
Monte Carlo methods, and are thus slow computationally, which limits their use to small models.
This paper develops a novel deterministic filter for estimating latent state variables of DSGE models that are solved using a second-order accurate approximation (as derived by Jin and Judd (2000), Sims (2000) , Collard and Juillard (2001) , Schmitt-Grohé and Uribe (2004) , Kollmann (2005) and Lombardo and Sutherland (2007) ). That approximation provides the most tractable non-linear solution technique for medium-scale models, and has thus widely been used in macroeconomics (see Kollmann (2002) and Kollmann, Kim and Kim (2011) for detailed references).
When simulating second-order accurate model solutions, it is common to use the 'pruning' scheme of Kim, Kim, Schaumburg and Sims (2008) , under which second-order terms are replaced by products of the linearized solution. This paper assumes that the 'pruned' secondorder model is the true data generating process (DGP). The method presented here exploits the fact that the state equation of the pruned system is linear in a state vector that consists of variables solved to second-and first-order accuracy, and of products of first-order accurate variables. I apply the Kalman filter to that state equation. In Monte Carlo experiments, the filter here generates more accurate estimates of latent state variables than the standard particle filter, especially when the model has strong curvature or when shocks are large. Importantly, the filter here is much faster than particle filters, as it is not based on stochastic simulations. The present filter is also more accurate than a conventional Kalman filter that treats the linearized model as the true DGP. 2 Due to its high speed, the filter presented here is suited for the estimation of model parameters; a quasi-maximum likelihood procedure can be used for that purpose.
Model format and filter

Model format and second-order solution
Many widely-used DSGE models can be expressed as: (1) (1) 1 1 2 1 .
The superscript (1) denotes a variable solved to first-order accuracy. It is assumed that all eigenvalues of 1 F are strictly inside the unit circle, i.e. that the linearized model is stationary.
Pruning
As discussed above, I use the 'pruning' scheme of Kim et al. (2008) (4) too is stable. The subsequent discussion assumes that the true DGP is given by the pruned system (4).
Augmented state equation
The law of motion of 
(5) can be written as: g G G G and 22 G are the first to fifth coefficient vectors/matrices on the right-hand side of (5), respectively. Thus, 
(1) 
(see Appendix).
To generate is asymptotically normal: 
Monte Carlo evidence
A textbook RBC model
The method is tested for a basic RBC model. Assume a representative infinitely-lived household whose date t expected lifetime utility t V is given by
and t N are consumption and hours worked, at t, respectively. 0 and 0 are the risk aversion coefficient and the (Frisch) labor supply elasticity. t is an exogenous taste (discount factor) shock of unit unconditional mean. 0 1 is the steady state subjective discount factor.
The household maximizes expected life-time utility subject to the resource constraint 1 1
(1 ) ,
output. 0 , 1 are the capital share and the capital depreciation rate, respectively. 0 t is exogenous total factor productivity (TFP). The household's first-order conditions are:
The forcing variables follow independent autoregressive processes: (1996) ).
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The observables are assumed to be GDP, consumption, investment and hours worked; measurement error is added to the logs of these variables. Measurement error has a standard deviation of 0.04 (0.002) in the model variant with big (small) shocks.
Chris Sims' MATLAB program gensys2 is used to compute first-and second-order accurate model solutions. The model is approximated in terms of logged variables (the state-and observation equations are expressed in terms of logged variables). Table 1 reports unconditional standard deviations of 7 logged variables (GDP, consumption, investment, capital, hours, TFP and the taste shock ) generated by the first-and second-order approximations. 7 Model variants with both shocks, and variants with just one type of shock, are considered; moments for non-HP filtered variables are shown, as well as moments of HP filtered variables (smoothing parameter: 1600).
Predicted standard deviations
In the 'big shocks' model variant, the standard deviations of endogenous variables are huge; e.g., with both shocks, the standard deviation of (non-HP filtered) GDP is 176% (82%) under the second-order (first-order) approximation; GDP is thus about twice as volatile under the second-order approximation (than in the linearized model). 8 The capital stock, investment and hours worked (non-HP filtered) are about one-half more volatile under the second-order approximation than under the linear approximation. By contrast, consumption volatility is similar across the two approximations. Consumption is much less volatile than GDP, due to the assumed high risk aversion of the household. The preference shock ( ) is the main source of fluctuations in the capital stock, GDP and investment; TFP shocks are the main drivers of consumption. The correlation between the second-and first-order approximations of a given variable is noticeably below unity, in the model variant with big shocks: e.g., about 0.7 for capital and investment, and 0.5 for GDP. 6 The relative size of the TFP and taste shocks assumed here (i.e. 20-times larger than ) ensures that each shock accounts for a non-negligible share of the variance of the endogenous variables; see below. 7 The statistics are shown for variables without measurement error. The ranking of volatilities generated by the two approximations and shocks is not affected by the presence of measurement error. 8 HP filtered variables are markedly less volatile than non-HP filtered variables; however, volatility remains much higher under the second-order approximation than under the linear approximation, in the 'big shocks' variant. E.g. the standard dev. of HP filtered GDP is 47% (23%) under the second-(first-) order approximation. (3) as the true DGP. In addition, the standard particle filter--referred to a 'PF(p)', where p is the number of particles--as described in An and Schorfheide (2007) is applied to the pruned state equation (4); for the simulation runs with T=500 periods, 100,000 particles are employed; for runs with T=100
periods, versions of the PF with 100,000 and with 500,000 particles are used. 9 Accuracy is evaluated for the 7 logged variables considered in Table 1 .
In each simulation run s=1,..,50, the root mean square error (RMSE) is computed, across all (logged) 7 variables, 2 1/2 1 7 1 1 , , , and all simulation runs); see Panels labeled 'Maximum Errors'. These accuracy measures are 9 I apply KalmanL to de-meaned series, as the linearized model implies that the unconditional mean of state variables, expressed as differences from steady state, is zero, while variables generated from the second-order model have a non-zero mean. The initial particles used for the particle filter are drawn from a multi-variate normal distribution whose mean and variance are set to unconditional moments of the state vector.
reported for each of the filters (see rows labeled 'KalmanQ', 'PF(100,000)', 'PF(500,000)', and 'KalmanL'). In addition, I report the fraction of simulation runs in which the KalmanQ filter generates lower RMSEs and lower maximum estimation error than the other filters. Table 2 shows that the KalmanQ filter is more accurate than the other filters, in all (or almost all) simulation runs-this holds for both the 'big shocks' and 'small shocks' model variants. The conventional KalmanL filter, is least accurate.
Average RMSEs generated by KalmanQ are often orders of magnitudes smaller than the RMSE's generated by the particle filter, and that even when 500,000 particles are used. E.g., for the simulation runs of the 'big shocks' model variant with T=100 periods, the average RMSEs for GDP are 0.039, 0.755, 0.527 and 1.488, respectively, for KalmanQ, PF(100,000), PF(500,000), and for KalmanL; the corresponding maximum errors are 0.160, 10.615, 4.548 and 9.826, respectively (see Panel (a.2), Col. (2)).
For the 'small shocks' simulation runs with T=100 periods, the average RMSEs for GDP are 0.0007, 0.0060, 0.0046 and 0.0224, for KalmanQ, PF(100,000), PF(500,000) and KalmanL respectively, while corresponding maximum errors are 0.0033, 0.0319, 0.0224 and 0.0918 (see
. Not surprisingly, all the filters are more accurate when shocks are small, and thus, the absolute accuracy differences between the filters are smaller. However, the relative improvement in accuracy from using the KalmanQ filter remains sizable.
Computing time
KalmanQ, the particle filters with 100,000 and 500,000 particles, and KalmanL require 0.03, 14.69, 81.21 and 0.01 seconds, respectively, to filter simulated series of T=100 periods generated by the RBC model, on a desktop computer with a 64-bit operating system and a 3.4 Ghz processor. For a series of T=500 periods, the corresponding computing times are 0.12, 73.72, 401.58 and 0.04 seconds, respectively. Thus, the KalmanQ filter is about 500 (3000) times faster than the particle filter with 100,000 (500,000) particles.
For a sufficiently large number of particles, the particle filter is (asymptotically) an exact algorithm for computing the conditional expectation of the state vector. However, the experiments in Table 2 suggest that a very large number of particles (above 500,000) is needed to outperform KalmanQ; the computational cost of using such a large number of particles would be substantial.
Evaluating the QML parameter estimates
For 20 simulations runs of the 'big shocks' and 'small shocks' model variants, I computed quasimaximum likelihood (QML) estimates of the risk aversion coefficient ( ), the labor supply elasticity ( ), the autocorrelations of the forcing variables ( , ) and the standard deviations of the innovations to the forcing variables ( , ). Table 3 
State equations with randomly drawn coefficients
Many other Monte Carlo experiments confirmed that the KalmanQ filter is competitive with the particle filter, in terms of accuracy of the estimated state variables. Tables 4 and 5 scaled by a common factor so that the largest eigenvalue of 1 F has an absolute value of 0.99.
The elements of 2 F are independent draws from N(0,1). In one set of simulations, referred to as 'strong curvature' simulations, all elements of 11 12 22 , , F F F are independent draws from N(0,1); in another set of simulations with 'weak curvature', the elements of 11 12 22 , , F F F are independent draws from 2 (0,(0.01) ), N so that curvature is much smaller, on average. For both the 'large' and 'small' model variants, 50 random 'strong curvature' coefficient sets, and 50 random 'weak curvature' coefficient sets were drawn. For each of the 200 random sets of coefficient, the model was simulated over T=100 periods.
10 A more detailed evaluation of the small sample properties of the QML estimator is left for future research. (1)) and with 'weak curvature' (Col. (2)).
12 The 'strong curvature' model variants generate much greater average standard deviations (above 240%) than the 'weak curvature' variants (about 10%). In 'strong curvature' model variants, average predicted volatility is several time larger than in corresponding linear structures (in which 0 2 11 12 22 , , , , F F F F F are set to zero). By contrast, in the 'weak curvature' variants, volatility is only slightly higher than in corresponding linear structures. Table 5 evaluates the accuracy of the KalmanQ, PF(100,000) and KalmanL filters, for each of the four model classes (large/small models with strong/weak curvature). For each model class, the KalmanQ filter generates the lowest average RMSEs and the lowest maximum errors.
For example, for the 'large models', the average RMSEs of KalmanQ, PF(100,000) and 
Conclusion
This paper has developed a novel approach for the estimation of latent state variables in DSGE models that are solved using a second-order accurate approximation. By contrast to particle filters, no stochastic simulations are needed for the filter here--the present method is thus much faster than particle filters. In Monte Carlo experiments, the filter here generates more accurate estimates of latent state variables than the standard particle filter, especially when the model has strong curvature or when shocks are large. The present filter is also more accurate than a Kalman filter that treats the linearized model as the true DGP. Due to its high speed, the filter presented here is suited for the estimation of model parameters; a quasi-maximum likelihood procedure can be used for that purpose.
APPENDIX: Computing moments of the state vector (for filter formula)
The unconditional mean and variance of the state vector 1 t Z of the augmented state equation (5) 
Conditional variance of state-form disturbance
To derive the formula for the conditional variance of 1 t u ( (10) in main text) these facts are used:
(1) (1) (1) (1) (1) (1) (1) (1) 
(1) (1) (1) (1) ,
E P (due to Isserlis' theorem). Thus, the conditional covariance between the 1 st and 3 rd rhs terms in (A.1) and between th 2 nd and 3 rd rhs terms is zero. (1)- (7)), without measurement error, are shown for the RBC model in Section 3.1. The std. were computed using the formulae in the Appendix. Std. are not reported in %. Panel (a) ('Big shocks') assumes std. of innovations to TFP ( ) and the taste parameter of 20% and 1%, respectively. Panel (b) ('Small shocks') sets these std. at 1% and 0.05%, respectively. Rows labeled 'Both shocks'; 'Just shock'; and 'Just shock' show moments predicted with simultaneous two shocks; with just the TFP shock; and with just the taste shock, respectively. Panels (a.1) and (b.1) report moments of Non-HP filtered variables; Panels (a.2) and (b.2) pertain to HP filtered variables (smoothing parameter: 1600). Y: GDP; C: consumption; I: gross investment; K: capital stock; N: hours worked. Note: Panel (a) considers models with n=20 variables ('large models'), while Panel (b) assumes n=7 variables ('small models'). The coefficients of the state equation (4) ]. For both the 'large' and 'small' model variants, 50 random 'strong curvature' coefficient sets, and 50 random 'strong curvature' coefficient sets were drawn. For each of the resulting 200 sets of coefficients, the model was simulated over T=100 periods. For each set of coefficients, the standard deviation of each variable without measurement error was computed; then, standard deviations were averaged across all variables and coefficient draws, for each of the four model class (large/small models with strong/weak curvature). (The averaged standard deviations are not reported in %.) (4) ]. For both the 'large' and 'small' model variants, 50 random 'strong curvature' coefficient sets, and 50 random 'weak curvature' coefficient sets were drawn. For each of the resulting 200 sets of coefficient, the model was simulated over T=100 periods. For each set of coefficients, the RMSE and the maximal error was computed, for each of the 'n' estimated latent variables; then, RMSEs were averaged across variables and coefficient draws, for each of the four model classes (large/small models with strong/weak curvature); maximum errors were likewise determined across all n variables, and across all draws, for each of the four model classes. KalmanQ: the filter for pruned second-order models developed in this paper; PF(p): standard particle filter with p particles: KalmanL: standard Kalman filter that assumes that the linearized model is the true DGP.
