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ON SALEM’S INTEGRAL EQUATION AND RELATED
CRITERIA
ALEXANDER E PATKOWSKI
Abstract. We extend Salem’s Integral equation to the non-homogenous form,
and offer the associated criteria for the Riemann Hypothesis. Explicit solutions
for the non-homogenous case are given, which in turn give further insight into
Salem’s criteria for the RH. As a conclusion, we show these results follow from
a corollary relating the uniqueness of solutions of the non-homogenous form
with Wiener’s theorem.
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1. Introduction
In 1953, Salem [7] presented a new criteria for the Riemann Hypothesis in the
form of an integral equation. Namely, the Riemann hypothesis is true if and only if
(1.1)
∫
R
e−σyf(y)
eex−y + 1
dy = 0,
has no bounded solution other than the trivial case f(y) = 0, when 12 < σ < 1,
σ ∈ R. The proof used by Salem involves using a theorem of N. Wiener on the zeros
of the Fourier transform [1, pg.139], and utilizing a Mellin transform for Riemann’s
zeta function ζ(s) [8] that is analytic in the critical region 0 < ℜ(s) = σ < 1. A
proof of (1.1) has been offered in [1, pg.141–142] and further criteria and related
results have recently been established in [10]. The more general homogenous form
of (1.1) is also detailed in [4, eq.(1)–(2)].
The related non-homogenous form of the integral equation (1.1) may be written
in the general form
(1.2) λ1f(x) = λ2g(x) +
∫
R
k(x − y)f(y)dy,
1
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with constants λi ≥ 0, i = 1, 2. Appealing to Fourier transforms, (1.2) has the
known solution [9, pg.303–304]:
(1.3) f(x) =
1√
2π
∫
R
λ2G(y)e
−ixydy
λ1 −
√
2πK(y)
,
where
G(y) :=
1√
2π
∫
R
g(y)eivydy.
Here g(y) ∈ L2(R) and k(y) ∈ L1(R), so that f(y) ∈ L2(R) (see [9, pg. 315,
Theorem 148]).
Now we observe that (1.1) may be seen as the homogenous case λ1 = 0, λ2 = 0.
As it turns out, the non-homogenous case λ1 = 0, λ2 6= 0 offers nice criteria for the
Riemann Hypothesis as well as providing a new angle on Salem’s criteria.
Theorem 1.1. Suppose that h(y) ∈ L2(R), and H(x) is the Fourier transform of
h(y). Then the Riemann hypothesis is equivalent to the claim that
h(x) = eσx
∫
R
e−σy
eex−y + 1
φ(y)dy
has a unique solution for each h(x) in the region 12 < σ < 1. In particular,
φ(x) =
1
2π
∫
R
H(y)e−ixydy
Γ(σ + iy)(1− 21−σ−iy)ζ(σ + iy) ,
provided that
H(y)
Γ(σ + iy)(1− 21−σ−iy)ζ(σ + iy) ∈ L2(R).
Notice that if h(x) = 0, then H(y) = 0, since by [5, Corollary 8.5] H(y) is
one-one on L1(R). Hence the uniqueness property φ(x) = 0 in turn implies Salem’s
criteria. This follows directly from the Fredholm Alternative Theorem [6, pg.55,
Corollary 4.18], which we discuss further in our proofs section.
Using other Mellin transforms for ζ(s) that are valid in the region 0 < ℜ(s) =
σ < 1, we obtain two further examples. Let {x} denote the fractional part of x,
and let ψ(x) = d
dx
log(Γ(x)) be the digamma function.
Theorem 1.2. Suppose that h(y) ∈ L2(R), and H(x) is the Fourier transform of
h(y). Then the Riemann hypothesis is equivalent to the claim that
h(x) = eσx
∫
R
e−σy{ey−x}φ(y)dy
ON SALEM’S INTEGRAL EQUATION AND RELATED CRITERIA 3
has a unique solution for each h(x) in the region 12 < σ < 1. In particular,
φ(x) =
1
2π
∫
R
(σ + iy)H(y)e−ixydy
ζ(σ + iy)
,
provided that
(σ + iy)H(y)
ζ(σ + iy)
∈ L2(R).
Theorem 1.3. Suppose that h(y) ∈ L2(R), and H(x) is the Fourier transform of
h(y). Then the Riemann hypothesis is equivalent to the claim that
h(x) = eσx
∫
R
e−σy(ψ(ex−y + 1) + y − x)φ(y)dy
has a unique solution for each h(x) in the region 12 < σ < 1. In particular,
φ(x) = −1
2
∫
R
sin(σ + iy)H(y)e−ixydy
ζ(1 − σ − iy) ,
provided that
sin(σ + iy)H(y)
ζ(1− σ − iy) ∈ L2(R).
Lastly, we offer a simple example of a unique solution for the case h(x) =
Ei(−ex)eσx − 2Ei(−2ex)eσx, in Theorem 1.1. Here Ei(x) is the exponential in-
tegral [3, pg.883]. Let M(x) =
∑
n≤x µ(n) denote Merten’s function [8, pg.370].
Example: Assuming the Riemann Hypothesis, we have that the solution to
(1.4) Ei(−ex)eσx − 2Ei(−2ex)eσx = eσx
∫
R
e−σy
eex−y + 1
φ(y)dy,
when 12 < σ < 1, is given by
φ(x) = − 1
2π
∫
R
e−ixydy
(σ + iy)ζ(σ + iy)
= −eσxM(e−x),
for x < 0, and 0 for x > 0.
This result follows from the Mellin–Perron formula for M(x) [8, pg.370], and The
Mellin transform [3, pg.638, eq.(6.223)]
∫
R+
Ei(−βy)ys−1dy = −Γ(s)
sβs
,
where R+ = (0,∞) and ℜ(β) ≥ 0, ℜ(s) > 0.
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2. Proofs of Theorems
To establish Salem’s criteria follows from our main theorem we will need to
utilize the Fredholm alternative theorem regarding uniqueness of solution for the
non-homogenous integral equation [6, pg.55, Corollary 4.18]. We state this theorem
in a more restrictive form to appeal to our Fourier transform solutions, and only
in one direction. However, in its full generality, this theorem is an ”if and only if”
statement.
Lemma 2.1. (Fredholm Alternative Theorem) Suppose k(x, y) ∈ L1(R), φ(x) ∈
L2(R). If the homogeneous equation
(2.1) φ(x) =
∫
R
k(x, y)φ(y)dy,
only has trivial solution φ(y) = 0, then the non-homogenous equation
(2.2) φ(x) = h(x) +
∫
R
k(x, y)φ(y)dy,
has a unique solution for each h(x) ∈ L2(R). Otherwise, if the equation (2.1) has a
non-trivial solution the non-homogenous equation (2.2) has no solution or infinitely
many solutions.
Proof of Theorem 1.1. First, observe that Salem’s kernel satisfies k(y) ∈ L1(R).
Since we assumed h(y) ∈ L2(R) in the hypothesis, we have that φ(y) ∈ L2(R),
provided that H(y)/K(y) ∈ L2(R) [9, pg.315 ,Theorem 148]. From [7], we know
that
∫
R
e(σ+ix)y
eey + 1
dy =
∫
R+
ys−1
ey + 1
dy = Γ(s)(1− 21−s)ζ(s) = K(σ + ix),
where R+ = (0,∞), and ℜ(s) = σ > 0. Hence the case λ1 = 0, λ2 = −1, of
(1.3) with K(σ + ix) = Γ(s)(1 − 21−s)ζ(s), gives our solution. Since the Riemann
Hypothesis [8, pg. 256] says that there are no nontrivial zeros of ζ(s) in the region
1 > σ > 12 , and Γ(s) 6= 0 for all s ∈ C, the equivalence to the Riemann Hypothesis
follows. 
Proof of Theorem 1.2. The proof is identical to that of Theorem 1.1, with the ex-
ception that we use [8, pg.14, eq.(2.1.5)]
∫
R
{e−y}e(σ+ix)ydy =
∫
R+
{1
y
}ys−1dy = −π ζ(s)
s
,
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valid for 0 < σ < 1.

Proof of Theorem 1.3. The proof is identical to that of Theorem 1.1, with the ex-
ception that we use [8, pg.34, eq.(2.15.7)]
∫
R
(ψ(ey + 1)− y)e(σ+ix)ydy =
∫
R+
(ψ(y + 1)− log(y))ys−1dy = −π ζ(1− s)
sin(πs)
,
valid for 0 < σ < 1. Additionally, we apply the fact that non-trivial zeros of the
Riemann zeta function (i.e. ρ) appear in pairs (i.e. ζ(1 − ρ) = 0) [8, pg.30]. 
3. Observations and Concluding remarks
Here we have transcribed Salem’s criteria in the context of Fredholm theory by
establishing its relationship to the non-homogenous form. Indeed, we may relate
Wiener’s theorem (see [2, Chapter 6]) in the following way. Suppose that K(y) is
of the form ζ(σ + iy)w(σ + iy), with w(σ + iy) 6= 0 for 12 < σ < 1, and assume the
RH. Then Wiener’s theorem, together with the Fredholm alternative theorem, says
that the non-homogenous equation (1.2) with λ1 = 0, λ2 6= 0, has a unique solution
f (for each g), if and only if the linear span of translates of k(x) ∈ L1(R) is dense
in L1(R). In other words, our theorems are really a special case of the following.
Corollary 3.0.1. Suppose that k(x) ∈ L1(R). The non-homogenous equation (1.2)
λ1 = 0, λ2 6= 0, has a unique solution solution f (for each g) if and only if the
linear span of translates of k(x) ∈ L1(R) is dense in L1(R).
Proof. We show the reverse direction and leave the other direction to the reader.
Suppose the linear span of translates of k(x) ∈ L1(R) is dense in L1(R). Then
Wiener’s theorem says that K(y) 6= 0. Hence taking the Fourier transform of the
convolution equation k(x) ⋆ f(x) = f(x) ⋆ k(x) = 0, tells us that we must have
f(x) = 0. Hence, by [6, pg.55, Corollary 4.18] the result follows. 
Lastly, we touch on Salem’s observation regarding the linear combination of
translates of k(x) as an approximation in L1(R) of f(x) ⋆ k(x). Recall [5, pg.346]
that the translation operator is given by Ty(k)(x) = k(x − y). Let ǫ > 0 be given
and assume f(x) ∈ L1(R). Then, according to [5, Corollary 6.17] together with our
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non-homogenous Fredholm equation (equation (1.2) with λ1 = 0, λ2 = −1,), there
are numbers zi ∈ R, that satisfy∥∥∥∥∥g(x)−
m∑
i
aik(x− zi)
∥∥∥∥∥
p
< ǫ,
where ai are constants and p is either 1 or 2.
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