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We discuss the connection between the equality case in the trian-
gle inequality for two elements x and y in a pre-Hilbert module
(E, 〈·, ·〉) over the C∗-algebra A and the equality case in the cor-
responding Cauchy–Schwarz inequality. We firstly show that the
triangle “equality” associated to the “rank one” operators θx,x and
θy,y holds true if and only if ‖〈x, y〉‖A = ‖x‖‖y‖. The special situa-
tions when 〈x, y〉 is a perturbation, by a scalar α, of an idempotent
(‖x + y‖ = ‖x‖ + ‖y‖ iff α = ‖x‖‖y‖ − 1 ≥ − 1
2
) or it has posi-
tive real part (‖x + y‖ = ‖x‖ + ‖y‖ iff ‖〈x, y〉‖A = ‖x‖‖y‖) are
also considered. In the last part. we characterize Pythagoras’ equal-
ity in pre-Hilbert C∗-modules. Our results extend or improve some
theorems due to L. Arambašic´ and R. Rajic´.
© 2011 Elsevier Inc. All rights reserved.
1. Preliminaries
A pre-Hilbert module over the C∗-algebra A (or a pre-Hilbert A-module) is a complex vector space
E which has a compatible structure of a right A-module and it is endowed with an A-valued inner
product, i.e., with a map
E × E  (x, y) 	→ 〈x, y〉 ∈ A
that satisfies the conditions:
(1) 〈x, x〉 ≥ 0, x ∈ E; 〈x, x〉 = 0 iff x = 0;
(2) 〈x, y〉∗ = 〈y, x〉, x, y ∈ E;
(3) 〈x, αy + βz〉 = α〈x, y〉 + β〈x, z〉, α, β ∈ C, x, y, z ∈ E;
(4) 〈x, ya〉 = 〈x, y〉a, a ∈ A, x, y ∈ E.
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E is a Hilbert A-module if the induced norm
E  x 	→ ‖x‖ := ‖〈x, x〉‖1/2A ∈ R+
is complete.
We mention the following version of the Cauchy–Schwarz inequality which holds true in general
pre-Hilbert C∗-modules and will play an important role in our later developments in the paper:
〈x, y〉∗〈x, y〉 ≤ ‖x‖2〈y, y〉, x, y ∈ E. (1)
By passing to norms we also get:
‖〈x, y〉‖A ≤ ‖x‖‖y‖, x, y ∈ E. (2)
Complex Hilbert spaces are, according to the definition above, HilbertC-modules. Any C∗-algebra
A can be regarded as a Hilbert module over itself with respect to the inner product
A × A  (a, b) 	→ a∗b ∈ A. (3)
If E and F are pre-Hilbert A-modules then we can introduce on their direct sum E ⊕ F the module
action
(E ⊕ F) × A  ((x, y), a) 	→ (xa, ya) ∈ E ⊕ F
and the inner product
(E ⊕ F) × (E ⊕ F)  (x, y) × (u, v) 	→ 〈x, u〉E + 〈y, v〉F ∈ A
to obtain a structure of pre-Hilbert A-module. E ⊕ F is complete (or a Hilbert A-module) if and only if
both E and F are complete.
Let E and F be two pre-Hilbert modules over A. A bounded map T : E → F is said to be adjointable
if there exists T∗ : F → E (called the adjoint of T) such that
〈Tx, y〉F = 〈x, T∗y〉E, x ∈ E, y ∈ F.
If T is adjointable then T is a linear A-module map. Its adjoint T∗ is also bounded and ‖T∗‖ = ‖T‖.
Moreover, as in the Hilbert space case, it can be shown that
‖T∗T‖ = ‖TT∗‖ = ‖T‖2. (4)
The space LA(E, F) of all adjointablemaps between Hilbert A-modules E and F is a Banach space while
LA(E) := LA(E, E) is a C∗-algebra. For given x ∈ E and y ∈ F the “rank one” operator
F  z 	→ θx,y(z) := x〈y, z〉F ∈ E
is adjointable (θ∗x,y = θy,x). In addition, ‖θx,y‖ ≤ ‖x‖‖y‖, x ∈ E, y ∈ F (in particular, if x ∈ E = F
then ‖θx,x‖ = ‖x‖2). A bounded A-linear map T on a Hilbert A-module E is a positive element of the
C∗-algebra LA(E) if and only if 〈Tx, x〉 ≥ 0 for every x ∈ E.
For these general facts and also for other related information on the theory of Hilbert C∗-modules
we refer to [6].
It is our aim in this paper to characterize the equality case in the triangle inequality (in connection
with the corresponding Cauchy–Schwarz inequality) for elements in a pre-Hilbert C∗-module. In the
first part, we propose a formula for the norm of the sum between the “rank one” operators θx,x and
θy,y, where x and y are two given elements in a pre-Hilbert A-module E (Proposition 1). We use this
formula to show that the triangle “equality” ‖θx,x + θy,y‖ = ‖θx,x‖ + ‖θy,y‖ is equivalent with
the Cauchy–Schwarz “equality” ‖〈x, y〉‖A = ‖x‖‖y‖ (Theorem 2). In Section 3, we consider the case
when, for a certain α ∈ C, 〈x, y〉 − α is an idempotent in the unital C∗-algebra A. We obtain, in this
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special situation, that ‖x + y‖ = ‖x‖ + ‖y‖ if and only if ‖x‖‖y‖ = 1 + α ≥ 1
2
, extending the
result considered in [1, Theorem 2.5] (Theorem 6). We provide, in particular, new (norm) conditions
on a given idempotent which are equivalent to its selfadjointness (Corollary 10). In the final part, we
generalize another result of Arambašic´ and Rajic´, namely [1, Corollary 2.3], by showing that, if 〈x, y〉
has positive real part (the real part of an element a ∈ A is defined, as usual, as a = a+a∗
2
) the
equality case ‖x + y‖ = ‖x‖ + ‖y‖ in the corresponding triangle inequality is attained exactly when
‖〈x, y〉‖A = ‖x‖‖y‖ (Theorem 15). We also note that the characterization of Pythagoras’ equality
which has been established in [1, Corollary 3.3] for commutative C∗-algebras A is still valid in full
generality (Corollary 13).
Let us remark that, besides the paper [1] we indicated above, similar equalities in pre-Hilbert C∗-
modules have been considered recently by Pecˇaric´ and Rajic´ [7], respectively, by Arambašic´ and Rajic´
in [2]. We would also like to mention, in this context, the survey proposed by Rajic´ [9].
2. The triangle equality for “rank one” operators
It is our aim in this section to characterize, in terms of x and y, the equality case in the triangle
inequality ‖θx,x + θy,y‖ ≤ ‖θx,x‖ + ‖θy,y‖.
We start with a formula for the norm of the sum between the operators θx,x and θy,y:
Proposition 1. Let E be a pre-Hilbert module over the C∗-algebra A and x, y ∈ E. Then
‖θx,x + θy,y‖ =
∥∥∥∥∥∥
⎛
⎝〈x, x〉 〈x, y〉
〈y, x〉 〈y, y〉
⎞
⎠
∥∥∥∥∥∥
M2(A)
. (5)
Proof. We regard A as a Hilbert module over itself (cf. (3)) and use the equality
〈xa, z〉 = a∗〈x, z〉, a ∈ A, z ∈ E
to observe that the map
A  a 	→ Tx(a) := xa ∈ E
is adjointable and its adjoint is the “functional”
E  z 	→ T∗x (z) := 〈x, z〉 ∈ A.
Wedefine Ty similarly. Easy computations show that TxT
∗
x = θx,x, TyT∗y = θy,y, T∗x Tx(a) = 〈x, x〉a, T∗y
Ty(a) = 〈y, y〉a, T∗x Ty(a) = 〈x, y〉a and T∗y Tx(a) = 〈y, x〉a (a ∈ A). The map
A ⊕ A  (a, b) 	→ T(a, b) := Tx(a) + Ty(b) = xa + yb ∈ E
is adjointable and its adjoint is given by the formula
E  z 	→ T∗(z) = (T∗x (z), T∗y (z)) = (〈x, z〉, 〈y, z〉) ∈ A ⊕ A.
We remark that
TT∗ = TxT∗x + TyT∗y = θx,x + θy,y
and
T∗T(a, b) = (〈x, x〉a + 〈x, y〉b, 〈y, x〉a + 〈y, y〉b), a, b ∈ A.
We pass to norms and, following (4), we get the conclusion. 
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Let a, b, c, d, u, v ∈ A. Then
∥∥∥∥∥∥
⎛
⎝a b
c d
⎞
⎠
⎛
⎝u
v
⎞
⎠
∥∥∥∥∥∥
2
A⊕A
= ‖(au + bv)∗(au + bv) + (cu + dv)∗(cu + dv)‖A
≤ ‖au + bv‖2A + ‖cu + dv‖2A
≤ (‖aa∗ + bb∗‖A + ‖cc∗ + dd∗‖A) ‖u∗u + v∗v‖A.
It follows that∥∥∥∥∥∥
⎛
⎝a b
c d
⎞
⎠
∥∥∥∥∥∥
M2(A)
≤
√
‖aa∗ + bb∗‖A + ‖cc∗ + dd∗‖A. (6)
We are now in position to characterize the equality case in the triangle inequality associated to the
“rank one” operators θx,x and θy,y.
Theorem2. Let E be apre-Hilbert A-module and x, y be twononnull elements of E. The following conditions
are equivalent:
(i) ‖θx,x + θy,y‖ = ‖θx,x‖ + ‖θy,y‖;
(ii) ‖〈x, y〉‖A = ‖x‖‖y‖.
Proof. (i)⇒ (ii). Due to the structure (5) of the norm of θx,x + θy,y, the inequality in (6) becomes
‖θx,x + θy,y‖ ≤
√
‖〈x, x〉2 + 〈x, y〉〈x, y〉∗‖A + ‖〈y, x〉〈y, x〉∗ + 〈y, y〉2‖A.
It follows that
‖θx,x + θy,y‖ ≤
√
‖x‖4 + 2‖〈x, y〉‖2A + ‖y‖4
≤ ‖x‖2 + ‖y‖2 (by (2))
= ‖θx,x‖ + ‖θy,y‖.
(7)
As ‖θx,x+θy,y‖ = ‖θx,x‖+‖θy,y‖ (by (i)) we deduce that the inequalities in (7) are actually equalities.
Hence ‖〈x, y〉‖A = ‖x‖‖y‖.
(ii)⇒ (i). By the Gelfand–Neumark theorem we can regard A as a C∗-subalgebra of L(H ) for a
certain complex Hilbert spaceH . Since ‖〈x, y〉‖A = ‖x‖‖y‖we can choose sequences (ξn)n and (ηn)n
of unit vectors inH such that
lim
n→∞〈ξn, 〈x, y〉ηn〉H = ‖x‖‖y‖. (8)
We use the Cauchy–Schwarz inequality (1) to obtain that, for every n ∈ N,
〈ξn, 〈x, y〉ηn〉2H ≤ ‖〈x, y〉ηn‖2H = 〈〈x, y〉∗〈x, y〉ηn, ηn〉H
≤ ‖x‖2〈〈y, y〉ηn, ηn〉H = ‖x‖2‖〈y, y〉1/2ηn‖2H
≤ ‖x‖2‖y‖2.
By passing to limit (as n → ∞) it follows, according to (8), that
lim
n→∞‖〈y, y〉1/2ηn‖H = ‖y‖. (9)
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Similarly,
lim
n→∞‖〈x, x〉1/2ξn‖H = ‖x‖. (10)
Letα = ‖x‖√‖x‖2+‖y‖2 andβ =
‖y‖√
‖x‖2+‖y‖2 . Then‖αξn‖
2
H +‖βηn‖2H = 1 (n ∈ N).Consequently,
for n = 0, 1, . . . ,∥∥∥∥∥∥
⎛
⎝〈x, x〉 〈x, y〉
〈y, x〉 〈y, y〉
⎞
⎠
∥∥∥∥∥∥
M2(A)
≥
〈⎛⎝αξn
βηn
⎞
⎠ ,
⎛
⎝〈x, x〉 〈x, y〉
〈y, x〉 〈y, y〉
⎞
⎠
⎛
⎝αξn
βηn
⎞
⎠〉
H⊕H
= |α|2‖〈x, x〉1/2ξn‖2H + 2
(
αβ¯〈ξn, 〈x, y〉ηn〉H
)
+ |β|2‖〈y, y〉1/2ηn‖2H .
We pass to limit and obtain, by (8)–(10), that∥∥∥∥∥∥
⎛
⎝〈x, x〉 〈x, y〉
〈y, x〉 〈y, y〉
⎞
⎠
∥∥∥∥∥∥
M2(A)
≥ α2‖x‖2 + 2αβ‖x‖‖y‖ + β2‖y‖2
= (α‖x‖ + β‖y‖)2 = ‖x‖2 + ‖y‖2.
The conclusion follows by (5). 
3. Inner products as scalar perturbations of idempotents
Arambašic´ and Rajic´ proved in [1, Theorem 2.5] that, for two given elements x and y in a pre-Hilbert
C∗-module E over the C∗-algebra A such that 〈x, y〉 is a nonnull idempotent, ‖x + y‖ = ‖x‖ + ‖y‖ if
and only if ‖x‖‖y‖ = 1. It is our aim in this section to extend this result to the case when, for some
α ∈ C, 〈x, y〉 − α is an idempotent in the unital C∗-algebra A.
As noted in [1, Theorem 2.1] the equality case ‖x + y‖ = ‖x‖ + ‖y‖ in the corresponding triangle
inequality is obtained exactly when ‖x‖‖y‖ belongs to the numerical range of 〈x, y〉. More precisely,
it holds:
Proposition 3. Let x, y be two elements in a pre-Hilbert module over a C∗-algebra A of bounded linear
operators on a complex Hilbert spaceH . The following conditions are equivalent:
(i) ‖x + y‖ = ‖x‖ + ‖y‖;
(ii) There exists a sequence (ξn)n≥0 of unit vectors inH such that
〈〈x + y, x + y〉ξn, ξn〉H n→∞−−−→ (‖x‖ + ‖y‖)2 ; (11)
(iii) There exists a sequence (ξn)n≥0 of unit vectors inH such that
〈〈x, y〉ξn, ξn〉H n→∞−−−→ ‖x‖‖y‖; (12)
In addition, if (ξn)n≥0 is a sequence of unit vectors inH satisfying (ii) (resp. (iii)) then it also satisfies (iii)
(resp. (ii)). Also
‖〈x, y〉ξn‖H n→∞−−−→ ‖x‖‖y‖, 〈〈x, x〉ξn, ξn〉H n→∞−−−→ ‖x‖2
and
〈〈y, y〉ξn, ξn〉H n→∞−−−→ ‖y‖2.
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Proof. The equivalence (i)⇔ (ii) is obvious.
(ii)⇒ (iii). Let (ξn)n≥0 be a sequence of vectors in H which satisfies (11). Simple computations
show that
〈〈x + y, x + y〉ξn, ξn〉H = 〈〈x, x〉ξn, ξn〉H + 〈〈y, y〉ξn, ξn〉H
+ 〈〈x, y〉ξn, ξn〉H + 〈〈y, x〉ξn, ξn〉H
≤ ‖x‖2 + ‖y‖2 + 2‖〈x, y〉‖A
≤ (‖x‖ + ‖y‖)2 , n ≥ 0.
(13)
We pass to limit in (13) to obtain, by (11), that
〈〈x, y〉ξn, ξn〉H n→∞−−−→ ‖x‖‖y‖.
(iii)⇒ (ii). Let (ξn)n≥0 be a sequence of vectors inH which satisfies (12). In view of (1) it follows
that
〈〈x, y〉ξn, ξn〉2H ≤ ‖〈x, y〉ξn‖2H
≤ ‖x‖2 〈〈y, y〉ξn, ξn〉H ≤ ‖x‖2‖y‖2, n ≥ 0.
Letting n → ∞ we deduce that
‖〈x, y〉ξn‖H n→∞−−−→ ‖x‖‖y‖ and 〈〈y, y〉ξn, ξn〉H n→∞−−−→ ‖y‖2.
A similar reasoning also shows that
〈〈x, x〉ξn, ξn〉H n→∞−−−→ ‖x‖2.
Finally,
lim
n→∞ 〈〈x + y, x + y〉ξn, ξn〉H
= lim
n→∞ (〈〈x, x〉ξn, ξn〉H + 〈〈y, y〉ξn, ξn〉H + 2 〈〈x, y〉ξn, ξn〉H )
= ‖x‖2 + ‖y‖2 + 2‖x‖‖y‖
= (‖x‖ + ‖y‖)2 . 
Remark 4. If ‖x + y‖ = ‖x‖ + ‖y‖ then
‖〈x, y〉‖A = ‖〈x, y〉‖A = ‖x‖‖y‖. (14)
The equalities in (14) are immediate consequences of the following set of formulas:
‖x + y‖2 = ‖〈x, x〉 + 2〈x, y〉 + 〈y, y〉‖A
≤ ‖x‖2 + 2‖〈x, y〉‖A + ‖y‖2
≤ ‖x‖2 + 2‖〈x, y〉‖A + ‖y‖2
≤ (‖x‖ + ‖y‖)2 = ‖x + y‖2. 
(15)
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The following auxiliary result is needed in our next approach:
Lemma 5. Let a be an idempotent in a unital C∗-algebra A,α ∈ C and b = α+a. The following conditions
are equivalent:
(i) ‖b‖ = ‖b‖;
(ii) α ∈ R and a is a selfadjoint projection.
Proof. If a = 0 or a = 1 the equivalence (i)⇔ (ii) is obvious. We will suppose in the following that
a = 0 and a = 1.
Feldman et al. showed in [4] that
‖β + γ a + δa∗‖ = 1
2
(√
r + s + √r − s
)
,
where
r = |β|2 + |β + γ + δ|2 + (|γ |2 + |δ|2)(‖a‖2 − 1)
and
s = 2|β(β + γ + δ) − γ δ(‖a‖2 − 1)|.
Hence
‖b‖ = 1
2
(√
(|α| + |α + 1|)2 + ‖a‖2 − 1 +
√
(|α| − |α + 1|)2 + ‖a‖2 − 1
)
(16)
and
‖b‖ = 1
2
(‖a‖ + |1 + 2α|) .
(ii)⇒ (i). Since ‖a‖ = 1 and α ∈ R the equality ‖b‖ = ‖b‖ can be rewritten in equivalent form
as
max{|α|, |α + 1|} = 1
2
(1 + |1 + 2α|) ,
which is obviously true.
(i)⇒ (ii). Let us firstly note that, for every positive integer n,
(b + b∗)n = ∑
m1,...,mn∈Z,|m1|+···+|mn|=n
bm1 · · · bmn
(form < 0 we used the notation bm = b∗|m|). Thus, if ‖b‖ = ‖b‖ then
2n‖b‖n = ‖b + b∗‖n = ‖(b + b∗)n‖
≤ ∑
m1,...,mn∈Z,|m1|+···+|mn|=n
‖bm1‖ · · · ‖bmn‖
≤ ∑
m1,...,mn∈Z,|m1|+···+|mn|=n
‖b‖|m1| · · · ‖b‖|mn| = 2n‖b‖n.
We deduce, in particular, that ‖bn‖ = ‖b‖n for every n ≥ 0. Hence, by the spectral radius theorem,
r(b) = ‖b‖. Equivalently, in our context,
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max{|α|, |α + 1|}
= 1
2
(√
(|α| + |α + 1|)2 + ‖a‖2 − 1 +
√
(|α| − |α + 1|)2 + ‖a‖2 − 1
)
.
It follows that‖a‖ = 1, soa is a selfadjoint projection [3, Proposition II.3.3]. The condition‖b‖ = ‖b‖
becomes
max{|α|, |α + 1|} = 1
2
(1 + |1 + 2α|) .
We deduce that max{|α|, |α + 1|} = max{|α|, |α + 1|}. Since |α| ≤ |α + 1| if and only if
|α| ≤ |α + 1| it follows that |α| = |α| or |α + 1| = |α + 1|, hence α ∈ R. 
We are now in position to establish the main result of this section:
Theorem 6. Let x, y be two elements in a pre-Hilbert module over the unital C∗-algebra A such that, for
some α ∈ C, 〈x, y〉 − α ∈ {0, 1} is an idempotent. The following conditions are equivalent:
(i) ‖x + y‖ = ‖x‖ + ‖y‖;
(ii) α = ‖x‖‖y‖ − 1 ≥ − 1
2
.
Proof. (i)⇒ (ii). We firstly observe that, by Remark 4, ‖〈x, y〉‖A = ‖〈x, y〉‖A = ‖x‖‖y‖. In view of
Lemma 5 we deduce that α ∈ R and p := 〈x, y〉 − α is a selfadjoint projection.
We regard A as a C∗-subalgebra of L(H ) for a certain complex Hilbert spaceH (Gelfand–Neumark
theorem). Let (ξn)n≥0 be a sequence of unit vectors inH which satisfies the conditions of Proposition
3. Then
〈〈x, y〉ξn, ξn〉H n→∞−−−→ ‖x‖‖y‖ = max{|α|, |α + 1|}.
Equivalently,
‖pξn‖ n→∞−−−→ max{|α|, |α + 1|} − α.
We observe that β := max{|α|, |α + 1|} − α ≥ 1 (more precisely, β = −2α if α ≤ − 1
2
and β = 1
if α > − 1
2
). In addition, for γ = β2 ±
√
β4 − β2,
‖pξn − γ ξn‖2H = (1 − 2γ )‖pξn‖2H + γ 2 n→∞−−−→ γ 2 − 2β2γ + β2 = 0.
γ belongs to the spectrum σ(p) = {0, 1}, so β = 1, that is max{|α|, |α + 1|} = α + 1. We deduce
that
‖x‖‖y‖ = α + 1 ≥ 1
2
.
(ii)⇒ (i). Since p := 〈x, y〉−α ∈ {0, 1} is an idempotent we deduce that σ(〈x, y〉) = σ(p+α) =
{α, α + 1}. Hence
r(〈x, y〉) = max{|α|, |α + 1|} = α + 1 = ‖x‖‖y‖.
It follows that ‖〈x, y〉‖A = max{|α|, |α + 1|} so, in view of (16), ‖p‖ = 1 (i.e., p is a selfadjoint
projection). Let ξ be a unit vector into the range of p. Then 〈〈x, y〉ξ, ξ 〉H = α + 1 and
‖〈x, y〉ξ‖H =
√
‖pξ‖2H + α2 + 2α〈pξ, ξ 〉H = α + 1.
We deduce, by (1), that
(α + 1)2 = ‖〈x, y〉ξ‖2H ≤ ‖x‖2 〈〈y, y〉ξ, ξ 〉H ≤ ‖x‖2‖y‖2.
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Therefore 〈〈y, y〉ξ, ξ 〉H = ‖y‖2 and, similarly, 〈〈x, x〉ξ, ξ 〉H = ‖x‖2. Finally,
‖x + y‖2 ≥ 〈〈x + y, x + y〉ξ, ξ 〉H
= 〈〈x, x〉ξ, ξ 〉H + 〈〈y, y〉ξ, ξ 〉H + 2 〈〈x, y〉ξ, ξ 〉H
= ‖x‖2 + ‖y‖2 + 2‖x‖‖y‖
= (‖x‖ + ‖y‖)2 .
We obtain that ‖x + y‖ = ‖x‖ + ‖y‖, as required. 
The case when 〈x, y〉 − α ∈ {0, 1} is considered by the following:
Proposition 7. Let x, y be two elements in a pre-Hilbert module over the unital C∗-algebra A such that
〈x, y〉 ∈ C · 1. The following conditions are equivalent:
(i) ‖x + y‖ = ‖x‖ + ‖y‖;
(ii) 〈x, y〉 = ‖x‖‖y‖.
Proof. (i)⇒ (ii). Let (ξn)n≥0 be a sequence of unit vectors inH (A is regarded as a C∗-subalgebra of
L(H )) which satisfies the conditions of Proposition 3. Then
〈x, y〉 = 〈〈x, x〉ξn, ξn〉H n→∞−−−→ ‖x‖‖y‖,
so 〈x, y〉 = ‖x‖‖y‖.
(ii)⇒ (i). Since 〈x, y〉 is a positive element of A and ‖〈x, y〉‖A = ‖x‖‖y‖ we conclude, by [1,
Corollary 2.3] (cf. Corollary 16), that ‖x + y‖ = ‖x‖ + ‖y‖. 
We obtain, as applications, certain conditions on a given idempotent (in a C∗-algebra) which are
sufficient for its selfadjointness.
Corollary 8. Let x, y be two elements in a pre-Hilbert module over a unital C∗-algebra such that, for some
α ∈ C, 〈x, y〉 − α ∈ {0, 1} is an idempotent and ‖x + y‖ = ‖x‖ + ‖y‖. Then α ∈ R and 〈x, y〉 is
selfadjoint (consequently, 〈x, y〉 − α is a selfadjoint projection).
Corollary 9. Let a ∈ {0, 1}bean idempotent inaunital C∗-algebraA. If, for a certainα ∈ C,‖a+α+1‖ =
‖a + α‖ + 1 then a is a selfadjoint projection.
Proof. The result is a reformulation of the previous corollary for x = a + α and y = 1 regarded as
elements in the Hilbert A-module E = A. 
Corollary 10. Let a ∈ {0, 1} be an idempotent in a unital C∗-algebra A. The following conditions are
equivalent:
(i) a is a selfadjoint projection;
(ii) There exists (for every) α ≥ − 1
2
such that (it holds)
‖a + α‖ = 1 + α;
(iii) There exists (for every) α ≥ − 1
2
such that (it holds)
‖a + α + 1‖ = ‖a + α‖ + 1.
Proof. The equivalence between (ii) and (iii) (as well as the fact that they both imply (i)) follows by
specializing Theorem 6, as in the previous corollary, for x = a + α and y = 1. If a is a selfadjoint
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projection and α ≥ − 1
2
then σ(a + α) = {α, α + 1}, so
‖a + α‖ = r(a + α) = α + 1.
This proves the implication (i)⇒ (ii). 
If α = 0 it is clearly not necessary to suppose that the C∗-algebra A has a unit. Theorem 6 can be
rewritten in this case as:
Corollary 11 [1, Theorem 2.5]. Let x, y be two elements in a pre-Hilbert C∗-module such that 〈x, y〉 is a
nonnull idempotent. The following conditions are equivalent:
(i) ‖x + y‖ = ‖x‖ + ‖y‖
(ii) ‖x‖‖y‖ = 1.
4. Inner products with positive real parts
Extending a result of F. Kittaneh [5], Z. Sebestyén and the author proved in [8] that the equality
case is attained in the triangle inequality for positive nonnull elements in a C∗-algebra if and only if
the norm of their product equals the product of their norms. More precisely it holds:
Theorem 12. Let a1, . . . , an be positive nonnull elements in a C
∗-algebra A. The following conditions are
equivalent:
(i)
∥∥∥∥∥
n∑
j=1
aj
∥∥∥∥∥ =
n∑
j=1
‖aj‖;
(ii)
∥∥∥∥∥
n∏
j=1
aj
∥∥∥∥∥ =
n∏
j=1
‖aj‖.
We are now in position to improve the conditions in [1, Corollary 3.3] (stated for commutative
C∗-algebras) which characterize Pythagoras’ equality in pre-Hilbert C∗-modules:
Corollary 13. Let x1, . . . , xn be elements in a pre-Hilbert C
∗-module such that 〈xi, xj〉 = 0 for i, j ∈{1, . . . , n}, i = j. The following conditions are equivalent:
(i)
∥∥∥∥∥
n∑
j=1
xj
∥∥∥∥∥
2
= n∑
j=1
‖xj‖2;
(ii)
∥∥∥∥∥
n∏
j=1
〈xj, xj〉
∥∥∥∥∥
A
= n∏
j=1
‖xj‖2.
Proof. Since 〈xi, xj〉 = 0 for every i = j we observe that∥∥∥∥∥∥
n∑
j=1
xj
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
〈
n∑
j=1
xj,
n∑
j=1
xj
〉∥∥∥∥∥∥
A
=
∥∥∥∥∥∥
n∑
j=1
〈xj, xj〉
∥∥∥∥∥∥
A
.
Consequently, (i) can be rewritten in equivalent form as:∥∥∥∥∥∥
n∑
j=1
〈xj, xj〉
∥∥∥∥∥∥
A
=
n∑
j=1
‖〈xj, xj〉‖A.
The conclusion follows by the previous theorem. 
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As noted in Remark 4, if two elements x, y in a pre-Hilbert module over the C∗-algebra A satisfy
‖x + y‖ = ‖x‖ + ‖y‖ then ‖〈x, y〉‖A = ‖x‖‖y‖. The converse is not always true:
Example 14. If A is unital, E = A (as a Hilbert module over itself), a ∈ A \ {0, 1} is a selfadjoint
projection, x = a − 2
3
and y = 1 then, by (16),
‖〈x, y〉‖A = ‖x‖‖y‖ = 2
3
and
‖x + y‖ =
∥∥∥∥a + 1
3
∥∥∥∥ = 4
3
<
5
3
= ‖x‖ + ‖y‖. 
However, if the inner product 〈x, y〉 has positive real part then the two conditions (‖x + y‖ =
‖x‖ + ‖y‖ and ‖〈x, y〉‖A = ‖x‖‖y‖) are indeed equivalent:
Theorem 15. Let x and y be two elements of a pre-Hilbert C∗-module such that 〈x, y〉 is positive. The
following conditions are equivalent:
(i) ‖x + y‖ = ‖x‖ + ‖y‖;
(ii) ‖〈x, y〉‖A = ‖x‖‖y‖.
Proof. We can obviously suppose, without any loss of generality, that 〈x, y〉 = 0.
Let us observe that, in view of (15), ‖x + y‖ = ‖x‖ + ‖y‖ if and only if
‖〈x, y〉‖A = ‖x‖‖y‖ (17)
and
‖〈x, x〉 + 2〈x, y〉 + 〈y, y〉‖A = ‖x‖2 + 2‖〈x, y〉‖A + ‖y‖2. (18)
Following Theorem 12, (18) can be written in equivalent form as
‖〈x, x〉〈x, y〉〈y, y〉‖A = ‖x‖2‖〈x, y〉‖A‖y‖2. (19)
It remains to show that (19) is a consequence of (17). We note firstly that
(a)2 = aa
∗ + a∗a
2
+ (a − a
∗)2
4
≤ aa
∗ + a∗a
2
holds true for any a ∈ A. Thus, by (1),
(〈x, y〉)2 ≤ 〈y, x〉
∗〈y, x〉 + 〈x, y〉∗〈x, y〉
2
≤ ‖y‖
2〈x, x〉 + ‖x‖2〈y, y〉
2
.
(20)
The following inequalities
‖x‖4‖y‖4 = ‖〈x, y〉(〈x, y〉)2〈x, y〉‖A by (17)
≤ 1
2
‖y‖2‖〈x, y〉〈x, x〉〈x, y〉‖A
+ 1
2
‖x‖2‖〈x, y〉〈y, y〉〈x, y〉‖A by (20)
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≤ 1
2
‖x‖2‖y‖2‖〈x, y〉‖2A +
1
2
‖x‖2‖〈x, y〉〈y, y〉〈x, y〉‖A
≤ ‖x‖2‖y‖2‖〈x, y〉‖2A = ‖x‖4‖y‖4 by (17)
prove that
‖〈x, y〉〈y, y〉〈x, y〉‖A = ‖x‖2‖y‖4. (21)
Finally,
‖x‖4‖y‖8 = ‖〈x, y〉〈y, y〉(〈x, y〉)2〈y, y〉〈x, y〉‖A by (21)
≤ 1
2
‖y‖2‖〈x, y〉〈y, y〉〈x, x〉〈y, y〉〈x, y〉‖A
+ 1
2
‖x‖2‖〈x, y〉〈y, y〉3/2‖2A by (20)
≤ 1
2
‖y‖4‖〈x, y〉‖A‖〈x, x〉〈y, y〉〈x, y〉‖A
+ 1
2
‖x‖2‖y‖6‖〈x, y〉‖2A
≤ ‖x‖2‖y‖6‖〈x, y〉‖2A = ‖x‖4‖y‖8 by (17)
implies that
‖〈x, x〉〈y, y〉〈x, y〉‖A = ‖x‖3‖y‖3 = ‖x‖2‖y‖2‖〈x, y〉‖A,
as required. 
Corollary 16 [1, Corollary 2.3]. Let x, y be two elements in a pre-Hilbert module over the C∗-algebra A
such that 〈x, y〉 is positive. The following conditions are equivalent:
(i) ‖x + y‖ = ‖x‖ + ‖y‖;
(ii) ‖〈x, y〉‖A = ‖x‖‖y‖.
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