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Abstract
With rapidly scaling up of deep neural networks
(DNNs), extensive research studies on network
model compression such as weight pruning have
been performed for improving deployment effi-
ciency. This work aims to advance the compres-
sion beyond the weights to neuron activations. We
propose an end-to-end Joint Pruning (JP) tech-
nique which integrates the activation pruning with
the weight pruning. By distinguishing and taking
on the different significance of neuron responses
and connections during learning, the generated net-
work, namely JPnet, optimizes the sparsity of ac-
tivations and weights for improving execution ef-
ficiency. To our best knowledge, JP is the first
technique that simultaneously explores the redun-
dancy in both weights and activations. The derived
deep sparsification in the JPnet reveals more opti-
mizing potentialities for the existing DNN acceler-
ators dedicated for sparse matrix operations. The
effectiveness of JP technique is thoroughly evalu-
ated through various network models with different
activation functions and on different datasets. With
< 0.4% degradation on testing accuracy, a JPnet
can save 71.1% ∼ 96.35% of computation cost,
compared to the original dense models with up to
5.8× and 10× reductions in activation and weight
numbers, respectively. Compared to state-of-the-
art weight pruning technique, JPnet can further re-
duce the computation cost 1.2× ∼ 2.7×.
1 Introduction
Deep neural networks (DNNs) have demonstrated signifi-
cant advantages across many real-world applications, such
as image classification, object detection and speech recog-
nition [He et al., 2016; Redmon et al., 2016; Amodei et al.,
2016]. On the one hand, DNNs are developed for improving
performance in these applications, which leads to intensive
demands in data storage, communication and processing. On
the other hand, the ubiquitous intelligence promotes the de-
ployment of DNNs in light-weight embedded systems that
are equipped with only limited memory and computation re-
source. To reduce the model size while ensuring the perfor-
mance quality, weight pruning has been widely explored. Re-
dundant weight parameters are removed by zeroing-out those
in small values [Han et al., 2015; Park et al., 2016]. Utiliz-
ing the zero-skipping technique [Han et al., 2016] on sparse
weight parameters can further save the computation energy.
In addition, many specific DNN accelerator designs [Alberi-
cio et al., 2016; Reagen et al., 2016] leveraged the intrinsic
sparse activation patterns of the rectified linear unit (ReLU).
The approach, however, cannot be directly extended to other
activation functions, e.g., leaky ReLU.
Although prior techniques achieved a tremendous success,
focusing solely on the weights or activations cannot lead to
the best inference speed, which is a crucial metric in DNN
deployment, for the following reasons. First, existing weight
pruning methods reduce the fully-connected (fc) layer size
dramatically, while it lacks a systematic method to achieve
comparable compression rate for convolution (conv) layers.
The conv layers account for most of the computation cost and
dominate the inference time in DNNs, whose performance
is usually bounded by computation instead of memory ac-
cesses [Jouppi et al., 2017; Zhang et al., 2015]. Hence, the
most essential challenge of speeding up DNNs is to mini-
mize the computation cost, i.e., the intensive multiple-and-
accumulate operations (MACs). Second, the activation in
DNNs is not strictly limited to ReLU. Non-ReLU activation
functions, such as leaky ReLU and sigmoid, do not have in-
trinsic zero-activation patterns. Third, the weights and ac-
tivations of a network together determine the network per-
formance. Our experiments show that the zero-activation
percentage obtained by ReLU decreases after applying the
weight pruning [Han et al., 2016]. Such a deterioration in ac-
tivation sparsity could potentially eliminate the advantage of
the aforementioned accelerator designs.
In this work, we propose an end-to-end Joint Pruning (JP)
technique to minimize the computation cost of DNNs by
pruning both weights and activations. Unlike the intuitive so-
lution by combining weight pruning and activation pruning
in a sequential pipeline, JP is a one-step technique to learn
the sparse connections and neuron responses. Dynamic acti-
vation masks and static weight masks are learned simultane-
ously with the joint regularization from JP. Through the learn-
ing on the different importance of neuron responses and con-
nections, the generated network, namely JPnet, balances the
sparsity between activations and weights and therefore fur-
ther improves execution efficiency. Moreover, our method not
only stretches the intrinsic activation sparsity of ReLU, but
also targets as a general approach for other activation func-
tions, such as leaky ReLU. Our experiments on various net-
work models with different activation functions and on dif-
ferent datasets show substantial reduction in MACs by the
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proposed JPnet. Compared to the original dense models, JP-
net can obtain up to 5.8× activation compression rate, 10×
weight compression rate and eliminate 71.1% ∼ 96.35% of
MACs. Compared to state-of-the-art weight pruning tech-
nique [Han et al., 2015], JPnet can further reduce the com-
putation cost 1.2× ∼ 2.7×.
2 Related Works
Weight pruning emerges as an effective compression tech-
nique in reducing the model size and computation cost of neu-
ral networks. A common approach of pruning the redundant
weights in DNN training is to include an extra regularization
term (e.g., the `1/`2-normalization) in the loss function [Liu
et al., 2015; Park et al., 2016] to constrain the weight distri-
bution. Then the weights below a heuristic threshold will be
pruned. Afterwards, a certain number of finetuning epochs
will be applied for recovering the accuracy loss due to the
pruning. In practice, the direct-pruning and finetuning stages
can be carried out iteratively to gradually achieve the optimal
trade-off between the model compression rate and accuracy.
Such a weight pruning approach demonstrated very high ef-
fectiveness, especially for fc layers [Han et al., 2015].
For conv layers, removing the redundant weights in struc-
tured forms, e.g., the filters and filter channels, has been
widely investigated. For example, structured pruning [Wen
et al., 2016] applies group Lasso regularization on weight
groups in a variety of self-defined shapes and sizes. The first-
order Taylor series expansion of the loss function on feature
maps indicates the rankings of filters and is used to remove
the filters in low rankings [Molchanov et al., 2016]. The filter
ranking can also be represented by the root mean square or the
sum of absolute values of the filter weights [Mao et al., 2017;
Yu et al., 2017].
Activation sparsity has been utilized in DNN accelerator
designs. The sparse activations originated from ReLU ac-
celerate DNN inference with reduced off-chip memory ac-
cess and computation cost [Chen et al., 2016; Albericio et
al., 2016; Reagen et al., 2016]. A simple technique to im-
prove activation sparsity was explored by zeroing out small
activations [Albericio et al., 2016]. However, the increment
of activation sparsity is very limited with a concern of accu-
racy loss. These works heavily relied on the zero activations
of ReLU, which cannot be applied to other activation func-
tions. Dropout-based methods were proposed to regulate ac-
tivation sparsity and obtain sparse feature representation [Ba
and Frey, 2013; Makhzani and Frey, 2015]. Those techniques
incur essential model modifications, e.g., adding a binary be-
lief network overlaid on the original model. Some other stud-
ies were dedicated for feature map pruning in conv layers by
learning to recognize and remove redundant channels [Gao et
al., 2019; Ye et al., 2018]. JP is an orthogonal technique to
feature map pruning by dealing with activation redundancy in
a much finer granularity, i.e., element-wise.
Generally, the model size compression is the main focus
of weight pruning, while the regulation of activation sparsi-
fication focuses more on the intrinsic activation sparsity by
ReLU or exploring the virtue of sparse activation in the DNN
training for better model generalization. In contrast, our pro-
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Figure 1: Working principle of JP.
posed JP aims for reducing the DNN computation cost and
accelerating the inference by integrating and optimizing both
weight pruning and activation sparsification.
3 Approach
The proposed end-to-end JP consists of three steps as de-
picted in Figure 1. In the initial stage, the significance of ac-
tivations per layer is analyzed to determine the winner rates,
which define the pruning strength of each dynamic activa-
tion mask. Afterwards, the regularization on both weights
and activations is added in the elaborated JP loss for the fol-
lowing finetuning stage. Through finetuning, the combination
of dynamic activation masks and static weight masks will be
learned for joint pruning optimization.
3.1 Activation Analysis
While small weights in layers are learned to be pruned, ac-
tivaitons with small magnitude are taken as unimportant and
can be masked out to further minimize inter-layer connec-
tions. Considering that neurons in DNNs are activated in var-
ious patterns according to different input classes, we propose
dynamic masks learned for the activation pruning. This is
different from the static masks in the weight pruning. The
selected activations by the dynamic mask are denoted as win-
ners, and the winner rate is defined as:
Winner rate = Swinner/Stotal, (1)
where Swinner and Stotal respectively denote the number of
winners and total activation number. Usually, different layer
features a unique optimal winner rate. To analyze the acti-
vation pruning sensitivity, the model with configurable acti-
vation masks is tested on a validation set sampled from the
training images with the same size as the testing set. Similar
to the trend in weight pruning, deeper layers tolerate larger
activation pruning strength. The winner activation after the
pruning mask, Am, obeys the rule:
Am =
{
Aorig, if |Aorig| > θ
0, otherwise
. (2)
Here θ is the threshold derived at run-time from the activation
winner rate for each layer, and Aorig is the original activation
before pruning. Accuracy drops are taken as the indicator of
pruning sensitivity for different winner rate settings. The ac-
tivation winner rate per layer is set empirically with tolerable
accuracy loss. For the circumstances that model accuracy is
resistant to be tuned back, winner rates in the leading several
layers will be reduced. Examples of sensitivity analysis shall
be presented in Section 5.
3.2 Joint Pruning Procedure
After deriving the winner rates from the activation analy-
sis, dynamic activation masks are inserted between layers as
shown in Figure 1. The finetuning stage applies JP loss that
integrates weight and activation regularization for a training
batch {X,Y } as follows:
Loss =
1
n
n∑
k=1
L(yk, D(xk,W )) + λ |W | . (3)
The `1-norm is included here with a decay strength λ to con-
strain weight distribution. To add the regularization on activa-
tions, a boolean mask in the same shape with Aorig,i, named
MKA,i, is applied to prune activations in each layer. Thus,
the original output of each layer follows
Aorig,i+1 = f(Wi, Am,i) = f(Wi,MKA,i Aorig,i), (4)
where  is the element-wise multiply operation. In the back-
propagation phase to update weights with JP loss defined
in Equation (3), the partial derivative of Loss on activation
Aorig,i is propagated backwards:
∂Loss
∂Aorig,i
=
∂Loss
∂Aorig,i+1
· ∂Aorig,i+1
∂Am,i
· ∂Am,i
∂Aorig,i
. (5)
The term ∂Am,i∂Aorig,i is equal to MKA,i, which means the back-
propagation process is masked in the same way as the for-
ward process. Thereafter, only the activated neurons will be
updated. For weight updates in each finetuning iteration, a
small decay will be applied according to the setting of `1-
norm. The weights whose magnitudes are smaller than an
empirical threshold are pruned out. With the joint constrain-
ing force by λ |W | and MKA,i, weights and activations are
co-trained to obtain deep sparsification. At the end, the gener-
ated model features with optimized dynamic sparse activation
patterns and static compressed weights.
3.3 Optimizer and Learning Rate
The pruning process is recommended to start with some
warm-up finetuning epochs to learn the preliminary sparse
patterns in both weights and activations with JP loss. The
same optimizer for training the original model is adopted.
The learning rate is set as 0.1× ∼ 0.01× smaller than the
original setting. After warm-up finetuning, our experiments
show that Adadelta [Zeiler, 2012] usually brings the best per-
formance, especially for deep sparsified activations. Adadelta
adapts the learning rate for each individual weight parameter.
Smaller updates are performed on neurons associated with
more frequently occurring activations, whereas larger up-
dates will be applied for infrequent activated neurons. Hence,
Adadelta is beneficial for sparse weight updates, which is ex-
actly the common situation in our activation pruning method.
During finetuning, only a small portion of weight parameters
are updated because of the combination of sparse patterns in
weights and activations. The learning rate for Adadelta is
recommended to be reduced 0.1× ∼ 0.01× compared to that
used in training the original model.
3.4 Dropout Layer with Activation Pruning
For DNN training, dropout layer is commonly added after
large fc layers to avoid over-fitting. The neuron activations
are randomly chosen in the feed-forward phase, and weights
updates will be only applied on the neurons associated with
the selected activations in the back-propagation phase. Thus,
a random partition of weight parameters are updated in each
training iteration. Although the activation mask only selects a
small portion of activated neurons, the selected neurons with
winner activations are always kept and updated, which makes
over-fitting prone to happen. Thus the dropout layer is still
needed. In fc layers, the number of remaining activated neu-
rons is reduced to Swinner from Stotal as defined in Equation
(1). The dropout layer connected after the activation mask is
suggested to be modified with the setting:
Dropout rate = 0.5
√
Winner rate, (6)
where 0.5 is the conventionally chosen dropout rate in the
training process for original models. The activation winner
rate is introduced to regulate the dropout strength for balanc-
ing over-fitting and under-fitting. The dropout layers will be
directly removed in the inference stage.
3.5 Threshold Prediction in Activation Pruning
The dynamic activation pruning method increases the activa-
tion sparsity and maintains the model accuracy as well. The
solution of determining threshold θ in Equation (2) for activa-
tion masks is actually a canonical argpartion problem to find
top-k arguments in an array. According to the Master Theo-
rem [Bentley et al., 1980], argpartition can be fast solved in
linear time O(N) through recursive algorithms, where N is
the number of elements to be partitioned. To further speed up,
threshold prediction can be applied on the down-sampled ac-
tivation set. An alternate threshold θ′ is predicted by selecting
top-αk elements from the down-sampled activation set com-
prising αN elements with α as the down-sampling rate. θ′ is
applied for the original activation set afterwards.
4 Experiments
The JP technique is verified on various models ranging from
multi-layer perceptron (MLP) to deep convolution neural net-
works (CNNs) on three datasets, MNIST, CIFAR-10 and Im-
ageNet (Table 1). For AlexNet [Krizhevsky et al., 2012],
ResNet-50 [He et al., 2016] and wide ResNet-32 [Zagoruyko
and Komodakis, 2016], we focus on conv layers that account
for more than 90% computation cost in these models. All of
our models and evaluations are implemented in TensorFlow.
4.1 Overall Performance
The compression results of JPnets on activations, weights and
MACs are summarized in Table 1. Our method can learn
both sparse activations and sparse weights and thus consid-
erably save computation. Compared to original dense mod-
els, JPnets achieve 2.3× ∼ 5.8× activation compression
rate and 1.41× ∼ 10× weight compression rate. Benefit-
ing from sparse weights and activations, JPnets execute only
3.65% ∼ 28.9% of MACs required in dense models. The
accuracy drop is kept less than 0.4%, and for some cases,
Table 1: Summary of JPnets
Network MLP-3 ConvNet-5 AlexNet ResNet-50 ResNet-32
Dataset MNIST CIFAR-10 ImageNet ImageNet CIFAR-10
Activation Function ReLU ReLU ReLU ReLU Leaky ReLU
Accuracy Baseline 98.41% 86.0% 57.22% 75.6% 95.0%
Accuracy with JP 98.42% 85.94% 57.26% 75.74% 94.61%
Activation % 17.1% 43.6% 44.2% 17.7% 30.8%
Weight % 10% 40.4% 38.8% 70.9% 32.3%
MAC % 3.65% 27.7% 28.9% 20.6% 11.5%
e.g., MLP-3, AlexNet and ResNet-50 in Table 1, the JPnets
achieve better accuracy.
The ReLU function in MLP-3, ConvNet-5, AlexNet and
ResNet-50 brings intrinsic zero activations. However, our ex-
periment results in Figure 2 (a) show that the non-zero ac-
tivation percentage in weight-pruned (WP) models is higher
than that in the original dense models, which indeed under-
mines the benefit from weight pruning. The proposed JP tech-
nique can remedy the activation sparsity loss in WP models
and remove 7.7% ∼ 18.5% more activations even compared
to the original dense models. We observe the largest activa-
tion removal and MAC reduction in ResNet-32, which uses
leaky ReLU as activation function. As leaky ReLU doesn’t
provide intrinsic zero activation, the WP model of ReNet-32
doesn’t benefit from activation pruning. In contrast, the JPnet
counterpart obtained from this work can remove 69.2% acti-
vations and reduce extra 22.7% of MAC operations compared
to the WP model. As shown in Figure 2 (b), JPnets decreases
the MAC operations to 3.65% ∼ 28.9%. This indicates a
1.2× ∼ 2.7× improvement compared to WP models. The JP
technique is superior to approaches of leveraging the intrinsic
sparse ReLU activations and state-of-the-art weight pruning
techniques. In the following, we will present more details on
model configuration and analysis.
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Figure 2: Comparison between WP and JP.
4.2 MNIST and CIFAR-10
The MLP-3 on MNIST has two hidden layers with 300 and
100 neurons respectively. The model configuration details are
summarized in Table 2. The amount of MACs is calculated
with batch size as 1. The same setting will be applied to the
analysis for other models.
The JP technique successfully compresses the model size
10× and keeps only 17.1% of activations for MLP-3. The
total umber of MACs is reduced to merely 3.65% (27.4×)
without promising the model accuracy at all.
Table 2: MLP-3 on MNIST
Layer Shape Weight # MAC # Acti % Weight % MAC %
fc1 784×300 235.2K 235.2K 12% 10% 3.77%
fc2 300×100 30K 30K 24% 10% 2.62%
fc3 100×10 1K 1K 100% 20% 6.81%
Total 266.2K 266.2K 17.1% 10% 3.65%
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(b) The distribution of top neurons for digit ’0’ and ’1’.
Figure 3: The distribution of top neurons of layer fc2 in JPnet for
MNIST training set.
To analyze the effectiveness of dynamic activation masks,
we take the example of the activation patterns of fc2 layer
during finetuning. For each input, the neuron featuring maxi-
mum activation is named as top neuron. Figure 3 (a) presents
the distribution of top neurons, which clearly shows that dig-
its 0-9 incur different regions in fc2. The observation implies
that it is infeasible to design a static activation mask and ob-
tain a comparable sparsification effectiveness as the dynamic
counterpart. Furthermore, Figure 3 (b) compares the top neu-
ron distributions for digits 0 & 1 before and after applying JP
technique. The results demonstrate that the JPnet generates a
sparser feature representation.
We also applied JP to ConvNet-5 on CIFAR-10 dataset.
The accuracy of the original dense model is 86.0%. As de-
tailed in Table 3, JPnet for ConvNet-5 needs only 27.7% of
total MACs compared to the dense model by pruning 59.6%
of weights and 56.4% of activations. Only marginal 0.06%
accuracy drop is resulted by JPnet. The conv layers account
for more than 80% of total MACs and dominates the com-
putation cost. Although fc layers can generally be pruned in
larger strength than conv layers, the computation cost reduc-
tion mainly come from the optimization in conv layers.
Table 3: ConvNet-5 on CIFAR-10
Layer Shape Weight # MAC # Acti % Weight % MAC %
conv1 5×5, 64 4.8K 0.69M 50.6% 70% 70%
conv2 5×5, 64 102.4K 3.68M 17.3% 50% 25.3%
fc1 2304×384 884.7K 884.7K 9.9% 40% 6.92%
fc2 384×192 73.7K 73.7K 44.8% 30% 3.0%
fc3 192×10 1.92K 1.92K 100% 50% 22.4%
Total 1.07M 5.34M 43.6% 40.4% 27.7%
4.3 ImageNet
We also use ImageNet ILSVRC-2012 dataset to evaluate the
JP’s effectiveness. ImageNet consists of about 1.2M training
images and 50K validating images. The AlexNet and ResNet-
50 are adopted.
The AlexNet comprises 5 conv layers and 3 fc layers and
achieves 57.22% top-1 accuracy on the validation set. Sim-
ilar to ConvNet-5, the computation bottleneck of AlexNet
emerges in conv layers, which accounts more than 90% of
total MACs. Thus, we focus on conv layers here. As shown
in Table 4, deeper layers present larger pruning strength on
weights and activations due to high-level feature abstrac-
tion of input images. For example, the MACs of conv5 can
be reduced 10×, while only a 1.2× reduction rate is real-
ized in conv1. In total, applying JP removes 61.2% weights
and 55.8% activations, inducing 3.5× reduction in effective
MACs.
CNN models are getting deeper with tens to hundreds of
conv layers. We deploy the JP technique on ResNet-50 and
summarize the detailed results in Table 5. Consisting of 1
conv layer, 4 residual units and 1 fc layer, the ResNet-50
model achieves a 75.6% accuracy on ImageNet ILSVRC-
2012 dataset. An average pooling layer is connected be-
fore the last fc layer to reduce feature dimension. Similar to
AlexNet, the conv layers contribute the majority of computa-
tion. The filter numbers in residual units increase rapidly, and
same for the weight amount. In each residual unit, several
residual blocks with bottleneck are stacked as shown in the
table. The JPnet for ResNet-50 achieves a 75.74% accuracy,
which is 0.14% higher than the original model. Only 20.6%
MACs are retained in JPnet with a 5.65× activation reduction
and 1.41× weight reduction.
4.4 Prune Activation without Intrinsic Zero
For the networks aforementioned, JP helps stretch the sparsity
level in the ReLU activation. In the following, we validate
the JP technique on the activation function without intrinsic
sparse patterns, e.g., leaky ReLU. Table 6 shows our results
Table 4: AlexNet on ImageNet
Layer Shape Weight # MAC # Acti % Weight % MAC %
conv1 11×11, 96 34.85K 112.2M 68.7% 85% 85%
conv2 5×5, 256 307.2K 240.8M 35.8% 40% 27.5%
conv3 3×3, 384 884.7K 149.5M 25% 35% 12.6%
conv4 3×3, 384 663.5K 112.1M 25% 40% 10%
conv5 3×3, 256 442.4K 74.8M 27.7% 40% 10%
Total 2.33M 689.5M 44.2% 38.8% 28.9%
Table 5: ResNet-50 on ImageNet.
Layer Shape Weight # MAC # Acti % Weight % MAC %
conv1 7×7, 64 9.4K 0.84G 39.9% 93.8% 93.8%
unit2
{ 1×1, 64
3×3, 64
1×1, 256
}
× 3 0.21M 1.13G 19.4% 74.5% 15.0%
unit3
{ 1×1, 128
3×3, 128
1×1, 512
}
× 4 1.21M 1.68G 19.6% 76.0% 16.1%
unit4
{ 1×1, 256
3×3, 256
1×1, 1024
}
× 6 7.08M 2.49G 12.7% 69.1% 9.9%
unit5
{ 1×1, 512
3×3, 512
1×1, 2048
}
× 3 14.94M 1.49G 7.9% 71.8% 6.7%
Total 25.5M 7.63G 17.7% 70.9% 20.6%
for ResNet-32. The model consists of 1 conv layer, 3 stacked
residual units and 1 fc layer. Each residual unit contains 5
consecutive residual blocks. Compared to conv layers, the
last fc layer can be neglected in terms of weight volume and
computation cost. The original model has a 95.0% accuracy
on CIFAR-10 dataset with 7.34G MACs per image. As its ac-
tivation function is leaky ReLu, zero activations rarely occur
in the original and WP models. After applying JP, the activa-
tion percentage can be dramatically reduced down to 30.8%.
As shown in Table 6, the JPnet keeps 32.3% weight parame-
ters, while only 11.5% MACs are required in execution. The
accuracy drop is merely 0.39%.
Figure 4 (a) demonstrates the activation distribution of the
first residual block in baseline model by randomly selecting
500 images from the training set. The distribution gathers
near zero with long tails towards both positive and negative
directions. For comparison, the activation distribution after
JP are shown in Figure 4 (b), in which activations near zero
are pruned out. In addition, the kept activations are trained to
be stronger with larger magnitude, which is consistent with
the phenomenon that the non-zero activation percentage in-
creases after weight pruning when using ReLU as illustrated
in Figure 2 (a).
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Figure 4: Activation distribution of ResNet-32.
5 Discussion
Comparison with Static Activation Pruning: The static
activation pruning approach has been widely adopted in
Table 6: ResNet-32 on CIFAR-10.
Layer Shape Weight # MAC # Acti % Weight % MAC %
conv1 3×3, 16 0.43K 0.44M 50% 40% 40%
unit2
{
3×3, 160
3×3, 160
}
× 5 2.1M 2.15G 29.1% 40% 11.6%
unit3
{
3×3, 320
3×3, 320
}
× 5 8.76M 2.6G 31.8% 40% 12.7%
unit4
{
3×3, 640
3×3, 640
}
× 5 35.02M 2.6G 34.5% 30% 10.3%
Total 45.87M 7.34G 30.8% 32.3% 11.5%
efficient DNN accelerator designs [Albericio et al., 2016;
Reagen et al., 2016]. By selecting a proper static threshold
θ in Equation (2), more activations can be pruned with lit-
tle impact on model accuracy. For the activation pruning in
JP, the threshold is dynamically set based on the winner rate
and activation distribution layer-wise. The comparison be-
tween static and dynamic pruning is conducted on ResNet-32
for CIFAR-10 dataset. For the static pruning setup, the θ for
leaky ReLU is assigned in the range of [0.07, 0.14], which
brings different activation sparsity patterns.
As the result of leaky ReLU with static threshold shown in
Figure 5, the accuracy starts to drop rapidly when non-zero
activation percentage is less than 58.6% (θ = 0.08). Using
dynamic threshold settings according to winner rates, a better
accuracy can be obtained under the same activation sparsity
constraint. Finetuning the model using dynamic activation
masks will dramatically recover the accuracy loss. As our
experiment in Section 4.4, the JPnet for ResNet-32 can be
finetuned to eliminate the 10.4% accuracy drop caused by the
static activation pruning.
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Figure 5: Comparison to static activation pruning for ResNet-32.
Activation Analysis: In weight pruning, the applica-
ble pruning strength varies by layers [Han et al., 2015;
Molchanov et al., 2016]. Similarly, the pruning sensitivity
analysis is required to determine the proper activation pruning
strength layer-wise, i.e., the activation winner rate per layer.
Figure 6 (a) shows the relation of JPnet accuracy drop and
the selection of winner rate for AlexNet before finetuning. As
can be seen that the accuracy drops sharply as the activation
winner rate of conv1 is less than 0.3, while setting the winner
rate of conv5 under 0.1 doesn’t affect accuracy. This implies
that deeper conv layers can support sparser activations. The
unit-wise analysis results for ResNet-32 are shown in Figure
6 (b), which denotes a similar trend of activation pruning sen-
sitivity to AlexNet: conv1 is most susceptible to the activation
pruning. The accuracy of ResNet-32 drops quickly with the
decrements of winner rate, indicating a high sensitivity. Ver-
ified by thorough experiments in Section 4, the accuracy loss
can be well recovered by finetuning with proper activation
winner rates.
Speedup from Dynamic Activation Pruning: The
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Figure 6: Activation pruning sensitivity.
speedup for fc layers with dynamic activation pruning can be
easily observed even without specific support for sparse ma-
trix operations. After activation pruning, the weight matrix in
fc layers can be condensed by removing all connections re-
lated to the pruned activations, which speeds up the inference
time with the compact weight matrix. Table 7 shows the ex-
periment results implemented in TensorFlow compiled on In-
tel i7-7700HQ CPU for AlexNet’s 3 fc layers. The activation
percentage listed here is the winner rate for the input activa-
tions. There is no accuracy loss after finetuning with these
winner rate settings. Batch size is set as 1 in the test, which is
the typical scenario in real-time applications on edge devices.
The experiment obtains 1.95×∼ 3.65× speedup. Time spent
on activation pruning to get winner activations accounts for
a very small portion of the time spent on the original dense
layers.
Table 7: Speedup test for fc layers in AlexNet.
Layer Shape Acti % Time per Layer SpeedupOriginal Acti Pruning + MACs
fc1 9216×4096 27.7% 10.19 ms 0.87 ms + 3.08 ms 2.58×
fc2 4096×4096 10% 4.54 ms 0.52 ms + 0.72 ms 3.65×
fc3 4096×1000 10% 1.52 ms 0.39 ms + 0.39 ms 1.95×
Activation Threshold Predicting Method: As discussed
in Section 3.5, the process to select activation winners can be
accelerated by threshold prediction on down-sampled activa-
tion set. We apply different down-sampling rates on the JPnet
for AlexNet. As can be seen in Figure 7, layer conv1 is most
vulnerable to threshold prediction. From the overall results
for AlexNet, it’s practical to down-sample 10% (α = 0.1) of
activations for activation threshold prediction by keeping the
accuracy drop less than 0.5%.
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Figure 7: The effects of threshold prediction.
6 Conclusion
To minimize the computation cost in DNNs, JP technique in-
tegrating weight pruning and activation pruning is proposed
in this paper. The experiment results on various models
for MNIST, CIFAR-10 and ImageNet datasets have demon-
strated considerable computation cost reduction. In total, a
2.3×∼ 5.8× activation compression rate and a 1.41×∼ 10×
weight compression rate are obtained. Only 3.65% ∼ 28.9%
of MACs are left with marginal effects on model accuracy,
which outperforms the weight pruning by 1.2× ∼ 2.7×. The
JPnets are targeted for the dedicated DNN accelerator designs
with efficient sparse matrix storage and computation units on
chip. The JPnets featuring compressed model size and re-
duced computation cost will meet the constraints from mem-
ory space and computing resource in embedded systems.
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