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Abstract
The morphology of a fracture in a granite block is sampled using a high resolution
profiler providing a 3999×4000 pixel image of the roughness. We checked that a
self-affine model is an accurate geometrical model of the fracture morphology on
the basis of a spectral analysis. We also estimated the topothesy of the experimental
surface to be lr ≈ 2 10−7mm and the roughness exponent to be ζ ≈ 0.78. A finite
difference scheme of the Stokes equation was used to model the viscous flow through
a fracture aperture that included the experimental fracture surface. It consists of
a semi-fracture between a flat Plexiglas plate and the rough fracture surface. We
finally compare our numerical results to experimental measurements of the fluid
flux through the fracture using a glycerol/water mixture (to be at sufficiently low
Reynolds number where Stokes equations holds). The comparison is successful de-
spite a limited resolution of the experimental measurements. We finally show that
only long wavelengths of the fracture control its hydraulic conductivity.
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1 Introduction
The modelling of the fluid transport in low permeable crustal rocks is of cen-
tral importance for many applications (Neuman, 2005). Among them is the
monitoring of the geothermal circulations in the project of Soultz-sous-Foreˆt,
France (Bachler et al., 2003). The transit time of the brines into the natural
and induced fractures between injection and production wells has to be care-
fully estimated in order to provide precise estimates of the production running
time. Water flux controls both the heat transfer to the fluid and the cooling
of the massif (Murphy, 1979; Glover et al., 1998; Tournier et al., 2000).
As shown from previous studies (Benderitter and Elsass, 1995; Tournier et al.,
2000; Evans et al., 2005) only a few important fractures, closely associated
in clusters (Genter et al., 2000) are controlling the fluid exchange between
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wells. Accordingly the study of the flow within a single fracture appears of
central interest. It is also important for large scale numerical simulations of
the convective circulation in the massif (Fontaine et al., 2001; Zhao et al.,
2003). Up to now, only very simple models for fractures, i.e. parallel plates
models, have been considered, ignoring the impact of the fracture morphology
on the fracture transmissivity (Tournier et al., 2000).
For a parallel plate model, the steady state solution of the Navier-Stokes equa-
tions for incompressible laminar flow yields the cubic law, where the volumetric
flow rate Q depends linearly on the macroscopic pressure gradient in the flow
direction, and is proportional to the cube of the plate separation a:
Q = −Ly a
3
12η
∇P (1)
where Ly is the width of the fracture perpendicular to flow and η is the fluid
viscosity (Bodin et al., 2003; Brush and Thomson, 2003).
In this study, we are interested in the influence of a realistic geometry of the
fracture on its hydraulic permeability (Brown, 1987; Plourabou et al., 1995;
Hakami and Larsson, 1996; Adler and Thovert, 1999; Me´heust and Schmit-
tbuhl, 2000, 2001, 2003). The morphology of fresh fractures is sampled and
compared to a geometrical model that can be used in numerical codes for the
fluid flow. We will also use the measured aperture profile as boundary condi-
tions to simulations. A contrario, the existence of a simple geometrical model
of fracture morphology will allow to generate many realizations of synthetic
fracture aperture, and thus study systematic effects when good statistics are
needed. Our goal is to show that realistic fracture morphology can be intro-
duced as a perturbation of the parallel plate model. However we show that
strong influences on the transport properties might emerge owing to the long
spatial correlations of the asperities morphology even in the limit of laminar
flows. We have to mention that we assume that altered fractures partly coated
with secondary minerals are still correctly described by a similar geometrical
model (Schmittbuhl et al., 1993; Me´heust, 2002; Schmittbuhl et al., 2006). In
any case, as long as the coating process redistribute masses within a finite
range, the geometrical model considered will properly describe the large scale
morphology of the fracture aperture – i.e., at first, only small scale modifica-
tions of the aperture profile will happen. This large scale morphology will be
shown to strongly control the fracture transmissivity, and the morphological
model for fresh fracture is thus hopefully also relevant for the transmissivity
of altered fractures.
We limit ourself to viscous flow characterized by low Reynolds number (Re 
1) although turbulence might develop at high flow rate (Gutfraind and Hansen,
1995; Qian et al., 2005). The Reynolds number Re that can be defined from the
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Navier-Stokes equation is the ratio of the inertial terms to the terms describing
the viscous forces. Estimates of the velocity along the flow and estimates of
velocity perpendicular to the main flow are respectively labelled uz and uh,
while lz and lh denote estimates of the respective scales of variation of the
velocities, and <a> the arithmetic mean aperture of the fracture. For viscous
flow, uh is much smaller than uz, and lz much smaller than the mean aperture
<a>. Because of incompressibility, lz/lh ∼ uh/uz, which is vanishingly small,
and the Reynolds number can be evaluated as Re ≈ uzl2z/νlh, where ν = η/ρ
is the kinematic viscosity of the fluid (Me´heust, 2002).
We also assume that the lubrication approximation holds. Accordingly flow
properties are only a function of the local apertures and not of the aperture
gradients. This property implies that open fractures with different pairs of
surface fractures, one on the top z+(x, y) and one on the bottom z−(x, y), but
with the same aperture field a(x, y) = z+(x, y)− z−(x, y), will have the same
hydraulic behavior. Among this set of equivalent fractures, a semi-fracture,
made of a rough surface facing a flat plate can be defined as z+(x, y) = a(x, y)
and z−(x, y) = 0. This equivalent semi-fracture will show the same aperture
field. We will base our experimental approach on this property and reduce
our problem to such a semi- rough fracture. The flat plate is chosen to be
transparent (PMMA) which allow to follow optically tracers if necessary (e.g.
in ongoing experiments on reactive fluids).
2 Fracture morphology
2.1 Roughness measurement
We studied the viscous flow imposed inside a fresh fracture that extends over
an area of 10cm×10cm. Grains are typically millimetric (0.5mm). The frac-
ture was obtained from a mode I failure under a three point bending load of
a 10cm×10cm×20cm granite block from Lanhe´lin, France. The fracture was
initiated from a linear initial notch that was machined in the middle of the
block before triggering the breaking procedure, and crossed the sample dy-
namically. The granite is a two-mica granite containing both muscovite and
biotite, and K-felspars (Me´heust, 2002).
To get a fast and precise topography measurement of the fracture surfaces, we
used an optical profiler (see Fig. 1) (Me´heust, 2002; Renard et al., 2004). The
instrument provides a height measurement without any contact of the surface
which allows a fast on-flight acquisition of the topography (up to 70 points per
second). However this technique requires not to measure the original fracture
butt a cast of the fracture made of an optically homogeneous material. To do
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Fig. 1. Sketch of the optical profiler. The laser sensor sends a laser beam of 30 µm in
diameter normally to the surface and records diffuse reflection from two ccd arrays.
Height is deduced from a triangulation estimate. The sensor is attached to the Z-axis
which is vertical and moved horizontally by the Y-axis, over the sample. The X-axis
is the second horizontal translation stage that moves the sample. Maximum range
of each translation stage is explicited. Their mechanical resolution is 1µm.
this, we apply a blue silicon resin (RTV 1570) on the granite surface and turn
it out after drying to get a perfect counter molding of the granite surface. The
use of a silicon cast aims at suppressing optical artifacts that might come from
significant variations of the reflectivity when passing different minerals along
the granite surface. Indeed, the silicon is uniformly blue and rather equally
diffusive providing a high quality measurement of the fracture morphology.
Therefore very high resolution map of the fracture can be obtained.
In the present study, a 3999×4000 image of the complete fracture surface is
obtained with a vertical resolution of 2µm (see Fig. 2). The map consists of
almost 16 millions pixels providing one of the highest image resolution ever
obtained for a fracture surface. The mesh of the horizontal grid (i.e. along
the (X,Y) plane) is 24µm×24µm and the total area is 95.952×95.976 mm2. A
mean plane estimated from a least square fit has been removed. The fracture
surface shows a very rich distribution of asperities of any size (see the fractal
dimension measured in Bouchaud et al. (1990) and the return probability
measured in Schmittbuhl et al. (1995)), the aspect ratio of the asperities (i.e.
height over lateral extension) being very small. To be more precise, an asperity
can be defined as a connected surface entirely above the mean plane, the height
of the asperity is the maximum z− coordinate of this surface, and its lateral
extension refers to the x− or y− extent of the orthogonal projection of this
surface on the mean plane.
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Fig. 2. Top: 3D map of the silicon cast of a fresh granite fracture sampled with
the optical profiler. The resolution of the map is 3999×4000 with a mesh of
24µm×24µm. On the left side of the image (low X), the initial machined notch
is visible. Bottom: height distribution of the fracture topography. The best Gaus-
sian fit for the whole distribution is plotted as: N(0, σ2) = (1/σ
√
2pi) exp (−z2/2σ2)
with σ = 1.393mm. Height distribution of the synthetic fracture topography pre-
sented in Fig. 5 is added for comparison as the height distribution of the filtered
measured surface shown in Fig. 8
2.2 Height statistics
The height distribution is computed and shown in Fig. 2. Even with a very
large amount of data (i.e. 15996000 data points), the Gaussian fit obtained
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from a least square fit, is a raw approximation. The rms of the Gaussian model
provides an estimate of the height fluctuations: σ = 1.393 mm (see Fig. 2).
An extended description of the height statistics, in particular the departure
from a Gaussian statistics, is proposed in Santucci et al. (2006).
To characterize the possible spatial correlations of the height fluctuations, we
computed the Fourier power spectrum of the topography P (k) = |z˜(k)|2 where
k is the wave number. This is also the Fourier transform of the height-height
correlation: P (k) = C˜(k) where C(δ) =< h(x)h(x + δ) >x − < h2 >x (see
Figure 3). A power law behavior is a good fit over more than 3 decades. The
average phase spectrum < φ(k) > is also plotted in Figure 3. It shows the
average over the y-axis of phase spectrum φ(kx) of profiles extracted along
x-axis. Phases almost average to zero for most wave numbers k showing their
randomness. At low wave-numbers (i.e. low k), phases still show large fluc-
tuations indicating that phases might be spatially correlated and not fully
random.
2.3 Geometrical model
A self-affine surface is a possible geometrical model for roughness topogra-
phies of fractures as shown in several previous studies (Brown and Scholz,
1985; Schmittbuhl et al., 1993, 1995; Bouchaud, 1997). Self-affinity is a scal-
ing invariance property that reads as:


x → λx
y → λy
z → λζz
(2)
where λ is a scaling factor and ζ is the roughness exponent. As can be seen
from Eq (2), the scaling transformation is supposed to be isotropic within the
mean plane (x, y) since the scaling factors are the same along x and y axes.
Accordingly the fracture propagation direction is assumed not to influence the
fracture roughness (Me´heust and Schmittbuhl, 2001; Me´heust, 2002). On the
contrary, the scaling is anisotropic along the out of plane direction z. Indeed,
the scaling factor is not the same along the mean plane (x, y) compared to the
out of plane direction z. For the latter direction, the roughness exponent ζ
describes how anisotropic is the property. When being equal to one, the prop-
erty is isotropic and corresponds to a fractal. When the roughness exponent is
different from one (i.e. classically between 0 and one, the scaling is anisotropic
and the surface is self-affine.
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Fig. 3. Top: Fourier spectra of the fracture morphology. Spectra are computed from
2D profiles extracted along either x or y direction (respectively parallel or perpen-
dicular to the crack propagation) and then averaged over all the extracted profiles
along the same direction (Schmittbuhl et al., 1995). The best power law fit is given:
P (k) = 1.05 ·10−10x−2.56 with P (k) in µm3 (error bars are 5 ·10−11 for the prefactor
and 0.05 for the exponent). Bottom: Phase spectra have been computed along the
X-direction and averaged over the Y-direction. Phases are qualitatively distributed
randomly.
If a surface z(x, y) shows such a self-affine behavior, it can be shown that
its 1D Fourier power spectrum fulfils the relation (Schmittbuhl et al., 1995):
P (k) ∝ k−1−2ζ and the phase spectrum is supposed to be flat and uncorre-
lated. Figure 3 shows how good is the self-affine model for a high resolution
measurement of a fracture surface. The estimate of the roughness exponent
from a Fourier method, is ζ ≈ 0.78.
The self-affine property is also visible in the real space when computing the
rms of the height fluctuations over a variable length scale l:
σ2(l) =< z2(x, y) >l − < z(x, y) >2l (3)
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Fig. 4. Scaling of the rms σ(l) of the fracture topography along x- and y-axis. The
best fit of the form σ(l) = l1−ζr lζ defines the roughness exponent ζ ≈ 0.82 and the
topothesy lr ≈ 2 · 10−7mm.
Figure 4 shows the scaling of the rms of the experimental surface. A self-affine
surface shows a scaling of the second moment as: σ(l) = l1−ζr l
ζ where the
prefactor lr defines the topothesy of the surface. We estimated lr ≈ 2 ·10−7mm
which is very small. The topothesy corresponds physically to the length scale
for which the slope of the surface is one: σ(lr) = lr (Simonsen et al., 2000).
Accordingly the local slope of the surface is always significantly smaller than
one for the range of scales that we explored, i.e. from 0.03 to 100 mm, as
shown on Fig. 4.
2.4 Synthetic fracture surfaces
The knowledge of the roughness exponent and the topothesy allows the nu-
merical construction of synthetic surfaces (Adler and Thovert, 1999; Me´heust
and Schmittbuhl, 2001). Indeed, from the Fourier transform R˜(k) of a ran-
dom field or white noise of magnitude l1−ζr , it is possible to apply a fractional
integration in the Fourier domain by multiplying the Fourier transform by
the wavenumber to the power −1 − ζ: h˜(k) = k−1−ζR˜(k) and get a synthetic
fracture surface after applying an inverse Fourier transform.
Figure 5 shows an example of a synthetic surface of size 512×512 with compa-
rable statistical parameters to the measured surface. The height distribution
of it is shown in Fig. 2. Mean and root mean square are equal to those of the
measured surface.
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Fig. 5. Synthetic fracture surface (512 × 512) with a roughness exponent ζ = 0.82
and a topothesy lr = 2 · 10−7mm.
3 Numerical modeling of a viscous flow
3.1 Stokes flow
As mentioned in the introduction, we limit our study to viscous flow. Extension
of the present work to higher Reynolds number will be addressed by a future
work.
To study the viscous flow in a rough fracture, we developed a numerical simu-
lation based on the Stokes equation (Me´heust and Schmittbuhl, 2001, 2003).
As mentioned earlier, the rough aperture is considered as the void between a
rough fracture surface a facing flat plane. In such a case, the height fluctuations
of the fracture surface are identical to that of the aperture:
a(x, y) = Z(x, y) = z(x, y) + am (4)
where Z(x, y) is the height measurement of the topography in the reference
frame of the upper flat plane and z(x, y) is the height fluctuations of zero mean
(< z(x, y) >fracture= 0) and am is the so-called mechanical aperture which
corresponds to the average aperture of the fracture: < a(x, y) >fracture= am.
As shown in several studies (Adler and Thovert, 1999; Me´heust and Schmit-
tbuhl, 2001), if the local aperture a(x, y) is slowly varying (i.e. ∂xa  1), the
lubrication approximation is valid. As a consequence, a local cubic law holds
for the local flow rate:
q(x, y) = −a(x, y)
3
12η
∇P (5)
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where q(x, y) =
∫
a(x,y) v(x, y, z)dz and v(x, y, z) is the local fluid velocity. In
doing so, the problem becomes two dimensional. It can be shown that the
local flow rate is conservative: ∇·q = 0 which leads to the Reynolds equation
that is numerically solved:
∇ ·
(
a(x, y)3
12η
∇P
)
= 0 (6)
The pressure field is solved using a finite difference scheme (Me´heust and
Schmittbuhl, 2001) and a bi-conjugated gradient method for the matrix inver-
sion (Press et al., 1992). The pressure field P (x, y) is described on grid twice
coarser than the aperture field a(x, y). We reduce the resolution of the mea-
sured aperture field to a 1000x1000 resolution by under-sampling because of
numerical limitations which slightly reduces the scaling range of the aperture
but has no influence on the self-affine property of it. Boundary conditions are
defined as follow: a pressure drop ∆P is imposed along the x-axis between the
inlet and outlet while no flux exists through the lateral boundaries.
The result of the simulation in terms of modulus of the local flux |q(x, y)| for
am = a
c
m is shown in Figure 6. The critical mechanical aperture a
c
m is defined
as the smallest mechanical aperture to get only the highest asperity of the
rough fracture surface in rigid contact to the facing plane. For the measured
rough fracture, acm = 3.37 mm. This value could be high in comparison to the
in situ conditions of the Soultz-sous-Foreˆts deep fractures.
Figure 6 compares the aperture fluctuations to the local flux fluctuations.
Both sub-images differ in their general aspect: aperture fluctuations show a
rich, long range correlated, but isotropic pattern (Me´heust and Schmittbuhl,
2001). On the contrary, flux patches are anisotropic and a channeling effect is
clearly visible. It is of interest to note that the region of maximum aperture
on the upper side of the picture does not correspond to a maximum of the
local flux. This shows the importance of large scale properties of the aperture
to get extended channel where most of the flux takes place.
We also computed the hydraulic conductivity of the fracture as: K = ηQ/∆P
since the system is square (Lx = Ly). If a cubic law were holding at large scale
for any aperture of the fracture, we would expect the hydraulic conductivity
to behave as: K = a3m/12 where am is the mechanical aperture. To check the
validity of such a large scale cubic law, we plotted in Figure 7 the ratio 12K/a3m
which should be equal to one for a perfect cubic law. A significant departure
from the cubic law is observed at small closure of the fracture (am ≈ acm).
Influence of the pressure drop orientation has been explored in Me´heust and
Schmittbuhl (2001, 2003).
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Fig. 6. Left: Gray level image of the fracture aperture (white corresponds to large
aperture). Right: gray level map of the modulus of the local flux |q(x, y)| (white is
for large flux). The global imposed flux is from left to right. The notch is visible on
the left side of the images and marked by an arrow.
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Fig. 7. Ratio of the hydraulic conductivity K and expected hydraulic conductivity
from a cubic law a3m/12 as a function of the mechanical aperture am. The vertical
dashed line indicates the aperture at rigid contact acm.
3.2 Dominant role of large scale asperities
In comparison to an experimental approach, the numerical modelling allows to
study explore with a new path, the role of the fracture roughness on the fluid
flow. Indeed, it is possible to show that long wavelength modes of the aperture
fluctuations are controlling the fluid flux. For this purpose we artificially fil-
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Fig. 8. Example of a low-pass filter applied to the experimental surface. The cut-
off frequency is kc/kmin = 8 which corresponds to 8 Fourier modes. The height
distribution of the surface is shown in Fig. 2.
tered the aperture field and studied the impact of the filtering on the hydraulic
conductivity of the fracture. The filter is applied in the Fourier domain as a
low-pass filter. Each modulus of the Fourier transform of the experimental
aperture field that has a wavenumber k smaller than a cut-off wavenumber
kc is set to zero. An inverse Fourier transform provides a smoothened aper-
ture field as illustrated in Fig 8 for kc = 8kmin where kmin is the smallest
wavenumber of the surface. Therefore only 8 Fourier modes in both directions
kx and ky (i.e. 64 modes in total) are not equal to zero. Note that a direct
measurement with a poor spatial resolution could provide similar results but
if it were done on a much larger sample to get a large statistics of the large
wavenumber topography fluctuations.
We then solve the Stokes equation and search for the evolution of the di-
mensionless flux Q/Qm where Qm is the expected flux from the cubic law.
Figure 9 shows the effect of the filtering on the flux. It is of interest to see
that already for kc = 2kmin (i.e. 2 Fourier modes in each direction) which is
a very smoothened version of the aperture field, most of the difference with
the cubic law is obtained. Then increasing kc provides more and more details
of the full response kc = 500kmin. Accordingly, the knowledge of the aperture
does not need to be described with a high resolution but it has to be mea-
sured on large wavelength. However, the exact value of the contact condition
am = a
c
m requires a very precise description of the highest asperity.
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Fig. 9. Evolution of the aperture filtering on the departure to the cubic law. The ratio
of the flow rate and the flow rate deduced from the cubic law (Qm = a
3
m/12η ∆P )
as a function of the mechanical aperture. The aperture is filtered from a low-pass
filter in the Fourier domain at k = kc. Only the two first Fourier modes of the
aperture field are responsible for most of the departure from the cubic law.
4 Experimental modelling
To check the validity of the Stokes equation to describe the flow in a rough
fracture we conducted laboratory experiments that enable a direct check of
the numerical results.
The experimental setup is described in Figure 10. It consists of a fracture
permeameter where the fluid flux is imposed using a peristaltic pump in the
range: 0-3 l/min (similar to the numerical simulations). Pressure difference
between the inlet and outlet of the fracture is measured using two piezo-electric
Honeywell 24PC sensors at the bottom of the input and output containers. The
accuracy of the pressure measurement is 0.2 Pa (i.e. 0.02 mm of water). To get
a stabilized measurement (no influence of the pump vibration), the pressure
difference is sampled at a 1Hz frequency during 6 minutes. The pump is also
run 15 minutes before any measurements to get a thermal equilibrium of the
fluid.
In our setup, the mechanical aperture am is an adjustable parameter. It is
set with a precision of 0.25 mm. Indeed, a waterproof connection between
the upper Plexiglas plate facing the rough fracture surface and the rest of
the setup allows a vertical motion of the plate. Two bubble levels ensure
parallel positions of the upper plate and the mean fracture plane. Indeed the
mean fracture plane has been extracted from the roughness measurement and
its crosses with the granite block boundaries, drawn on the block (with an
angular resolution of 0.3 degree). A first bubble level is then attached to this
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Fig. 10. Sketch of the experimental setup: fracture sample (S), transparent Plexiglas
plate (TPP), peristaltic pump (P), pressure sensors (PS1, PS2).
mean fracture plane. A second bubble level is set on the upper Plexiglas plate.
The comparison of the two bubble levels ensures the parallel position of the
facing interfaces.
We chose a viscous fluid to be at low Reynolds number (i.e. laminar Stokes
flow). Accordingly we used a glycerol/water mixture (90%/10%). Its density
has been measured: ρ = 1200 kg/m3. The kinematic viscosity has also been
measured and its sensitivity to temperature: η(T ) ≈ 0.22 − 5.5 · 10−3T in
kg.m−1.s−1 with T in Celsius degree. These parameters are similar to those
used in the simulation.
As a first check of the Stokes flow, we checked the reversibility of the flow
changing the flux direction for a given mechanical aperture am (see Figure 11
that shows the flux Q as a function of the pressure drop ∆P ). Twenty different
values of the imposed flux are performed providing an accurate estimate of the
relationship between flux and pressure drop. The reversibility is very good.
It comes to excellent if the influence of the temperature on the viscosity is
considered.
As a second check, we plotted similar quantities, Q versus ∆P , but for 10
different experiments for 5 apertures (2 experiments per aperture but changing
the flow direction). We see that the linearity between the flux Q and the
pressure drop ∆P is fulfilled over the range of explored fluxes. We also confirm
the reversibility of the flow from the symmetry of the figures when changing
the flow direction.
Finally we report the obtained ratio of the flux Q and the pressure drop ∆P
as a function of the mechanical aperture (see Figure 13). Twenty four exper-
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Fig. 11. Reversibility test: The flux Q is plotted versus the pressure drop ∆P be-
tween the inlet and the outlet for the minimum possible aperture. Two set of ex-
periments are reported: one for a direction of the flux labelled + and one for the
opposite direction of the flux labelled −. No correction for the temperature varia-
tion has been introduced though experiments were done with a 0.5◦C temperature
difference which correspond to a 3% difference in viscosity. Only the sign of the
pressure drop has been changed for experiments in direction −.
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Fig. 12. Influence of the imposed shift d on the flow rate Q versus pressure drop ∆P
behavior . For each mechanical aperture am = a
c
m + d, 20 steps of the imposed flux
have been performed (from 6.27 · 10−7 m3/s to 2.49 · 10−5 m3/s) in each direction
+ and −. Only experiments for d between 0 and 1 mm are reported here.
iments are reported. They were done with a relative error of the translation
measurement of 0.25 mm. Since they are performed at slightly different tem-
peratures, a temperature correction has been introduced using the measured
temperature sensitivity of the viscosity to estimate the flux at the average
temperature of 23.1◦C.
Experimental results show an increase of the ratio hydraulic conductivity
Q/∆P (which is proportional to the hydraulic conductivity) for an increase of
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Fig. 13. Comparison between experiments and simulations: Evolution of the ratio
of the flux |Q| and the pressure difference ∆P for 24 experiments. Experiments
have a relative error for acm of 0.25 mm. The critical mechanical aperture obtained
from a contact test, has been found to be acm = 3.8 mm which is slightly higher
than the value obtained from the topography measurement acm = 3.37 (i.e. from the
measurement of the highest asperity). Simulations were performed for a viscosity
η = 0.112 kg.m−1.s−1 to get a satisfactory match with absolute experimental data
(i.e. slightly higher than the experimentally measured values).
the mechanical aperture. At low mechanical aperture, experimental data (i.e.
black circles in Figure 13) exhibit a clear trend and experiments at the same
aperture but in opposite flow directions, show very consistent results. For com-
parison, the results from numerical simulations are added in Figure 13. They
are in good agreement with the experimental results despite the scattering of
the experimental data. However the departure from the cubic law being of
a small effect with the experimentally explored parameters and owing to the
limited quality of the experimental data (i.e. too large error bar on the contact
condition, acm), we could not observe clearly the departure as described in the
previous numerical section.
5 Conclusions
We measured the topography of a fresh fracture surface at very high resolution
(almost 16 millions pixels). We confirmed that a self-affine model provides a
nice description of the fracture geometry that can be used for many modellings
where the fracture geometry might play a significant role: fluid flow, thermal
advection and diffusion, chemical interaction like erosion or precipitation, ex-
change surface measurement, etc.
Fracture roughness is shown to have a significant influence on the flow through
its aperture. More precisely we show that only very large wavelengths of the
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aperture fluctuations control most of the hydraulic conductivity in the limit
of a viscous flow and a sufficiently open fracture. This observation suggests
that only very coarse-grain measurement of the fracture aperture is required
to describe the hydraulic fracture aperture. Indeed we show that only 4 modes
of the Fourier transform of the aperture fluctuations account for most of the
departure to the cubic law at small aperture. On the contrary, the knowledge
of the mechanical aperture is very much controlled by the measurement of the
largest asperities of the fracture topography. Unfortunately the later will be
described by the tail of the topography distribution which requires a precise
and intense geometrical characterization.
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