We study resource allocation in cellular systems and consider the problem of finding a power efficient scheduling in an uplink single carrier frequency division multiple access system (SC-FDMA). Due to the discrete nature of this problem and its computational difficulty, particularly in a real-time setting, the use of suboptimal algorithms is common practice. We aim at an effective way of gauging the performance of suboptimal algorithms by finding tight bounds on the global optimum.
Introduction

Related works
For 4G networks, most of the previous work that has dealt with optimizing power consumption and subcarrier allocation is for OFDMA systems. Algorithms regarding resource allocation with the objective of maximizing the utility or minimizing the power consumption have been addressed in Cheong et al. (1999) , Miao et al. (2010) , Lei et al. (2012) , and Gao and Wang (2011) .
In SC-FDMA, there are two schemes for allocating subcarriers to multiple UEs: interleaved and localized (Myung et al., 2006) . With the former, each UE transmits data by subcarriers spread over the entire bandwidth. In the latter, each UE is restricted to occupy a set of consecutive subcarriers in the frequency domain. Primarily due to this adjacency restriction, the previously developed scheduling algorithms for OFDMA cannot be directly applied in localized SC-FDMA.
From the point of view of optimization, the adjacency constraint is the main difference between SC-FDMA and OFDMA, and makes the resource allocation optimization more challenging. The NP-hardness of incorporating the adjacency constraint into scheduling algorithms with respect to different performance measures has been proven in Wong et al. (2009) and Ahmad and Assaad (2011) , and most proposed algorithms are greedy-based heuristics ones (Kim et al., 2010; Lei et al., 2013a,b; Wong et al., 2009) .
Different system performance measures for SC-FDMA scheduling and subcarrier allocation are presented in Lee et al. (2009) , Wong et al. (2009) , Ahmad and Assaad (2011) , and Safa and Tohme (2012) . Maximizing the sum utility, known as the proportional fair criterion, in the time and frequency domain, is presented in Lee et al. (2009) , where some sub-algorithms for assigned UEs are also proposed. In Wong et al. (2009) , the authors formulated the sum utility maximization problem with subcarrier-adjacency restriction in SC-FDMA systems as a BinaryInteger Programming (BIP) problem. In Ahmad and Assaad (2011) , the authors transformed the BIP problem in Wong et al. (2009) into a canonical dual problem, and based on this approach, they developed a polynomial-time complexity, but suboptimal, algorithm to solve the power minimization problem in SC-FDMA uplink. The problem of minimizing the number of allocated subcarriers meeting the given demand, is considered in Safa and Tohme (2012) , as a measure for the performance of the existing greedy-based heuristic algorithms. Comparatively, the problem of minimizing power efficiency has been much less studied.
We study subcarrier-consecutive power efficient scheduling in SC-FDMA systems over multiple transmission time slots, assuming full knowledge of the communication channel for the entire scheduling period and with the objective to minimize the total power consumption. As mentioned above, several greedy-based heuristics have been proposed in the literature. These heuristics however lack quality guarantees and the schedules produced can be far from being optimal. We approach the scheduling problem with static formulation with the purpose of computationally delivering global optimality or a tight bounding interval confining global optimum. This is not a trivial task in view of problem complexity.
On the methodology side, we adopt the notion of column-oriented formulations and column generation (e.g., Vanderbeck et al., 2005) , to achieve our objective of gauging the performance of energy efficiency of SC-FDMA scheduling from an optimization standpoint. The column generation methodology overcomes the scalability issue and is able to produce a global optimum or tight bounds on a global optimum. The principle of column generation depends heavily of linear programming theory, and the reader who is not familiar with linear programming is referred to, for example, Bertsimas and Tsitsiklis (1997) .
Column generation
Column generation is a method for linear programs that have too many variables (i.e., columns) to be considered explicitly, but the variables have a common structure that allows them to be created systematically. Based on the observation that for such problems the vast majority of the variables have no significance at optimum, that is, they attain value zero, only a subset of variables are of actual interest when solving the problem. Column generation leverages this observation to create only the variables which have the potential to improve the objective value, by using dual multipliers.
Column generation alternates between solving a restricted version of the linear program, counting only a small subset of columns and referred to as the restricted master problem, and a subproblem, also called column generation or pricing problem (Dantzig and Wolfe, 1960) . The subproblem identifies columns that are profitable to add in the restricted master problem, and after solving this problem, the value of the dual variables are sent to the pricing problem. For a minimization problem, the restricted master problem provides upper bounds on the optimal value, while the dual solution and the pricing problem provide lower bounds.
Many discrete optimization problems admit different integer programming formulations, some being less straightforward than others. Among the less straightforward ones are the column-oriented formulations, which include huge numbers of variables and are suited for column generation. Column-oriented formulations and column generation have proven to be one of the most successful approaches for solving large-scale discrete optimization problems. The linear programming relaxation of such a formulation has the potential to yield a tighter bound on the global optimum than the linear programming relaxation of a straightforward integer linear programming formulation (e.g. Lübbecke and Desrosiers, 2005, Section 5.3.1) , provided that the pricing problem is a discrete optimization problem which is NP-hard while it can still be solved with sufficient practical efficiency. A hybrid between column generation and branch-and-bound, called branch-and-price, has become a very powerful technique for solving a wide range of industrial discrete optimization problems to optimality or to near optimality, most efficiently for routing and scheduling problems (e.g., Barnhart et al., 1998; Desrosiers et al., 1995) .
It is well known that basic column generation approaches often suffer from computational difficulties such as degeneracy and tailing-off, which often increase their computational cost dramatically. Moreover, instability of the behaviour in the dual space is frequent and harmful. This instability manifests itself as oscil-lations in the values of the dual variables, resulting in slow convergence. Further, while the upper bound given by the restricted master problem in non-increasing, the instability causes the lower bound computed for each dual point to oscillate heavily, so that the best lower bound is improved only occasionally. The instability also worsens the quality of the columns that are generated. It can however be dealt with by using stabilization techniques (e.g., Marsten et al., 1975; du Merle et al., 1999; Larsson et al., 2004 ).
Contributions and paper outline
We first formulate the power minimization uplink SC-FDMA scheduling problem as an integer linear program. However, this basic formulation does not admit optimality within reasonable computing effort. We therefore propose a columnoriented formulation of the problem. Lower bounds on the optimal value are found through column generation, while upper bounds are found through the solution of integer versions of the restricted master problem. We further present an enhanced column generation scheme, which includes a stabilization technique, an approximate column generation, that is used initially, and an accelerated upper bounding based on a local search procedure that converts generated columns into feasible solutions.
The pricing problem in our application of column generation is a discrete optimization problem, and the possibility to reach a tight lower bound on the global optimum is the primary motive for studying this approach. Our approach can be characterized as a matheuristic and we obtain good numerical results without having to resort to using branch-and-bound. Our key contribution is a global optimization approach that makes it computationally affordable to gauge the performance of any proposed suboptimal scheduling algorithm with unknown solution quality. The research presented in this paper is a continuation of the preliminary work first published in Zhao et al. (2013) . This paper is organized as follows. Section 2 describes the system model and gives an integer programming formulation. Section 3 gives the column-oriented formulation and a standard column generation solution scheme. Section 4 provides the enhanced column generation method. In Section 5, we illustrate the numerical results of performance evaluation and finally Section 6 summarizes the key conclusions and give suggestions for future research.
Problem definition
We here provide the system specifications and give an integer programming formulation of the optimization problem to be solved.
System model
We consider an uplink SC-FDMA multi-UE system in a single cell with N narrowband subcarriers and U UEs. The base station, as a scheduler, assigns consecutive subcarriers to each UE at each time slot t to minimize the total power consumption of the UEs over T time slots.
We assume full knowledge of the communication channel for the entire scheduling period. This is in line with the solution approach we propose, namely, the focus is to obtain a powerful tool to deliver either the global optimum or a tight bounding interval. With such a tool, one is able to gauge the performance of any other suboptimal scheduling algorithms that may have to deal with unknown and stochastic channel conditions. That is, after applying a suboptimal algorithm, one can compute the bounds with known data for benchmarking, in order to tell if the algorithm performs well, or there is still significant room for improvement. Moreover, with the anticipatory networking paradigm that is expected to be part of next-generation communication systems, network is able to predict the changing conditions of users, and in such cases our solution approach is applicable in a rolling horizon fashion.
For localized allocation in SC-FDMA, the subcarriers assigned to each UE must be consecutive in the spectrum. Due to this restriction, candidate subcarriers can be grouped into candidate subcarrier blocks. Note that candidate blocks are obtained by considering all subsets of consecutive subcarriers, and therefore each subcarrier is part of multiple candidate blocks. We use B to denote the number of nonempty and consecutive subcarrier blocks. Clearly, the block sizes range between zero and N , and the value of B can be derived as follows. A subcarrier block forms a consecutive interval [n, n ], where 1 ≤ n ≤ n ≤ N . For given n, there are N − (n − 1) possible values of n . Letting n take values 1, . . . , N , we obtain N + (N − 1) + · · · + 1 choices in total, giving B = N + (N − 1) + · · · + 1 = N (N + 1)/2. Let N b be the set of subcarriers included in block b = 0, 1, . . . , B, where b = 0 is indexing the empty block, containing no subcarriers at all. We treat the subcarrier blocks as the basic resource allocation units in the frequency domain.
In addition, there are two constraints for power allocation in SC-FDMA uplink. The transmission power for each UE u should be less than a power level limit, denoted by P max u , with equal power allocation to the subcarriers for the UE (European Telecommunications Standards Institute, 2009 ). For each individual subcarrier n, the power can not exceed a given peak power level P } for the block. If block b is empty, the power is zero and the block rate is zero accordingly. For nonempty blocks, Shannon's capacity function (e.g. Tse and Viswanath, 2005) gives the block date rate
where γ unt is the channel gain-to-noise ratio for UE u on subcarrier n at time slot t.
Each UE has a rate demand d u over the T time slots. This demand is satisfied by allocating subcarrier blocks to the UE, leading to a given power consumption. The overall problem is then to make the allocation of subcarrier blocks to the UEs such that all demands will be fulfilled while total power consumption is minimized.
Integer programming formulation
We begin by providing a list of used notations.
Parameters:
• U = number of UEs.
• N = number of subcarriers.
• T = number of time slots.
• B = number of possible combinations of consecutive subcarriers within the same time slot.
• d u = the rate demand for UE u, where u = 1, . . . , U .
• r t ub = the instantaneous block rate for UE u on subcarrier block b at time slot t, where u = 1, . . . , U, b = 0, . . . , B, t = 1, . . . , T .
• p ub = the power consumption for UE u with subcarrier block allocation b, where u = 1, . . . , U, b = 0, . . . , B.
• a nb = 1 if subcarrier n is contained in subcarrier block b 0 otherwise, where n = 1, . . . , N and b = 0, . . . , B.
Variables:
• x t ub = 1 if subcarrier block b is allocated to UE u at time slot t 0 otherwise, where u = 1, . . . , U, b = 0, . . . , B, t = 1, . . . , T .
The power efficient scheduling problem for the SC-FDMA uplink system can then be stated as the following Integer Program (IP).
Objective function (1) is to minimize the total consumed power of all the UEs over all time slots. Constraint (2) requires that the allocation of subcarrier blocks to each UE over all time slots satisfies the UE's rate demand, while constraint (3) states that each subcarrier can be assigned to at most one UE in each time slot. If any block containing a certain subcarrier is allocated to a UE in a time slot, then all the subcarriers within this block become occupied, and no other UE can in this time slot be given any block that contains any of these subcarriers. This effect is achieved by the construction of (3). Constraint (4) ensures that exactly one subcarrier block is allocated to each UE at each time slot, in order to guarantee the consecutiveness of the assigned subcarriers. It prevents that nonadjacent blocks are allocated to the same UE at the same time slot, while for adjacent blocks there is a corresponding single block alternative by the construction of the blocks. If x t u0 = 1 holds, then the empty block is assigned. This model for power efficient scheduling of the SC-FDMA uplink system has the disadvantage of a Linear Programming (LP) relaxation that is not particularly strong in providing tight lower bounds to the global optimum. Finding a schedule that is optimal, or even only near-optimal, using this model is therefore computationally demanding (to be seen in the numerical results in Section 5).
Column-oriented formulation
As an alternative to the formulation IP in the previous section, we propose to use column generation (e.g., Lübbecke and Desrosiers, 2005; Wilhelm, 1995) , which decomposes the original problem into two optimization problems that are solved alternately. Specifically, one alternates between the solution of a restricted master problem containing only a subset of the variables, and the use of its dual solution in a pricing problem to find new and profitable variables.
The approach presented in this section represents standard practice of the theory of column generation, based on a column-oriented reformulation of the IP. Results and notions for improving the column generation efficiency, tailored to the specific problem at hand, will be detailed in Section 4.
The master problem
To apply column generation to the problem of power efficient scheduling in a SC-FDMA uplink system, we first state the column-oriented formulation. It is based on decision variables that, for each UE, correspond to sequences of subcarrier blocks over time slots, with exactly one subcarrier block chosen per time slot, under the additional requirement that these subcarrier blocks together shall satisfy the rate demand for the UE. Hence, each decision variable corresponds to one feasible solution to the restrictions (2), (4) and (5). We start by introducing more notations.
Parameters:
• S u = number of feasible subcarrier block sequences for UE u over all time slots, where u = 1, . . . , U .
• e t ubs =    1 if subcarrier block b is contained in the feasible subcarrier block sequence s for UE u at time slot t, 0 otherwise, where u = 1, . . . , U, b = 0, . . . , B, s = 1, . . . , S u , and t = 1, . . . , T.
Variables:
• x us = 1 if feasible subcarrier block sequence s is assigned to UE u, 0 otherwise, where u = 1, . . . , U, and s = 1, . . . , S u .
Clearly, for each user exactly one of the variables x us shall take the value one. The decision variables of the problem IP depend of the variables x us according to 
Objective function (6) minimizes the consumed power for all the UEs with respect to the choice of sequences of subcarrier blocks over all time slots for all the UEs. Constraint (7) ensures that exactly one subcarrier block sequence is selected for each UE. Constraint (8) states that at each time slot, any subcarrier should be assigned to at most one UE. Note that since the parameters a nb and e t ubs indicate whether subcarrier n is contained in subcarrier block b, and whether subcarrier block b is contained in subcarrier block sequence s, respectively, we then accordingly have that B b=0 e t ubs a nb identifies whether subcarrier block sequence s for UE u includes subcarrier n at time slot t or not. Note that constraints (2) and (4) are embedded in the definition of the variables of the column-oriented formulation together with constraint (7).
Since the number of feasible block sequences is huge, although finite, the column-oriented formulation contains a huge number of variables. This means that it is in practice virtually impossible to set up the model. In a column generation approach for the model, one considers the linear programming relaxation and solves a restricted master problem which contains only a subset of the variables.
Suppose that s u feasible block sequences are available for UE u = 1, . . . , U , where s u ≤ S u . Typically s u S u holds. We refer to the corresponding restricted version of IPM as RIPM. Let LPM denote the Linear Programming Master problem, that is, the continuous relaxation of IPM. Then the resulting Restricted Linear Programming Master (RLPM) problem is as follows. 
Even though the above formulation differs just slightly compared to IPM, we give it for the sake of rigor and for the convenience of introducing the dual variables. The problem RLPM gives a feasible solution to LPM, and thus an upper bound to the optimal value of LPM. Let v u represent the dual variable of constraint (11) and let y nt represent the dual variable of constraint (12). These dual variables are instrumental for the generation of additional feasible block sequences through the solution of a pricing problem.
The pricing problem
By using the optimal dual values for the restricted master problem, denotedv u andȳ nt , the reduced cost for an arbitrary column in LPM is c us = 
Finding the most profitable column for each UE u amounts to obtaining the minimum value ofc us over s = 1, . . . , S u , which is equivalent to solving the linear binary problem
since each column in LPM corresponds to one feasible solution to the restrictions (2), (4) and (5). In this so-called pricing or column generation problem, the binary variable e t ub is indicating whether subcarrier block b in time slot t is included in a subcarrier block sequence for UE u or not. The optimal values of these variables define a feasible subcarrier block sequence for UE u, and correspond to a generated column to be included in RLPM, provided that its reduced cost is negative.
Note that the subcarrier block sequences for all UEs obtained from this pricing problem, when sent to the master problem, can violate constraint (8), that is, the same subcarrier can be allocated to two different users in the same time slot.
On one hand, the pricing problem is a binary program, which is difficult to solve in general, nevertheless it can be solved by, for example, branch-and-bound. On the other hand, it is recognized as a multiple-choice knapsack problem with (B + 1)T variables and T multiple-choice constraints, and it can be solved comparatively efficiently by exploiting the special structure (Pisinger, 1995) .
The feasible set of the linear programming relaxation of the pricing problem does in general not have the integrality property, and therefore the LPM is as least as strong as LP with respect to the ability of bounding the optimal value of the problem IP; see, e.g., Lübbecke and Desrosiers (2005) , Section 5.3.1. Letting v(·) denote the optimal value of an optimization problem, the bounding properties are summarized in the proposition below.
Because of the lack of integrality property, v(LPM) > v(LP) is likely to hold.
The column generation procedure provides lower bounds on the optimal value of LPM, and therefore also on the optimal value of IP, in the usual way (e.g., Wolsey, 1998, pp 188-189) . For future reference, we here establish the lower bound. By making a Lagrangian relaxation and using strong linear programming duality for RLPM we obtain that 
Summary of column generation
A column generation approach for the SC-FDMA problem is obtained by combining column generation that provides lower bounds to v(IP) and new columns to the restricted master problem, with the solution of the integer version of the restricted master problem, which provides upper bounds to v(IP).
We use UBD and LBD to denote the upper and lower bounds. The UBD is calculated as v(RIPM). The lower bound established in the previous section is not monotonically increasing, so the highest value of v(RLPM)+ U u=1 min s=1,...,Su c us found during the iterations performed so far yields the lower bound LBD on v(LPM). As v(LPM) ≤ v(IP) holds, this is also an LBD on v(IP). (The initial lower bounding is a special case. For the zero dual solution, the pricing problems constitute a relaxation of the problem IP and therefore U u=1 min s=1,...,Su c us then gives a lower bound.) The column generation terminates when c us ≥ 0 holds for all columns generated in an iteration. The complete algorithm is summarized in Algorithm 1 below. We solve RIPM frequently, mainly in order to compare with the performance of the enhanced column generation scheme, to be presented in the next section. Besides, the computational cost of solving each RIPM is actually very low, as shown later.
As shown in the above section, the lower bound provided by the column generation method is going to be at least as strong as, and likely also stronger than, that of the linear programming relaxation of the IP formulation. The numerical results presented in Section 5 show that the former lower bound will indeed be stronger than the latter, and that the difference is significant. initialization; set dual solution to zero; solve all pricing problems and update LBD ; while (UBD − LBD)/LBD > ε do solve the RLPM to obtain a dual solution; solve the RIPM to get UBD; solve all pricing problems and update LBD ; if profitable columns are found then add profitable columns to the RLPM; else break; end end Algorithm 1: Column Generation
Enhanced column generation
Although the lower bounds produced by column generation are significantly better than those of the IP, there is still some space for improvements. We employ two strategies for speeding up the process of column generation and lower bounding, where the first is to stabilize the master problem by means of dual step size restrictions, and the second is approximate column generation, described in Sections 4.1 and 4.2, respectively. In order to improve the upper bounding quality, a local search is applied to the schedules found by the pricing problems, with the goal of converting them to a set of power efficient and non-conflicting schedules; this is described in Section 4.3.
Master problem stabilization
As is well known, the dual equivalent of column generation is a cutting plane procedure. It is known that in cutting plane procedures the consecutive iterates can be distant from each other, which makes such procedures instable. This is also the case for the dual cutting plane interpretation of column generation (e.g., Hiriart and Lemaréchal, 1993, Ch.15 ). Hence, the dual solutions obtained in consecutive iterations tend to vary significantly, which also leads to slow convergence in the primal problem. To improve the stability, the column generation scheme presented in Section 3 is modified to include a boxstep restriction (Marsten et al., 1975) on the individual dual variables, so that each new dual point is kept close to the previous one (see also, e.g., du Merle et al., 1999; Larsson et al., 2004; Westerlund et al., 2006) . For the dual problem of the RLPM presented in Section 3.1, we choose to include box constraints only for the dual variables y nt , since the values of the dual variables v u are uniquely determined by the values of y nt due to the structure of the constraints. For each dual variable y nt , we introduce a dual box with a nonpositive center, denoted byŷ nt , and with the lower and upper bounds of the box defined by y The boxstep restricted dual problem, or the dually equivalent Stabilized Restricted Linear Programming Master (SRLPM) problem, will generally not yield feasible solutions and upper bounds to the optimal value of LPM, since it is both a relaxation of the dual of LPM and boxstep restricted. If, however, the boxstep restrictions are not binding at an optimal solution, so that they are in fact redundant, then the optimal value is indeed an upper bound to LPM. Further, the stabilized column generation terminates first when c us ≥ 0 holds for all columns generated in an iteration and the boxstep restrictions are not active.
Although the problem SRLPM does in general not produce upper bounds to LPM, the lower bounding calculation used in column generation can be extended to stabilized column generation, if v(RLPM) is replaced by v(SRLPM), as stated below.
This result follows from arguments analogue to those used at the end of Section 3.2. By tracing the arguments used there, it is evident that lower bounds can be calculated in the same way, no matter how the dual solution is generated.
Approximate pricing
The pricing problem presented in Section 3.2 is rather computationally demanding. A possible approach is to apply the tailored solution method of Pisinger (1995) . We here instead give a method for quickly finding approximate solutions to the pricing problem. This approximate pricing will eventually fail to find columns with negative reduced costs, and it is therefore used only in some initial column generation iterations. We here consider the linear programming relaxation of the pricing problem, given by replacing the restriction e t ub ∈ {0, 1} with e t ub ∈ [0, 1].
Proposition 3 An optimal solution to the linear programming relaxation of the pricing problem (15)-(18) is either integral, in which case it solves the pricing problem, or it is a non-trivial convex combination of exactly two integer points, which both satisfy constraints (17) and (18), while at least one is also feasible in constraint (16).
Proof: If an optimal solution to the linear programming relaxation of the pricing problem is integral, then it obviously solves the pricing problem.
Consider the case when a linear programming solution is non-integral. This solution clearly contains T + 1 basic variables. Suppose that the slack variable in constraint (16) is basic, so that T out of the variables e t ub are basic. Since each of the constraints (17) must contain at least one non-zero, and therefore basic, variable, it can be concluded that exactly one of the variables e t ub is non-zero in each of the constraints (17), which implies that the solution is integral. This contradicts that the solution is non-integral and we conclude that the slack variable in constraint (16) is non-basic.
Hence, T + 1 out of the variables e t ub are basic. Again using that each of the constraints (17) must contain at least one non-zero variable, it follows that exactly one of these constraint, say for t = t, contains exactly two basic variables, while each of the others contains exactly one. For t = t, the solution is integral. For t = t, exactly two of the variables take fractional values, because in case of degeneracy the solution would become integral. Denote the linear programming solution by e 
which are both feasible with respect to the constraints (17) and (18 , and it determines which one of the two integer points is feasible in (16).
Upper bounding
The primary way to find feasible solutions to IP and upper bounds to its optimal value is to solve the integer version of the restricted master problem. As an additional means for finding upper bounds we employ a heuristic local search procedure. The starting point for this procedure is the schedules provided by the pricing problems, one for each UE, in one iteration.
These schedules are most likely to violate the constraint (3), which state that each subcarrier can be assigned to at most one UE at each time slot. The local search procedure gradually converts them in order to reduce subcarrier conflicts and eventually find a feasible solution and an upper bound to IP. In addition, the schedules that constitute the feasible solution are inserted as columns in the master problem. Thereby the master problem is supplied with more degrees of freedom, which can enable it to produce better upper bounds. In the local search, we have chosen to stop when the first feasible solution is found, but not to further improve the solution, since this would become too computationally expensive. 
B b=0
where w nt is an artificial variable and M is a large positive constant. Constraint (23) defines a neighborhood that restricts the distance in 1-norm between the current solution x t ub and the updated schedule to be at most R. This approach is similar to the RINS heuristic, see Danna et al. (2005) . The reason for bounding the distance using a 1-norm is that this restriction can be formulated using a single linear constraint. We use R = 4, which implies that the largest possible update in the schedule for user u is to replace a non-empty block in one time slot by a non-empty block in another time slot.
The updating procedure is initiated with the schedules found by the pricing problem (15)-(18). It is then repeated for users with a subcarrier conflict and it terminates when constraint (3) is fulfilled, that is, when a feasible solution and an upper bound to IP is found. Finally, the schedules found are inserted as auxiliary columns into the master problem, in order to accelerate the progress of finding strong upper bounds. To avoid any bias in the feasible solutions to the IP found by the local search procedure, the users are considered in a random order, which is used for only one application of the procedure. The summary of the algorithm is shown below. 
Summary of enhanced column generation
The enhanced column generation is a combination of column generation, master problem stabilization, an initial phase of approximate column generation, and a late phase of improving upper bounds through the local search. Before presenting the algorithm, we first define the following notations: I = the number of initial iterations with approximate column generations, and init ls = the number of initial iterations before the local search is included. Then the algorithm is summarized as follows.
initialization; set dual solution to zero; solve all pricing problems, compute LBD and add columns to the RLMP; set the size of the dual box; for i = 1, ..., I do solve the SRLMP to obtain a dual solution; solve approximate pricing problems to get columns for the SRLMP; update box; end set dual solution to zero; set the size of the dual box; 
Numerical results
We compare and evaluate the computational performance of both the standard and enhanced column generation methods, as well as that of the basic integer programming formulation. As evaluation environment we consider the uplink SC-FDMA of a single LTE-cell with randomly distributed UEs. Key simulation parameters are given in Table 1 . The channel gain consists of path loss, shadowing, as well as multipath fading. The path loss follows the widely used COST 231 model that extends the Okumura-Hata model for urban scenarios. By the COST 231 channel model, path loss is frequency dependent. Shadowing follows the log-normal distribution, for which 8 dB standard deviation is assumed. Multipath fading is described by the Rayleigh model. The characteristics of the used instances are described in Table 3 , where "Ins." stands for instance and d u is the demand for each UE. The user demands are drawn from uniform distributions over the intervals given in the table, and are in kilobits (kb) over the entire scheduling period, which consist of 5 to 50 time slots, each being 0.5 ms. Further, rate is the corresponding bit rate in kilobits per second (kb/s), calculated as 2000 * d u /T . The considered value range of rate is realistic with respect to real-life scenarios. The number of UEs, between 10 and 50, is representative for a cell radius of 1 km within an urban area. The users are located randomly and uniformly within the cell area.
Computations are carried out on a server equipped with two Intel Xeon 2.67 GHz CPUs, each with 6 cores. Each core has its own cache memory of size 12 MB and the machine as a whole has 72 GB of main memory. Typically each run uses 5-8 GB of main memory or similar. The IP model in Section 2 and the column generation schemes are implemented in AMPL (Fourer et al., 2002) and solved by CPLEX 12.5 (IBM ILOG CPLEX Optimizer, 2009). This solver can run on a single processor as well as on multi-core systems. In the latter case, parallel processing is available for solving integer programs with branch-and-bound. In our case, parallel processing is utilized while solving the integer programming elements, that is, the pricing problems, RIPM and in the local search.
In all our experiments, an accuracy (or gap), that is, a maximal deviation between the lower and upper bounds, of 1% is demanded. The limit for the real elapsed time is set to 1800 seconds for all instances, but a few instances are solved with a time limit of 3600 seconds since they are particularly difficult. For the column generation schemes, the time limit is only checked once per main iteration, and therefore the actual elapsed time can slightly exceed the time limit.
For the standard column generation approach, the problems RLPM and RIPM are both solved in each iteration. The enhanced column generation is composed of three phases. Some preliminary experiments and calibration of its parameters led to the following choices of strategies and parameter values. The phase of approximate column generation is designed to run for the first I = 5 iterations, while the phase of exact column generation and the solution of RIPM starts thereafter. The box radius δ is chosen to be 1.0 during the phase with approximate column generation and 0.5 during the phase with exact column generation.
The values of the algorithm parameters I and δ in the exact column generation phase were chosen empirically via a small set of computational experiments. This is illustrated in Table 2 , which provides insights from varying δ and I for the eight instances 1.1-2, 2.1-2, 3.1-2, 4.1-2 in Table 3 . In order to analyze how the values of these parameter affect the results, one of them is kept fixed while the other is varied. For each instance we find the value of the parameter in question that gives the shortest solution time and the smallest gap. These values are referred to as the winners for time and gap respectively. The table shows the number of winners for the various values of the parameters δ and I, respectively.
The local search heuristic can become time-consuming, and we therefore choose to postpone its inclusion for init ls = 10 iterations. Further, each pricing problem is set with a time limit of 30 seconds to avoid the solution time to become too long in any iteration. If a pricing problem is not solved to optimality within 30 seconds, then the calculation of LBD uses the lower bound on the optimal value provided by CPLEX at termination. The comparison between using the formulation IP, the standard column generation (SCG) and the enhanced column generation (ECG) is shown in Table 4 . The notation "n.a." refers to the case that no result is available when the program terminates because of lack of memory, while "n.i." means that no feasible integer solution is found within the time limit. From the results presented in this table, it is evident that the straightforward integer programming formulation IP performs very poorly, compared to the column-oriented formulation. The IP formulation is undoubtedly inefficient, both with respect to the computing time required for finding a proven near-optimal solution and to the use of computer memory. As can be seen, the LP values obtained are low, meaning that the linear programming relaxation of this formulation is weak, which causes the final lower bounds to be poor. The relative deviation between the bounds is dramatically improved using the column-oriented formulation and column generation approaches, as compared to the use of the formulation IP. Especially the lower bounds are significantly improved, which means that the column-oriented model constitutes a much stronger formulation than IP. As was mentioned in Section 3.2, due to the lack of integrality property, the lower bound given by the column-oriented model could be strictly better than that from the LP relaxation of the first formulation, even though the difference in the strengths of the two formulations can only be observed via numerical results.
We also make the following observations from the results of the table. Firstly, it can be seen that the ECG successfully provides a much better accuracy than the SCG, although the accuracy reached by the SCG already provides a very tight bounding interval for the global optimality, compared to the formulation IP. Secondly, for most of the instances the UBDs are substantially improved by ECG while the LBDs are comparable, and it can be observed that the SCG method tends to have difficulties finding integer feasible solutions or good integer feasible solutions for instances that are tighter and have larger variations in the users' rate demands. This verifies the intended enhanced upper bounding quality of ECG. Thirdly, the time spent by ECG is mostly shorter than or similar to the time spent by SCG, while the time spent by both SCG and ECG to reach an accuracy of 1% is mostly much less than the given time limit. Lastly, from the results we observe that the performance gap between solving the program IP directly and the proposed column generation methods becomes smaller while T decreases, because of reduced problem size, yet our method remains superior (both in time and accuracy). Table 5 shows the arithmetic average time consumed per iteration of the different components of both the standard and the enhanced column generation for the larger instances shown in the previous table. For both methods, RLPM and RIPM consume very little time. For the standard column generation, the time needed in the column generation step dominates entirely. In the enhanced column generation, the approximate column generation costs much less than the exact one. The local search heuristic is not frequently needed to reach a high-quality UBD, but when it is, it can become time-consuming. With respect to the number of iterations, the enhanced column generation is not always superior to the standard column generation; however, the average time per iteration of the former is mostly less than or similar to that of the latter. We observe that the average number of iterations over the instances performed by SCG is 9.2, while it for ECG is 10.8. This implies that ECG performs on average only 5.8 iterations with exact pricing, thanks to contributions from the iterations with approximate column generation and the stabilization.
For instance no. 1.1, which is rather difficult, the convergence of the SCG and ECG is illustrated in Fig. 1 with iteration number on the horizontal axis and in Fig. 2 with time on the horizontal axis. As can be seen from Fig. 1 , the ECG shows a steadily improving lower bound, which is an expected effect from the introduction of the stabilization of the master problem. In contrast, the lower bound in the SCG is not improving at all. In the SCG, the problem RIPM is infeasible in the first 5 iterations, while in the ECG, the problem RIPM is not solved in the first 5 iterations, as mentioned earlier. Note that for the ECG the upper bound drops rather quickly, which is thanks to improved quality of the generated columns, and we believe this to be an effect of the stabilization. Further, the upper bound improves especially after the initialization of the local search after 10 iterations. We can see from Fig. 2 that, with the functioning of the approximate column generation, the bounds close more rapidly in the ECG than in the SCG. Note also that the accuracy eventually reached with the ECG is much higher than from the SCG.
We also made experiments to examine the stability of the three solution approaches with fast fading. For fixed user locations and demands, fast fading has been simulated by generating multiple samples from the Rayleigh distribution to get different rate data as input. For the smallest problem size, 100 samples were generated, while for the other sizes 10 samples were generated. The results are shown in Table 6 . The table shows arithmetic means over the samples of each size, and based on these average results, the proposed method is robust in exhibiting a superior performance. For size 20 × 30 × 40, four instances are excluded from the average values since no UBDs are found by SCG within the time limit. However, ECG always finds feasible solutions, which further verifies its stronger upper bounding capability. In addition, for the problem size 20 × 20 × 40, we use Fig. 3 to provide details of the distribution of solution time as well as accuracy. Note that even though the absolute gap values are all small, the differences between the solution approaches are significant. The other problem sizes show similar patterns.
As the final part of experiments, we study the effect of user demand on the performance of the three approaches. To this end, we considered an instance of size 40 × 30 × 40, and constructed various combinations of user demands of 64, 128, and 512 kb/s, such that the total demand is approximately the same. All other data are kept fixed. The distributions of the numbers of users with the three demands are shown in Table 7 . It can be seen that the relative performance of the three approaches is not much influenced by the variation in the distribution of the demands. In some cases, SCG did not find any feasible solution within the time limit, while in the other cases the UBDs are not near-optimal. The ECG approach is however always capable of finding near-optimal feasible solutions. These results are in line with the earlier observation that SCG has difficulties finding good feasible solutions when the demands have larger variations.
To summarize the effects of the algorithmic components introduced in the ECG, we first comment that the behavior of the lower bound shown in Fig. 1 , with a steadily improving quality, is due to the stabilization and typical for all the test runs with ECG. Also thanks to the stabilization, better dual information is provided to the pricing problem, which then in turn tends to find columns that are advantageous in RIPM for reaching good upper bounds. Further, the approximate pricing phase acts as an initialization which is computationally very cheap but still contributes substantially in reducing the necessary number of iterations with exact pricing. Finally, the local search heuristic often strengthens the upper bounding significantly, either directly by finding high-quality feasible solutions, or indirectly by supplying advantageous UE schedules to the RIPM, so that solving this problem can produce a high-quality upper bound in a later iteration. The heuristic can therefore be seen as a safeguard, that facilitates the finding of good upper bounds. 
Conclusion and future work
We have studied the problem of power efficient scheduling in uplink SC-FDMA systems with localized subcarrier allocation. This is an NP-hard problem, and previously proposed algorithms are mainly greedy-based heuristics. We are aiming to deliver tight bounds on the global optimum as an effective means for benchmarking the performance of suboptimal algorithms.
We developed a basic integer linear programming formulation, a columnoriented formulation, and both standard and enhanced column generation solution schemes for this problem. The basic integer programming formulation is computationally demanding with standard software, because of the weakness of its linear programming relaxation. In contrast, the column-oriented model provides a strong formulation of the problem. Further, the heuristic principle for finding integer feasible solutions that is embedded in the enhanced column generation scheme provides high-quality upper bounds.
The overall conclusion of our numerical evaluation is that the column-oriented approaches outperform the integer linear programming formulation with respect to both the quality of the bounding interval and solution time. Moreover, although the standard column generation already yields significantly improved results compared to the integer programming formulation, the enhanced column generation successfully further sharpens the bounding interval using comparable or even less time than the standard column generation. This is due to the improved convergence behaviour that results from the stabilization, the cheap approximate column generation, and the enhanced upper bounding provided by the local search heuristic; the two latter enhancements are tailored to the problem structure.
The successful results presented validate our motive for approaching this scheduling problem by column generation, which is the observation that a key success factor for the solution of computationally demanding discrete optimization models is the use of strong formulations, and that one option for constructing strong formulations is the use of column-oriented models and column generation.
For future work, we conclude with some suggestions for extensions of the current study. The objective in the paper has been on energy minimization, which is a very active topic in the engineering field. We remark that the underlying idea of problem-solving by means of column generation extends to other, related problem setups. We first note that, in addition to power minimization, it is of significance to consider other performance objectives, such as to maximize rates subject to power limits, a weighted combination of power and rate, user-specific objective functions, as well as an objective that reflects priorities between the users. These extensions allow for considering differentiation between users. For example, while for some users it is of importance to save power, for others the achieved rate has higher preference. Another extension is to consider mixed voice and date users, having different time scales in scheduling in terms of the amounts of demand. The enhanced column generation method can still be applied without significant modifications, and such an extension may be of interest for the engineering community.
In addition, services with different delay latencies can be handled in a rolling horizon manner, where services with low delay latency are given high priority within the current scheduling horizon, by means of fixed rate demands, while services with high delay latency are scheduled through rate maximization within the remaining rate capacity.
We conclude by pointing out that some of the solution techniques used can be extended to other applications of column generation. Particularly, our technique of combining column generation with a heuristic that converts columns into an integer feasible solution, with the aim of upper bounding and the generation of additional columns to the master problem, remains applicable for problems for which column generation is frequently deployed, for example bin packing and parallel machine scheduling.
