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Abstract
Duality properties have been investigated by many researchers in the recent literature. They are introduced in this paper for a
fully fuzzified version of the minimal cost flow problem, which is a basic model in network flow theory. This model illustrates the
least cost of the shipment of a commodity through a capacitated network in terms of the imprecisely known available supplies at
certain nodes which should be transmitted to fulfil uncertain demands at other nodes. First, we review on the most valuable results
on fuzzy duality concepts to facilitate the discussion of this paper. By applying Hukuhara’s difference, approximated and exact
multiplication and Wu’s scalar production, we exhibit the flow in network models. Then, we use combinatorial algorithms on a
reduced problem which is derived from fully fuzzified MCFP to acquire fuzzy optimal flows. To give duality theorems, we utilize
a total order on fuzzy numbers due to the level of risk and realize optimality conditions for providing some efficient combinatorial
algorithms. Finally, we compare our results with the previous worthwhile works to demonstrate the efficiency and power of our
scheme and the reasonability of our solutions in actual decision-making problems.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In many real decision-making problems, we face inexact and unsure data, but optimization techniques need well-
defined and precise data. Interval and fuzzy viewpoints are the most attractive ideas in these cases, which are common
for estimating quantities like traffic conditions, accidents, traffic jams, and weather forecasts [1]. For example, a new
version of Dijkstra’s algorithm was introduced by Sengupta and Pal [2], and a similar approach for the minimal
cost flow problem was introduced by Hashemi et al. [3]. The proposed methods, usually, are constructed on a rank
for comparing interval and fuzzy data, which are varied in these works, see e.g. Sengupta and Pal [4] also Wang
and Kerre [5,6] for in-depth reviews. One important class of these methods that has been highlighted by many
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researches is shaped on possibility and necessity measures, since these indexes have been studied by Dubois and
Prade [7]. Tanaka et al. [8] initially proposed a possibilistic linear programming formulation, where the coefficients
of decision variables are crisp, while decision variables are obtained as fuzzy numbers. Afterwards, Inuiguchi and
Sakawa [9], implemented optimality tests in linear programming with possible and necessary measures. Also, Wu [10,
11] extended a fuzzy rank based on the necessity measures by employing an embedding function which assigns a
real vector for a given fuzzy number. In that study, a fuzzy optimization problem with crisp inputs and constraints is
transformed to biobjective functions and its Pareto optimal solutions are appropriate for fuzzy programming problems.
Maleki [12], Mahdavi-Amiri and Nasseri [13] followed a similar approach by a ranking function order for fuzzy linear
programming and its duality. Also, based on fuzzy relations, Ramik [14] introduced the concepts of feasibility and
A-efficiency for the solutions of fuzzy linear problems. He gave a new concept of duality and derived the weak
and strong duality theorems. Furthermore, Wu [15] extended this idea for fuzzy programming problems with fuzzy
constraints and generalized the new concept of an (α, β)-optimality solution. He proved the KKT theorem by utilizing
an embedding function on the objective and constraints functions. These duality concepts play an essential role in
optimization theory, see e.g. Kuk and Tanino [16], Liu et al. [17] or “http://www.im.ncnu.edu.tw/hcwu/bib/dt.html”
for a review of recent results on duality theory in crisp cases, especially for multiobjective programming. But, in
contrast to classical linear programming, the concept of duality of fuzzy linear programming is not uniquely defined.
From the historical perspective, Rodder and Zimmermann [18] have initially generalized max–min and min–max
problems on fuzzy quantities to create two pairs of fuzzy dual linear programming problems. They also considered
the economic interpretation of the dual variables. Hamacher [19] afterwards utilized sensitivity analysis in fuzzy
linear programming. Bector and Chandra [20] found some inherent difficulties with the fuzzy dual formulations
of [18]: in the special crisp situation, Rodder and Zimmermann’s approach doesn’t lead to a standard primal-dual
linear programming. Thus, they constructed a modified couple of fuzzy primal-dual model. Thereafter, Verdegay [21]
stated the fuzzy dual problem with the help of parametric linear programming, and showed that under some suitable
conditions, the fuzzy primal and dual problems have the same fuzzy solutions. Also, Bector et al. [20] introduced
duality concepts for linear programming with fuzzy parameters and showed the equivalency of primal and dual results
for a special problem in game theory. Their theorems are constructed with respect to a defuzzification function, which
maps fuzzy numbers to real numbers. Mahdavi-Amiri and Nasseri [13] have also explored some duality properties in
fuzzy number linear programming problems by using a linear ranking function. Moreover, Hashemi et al. [22] have
introduced the weak duality theorem based on an alphabetic order function for fully fuzzified linear programming.
Furthermore, Inuiguchi et al. [23] have proved some important dual theorems on linear programming using satisfying
concepts. Next, Hashemi et al. [24] presented complementary slackness conditions for this fuzzy goal programming
by using optimistic (lenient) and pessimistic (severe) operators on the objective function and the constraints of fuzzy
problem to find optimal solutions keeping those viewpoints. Synchronously, Ramik [25] produced a similar approach
for a general fuzzy linear programming with possibility and necessity measures. In addition, Zhong and Shi [26] gave
duality concepts on fuzzy multi-criteria and multi-constraint linear programming applying a parametric approach.
Lee et al. [27] derived duality results for fuzzy programming with linear fractional objectives via Farkas’ lemma
with sensitivity analysis results in terms of the fuzzy parameters. In nonlinear fuzzy programming, Sakawa and
Yano [28] proposed the fuzzy dual decomposition method. They have treated a large-scale multiobjective nonlinear
programming problem with block angular structures and have introduced Lagrangian functions and Lagrange
multipliers for the dual problem. Zhang et al. [29] pursued this approach to get saddle-points of a fuzzy convex
programming using fuzzy sub-gradient and fuzzy differential operators. They proved the KKT conditions for a fuzzy
function with crisp entries. This branch of science has also been followed by Wu [42], who introduced a fuzzy
Lagrangian scheme. He utilized an order based on the necessity measures and established the inner product for fuzzy
vectors applying Zadeh’s extension principle [30]. He utilized the (α, β)-optimality concept on the crisp decision
vector with fuzzy constraints. In his scheme, minimization occurs on the Lagrangian function as α-optimality, while
maximization does on the Lagrangian multipliers with respect to β-optimality, where α, β ∈ [0, 1]. Furthermore, he
established the weak and strong duality theorems according to the (α, β)-optimality concept and Pareto solutions in
multiobjective programming. Wu [31] also generalized the inner product and introduced a Notion of fuzzy optimality
similar to Pareto optimality, and he gave the same duality theorems as in traditional linear programming problems with
some conditions that have no duality gaps. For nonlinear programming, in [32], the near results were obtained and a
fuzzy-valued Lagrangian function for fuzzy mathematical programming problems via the concept of the fuzzy inner
products was proposed. In addition, some solutions like the Pareto optimal solution in multiobjective programming
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problems were found due to ranking the fuzzy numbers by the necessity indices. Taking that scheme, the primal and
dual fuzzy objectives have no duality gap under suitable convexity assumptions on fuzzy-valued functions. But note
that multiplication of two fuzzy numbers is hard and has no exact analytic formula. Since, the inner product depends
on componentwise multiplication, this idea cannot be implemented easily.
Fuzzy network flow algorithms and their duality properties are both limited, see e.g. [2,33] for some label setting
algorithms in interval and fuzzy versions of shortest path problems or [34] on fuzzy assignment problems. The minimal
cost flow problem (MCFP) is a more general version of those models, while its related works are scarce. Hashemi
et al. [3] have proposed some combinatorial algorithms upon the well-known optimality conditions for the MCFP with
interval costs. Moreover, using linear programming, Shih and Lee [35] have proposed a fuzzy version of the MCFP.
Because of non-convexity and the NP-hard inherent characteristics of multi-level programming, they could not create
an efficient algorithm [35]. However, one can reduce a fuzzy programming to a multi-objective optimization [36–38].
In this scope, Noda and Martine [39] developed two network simplex methods for the biobjective MCFP. They found
all efficient extreme solutions by a non-polynomial time algorithm.
In this article a generalized version of MCFP by fuzzy costs, supplies and demands, called fully fuzzified MCFP,
is discussed. Our idea is the same as Perny and Spanjaard [40], which is utilized by Hashemi et al. [3] for MCFP
with interval costs. Also, Sengupta and Pal [2] have used a near approach for interval shortest paths. According to the
Perny and Spanjaard’s idea [40], we should often seek an additive cost function, including a total order on solutions,
in combinatorial problems. They used the preference binary relations on the solution space for the preferred spanning
trees and the preferred paths. Also, Wu [11] has pursued this methodology by means of an embedded function.
In the present paper, a total order on fuzzy numbers is introduced by applying non-algebraic numbers. Moreover,
we will show that network flows can be treated with Hukuhara’s difference [41] more appropriately than Zadeh’s
difference [30]. Immediate in Part (II), we present some duality concepts and optimality conditions as the base of
efficient combinatorial algorithms for fully fuzzified MCFPs with common ideas of network theory. Moreover we
compare our results with solutions that are reported by Shih and Lee [35], Wu [15] and Maleki et al. [12] to show the
efficiency of the proposed method. The rest of this paper is organized as follows:
Some basic definitions are given in the next section. In Section 3 a total order on fuzzy numbers is introduced
with some important results for performance. In concluding this discussion, in Section 4 the fully fuzzified MCFP is
presented and some numerical methods are illustrated. In Section 5, some numerical tests are given in order to compare
the performance of our proposed method with previous established works. In Section 6 we discuss the duality concepts
for fully fuzzified MCFPs and their optimality conditions. A conclusion is made in Section 7.
2. Fuzzy numbers and arithmetics
A fuzzy relation, which is one way to describe the vagueness and lack of precision, is based on the idea of a fuzzy
set [30], which is defined as a subset a˜ of universal set X ⊆ R by its membership function µa˜(.), which assigns to
each element x ∈ X a real number µa˜(x) in the interval [0, 1]. Commonly, the class of fuzzy sets on X is denoted by
F(X ). Moreover, a fuzzy set a˜ is called positive (negative), denoted with a˜ > 0 (a˜ < 0), if its membership function
µa˜(x) satisfies
µa˜(x) = 0, ∀x < 0 (∀x > 0).
With respect to each fuzzy set a˜, height, core and support denoted with Hg(a˜),Cor(a˜) and Supp(a˜), are given by
sup{µa˜(x) | x ∈ X },
{x ∈ X | µa˜(x) = 1},
closure({x ∈ X |µ A˜(x) > 0}),
respectively. Moreover if the Cor(a˜) is nonempty, a˜ is called normal. The α-cut or level of a fuzzy set a˜, which has
an essential role in fuzzy optimization, is defineded as an ordinary set [˜a]α in which the degree of its membership
function exceeds the level α, i.e,
[˜a]α = {x |µa˜(x) ≥ α, α ∈ (0, 1]}. (1)
We separately define [˜a]0 as Supp(a˜).
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Let X be a metric space. A fuzzy subset a˜ of X is closed, bounded, compact if each its α-level sets has the same
property. Clearly a˜ is convex (strictly convex) if and only if for each x1 and x2 in X and λ ∈ (0, 1) we have,
µa˜(λx1 + (1− λ)x2) ≥ (>) minimum{µa˜(x1), µa˜(x2)}. (2)
A fuzzy number is a convex normalized fuzzy set of the real line R, whose membership function is piecewise
continuous. It is well-defined, denoting an α-level set of a fuzzy number a˜ with the closed interval [aL(α), aR(α)]. A
fuzzy number a˜ = (a, aL , aR)LR is said to be an LR fuzzy number [7], if
µa˜(x) =

L
(
a − x
aL
)
, x ≤ a,
R
(
x − a
aR
)
, x ≥ a,
(3)
where the symmetric non-increasing function L : [0,∞] 7→ [0, 1] is the left shape function, where L(0) = 1.
Naturally, a right shape function R(.) is similarly defined as L(.). We denote the LR fuzzy numbers on real line with
LR(R).
Each relation on real numbers can be extended on fuzzy numbers directly by applying Zadeh’s extension
principle [30], which permits us to define a fuzzy set b˜ with respect to each function f : X 7→ Y, whose membership
function is given as follows,
µb˜(y) = µ f (a˜)(y) =
 supy= f (x)µa˜(x), f
−1(y) 6= φ,
0, f −1(y) = φ.
(4)
According to the above axiom, the binary operation ? ∈ {+,−,×,÷} on Rn can be extended to the binary operation
?˜ ∈ {+˜, −˜, ×˜, ÷˜} on fuzzy numbers a˜ and b˜ with the following membership function:
µa˜?˜b˜(z) = sup
z=x?y
min(µa˜(x), µb˜(y)). (5)
Also the fuzzy scalar product of two fuzzy vectors x˜ = (x˜1, . . . , x˜n) and y˜ = (y˜1, . . . , y˜n) in F(Rn) is stated by
Wu [42] as follows:
x˜×˜y˜ =
+˜∑
i=1,...,n
x˜i ×˜y˜i . (6)
It is obvious that the fuzzy scalar product is also a fuzzy number.
Let a˜ = (a, aL , aR)LR and b˜ = (b, bL , bR)LR belong to LR(R). The exact formula for extended addition is
(a, aL , aR)LR+˜(b, bL , bR)LR = (a + b, aL + bL , aR + bR)LR (7)
and approximated formula for extended multiplication [7,36,43], is as follows,
(a, aL , aR)LR ⊗ (b, bL , bR)LR ∼= (ab, a.bL + b.aL , a.bR + b.aR)LR, (8)
where a˜ > 0 and b˜ > 0.
A more accurate approximation of multiplication was proposed by Wagenknecht et al. [44] for positive numbers a˜
and b˜ belong to LR(R) as follows:
(a, aL , aR)LR  (b, bL , bR)LR ∼= (ab, a.bL + b.aL − κ1aL .bL , a.bR + b.aR + κ2aR .bR)LR, (9)
where
κ1 =
∫ 1
0 [L−1(t)]3dt∫ 1
0 [L−1(t)]2dt
,
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and
κ2 =
∫ 1
0 [R−1(t)]3dt∫ 1
0 [R−1(t)]2dt
.
Also scalar multiplication is derived as follows,
λ(a, aL , aR)LR = (λa, λaL , λaR)LR,
where, λ ≥ 0 and for λ < 0
λ(a, aL , aR)LR = (λa,−λaR,−λaL)RL .
As mentioned by Diamond and Korner [45], b˜−˜a˜ is not really a difference and is rather unnatural for keeping a linear
structure. For instance, b˜+˜(−1)a˜ is not compatible with the difference in the function space. But the Hukuhara’s
difference [41] was defined as the solution for x˜ in the equation a˜+˜x˜ = b˜, if it exists, ad coincides with the
difference in the function space. This property justifies the application of this difference rather than the fuzzy number
b˜+˜(−1)a˜. We present this operator according to the works by Hukuhara [41], Diamond and Kloeden [46], Diamond
and Korner [45], entitled as Hukuhara’s difference as follows:
Definition 2.1. For a˜ and b˜ in LR(R), if the Hukuhara’s difference b˜	H a˜ exists it is given by
[b˜	H a˜]α = {ς ∈ R | [a˜]α+¯{ς} ⊆ [b˜]α}, (10)
where +¯ in the above equation for two sets X¯ and Y¯ means the following:
X¯+¯Y¯ = {x + y|x ∈ X¯ , y ∈ Y¯ }.
Proposition 2.2 ([45, Proposition 1]). Let a˜ = (a, aL , aR)LR and b˜ = (b, bL , bR)LR belong to LR(R). If there is a
ς ∈ R and an α ∈ (0, 1] such that [a˜]α+¯{ς} ⊆ [b˜]α , then [b˜	H a˜]β 6= ∅ for each.l β ≥ α. Furthermore if L−1(α),
R−1(α) 6= 0, the Hukuhara’s difference b˜	H a˜ = (c, cL , cR)LR exists and is given by
c = b − a, cL = bL − aL , cR = bR − aR .
Remark 2.3. The result of Hukuhara’s difference is similar to the same result of cancellation operator which was
stated by Hansen [47, p. 10] and was pursued by Hashemi et al. [3] for MCFP with interval costs.
The most important property of this definition is that a˜	H a˜ is zero, while by Zadeh’s difference this is not true.
Therefore this operator for solving systems and also flow transmitting constraints has more accurate and interesting
observations in comparison with Zadeh’s difference. Also, for the cases in which Hukuhara’s difference is not well-
defined, by utilizing the L2 norm, a x˜ may be found that fulfils a˜+˜x˜ = b˜, see [45] for details. But we utilize the result
of the above proposition in each case to get a simple and applicable expression instead of Hukuhara’s difference, and
thus propose the following definition.
Definition 2.4. For a˜ and b˜ in LR(R), we have:
b˜	H a˜ = (b, bL , bR)LR 	H (a, aL , aR)LR = (b − a, bL − aL , bR − aR)LR .
Moreover, for notational simplicity, we use 	H a˜ in place of 0˜	H a˜, where 0˜ = (0, 0, 0)LR is the null member.
The following result can be proved easily and shows the usefulness of this operator.
Lemma 2.5. Consider a˜, b˜ ∈ LR(R) and α ∈ [0, 1]. We have:
[a˜	H b˜]α = [a˜]α−¯[b˜]α,
where −¯ is cancellation operator [47, p. 10] which has stated for two intervals [x1, x2] and [y1, y2] as follows
[x1, x2]−¯[y1, y2] = [x1 − y1, x2 − y2].
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Proof. Let x ∈ [a˜	H b˜]α. Utilizing Hukuhara’s definition reveals that µa˜(x) ≥ α and µb˜(x) < α which establishes
the result. 
Property 2.6. Let a˜, b˜ and c˜ belong to LR(R). By the Hukuhara difference, the following statements are true:
(i) If a˜+˜b˜ = c˜, then c˜	H b˜ = a˜,
(ii) a˜	H (b˜	H c˜) = (a˜	H b˜)+ c˜,
(iii) 	H (	H a˜) = a˜,
(iv) a˜	H b˜ = a˜+˜(	H b˜),
(v) a˜	H a˜ = 0˜ = (0, 0, 0)LR,
(vi) 	H (a˜+˜b˜) = (	H a˜)+˜(	H b˜),
(vii) a˜×˜(b˜	H c˜) = a˜×˜b˜	H a˜×˜c˜,
(viii) a˜ ⊗ (b˜	H c˜) = a˜ ⊗ b˜	H a˜ ⊗ c˜,
(ix) a˜  (b˜	H c˜) = a˜  b˜	H a˜  c˜.
Proof. Using Definition 2.4, Lemma 2.5 and the original definitions mentioned above, all of these properties is clear.
Also for (vii), applying Definition 2.4, the proof is straightforward. 
The above properties permit one to use the distribution rule for each type of multiplication.
Proposition 2.7. (i) The set LR(R) with Zadeh’s addition and Hukuhara’s difference as the inverse is a Boolean
group.
(ii) The set LR(R) by Wagenknecht et al.’s multiplication (9) or Dubois and Prade’s multiplication (8) does not have
a group structure.
Proof. The first proof is direct. By the definition of Wagenknecht or Dubois and Prade’s multiplication, we cannot
produce the inverse element with the known fuzzy numbers, which contradicts the group properties. 
Chang and Lee [48], have interpreted conflicting trends between modal values and spreads in fuzzy data by
permitting the choice of some parameters with negative spreads. This interesting device certainly fitted the data in
a formal sense, but these parameters are no longer fuzzy numbers. Also, it is interesting to fill this blank by presenting
a new definition of multiplication.
Through the end of this paper, we eliminate the subscript LR of numbers wherever there is no ambiguity.
3. Total order on fuzzy numbers
To define the inequality relation between two fuzzy numbers, a lot of methods were proposed in the literature [5,
6]. Maybe the most convenient and directive method in this area is based on the concept of the comparison of fuzzy
numbers by ranking functions [12], in which a ranking function R : F(R) → R that maps each fuzzy number into
the real line is defined for ranking the elements of F(R). Thus, using the natural order of the real numbers we can
compare fuzzy numbers easily as follows [12,13]:
a˜≥R b˜ if and only if R(a˜) ≥ R(b˜),
a˜>R b˜ if and only if R(a˜) > R(b˜),
a˜=R b˜ if and only if R(a˜) = R(b˜).
We pursue this approach in this article from another viewpoint and show equivalency between the two results. First,
we present the following four properties from the set of conditions that was proposed by Wang and Kerre [5] for an
acceptable order. We shall show that an order with these properties can solve our network problem successfully.
Definition 3.1. A relation R defined on T is said to be:
• Reflexive if and only if eRe for every e in T.
• Transitive if and only if for every e f and g in T, if eR f and fRg, then eRg .
• Anti-symmetric if and only if for every e and f in T, if eR f and fRe, then e = f.
• Complete if and only if for every e and f in T, eR f or fRe.
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Definition 3.2. A partial order is a reflexive, anti-symmetric and transitive binary relation.
Also a total order is a reflexive, anti-symmetric, transitive and complete binary relation
Definition 3.3. Let a˜ = (a, aL , aR) and b˜ = (b, bL , bR) in LR(R). For each triple (k, l, r) of real positive numbers,
the “less than or equal” relation R = ≤k,l,r on T = LR(R), is defined as follows:
(a, aL , aR)≤k,l,r (b, bL , bR),
if and only if
k.a + l.aL + r.aR ≤ k.b + l.bL + r.bR,
where ≤ means the common total order on real numbers R.
This definition can be extended to general fuzzy numbers as follows:
Definition 3.4 (Extended Order). Let a˜ and b˜ be two fuzzy numbers with singleton cores. Suppose that µa˜(a) = 1
and µb˜(b) = 1. Let [a˜]0 = [a − aL , a + aR] and [b˜]0 = [b − bL , b + bR]. For each triple (k, l, r) of real positive
numbers, we say a˜≤k,l,r b˜ if and only if
k.a + l.aL + r.aR ≤ k.b + l.bL + r.bR .
Property 3.5. In the Definition 3.3, two important parameters kl and
k
r are the importance ratios of average values
to the left and right spreads, respectively.
This property easily permits us to model risk averse, risk neutral, and risk seeking decision makers [3]. Notice that
the lower and upper bounds of fuzzy numbers which can be computed from the left and right spreads are interpreted as
having pessimistic and optimistic status in many actual problems [24,25]. Thus, the relationship between the optimistic
and pessimistic attitudes is harmonized by k, l and r weights. The following practicable points can be derived from
integrating the (α, β)-optimality concept of Wu [15] and the optimistic and pessimistic viewpoints of Ramik [25] and
Hashemi et al. [24]:
Proposition 3.6. Consider the following minimization problem:
min c˜.x˜, (11)
s.t.
A˜.x˜ ≤ b˜, x˜ ≥ 0.
Then
(i) by selecting l less (greater) than r, for the constraints (objective function), the optimal solution approaches a
pessimistic solution.
(ii) by selecting l greater (less) than r, for the constraints (objective function), we obtain an optimistic programming
problem.
Proof. According to the discussion of Hashemi et al. [24] about lenient and severe sets of feasible solutions, the result
is direct. 
Remark 3.7. Consider the following maximization problem:
max c˜.x˜,
s.t.
A˜.x˜ ≥ b˜, x˜ ≥ 0.
Then
(i) by selecting l less (greater) than r, for the constraints (objective function), we obtain a case of pessimistic
programming.
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(ii) by selecting l greater (less) than r, for the constraints (objective function), we obtain a case of optimistic
programming.
In what follows, we present several important points about this order.
Proposition 3.8. Order relation R = ≤k,l,r on T = LR(R) is a reflexive and transitive relation.
Conjecture 3.9. The order in Definition 3.3 can be stated by applying the following linear ranking function:
R : T 7→ R
R((a, aL , aR)) = k.a + l.aL + r.aR .
Therefore, it is a ranking function order [5].
This assertion is not true in the general case, because we do not have the third property mentioned for ranking
functions. In order to get a total order, let us limit the choice of k, l and r . Applying non-algebraic numbers is a
suitable choice, as will be shown soon. Non-algebraic numbers are very important in number theory and polynomial
rings. Among the hundreds of references, the reader may consult Filaseta [49] for details. In the following, we review
some necessary results on these numbers and will show their benefit in fuzzy number ranking.
Definition 3.10. A complex numberZ is called algebraic if and only if, it is a root of a non-zero polynomial equation
with integer coefficients, else named non-algebraic or transcendental.
Proposition 3.11. The set of algebraic numbers is computable. So the set of non-algebraic numbers is noncomputable.
Example. The circumference of the circle to its diameter denoted by pi ' 3.1415 and the base of the natural
logarithms (e ' 2.7182) are non-algebraic.
Denote the set of rational numbers and positive rational numbers with Q and Q+, respectively. We have the
following important observations.
Proposition 3.12. Consider non-algebraic real positive number ϑ . Letk = q1ϑ
n1 ,
l = q2ϑn2 ,
r = q3ϑn3 ,
where q1, q2, q3 ∈ Q+ and n1 6= n2 6= n3 are nonnegative integer numbers. Then ≤k,l,r on TQ = {(a, aL , aR) ∈
LR(R)|a, aL , aR ∈ Q} is a total order.
Proof. The proof of this proposition is similar to that of Proposition (2.8) in Hashemi et al. [3]. 
Remark 3.13. Working on TQ has no restrictions in practice, because only such numbers with finite floating point can
be registered and saved in digital computers. Also for implementing non-algebraic numbers in computer programming,
we can use double precision.
Lemma 3.14. If a˜ ∈ LR(R) is positive, for each (k, l, r) fulfilling Proposition 3.12, we have a˜≥k,l,r 0˜. But the
converse is not necessarily true.
Lemma 3.15. If a˜, b˜ ∈ LR(R) are positive numbers and κ1 ≥ 1, then a˜  b˜ is a positive fuzzy number.
Proof. In light of the definition of Wagenknecht’s multiplication (9), we must prove:
ab − (abL + baL − κ1aLbL) ≥ 0,
since κ1 ≥ 1 we have:
ab − (abL + baL − κ1aLbL) ≥ (a − aL)(b − bL),
which demonstrates the assertion. 
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Proposition 3.16. For two arbitrary elements a˜ and b˜ in TQ, we have
(i) a˜≥k,l,r b˜ if and only if a˜	H b˜≥k,l,r 0˜ if and only if 	H b˜≥k,l,r 	H a˜.
(ii) If a˜≥k,l,r b˜ and c˜≥k,l,r d˜ then a˜ + c˜≥k,l,r b˜ + d˜.
(iii) a˜≥k,l,r b˜ dose not necessarily imply that a˜−˜b˜≥k,l,r 0˜.
(iv) a˜≥k,l,r b˜ imply that a˜	H b˜≥k,l,r 0˜.
(v) If a˜≥k,l,r b˜ and x is a positive scalar, then a˜x ≥k,l,r b˜x .
(vi) If a˜≥k,l,r b˜ and x˜ is positive, we cannot assert that a˜ ⊗ x˜ ≥k,l,r b˜ ⊗ x˜ .
Proof. Note that by Conjecture 3.9 the order ≤r,l,r on TQ can be produced by the linear ranking function
R((a, aL , aR)) = k.a + l.aL + r.aR . Due to the results of Lemma (3.1) in [13], the assertions (i) and (ii) are direct.
For (iii) setting k = 1, l = pi2 and r = pi and noting
(2, 0, 4)≥k,l,r (1, 0, 2),
while (2, 0, 4)− (1, 0, 2) = (1,−2, 4) which is negative by ≥k,l,r .
Notice that if a˜≥k,l,r b˜, we have k.a + l.aL + r.aR ≥ k.b + l.bL + r.bR which easily proves that k.(a − b) +
l.(aL − aR) + r.(aR − bR) ≥ 0 or a˜	H b˜≥k,l,r 0˜. For (vi), set k = 1, l = pi and r = pi2. Easily, we can show that
(2, 1, 7)≥k,l,r (4, 1, 5) and (1, 0, 1) > 0. But
(2, 1, 7)⊗ (1, 0, 1) = (2, 1, 9)≤k,l,r (4, 1, 9) = (4, 1, 5)⊗ (1, 0, 1). 
Proposition 3.17. Let a˜ = (a, aL , aR) and x˜ = (x, x L , x R) belong to LR(R) and their cores are singleton. Suppose
that x˜ is positive. If a˜≥k,l,r 0, then a˜×˜x˜ ≥k,l,r 0. Also, if κ1 ≥ 1, then
a˜  x˜ ≥k,l,r 0.
Proof. The following are straightforward:
Cor(a˜×˜x˜) = ax,
[a˜×˜x˜]0 = [ax − (ax L + xaL − aL x L), ax + (ax R + xaR + aRx R)].
Thus, due to the extended Definition 3.4, we must prove:
k.ax + l.(ax L + xaL − aL x L)+ r.(ax R + xaR + aRx R) ≥ 0,
or equivalently
a(k.x + l.x L + r.x R)+ l.aL(x − x L)+ r.aR(x + x R) ≥ 0,
which is summation of three positive parts. Moreover, by Lemma 3.15, the second statement can be proved similarly.

Proposition 3.18. Let a˜ = (a, aL , aR) and b˜ = (b, bL , bR) belong to LR(R).
(i) If a˜≥k,l,r b˜ and a ≥ b, for each positive fuzzy number x˜ in LR(R), we have:
a˜ ⊗ x˜ ≥k,l,r b˜ ⊗ x˜ .
(ii) If a˜≥k,l,r b˜ and a ≥ b, aL ≥ bL and aR ≥ bR, for each positive fuzzy number x˜ in LR(R), the following is
true:
a˜  x˜ ≥k,l,r b˜  x˜ .
(iii) For each positive fuzzy number x˜ in which Cor(x˜) is singleton, a˜≥k,l,r b˜ implies that
a˜×˜x˜ ≥k,l,r b˜×˜x˜,
where Cor(a˜) and Cor(b˜) are singleton.
2776 M. Ghatee et al. / Computers and Mathematics with Applications 55 (2008) 2767–2790
Proof. (i) Due to the assumptions, for x˜ = (x, x L , x R), we have:
0 ≤ x L ≤ x ≤ x R,
and also,
k.(a − b)+ l.(aL − bL)+ r.(aR − bR) ≥ 0,
therefore
x(k(a − b)+ l(aL − bL)+ r(aR − bR))+ (a − b)(lx L + r x R) ≥ 0,
which proves the assertion. The proof of (ii) is similar. For (iii), noting Property 2.6, Propositions 3.16 and 3.17 the
following is true and the assertion is established.
a˜×˜x˜ 	H b˜×˜x˜ = (a˜	H b˜)×˜x˜ ≥ 0˜. 
This proposition reveals that as much as successful approximation in The multiplication of fuzzy numbers
improves, the reasonability of nonequality decreases.
Remark 3.19. For κ1 = κ2 = 1 the result (iii) of Proposition 3.18 for the Wagenknecht multiplication (9) is true.
Property 3.20. Let a˜ = (a, aL , aR) and b˜ = (b, bL , bR) belong to TQ, then
a˜ = b˜
if and only if
k.a + l.aL + r.aR = k.b + l.bL + r.bR,
if and only if
a = b, aL = bL , aR = bR,
where k, l and r satisfy the assumptions of Proposition 3.12.
4. The fully fuzzified minimal cost flow problem
In this section, we sketch the basic concepts of network flows and the Minimal Cost Flow Problem (MCFP), the
aim of which is to find the least cost of the shipment of a commodity through a capacitated network in order to satisfy
demands at certain nodes, from available supplies at other nodes. Let G = (N , A) be a directed network such that
N and A are sets of nodes and edges respectively. Moreover we take a cost ci, j and an upper bound ui, j and a lower
bound li, j for every edge (i, j) ∈ A. We can suppose li, j equal to zero; otherwise it can reduced to this form by a
simple change variable [50], i.e., if the decision-maker imposes a lower capacity li, j in his/her formulation and wants
to take a constraint such as li, j ≤ xi, j ≤ ui, j , it is possible to write 0 ≤ xi, j − li, j ≤ ui, j − li, j . By setting xi, j instead
of xi, j − li, j , ui, j in place of ui, j − li, j and bi rather than bi +∑{ j :(i, j)∈A} li, j −∑{ j :( j,i)∈A} l j,i , we can obtain a
standard MCFP model without lower bound constraints.
The MCFP can be expressed as follows,
min
∑
(i, j)∈A
ci, j xi, j ,
s.t. ∑
{ j :(i, j)∈A}
xi, j −
∑
{ j :( j,i)∈A}
x j,i = bi , ∀i ∈ N
0 ≤ xi, j ≤ ui, j .
In the above formulation xi, j is the amount of flow on edge (i, j). Moreover, if bi < 0 (bi > 0), we say node i ∈ N
is a demander (supplier). Otherwise i is named a transient node. We can suppose
∑
i∈A bi = 0. The objective is to
minimize the overall cost of shipment. The vast majority of classic MCFP models are deterministic as they assume the
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travel cost and supply–demand amounts to be known a priori for all edges and nodes (while this problem is influenced
by a manifestation of the complex human, social, economic, and political interactions and is dependent on how users
perceive information, resulting in the non-deterministic nature of the problem). Therefore in light of the different
provisions of traffic information, different transportation trajectories might be deduced. In fact, we consider a case
that the data of the MCFP have been modelled by LR(R) numbers which handle vagueness as an important category
of uncertainty. The following generalized problem can be stated:
min
∑
(i, j)∈A
(ci, j , c
L
i, j , c
R
i, j ).(xi, j , x
L
i, j , x
R
i, j ), (12)
s.t. ∑
{ j :(i, j)∈A}
(xi, j , x
L
i, j , x
R
i, j )	H
∑
{ j :( j,i)∈A}
(x j,i , x
L
j,i , x
R
j,i ) = (bi , bLi , bRi ), ∀i ∈ N (13)
x˜i, j ≥ 0, (14)
0 ≤ xi, j ≤ ui, j , 0 ≤ x Li, j ≤ uLi, j , 0 ≤ x Ri, j ≤ uRi, j , (15)
where . ∈ {×˜,,⊗} and use Wu’s scalar product (6).
Please note that, without reference to the definition of order, we use the constraint (15) on flows (15), because
the average, the left and right spreads of a feasible flow should be less than the maximal values of the corresponding
quantities.
Proposition 4.1. The flow constraint (13) by Hukuhara’s difference is valid.
Proof. Let i be a supplier node. Then we have (bi , bLi , b
R
i ) > 0 and also bi − bLi ≥ 0. In this case, the first term
of flow constraint, which coincides the outflow from node i , should be greater than its inflow, i.e. the centre, left and
right spreads of outflow are greater than the corresponding components of inflow. Thus, the flow constraint produces
the following vector with positive components and can be interpreted as the following valid fuzzy number in LR(R).( ∑
{ j :(i, j)∈A}
xi, j −
∑
{ j :( j,i)∈A}
x j,i ,
∑
{ j :(i, j)∈A}
x Li, j −
∑
{ j :( j,i)∈A}
x Lj,i ,
∑
{ j :(i, j)∈A}
x Ri, j −
∑
{ j :( j,i)∈A}
x Rj,i
)
.
In light of the equality between this quantity and (bi , bLi , b
R
i ) one can show that:∑
{ j :(i, j)∈A}
xi, j −
∑
{ j :( j,i)∈A}
x j,i = bi ,∑
{ j :(i, j)∈A}
x Li, j −
∑
{ j :( j,i)∈A}
x Lj,i = bLi ,∑
{ j :(i, j)∈A}
x Ri, j −
∑
{ j :( j,i)∈A}
x Rj,i = bRi .
Similarly, for a demander node i , the right hand side is negative and the first term in the constraint is less than the
second term. Also for a transient node the two sides are zero. In both cases, the corresponding constraints are ideal
for interpreting the centre, left and right spreads of fuzzy flow. 
According to the Wagenknecht multiplication (9), the above objective function may be estimated as follows,
min
∑
(i, j)∈A
(ci, j xi, j , ci, j .x
L
i, j + cLi, j .xi, j − κ1cLi, j .x Li, j , ci, j .x Ri, j + cRi, j .xi, j + κ2cRi, j .x Ri, j ). (16)
Also, the constraints may be rewritten as follows,
(N x,N x L ,N x R) = (b, bL , bR),
where, N is the incidence matrix of network which assigns 1 and −1 to (i, k)th and ( j, k)th elements respectively, if
and only if the kth edge connects node i to j; otherwise its elements are zero.
2778 M. Ghatee et al. / Computers and Mathematics with Applications 55 (2008) 2767–2790
Now we provide
N x = b, N x L = bL and N x R = bR .
Therefore the original problem may be obtained as follows,
min
∑
(i, j)∈A
(ci, j xi, j , ci, j .x
L
i, j + cLi, j .xi, j − κ1cLi, j .x Li, j , ci, j .x Ri, j + cRi, j .xi, j + κ2cRi, j .x Ri, j ), (17)
s.t.
N x = b, 0 ≤ xi, j ≤ ui, j ,
N x L = bL , 0 ≤ x Li, j ≤ uLi, j ,
N x R = bR, 0 ≤ x Ri, j ≤ uRi, j .
This problem has a fuzzy objective function with crisp constraints. It can be solved by using an embedding
function [11] and getting a vector-valued function, which may be solved by interactive optimization techniques [36].
Also, we can maximize (minimize) the area of the optimistic (pessimistic) region [8,24] or we can generalize the crisp
algorithms for MCFPs such as successive shortest path or cycle-cancelling as similar as those which were provided
for MCFPs with interval costs in [3]. In this paper we propose a simple transformation by applying the proposed total
order.
Theorem 4.2. Let the numbers are chosen in LR(R). Consider an order ≤k,l,r satisfying in the assumptions
of Proposition 3.12. The optimal solution of (17) is equivalent to the optimal solution of the following crisp problem:
min
∑
(i, j)∈A
{k.(ci, j .xi, j )+ l.(ci, j .x Li, j + cLi, j .xi, j − κ1cLi, j .x Li, j )+ r.(ci, j .x Ri, j + cRi, j .xi, j + κ2cRi, j .x Ri, j )}
= min
∑
(i, j)∈A
{(k.ci, j + l.cLi, j + rcRi, j ).xi, j + (l.ci, j − κ1cLi, j ).x Li, j + (r.ci, j + κ2cRi, j ).x Ri, j }. (18)
s.t. 
N x = b, 0 ≤ xi, j ≤ ui, j ,
N x L = bL , 0 ≤ x Li, j ≤ uLi, j ,
N x R = bR, 0 ≤ x Ri, j ≤ uRi, j .
Proof. By Definitions 3.3, 3.4 and Property 3.20 the result is straightforward. 
Proposition 4.3. (i) The result of problem (17) is close to an optimistic solution [24] if l is sufficiently large such
that we can ignore the effects of k and r.
(ii) The result of problem (17) is close to a pessimistic solution [24] if r is sufficiently large such that we can ignore
k and l.
Proof. According to Proposition 3.6 the result is clear. 
Since the corresponding approach to transformation can be used for treating the risk taking concept in a decision-
making process, it is more flexible than the Wu’s embedding function [11] or Maleki’s ranking function method [12].
In model (18), if we interpret x, x L and x R as three commodities, we attain a multi-commodity flow problem.
Fortunately this is a separable problem, which may be solved with three distinct minimal cost flow problems with
fuzzy objective functions as follows:
min
∑
(i, j)∈A
(k.ci, j + l.cLi, j + rcRi, j ).xi, j , (19)
s.t. N x = b, 0 ≤ xi, j ≤ ui, j ,
min
∑
(i, j)∈A
l.(ci, j − κ1cLi, j ).x Li, j , (20)
s.t. N x L = bL , 0 ≤ x Li, j ≤ uLi, j ,
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Table 1
The supplier nodes
b1 b3 b6 b10 b15 b16
(500, 450, 530) (300, 260, 360) (500, 470, 550) (700, 640, 730) (400, 350, 460) (800, 750, 820)
and
min
∑
(i, j)∈A
r.(ci, j .x
R
i, j + cRi, j .xi, j + κ2cRi, j .x Ri, j ), (21)
s.t. N x R = bR, 0 ≤ x Ri, j ≤ uRi, j .
Notice that the first model (19), is to optimize the most likely case of the fuzzy programming problem, while the
second and third models are used in order to find the most optimistic and the most pessimistic solutions of fully
fuzzified MCFPs, respectively. Also it is possible to achieve such optimistic and pessimistic problems by taking
different certainty degrees into account and cutting on fuzzy numbers, see Definition 3.4. In such cases, one can
interpolate the results of different certainty degrees to find the left and right shape functions of fuzzy optimal solutions
(if they exist). Furthermore, one can use a weighted sum of these objective functions, which fulfils all of them together.
Only one undesirable case may occur, in which at least for edge (i, j)xi, j − x Li, j < 0, which is equivalent to saying
that x˜i, j = (xi, j , x Li, j , x Ri, j ) is not positive. Then the use of Wagenknecht’s multiplication (9) is not valid. We take the
following restriction together with model (20) in order to prevent from this difficulty for each edge (i, j) ∈ A:
x Li, j ≤ min{uLi, j , x∗i, j }, (22)
where the vector x∗ is the optimal solution of model (19) with the objective value v∗. Moreover denote the optimal
solution of models (20) and (21) with x L ,∗ and x R,∗ with optimal values vL ,∗ and vR,∗, respectively. The optimal
solution of a fully fuzzified MCFP can be provided by
(x∗, x∗,L , x∗,R),
with
(v∗, v∗,L , v∗,R),
as the optimal fuzzy value of the objective function.
5. Numerical computation
In this section, a comparison between the results of the presented approach and those of the previously established
works are presented. Since, the proposed methods by Bector and Chandra [20], Bector et al. [51], Zhong and Shi [26]
and Ramik [14,25] cannot treat fully fuzzified problems, so they are not compared with our solutions. We consider the
solutions using Wu’s methods [42,31] including the fuzzy function with crisp entries, and the solution using Maleki’s
method [12] consisting of a crisp optimal solution and fuzzy optimal values. Als,o the results of Shih and Lee’s
method [35] for fuzzy MCFP are taken into account. To this end, the programming is done on the MATLAB (7.0)
package using a Pentium (4) PC with (500) MB Ram. The overall time for all tests for a random network with 16
nodes and 49 edges is 0.672000 s.
Example 5.1. Consider the network depicted in Fig. 1. Assume a fully fuzzified MCFP with the data in Tables 1–3
where each fuzzy number is a triangular number with linear left and right shape functions.
We test our method by two different settings of parameters as follows
k = pi, l = 1, r = pi5,
and
k = pi, l = pi5, r = 1.
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Fig. 1. A network with 16 nodes and 49 edges.
Table 2
The demander nodes
b2 b4 b7 b8 b11 b13 b14
(400, 350, 450) (500, 480, 580) (500, 460, 510) (300, 270, 320) (800, 760, 840) (200, 170, 220) (500, 430, 530)
The optimal value in light of these settings are as follows, respectively:
v∗1 = (376 000, 311 075, 530 575),
v∗2 = (436 000, 351 900, 531 275).
The optimal fuzzy solution is presented in Table 4 considering the first setting of weighting parameters.
The first conclusion of this examination is that, the sensitivity of our method to the values of k, l and r is not very
high, i.e. it is not necessary to run the model with many settings of (k, l, r)s. Since the centre, left and right spreads
of right hand side are integral, the obtained fuzzy solution has integral centre, left and right spreads; this is a general
result which has been proved for crisp MCFPs [50]. In what follows, we compare our results with those of Maleki’s
approach [12] for general fuzzy linear programming (FLP), Wu’s idea [15,11] for general FLP, and Shih and Lee’s
scheme [35] for fuzzy MCFPs. We adopt the following componentwise comparison.
Notation 5.2. For two triangular fuzzy numbers a˜ = (a, aL , aR) and b˜ = (b, bL , bR), we say a˜ is better than b˜ if a,
a− aL and a+ aR are better than b, b− bL and b+ bR, respectively. Similarly we say a˜ is almost better than b˜ if at
least two components of b˜ are better than those of a˜.
The interpretation of this notation is that as much as the centre, least value and most value of a˜ are better than the
corresponding components of b˜, one may prefer a˜ to b˜ with more certainty.
First note that by the Maleki ranking function [12] for a triangular number a˜ = (a, aL , aR), we can easily calculate:
R(a˜) = 2a + 1
2
(aR − aL).
The crisp solution which is produced by Maleki’s scheme is provided in Table 5. Also the optimal fuzzy value is as
follows:
(10 418 500.03, 9561 400.03, 11 390 950.03).
Note that our results in both settings are better than Maleki’s results. Also Maleki’s idea cannot handle the level of
risk concept.
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Table 3
The fuzzy capacity and cost of network edges
Edge index Tail node Head node Capacity Cost
1 1 2 (320, 300, 350) (200, 150, 250)
2 1 3 (200, 200, 220) (220, 200, 300)
3 1 5 (250, 200, 270) (300, 380, 390)
4 2 3 (300, 300, 360) (360, 300, 400)
5 2 4 (330, 300, 350) (400, 380, 500)
6 2 8 (570, 500, 600) (600, 550, 620)
7 3 2 (400, 400, 450) (500, 460, 530)
8 3 6 (520, 500, 550) (100, 90, 200)
9 3 9 (340, 300, 360) (600, 540, 660)
10 4 5 (230, 200, 290) (300, 270, 320)
11 4 7 (560, 500, 580) (600, 560, 700)
12 4 11 (330, 300, 400) (44, 370, 450)
13 5 1 (660, 600, 700) (700, 640, 740)
14 5 4 (1100, 1000, 1140) (1500, 1350, 1600)
15 5 6 (780, 700, 800) (1000, 900, 1110)
16 5 12 (290, 200, 320) (300, 280, 350)
17 6 5 (1040, 1000, 1100) (1300, 1180, 1320)
18 6 10 (630, 600, 660) (700, 650, 780)
19 6 13 (540, 500, 600) (400, 370, 410)
20 7 8 (120, 100, 170) (200, 180, 300)
21 8 2 (480, 400, 500) (500, 450, 520)
22 8 7 (220, 200, 240) (300, 220, 340)
23 8 9 (350, 300, 380) (500, 460, 600)
24 8 14 (340, 300, 400) (600, 550, 680)
25 9 3 (250, 200, 300) (300, 240, 320)
26 9 8 (720, 700, 750) (1000, 930, 1100)
27 9 10 (480, 400, 500) (300, 280, 400)
28 9 15 (270, 200, 300) (200, 180, 250)
29 10 9 (970, 900, 1000) (1200, 1130, 1280)
30 11 4 (330, 300, 370) (300, 270, 400)
31 11 7 (250, 250, 280) (400, 350, 430)
32 11 12 (260, 200, 300) (300, 290, 370)
33 11 14 (320, 300, 340) (500, 470, 500)
34 12 5 (350, 300, 370) (400, 340, 450)
35 12 11 (520, 500, 580) (600, 580, 700)
36 12 13 (230, 200, 300) (200, 140, 300)
37 12 16 (320, 300, 370) (500, 470, 600)
38 13 6 (550, 500, 600) (700, 660, 800)
39 13 10 (250, 200, 280) (400, 390, 430)
40 13 12 (550, 500, 600) (1000, 1000, 1050)
41 14 8 (350, 300, 400) (200, 170, 220)
42 14 11 (320, 300, 350) (400, 300, 420)
43 14 15 (330, 300, 350) (300, 290, 400)
44 15 9 (410, 400, 450) (500, 420, 600)
45 15 13 (550, 500, 600) (700, 650, 730)
46 15 14 (250, 250, 300) (400, 370, 500)
47 16 12 (350, 350, 390) (500, 440, 520)
48 16 14 (150, 100, 200) (100, 90, 250)
49 16 15 (520, 500, 580) (600, 550, 630)
Wu’s idea [15] includes crisp variables. To find a crisp optimal solution x∗, applying a given embedding function
Π , we obtain:
Π
{ ∑
{ j :(i, j)∈A}
(xi, j , xi, j , xi, j )	H
∑
{ j :( j,i)∈A}
(x j,i , x j,i , x j,i )
}
=β Π {(bi , bLi , bRi )}, ∀i ∈ N
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Table 4
The optimal fuzzy flow applying our approach with respect to k = pi, l = 1 and r = pi5
x˜1 x˜2 x˜3 x˜4 x˜5 x˜6 x˜7
(320, 300, 350) (0, 0, 0) (180, 150, 180) (0, 0, 0) (180, 180, 350) (140, 70, 0) (400, 300, 450)
x˜8 x˜9 x˜10 x˜11 x˜12 x˜13 x˜14
(0, 0, 0) (0, 0, 0) (0, 0, 0) (30, 30, 270) (330, 290, 100) (0, 0, 0) (680, 620, 600)
x˜15 x˜16 x˜17 x˜18 x˜19 x˜20 x˜21
(0, 0, 0) (0, 0, 0) (500, 470, 420) (0, 0, 0) (0, 0, 130) (0, 0, 0) (0, 0, 0)
x˜22 x˜23 x˜24 x˜25 x˜26 x˜27 x˜28
(220, 200, 240) (0, 0, 0) (300, 280, 190) (100, 40, 90) (680, 680, 750) (0, 0, 0) (0, 0, 0)
x˜29 x˜30 x˜31 x˜32 x˜33 x˜34 x˜35
(700, 640, 730) (0, 0, 0) (250, 230, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0) (520, 500, 580)
x˜36 x˜37 x˜38 x˜39 x˜40 x˜41 x˜42
(0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0) (170, 150, 190) (0, 0, 0) (200, 200, 160)
x˜43 x˜44 x˜45 x˜46 x˜47 x˜48 x˜49
(0, 0, 0) (80, 80, 110) (370, 320, 280) (250, 250, 300) (350, 350, 390) (150, 100, 200) (300, 300, 230)
Table 5
The optimal crisp flow by Maleki’s approach
x˜1 x˜2 x˜3 x˜4 x˜5 x˜6 x˜7 x˜8 x˜9 x˜10 x˜11 x˜12 x˜13 x˜14
645 0 345 0 655 15 825 0 0 0 545 270 0 1190
x˜15 x˜16 x˜17 x˜18 x˜19 x˜20 x˜21 x˜22 x˜23 x˜24 x˜25 x˜26 x˜27 x˜28
0 0 845 0 165 0 0 440 0 425 215 1445 0 0
x˜29 x˜30 x˜31 x˜32 x˜33 x˜34 x˜35 x˜36 x˜37 x˜38 x˜39 x˜40 x˜41 x˜42
1385 0 0 0 0 0 1060 0 0 0 0 340 0 270
x˜43 x˜44 x˜45 x˜46 x˜47 x˜48 x˜49
0 275 570 525 720 300 565
which can be reduced into the following crisp constraints:∑
{ j :(i, j)∈A}
xi, j −
∑
{ j :( j,i)∈A}
x j,i = bi , ∀i ∈ N .
This problem is similar to Wu’s model [11] with crisp constraints. Because of the property of Π , for a fixed parameter
α, the corresponding problem is transformed into the following biobjective problem:
min
∑
(i, j)∈A
Π {(ci, j , cLi, j , cRi, j )(xi, j , xi, j , xi, j )} = min
∑
(i, j)∈A
(αci, j + (1− α)cLi, j , αci, j + (1− α)cRi, j )xi, j . (23)
A survey of multiobjective methods has been published by Sakawa [36]. According to Wu’s proposal [11,15], the
following weighting method is used:
min
∑
(i, j)∈A
[w1{αci, j + (1− α)cLi, j } + w2{αci, j + (1− α)cRi, j }]xi, j , (24)
s.t. ∑
{ j :(i, j)∈A}
xi, j −
∑
{ j :( j,i)∈A}
x j,i = bi , ∀i ∈ N ,
0 ≤ xi, j ≤ ui, j .
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Table 6
The optimal crisp flow by Wu’s approach
x˜1 x˜2 x˜3 x˜4 x˜5 x˜6 x˜7 x˜8 x˜9 x˜10 x˜11 x˜12 x˜13 x˜14
320 0 180 0 320 0 400 0 0 0 280 180 0 640
x˜15 x˜16 x˜17 x˜18 x˜19 x˜20 x˜21 x˜22 x˜23 x˜24 x˜25 x˜26 x˜27 x˜28
0 0 460 0 40 0 0 220 0 200 100 720 0 0
x˜29 x˜30 x˜31 x˜32 x˜33 x˜34 x˜35 x˜36 x˜37 x˜38 x˜39 x˜40 x˜41 x˜42
700 0 0 0 0 0 520 0 0 0 0 170 0 100
x˜43 x˜44 x˜45 x˜46 x˜47 x˜48 x˜49
0 120 330 250 350 150 300
Set α = 0.75.We test Wu’s scheme by three settings of weighting coefficients:
w1 = w2 = 0.5,
w1 = 0.0001, w2 = 1− w1,
w2 = 0.0001, w1 = 1− w2.
In each test, we realize the following optimal value:
(5319 000, 4883 500, 5808 500).
Thus,Wu’s method is not dependent on the risk parametersw1 andw2, while our method can more successfully exhibit
this concept. Although, Wu’s result is better than Maleki’s approach, it is worse than our solutions in both settings.
Also, the spreads of our solution is narrower than Wu’s solution, which shows that our prediction about optimality has
more accuracy. In addition, Wu’s idea cannot deal with uncertain supply–demand in MCFPs. In Table 6, Wu’s optimal
solution is presented.
Based on Shih and Lee’s proposal [35] for MCFPs with fuzzy costs and edge capacities keeping crisp variables,
for an α ∈ (0, 1] as the decision-maker’s cut-off value, we can obtain the following crisp mixed-integer linear
programming problem:
min{xi, j |(i, j)∈A}
f, (25)
s.t. ∑
j :(i, j)∈A
xi, j −
∑
j :( j,i)∈A
x j,i = bi , ∀i ∈ N ,∑
(i, j)∈A
cLi, j xi, j ≤ f ≤
∑
(i, j)∈A
ci, j xi, j ,
f − ∑
(i, j)∈A
cLi, j xi, j∑
(i, j)∈A
ci, j xi, j − ∑
(i, j)∈A
cLi, j xi, j
≥ α,
0 ≤ xi, j ≤ uRi, j − α(uRi, j − uLi, j ) and integer, for each (i, j) ∈ A.
Unfortunately, Shih and Lee’s strategy treats the fuzzy right hand side only where the left hand side is a fuzzy quantity,
too. Since their model considers crisp variables, this condition is not fulfilled for fully fuzzified MCFP (12). Thus,
their proposed method cannot be taken into account when the supply–demand of nodes are imprecisely defined. This
point is implicitly noticed in Example (1) of [35]. In Table 7, the optimal fuzzy values of transportation costs for six
cut-off values α = 0.0001, 0.25, 0.5, 0.75, 0.9999, 1, are presented.
Table 7 shows that this scheme is very sensitive to the cut-off values, which makes it hard to find this parameter
in the decision-making process. Since this scheme changes the structure of MCFP constraints, it is not guaranteed to
find an integral solution, too, while the proposed scheme consists of this property. The optimal solution for α = 0.5 is
shown in Table 8 with f = 4952 575 as the crisp optimal value of model (25).
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Table 7
The fuzzy optimal values of Shih and Lee’s approach taking six cut-off values into account
α Optimal value α Optimal value
0.0001 (4754 078.10, 4358 272.93, 5236 479.66) 0.25 (4955 750.00, 4545 725.00, 5441 400.00)
0.5 (5165 500.00, 4739 650.00, 5653 600.00) 0.75 (5375 250.00, 4933 575.00, 5865 800.00)
0.9999 (5609 899.60, 5153 904.94, 6107 395.65) 1 (5610 000.00, 5154 000.00, 6107 500.00)
Table 8
The optimal crisp flow by Shih and Lee’s approach for α = 0.5
x˜1 x˜2 x˜3 x˜4 x˜5 x˜6 x˜7 x˜8 x˜9 x˜10 x˜11 x˜12 x˜13 x˜14
325 0 175 0 325 25 425 0 0 0 280 105 0 560
x˜15 x˜16 x˜17 x˜18 x˜19 x˜20 x˜21 x˜22 x˜23 x˜24 x˜25 x˜26 x˜27 x˜28
0 0 385 0 115 0 0 220 0 230 125 725 0 0
x˜29 x˜30 x˜31 x˜32 x˜33 x˜34 x˜35 x˜36 x˜37 x˜38 x˜39 x˜40 x˜41 x˜42
700 0 0 0 0 0 540 0 0 0 0 170 0 155
x˜43 x˜44 x˜45 x˜46 x˜47 x˜48 x˜49
0 150 255 275 370 150 280
By comparing Shih and Lee’s result with other methods, the following items can be reported:
1. Shih and Lee’s results are better than Maleki’s result in each case.
2. For α = 0.0001, 0.25, 0.5 Shih and Lee’s results are better than Wu’s result, while for α = 0.75, 0.9999, 1 Wu’s
result is better than Shih and Lee’s results.
3. Keeping six different cut-off parameters α in mind, our results in both settings, are better than Shih and Lee’s
results.
These results show that Shih and Lee’s method is weak for a high level of α in comparison with Wu’s approach and
our idea. Also this scheme cannot distinguish risk levels, while our method can fulfil this necessity.
According to Tables 4 and 6, our solution {x˜i, j }(i, j)∈A, covers almost every component of Wu’s solution
{xi, j }(i, j)∈A, i.e. only 2/49 components of Wu’s solution are outside of the support of our solution. Also, the maximal
outlier is 70 and the sum of outliers is only 90 units. This means that we can predict Wu’s solution by our fuzzy
solution. Furthermore, Tables 4 and 8 shows that our solution {x˜i, j }(i, j)∈A, is close to the Shih and Lee’s solution
{xi, j }(i, j)∈A too, and has only two xi, j s outside of Supp(x˜i, j ). In this case, the maximal outlier and their summation are
45 and 65, respectively. Therefore, we also predict the Shih and Lee’s solution by our fuzzy solution more accurately.
Finally, in contrast to Shih and Lee’s proposal for utilizing mixed integer programming concepts such as branch
and bound which cannot be solved by a polynomial time algorithm, our method utilizes well known polynomial time
algorithms such as scaling cycle-cancelling [50,3]. We believe that our scheme is more efficient for fully fuzzified
MCFPs compared with the worthwhile previous works.
In the next section, we discuss the dual of minimal cost flow Problems that are in fuzzy nature.
6. Dual of fully fuzzified MCFP and optimality conditions
The concept of duality is an important concept in optimization theory which has very useful economic
interpretations [50,16]. Also, it is the base in many combinatorial optimization techniques. In order to introduce
this important concept, first we need the following preliminaries:
Definition 6.1 (Fuzzy Reduced Costs). Let {p˜ii }i∈N , be some fuzzy numbers in LR(R) as fuzzy node potentials. With
respect to each edge (i, j), we can define the fuzzy reduced cost as follows:
c˜p˜ii, j = c˜i, j 	H p˜ii +˜p˜i j .
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Proposition 6.2. Let {ζ˜i }i∈N be minimal distance between node i ∈ N and a fixed arbitrary node s ∈ N , with edges
costs c˜i, j taking order ≤k,l,r into account, where k, l, r ∈ (0,+∞). Then for each edge (i, j) ∈ A the fuzzy reduced
cost with respect to the {p˜ii = 	H ζi }i∈N is a valid fuzzy number in LR(R).
Proof. By the definition of +˜ and Hukuhara’s difference (2.4), the reduced cost has an LR number structure. We have
to prove that its spread is positive. But according to the assumptions on minimal distance, for each acceptable k, l and
r, we have
ζ˜ j ≤k,l,r c˜i, j +˜ζ˜i , for each edge (i, j) ∈ A,
or equivalently by Property 2.6 we can write:
c˜i, j 	H (	H ζ˜i )+˜(	H ζ˜ j ) = c˜i, j 	H p˜ii +˜p˜i j ≥k,l,r 0.
By getting k = pi/n, r = pi2/n and l = 1 and limiting n → +∞, the required result for the left spread is directly
obtained. The proof for the right spread is similar. 
Proposition 6.3. Suppose that {ζ˜i }i∈N are componentwise minimal distances between nodes i ∈ N and an arbitrary
node s ∈ N , considering the edge cost c˜i, j . Then the fuzzy reduced cost, taking {p˜ii = 	H ζi }i∈N for each edge
(i, j) ∈ A in to account, is a valid fuzzy number in LR(R).
Proof. If we denote ζ˜i = (ζi , ζ Li , ζ Ri ), according to the componentwise minimal distance, for each edge (i, j) ∈ A,
we can write:
ζ j ≤ ci, j + ζi , or ci, j − (−ζi )+ (−ζ j ) ≥ 0,
ζ Lj ≤ cLi, j + ζ Li , or cLi, j − (−ζ Li )+ (−ζ Lj ) ≥ 0,
ζ Rj ≤ cRi, j + ζ Ri , or cRi, j − (−ζ Ri )+ (−ζ Rj ) ≥ 0,
which proves the assertion. 
Remark 6.4. Fuzzy reduced costs may have negative spreads without any exact interpretation.
Since, we consider a network with crisp nodes and edges, we can define the fuzzy residual network according to a
given fuzzy flow x˜ = (x˜i, j )i, j∈N , which is similar to the same network for crisp flow in Ahuja et al. [50, p. 45].
Definition 6.5 (Fuzzy Residual Network). Replace each edge (i, j) in the original network G = (N , A) by two edges
(i, j) and ( j, i). The cost of (i, j) is c˜i, j and its fuzzy residual capacity r˜i, j = u˜i, j 	H x˜i, j , and the edge ( j, i) has
cost 	H c˜i, j and fuzzy residual capacity r˜ j,i = x˜i, j . The fuzzy residual network contains only edges with positive
fuzzy residual capacity. We use the notation G(x˜) to represent the fuzzy residual network; A(G(x˜)) and N (G(x˜))
denote the sets of edges and nodes of G(x˜) respectively.
We assume for any pair of nodes i and j, that the graph G does not contain both edges (i, j) and ( j, i). Then the
fuzzy residual network will contain no parallel edges. But this assumption doesn’t impose any loss of generality, see
Ahuja et al. [50] for details.
Lemma 6.6. For each cycle C and each fuzzy node potential {p˜ii }i∈N , we can write,∑
(i, j)∈C
c˜p˜ii, j =
∑
(i, j)∈C
c˜i, j .
Proof. We have∑
(i, j)∈C
c˜p˜ii, j =
∑
(i, j)∈C
c˜i, j 	H p˜ii +˜p˜i j =
∑
(i, j)∈C
(ci, j − pii + pi j , cLi, j − pi Li + pi Lj , cRi, j − pi Ri + pi Rj )
=
 ∑
(i, j)∈C
{ci, j − pii + pi j },
∑
(i, j)∈C
{cLi, j − pi Li + pi Lj },
∑
(i, j)∈C
{cRi, j − pi Ri + pi Rj }
 .
2786 M. Ghatee et al. / Computers and Mathematics with Applications 55 (2008) 2767–2790
But for example, for the first component we can write,∑
(i, j)∈C
{ci, j − pii + pi j } =
∑
(i, j)∈C
ci, j +
∑
j∈N
∑
{i :(i, j)∈C}
−pii + pi j
=
∑
(i, j)∈C
ci, j −
∑
j∈N
∑
{i :(i, j)∈C}
pii +
∑
i∈N
∑
{ j :( j,i)∈C}
pi j =
∑
(i, j)∈C
ci, j .
So we get,
∑
(i, j)∈C
c˜p˜ii, j =
 ∑
(i, j)∈C
ci, j ,
∑
(i, j)∈C
cLi, j ,
∑
(i, j)∈C
cRi, j
 = ∑
(i, j)∈C
c˜i, j . 
Through the rest of the paper we assume that all of the numbers are chosen from TQ.
Theorem 6.7. Let x˜ be a feasible solution for the fully fuzzified MCFP (12). The following items are equivalent:
1. x˜ is fuzzy optimal solution of fully fuzzified MCFP by the order ≤k,l,r .
2. (Negative cycle optimality condition.) Fuzzy residual network G(x˜) contains no negative cost cycle of ≤k,l,r order.
3. (Reduced cost optimality condition.) There are some fuzzy node potentials {p˜ii }i∈N such that for each edge (i, j)
the following is true:
c˜p˜ii, j = c˜i, j 	H p˜ii +˜p˜i j ≥k,l,r 0˜.
4. (Complementary slackness optimality condition.) There are some fuzzy node potentials {p˜ii }i∈A such that their fuzzy
reduced costs and fuzzy flow values satisfy the following conditions:
• if c˜p˜ii, j >k,l,r 0˜, then x˜i, j = 0.
• if c˜p˜ii, j <k,l,r 0˜, then x˜i, j = u˜i, j .
• if 0 < xi, j < ui, j , 0 < x Li, j < uLi, j and 0 < x Ri, j < uRi, j , then, c˜p˜ii, j = 0.
Proof. (1 → 2) and (2 → 1) are trivial. For (2 → 3), assume that x˜∗ = {x˜∗i, j }(i, j)∈A satisfies negative cycle
optimality condition. We get {d˜i }i∈N as the fuzzy shortest distances from node 1 to all other nodes in G(x˜∗), by ≤k,l,r
order. It’s clear that
∀(i, j) ∈ A(G(X˜∗)), d˜ j ≤k,l,r d˜i +˜c˜i, j .
Set {p˜ii = 	H d˜i }i∈N . So we have,
0˜≤k,l,r c˜i, j 	H (	H d˜i )+˜(	H d˜ j ) = c˜i, j 	H p˜ii +˜p˜i j = c˜p˜ii, j .
Conversely, suppose that for some fuzzy node potentials {p˜ii }i∈N we get c˜p˜ii, j ≥k,l,r 0˜, for each edge (i, j) ∈ A. Then
for each cycle C we have∑(i, j)∈C c˜p˜ii, j ≥k,l,r 0˜. Due to Lemma 6.6:∑
(i, j)∈C
c˜p˜ii, j =
∑
(i, j)∈C
c˜i, j ≥k,l,r 0˜.
To prove (3 → 4), suppose that c˜p˜ii, j > 0 and x˜i, j is not zero. Thus, G(x˜∗) has both edges (i, j) and ( j, i). On the
other hand, we have:
c˜p˜ij,i = 	H c˜p˜ii, j < 0,
which is a contradiction; thus x˜i, j = 0. Similarly, if c˜p˜ii, j <k,l,r 0˜ and x˜i, j <k,l,r u˜i, j the residual network consists of
the edge (i, j), which is not true by a reason similar to the above. In fact, if 0 < xi, j < ui, j , 0 < x Li, j < u
L
i, j and
0 < x Ri, j < u
R
i, j ,, then we have:
0˜<k,l,r x˜i, j <k,l,r u˜i, j .
Thus,G(x˜∗) consists of both edges (i, j) and ( j, i).Because of the assumption c˜p˜ii, j ≥k,l,r 0˜ and	H c˜p˜ii, j = c˜p˜ij,i ≥k,l,r 0˜.
Because ≤k,l,r is a total order, we must have c˜p˜ii, j = 0. Also (4→ 3) is trivial. 
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Corollary 6.8. According to Theorem 6.7, combinatorial algorithms for crisp MCFPs can be generalized for fully
fuzzified cases easily, see e.g. Hashemi et al. [3] for details.
We can define dual of the fully fuzzified MCFP as follows:
max
∑
i∈N
b˜i .p˜ii 	H
∑
(i, j)∈A
αi, j .u˜i, j =
∑
i∈N
(bi , b
L
i , b
R
i ).(pii , pi
L
i , pi
R
i )	H
∑
(i, j)∈A
(αi, jui, j , αi, ju
L
i, j , αi, ju
R
i, j ), (26)
s.t p˜ii 	H p˜i j 	H (αi, j , 0, 0)≤k,l,r c˜i, j ,
αi, j ≥ 0,
where . ∈ {×˜,,⊗}. Also we use the notation α˜i, j in place of (αi, j , 0, 0).
We have the following important theorem:
Theorem 6.9 (Weak Duality Theorem). Consider {. = ×˜} and use Wu’s scalar production (6). Let Z˜(x˜) and W˜ (p˜i, α˜)
be the objective values of the fully fuzzified MCFP (12) and its dual (26) taking feasible solutions x˜ and (p˜i, α˜) into
account. Moreover, suppose that Cor(x˜i, j ) is a singleton for each (i, j) ∈ A. Then
W˜ (p˜i, α˜)≤k,l,r Z˜(x˜).
Proof. According to Proposition 3.18, Part (iii), and by multiplying the two sides of the dual constraints in x˜i, j ≥ 0,
we get:
{p˜ii 	H p˜i j 	H α˜i, j }.x˜i, j ≤k,l,r c˜i, j .x˜i, j ,
and by summing all edges:∑
(i, j)∈A
(p˜ii 	H p˜i j ).x˜i, j 	H
∑
(i, j)∈A
α˜i, j .x˜i, j ≤k,l,r
∑
(i, j)∈A
c˜i, j .x˜i, j . (27)
On the other hand, substituting fuzzy reduced costs and using Property 2.6, we verify that:
c˜.x˜ 	H c˜p˜i .x˜ =
∑
(i, j)∈A
(p˜ii 	H p˜i j ).x˜i, j =
∑
i∈N
∑
j :(i, j)∈A
p˜ii .x˜i, j 	H
∑
j∈N
∑
i :(i, j)∈A
p˜ii .x˜i, j
=
∑
i∈N
p˜ii .
∑
j :(i, j)∈A
x˜i, j 	H
∑
j∈N
p˜i j .
∑
i :(i, j)∈A
x˜i, j
=
∑
i∈N
p˜ii .
( ∑
j :(i, j)∈A
x˜i, j 	H
∑
j :(i, j)∈A
x˜ j,i
)
=
∑
i∈N
p˜ii .b˜i . (28)
Due to (15), for each feasible primal solution x˜ = (x˜i, j )(i, j)∈A, we have x˜i, j ≤k,l,r u˜i, j , but α˜i, j = (αi, j , 0, 0) ≥ 0,
so we get:∑
(i, j)∈A
α˜i, j .x˜i, j =
∑
(i, j)∈A
αi, j .x˜i, j ≤k,l,r
∑
(i, j)∈A
αi, j .u˜i, j =
∑
(i, j)∈A
α˜i, j .u˜i, j , (29)
therefore,∑
i∈N
p˜ii .b˜i 	H
∑
(i, j)∈A
α˜i, j .u˜i, j ≤k,l,r
∑
(i, j)∈A
(p˜ii 	H p˜i j ).x˜i, j 	H
∑
(i, j)∈A
α˜i, j .x˜i, j . (30)
The conclusions (27) and (30) together prove the assertion. 
Property 6.10. Let all parameters in c˜p˜ii, j = (cpii, j , cpi,Li, j , cpi,Ri, j ) = c˜i, j 	H p˜ii +˜p˜i j be in TQ. The objective function of
Dual problem (26) may be rewritten as follows:
W˜ (p˜i) =
∑
i∈N
b˜i .(pii , pi
L
i , pi
R
i )	H
∑
(i, j)∈A
max{0,−(kcpii, j + lcpi,Li, j + rcpi,Ri, j )}.
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Proof. From the dual constraints, we obtain:
α˜i, j ≥k,l,r 	H c˜p˜ii, j ,
or equivalently applying Definition 3.4,
αi, j ≥ −(kcpii, j + lcpi,Li, j + rcpi,Ri, j ).
On the other hand α˜i, j ≥ 0. So α˜i, j ≥k,l,r max{0,	H c˜p˜ii, j }. But in the objective function (26), the coefficient of α˜i, j is
	H u˜i, j and u˜i, j ≥ 0. In order to minimize the objective function, we should set:
αi, j = max{0,−(kcpii, j + lcpi,Li, j + rcpi,Ri, j )},
which is our favourite. 
Lemma 6.11. Set {. = ×˜} and use scalar production (6). Give only numbers in TQ. Let x˜∗ be the fuzzy optimal
solution of model (12). We have:
	H c˜p˜i∗i, j .x˜∗i, j = max{0,−(kcpii, j + lcpi,Li, j + rcpi,Ri, j )}.u˜i, j . (31)
Proof. When c˜p˜i
∗
i, j = 0˜ the result is clear. Assume c˜p˜i
∗
i, j >k,l,r 0˜. Then, based on the complementary slackness optimality
condition, x˜∗i, j = 0˜. Therefore the two sides of (31) are equal. Similarly, if c˜p˜i
∗
i, j <k,l,r 0˜, we have x˜
∗
i, j = u˜i, j , which
implies the assertion. 
Theorem 6.12 (Strong Duality Theorem). Set {. = ×˜} and use the scalar production (6). Give numbers only in TQ.
Let primal model (12) and its dual (26) be feasible and x˜∗ be optimal solution of model (12); then model (26) has an
optimal solution p˜i∗ that satisfies:
Z˜(x˜∗) = W˜ (p˜i∗).
Proof. Let x˜∗ be the optimal solution of model (12). According to Theorem 6.7, there are fuzzy node potentials
{p˜i∗i }i∈N satisfying the complementary slackness optimality condition. Clearly, {p˜i∗i }i∈N is a feasible solution for
model (26), too. By Lemma (31), we have:
	H c˜p˜i∗i, j .x˜∗i, j = max{0,−(kcpii, j + lcpi,Li, j + rcpi,Ri, j )}.u˜i, j .
Noting Eq. (28), we have,
c˜.x˜∗	H c˜p˜i∗x∗ =
∑
i
p˜i∗i .b˜i .
These conclusions together with Property 6.10 prove the assertion. 
Theorem 6.13. For the specialist case into crisp MCFP, the strong duality Theorem 6.12 is embedded on the common
well known duality theorem.
Proof. Since, for crisp case, the left and right spreads of each parameters are zero, the result is direct. 
Corollary 6.14. If the set of feasible fuzzy solutions of the model (12) can be restricted from below, then the network
has a spanning tree in respect to its optimal solution.
Proof. As this is similar to the simplex network theorem in Ahuja et al. [50, p. 408], the result can be obtainedin the
same way. 
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7. Conclusion
Fuzzy programming is an important area of uncertainty optimization in the decision-making field. This paper
studies a total order on fuzzy numbers that uses non-algebraic numbers rather than the coefficients relating to the
centre, left and right spreads of fuzzy numbers. Needless to say, this choice is not unique and finding the best choice
for weighting in this total order is an open problem. Moreover, Hukuhara’s difference is applied for the mathematical
modelling of flows. By joining these approaches, some optimality conditions for the fully fuzzified minimal cost
flow problem (fully fuzzified MCFP) were realized. According to these extensions, combinatorial algorithms can be
utilized in order to find the minimal fuzzy cost of shipment. Also, we derive weak and strong duality theorems for this
version of the optimization problem. The numerical simulation showed the acceptable performance of our scheme on
a random problem in comparison with previous established works. These ideas may be extended to future works on
fuzzy multicommodity problems.
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