Abstract. This paper proposes a new feature selection algorithm. First, the data at every attribute are sorted. The continuously distributed data with the same class labels are grouped into runs. The runs whose length is greater than a given threshold are selected as "valid" runs, which enclose the instances separable from the other classes. Second, we count how many runs cover every instance and check how the covering number changes once eliminate a feature. Then, we delete the feature that has the least impact on the covering cases for all instances. We compare our method with ReliefF and a method based on mutual information. Evaluation was performed on 3 image databases. Experimental results show that the proposed method outperformed the other two.
Introduction
For pattern recognition problems, the data represented in feature space can be of very high dimensionality. However, some features are redundant and do not provide extra information over the others. In some worse cases, feature extraction could introduce noise, which does not contribute to pattern classification but degrade the classification performance. Thus, how to find a compact and effective feature subset is a significant issue, to which a great deal of effort has been devoted so far. There are two types of methodologies for dimensionality reduction: The unsupervised methods like PCA and the supervised methods, for which the class labels of the training samples are prior known. In this study, we foucse on the supervised dimensionality recduction, which is referred to as feature selection. Feature selection plays an important role in a variety of applications, including image classification [9, 10] . Some reviews on feature selection can be found in [1] [2] [3] . According to [4] , feature selectors can be sorted into two different groups: wrappers and filters. Wrappers employ a given classifier to evaluate features such that the feature selection is optimized for the given classifier. Filters evaluate features according to some measurements of class separability. In general, filters are less computationally complex than wrappers. As for filters, some methods measure the power of every independent feature in terms of class separability while some other methods measure the power of a subset of features as a whole. According to [3] , only exhaustive search and the branch and bound methods [12, 13] are optimal feature selectors. However, the branch and bound methods are based on an assumption that a performance index drops monotonously. In fact, investigations on developing new feature selectors have never stopped. Recently, mutual information based methods have received much attention [7, [14] [15] .
In this study, we propose a new feature selection method, which belongs to the filter category. Its implementation is outlined as follows. First, the data at every attribute are sorted. The continuously distributed data with the same class labels are grouped into runs. The runs whose length is greater than a given threshold are selected as "valid" runs, which imply that the instances falling into such runs are separable from the other classes because enough instances from an identical class occupy spatially close positions. Second, we count how many runs cover every instance and check how the covering number changes once eliminate a feature. We delete the feature that has the least impact on the covering cases for all instances.
We compare our method with ReliefF [5] , which is member of the Relief family [6] , and the method based on mutual information [7] . Both methods belong to the filter category. We evaluate the 3 methods on 3 image databases provided in UCI Machine Learning Repository [16] . Experimental results show that the proposed method outperformed the other two.
The Method
The feature selection method is based on run covering. First, we sort the data values at every attribute. After the sorting, the data at every attribute can be divided into some segments, where the class labels of the elements in every segment should be identical. Such a segment is referred to as a run. If an instance is covered by at least one run (One of its attribute is included in the run.) whose length is greater than a given threshold, it means that this instance is separable from the other classes. By eliminating recursively such attributes that the removal of them will not affect the class separability in terms of run covering, a feature subset can then be selected. In the following, we first give the definition of runs. Then, we describe the feature selection algorithm. Finally, we provide a feature ranking method by which we can identify the least important feature and delete it in every loop.
Runs
The runs at every attribute can be extracted via the following procedure:
(1) Suppose that there are N instances. After sorting the kth attribute, we obtain x k1 ≤x k2 ≤…≤x kN . Denote the corresponding class labels as [C(x k1 ),C(x k2 ),…,C(x kN )].
Note that C(x ki )∈{1,2,…,L}, i=1,2,…,N, if there are L classes. Also, the indices of the corresponding instances are denoted as [I(x k1 ),I(x k2 ),…,I(x kN )].
(2) If x ki =x k,i+1 =…=x k,i+U but C(x ki )=C(x k,i+1 )=…=C(x k,i+U ) does not hold at the same time, it means that x ki ,x k,i+1 ,…,x k,i+U are not separable. To denote that, we let C(x ki )=C(x k,i+1 )=…=C(x k,i+U )=0. Note that only 0∉{1,2,…,L}. Thus, it is not a valid class label.
