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The Donaldson equation
Weiyong He ∗
1 Introduction
S. Donaldson [3] introduced a Weil-Peterson type metric on the space of volume
forms (normalized) on any Riemannian manifold (X, g) with fixed total volume.
This infinite dimensional space can be parameterized by all smooth functions
such that
H = {φ ∈ C∞(X) : 1 +△gφ > 0}.
This is a locally Euclidean space. The tangent space is exactly C∞(X) up to
addition of some constants. The metric is defined by
‖δφ‖2φ =
∫
X
(δφ)2(1 +△gφ)dg.
The energy function on a path Φ : [0, 1]→ H is defined as
E(Φ(t)) =
∫ 1
0
∫
X
|Φ˙|2(1 +△Φ)dg.
Then, the geodesic equation is
Φtt(1 +△Φ)− |∇Φt|2g = 0. (1.1)
This is a degenerated elliptic equation. To approach this equation, Donaldson
introduced a perturbed of the geodesic equation
Φtt(1 +△Φ)− |∇Φt|2g = ǫ, (1.2)
for any ǫ > 0. The equation (1.2) can be also formulated as the other two
equivalent free boundary problems according to [3]. In joint work with X. Chen
[2], we get a smooth solution of the equation (1.2) and a weakly C2 solution
of the geodesic equation (1.1), where the a priori estimates on |Φ|C1 , △Φ, Φtt,
∇Φt are independent of inf ǫ, Using these solutions, we prove that H is a non-
positively curved metric space, parallel to the result of the space of Ka¨hler
metrics [1].
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From the PDE point of view, the equations (1.1) and (1.2) are relevant to
the operator
Q(D2Φ) = Φtt(1 +△Φ)− |∇Φt|2. (1.3)
In this short note, we want to solve the following Dirichlet problem
Q(D2Φ) = f, (1.4)
with boundary condition
Φ(·, 0) = φ0,Φ(·, 1) = φ1,
where f ∈ C∞(X × [0, 1]) is a positive function and φ0, φ1 ∈ H. We call the
equation (1.4) Donladson equation and the operator Q Donaldson operator. In
the paper [2], the fact that f = ǫ is a constant is used crucially to get a priori
estimates. We notice that the equation can be still solved provided f > 0, while
inf f > 0 is actually used crucially to get a uniform C1 bound below. We obtain
Theorem 1.1. Let (X, g) be a compact Riemannian manifold and f ∈ Ck(X×
[0, 1]) with k ≥ 2 is a positive function. The Dirichlet problem (1.4) has a
unique solution Φ(x, t) ∈ Ck+1,β(X × [0, 1]) for any β ∈ [0, 1). Moreover,
1 +△Φ > 0
for any t ∈ [0, 1].
Acknowledgement: The author would like to thank Prof. X. Chen for con-
stant support and encouragements.
2 A priori estimates
In this section we derive the a priori estimates for the Donaldson equation
Q(D2Φ) = f, (2.1)
with boundary condition
Φ(·, 0) = φ0,Φ(·, 1) = φ1,
where f is a positive smooth function on X × [0, 1]. The linearized operator is
given by
dQ(h) = Φtt△h+ (1 +△Φ)htt − 2〈∇ht,∇Φt〉.
Recall the concavity for the Donaldson equation.
Lemma 2.1. (Donaldson [3]) 1. If A > 0, then Q(A) > 0 and if A ≥ 0,
Q(A) ≥ 0.
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2. If A,B are two matrices with Q(A) = Q(B) > 0, and if the entries
A00, B00 are positive then for any s ∈ [0, 1],
Q(sA+ (1− s)B) ≥ Q(A), Q(A−B) ≤ 0.
Moreover, strict inequality holds if the corresponding arguments are not the
same.
We have its equivalent form.
Lemma 2.2. Consider the function
f(x, y, z1, · · · , zn) = log
(
xy −
∑
z2i
)
.
Then f is concave when x > 0, y > 0, xy −∑ z2i > 0.
We will use the following notations. At any point p ∈ X × [0, 1], take local
coordinates (x1, · · · , xn, t). We can always diagonalize the metric tensor g as
gij(p) = δij , ∂kgij(p) = 0. We will use, for any smooth function f on X × [0, 1],
the following notations
△fi = △(fi), △fij = △(fij), △f,i = (△f),i and △f,ij = (△f)ij .
For any function f, fi, fij etc are covariant derivatives. ByWeitzenbock formula,
we have
△fi = △f,i+Rijfj, (2.2)
where Rij is the Ricci tensor of the metric g.
2.1 C0 estimates
Denote
Φa = at(1− t) + (1− t)φ0 + tφ1
for any number a. The C0 estimate is similar as in [2]. For the sake of the
completeness, we include the proof here.
Lemma 2.3. If Φ satisfies (2.1), then for some a big enough,
Φ−a ≤ Φ ≤ (1− t)φ0 + tφ1.
Proof. First we have
Φtt > 0.
It follows that
Φ(·, t)− Φ(·, 0)
t− 0 <
Φ(·, 1)− Φ(·, t)
1− t .
Namely
Φ(t) < (1− t)φ0 + tφ1.
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Note Φ = Φ−a on the boundary. If Φ < Φ−a for some point, then Φ − Φ−a
obtains its minimum in the interior, say at p. Then D2Φ ≥ D2Φ−a at p. Note
Q(D2Φ) = f, and Q(D2Φ−a) = 2a((1− t)△φ0 + t△φ1)− |∇φ1 −∇φ0|2.
If a is sufficiently big, we know that
Q(D2Φ) < Q(D2Φ−a). (2.3)
Let A be a (n+2)×(n+2) symmetric matrix such that the (n+1)×(n+1) block
of A is D2Φ−a, and Ai(n+2) = A(n+2)i = 0 for 1 ≤ i ≤ n + 1, A(n+2)(n+2) = 1.
Let B be a (n+ 2)× (n+ 2) symmetric matrix such that the (n+ 1)× (n+ 1)
block of B is D2Φ and Bi(n+2) = B(n+2)i = 0 for 1 ≤ i ≤ n+1, B(n+2)(n+2) = λ.
λ is a constant satisfying
Q(B) = Φtt(λ+△Φ)− Φ2tk = Q(A) = Q(D2Φ−a).
We know that λ > 1 by (2.3). It follows that Q(B − A) < 0. But B − A is
semi-positive definite, Q(B −A) ≥ 0. Contradiction.
2.2 C1 estimates
To get a C1 estimate independent of ǫ, in particular when ǫ→ 0, the fact that
ǫ is a constant is used heavily in [2]. In general, the required estimates can be
obtained depending on inf f > 0.
Lemma 2.4. Suppose that Φ satisfies (2.1), then there is a uniform constant
C depending on inf f > 0, |f |C1 and the boundary data, such that
|∇Φ| ≤ C, |Φt| ≤ C.
Proof. Since Φtt > 0, Φt obtains its maximum on the boundary. By Lemma
2.3, it is easy to see that |Φt| is bounded on the boundary. To bound ∇Φ, take
h =
1
2
(|∇Φ|2 + bΦ2) ,
where b is a constant determined later. We want to show that h is bounded.
Namely, there exists a constant C depending only on inf f , |f |C1 and the bound-
ary data such that
maxh ≤ C.
Since h is uniformly bounded on the boundary, we assume h takes its maximum
at (p, t0) ∈ X × (0, 1). Taking derivative, we get that
ht = ΦtkΦk + bΦtΦ, hk = ΦikΦi + bΦkΦ,
htt = ΦttkΦk +Φ
2
tk + b(ΦttΦ + Φ
2
t ),
htk = ΦtikΦi +ΦtiΦik + b(ΦtkΦ + ΦtΦk),
△h = ΦikkΦi +Φ2ik + b(△ΦΦ + Φ2k),
= △Φ,iΦi +Φ2ik + b(△ΦΦ+ Φ2k) +RijΦiΦj , (2.4)
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where Rij is the Ricci curvature of (X, g). It follows that
dQ(h) = Φtt△h+ (1 +△Φ)htt − 2Φtkhtk
= Φtt
(△Φ,iΦi +Φ2ik + b(△ΦΦ+ Φ2k))+ΦttRijΦiΦj
+(1 +△Φ) (ΦttkΦk +Φ2tk + b(ΦttΦ + Φ2t ))
−2Φtk (ΦtikΦi +ΦtiΦik + b(ΦtkΦ+ ΦtΦk))
= ΦttΦ
2
ik + (1 +△Φ)Φ2tk − 2ΦtiΦikΦtk
+b(ΦttΦ
2
k + (1 +△Φ)Φ2t − 2ΦtkΦtΦk)
+Φk(Φtt△Φ,k + (1 +△Φ)Φttk − 2ΦtiΦtik)
+bΦ(2Φtt△Φ+ Φtt − 2Φ2tk) + ΦttRijΦiΦj . (2.5)
Taking derivative of (2.1), we can get that
Φttk(1 +△Φ) + Φtt△Φ,k − 2ΦitkΦit = fk, (2.6)
Φttt(1 +△Φ) + Φtt△Φt − 2ΦittΦit = ft. (2.7)
By (2.5) and (2.6), we have
dQ(h) = ΦttΦ
2
ik + (1 +△Φ)Φ2tk − 2ΦtiΦikΦtk
+b(ΦttΦ
2
k + (1 +△Φ)Φ2t − 2ΦtkΦtΦk)
+Φkfk − bΦtt +ΦttRijΦiΦj. (2.8)
Note at the point (p, t0), ht = hk = 0, it follows that
ΦtkΦt = −bΦΦt.
We can get from (2.8) that
dQ(h) = ΦttΦ
2
ik + (1 +△Φ)Φ2tk − 2ΦtiΦikΦtk
+b(ΦttΦ
2
k + (1 +△Φ)Φ2t + 2bΦΦ2t )
+Φkfk − bΦtt +ΦttRijΦiΦj
> Φtt
(
1
2
b|∇Φ|2 − bΦ− C0|∇Φ|2
)
+
1
2
bΦtt|∇Φ|2 + (1 +△Φ)|Φt|2 +Φkfk
> Φtt
(
1
2
b|∇Φ|2 − bΦ− C0|∇Φ|2
)
+(
√
2bf |Φt| − |∇f |)|∇Φ|, (2.9)
where C0 = 1+max |Rij | is a constant. If Φ solves (2.1) with boundary condition
Φ(·, 0) = φ0,Φ(·, 1) = φ1,
then Φ˜ = Φ +At solves (2.1) with boundary condition
Φ˜(x, 0) = φ0, Φ˜(x, 1) = φ1 +A,
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where A is any constant. Since |Φt| and |Φ| are bounded, we can choose nor-
malization (A big enough) such that for any (x, t), |Φt| ≥ 1. Choose b such
that
b = max
( |∇f |√
f
, 4C0
)
.
At the point (p, t0), dQ(h) ≤ 0, it follows from (2.9) that
|∇Φ|2(p) < bΦ
C0
.
2.3 C2 estimates
The C2 estimates are only slight different with the case f = ǫ. First we have
the following interior estimates.
Lemma 2.5. Suppose that Φ satisfies (2.1), then there is a uniform positive
constants C1 depending on inf f > 0, |f |C1 , |f |C2 and the boundary data, such
that
0 < Φtt + 1 +△Φ ≤ C1(1 + max
∂(X×[0,1])
|Φtt|).
Proof. It is clear that
Φtt + 1 +△Φ > 0.
Take
F =
1
2
bt2 − bΦ, h = Φtt + 1 +△Φ, and h˜ = exp (F )h,
where b is some constant determined later. We want to show that h˜ obtains
its maximum on the boundary. If not , suppose h obtains its maximum at the
point (p, t0) ∈ X × (0, 1). Taking derivative,
h˜t = exp(F )(Fth+ ht), h˜k = exp(F )(Fkh+ hk)
and
h˜tt = exp(F )(htt+Ftth+2Ftht+hF
2
t ), h˜kk = exp(F )(hkk+Fkkh+2Fkhk+hF
2
k ).
Also we have
h˜tk = exp(F )(htk + htFk + hFtk + hFkFt + hkFt).
Note at the point (p, t0), h˜t = h˜k = 0. It follows that
ht + hFt = 0, hk + hFk = 0.
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We can calculate that at the point (p, t0)
dQ(h˜) = Φtt△h˜+ (1 +△Φ)h˜tt − 2Φtkh˜tk
= Φtt exp(F )(△h+ h△F − hF 2k )
+(1 +△Φ) exp(F )(htt + hFtt − hF 2t )
−2Φtk exp(F )(htk + hFtk − hFkFt)
= exp(F )(dQ(h) + hdQ(F )− P (h, F )), (2.10)
where
P (h, F ) = h(ΦttF
2
k + (1 +△Φ)F 2t − 2ΦtkFtFk).
Now we carry out dQ(F ), dQ(h). It is clear that
dQ(F ) = b(1 +△Φ+ Φtt − 2f).
Taking derivative, we have
ht = Φttt +△Φt, htt = Φtttt +△Φtt
hk = Φttk +△Φ,k , △ = △Φtt +△2Φ, h˜tk = Φtttk +△Φ,tk.
We calculate
dQ(h) = Φtt△h+ (1 +△Φ)htt − 2Φtkhtk
= (1 +△Φ)(Φtttt +△Φtt) + Φtt(△Φtt +△2Φ)
−2Φtk(Φtttk +△Φ,tk). (2.11)
Taking derivative of (2.6) and (2.7), we have
Φtt△Φtt + (1 +△Φ)Φtttt − 2ΦtkΦtttk + 2Φttt△Φt − 2Φ2ttk = ftt, (2.12)
Φtt△2Φ + (1 +△Φ)△Φtt − 2Φti△Φti + 2Φttk△Φ,k − 2Φ2tik = △f. (2.13)
It follows that
dQ(h) = 2Φ2ttk + 2Φ
2
tik − 2Φttt△Φt − 2Φttk△Φ,k + 2RijΦtiΦtj + ftt +△f.
(2.14)
Denote
L = Φ2ttk − Φttt△Φt,M = Φ2tij − Φttk△Φ,k. (2.15)
By (2.6) and (2.7), we get that
ΦttL = ΦttΦ
2
ttk + (1 +△)Φ2ttt − 2ΦtkΦttkΦttt,
and
ΦttM = ΦttΦtij + (1 +△)Φ2ttk − 2ΦtkΦtikΦtti.
It follows that L,M ≥ 0. It is clear that
RijΦtiΦtj ≥ −C0(Φtt + 1 +△Φ)2,
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where C0 = 1 +max |Rij |. It follows that
dQ(h) ≥ −C0(Φtt + 1 +△Φ)2 − |f |C2 .
It is also easy to get that
P (h, f) ≤ C2(Φtt + 1 +△Φ)2,
where C2 is constant depending on |Φ|C1 . We can get that
dQ(h˜) > exp(F )((b − C0 − C2)(Φtt + 1 +△Φ)2 − 2bf(Φtt + 1 +△Φ)− |f |C2).
Note at the point (p, t0), dQ(h˜) ≤ 0. Take
b = C0 + C2 + 1,
we have at the point (p, t0)
Φtt + 1 +△Φ ≤ C3(|f |C2 , inf f).
Since exp(F )(Φtt + 1 +△Φ) obtain its maximum at (p, t0), it follows that
Φtt + 1 +△Φ ≤ C4.
It means that either exp(F )(Φtt+1+△Φ) obtains its maximum on the boundary,
or Φtt + 1 +△Φ is uniformly bounded. In any case, we have
0 < Φtt + 1 +△Φ ≤ C1(1 + max
∂(X×[0,1])
|Φtt|).
The boundary C2 estimates follow exactly the same as in [2].
Lemma 2.6. If Φ is a solution of (2.1), then Φ satisfies the following a priori
estimate
|△Φ| ≤ C , |Φtk| ≤ C, |Φtt| ≤ C,
where C is a universal constant depending on inf f, |f |C2 and the boundary data.
The Ho¨lder estimate of D2Φ follows from Evans-Krylov theory using the
concavity of logQ. Once we get the Ho¨lder estimates of D2Φ, the standard
boot-strapping argument gives all higher order derivatives of Φ.
3 Solve the equation
To solve the Donaldson equation for general f , we consider the following conti-
nuity family for s ∈ [0, 1]
Q(D2Φ) = (1− s)Q(D2Φ−a) + sf, (3.1)
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with the boundary condition
Φ(·, 0, s) = φ0,Φ(·, 1, s) = φ1,
where Φ−a = −at(1− t) + (1− t)φ0 + tφ1. When a is big enough, Q(D2Φ−a) is
positive and bounded away from 0. We shall now prove that if f ∈ Ck(X×[0, 1])
with k ≥ 2 then we can find of solution of (2.1) such that Φ ∈ Ck+1,β(X× [0, 1])
for any 0 ≤ β < 1. Consider the set
S =
{
s ∈ [0, 1] : the equation (3.1) has a solution in Ck−1,β(X × [0, 1])}
Obviously 0 ∈ S. Hence we need only show that S is both open and close. It is
clear that Q : Ck+1,β → Ck−1,β is open if
1 +△Φ > 0 and Q(D2Φ) > 0.
In this case dQ is an invertible elliptic operator and openness follows. The
closeness of S follows from the a prior estimates derived in Section 2. Hence
Theorem 1.1 holds.
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