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Abstract
This paper proposes a new approximation method for Dempster–Shafer belief
functions. The method is based on a new concept of incomplete belief potentials. It
allows to compute simultaneously lower and upper bounds for belief and plausibility.
Furthermore, it can be used for a resource-bounded propagation scheme, in which the
user determines in advance the maximal time available for the computation. This leads
then to convenient, interruptible anytime algorithms giving progressively better solu-
tions as execution time goes on, thus oﬀering to trade the quality of results against the
costs of computation. The paper demonstrates the usefulness of these new methods and
shows its advantages and drawbacks compared to existing techniques.
 2002 Elsevier Science Inc. All rights reserved.
Keywords: Belief functions; Dempster–Shafer theory; Incompleteness; Lower and upper
approximation; Join tree propagation; Fusion algorithm; Interruptible anytime algo-
rithm
International Journal of Approximate Reasoning 31 (2002) 103–154
www.elsevier.com/locate/ijar
qResearch supported by scholarship no. 8220-061232 and grant no. 2000-061454.00 of the Swiss
National Science Foundation.
*
Corresponding author. Tel.: +1-1310-267-4713.
E-mail addresses: rolf.haenni@gmx.net (R. Haenni), norbert.lehmann@unifr.ch (N. Lehmann).
URLs: http://www.haenni.shorturl.com, http://www.diuf.unifr.ch/lehmann.
0888-613X/02/$ - see front matter  2002 Elsevier Science Inc. All rights reserved.
PII: S0888 -613X(02)00074 -9
1. Introduction
Today’s research and applications in the ﬁeld of quantitative reasoning
and decision under uncertainty is dominated by Bayesian networks [1] and
their variants. This is somehow surprising, since many situations involving
uncertainty can not be represented properly within the classical probability
framework. There is, for example, no adequate way of representing total ig-
norance. Another problem is the restriction of Bayesian networks to directed
acyclic graphs.
To avoid these diﬃculties, many alternative approaches have been pro-
posed. One of the most promising alternatives is the concept of belief functions,
also known as Dempster–Shafer theory or theory of evidence. The original work
of Dempster [2] and Shafer [3] has been followed by a number of theoretical
and practical contributions. The Theory of Hints [4], for example, provides a
clear and coherent interpretation of belief functions. Another milestone is the
axiomatic justiﬁcation given by Smets’ transferable belief model (TBM) [5].
Finally, probabilistic argumentation systems (PAS) [6–8] introduce a more
practical perspective and demonstrate how belief functions are obtained from a
simple way of combining classical propositional logic (or corresponding ex-
tensions) with probability theory.
Despite its success as a well founded and general model of human reasoning
under uncertainty, belief functions are rarely used in concrete applications.
One of the most signiﬁcant arguments raised against using belief functions in
practice is their relatively high computational complexity, especially in com-
parison with methods based on classical probability theory. In fact, combining
belief functions using Dempster’s rule of combination is known to be #P-
complete in the number of evidential sources [9]. Furthermore, from a more
practical perspective, the complexity of computing the marginal of multi-var-
iate belief functions depends exponentially on the size of the largest node in the
underlying hypertree [8,10].
To overcome these computational limitations, diﬀerent approximation
methods have been proposed. Previous work can be divided into two catego-
ries. The ﬁrst category consists ofMonte-Carlo techniques such as [11–14]. The
idea is to estimate exact values of belief and plausibility by ratios of diﬀerent
outcomes relative to randomly generated samples. The second category consist
of simpliﬁcation procedures. They are motivated by the fact that most algo-
rithms involving belief functions have a complexity polynomial in the number
of focal sets. The underlying idea is therefore to restrict in diﬀerent ways the
number of focal sets. A simple method is called Bayesian approximation [15],
where only singleton subsets are allowed as focal sets. Other methods such as
k–l–x approximation [16], summarization [17], D1 approximation [18,19], and
consonant approximation [20] try to reduce the growing number of focal sets
during the combination process. Other similar approaches are those described
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by Harmanec in [21]. An additional contribution of Harmanec is the deﬁnition
of weak and strong consistency and his discussion about optimality.
The drawback of all the simpliﬁcation procedures mentioned above is that
they do not allow to judge the quality of the approximation without doing the
exact computation. A newer approach is Denœux’s idea of inner and outer
clustering [22,23]. This approach produces lower and upper bounds for the
exact values of belief and plausibility. This allows the user to estimate the
quality of the approximation. However, there are several drawbacks. First, as
the method computes two belief functions, the so-called inner and outer ap-
proximations bel and belþ, respectively, it requires two computational pro-
cesses in parallel. Furthermore, computing inner and outer clusterings at each
step of the corresponding processes requires additional computational eﬀort.
And ﬁnally, if the quality of the outcome is not satisfactory, Denœux’s ap-
proach does not allow to reuse intermediate results from previous computa-
tions to reﬁne or update the results.
This paper describes a more sophisticated simpliﬁcation method for the
approximation of Dempster–Shafer belief functions. The method is based on
the notion of incomplete belief potentials. It allows to compute lower and upper
bounds for belief and plausibility in one single step. This new technique can
furthermore be integrated into a resource-bounded version of the local com-
putation framework [24], where the user determines in advance the total time
available for the computation. In [25,26], such resource-bounded algorithms
are called contract algorithms (if a contract algorithm is interrupted at any time
shorter than the contract time, it may yield no useful result). Finally, because
incomplete belief potential allow to reuse intermediate results from previous
computations in cases where the obtained quality is not satisfactory, this leads
to interruptible anytime algorithms [25–28]. They provide progressively better
solutions as the execution time goes on and also giving a response however
little time has elapsed. This enables to trade conveniently the quality of results
against the costs of computation.
The paper is organized as follows: Section 2 summarizes the basic notions of
classical (complete) belief function theory; Section 3 introduces incompleteness
and proposes the key theorems; Section 4 shows how incomplete belief po-
tentials can be used in a resource-bounded propagation scheme on binary join
trees (BJTs) and in corresponding interruptible anytime algorithms; Section 5
describes the results of empirical tests and compares the new method to some
of the existing techniques; Section 6 concludes with a brief summary; ﬁnally,
Appendix A contains the proofs of the theorems.
2. Complete belief potentials
A piece of evidence u can be encoded by a multi-variate Dempster–Shafer
belief function belu [2,3,5,8,29–31]. Other representations of u are its mass
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function mu or its plausibility function plu. In this paper, we write ½um, ½ub,
and ½up instead of mu, belu, and plu, respectively. The idea is to emphasize the
abstract point of view of u as a piece of evidence with diﬀerent representations
½um, ½ub, and ½up. In accordance with Shafer [32], we speak of belief potentials
u (or potentials for short) when no particular representation is speciﬁed.
A multi-variate belief potential u is deﬁned on a ﬁnite set of variables
D ¼ fx1; . . . ; xng called domain of u. Every variable xi 2 D has a corresponding
set Hxi of possible values. The Cartesian product HD ¼ Hx1 
    
Hxn , that is
the set of possible values of D, is called frame of discernment of u. If D is not
explicitly speciﬁed, we use dðuÞ to denote the domain of u.
A mass function ½um : 2HD ! ½0; 1 on D assigns to every set A  HD a value
in ½0; 1. Mass functions are sometimes called basic probability assignments
(bpa). Usually, the following condition is supposed to hold:X
AHD
½uðAÞm ¼ 1: ð2:1Þ
In this paper, belief potentials for which the above condition holds are called
complete. UcD denotes the set of all complete potential over D. Incomplete po-
tentials are discussed in Section 3.
Sometimes, another condition ½uð;Þm ¼ 0 is imposed. A belief potential u
for which this additional condition holds is called normalized. Otherwise, u is
called unnormalized and cu ¼ ½uð;Þm is the corresponding conﬂicting mass.
The sets A  HD for which ½uðAÞm 6¼ 0 are called focal sets or focal elements.
FSðuÞ denotes the set of all focal sets of u and FS0ðuÞ ¼ FSðuÞnf;g the cor-
responding set of all non-empty focal sets. Furthermore,
juj ¼def jFS0ðuÞj ð2:2Þ
deﬁnes the size of u. A potential u is usually represented by the collection
fðF1;m1Þ; . . . ; ðFk;mkÞg of all pairs ðFi;miÞ with Fi 2 FSðuÞ and mi ¼ ½uðFiÞm.
Belief functions ½ub : 2HD ! ½0; 1 on D can be deﬁned in terms of corre-
sponding mass functions by
½uðAÞb¼def
X
;6¼BA
½uðBÞm ¼
X
BA
B2FS0 ðuÞ
½uðBÞm; ð2:3Þ
which implies ½uð;b ¼ 0. Furthermore, plausibility functions ½up : 2HD ! ½0; 1
on D are deﬁned by
½uðAÞp¼def
X
B\A6¼;
½uðBÞm ¼
X
B\A 6¼;
B2FSðuÞ
½uðBÞm: ð2:4Þ
This implies ½uð;Þp ¼ 0 and ½uðAÞb6 ½uðAÞp for all A  HD.
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Example 1. Let D ¼ fxg be the domain of a belief potential u 2 UD with
HD ¼ Hx ¼ fX1;X2;X3g and FSðuÞ ¼ f;; fX1g; fX3g; fX1;X2g; fX2;X3gg. The
corresponding values of the unnormalized mass, belief, and plausibility func-
tions are shown in the table below.
By distributing the corresponding proportion of the conﬂicting mass cu among
the remaining focal sets FS0ðuÞ, normalized mass, belief, and plausibility
functions can be deﬁned by
½uðAÞM ¼def
0; if A ¼ ;;
½uðAÞm
1 cu ; otherwise;
8<: ð2:5Þ
for the normalized mass function, and
½uðAÞB¼def
X
BA
½uðBÞM ¼
X
BA
B2FSðuÞ
½uðBÞM ¼
½uðAÞb
1 cu ; ð2:6Þ
½uðAÞP ¼def
X
B\A 6¼;
½uðBÞM ¼
X
B\A 6¼;
B2FSðuÞ
½uðBÞM ¼
½uðAÞp
1 cu ; ð2:7Þ
for the normalized belief and plausibility functions, respectively. Note that
½uð;ÞB ¼ ½uð;ÞP ¼ 0 and ½uðHDÞB ¼ ½uðHDÞP ¼ 1. Furthermore, we know
that ½uðAÞB6 ½uðAÞP for all A  HD.
Example 2. Consider the belief potential u from Example 1. The corresponding
conﬂicting mass is cu ¼ 0:2. This leads to the following normalized mass, be-
lief, and plausibility functions:
A ; fX1g fX2g fX3g fX1; X2g fX1; X3g fX2; X3g fX1;X2; X3g
½uðAÞm 0.2 0.2 0 0.1 0.2 0 0.3 0
½uðAÞb 0 0.2 0 0.1 0.4 0.3 0.4 0.8
½uðAÞp 0 0.4 0.5 0.4 0.7 0.8 0.6 0.8
A ; fX1g fX2g fX3g fX1;X2g fX1;X3g fX2;X3g fX1;X2; X3g
½uðAÞM 0 0.25 0 0.125 0.25 0 0.375 0
½uðAÞB 0 0.25 0 0.125 0.5 0.375 0.5 1
½uðAÞP 0 0.5 0.625 0.5 0.875 1 0.75 1
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Normalization can also be deﬁned as a mapping m : UD ! UD from an un-
normalized potential u 2 UD to a normalized potential mðuÞ 2 UD by
½mðuÞm¼def ½uM : ð2:8Þ
Of course, this implies that ½mðuÞb ¼ ½uB and ½mðuÞp ¼ ½uP . Furthermore,
FSðmðuÞÞ ¼ FS0ðmðuÞÞ ¼ FS0ðuÞ.
The basic operations for belief potentials are combination and marginaliza-
tion. Combination corresponds to aggregation. It takes two potentials u1 2 UcD1
and u2 2 UcD2 and produces a new potential u1  u2 on domain D1 [ D2. In the
following, we suppose that u1 and u2 are potentials on the same domain D.
Otherwise, u1 and u2 can always be vacuously extended to D1 [ D2 (for details
see [8,33]). The combination of u1 and u2 is therefore a new potential u1  u2
on D deﬁned by
½u1  u2ðAÞm¼def
X
B\C¼A
½u1ðBÞm  ½u2ðCÞm
¼
X
B\C¼A
B2FSðu1Þ; C2FSðu2Þ
½u1ðBÞm  ½u2ðCÞm: ð2:9Þ
This way of combining two belief potentials is known as Dempster’s rule of
combination [3]. It relies on the assumption that u1 and u2 represent indepen-
dent pieces of evidence. From a computational point of view, combining two
potentials u1 and u2 by Dempster’s rule means: ﬁrst, intersecting every focal set
B 2 FSðu1Þ with every focal set C 2 FSðu2Þ, second, multiplying the corre-
sponding values ½u1ðBÞm and ½u2ðCÞm, and ﬁnally, summing up the resulting
values for equal intersections.
Example 3. Let D ¼ fx; yg be a domain with Hx ¼ fX1;X2g, Hy ¼ fY1; Y2g, and
therefore HD ¼ fZ1; Z2; Z3; Z4g with Z1 ¼ ðX1; Y1Þ, Z2 ¼ ðX1; Y2Þ, Z3 ¼ ðX2; Y1Þ,
and Z4 ¼ ðX2; Y2Þ. Furthermore, let u1 and u2 be two potentials with
FSðu1Þ ¼ f;; fZ1g; fZ2; Z3; Z4gg and FSðu2Þ ¼ f;; fZ1g; fZ1; Z2g; fZ2; Z4gg, re-
spectively. The corresponding masses for B 2 FSðu1Þ are 0.1, 0.3, 0.6, re-
spectively, and 0.2, 0.4, 0.3, 0.1, respectively, for C 2 FSðu2Þ. The ﬁrst two
steps of combining u1 and u2 are shown in the following table:
ð;; 0:2Þ ðfZ1g; 0:4Þ ðfZ1; Z2g; 0:3Þ ðfZ2; Z4g; 0:1Þ
ð;; 0:1Þ ð;; 0:02Þ ð;; 0:04Þ ð;; 0:03Þ ð;; 0:01Þ
ðfZ1g; 0:3Þ ð;; 0:06Þ ðfZ1g; 0:12Þ ðfZ1g; 0:09Þ ð;; 0:03Þ
ðfZ2; Z3; Z4g; 0:6Þ ð;; 0:12Þ ð;; 0:24Þ ðfZ2g; 0:18Þ ðfZ2; Z4g; 0:06Þ
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The ﬁnal result of combining u1 and u2 is a potential u1  u2 with
FSðu1  u2Þ ¼ f;; fZ1g; fZ2g; fZ2; Z4gg and the following masses:
Note that since both u1 and u2 are complete, u1  u2 is also complete (that is
the corresponding masses sum up to one).
A special case is the combined conﬂicting mass cu1u2 ¼ ½u1  u2ð;Þm. If
cu1 ¼ ½u1ð;Þm and cu2 ¼ ½u2ð;Þm are the conﬂicting masses of u1 and u2, re-
spectively, then
cu1u2 ¼ cu1 þ cu2  cu1  cu2 þ
X
B\C¼;
B 6¼;;C 6¼;
½u1ðBÞm  ½u2ðCÞm
¼ cu1 þ cu2  cu1  cu2 þ
X
B\C¼;
B2FS0ðu1Þ;C2FS0ðu2Þ
½u1ðBÞm  ½u2ðCÞm ð2:10Þ
describes a more eﬃcient way of computing the combined conﬂicting mass. If
u1 and u2 are unnormalized, this reduces the total number of necessary set
intersections from ðju1j þ 1Þ  ðju2j þ 1Þ to ju1j  ju2j. Furthermore, it has an
important consequence in the case of incomplete belief potentials (see Section
3).
Example 4. Consider the same belief potentials u1 and u2 as in Example 3. We
have cu1 ¼ 0:1, cu2 ¼ 0:2, and two empty intersections with corresponding
masses 0.24 and 0.03. Therefore, the combined conﬂicting mass is
cu1u2 ¼ 0:1þ 0:2 0:1  0:2þ 0:24þ 0:03 ¼ 0:55;
which corresponds to the result obtained in Example 3.
Marginalization takes a belief potential u on domain D and produces a new
potential u#D
0
on D0  D. It is used to focus the information contained in u to a
smaller domain D0. It is deﬁned by
½u#D0 ðAÞm¼def
X
B#D0 ¼A
½uðBÞm ¼
X
B#D0 ¼A
B2FSðuÞ
½uðBÞm; ð2:11Þ
where B#D
0
denotes the projection of the set B  HD to the new domain D0 (see
[8] for further details).
A ; fZ1g fZ2g fZ2; Z4g
½u1  u2ðAÞm 0:55 0:21 0:18 0:06
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Example 5. Consider the combined belief potential u1  u2 obtained in Ex-
ample 3. The domain of u1  u2 is D ¼ fx; yg. If D0 ¼ fxg is the new domain,
then
Z#fxg1 ¼ ðX1; Y1Þ#fxg ¼ X1; Z#fxg2 ¼ ðX1; Y2Þ#fxg ¼ X1;
Z#fxg3 ¼ ðX2; Y1Þ#fxg ¼ X2; Z#fxg4 ¼ ðX2; Y2Þ#fxg ¼ X2:
The result of marginalizing u1  u2 from D to D0 is shown in the following
table:
Combination and marginalization satisfy the basic axioms of Shenoy’s general
framework of valuation-based systems [10,34,35]. When several belief potentials
u1; . . . ;ur on diﬀerent domains are given, these axioms allow to compute
ðu1      urÞ#D
0
on local domains. This will be exploited in Sections 4.3 and
4.4 using Shenoy’s propagation algorithm for BJTs [24,36,37]. Note that es-
sentially the same technique is known under diﬀerent names, such as fusion
algorithm [24], bucket elimination [38], or more generally in the frameworks of
information algebras [39–41] and valuation algebras [37].
Another important remark is that normalization can be done either before
or after combination or marginalization, that is
mðu1  u2Þ ¼ mðmðu1Þ  mðu2ÞÞ; ð2:12Þ
mðu#D0 Þ ¼ mðuÞ#D0 ; ð2:13Þ
respectively. Normalization, if necessary, can therefore always be postponed to
the end.
3. Incomplete belief potentials
In the following, we introduce mass functions that are not summing up to 1.
Therefore, we will look at belief potentials u withX
AHD
½uðAÞm < 1: ð3:1Þ
Such a potential u is called incomplete. UiD denotes the set of all incomplete
potential over D. The set of all (complete and incomplete) belief potentials over
D is denoted by UD ¼ UcD [ UiD.
Let u 2 UD be an arbitrary belief potential. The diﬀerence from the total
mass of u to 1, that is
A ; fX1g fX1;X2g
½ðu1  u2Þ#fxgðAÞm 0.55 0.39 0.06
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eu¼def 1
X
AHD
½uðAÞm ¼ 1
X
A2FSðuÞ
½uðAÞm; ð3:2Þ
is called degree of incompleteness of u. Obviously, eu ¼ 0 means that u is
complete and eu ¼ 1 implies that FSðuÞ ¼ ;.
Intuitively, eu can be considered as the remaining mass of u that has not yet
been assigned to some focal sets. From this point of view, an incomplete po-
tential u represents a family FcðuÞ  UcD of complete potentials, each
# 2FcðuÞ representing one particular possibility of assigning the remaining
mass eu to subsets of HD. More formally, F
cðuÞ contains all complete po-
tentials # 2 UcD for which
½uðAÞm6 ½#ðAÞm ð3:3Þ
holds for all A  HD. The same idea can be used in a more general way to
specify a partial order  over UD called completeness relation. If u1, u2 2 UD,
then  is deﬁned by
u1  u2 ()
def ½u1ðAÞm6 ½u2ðAÞm for all A  HD: ð3:4Þ
In such a case, we say that u1 is less complete than u2, or alternatively, u2 is
more complete than u1. Note that all properties of partial orders,
u  u ðreflexivityÞ; ð3:5Þ
u1  u2 and u2  u1 () u1 ¼ u2 ðanti-symmetryÞ; ð3:6Þ
u1  u2 and u2  u3 () u1  u3 ðtransitivityÞ; ð3:7Þ
follow immediately from the deﬁnition in (3.4). We use FðuÞ ¼
f# 2 UD : u  #g  UD to denote the set of all belief potentials that are more
complete than u. It is easy to show that FcðuÞ ¼FðuÞ \ UcD. Note that a
direct consequence of u1  u2 is FSðu1Þ  FSðu2Þ and also eu1 P eu2 .
A particular situation is the case of u 2 UcD. This implies that FðuÞ ¼
FcðuÞ ¼ fug consists of u only. Furthermore, from u  # follows that u ¼ #.
Another particular case is the least complete or empty belief potential ~u
given by ½~uðAÞm ¼ 0 for all A  HD. This implies e~u ¼ 1 and therefore
FSð~uÞ ¼ ;. Clearly, ~u is less complete than every other potential in UD and
therefore Fð~uÞ ¼ UD and Fcð~uÞ ¼ UcD. This situation is illustrated in Fig. 1.
Now consider u 2 UD as the representative for the corresponding complete
potentials in FcðuÞ. If A  HD, then we use
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LB½uðAÞs¼def minf½#ðAÞs : # 2FcðuÞg;
UB½uðAÞs¼def maxf½#ðAÞs : # 2FcðuÞg;
s 2 fb; p;B; Pg, to denote the corresponding lower and upper bounds for un-
normalized and normalized belief and plausibility of A, respectively. Therefore,
if # 2FcðuÞ, then for all A  HD
LB½uðAÞs6 ½#ðAÞs6UB½uðAÞs: ð3:8Þ
Now we are in a position for the main theorems that play the central role for
the approximation method of this paper (see also Section 4).
Theorem 1. If u 2 UD and A  HD, then lower and upper bounds for unnor-
malized belief of A are
(1) LB½uðAÞb ¼ ½uðAÞb;
(2) UB½uðAÞb ¼
0; if A ¼ ;;
½uðAÞb þ eu; otherwise:

Theorem 2. If u 2 UD and A  HD, then lower and upper bounds for unnor-
malized plausibility of A are
(1) LB½uðAÞp ¼ ½uðAÞp;
Fig. 1. The partial order over complete and incomplete belief potentials.
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(2) UB½uðAÞp ¼
0; if A ¼ ;;
½uðAÞp þ eu; otherwise:

Incomplete belief potentials can therefore be used to compute lower and
upper bounds for unnormalized belief and plausibility of a corresponding
complete potential.
More concretely, if the number of focal sets of a complete potential u 2 UcD
exceeds a certain limit, then an incomplete potential u is obtained from # by
simply removing some of its focal sets (usually those with the smallest corre-
sponding masses). The new potential #  u with FSð#Þ  FSðuÞ can then be
used to approximate belief and plausibility of u using the bounds given in the
above theorems. This simpliﬁcation procedure will be further investigated in
Section 4.2.
Example 6. Consider the potential u 2 UD from Example 1 with D ¼ fxg,
HD ¼ Hx ¼ fX1;X2;X3g, and FSðuÞ ¼ f;; fX1g; fX3g; fX1;X2g; fX2;X3gg. Let
#  u be the incomplete potential obtained from u by dropping the least
signiﬁcant focal set fX3g with ½uðfX3gÞm ¼ 0:1. Thus, we get FSð#Þ ¼
f;; fX1g; fX1;X2g; fX2;X3gg and e# ¼ 0:1. The following table shows the values
of the new mass function as well as lower and upper bounds for belief and
plausibility.
Note that these values are in fact lower and upper bounds for belief and
plausibility of the potential u from Example 1.
Similar lower and upper bounds exist for normalized belief and plausibility.
For that purpose, let
mu¼def emðuÞ ¼ eu
1 cu ð3:9Þ
be the degree of incompleteness of the normalized potential mðuÞ, also called
normalized degree of incompleteness of u.
A ½#ðAÞm LB½#ðAÞb UB½#ðAÞb LB½#ðAÞp UB½#ðAÞp
; 0.2 0 0 0 0
fX1g 0.2 0.2 0.3 0.4 0.5
fX2g 0 0 0.1 0.5 0.6
fX3g 0 0 0.1 0.3 0.4
fX1;X2g 0.2 0.4 0.5 0.7 0.8
fX1;X3g 0 0.2 0.3 0.7 0.8
fX2;X3g 0.3 0.3 0.4 0.5 0.6
fX1;X2;X3g 0 0.7 0.8 0.7 0.8
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Theorem 3. If u 2 UD and A  HD, then lower and upper bounds for normalized
belief of A are
(1) LB½uðAÞB ¼
1; if A ¼ HD;
½uðAÞB; otherwise;

(2) UB½uðAÞB ¼
0; if A ¼ ;;
½uðAÞB þ mu; otherwise:

Theorem 4. If u 2 UD and A  HD, then lower and upper bounds for normalized
plausibility of A are
(1) LB½uðAÞP ¼
1; if A ¼ HD;
½uðAÞP ; otherwise;

(2) UB½uðAÞP ¼
0; if A ¼ ;;
½uðAÞP þ mu; otherwise:

Example 7. Consider the same potential # from Example 6. We have c# ¼ 0:2,
e# ¼ 0:1 and therefore m# ¼ 0:125. The following table shows the normalized
mass function and lower and upper bounds for normalized belief and plausi-
bility.
The question now is how incompleteness behaves for the two basic operations
of combination and marginalization. First, note that using the standard deﬁ-
nition of combination in Eq. (2.9), the shortcut for the combined conﬂicting
mass in Eq. (2.10) is no longer applicable in the case of two incomplete po-
tentials u1, u2 2 UiD.
However, the idea behind Eq. (2.10) (that is intersecting the empty set with
any other set returns the empty set) is still valid by considering the corre-
sponding degrees of incompleteness eu1 and eu2 as the masses that have not yet
been assigned to subsets A  HD. Consequently, we can use the idea of Eq.
(2.10) to redeﬁne the combination operator for incomplete potentials. First, let
A ½#ðAÞM LB½#ðAÞB UB½#ðAÞB LB½#ðAÞP UB½#ðAÞP
; 0 0 0 0 0
fX1g 0.25 0.25 0.375 0.5 0.625
fX2g 0 0 0.125 0.625 0.75
fX3g 0 0 0.125 0.375 0.5
fX1;X2g 0.25 0.5 0.625 0.875 1
fX1;X3g 0 0.25 0.375 0.875 1
fX2;X3g 0.375 0.375 0.5 0.625 0.75
fX1;X2;X3g 0 1 1 1 1
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½u1 bu2ðAÞm¼def X
B\C¼A
B6¼;;C 6¼;
½u1ðBÞm  ½u2ðCÞm
¼
X
B\C¼A
B2FS0ðu1Þ;C2FS0ðu2Þ
½u1ðBÞm  ½u2ðCÞm
ð3:10Þ
be the result of combining two potentials u1;u2 2 UD after removing ; from u1
and u2 as a possible focal set. The new combination operator can then be
deﬁned by
½u1  u2ðAÞm¼def ½u1
bu2ð;Þm þ cu1 þ cu2  cu1  cu2 ; if A ¼ ;;
½u1 bu2ðAÞm; otherwise:

ð3:11Þ
Clearly, this deﬁnition includes Eq. (2.9), that is the the standard combination
for complete potentials, as a special case. Note that the opposite way, that is
deriving u1 bu2 from u1  u2, is also possible by
½u1 bu2ðAÞm ¼ ½u1  u2ð;Þm  cu1  cu2 þ cu1  cu2 ; if A ¼ ;;½u1  u2ðAÞm; otherwise:

ð3:12Þ
This will be important in Section 4.5, when previously stored results are reused
for reﬁning the computation.
Example 8. Consider the same two potentials u1 and u2 from Example 3, but
with ½u1ðfZ2; Z3; Z4gÞm ¼ 0:4 (instead of 0.6) and ½u2ðfZ1; Z2gÞm ¼ 0:2 (instead
of 0.3). This implies eu1 ¼ 0:2 and eu2 ¼ 0:1. The result of intersecting the non-
empty focal sets is shown in the following table:
From the conﬂicting masses cu1 ¼ 0:1 and cu2 ¼ 0:2 follows then
cu1u2 ¼ 0:1þ 0:2 0:1  0:2þ 0:16þ 0:03 ¼ 0:47:
Finally, the result of combining u1 and u2 is thus a potential u1  u2 with
FSðu1  u2Þ ¼ f;; fZ1g; fZ2g; fZ2; Z4gg and the following masses:
The degree of incompleteness of this result is eu1u2 ¼ 0:23.
ðfZ1g; 0:4Þ ðfZ1; Z2g; 0:2Þ ðfZ2; Z4g; 0:1Þ
ðfZ1g; 0:3Þ ðfZ1g; 0:12Þ ðfZ1g; 0:06Þ ð;; 0:03Þ
ðfZ2; Z3; Z4g; 0:4Þ ð;; 0:16Þ ðfZ2g; 0:08Þ ðfZ2; Z4g; 0:04Þ
A ; fZ1g fZ2g fZ2; Z4g
½u1  u2ðAÞm 0.47 0.18 0.08 0.04
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Theorem 5. Let u1, u2, #1, #2 2 UD be potentials such that u1  #1 and u2  #2.
This implies
u1  u2  #1  #2: ð3:13Þ
Theorem 5 states that the completeness relation  is preserved under combi-
nation. An important consequence is the following corollary.
Corollary 1. Let u1, u2 2 UD be two arbitrary potentials. If #1 2Fcðu1Þ and
#2 2Fcðu2Þ, then
#1  #2 2Fcðu1  u2Þ: ð3:14Þ
Thus, if incomplete belief potentials u1 and u2 are used to approximate cor-
responding complete potentials #1 and #2, respectively, then u1  u2 can be
used to approximate #1  #2. This is one of the key properties on which the
approximation method introduced in this paper relies (see Section 4.3).
Another key property is similar, but about marginalization. For the marg-
inalization of an arbitrary potential u 2 UD to a subset of variables D0  D, we
use the standard deﬁnition of Eq. (2.11).
Theorem 6. Let u, # 2 UD be potentials such that u  #. If D0  D, then
u#D
0  ##D0 : ð3:15Þ
This theorem says that  is also preserved under marginalization. Again, there
is an important consequence for the case when # 2FcðuÞ.
Corollary 2. Let u 2 UD be an arbitrary potential. If # 2FcðuÞ and D0  D,
then
##D
0 2Fcðu#D0 Þ: ð3:16Þ
Thus, if an incomplete belief potentials u is used to approximate a corre-
sponding complete potentials #, then u#D
0
can be used to approximate ##D
0
.
This is the second key property on which the approximation method relies.
The next theorems and corollaries show how degree of incompleteness be-
haves for combination and marginalization.
Theorem 7. Let u1, u2 2 UD be arbitrary potentials. If eu1 , eu2 are the corre-
sponding degrees of incompleteness, and cu1 , cu2 the corresponding conflicting
masses, then
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eu1u2 ¼ eu1  ð1 cu2Þ þ eu2  ð1 cu1Þ  eu1  eu2 : ð3:17Þ
A consequence of this theorem is that as soon as one of the potentials involved
in the combination is incomplete, then the result of the combination is also
incomplete. However, it also says that in some cases eu1u2 may have decreased
in comparison with eu1 or eu2 (e.g. eu1 ¼ eu2 ¼ 0:2 and cu1 ¼ cu2 ¼ 0:5 imply
eu1u2 ¼ 0:16). This is somehow surprising, but it is not true for the normalized
degree of incompleteness.
Corollary 3. Let u1, u2 2 UD be arbitrary potentials. If mu1 , mu2 are the corre-
sponding normalized degrees of incompleteness, then
mu1u2 P mu1 and mu1u2 P mu2 : ð3:18Þ
Thus, combination always increases the total normalized degree of incom-
pleteness.
Theorem 8. If u is an arbitrary potential on D, D0  D, and eu the corresponding
degree of incompleteness, then
eu#D0 ¼ eu: ð3:19Þ
Corollary 4. If u is an arbitrary potential on D, D0  D, and mu the corresponding
normalized degree of incompleteness, then
mu#D0 ¼ mu: ð3:20Þ
Thus, marginalization preserves the degree of incompleteness. Furthermore,
one can say that a marginalized complete potential stays complete, whereas a
marginalized incomplete potential remains incomplete.
4. Approximation
Several approximation methods have been proposed to overcome the
complexity of computations in Dempster–Shafer theory. Most of these meth-
ods are simplification procedures, where the idea is to limit the number of focal
sets of the belief potentials involved. In the following subsection, we will sketch
some of the previously proposed simpliﬁcation methods. A new method based
on incomplete belief potentials will then be introduced in Section 4.2. Finally,
its application to Shenoy’s propagation algorithms for BJTs is shown in Sec-
tions 4.3–4.7.
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4.1. Existing approximation methods
The idea of Bayesian approximation [15] is to transform a given mass
function to a corresponding probability distribution. Thus, only singleton
subsets of the frame of discernment are allowed as possible focal sets. As a
consequence, the approximated Bayesian potential has at most jHDj focal sets
(instead of 2jHDj). Note that the Bayesian approximation is generally not con-
sistent with the original belief function [21].
A more sophisticated method, where the maximal number of focal sets is
again limited to jHDj, is called consonant approximation [20]. The goal is to ﬁnd
the maximal consonant belief function that is strongly consistent. This is
computationally intractable, but several heuristics have been proposed.
A diﬀerent approach is the summarization method [17]. If the original mass
function has more than k focal sets, then the k  1 highest focal sets remain
unchanged. The sum of the masses of the remaining focal sets is then assigned
to their union. As a consequence, the resulting mass function consists of at
most k focal sets. The result of summarization is strongly consistent with the
original belief function [21].
A similar method is called D1 approximation [18,19]. Again, the k  1
highest focal sets remain unchanged. The main diﬀerence to summarization is
that the masses of the remaining focal sets are distributed in a speciﬁc way
among the k  1 highest focal sets. Additionally, a new focal set is constructed
for masses that could not be distributed. Unfortunately, the resulting belief
function is in general not consistent with the original one [21].
Another similar but more complex method is the k–l–x approximation
method [15]. The idea again is to incorporate only the highest focal sets of the
original mass function into the approximation. The approximation may con-
tain at least k and at most l focal sets. In addition, the sum of the masses is
restricted to be at least 1 x with x 2 ½0; 1½. Finally, the result is normalized on
1 x. Depending on the parameters k, l, and x, the behavior of the algorithm
can be varied between simply limiting the maximal number of focal sets, re-
stricting the mass to be removed, or mixing both strategies. Again, the result is
in general not consistent with the original belief function [21].
Harmanec proposed an iterative version of the idea of focussing on the k
highest masses [21]. At each step, two focal sets are selected and the sum of
their masses is assigned to their union. The procedure stops as soon as the
actual number of focal sets is less than k. From diﬀerent cost functions for
the selection of the focal sets, he derives diﬀerent simpliﬁcation procedures
such as pair approximation, single approximation, and ratio approximation.
Furthermore, he introduces lump approximation as a generalization of sum-
marization, where the cost functions mentioned before are used to select two
focal sets to be removed. Finally, he proposes a more complex method called
iterative approximation which is based on iterative partitioning. The results of
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Harmanec’s methods are all strongly consistent with the original belief
functions.
The drawback of all the methods proposed so far is that they do not allow to
judge the quality of the approximation. A newer method is based on the idea of
inner and outer clustering [22,23]. The main idea is to distribute the focal sets into
a partition of k families of focal sets. Then, by assigning to total mass of every
family to the corresponding set intersection (inner clustering) and set union
(outer clustering), respectively, two mass functions are constructed, both con-
sisting of k focal sets. One mass function is the lower approximation and the
other is the upper approximation of the original mass function. In this way,
lower and upper bounds for the exact values of belief and plausibility are pro-
duced. Note that summarization as proposed in [17] is a special case of inner
clustering. The major drawback of Denœux’s method is that two parallel
computational processes are required, one for the lower and the other for the
upper bound. In comparison with most other methods, this doubles the neces-
sary amount of time and space, without eﬀectively improving the accuracy of the
results. But this is apparently the price to pay for obtaining lower and upper
bounds. This will be underlined by the experimental results of Section 5.2.
A common drawback of all the existing methods is that none of them allows
to improve the quality of the approximation by reusing the results of previous
computations. More concretely, if the quality of the approximation is not
satisﬁable after the ﬁrst run of the approximation process, it is not possible to
reuse in a second run the results from the ﬁrst run. This is due to the fact that
the masses of the removed focal sets are re-assigned to other focal sets. The
situation will be diﬀerent in the method introduced in the following subsection.
4.2. Resource-bounded combination
Our new approximation method is also based on the idea of restricting the
number of focal sets. If u 2 UD is an arbitrary belief potential whose size
m ¼ juj exceeds a certain limit k, then qkðuÞ  u with jqkðuÞj ¼ k denotes the
potential obtained from u by removing from FS0ðuÞ the m k focal sets with
smallest corresponding masses. The conﬂicting mass is never removed because
of its particular role. Of course, if u is small enough, that is if m6 k, then
qkðuÞ ¼ u. Note that in the terminology of [21], the new potential qkðuÞ is a
strong ðk þ 1Þ-approximation of u.
The above deﬁnition can now be used to deﬁne a resource-bounded version
of the combination operator. Note that the combination of two potentials
u1;u2 2 UD has a time complexity Oðju1j  ju2jÞ. The idea now is to restrict the
total available time for computing the combination u1  u2 to t milliseconds,
thus producing a linear OðtÞ time complexity. If Teffð#1; #2Þ denotes the eﬀective
time for the combination #1  #2, then resource-bounded combination pt can be
deﬁned by
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u1 pt u2¼defqk1ðu1Þ  qk2ðu2Þ; ð4:1Þ
where p is a function that determines the parameters k1 and k2 from u1, u2, and
t such that
(1) Teffðqk1ðu1Þ; qk2ðu2ÞÞ6 t;
(2) eu1pt u2 is minimal.
From Theorem 5 follows that u1 pt u2  u1  u2 for every possible func-
tion p. Therefore, resource-bounded combination generates an incomplete
potential that can be used to approximate the exact combined potential, and
from which lower and upper bounds are derived as shown in Section 3.
The question then is how to choose the function p. First of all, note that
Teffð#1; #2Þ depends strongly on diﬀerent factors such as
• the size of the domain of #1  #2,
• the number of focal sets of #1 and #2,
• the number of focal sets of the result #1  #2,
• the actual implementation (data structures and algorithms),
• the actual hardware and software, etc.
It is therefore diﬃcult to specify p for the general case. However, it is
possible to deﬁne an incremental combination procedure that stops as soon as
the available time t is over. The idea is to start with k1 ¼ k2 ¼ 1, that is to
intersect the two highest non-empty focal sets. Then, either k1 or k2 is increased
by 1, depending whether qk1þ1ðu1Þ  qk2ðu2Þ or qk1ðu1Þ  qk2þ1ðu2Þ has the
smaller degree of incompleteness. Increasing k1 to k1 þ 1, for example, means
then computing all the intersections of the ðk1 þ 1Þth highest non-empty focal
set of u1 with the k2 focal sets of qk2ðu2Þ. Equal intersections are immediately
regrouped. This procedure is repeated until either k1 ¼ ju1j and k2 ¼ ju2j or the
total eﬀective time exceeds the limit t. At the end, the conﬂicting mass is up-
dated according to (3.11).
The question whether to increase k1 or k2 depends on the formula in The-
orem 7. However, if mkðuÞ denotes the mass of the kth highest non-empty focal
set of u with mkðuÞ ¼ 0 for k > juj, then with MkðuÞ ¼
Pk
i¼1 miðuÞ we increase
k1 by one whenever
mk1þ1ðu1Þ Mk2ðu2ÞPmk2þ1ðu2Þ Mk1ðu1Þ ð4:2Þ
and vice versa. As a direct consequence of Theorem 7, this guarantees a
minimal total degree of incompleteness at the next step of the procedure.
The problem with such an incremental procedure is that the time limit t is
slightly exceeded. However, experimental tests show that the error is typically
very small, mostly less than 1 ms. To avoid this problem, we can therefore stop
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the procedure as soon as the total eﬀective time exceeds t  1 milliseconds.
Note that then the procedure deﬁnes implicitly a function p that satisﬁes the
above conditions (1) and (2). In the light of this remark, we can leave p un-
speciﬁed and write t instead of pt for an incremental procedure as described
above. Note that u1 t u2  u1 t0 u2 for all t0P t and u1 1 u2 ¼ u1  u2.
Example 9. Let u1;u2 2 UD be two potentials with FSðu1Þ ¼ f;; F1; . . . ; F3g and
FSðu2Þ ¼ f;;G1; . . . ;G4g, Fi;Gi  HD. The corresponding masses are shown in
the following tables.
Thus we have cu1 ¼ 0:2, cu2 ¼ 0:1, eu1 ¼ 0:2, and eu2 ¼ 0. The following table
describes all the steps of the incremental combination procedure as deﬁned
above. At each step, it shows the necessary intersections and the corresponding
new masses. The table also illustrates how to determine which of the para-
meters k1 or k2 is to be increased at the next step of the procedure.
A ; F1 F2 F3
½u1ðAÞm 0.2 0.3 0.2 0.1
A ; G1 G2 G3 G4
½u2ðAÞm 0.1 0.3 0.3 0.2 0.1
k1 k2 Fi \ Gj mk1þ1ðu1Þ Mk2ðu2Þ mk2þ1ðu2Þ Mk1ðu1Þ
1 1 F1 \ G1 ! 0:09 0:2  0:3 ¼ 0:06 0:3  0:3 ¼ 0:09 ! k2
1 2 F1 \ G2 ! 0:09 0:2  0:6 ¼ 0:12 0:2  0:3 ¼ 0:06 ! k1
2 2 F2 \ G1 ! 0:06 0:1  0:6 ¼ 0:06 0:2  0:5 ¼ 0:1 ! k2
F2 \ G2 ! 0:06
2 3 F1 \ G3 ! 0:06 0:1  0:8 ¼ 0:08 0:1  0:5 ¼ 0:05 ! k1
F2 \ G3 ! 0:04
3 3 F3 \ G1 ! 0:03 0  0:8 ¼ 0 0:1  0:6 ¼ 0:06 ! k2
F3 \ G2 ! 0:03
F3 \ G3 ! 0:02
3 4 F1 \ G4 ! 0:03 0  0:8 ¼ 0 0  0:6 ¼ 0
F2 \ G4 ! 0:02
F3 \ G4 ! 0:01
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Suppose that no more time is available after the fourth step of the procedure
with k1 ¼ 2 and k2 ¼ 3. By adding cu1 þ cu2  cu1  cu2 ¼ 0:2þ 0:1 0:02 ¼ 0:28
to the conﬂicting mass, we get u1 t u2 ¼ q2ðu1Þ  q3ðu2Þ with a correspond-
ing degree of incompleteness eu1tu2 ¼ 0:32.
4.3. Propagation on binary join trees
Given a ﬁnite collection U ¼ fu1; . . . ;urg  UcD of complete belief potentials
with its operation of combination and marginalization, the problem of infer-
ence is to marginalize the joint belief potential u1      ur to a subset of
variables D0  D, where D denotes the set of all variables involved in U. The
straightforward approach, that is computing the joint potential ﬁrst and
marginalizing to D0 afterwards, is only feasible when D is small enough. For the
general case, a more sophisticated approach is Shenoy’s propagation algorithm
on BJTs [24]. It allows to compute the marginal of joint potentials more eﬃ-
ciently on local domains. The method is based on three basic axioms that are
also satisﬁed in the case of complete potentials (for more details, see
[8,10,24,34]):
• transitivity of marginalization,
• commutativity and associativity of combination,
• distributivity of marginalization over combination.
Propagation on BJT is closely connected to Shenoy’s fusion algorithm [24]
(or Dechter’s bucket elimination [38]). The essential operation of the fusion
algorithm is the elimination of a single variable x 2 D with D ¼ D n D0. For that
purpose, let
Ux¼deffu 2 U : x 2 dðuÞg; ð4:3Þ
U ¼deffu 2 U : x 62 dðuÞg ð4:4Þ
be the corresponding subsets of U that contain or do not contain the variable x,
respectively. In Dechter’s bucket elimination framework, Ux is called bucket of
x [38]. Clearly, only the potentials in Ux are relevant for the elimination of x.
Therefore, if
ElimxðuÞ¼defu#dðuÞnfxg ð4:5Þ
denotes the new potential obtained after eliminating x from an arbitrary po-
tential u, then the remaining set of potentials after eliminating x from U is
FusxðUÞ¼def fElimxðUxÞg [ U: ð4:6Þ
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This step is called fusion [24]. In this way, the marginal of the joint potential
can be computed by successively eliminating the variables in D ¼ fx1; . . . ; xsg.
Let hx1; . . . ; xsi be the sequence in which the variables in D are eliminated, then
FusDðUÞ¼def Fusxs      Fusx1ðUÞ ð4:7Þ
denotes the set of remaining potentials after eliminating all the variables in D.
The complete process is called fusion algorithm (or bucket elimination). Finally,
if
ElimDðuÞ¼defu#dðuÞnD ð4:8Þ
denotes the new potential obtained after eliminating the variables in D from an
arbitrary potential u, then we can write
ðu1      urÞ#D
0 ¼ ElimDðu1      urÞ ¼ FusDðfu1; . . . ;urgÞ: ð4:9Þ
Note that the eﬃciency of the algorithm depends strongly on the choice of the
variable sequence. Several heuristics for ﬁnding good elimination sequences
have been developed [42–46]. The question of ﬁnding good elimination se-
quences will not be further addressed here.
Another problem is the computation of Ux in Eq. (4.6), that is at each step
of the process, and FusDðfu1; . . . ;urgÞ at the end of the process. More
generally, let W be an arbitrary set of belief potentials. Since  is a binary
operator, the question then is how to apply  on the potentials in W in order to
get W. Diﬀerent heuristics exist for that purpose [8,24]. In any case, the result
can be represented as a binary tree in which the potentials in W are assigned to
the leaves, and where the root node of the tree represents W. If this technique
is applied for Ux in Eq. (4.6), then the root node is the place where the
variable x is eliminated.
By connecting the binary trees obtained at each step and at the end of the
fusion algorithm, one gets a BJT [24]. This is the computational structure we
are going to use to propagate the belief potentials in a message-passing scheme
towards the root node. Join trees are mainly characterized by the so-called
running intersection property (see Section 4.7). Note that in diﬀerent contexts,
join trees are also called junction trees [47], clique trees [48], qualitative Markov
trees [49], hypertrees [49], or cluster trees and bucket trees [50].
BJTs are join trees in which every node has at most three neighbors [24]. A
node with exactly one neighbor (one father, no children) is called leaf. By the
method presented in [8], it is always possible to construct a reduced BJT in
which the root node has exactly two neighbors (two children, no father), and
every other non-leaf node has exactly three neighbors (two children, one fa-
ther). In the following, the BJTs are supposed to be reduced.
If u1; . . . ;ur are the given belief potentials, then N ¼ fn1; . . . ; n2r1g are the
nodes of the BJT. We use the following notation:
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rootðNÞ ! the root node;
leftðnÞ ! the left child of node n; or nil if n is a leaf ;
rightðnÞ ! the right child of node n; or nil if n is a leaf ;
fatherðnÞ ! the father of node n; or nil if n is the root node;
leaf ðnÞ ! true if leftðnÞ ¼ rightðnÞ ¼ nil; or false otherwise;
leavesðNÞ ! subset of N for which leaf ðnÞ ¼ true;
DðnÞ ! the set of variables to be eliminated at node n;
uðnÞ ! the potential assigned to node n; or nil if nothing is
assigned yet;
usðnÞ ! the message sent from node n tofatherðnÞ; or nil if
nothing is sent yet;
readyðnÞ ! true if node n has already been selected; or false
otherwise;
nextðnÞ ! true if readyðnÞ ¼ false; readyðleftðnÞÞ ¼ true;
and readyðrightðnÞÞ ¼ true; or false otherwise;
nextðNÞ ! subset of N for which nextðnÞ ¼ true:
The BJT is initialized by selecting for each leaf n 2 leavesðNÞ the correspon-
ding potential u 2 fu1; . . . ;urg and by setting uðnÞ ¼ u, usðnÞ ¼ ElimDðnÞðuÞ,
and readyðnÞ ¼ true. The propagation process can then be described as follows:
[01] function propagateðNÞ
[02] begin
[03] while nextðNÞ 6¼ ;
[04] do begin
[05] select arbitrarily n 2 nextðNÞ;
[06] uðnÞ  usðleftðnÞÞ  usðrightðnÞÞ;
[07] usðnÞ  ElimDðnÞðuðnÞÞ;
[08] readyðnÞ  true;
[09] end;
[10] return usðrootðNÞÞ;
[11] end.
The idea behind this algorithm is to send corresponding messages from the
nodes to its fathers until the root node has received a message. The result of the
entire process is the marginalized joint belief potential ðu1      urÞ#D
0
. Note
that the above algorithm always terminates after exactly r  1 steps (one for
each non-leaf node).
Example 10. Let U ¼ fu1; . . . ;u9g be the given set of potentials on domains
D1; . . . ;D9, respectively, with D ¼ D1 [    [ D9. Furthermore, suppose that
D ¼ fx; y; z1; z2; z3g is the set of variables to be eliminated with x 2 D1, x 2 D2,
x; y 2 D3, y 2 D4, y 2 D5, z1; z2 2 D6, z1; z2 2 D7, and z3 2 D9. If hx; y; z1; z2; z3i is
the elimination sequence, then a possible BJT is shown in the ﬁgure below.
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We have N ¼ fn1; . . . ; n17g, rootðNÞ ¼ n17, leavesðNÞ ¼ fn1; . . . ; n9g, non-
empty sets DðniÞ for i 2 f11; 13; 15g, and after initialization nextðNÞ ¼
fn10; n12; n13; n14g. The following table shows the eight steps of a possible run of
propagateðNÞ.
The result of the process is the potential assigned at Step 8 to the root node n17.
In terms of the original potentials u1; . . . ;u9, we get
usðn17Þ ¼ ðu1      u9Þ#Dnfx;y;z1;z2g ¼ Elimfx;y;z1;z2gðu1      u9Þ
¼ ElimfygðElimfxgðu1  u2  u3Þ  u4  u5Þ
 Elimfz1;z2gðu6  u7Þ  u8  Elimfz3gðu9Þ:
Observe how the combinations in the above formula are always performed on
local domains.
4.4. Approximation on binary join trees
The problem in the process of the previous subsection is that the number of
focal sets of the generated belief potentials possibly explodes, especially if some
of the local domains have a certain size. The idea now is to replace the com-
bination operator  in propagateðNÞ by the resource-bounded combination
Step nextðNÞ n DðnÞ usðnÞ
1 fn10; n12; n13; n14g n12 ; u4  u5
2 fn10; n13; n14g n14 ; u8  Elimfz3gðu9Þ
3 fn10; n13g n10 ; u1  u2
4 fn11; n13g n11 fxg Elimfxgðusðn10Þ  u3Þ
5 fn13; n15g n13 fz1; z2g Elimfz1;z2gðu6  u7Þ
6 fn15; n16g n16 ; usðn13Þ  usðn14Þ
7 fn15g n15 fyg Elimfygðusðn11Þ  usðn12ÞÞ
8 fn17g n17 ; usðn15Þ  usðn16Þ
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operator t. The result will then be an incomplete potential # 
ðu1      urÞ#D
0
that can be used to approximate belief and plausibility of the
marginalized joint belief potential. The question is how to chose the parameter
t for the resource-bounded combination operator t.
In the following, we assume that the time for the propagation process is
limited or determined by the user, and we use T to denote the total available
time in milliseconds. Since combination is usually the critical time-consuming
operation, we neglect the time required for other operations such as margi-
nalization or vacuous extension. 1 Let stepsðNÞ ¼ r  1 be the total number of
combinations during the propagation process (one at each step of the algo-
rithm for every non-leaf node in the BJT). A simple idea is to assign T=ðr  1Þ
milliseconds for each combination during the process. However, since some
nodes of the BJT require less than T=ðr  1Þ milliseconds for the exact com-
bination, it is possible to reserve more time for the more time-consuming
nodes.
To generalize this idea, let T denote the remaining time and s the number of
remaining steps of the algorithm. Thus, t ¼ T=s is the corresponding available
proportion of time for the next combination usðleftðnÞÞ t usðrightðnÞÞ at node
n 2 nextðNÞ. If
TeffðnÞ¼def TeffðusðleftðnÞÞ;usðrightðnÞÞÞ ð4:10Þ
denotes the eﬀective time for the exact combination at node n, then
ðT minfTeffðnÞ; T=sgÞ=ðs 1Þ milliseconds are left for each of the remaining
s 1 steps of the algorithm, and so on. This causes the actual proportion of
available time T=s to increase monotonically during the process. To maximize
the increase at the beginning, it is important to select at each step of the al-
gorithm the node n 2 nextðNÞ such that TeffðnÞ is as small as possible. Unfor-
tunately, TeffðnÞ is unknown in advance. Therefore, we use TestðnÞ to estimate
the time required for the exact combination usðleftðnÞÞ  usðrightðnÞÞ at each
node n 2 nextðnÞ and minimize TestðnÞ instead of TeffðnÞ. Since Oðju1j  ju2jÞ is
the complexity of computing u1  u2, it is reasonable to estimate the necessary
time by
TestðnÞ¼def s  jusðleftðnÞÞj  jusðrightðnÞÞj; ð4:11Þ
where the constant s represents the average time for intersecting two focal sets.
Clearly, the choice of the next node is independent of s, and therefore we
simply assume s ¼ 1.
1 As shown in [33], it is possible to do vacuous extension, combination, and marginalization in
one single step called fusion. Then, in the same way as in Section 4.2, a resource-bounded version of
the fusion operator can be deﬁned. This reduces the problem of time-related inaccuracy. All the
empirical tests in Section 5 are based on this technique.
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This idea leads to a resource-bounded version of the propagation algorithm
with two input parameters N ¼ fn1; . . . ; n2r1g, that is the set of nodes of the
corresponding BJT, and the total available time T. We suppose having a timer
initialized to T milliseconds. Calling the function timerð Þ allows then to de-
termine the number of remaining milliseconds.
[01] function propagateðN ; T Þ
[02] begin
[03] initialize timer to T milliseconds;
[04] s stepsðNÞ;
[05] while nextðNÞ 6¼ ;
[06] do begin
[07] select n 2 nextðNÞ such that TestðnÞ is minimal;
[08] uðnÞ  usðleftðnÞÞ T=s usðrightðnÞÞ;
[09] usðnÞ  ElimDðnÞðuðnÞÞ;
[10] readyðnÞ  true;
[11] T  timerð Þ;
[12] s s 1;
[13] end;
[14] return usðrootðNÞÞ;
[15] end.
This process terminates after at most T milliseconds. It is easy to show
that the result is an incomplete belief potential #  ðu1      urÞ#D
0
. It is a
direct consequence of the ﬁrst two corollaries in Section 3. Thus, # can then be
used to approximate belief and plausibility of the marginalized joint potential.
Note that propagateðN ;1Þ returns the exact result ðu1      urÞ#D
0
.
Example 11. Consider the same set of potentials and the same corresponding
BJT as in Example 10. We assume the initial potential having sizes as shown in
the following table.
Furthermore, suppose that the eﬀective time for combining the potentials at
node n is TeffðnÞ ¼ jusðleftðnÞÞj  jusðrightðnÞÞj. As a consequence, we have
TestðnÞ ¼ TeffðnÞ: By calling propagateðN ; T Þ with a restriction of T ¼ 200 ms, we
get the same sequence of node selections as previously in Example 10.
The following table shows the values of the variables of propagateðN ; T Þ at
each of the eight steps of the process. An exclamation mark indicates cases
where TeffðnÞ > T=s. The last column shows the size of the potential usðnÞ
obtained at node n after regrouping equal intersections and marginalization.
u1 u2 u3 u4 u5 u6 u7 u8 u9
juij 5 5 6 2 2 11 4 8 2
R. Haenni, N. Lehmann / Internat. J. Approx. Reason. 31 (2002) 103–154 127
In the ﬁrst step of the process, node n12 is selected. The potentials attached
to its children n4 and n5 are u4 and u5 with corresponding sizes ju4j ¼ 2 and
ju5j ¼ 2, respectively. The eﬀective time for combining u4 and u5 is
Teffðn12Þ ¼ 2  2 ¼ 4 ms. This is less than T=s ¼ 200=8 ¼ 25. Therefore,
uðn12Þ ¼ usðn12Þ ¼ u4 25 u5 ¼ u4  u5 is stored node n12 and 200 4 ¼ 196
ms are left for the remaining nodes. We suppose that the size of u4  u5 is 3.
At Step 4, for example, node n11 is selected with Testðn11Þ ¼ 42 ms. Its chil-
dren are n10 and n3. We have 155 ms left and 5 remaining steps. Thus, the
proportion of the remaining time is T=s ¼ 155=5 ¼ 31 ms. The result of
uðn10Þ 31 uðn3Þ ¼ q6ðuðn10ÞÞ  q5ðuðn3ÞÞ is then an incomplete potential
uðn11Þ  uðn10Þ  uðn3Þ to be stored at node n11. Furthermore, we have
usðn11Þ ¼ Elimfxgðuðn11ÞÞ and we assume jusðn11Þj ¼ 9. The remaining time
after Step 4 is 155 31 ¼ 124 ms.
The result # ¼ usðn17Þ obtained at the end of the process is an incomplete
potential of size j#j ¼ 19 and with #  ðu1      u9Þ#Dnfx;y;z1;z2g. In terms of
the original potentials u1; . . . ;u9, we get
# ¼ ElimfygðElimfxgððu1  u2Þ 31 u3Þ 34 ðu4  u5ÞÞ
34 ðElimfz1;z2gðu6 31 u7Þ  ðu8  Elimfz3gðu9ÞÞÞ
¼ q4ðElimfygðq8ðElimfxgðq6ðu1  u2Þ  q5ðu3ÞÞÞ  q4ðu4  u5ÞÞÞ
 q8ðElimfz1;z2gðq10ðu6Þ  q3ðu7ÞÞ  ðu8  Elimfz3gðu9ÞÞÞ:
The axioms of Shenoy’s valuation-based framework guarantee that diﬀerent
elimination sequences and therefore diﬀerent BJTs lead to the same result of
propagateðNÞ. Thus, the choice of a good variable ordering is only important
for better performance. The situation is diﬀerent in the case of propagateðN ; T Þ.
The problem is that resource-bounded combination t is not associative,
thus ðu1 t u2Þ t0 u3 6¼ u1 t ðu2 t0 u3Þ and even ðu1 t u2Þ t u3 6¼ u1t
ðu2 t u3Þ. The reason for this is that t depends on the selection of the pa-
rameters k1 and k2. Therefore, diﬀerent BJTs lead to diﬀerent results of
Step s T T=s n leftðnÞ,
rightðnÞ
TestðnÞ ¼
TeffðnÞ
k1 k2 jusðnÞj
1 8 200 25 n12 n4, n5 2  2 ¼ 4 3
2 7 196 28 n14 n8, n9 8  2 ¼ 16 5
3 6 180 30 n10 n1, n2 5  5 ¼ 25 7
4 5 155 31 n11 n10, n3 7  6¼! 42 6 5 14
5 4 124 31 n13 n6, n7 11  4¼! 44 10 3 5
6 3 93 31 n16 n13, n14 5  5 ¼ 25 8
7 2 68 34 n15 n11, n12 14  3¼! 42 8 4 11
8 1 34 34 n17 n15, n16 11  8¼! 88 4 8 19
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propagateðN ; T Þ. This is somehow surprising and seems to be problematical.
However, note that inﬁnitely many incomplete potentials # exist such that
#  ðu1      urÞ#D
0
, and the goal of propagateðN ; T Þ is only to ﬁnd one such
potential # with a small degree of incompleteness e#. The fact that diﬀerent
BJTs lead to diﬀerent results is therefore not disturbing, as long as e# stays
small.
Our experience with non-trivial problems is that a ‘‘good’’ elimination se-
quence for the exact computation also leads to good results (that is small de-
grees of incompleteness) in the resource-bounded case. Furthermore, if one
particular elimination sequence is ﬁxed, then good results are usually obtained
by the heuristic proposed in [8] that determines the oder of applying the binary
combination operator.
4.5. Reﬁning and anytime algorithms
Let us now turn our attention to the case where the quality of the result
obtained from propagateðN ; T Þ is not satisfactory One simple solution is to
increase the available time from T to T þ T 0 and to repeat the whole process.
However, this would obviously cause a number of redundant computations,
which is not acceptable in practice. A more sophisticated approach is to store
some intermediate results during the ﬁrst run of the algorithm, and then to
update or reﬁne this information when T 0 additional milliseconds are available.
Note that this allows to build convenient anytime algorithms in the sense of
[25–28] (see remarks at the end of this subsection).
First, let us deﬁne an additional operation for incomplete belief potentials. If
u, u0 2 UD such that eu þ eu0 P 1, then
½uþ u0ðAÞm¼def ½uðAÞm þ ½u0ðAÞm; ð4:12Þ
A  HD, deﬁnes the composition of u and u0. This simple operation will
play an important role during the reﬁnement process. Clearly, we have
FSðuþu0Þ ¼FSðuÞ[FSðu0Þ and euþu0 ¼ euþ eu0 1. The following two theo-
rems show how composition behaves for combination and marginalization.
Theorem 9. If u1, u2 2 UD are two composed potentials, that is u1 ¼ u01 þ u001
and u2 ¼ u02 þ u002, then
u1 bu2 ¼ ðu01 bu02Þ þ ðu01 bu002Þ þ ðu001 bu02Þ þ ðu001 bu002Þ: ð4:13Þ
Theorem 10. Let u 2 UD be a composed potential, u ¼ u0 þ u00. If D0  D, then
u#D
0 ¼ u0#D0 þ u00#D0 : ð4:14Þ
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Thus, both operators b and # can be distributed over composition. These two
properties will allow us to reuse intermediate results of a previous call of
propagateðN ; T Þ. Note that due to the special treatment of the conﬂicting mass,
distributing the regular combination operator  over composition is not
possible. However, u1  u2 can easily be derived from u1 bu2 by (3.11) with
cu1 ¼ cu01 þ cu001 and cu2 ¼ cu02 þ cu002 .
Let us ﬁrst consider the case of reﬁning from u1 t u2 to the exact solution
u1  u2. If u 2 UD is a potential and m ¼ juj, then we use qkðuÞ to denote the
potential that contains exactly the m k non-empty focal sets from FS0ðuÞ with
smallest corresponding masses. In the case of kPm, we get the empty po-
tential, that is qkðuÞ ¼ ~u. Furthermore, note that the focal sets of qkðuÞ and
qkðuÞ are complementary and therefore we have u ¼ qkðuÞ þ qkðuÞ.
Now, let u1, u2 2 UD be two arbitrary potentials. If k1 and k2 are the pa-
rameters as determined by p for the resource-bounded combination u1 pt u2 ¼
qk1ðu1Þ  qk2ðu2Þ, then with
u1 bpt u2¼defqk1ðu1Þbqk2ðu2Þ ð4:15Þ
and
refineð#1; #01; #2; #02Þ¼def ð#1 b#02Þ þ ð#01 b#2Þ þ ð#01 b#02Þ: ð4:16Þ
We have the following consequence of Theorem 9:
u1 bu2 ¼ ðqk1ðu1Þ þ qk1ðu1ÞÞbðqk2ðu2Þ þ qk2ðu2ÞÞ
¼ ðqk1ðu1Þbqk2ðu2ÞÞ þ ðqk1ðu1Þbqk2ðu2ÞÞ
þ ðqk1ðu1Þbqk2ðu2ÞÞ þ ðqk1ðu1Þbqk2ðu2ÞÞ
¼ ðu1 bpt u2Þ þ refineðqk1ðu1Þ; qk1ðu1Þ; qk2ðu2Þ; qk2ðu2ÞÞ: ð4:17Þ
Note that u1 bpt u2 can easily be derived from u1 pt u2 by (3.12). Further-
more, u1  u2 can be derived from u1 bu2 by (3.11). Thus, u1  u2 can be
obtained from a previously stored result u1 pt u2 by reﬁning, of course pro-
vided that the potentials qk1ðu1Þ, qk1ðu1Þ, qk2ðu2Þ, and qk2ðu2Þ are stored as
well. In order to make this procedure more practical, let refineð#1; #01; #2; #02Þ
be the potential such that
½refineð#1; #01; #2; #02Þð;Þm ¼ ½refineð#1; #01; #2; #02Þð;Þm þ c#01
þ c#0
2
 c#1  c#02  c#01  c#2  c#01  c#02 ð4:18Þ
and
½refineð#1; #01; #2; #02ÞðAÞm ¼ ½refineð#1; #01; #2; #02ÞðAÞm; ð4:19Þ
for all A 6¼ ;. Then we can derive u1  u2 from u1 pt u2 by
u1  u2 ¼ ðu1 pt u2Þ þ refineðqk1ðu1Þ; qk1ðu1Þ; qk2ðu2Þ; qk2ðu2ÞÞ: ð4:20Þ
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The time complexity for both refineð#1; #01; #2; #02Þ and refineð#1; #01; #2; #02Þ is
Oðj#1j  j#02j þ j#01j  j#2j þ j#01j  j#02jÞ.
In the same spirit as in Section 4.2, we can now deﬁne resource-bounded
reﬁnement by limiting the available time to t milliseconds. If T effð#1; #01; #2; #02Þ
denotes the eﬀective time for computing refineð#1; #01; #2; #02Þ, then
refine/t ð#1; #01; #2; #02Þ¼def refineð#1; qk1ð#01Þ; #2; qk2ð#02ÞÞ; ð4:21Þ
where / is a function that determines the parameters k1 and k2 from #1, #01, #2,
#02, and t such that
(1) T effð#1; qk1ð#01Þ; #2; qk2ð#02ÞÞ6 t;
(2) e# of # ¼ refine/t ð#1; #01; #2; #02Þ is minimal:
Note that such a resource-bounded version of refineð#1; #01; #2; #02Þ can be
realized by a similar incremental procedure as described in Section 4.2 for the
resource-bounded combination. In the following, we leave / again unspeciﬁed
and we write refinet instead of refine
/
t .
Consider now the entire propagation process described by propagateðN ; T Þ.
First, let
qðnÞ¼defqkiðusðnÞÞ; ð4:22Þ
qðnÞ¼def qkiðusðnÞÞ ð4:23Þ
denote the two potentials induced by the resource-bounded combination at
node fatherðnÞ. This is the additional information to be stored during the ﬁrst
run of propagateðN ; T Þ. It requires to replace line [08] by
[08a] uðnÞ  usðleftðnÞÞ t usðrightðnÞÞ;
[08b] qðleftðnÞÞ  qk1ðusðleftðnÞÞ;
[08c] qðrightðnÞÞ  qk2ðusðrightðnÞÞ;
[08d] qðleftðnÞÞ  qk1ðusðleftðnÞÞ;
[08e] qðrightðnÞÞ  qk2ðusðrightðnÞÞ;
with parameters k1 and k2 as determined by p. Now, suppose that after running
this extended version of the propagation process, additional T milliseconds are
available. In the same spirit as in the previous subsection, we use T

estðnÞ to
estimate the time for the exact reﬁnement at node n. If the BJT is reset such
that readyðnÞ ¼ true exactly if n 2 leavesðNÞ, then reﬁnement can be described
as follows:
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[01] function refineðN ; T Þ
[02] begin
[03] initialize timer to T milliseconds;
[04] s stepsðNÞ;
[05] while nextðNÞ 6¼ ;
[06] do begin
[07] select n 2 nextðNÞ such that T estðnÞ is minimal;
[08] t refineT=sðqðleftðnÞÞ; qðleftðnÞÞ; qðrightðnÞÞ; qðrightðnÞÞÞ;
[09] uðnÞ  uðnÞ þ t;
[10] usðnÞ  usðnÞ þ ElimDðnÞðtÞ;
[11] qðnÞ  qðnÞ þ ElimDðnÞðtÞ;
[12] readyðnÞ  true;
[13] T  timerð Þ;
[14] s s 1;
[15] end;
[16] return usðrootðNÞÞ;
[17] end.
This process terminates after at most T milliseconds. If #, #0 2 UD0 are the
results from ﬁrst calling propagateðN ; T Þ and then refineðN ; T 0Þ, then
#  #0  ðu1      urÞ#D
0
. Note that refineðN ;1Þ returns ðu1      urÞ#D
0
.
In order to support several succeeding processes of reﬁnement, it is neces-
sary to store the same type of additional information as in the case of
propagateðN ; T Þ. This requires to change line [08] in refineðN ; T Þ into
[08a] t refineT=sðqðleftðnÞÞ; qðleftðnÞÞ; qðrightðnÞÞ; qðrightðnÞÞÞ;
[08b] qðleftðnÞÞ  qðleftðnÞÞ þ qk1ðqðleftðnÞÞ;
[08c] qðrightðnÞÞ  qðrightðnÞÞ þ qk2ðqðrightðnÞÞ;
[08d] qðleftðnÞÞ  qk1ðqðleftðnÞÞ;
[08e] qðrightðnÞÞ  qk2ðqðrightðnÞÞ;
with parameters k1 and k2 as determined by /. Furthermore, since the poten-
tials qðleftðnÞÞ and qðrightðnÞÞ are changed in line [08b] and line [08c], it is
necessary to insert line [13] between line [08a] and line [08b]. This extended
version of refineðN ; T Þ can be used to repeat the reﬁning process until the user’s
quality requirements are met.
Note that by continuously reﬁning from the trivial case of propagateðN ; 0Þ
and with a relatively small value for T 0, the procedure becomes an interruptible
anytime algorithm that gives progressively better solutions as the execution time
goes on and also giving a response however little time has elapsed [27,28]. In
fact, it satisﬁes all basic requirements of anytime algorithms [26]:
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• Measurable and recognizable quality: the quality of the approximate result
can be determined precisely at run time.
• Monotonicity: the precision of the result is growing in time.
• Consistency: the quality of the result is correlated with the computation time
and the quality of the inputs.
• Diminishing returns: the improvement of the solution is larger at the early
stages of computation and it diminishes over time.
• Interruptibility: the process can be interrupted at any time and provides some
answer.
• Preemptability: the process can be suspended and continued with minimal
overhead.
Compared to existing approximation methods for Dempster–Shafer belief
potentials (except Monte-Carlo methods), where the eﬀective time of compu-
tation is hardly predictable in advance, the existence of such interruptible
anytime algorithms is an enormous improvement and may serve as the basis
for the breakthrough of Dempster–Shafer theory as a computationally tract-
able technique.
4.6. Compilation and queries
The methods presented in the previous subsections produce one particular
marginal of the joint belief potential. If several marginals are requested, then
several runs of the algorithm on diﬀerent BJTs are necessary. A more eﬃcient
method has been proposed in [8,31]. It consists of two phases. First, the
compilation phase computes the joint potential marginalized to the empty set
ðu1      urÞ#;. Second, a query (or partial inward) phase is invoked for each
query of interest.
The method is based on the fact that for an arbitrary potential u 2 UcD and
A  D we have
½uðAÞb ¼ ½u uAcð;Þm  ½uð;Þm ¼ ½ðu uAcÞ#;ð;Þm  ½u#;ð;Þm;
ð4:24Þ
½uðAÞp ¼ ½u uAð;Þm ¼ 1 ½ðu uAÞ#;ð;Þm; ð4:25Þ
where uA, uAc 2 UcD are potentials representing the complementary sets A and
Ac ¼ HDnA, respectively, that is ½uAðAÞm ¼ 1 and ½uAcðAcÞm ¼ 1. Similarly,
normalized belief and plausibility are given by
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½uðAÞB ¼
½u uAcð;Þm  ½uð;Þm
1 ½uð;Þm
¼ ½ðu uAcÞ
#;ð;Þm  ½u#;ð;Þm
1 ½u#;ð;Þm
; ð4:26Þ
½uðAÞP ¼
½u uAð;Þm
1 ½uð;Þm
¼ 1 ½ðu uAÞ
#;ð;Þm
1 ½u#;ð;Þm
: ð4:27Þ
Therefore, belief and plausibility of a query A can be derived from the results
of u#;, ðu uAcÞ#;, and ðu uAÞ#;. More generally, if fu1; . . . ;urg is the set of
given potentials, then we have to compute ﬁrst ðu1      urÞ#;, and then
ðu1      ur  uAcÞ#; and ðu1      ur  uAÞ#; for every query A.
Suppose now that ðu1      urÞ#; has been previously computed by calling
propagateðNÞ for a BJT with dðusðrootðNÞÞ ¼ ;, that is by eliminating all the
variables in D ¼ D1 [    [ Dr. This is the compilation phase. If A  HD0 with
D0  D represents the query of interest, then the problem of the query phase is
to update from ðu1      urÞ#; to ðu1      ur  uÞ#;, where u is either uA
or uAc . First, let us introduce some additional notations for nodes n 2 N :
dðnÞ ! to domain dðuðnÞÞ of the potential stored at node n;
pathðnÞ ! the set of nodes on the path between n and rootðnÞ;
brotherðnÞ ! rightðfatherðnÞÞ if n ¼ leftðfatherðnÞÞ; or leftðfatherðnÞÞ
otherwise:
The domains dðnÞ satisfy the so-called running intersection property [34].
This means that if a variable x appears in the domain of two distinct nodes n1
and n2, then x also appears in the domains of all the nodes along the path
between n1 and n2. Note that the domains of the nodes can easily be determined
during the construction of the BJT.
The idea to solve the above problem is very simple. First, we select a node
n 2 N such that dðuÞ  dðuðnÞÞ. If such a node exists, then the new potential u
is combined with the potential uðnÞ stored at node n. If several such nodes
exist, then the node with the shortest path towards the root is selected. Finally,
all the potential usðniÞ, ni 2 pathðnÞ, are recomputed and usðrootðNÞÞ is re-
turned as the updated result. Such a procedure can be considered as a partial
propagation process in which only the nodes among one speciﬁc path are in-
voked [31]. Of course, this method works only if a node n with dðuÞ  dðuðnÞÞ
exists. Otherwise, an appropriate BJT has to be constructed (for more details
see [8]).
Let us now describe formally the partial propagation process from a se-
lected node towards the root. The procedure is called queryðN ;uÞ. The ﬁrst
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parameters N represents the nodes of the BJT that have previously been used in
the compilation phase. The second parameter is the additional potential u.
[01] function queryðN ;uÞ
[02] begin
[03] select n 2 N with dðuÞ  dðnÞ and such that jpathðnÞj is minimal;
[04] us  ElimDðnÞðu uðnÞÞ;
[05] while n 6¼ rootðNÞ
[06] do begin
[07] u0s  usðbrotherðnÞÞ;
[08] n fatherðnÞ;
[09] us  ElimDðnÞðus  u0sÞ;
[10] end;
[11] return us;
[12] end.
The result returned by queryðN ;uÞ is the potential ðu1      ur  uÞ#;.
Note that no information stored at the nodes of the BJT is changed during the
process. This is important for further calls of queryðN ;uÞ. Furthermore, note
that jpathðnÞj corresponds to the total number of necessary combination.
If the number of available time is limited to T, then we use the same strategy
as in the two previous subsections. This means that the exact combination
operator  (see lines [04] and [09]) is replaced by t with t ¼ T=s.
[01] function queryðN ; T ;uÞ
[02] begin
[03] initialize timer to T milliseconds;
[04] select n 2 N with dðuÞ  dðnÞ and such that jpathðnÞj is minimal;
[05] s jpathðnÞj;
[06] us  ElimDðnÞðuT=s uðnÞÞ;
[07] T  timerð Þ;
[08] s s 1;
[09] while n 6¼ rootðNÞ
[10] do begin
[11] u0s  usðbrotherðnÞÞ;
[12] n fatherðnÞ;
[13] us  ElimDðnÞðus T=s u0sÞ;
[14] T  timerð Þ;
[15] s s 1;
[16] end;
[16] return us;
[18] end.
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This process terminates after at most T milliseconds. The result is an in-
complete belief potential # 2 U; with #  ðu1      ur  uÞ#;.
4.7. Outward propagation
Another method to compute several marginals on the same BJT is obtained
by considering propagateðNÞ and propagateðN ; T Þ as corresponding inward (or
collect) phases of propagating the belief potentials through the tree. Then, by
reversing the direction in which the messages are passed between the nodes, a
corresponding outward (or distribution) phase can be deﬁned in a similar way
[24,34]. It reuses intermediate results stored during the inward phase and
produces the marginals for several domains according to the structure of the
underlying BJT.
In the following, we ﬁrst introduce the exact outward phase and show then
how it can be adapted for the resource-bounded case. A few more notations are
needed:
urðnÞ ! the message received from fatherðnÞ; or nil if nothing
is received yet;
next0ðnÞ ! true if readyðnÞ ¼ false and readyðfatherðnÞÞ ¼ true;
or false otherwise;
next0ðNÞ ! subset of N for which next0ðnÞ ¼ true:
Since rootðNÞ has no father from which it receives a message, we initialize
the root node by readyðrootðnÞÞ ¼ true and urðrootðNÞÞ ¼ u0, where u0 rep-
resents the neutral element of the combination, that is for any arbitrary po-
tential u we have u u0 ¼ u. The outward phase can then be described as
follows:
[01] function propagate0ðNÞ
[02] begin
[03] while next0ðNÞ 6¼ ;
[04] do begin
[05] select arbitrarily n 2 next0ðNÞ;
[06] D dðfatherðnÞÞndðnÞ;
[07] urðnÞ  ElimDðurðfatherðnÞÞ  usðbrotherðnÞÞÞ;
[08] uðnÞ  uðnÞ  urðnÞ;
[09] readyðnÞ  true;
[10] end;
[11] return fuðnÞ : n 2 Ng;
[12] end.
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The algorithm returns for each node n 2 N the corresponding marginal
uðnÞ ¼ ðu1      urÞ#dðnÞ. Note that identical results are obtained for nodes
with identical domains.
The above process is not optimal in the sense that it includes redundant
computations. An optimized version has already been proposed in [51]. The
problem arises when the domain dðnÞ is a subset of dðfatherðnÞÞ. Then
the result uðnÞ is more easily obtained from uðfatherðnÞÞ by simply eliminating
the variables in D ¼ dðfatherðnÞÞndðnÞ, that is instead of line [08] in the above
algorithm. Furthermore, if dðnÞ  dðfatherðnÞÞ holds recursively for all the
children of n, then the message received from fatherðnÞ in line [07] becomes
superﬂuous. Thus, depending on the structure of the underlying BJT, it is
possible to reduce the number of combinations signiﬁcantly. Consider two
more notations:
subsetðnÞ ! true if dðnÞ  dðfatherðnÞÞ; or false otherwise;
nestedðnÞ ! true if subsetðnÞ and ð1Þ leaf ðnÞ or ð2Þ nestedðleftðnÞÞ;
nestedðrightðnÞÞ; or false otherwise:
On optimized version of propagate0ðNÞ is now obtained by introducing
corresponding tests, that is by replacing lines [07] and [08]:
[01] function propagate0ðNÞ
[02] begin
[03] while next0ðNÞ 6¼ ;
[04] do begin
[05] select arbitrarily n 2 next0ðNÞ;
[06] D dðfatherðnÞÞndðnÞ;
[07] if nestedðnÞ
[08] then urðnÞ  u0;
[09] else urðnÞ  ElimDðurðfatherðnÞÞ  usðbrotherðnÞÞÞ;
[10] endif;
[11] if subsetðnÞ
[12] then uðnÞ  ElimDðuðfatherðnÞÞÞ;
[13] else uðnÞ  uðnÞ  urðnÞ;
[14] endif;
[15] readyðnÞ  true;
[16] end;
[17] return fuðnÞ : n 2 Ng;
[18] end.
Let us now turn our attention to case where the available time is limited. The
idea is the same as in Section 4.4, that is to share the available time T equally
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among the necessary combinations. Note that two combinations are possible at
each step of propagate0ðNÞ, that is in lines [09] and [13]. We use
T 0estðnÞ ¼ s  jurðfatherðnÞÞj  jusðbrotherðnÞÞj ð4:28Þ
to estimate the time for the combination at line [09]. Furthermore, let steps0ðNÞ
denote the function that returns the exact number of necessary combinations in
the optimized version of propagate0ðNÞ. Note that the value of steps0ðNÞ can
already be determined during the construction of the BJT. The resource-
bounded version of the optimized outward phase can then be described as
follows.
[01] function propagate0ðN ; T Þ
[02] begin
[03] initialize timer to T milliseconds;
[04] s steps0ðNÞ;
[05] while next0ðNÞ 6¼ ;
[06] do begin
[07] select n 2 next0ðNÞ such that T 0estðnÞ is minimal;
[08] D dðfatherðnÞÞndðnÞ;
[09] if nestedðnÞ
[10] then urðnÞ  u0;
[11] else
[12] urðnÞ  ElimDðurðfatherðnÞÞ T=s usðbrotherðnÞÞÞ;
[13] T  timerð Þ;
[14] s s 1;
[15] endif;
[16] if subsetðnÞ
[17] then uðnÞ  ElimDðuðfatherðnÞÞÞ;
[18] else
[19] uðnÞ  uðnÞ T=s urðnÞ;
[20] T  timerð Þ;
[21] s s 1;
[22] endif;
[23] readyðnÞ  true;
[24] end;
[25] return fuðnÞ : n 2 Ng;
[26] end.
The result of propagate0ðN ; T Þ is for each node n 2 N a corresponding in-
complete potential uðnÞ  ðu1      urÞ#dðnÞ. In the same way as in Section
4.4, the algorithm guarantees that the time limit T is never exceeded.
If T is the time for both the inward and the outward phase, then
stepsðNÞ þ steps0ðNÞ is the total number of necessary combinations. In such a
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case, we can do the complete propagation process by ﬁrst calling
propagateðN ; T1Þ and then propagate0ðN ; T2Þ with parameters
T1 ¼ T  stepsðNÞstepsðNÞ þ steps0ðNÞ ; ð4:29Þ
T2 ¼ T  steps
0ðNÞ
stepsðNÞ þ steps0ðNÞ þ T
0; ð4:30Þ
where T 0 denotes the number of unused milliseconds in propagateðN ; T1Þ.
5. Empirical tests and results
The existing approximation methods for Dempster–Shafer belief functions
have been tested and compared in several papers [16,19,21], but the corre-
sponding testbeds are questionable in diﬀerent ways. First, only a small
number of belief potentials are involved in all the existing experimental studies.
The experiments in [16,19], for example, use only ﬁve potentials. In [21], the
testbed is even restricted to one single potential. Furthermore, all the experi-
ments so far are limited to randomly generated belief potentials and unstruc-
tured frames of discernment. In contrast, real problems are structured and
usually consist of many multi-variate belief potentials (hundreds or even
thousands), each of them describing some evidence over a particular subset of
variables, thus representing the structure of the given knowledge. This has been
completely neglected in the papers mentioned above.
Another weakness of previous studies is the way of how the methods are
compared. For all experiments in [16,19,21], the maximal number of focal sets
k is simply ﬁxed to a certain value. Of course, this leads to a diﬀerent accuracy
for each of the methods considered, but it also implies diﬀerent times of
computation. Typically, the slowest method produces the most accurate results
and vice versa. In Harmanec’ testbed [21], our method of using incomplete
belief potentials would obviously produce the least accurate results, but it
would also have the lowest time consumption. Thus, using a ﬁxed value for k
does not truly reﬂect the trade-oﬀ between accuracy and computational speed
and thus makes a fair comparison very diﬃcult. A much better way is to
compare the methods with respect to a ﬁxed amount of available computa-
tional time, instead of ﬁxing the maximal number of focal sets.
The aim of this section is twofold. First, we analyze the process of ap-
proximating the marginal of a non-trivial collection of belief potentials using
the new method presented in this paper. Second, we compare our new method
to several existing techniques with respect to a ﬁxed amount of computational
time.
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5.1. Case study: communication network
The following case study is based on an example from reliability theory [52].
The problem is to compute the reliability of a communication network con-
sisting of 632 nodes and 1118 wires (connections). Each wire has a certain
failure probability. The question is whether two particular nodes NA and NB are
able to communicate through the network, to be expressed by corresponding
values for belief and plausibility.
A belief potential representation of this example consists of 1118 potentials,
W ¼ fu1; . . . ;u1118g, over 632 binary variables, V ¼ fx1; . . . ; x630; xA; xBg. Each
potential involved has exactly two focal sets F1 ¼ fð1; 1Þg and F2 ¼
fð0; 0Þ; ð0; 1Þ; ð1; 0Þ; ð1; 1Þg with ½uiðF1Þm ¼ 0:8 and ½uiðF2Þm ¼ 0:2 and on cor-
responding domains of size jDij ¼ 2. The structure of the given knowledge is
highly connected and cyclic. The problem then is to marginalize the joint po-
tential u1      u1118 to a subdomain D0 ¼ fxA; xBg consisting of the two
variables of interest. The elimination sequence has been generated by a variant
of the OSLA-Smallest Clique heuristic [43,46]. The resulting BJT consists of
2  1118 1 ¼ 2235 nodes N ¼ fn1; . . . ; n2235g with diﬀerent domain sizes. The
following table shows for each domain size the corresponding number of
nodes.
The experimental framework was implemented in MCL 4.3 (Macintosh
Common Lisp) using the data structures (bit strings, hash tables, etc.) and
methods (fusion, quasi-projection, memoizing, etc.) proposed in [33]. All the
tests were taken on the same 800 MHz Power Mac G4 with 1024 MByte RAM.
5.1.1. Exact computation
The complete propagation process involves 1117 combinations, one at every
node n 62 leavesðNÞ. During the propagation process, the sizes of the resulting
potentials increase more or less continuously until––after the 1113th combi-
nation––the maximum of 909,181 focal sets is reached at the node of maximal
domain size 12. Finally, at the root node, 527,965 focal sets remain. The size of
the domain at the root node is 11. After eliminating the last 9 variables from
uðrootðNÞÞ, we obtain the result # ¼ usðrootðNÞÞ ¼ ðu1      u1118Þ#fxA;xBg. It
consists of only two focal sets F1, F2  HD0 with ½#ðF1Þm ¼ 0:6398586 and
½#ðF2Þm ¼ 0:3601414, respectively. The mass ½uðF1Þm ¼ ½uðF1ÞB ¼ ½uðF1ÞP ¼
0:6398586 represents the reliability of the network. Fig. 2 shows the sizes of the
potentials uðnÞ obtained during the propagation process on a logarithmic scale.
jnij 2 3 4 5 6 7 8 9 10 11 12
#nodes 1120 314 229 214 71 92 72 55 32 35 1
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The total execution time for the above problem is almost 56 min (3,320,390
ms). 2 Fig. 2 indicates that the critical phase is rather at the end of the prop-
agation process. Let us thus have a closer look at one of the potentials gen-
erated at a node close to the root. The potential we select has a domain of size
10 and consists of 1430 focal sets. The corresponding masses vary between
0.452 and 0:349
 1022. Fig. 3 shows the masses of all 1430 focal sets on a
logarithmic scale.
The situation shown in Fig. 3 is typical for most potentials generated during
the process where the total mass is unevenly distributed over the focal sets. To
Fig. 2. The sizes of the potentials uðnÞ during the propagation process.
2 Originally, the total running time of the exact computation was more than 8 h. Thanks to
advanced data structures and methods such as those described in [33], it was possible to
dramatically increase the eﬃciency and to reduce the total running time to the value mentioned
above.
Fig. 3. The masses of all 1430 focal sets on a logarithmic scale.
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make this remark even more clear, look at the pie charts depicted in Fig. 4
showing the relative sizes of the masses. The pie chart on the left hand side
shows the 26 highest masses. They cover approximately 99% of the total mass.
Note that only six masses are higher than 0.01. The other 1% of the total mass
is shared among the remaining 1404 focal sets, as illustrated by the pie chart on
the right hand side of Fig. 4. Thus, if u denotes the selected potential with its
1430 focal sets, then q26ðuÞ  u is an approximation of u with eq26ðuÞ " 0:1.
The following table shows for diﬀerent degrees of incompleteness eqkðuÞ the
corresponding number of focal sets k.
For example, only 5.7% of the original focal sets are needed to cover 99.9% of
the total mass. This strongly indicates how eﬀective and powerful an approx-
imation method like the one presented in this paper can be.
5.1.2. Resource-bounded approximation
Let us now consider diﬀerent cases where the time of computation is limited.
We use the resource-bounded combination operator from Section 4.2 and the
propagation process as presented in Section 4.4. For diﬀerent values T P 5000,
the following table shows lower and upper bounds for both belief and plau-
sibility, as well as the corresponding degree of incompleteness. No results are
shown for T < 5000, because in comparison to the computational overhead
induced by the algorithm, the time at each node gets insuﬃciently small. This
leads to unsatisfactory discrepancies between the intended time of computation
T and the eﬀective time Teff .
eqkðuÞ 0.1 0.01 0.001 0.0001 0.00001 0.000001 0.0000001
k 5 26 82 194 373 605 811
ðk=1430Þ  100 0.3% 1.8% 5.7% 13.6% 26.1% 42.3% 56.7%
Fig. 4. The relative sizes of the masses of all 1430 focal sets.
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Observe how––with an increasing value for T––both belief and possibility
converge quickly towards the exact values. After less than 25,000 ms (which is
less than 0.7 percent of the total time necessary for the exact computation), the
degree of incompleteness drops below 0.1 and then, after 60,000 ms (which is
still less than 2 percents of the total time necessary for the exact computation),
it reaches a value lower than 0.01. Fig. 5 shows graphically how lower and
upper bounds for belief converge towards the exact value.
Incomplete belief potentials
T (ms) Teff (ms) e# LBB UBB LBP UBP
5000 5122 0.8585 0.0936 0.9521 0.1415 1.0000
6000 5950 0.6602 0.2241 0.8843 0.3398 1.0000
7000 6938 0.5482 0.2965 0.8447 0.4518 1.0000
8000 7902 0.4785 0.3390 0.8175 0.5215 1.0000
9000 8881 0.3977 0.3914 0.7890 0.6023 1.0000
10,000 9873 0.3473 0.4227 0.7700 0.6527 1.0000
12,000 11,838 0.2752 0.4678 0.7430 0.7248 1.0000
14,000 13,977 0.1900 0.5218 0.7118 0.8100 1.0000
16,000 15,767 0.1677 0.5361 0.7038 0.8323 1.0000
18,000 17,762 0.1320 0.5577 0.6897 0.8680 1.0000
20,000 19,734 0.1100 0.5716 0.6816 0.8900 1.0000
25,000 24,723 0.0708 0.5961 0.6669 0.9292 1.0000
30,000 29,641 0.0475 0.6103 0.6579 0.9525 1.0000
35,000 34,561 0.0324 0.6197 0.6522 0.9676 1.0000
40,000 40,014 0.0234 0.6253 0.6488 0.9766 1.0000
45,000 45,013 0.0175 0.6290 0.6465 0.9825 1.0000
50,000 50,014 0.0136 0.6314 0.6450 0.9864 1.0000
60,000 60,015 0.0088 0.6344 0.6432 0.9912 1.0000
70,000 70,012 0.0059 0.6362 0.6421 0.9941 1.0000
80,000 80,016 0.0041 0.6373 0.6414 0.9959 1.0000
90,000 90,029 0.0030 0.6380 0.6410 0.9970 1.0000
100,000 100,032 0.0023 0.6384 0.6407 0.9977 1.0000
120,000 120,017 0.0014 0.6390 0.6404 0.9986 1.0000
140,000 140,025 0.0009 0.6393 0.6402 0.9991 1.0000
160,000 160,005 0.0006 0.6395 0.6401 0.9994 1.0000
180,000 180,012 0.0004 0.6396 0.6400 0.9996 1.0000
200,000 200,012 0.0003 0.6397 0.6400 0.9997 1.0000
225,000 225,001 0.0002 0.6397 0.6399 0.9998 1.0000
250,000 249,994 0.0001 0.6398 0.6399 0.9999 1.0000
1 (exact) 3,320,390 0.0000 0.6399 0.6399 1.0000 1.0000
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Note that the degree of incompleteness is shown in Fig. 5 as the diﬀerence
between lower and upper bounds.
5.2. Comparison
As mentioned before, a fair comparison requires the diﬀerent methods to be
evaluated with respect to a ﬁxed amount of available computational resources.
This necessitates resource-bounded combination operators similar to the one
described in Section 4 for incomplete belief potentials. Such operators can
easily be found for summarization 3 [17] and for Denœux’s method of inner and
outer clustering [22,23]. 4 However, our attempts to deﬁne resource-bounded
combination operators for other strongly consistent methods were not suc-
cessful. Apparently, iterative methods such as consonant approximation [20] or
those proposed by Harmanec [21] are not compatible with the idea of an it-
erative, resource-bounded combination procedure such as the one deﬁned in
Section 4.2. Other approaches like Bayesian approximation or D1 approxima-
tion are not strongly consistent in the sense of [21] and thus not considered as
valuable candidates.
In order to compare summarization and inner/outer clustering with the re-
sults of the previous subsection, we use the same values for T as before. To
guarantee a fair comparison, T=2 milliseconds are assigned in each experiment
Fig. 5. Lower and upper bounds for belief.
3 The idea in the case of summarization is to start with resource-bounded combination as
described in Section 4.2. Finally, that is when the available time is over, the remaining masses of the
two original potentials are assigned to the corresponding union of the focal sets involved, and the
results are used to complete the combination.
4 We simply use summarization as the concrete inner clustering method. The corresponding
method, where the remaining mass is assigned to the intersection of the focal sets (instead of the
union), is used for outer clustering. Every other way of grouping the focal sets into families appears
to be incompatible with the idea of an iterative, resource-bounded combination procedure.
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equally to inner and outer clustering. The following table shows the corre-
sponding approximated values bel (lower bound) obtained from summariza-
tion, and bel (lower bound) and belþ (upper bound) obtained from inner/
outer clustering. Again, no results are shown for T < 5000 (summarization),
respectively for T < 10000 (inner/outer clustering).
Fig. 6 shows graphically how the values from the above table converge
quickly towards the exact value.
Summarization Inner/outer clustering
T (ms) Teff (ms) bel Teff (ms) bel belþ
5000 5115 0.4429 – – –
6000 5962 0.4706 – – –
7000 6996 0.4772 – – –
8000 7976 0.5413 – – –
9000 8975 0.5767 – – –
10,000 9,968 0.5888 10,099 0.4429 0.7032
12,000 11,940 0.6025 11,944 0.4706 0.7026
14,000 13,894 0.6113 13,917 0.4772 0.6788
16,000 15,981 0.6192 15,900 0.5413 0.6696
18,000 17,924 0.6235 17,860 0.5767 0.6595
20,000 19,951 0.6291 19,836 0.5888 0.6583
25,000 24,986 0.6331 24,801 0.6059 0.6514
30,000 30,018 0.6358 29,766 0.6178 0.6486
35,000 34,951 0.6373 34,762 0.6248 0.6467
40,000 40,006 0.6382 39,726 0.6291 0.6447
45,000 45,009 0.6387 44,691 0.6311 0.6442
50,000 50,025 0.6390 49,725 0.6331 0.6430
60,000 60,013 0.6394 59,704 0.6358 0.6419
70,000 70,039 0.6395 69,492 0.6373 0.6412
80,000 80,035 0.6397 80,003 0.6382 0.6408
90,000 90,032 0.6397 90,017 0.6387 0.6405
100,000 100,053 0.6398 100,025 0.6390 0.6404
120,000 120,037 0.6398 120,019 0.6394 0.6402
140,000 140,065 0.6398 140,060 0.6395 0.6400
160,000 160,054 0.6398 160,054 0.6397 0.6400
180,000 180,054 0.6398 180,061 0.6397 0.6399
200,000 200,050 0.6398 200,078 0.6398 0.6399
225,000 225,150 0.6399 225,078 0.6398 0.6399
250,000 250,069 0.6399 250,091 0.6398 0.6399
1 (exact) 3,320,390 0.6473 6,720,394 0.6473 1.0000
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By comparing the values of the experiments with the results of the previous
subsection, it turns out that for a given amount of computational resources,
summarization yields the most accurate results, while inner/outer clustering
and our new method are comparably good. A more precise picture delivers Fig.
7. It shows the corresponding lower bounds on a restricted scale.
Apparently, for a given amount of computational resources, the price to pay
for lower and upper bounds results in some loss of accuracy. However, by
comparing the above values to the computational resources needed for the
exact computation, both inner/outer clustering as well as our new method are
still very competitive.
As a consequence, summarization implemented in a resource-bounded set-
ting may be selected in cases where one single result without any quality
measure is satisfactory. However, our new method may be preferable in situ-
ations where some minimal degree of accuracy is required. It then not only
provides lower and upper bounds (like Denœux’s method of inner/outer
Fig. 6. Black line: bel from summarization; Grey lines: bel and belþ from inner/outer clustering.
Fig. 7. Lower bounds obtained from (1) incomplete belief potentials, (2) inner clustering and (3)
summarization.
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clustering), but it also allows to reﬁne the results whenever they are not sat-
isfactory or to implement the procedure as an interruptible anytime algorithm.
6. Conclusion
This paper introduces the concept of incomplete belief potentials and shows
how to use it for approximated computations in belief structures. Compared to
most other approximation techniques, an important advantage of this method
is that it yields lower and upper bounds. In a similar way as by Denœux’s
method of inner/outer clustering, this enables the user to judge the quality of
the approximation. However, in contrast to Denœux’s technique, where the
computation is carried out twice (separately for lower and upper bounds), our
method computes lower and upper bounds at the same time. Furthermore, by
simply removing focal sets with small masses instead of distributing them to
other focal sets, our method is considerably simpler than any of the existing
techniques. And even more importantly, our new method allows to improve
the approximation by reusing results from previous computations.
The second important contribution of the paper comes from the algorithms
for resource-bounded propagation. It enables the user to perfectly control the
resources spent for the computation. This is a completely new approach and is
also applicable for summarization and for Denœux’s concept of inner/outer
clustering. From the experimental tests described in this paper, it turns out
that––for a ﬁxed amount of computational resources––summarization yields
the best results. But since summarization does not oﬀer any means to judge the
quality of the results and (like inner/outer clustering) disallows reﬁning, it may
be beneﬁcial to use incomplete belief potentials as proposed in this paper. This
leads then to interruptible anytime algorithms and enables to trade conve-
niently the quality of results against the costs of computation.
The applicability of the ideas and concepts proposed in this paper is not
restricted to the case of Dempster–Shafer belief functions. A more general
description within the axiomatic framework of valuation algebras will be the
topic of one of the authors’ forthcoming publications.
Our hope is that the methods and results of this paper help to make
Dempster–Shafer theory a practical alternative as a tool for dealing with
quantitative aspects of uncertainty.
Appendix A. Proofs
Proof of Theorem 1
(1) By deﬁnition, LB½uðAÞb is the minimal value ½#ðAÞb such that # 2FcðuÞ.
If SðAÞ ¼ fB : 0 6¼ B  Ag denotes the set of all non-empty subsets of A,
then ½#ðAÞb ¼
P
B2SðAÞ ½#ðBÞm. Since ½uðBÞm6 ½#ðBÞm for all B  HD and
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therefore for all B 2 SðAÞ, we get the minimal value for ½#ðAÞb in the case
where ½uðBÞm ¼ ½#ðBÞm for all B 2 SðAÞ. This is always possible, because
the empty set ; is never an element of SðAÞ. This implies LB½uðAÞb ¼
½uðAÞb for all A  HD. 
(2) By deﬁnition, UB½uðAÞb is the maximal value ½#ðAÞb such that # 2FcðuÞ.
Obviously, this is the case if the unassigned mass eu is distributed somehow
among the subsets of SðAÞ, that is when ½uðBÞm ¼ ½#ðBÞm for all B 62 SðAÞ.
Because of Ið;Þ ¼ ;, this is only possible if A 6¼ ;. Therefore, we have
UB½uð;Þb ¼ ½uð;Þb ¼ 0 and UB½uðAÞb ¼ ½uðAÞb þ eu for A 6¼ ;. 
Proof of Theorem 2
(1) By deﬁnition, LB½uðAÞp is the minimal value ½#ðAÞp such that # 2FcðuÞ.
Let IðAÞ ¼ fB  HD : B \ A 6¼ ;g denote the set of all the subsets of HD,
whose intersection with A is not empty. This implies ½#ðAÞp ¼P
B2IðAÞ ½#ðBÞm. Since ½uðBÞm6 ½#ðBÞm for all B  HD and therefore for
all B 2 IðAÞ, we get the minimal value for ½#ðAÞp in the case where
½uðBÞm ¼ ½#ðBÞm for all B 2 IðAÞ. This is always possible, because the
empty set ; is never an element of IðAÞ. This implies LB½uðAÞp ¼ ½uðAÞp
for all A  HD. 
(2) By deﬁnition, UB½uðAÞp is the maximal value ½#ðAÞp such that # 2FcðuÞ.
Obviously, this is the case if the unassigned mass eu is distributed somehow
among the subsets of IðAÞ, that is when ½uðBÞm ¼ ½#ðBÞm for all B 62 IðAÞ.
Because of Ið;Þ ¼ ;, this is only possible if A 6¼ ;. Therefore, we have
UB½uð;Þp ¼ ½uð;Þp ¼ 0 and UB½uðAÞp ¼ ½uðAÞp þ eu for A 6¼ ;. 
Proof of Theorem 3
(1) By deﬁnition, LB½uðAÞB is the minimal value ½#ðAÞB such that # 2FcðuÞ.
Let S0ðAÞ ¼ SðAÞn; denote the set of all non-empty subsets of A. From
½#ð;ÞM ¼ 0 follows then ½#ðAÞB ¼
P
B2SðAÞ ½#ðBÞM ¼
P
B2S0ðAÞ ½#ðBÞM .
Since ½uðBÞM 6 ½#ðBÞM for all B  HD and therefore for all B 2 S0ðAÞ,
we get the minimal value for ½#ðAÞB in the case where ½uðBÞM ¼ ½#ðBÞM
for all B 2 S0ðAÞ. However, since # is complete, that isPBHD ½#ðBÞM ¼ 1,
this is only possible if A 6¼ HD. This implies LB½uðHDÞB ¼ 1 and
LB½uðAÞB ¼ ½uðAÞB for all A # HD. 
(2) By deﬁnition, UB½uðAÞB is the maximal value ½#ðAÞB such that # 2FcðuÞ.
Obviously, this is the case if the unassigned normalized mass mu is distrib-
uted somehow among the subsets of S0ðAÞ. However, since S0ð;Þ ¼ ;, this
is only possible if A 6¼ ;. Note that ½#ð;ÞM ¼ 0. Therefore, we have
UB½uð;ÞB ¼ 0 and UB½uðAÞB ¼
P
B2S0ðAÞ ½uðBÞM þ mu ¼ ½uðAÞB þ mu. 
Proof of Theorem 4
(1) By deﬁnition, LB½uðAÞP is the minimal value ½#ðAÞP such that # 2FcðuÞ.
If IðAÞ denotes the same set as above, then ½#ðAÞP ¼
P
B2IðAÞ ½#ðBÞM . Since
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½uðBÞM 6 ½#ðBÞM for all B  HD and therefore for all B 2 IðAÞ, we get the
minimal value for ½#ðAÞP in the case where ½uðBÞM ¼ ½#ðBÞM for all
B 2 IðAÞ. Because of ½#ð;ÞM ¼ 0, this is only possible for A 6¼ HD. As a
consequence, we have LB½uðHDÞP ¼ 1 and LB½uðAÞP ¼ ½uðAÞP for all
A # HD. 
(2) By deﬁnition, UB½uðAÞP is the maximal value ½#ðAÞP such that # 2FcðuÞ.
Obviously, this is the case if the unassigned normalized mass mu is distrib-
uted somehow among the subsets of IðAÞ, that is when ½uðBÞM ¼ ½#ðBÞM
for all B 62 IðAÞ. Because of Ið;Þ ¼ ;, this is only possible if A 6¼ ;. There-
fore, we have UB½uð;ÞP ¼ ½uð;ÞP ¼ 0 and UB½uðAÞP ¼ ½uðAÞP þ mu for
A 6¼ ;. 
Proof of Theorem 5. In order to prove u1  u2  #1  #2, it is necessary to
show that ½u1  u2ðAÞm6 ½#1  #2ðAÞm for all A  HD. Note that as a conse-
quence of u1  #1 and u2  #2, we have cu1 6 c#1 and cu2 6 c#2 , respectively.
This implies cu1 þ cu2  cu1  cu2 6 c#1 þ c#2  c#1  c#2 . It is therefore suﬃ-
cient to show ½u1 bu2ðAÞm6 ½#1 b#2ðAÞm for all A  HD. If CðAÞ denotes
the set of all pairs ðB;CÞ of non-empty subsets B and C, that is ; # B;C  HD,
and with B \ C ¼ A, then ½u1 bu2ðAÞm ¼PðB;CÞ2CðAÞ½u1ðBÞm  ½u2ðCÞm and
½#1 b#2ðAÞm ¼PðB;CÞ2CðAÞ½#1ðBÞm  ½#2ðCÞm. Of course, we have ½u1ðBÞm6
½#1ðBÞm and ½u2ðCÞm6 ½#2ðCÞm and therefore ½u1ðBÞm  ½u2ðCÞm6 ½#1ðBÞm 
½#2ðCÞm for all ðB;CÞ 2 CðAÞ. From this follows ½u1 bu2ðAÞm6
½#1 b#2ðAÞmfor all A  HD and therefore u1  u2  #1  #2. 
Proof of Corollary 1. In order to prove #1  #2 2Fcðu1  u2Þ, we must show
(1) that u1  u2  #1  #2 and (2) that #1  #2 is complete. The ﬁrst condition
is a direct consequence of Theorem 5. The second condition follows from the
fact that #1 and #2 are complete. 
Proof of Theorem 6. In order to prove u#D
0  ##D0 , it is necessary to show
½u#D0 ðAÞm6 ½##D
0 ðAÞm for all A  HD0 . If MðAÞ denotes the lattice of subsets
B  HD with B#D0 ¼ A, then ½u#D0 ðAÞm ¼
P
B2MðAÞ½uðBÞm and ½##D
0 ðAÞm ¼P
B2MðAÞ½#ðBÞm. Of course, we have ½uðBÞm6 ½#ðBÞm for all B 2 MðAÞ.
As a consequence, ½u#D0 ðAÞm6 ½##D
0 ðAÞm for all A  HD0 and therefore
u#D
0  ##D0 : 
Proof of Corollary 2. In order to prove ##D
0 2Fcðu#D0 Þ, we must show (1) that
u#D
0  ##D0 and (2) that ##D0 is complete. The ﬁrst condition is a direct conse-
quence of Theorem 6. The second condition follows from the fact that # is
complete. 
R. Haenni, N. Lehmann / Internat. J. Approx. Reason. 31 (2002) 103–154 149
Proof of Theorem 7. By deﬁnition, the total mass assigned to u1  u2 isP
AHD ½u1 bu2ðAÞm þ cu1 þ cu2  cu1  cu2 . Furthermore, the individual masses
involved in u1 bu2 are 1 eu1  cu1 and 1 eu2  cu2 , respectively. The mass
assigned to u1 bu2 is therefore ð1 eu1  cu1Þ  ð1 eu2  cu2Þ. As a conse-
quence, we have
eu1u2 ¼ 1
X
AHD
½u1 bu2ðAÞm
 
þ cu1 þ cu2  cu1  cu2
!
¼ 1 ð1 eu1  cu1Þ  ð1 eu2  cu2Þ  cu1  cu2 þ cu1  cu2
¼ 1 ð1 eu2  cu2  eu1 þ eu1eu2 þ eu1cu2  cu1 þ cu1eu2 þ cu1cu2Þ
 cu1  cu2 þ cu1  cu2
¼ eu2 þ eu1  eu1eu2  eu1cu2  cu1eu2
¼ eu1  ð1 cu2Þ þ eu2  ð1 cu1Þ  eu1  eu2 : 
Proof of Corollary 3. It is suﬃcient to prove either mu1u2 P mu1 or mu1u2 P mu2 .
The other case is symmetrical. First, note that (3.11) implies cu1u2 P
cu1 þ cu2  cu1  cu2 . In other words, we have cu1u2 ¼ cu1 þ cu2  cu1  cu2 þ c,
where 06 c6 1 is the diﬀerence between cu1u2 and cu1 þ cu2  cu1  cu2 . As a
consequence of (3.9) and Theorem 7, we get
mu1u2 ¼
eu1  ð1 cu2Þ þ eu2  ð1 cu1Þ  eu1  eu2
cu1 þ cu2  cu1  cu2 þ c
:
In order to prove mu1u2 P mu1 , for example, the remaining problem is to show
that
eu1  ð1 cu2Þ þ eu2  ð1 cu1Þ  eu1  eu2
1 ðcu1 þ cu2  cu1  cu2 þ cÞ
P
eu1
1 cu1
:
This inequality can be simpliﬁed to eu2  ð1 cu1Þ  ð1 cu1  eu1ÞP 0, which is
obviously true. 
Proof of Theorem 8. This proof is trivial. From (2.11) follows that the
total masses assigned to u and u#D
0
are the same, that is
P
AHD ½uðAÞm ¼P
AHD0 ½u#D
0 ðAÞm. This implies eu#D0 ¼ eu. 
Proof of Corollary 4. This corollary is a direct consequence of Theorem 8 and
cu#D0 ¼ cu. 
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Proof of Theorem 9. In order to prove Theorem 9, it is necessary to show that
both sides of (4.13) have equal masses for all A  HD. If as in the proof of
Theorem 5, we use CðAÞ to denote the set of all pairs ðB;CÞ of non-empty
subsets B and C, that is ; # B;C  HD, and with B \ C ¼ A, then by deﬁnition
½u1 bu2ðAÞm ¼ X
ðB;CÞ2CðAÞ
½u1ðBÞm  ½u2ðCÞm
¼
X
ðB;CÞ2CðAÞ
½u01 þ u001ðBÞm  ½u02 þ u002ðCÞm
¼
X
ðB;CÞ2CðAÞ
ð½u01ðBÞm þ ½u001ðBÞmÞ  ð½u02ðCÞm þ ½u002ðCÞmÞ
¼
X
ðB;CÞ2CðAÞ
ð½u01ðBÞm  ½u02ðCÞm þ ½u01ðBÞm  ½u02ðCÞm
þ ½u001ðBÞm  ½u02ðCÞm þ ½u001ðBÞm  ½u002ðCÞmÞ
¼
X
ðB;CÞ2CðAÞ
½u01ðBÞm  ½u02ðCÞm þ
X
ðB;CÞ2CðAÞ
½u01ðBÞm  ½u02ðCÞm
þ
X
ðB;CÞ2CðAÞ
½u001ðBÞm  ½u02ðCÞm þ
X
ðB;CÞ2CðAÞ
½u001ðBÞm  ½u002ðCÞm
¼ ðu01 bu02Þ þ ðu01 bu002Þ þ ðu001 bu02Þ þ ðu001 bu002Þ: 
Proof of Theorem 10. In order to prove Theorem 10, it is necessary to show that
both sides of (4.14) have equal masses for all A  HD. If as in the proof of
Theorem 6, we use MðAÞ to denote the set of subsets B  HD with B#D0 ¼ A,
then by deﬁnition
½u#D0 ðAÞm ¼
X
B2MðAÞ
½uðBÞm ¼
X
B2MðAÞ
½u0 þ u00ðBÞm
¼
X
B2MðAÞ
ð½u0ðBÞm þ ½u00ðBÞmÞ ¼
X
B2MðAÞ
½u0ðBÞm þ
X
B2MðAÞ
½u00ðBÞm
¼ u0#D0 þ u00#D0 : 
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