Our purpose is to study the family of simple undirected graphs whose toric ideal is a complete intersection from both an algorithmic and a combinatorial point of view. We obtain a polynomial time algorithm that, given a graph G, checks whether its toric ideal P G is a complete intersection or not. Whenever P G is a complete intersection, the algorithm also returns a minimal set of generators of P G . Moreover, we prove that if G is a connected graph and P G is a complete intersection, then there exist two induced subgraphs R and C of G such that the vertex set V(G) of G is the disjoint union of V(R) and V(C), where R is a bipartite ring graph and C is either the empty graph, an odd primitive cycle, or consists of two odd primitive cycles properly connected. Finally, if R is 2-connected and C is connected, we list the families of graphs whose toric ideals are complete intersection.
Introduction
Let k be an arbitrary field and A = (a i j ) an m × n matrix with non negative integer entries a i j and with non-zero columns. Let k[x 1 , . . . , where a i is the i-th column of A. The polynomial rings are graded by assigning deg(t i ) = 1 and deg(x j ) = deg(t a j ) for every i, j. The kernel of ϕ, denoted by P A , is called the toric ideal associated to A. It is well-known that P A is a prime graded binomial ideal with ht(P A ) = n − rank(A) (see for example [27, 30] ). P A is a complete intersection if µ(P A ) = ht(P A ), where µ(P A ) denotes the minimal number of generators of P A . Equivalently, P A is a complete intersection if and only if there exists a set of homogeneous binomials f 1 , . . . , f r ∈ k[x 1 , . . . , x n ] such that r = ht(P A ) and P A = ( f 1 , . . . , f r ).
Complete intersection toric ideals were first studied by Herzog in [14] . After that, they have been extensively studied by several authors; see for example [2, 3, 20] and the references there. It is well known, see e.g. [6] or [24] , that the problem of deciding whether a toric ideal is a complete intersection belongs to the complexity class NP. Let G be a simple undirected graph, i.e., an undirected graph without multiple edges or loops. Set V(G) = {v 1 , . . . , v m } its vertex set, E(G) = {e 1 , . . . , e n } its edge set, and A G its incidence matrix. The toric ideal associated to A G is denoted by P G . It is a prime homogeneous binomial ideal called the toric ideal of G. The image of ϕ is denoted by k [G] and called the edge algebra of G. If we denote by b(G) the number of connected components of G which are bipartite, then rank(A G ) = m − b(G) (see [31] ) which implies that ht(P G ) = n − m + b(G). We say that G is a complete intersection if the corresponding toric ideal P G is a complete intersection.
In this work we study the complete intersection property of graphs from both an algorithmic and a combinatorial point of view.
The complete intersection property for bipartite graphs has been extensively studied; see for example [5, 10, 11, 12, 17, 25] . It is worth mentioning that Gitler, Reyes and Villarreal proved in [11] that a bipartite graph is a complete intersection if and only if it is a ring graph. Since ring graphs are obviously planar, they could derive that every complete intersection bipartite graph is planar, which was previously proved by Katzman [17] without using the notion of ring graph. When graphs are not necessarily bipartite there is some recent work by Tatakis and Thoma [28] , in the last section we make use of some of their technical results. For directed graphs, the complete intersection property has also been widely studied, see for example [9, 11, 22] .
In this work, our graphs are undirected and not necessarily bipartite. In this general setting, the problem requires a different approach. Indeed, Figure 1 shows an example of a ring graph whose toric ideal is not a complete intersection. Moreover, there exist complete intersection graphs which are not ring graphs; Figure 2 shows a complete intersection graph which is not even planar.
The main results of this work are Theorem 4.8, Theorem 6.5 and Theorem 6.18. The first one yields a polynomial time algorithm which receives as input a simple undirected graph G and returns True if G is a complete intersection or False otherwise. Moreover, whenever G is a complete intersection, the algorithm provides without any extra effort a minimal set of generators of P G . As a consequence of this algorithm we obtain that the problem of determining whether a graph G is a complete intersection belongs to the complexity class P. Given a connected graph G, we get a partition of G into two disjoint induced subgraphs C and R such that V(C) = V(C 1 ) · · · V(C s ) where C 1 , . . . , C s are odd primitive cycles, and R is bipartite. In this context, Theorem 6.5 gives necessary conditions for a graph to be a complete intersection by characterizing when C is a complete intersection. Using this result, when C is connected and R is 2-connected, Theorem 6.18 characterizes the complete intersection property on G by determining all possible edges connecting C and R.
In Section 2, we collect some results concerning general toric ideals that will be useful in the sequel. The main result in this section is Proposition 2.3, which deals with the problem of when the complete intersection property is preserved by elimination of variables. For toric ideals associated to graphs, Proposition 2.3 states that any induced subgraph of a complete intersection graph also has this property. This is Theorem 3.4 in Section 3, which allows us to obtain in Theorem 3.6 an upper bound for the number of edges of a complete intersection graph in terms of the number of vertices, improving all previously known bounds (see Corollary 3.7 ). An immediate consequence of Theorem 3.6 is that a complete intersection graph either has a vertex of degree ≤ 2, or is 3-regular (see Corollary 3.8) . Section 4 is devoted to designing Algorithm CI-graph, a polynomial time algorithm for checking whether a graph is a complete intersection. This algorithm is a direct consequence of Theorem 4.8 and works as follows: vertices of degree 1 are removed, also vertices of degree 2 are removed after checking certain conditions; if these conditions are not satisfied, the algorithm returns False; otherwise, we iterate this process until we get either a trivial graph or a graph in which every vertex has degree ≥ 3. If there is a vertex of degree > 3, the algorithm returns False. Otherwise we use the characterization of complete intersection 3-regular graphs given in Theorem 4.4. Finally, we use Theorem 2.4 to check if G is a complete intersection. Section 5 deals with the problem of finding forbidden subgraphs in a complete intersection graph. The main result is Theorem 5.7, where we prove that odd theta graphs whose base vertices are not adjacent, and also even theta graphs, are forbidden subgraphs of a complete intersection graph (see Definition 5.4 for a definition of even and odd theta graphs). To prove this, we use Lemma 5.1 and Proposition 5.3, two technical results concerning the vertices of degree 2 in a complete intersection graph. In Section 6 we apply the previous results in order to obtain the above mentioned Theorem 6.5 and Theorem 6.18 together with their normal versions; Corollary 6.20 and Corollary 6.21.
Complete Intersection toric ideals
In this section, A denotes an m × n matrix with non-zero columns a 1 , . . . , a n ∈ N m and P A ⊂ k[x 1 , . . . , x n ] is the toric ideal of A, which is the kernel of the k-algebra homomorphism ϕ :
We have that P A ∩ k[T ϕ −1 ] is the toric ideal associated to the matrix whose columns are the i-th columns of A such that x i ∈ T ϕ −1 ; see [27, Proposition 4.13(a)].
In the following sections we will use Theorem 1.1 in [15] , which is a reformulation of [8, Theorem 2.9] . For presenting this result we have to introduce first some definitions.
Let B be an integral matrix, B is called mixed if every row of B has a positive and a negative entry. B is said to be dominating if it does not contain any square mixed submatrix. ∆ t (B) denotes the greatest common divisor of every t × t minor of B where t ≤ rank(B). 
If B denotes the r × n matrix whose i-th row is α i − β i for 1 ≤ i ≤ r, then
. . , g r ) ⇐⇒ B is dominating and ∆ r (B) = 1.
The following result, whose proof is straightforward, will be useful to prove that certain matrices are dominating. 
An upper bound for the number of edges in a complete intersection graph
We begin this section by setting up some notation and terminology about graphs. For unexplained terminology and results on graphs we refer to [4, 13] . 
. . , w r be walks such that w i connects u i , u i+1 for every i ∈ {1, . . . , r}, then (w 1 , . . . , w r ) denotes the walk connecting u 1 , u r+1 obtained by sticking the walks w 1 , . . . , w r−1 and w r together.
Given an even closed walk, w = (v i 0 , . . . , v i 2q = v i 0 ) where e k j = {v i j−1 , v i j } for 1 ≤ j ≤ 2q, we denote by B w the binomial
Villarreal [29, Proposition 3 .1] proved that P G is generated by these binomials, i.e., P G = ({B w | w is an even closed walk}). Hibi and Ohsugi [21, Lemma 3.2] improved this result by giving a necessary condition for a binomial in P G to be primitive. Recall that x α − x β ∈ P G is primitive if there exists no other binomial
Whenever a binomial belongs to a minimal set of generators of P G , then it is necessarily primitive (see [27] ); thus the set of all primitive binomials of P G , which is called the Graver basis of P G , is a set of generators for P G .
Lemma 3.1. [21, Lemma 3.2] If B w is primitive, then one of these holds:
• w is an even cycle,
where C 1 and C 2 are odd cycles having exactly a vertex in common, or
• w = (C 1 , w 1 , C 2 , −w 2 ) where C 1 , C 2 are vertex disjoint odd cycles and w 1 , w 2 are walks connecting a vertex v 1 ∈ V(C 1 ) and a vertex v 2 ∈ V(C 2 ).
For a complete characterization of primitive binomials and a description of all minimal sets of generators of P G formed by binomials we refer the reader to [23] .
Now we aim to prove that the complete intersection is hereditary, i.e., if a graph is a complete intersection then every induced subgraph also is. Let us first recall the definition of induced subgraph. An almost immediate consequence of Theorem 3.4 is that a graph is a complete intersection if and only if all its connected components are complete intersections. This allows us to reduce our study to connected graphs. Proof. One implication follows by Theorem 3.4, because G i is an induced subgraph of G for 1 ≤ i ≤ s. Assume now that G 1 , . . . , G s are complete intersections and let B i be a minimal set of generators of P G i for 1 ≤ i ≤ s. Since P G = ({B w | w is an even closed walk}) and every even closed walk is necessarily contained in a connected component of G, it is evident that P G = B 1 ∪ · · · ∪ B s . Moreover, we have that ht(P G ) = ht(P G 1 ) + · · · + ht(P G s ), and the result follows.
For a vertex v ∈ V(G), the neighborhood of v is the set of vertices which are adjacent to v, i.e., N G (v) := {u ∈ V(G) | {u, v} ∈ E(G)}. The cardinality of this set is called the degree of v and is denoted by deg G (v), or deg(v) when G is understood. G is k-regular if every vertex of G has degree k.
The following result provides an upper bound for the number of edges of complete intersection graphs. This gives the taste that they can not be very dense. Theorem 3.6. Let G be a complete intersection connected graph, then:
In both cases equality is attained if and only if P G is generated by quadrics.
Proof. Let {B w 1 , . . . , B w r } be a minimal set of generators of P G , where w i is an even closed walk for every 1 ≤ i ≤ r. By Proposition 3.3, for every v ∈ V(G) we have that P G\{v} = (B w i | v V(w i ), 1 ≤ i ≤ r) and by Lemma 3.1, it follows that |V(w i )| ≥ 4 and |V(w i )| = 4 if and only if w i is a cycle of length 4, which is equivalent to B w i is a quadric.
and equality holds if and only if P G is generated by quadrics. Now suppose that G is a complete intersection then, by Theorem 3.4, G \ {v} is a complete intersection for every v ∈ V(G). Hence, 
The following result improves these bounds. Corollary 3.7. Let G be a complete intersection connected graph, then
Proof. It is a consequence of Theorem 3.6 and that if G is bipartite, then b(G \ {v}) ≥ 1 for every v ∈ V(G).
This section ends with two more consequences of Theorem 3.6. 
In both cases, one gets that H is not a complete intersection by Theorem 3.6 and Corollary 3.7. Furthermore, by Theorem 3.4 one concludes that G is not a complete intersection.
The algorithm
The aim of this section is to provide Algorithm CI-graph, an algorithm for checking whether a graph is a complete intersection. This algorithm follows as a consequence of Theorem 4.8, which is the main result of this section.
By Corollary 3.8 we have that a complete intersection graph either has a vertex of degree ≤ 2 or is 3-regular. This section begins with a thorough study of 3-regular complete intersection graphs. It will turn out in Theorem 4.4 that a 3-regular graph is a complete intersection if and only if it is an odd band or an even Möbius band. To prove this we need some definitions and a technical lemma. Theorem 4.4 will be essential for proving Theorem 4.8. Proof. Firstly note that P G is generated by quadrics and b(G \ {v}) = 0 for every v ∈ V(G) by Corollary 3.8; in particular, G is not bipartite. Let B := {B w 1 , . . . , B w r } be a minimal set of generators of P G where w i is a length four cycle for 1 ≤ i ≤ r. Take v ∈ V(G) and denote by u 1 , u 2 , u 3 its neighbors. From one hand, we have that
Definition 4.1. A chain is a graph G with V(G)
= {a 1 , . . . , a r , b 1 , . . . , b r } and edges {a i , a i+1 },{b i , b i+1 } and {a j , b j } for 1 ≤ i < r, 1 ≤ j ≤ r.
Definition 4.2. Let G be a graph with a subgraph H such that V(G) = V(H) and H is a chain. If E(G)
and by Proposition 3.3 and Theorem 3.4, P G\{v} is a complete intersection minimally generated by {B w i | v V(w i )}; thus |{w i | v ∈ V(w i ), 1 ≤ i ≤ r}| = 2, and we can assume that v ∈ V(w 1 ) ∩ V(w 2 ). From the other hand, 3 is a subgraph of G, which is impossible by Corollary 3.9. Thus we can assume that
Since w 1 and w 2 are length 4 cycles and K 2,3 is not a subgraph of G, we see that v 1 v 2 . Therefore we have proved that H is either a band or a Möbius band and G is 3-regular and connected, then G = H. Finally, G can be neither an even band nor an odd Möbius band, because both are bipartite and by Corollary 3.7 G is not bipartite.
If G is an odd band, we set e 2r := {a 1 , a r } and e 3r := {b 1 , b r } and if G is an even Möbius band, we set e 2r := {a 1 , b r } and e 3r := {a r , b 1 }. In both cases G is not bipartite, furthermore G has 3r edges and 2r vertices, then ht(P G ) = r.
Let w i be the length 4 cycle
If G is an odd band, we denote w r := (a 1 , b 1 , b r , a r , a 1 ) and if G is an even Möbius band we denote w r := (a 1 , b 1 , a r , b r , a 1 ). In both cases we have that B w i = x i x i+1 − x r+i x 2r+i for 1 ≤ i < r and B w r = x 1 x r − x 2r x 3r . We denote by {e 1 , . . . , e 3r } the canonical basis of Z r , γ i := e i + e i+1 − e r+i − e 2r+i for 1 ≤ i < r, γ r = e 1 + e r − e 2r − e 3r and B the r × 3r matrix whose rows are γ 1 , . . . , γ r . Then ∆ r (B) = 1. Let B ′ be the r × r submatrix of B consisting of its first r columns. Since every entry of B ′ is nonnegative we get that B ′ is dominating. Furthermore, for every j > r the j-th column of B has only one nonzero entry whose value is −1, then by Lemma 2.5 B is dominating. By Theorem 2.4 we can conclude that G is a complete intersection.
The proof above gives more, whenever G is an odd band or an even Möbius band we have obtained a minimal set of generators of the ideal. 
Corollary 4.6. Let G be an even Möbius band, then P
G = (B w 1 , . . . , B w r ), where w i := (a i , b i , b i+1 , a i+1 , a i ) for 1 ≤ i ≤ r − 1 and w r := (a 1 , b 1 , a r , b r , a 1 ).
Remark 4.7. Since every even Möbius band except K 4 is not planar, Theorem 4.4 provides an infinite family of non planar complete intersection graphs. Both Katzman [17] and Gitler, Reyes and Villarreal [11] proved that whenever G is a bipartite complete intersection then it is planar. As one can see this result is no longer true if we drop the assumption that G is bipartite. This was first realized by Katzman [17, Remark 3.9], who provided a Möbius band with 8 vertices as an example of a complete intersection non planar graph. Later Tatakis and Thoma [28] provided another example which is not a Möbius band.
We are thus led to the main result of this section.
Theorem 4.8. Let G be a graph without isolated vertices. Then, G is a complete intersection if and only if one of the following holds
1. ∃ v ∈ V(G) of degree 1 and G \ {v} is a complete intersection. 2. ∃ v ∈ V(G) of degree 2 such that b(G \ {v}) = b(G) + 1 and G \ {v} is a complete intersection. 3. ∃ v ∈ V(G) of degree 2 such that b(G \ {v}) = b(G), G \
{v} is a complete intersection and exists a shortest even
closed walk w with
such that
The connected components of G are odd bands or even Möbius bands.

Proof. Our proof starts with the observation that if
. Thus, the proof falls naturally in the following four cases:
We observe that J := P G\{v} · k[x 1 , . . . , x n ] is a prime ideal and J ⊂ P G . If (a) or (b) holds, then ht(P G\{v} ) = ht(P G ), this yields P G = J and G is a complete intersection if and only if G \ {v} is a complete intersection.
If (c) holds, then ht(P G ) = ht(P G\{v} ) + 1. If G \ {v} is a complete intersection and there exists an even closed walk w in G such that P G = J + (B w ), then G is evidently a complete intersection. Suppose that G is a complete intersection and let w 1 , . . . , w r be even closed walks in G such that P G = (B w 1 , . . . , B w r ) with r = ht(P G ). By Proposition 3.3 and Theorem 3.4, we have that P G\{v} is a complete intersection minimally generated by {B w i | v V(w i )}. Since ht(P G\{v} ) = r − 1, there exists a unique i ∈ {1, . . . , r} such that v ∈ V(w i ) and This theorem yields Algorithm CI-graph, see Figure 5 , an algorithm to determine if a graph is a complete intersection. This method begins by removing all the vertices of degree 1 and 2 iteratively. Whenever we remove a vertex v of degree 2, we check whether b(G) = b(G \ {v}). In the positive case, we construct a set W ⊂ V(G) and look for an even closed walk w such that V(w) = W. If such a walk does not exist, then G is not a complete intersection, otherwise we take w a shortest even walk such that V(w) = W and define the binomial B w ; one can obtain such an even walk in polynomial time by means of the algorithm proposed in [18] . Once we have removed every vertex of degree ≤ 2, either we get a trivial graph or we reach a graph G ′ where every vertex has degree > 2. If there exists a connected component of G ′ which is neither an odd band nor an even Möbius band, then G is not a complete intersection. Otherwise we can construct a set of r = ht(P G ) binomials {B w 1 , . . . , B w r } ⊂ P G , and G is a complete intersection if and only if P G = (B w 1 , . . . , B w r ). For checking this equality we use Theorem 2.4. It is worth pointing out that in [7] the authors give a polynomial algorithm to decide if a matrix is dominating; thus one can check if the equality P G = (B w 1 , . . . , B w r ) holds in polynomial time.
As a direct consequence of this algorithm we have the following result.
Corollary 4.9. The problem of determining whether a graph is a complete intersection is in the complexity class P.
Proof. Counting the number of connected components of a graph and deciding whether a graph is bipartite, and thus computing b(H), can be done in polynomial time for every graph H. To prove the result it only remains to prove that, given a connected graph H, one can decide if H is either an odd band or an even Möbius band in polynomial time. 
if H is an even Möbius band. The algorithm receives as input the graph H, if H is not 3-regular or
H is bipartite, we return False. Otherwise we take a 1 ∈ V(H) an arbitrary vertex and denote N H (a 1 ) := {w 1 , w 2 , w 3 }. We compute c i := b(H \ {a 1 , w i }) for all i ∈ {1, 2, 3} and assume that c 1 ≥ c 2 ≥ c 3 . If c 2 ≥ 1 or c 1 = 0, then we return False. Otherwise we set b 1 := w 1 . Now we take a 2 ∈ N H (a 1 ), such that a 2 H 1 := {a 1 , b 1 } and iterate this process until we get that
, r}. Thus, we return True if and only if {b
Let us illustrate how Algorithm CI-graph works with an example. Figure 6 is not a complete intersection. 
Example 4.10. Let us prove that the graph G in
Firstly, we observe that deg
, then ∆ 2 (B) = 1 and it has a square mixed submatrix
Thus P G is not a complete intersection.
Theta graphs and complete intersections
This section is devoted to prove that if G is a complete intersection and there are three paths P 1 , P 2 and P 3 of the same parity connecting x, y ∈ V(G) that only meet at their ends, i.e., V(P i ) ∩ V(P j ) = {x, y} for 1 ≤ i < j ≤ 3, then P 1 , P 2 and P 3 are all odd paths and {x, y} ∈ E(G). We will prove this result in Theorem 5.7. To prove this we will first introduce two results concerning the vertices of degree 2 in a complete intersection graph, namely Lemma 5.1 and Proposition 5.3. The first one is a technical lemma which will very useful in the sequel. The second one describes an operation in G that leads to another graph G ′ with less vertices and edges than G and G ′ is a complete intersection whenever G is.
Lemma 5.1. Let v be a vertex of degree 2 and H
Proof. Let {B w 1 , . . . , B w r } be a minimal set of generators of P G where w j is an even closed walk for 1 ≤ j ≤ r. For every G ′ ∈ {G, H 1 , H 2 , H}, by Proposition 3.3 and Theorem 3.4, we have that G ′ and G ′ \ {v} are complete intersections minimally generated by
In particular, for i = 1, 2 we have that there exists a unique
The second result concerns an operation in a graph, which is called the contraction of a graph in a vertex of degree 2. We will prove that if G is a complete intersection, the contraction of G in a vertex of degree 2 preserves the property of being a complete intersection. Proof. For every even (respect. odd) closed walk w = (z 1 , . . . , z r = z 1 ) in G, we define w as the even (respect. odd) closed walk in G c v constructed as follows. Assume that z 1 {v, u 1 , u 2 }, for every i ∈ {2, . . . , r − 1} such that z i = v, then z i−1 , z i+1 ∈ {u 1 , u 2 } and we set w := (z 1 , . . . , z i−2 , u, z i+2 , . . . , z r = x 1 ) and whenever z i ∈ {u 1 , u 2 } with z i−1 v, z i+1 v then we set w : = (z 1 , . . . , z i−1 , u, z i+1 , . . . , z r = z 1 ). Note that it might happen that w passes by u 1 , u 2 
, which is not possible by Corollary 3.9. This proof falls naturally into two parts.
Assume that e n−1 = {u 1 , v}, e n = {u 2 , v} and set e Suppose that G is a complete intersection and consider the cycle w := (v, u 1 , z, u 2 , v), then the quadric B w := x n−2 x n − x n−3 x n−1 ∈ P G . Since P G is a homogeneous ideal which does not contain any linear form, we get that there exists a minimal set of generators B of P G such that B = {B w 1 , . . . , B w r , B w } for some even closed walks w 1 , . . . , w r in G and then r + 1 = ht(P G ). Since ψ(P G ) = P G : G is bipartite but it is not a ring graph, hence it is not a complete intersection. Nevertheless, v is a vertex of degree 2 which does not belong to a triangle and G c v is a complete intersection.
Now we introduce the concept of theta graph and use the previous results to prove Theorem 5.7, which asserts that odd theta graph whose base vertices are not adjacent, and also even theta graphs, are forbidden subgraphs in a complete intersection graph. This is the main result of this section.
Definition 5.4. A theta graph T with base vertices x, y is a graph with V(T
, where P 1 , P 2 and P 3 are three paths of length ≥ 2 connecting x and y such that V(P i ) ∩ V(P j ) = {x, y} for 1 ≤ i < j ≤ 3. If P 1 , P 2 and P 3 are all even (respect. odd) paths, then T is called an even (respect. odd) theta graph.
Remark 5.5. Theta graphs are sometimes defined in the literature to have E(T ) = E(P 1 ) ∪ E(P 2 ) ∪ E(P 3 ). However, from our definition we have E(P 1 ) ∪ E(P 2 ) ∪ E(P 3 ) ⊂ E(T ); this is, it might have edges connecting a vertex in P i and a vertex in P j with 1 ≤ i < j ≤ 3 or even connecting two vertices a i , a j of P k = (x = a 0 , a 1 , . . . , a r−1 , a 
To prove Theorem 5.7 we need a lemma, whose proof is almost immediate.
Lemma 5.6. Let v be a vertex of degree 2 and C an even cycle such that v ∈ V(C). Then, G is bipartite ⇐⇒ G \ {v} is bipartite.
Proof. Let u 1 , u 2 be the neighbors of v, then u 1 , u 2 ∈ V(C). Hence, if V 1 , V 2 is a bipartition for G \ {v} and u 1 ∈ V 1 , then necessarily u 2 ∈ V 1 , so V 1 , V 2 ∪ {v} is a bipartition for G. The other implication is obvious.
Theorem 5.7. Neither odd theta graphs whose base vertices are not adjacent nor even theta graphs are complete intersections.
Proof. Suppose that there exists an even theta graph or an odd theta graph whose base vertices are not adjacent which is a complete intersection. Let G be the smallest graph with respect to |V(G)| with this property, we denote by x, y the base vertices of G and P 1 , P 2 , P 3 the three even or odd paths connecting x and y such that
If G is 3-regular, then one can write N G (x) = {u 1 , u 2 , u 3 } with u i ∈ V(P i ) and we claim that b(G\{u i }) = b(G\{x, u i }) for 1 ≤ i ≤ 3. Indeed, we can suppose that i = 1, then x has degree 2 in G\{u 1 } and belongs to the even cycle (P 2 , −P v is an odd theta graph whose base vertices are adjacent. This can only happen if v = a 1 and {a 2 , y} ∈ E(G), or v = a r and {a r−1 , x} ∈ E(G). Without loss of generality we can assume that v = a 1 and {a 2 , y} ∈ E(G). Then, the induced subgraph
is an odd theta graph whose base vertices x, y are not adjacent and is a complete intersection, but this is not possible by the minimality of G. Thus, {a i−1 , a i+1 } ∈ E(G).
Since {a i−1 , a i+1 } ∈ E(G), then b(H) = 0; let us see that H \ {v} is bipartite and b(H \ {v}) = 1. Indeed, suppose that H \ {v} is not bipartite, we denote a
H) and j ≡ k (mod 2). We separate three cases:
If (a) holds, we denote P ′ 3 = (x = a 0 , . . . , a j , a k , . . . , a i−1 , a i+1 , . . . , a r = y). If (b) holds, we denote P ′ 3 = (x =  a 0 , . . . , a i−1 , a i+1 , . . . , a j+1 , a k+1 , . . . , a r = y) . If (c) holds, we denote P ′ 3 = (x = a 0 , . . . , a j , a k+1 , . . . , a r = y). In the three cases P ′ 3 is an walk of the same parity of P 3 connecting x and y with V(P ′ 3 ) V(P 3 ), but this contradicts again the minimality of G.
Structure theorems for complete intersection graphs
The goal of this section is to prove two structure theorems for complete intersection connected graphs; namely Theorem 6.5 and Theorem 6.18. Given a graph, it can be partitioned into two induced subgraphs C and R, such that V(C) = V(C 1 ) · · · V(C s ) where C 1 , . . . , C s are odd primitive cycles and R is a bipartite graph. Note that this partition might not be unique and when G is bipartite, one has that C is the empty graph. Whenever we have a partition with these properties we write G = [C; R]. In order to characterize the complete intersection property on G, we propose to characterize when C and R are complete intersections, and then determine the admissible edges connecting C and R. Since R is a bipartite graph it turns out that it is a complete intersection if and only if it is a ring graph (see [11, Corollary 3.3] ). Theorem 6.5 will give necessary conditions for a connected graph to be a complete intersection by determining when C is a complete intersection. Finally, if C is connected and R is 2-connected, Theorem 6.18 characterizes the complete intersection property by obtaining all possible edges connecting C and R.
Let us start with this proposition.
Proposition 6.1. Let G be a complete intersection connected graph, then there are at most two vertex disjoint odd cycles in G.
We need the following technical result which is included in the proof of [28, Theorem 5.3] . Recall that a block is a maximal connected subgraph B of G such that if one removes any of its vertices it is still connected. A graph is 2-connected if it only has one block and more than 2 vertices.
Lemma 6.2. Let G be a complete intersection 2-connected graph and let C
1 , C 2 be two odd cycles in G. (a) If V(C 1 ) ∩ V(C 2 ) = {v},
then there exists an e ∈ E(G) such that v e and e ∩ V(C
(b) If C 1 and C 2 are vertex disjoint, then there exist e 1 , e 2 ∈ E(G) such that e 1 ∩ e 2 = ∅ and e i ∩ V(C j ) ∅ for i, j ∈ {1, 2}.
Proof of Proposition 6.1. Assume that G is a complete intersection with three vertex disjoint odd cycles and let G ′ be the smallest connected induced subgraph with this property. We denote by C 1 = (a 1 , . . . , a r 1 , a 1 If G ′ has only one non bipartite block, then C 1 , C 2 and C 3 belong to it and, by Lemma 6.2, for every 1 ≤ i < j ≤ 3 there exist two edges connecting a vertex of C i and a vertex of C j ; thus If G ′ has two non bipartite blocks, then two of the odd cycles belong to the same block of G ′ , say C 1 and C 2 . By Lemma 6.2, C 1 and C 2 are connected by at least two edges. Moreover, C 3 is not in the same block of C 1 and C 2 . Then we set G 1 := [V(C 1 ) ∪ V(C 2 )] and take P a path in G ′ of minimum length connecting a vertex of C 3 and a vertex of G 1 . By the minimality of G ′ we have that
Moreover, we can assume that there exists s ≥ 0 such that P = (c 1 = u 0 , u 1 , . . . , u s , a 1 ); since P has minimum length one can deduce that
Firstly assume that deg G ′ (c j ) = 2 for every j > 1 and take u := c 2 . We set P ′ the shortest path in G ′ connecting c 1 with a vertex of C 2 . Then, we can assume that So assume that deg G ′ (c j ) > 2 for some j > 1 and let us see that s = 0; i.e., {a 1 , c 1 } ∈ E(G ′ ). Indeed, if s ≥ 1, by the minimality of G ′ we have that {u 1 , c j } ∈ E(G ′ ), but then there exists an odd primitive cycle C ′ such that
Now we set H
, u a 1 . We set P ′ the shortest path in G ′ connecting a 1 with a vertex of C 2 . Then, we can assume that P ′ = (a 1 = v 0 , v 1 , . . . , v t = b 1 ) and we have that Now that we know that there are at most two vertex disjoint odd primitive cycles in a complete intersection connected graph, let us determine how two such cycles can be connected. (a 1 , . . . , a r 1 , a 1 ) and Figure 8 ). 
1 := [V(C 1 ) ∪ V(C ′ 3 )] and H 2 := [V(C 2 ) ∪ V(P ′ ) ∪ V(C ′
)]; and have that u has degree 2 in [V(H 1 ) ∪ V(H 2 )] and clearly deg
H i (u) = 2, b(H i ) = b(H i \ {u}) = 0 and deg H i (u) = 2 for i = 1, 2. However, if we set H := [V(H 1 ) ∩ V(H 2 )] = [V(C ′ 3 ) ∪ {v 1 , . . . , v t−1 }], then V(C ′ 3 ) ⊂ V(H), deg H (a 1 ) = 3,
Definition 6.3. A graph G is called an odd partial band if there exist two vertex disjoint odd primitive cycles C 1 =
If (a) holds, then deg(a 2 ) = 2 and setting Assume now that |V(G)| > 6. Note that G cannot be an even Möbius band because G has two vertex disjoint odd primitive cycles. Thus, if deg(v) > 2 for every v ∈ V(G), then G is an odd band, which in particular is an odd partial band.
If every x ∈ V(G) with deg(x) = 2 belongs to a triangle, then we can assume that deg(y) ≥ 3 for every y ∈ V(C 1 ), C 1 is not a triangle and C 2 is a triangle. Then
We can suppose that there exists x ∈ V(G) of degree 2 which does not belong to a triangle, we assume that x ∈ V(C 1 ). Then, we consider G (a 1 , . . . , a r 1 , a 1 ) and
and
By induction hypothesis G c x is an odd partial band. Thus for every {a i , b j } ∈ E(G) then i ≡ j (mod 2), and for every
Then, G is an odd partial band unless if there exist two edges
If there exist two adjacent vertices in C 1 of degree 2, then we take x = a i one of these two vertices and there can not exist {a i−1 , b j 1 }, {a i+1 , b j 2 } ∈ E(G) because either deg(a i−1 ) = 2 or deg(a i+1 ) = 2; hence G is an odd partial band.
If we are not in the previous situation, then there are at least three vertices of degree ≥ 3 in C 1 . Take x = a i ∈ V(C 1 ) a vertex of degree 2 and assume that there exist two edges {a i−1 , b j 1 }, {a i+1 , b j 2 } ∈ E(G) with j 1 > j 2 , let us prove that G is not a complete intersection. Set u := b j 2 +1 , we claim that deg(u) = 2. Indeed
Take i ′ {i − 1, i + 1} such that deg(a i ′ ) ≥ 3, we will assume that i ′ < i − 1 and set j ′ := max{ j | {a i ′ , b j } ∈ E(G)}. Then necessarily i ′ ≡ j ′ (mod 2) and j ′ ≤ j 2 . Now we consider the even cycle
and the even closed walk
which consists on an even cycle if j For every i ∈ {1, . . . , s − 1}, let w i be the even primitive cycle
and w s := (b k s , a j s , a j s +1 , . . . , a r 1 , a 1 , . . . , a j 1 , b k 
For every i ∈ {1, . . . , s} if we write Proof. This result is a consequence of the fact that the complete intersection property is hereditary (Theorem 3.4), which allows us to claim that if G = [C; R] is a complete intersection graph, then both R and C are complete intersection graphs. Thus, by Corollary 3.3 in [11] it follows that R is a ring graph and by Proposition 6.1 and Proposition 6.4 it follows that C is either the empty graph, an odd primitive cycle, an odd partial band or C has two connected components which are odd primitive cycles.
The converse of this statement is not true in general, as the graph in Figure 9 shows. 
Figure 10: The graph G 3 is a 1-clique-sum of G 1 and G 2 , whereas G 4 is a 2-clique-sum of G 1 and G 2 Example 6.6. Let G = [C; R] be the graph in Figure 9 ,
bipartite ring graph. R is a ring graph and C is a complete intersection, nevertheless G is not a complete intersection because it contains
[V(R) ∪ {v 3 }], which is K 2,3 ,
as a subgraph; see Corollary 3.9.
Under the hypotheses that R is 2-connected and C is connected, one has the characterization given in Proposition 6.8. In particular, this proposition states that there are either 1 or 2 vertices in R such that every edge connecting R and C is incident to one of these vertices. To state Proposition 6.8 we need a definition. 
Proposition 6.8. Let G = [C; R] be a connected graph such that R is 2-connected and C is connected. Then, G is a complete intersection if and only if R is a ring graph and either there exists u
This result is an immediate consequence of Lemma 6.9 and Lemma 6.10.
Lemma 6.9. Let G = [C; R] connected graph such that R is 2-connected and C is connected. If G is a complete intersection, then either there exists a vertex u
Proof. Assume that G = [C; R] is a complete intersection where R is 2-connected and C is connected. By Theorem 6.5, C is either the empty graph, an odd primitive cycle or an odd partial band and R is a 2-connected ring graph.
Suppose that there exist two edges e 1 = {u 1 , v 1 }, e 2 = {u 2 , v 2 } such that u 1 u 2 , u 1 , u 2 ∈ V(R), v 1 , v 2 ∈ V(C) and u 1 and u 2 are not adjacent. Let P 1 and P 2 be two paths in R connecting u 1 and u 2 such that V(P 1 ) ∩ V(P 2 ) = {u 1 , u 2 } and |V(P 1 ) ∪ V(P 2 )| is minimal. Hence, the induced subgraph [V(P i )] is a path graph for i = 1, 2. Since R is bipartite, both P 1 and P 2 have the same parity.
First assume that P 1 and P 2 are even paths. If v 1 = v 2 , then we set P 3 := (u 1 , v 1 , u 2 ) and P 1 , P 2 and P 3 are all even paths connecting u 1 and u 2 ; but this contradicts Theorem 5.7. If v 1 v 2 , whenever there exists an even path P ′ 3 in C connecting v 1 , v 2 we define P 3 := (u 1 , v 1 , P ′ 3 , v 2 , u 2 ), then P 1 , P 2 and P 3 are all even paths connecting u 1 and u 2 ; but this is not possible by Theorem 5.7. It is easy to check that there exists such an even path P ′ 3 unless if C is an odd partial band consisting of two odd primitive cycles C 1 = (a 1 , . . . , a r 1 , a 1 ) and C 2 = (b 1 , . . . , b r 2 , b 2 ) such that
] and we have that G ′ is a complete intersection and deg G ′ (a 1 ) ≥ 4, then by Corollary 3.8 there exists a v ∈ V(G ′ ) of degree 2. If v ∈ V(C), we can assume that v ∈ V(C 1 ) and set
, we can assume that v ∈ V(P 1 ) and we set
Nevertheless, b(H) = 1 and b(H \ {v}) = 2 because H is a path graph and deg H (v) = 2, so there is a contradiction.
Assume now that P 1 and P 2 are odd paths. If v 1 v 2 , then one can easily find an odd path P ′ 3 in C connecting v 1 , v 2 . Therefore, if we set P 3 := (u 1 , v 1 , P ′ 3 , v 2 , u 2 ), then P 1 , P 2 and P 3 are all odd paths connecting u 1 and u 2 ; but this is not possible by Theorem 5.7. It only suffices to consider the case in which v 1 = v 2 . Since v 1 ∈ V(C), we see that v 1 belongs to the odd primitive cycle C ′ = C 1 or C ′ = C 2 and we set
, we will assume that u ∈ V(P 1 ). Then, as we proved before, {u, u 1 }, {u, u 2 } ∈ E(R). Hence (u 1 , P 2 , u 2 , u, u 1 ) is an odd cycle in R, but this is not possible because R is bipartite. So we take v any vertex of
since H \ {v} is acyclic and V(C) ⊂ V(H), we have that b(H) = 0 and b(H
To sum up, we have proved that whenever 3 form a triangle in R, but this is not possible because R is bipartite, and the lemma follows.
Lemma 6.10. Let G be a 1-clique-sum or a 2-clique-sum of a graph H and a bipartite ring graph R. Then, G is a complete intersection ⇐⇒ H is a complete intersection.
Proof. One implication is obvious because H is an induced subgraph of G. Since bipartite ring graphs are constructed by performing 1-clique-sums and 2-clique-sums of even primitive cycles and edges, we only have to prove that G is a complete intersection when it is a 1-clique-sum or a 2-clique-sum of a complete intersection graph H and K, where K is either an even primitive cycle or an edge. If K is an edge e = {v 1 , v 2 } and G is a 1-clique-sum of H and K, then either deg G (v 1 ) = 1 or deg G (v 2 ) = 1 and, by Theorem 4.8, G is a complete intersection. So assume that K is an even primitive cycle C. Let B = {B w 1 , . . . , B w r } a minimal set of generators of P H where r = ht(P H ) and consider B ′ := B ∪ {B C }. If we prove that B ′ generates P G , then G is a complete intersection because ht(P G ) = ht(P H ) + 1. We write B w i := x α i − x β i for i = 1, . . . , r and call B the matrix whose i-th row is γ i := α i − β i , then B is dominating and ∆ r (B) = 1. We also write B C := x α − x β and B ′ the matrix obtained by adding a new row γ := α − β to B, let us see that B
′ is dominating and ∆ r+1 (B ′ ) = 1. Indeed, C is a cycle which involves at most one edge of H, then by Lemma 2.5 B ′ is also dominating and γ has only +1 and −1 in the entries corresponding to edges in E(C), then ∆ r+1 (B ′ ) = ∆ r (B) = 1, which proves the lemma.
Next we deal with the problems of characterizing when [V(C) ∪ {u 1 }] is a complete intersection, with u 1 ∈ V(R), and when [V(C) ∪ {u 1 , u 2 }] is a complete intersection, where u 1 , u 2 ∈ V(R) are adjacent vertices. By Theorem 3.4, when either [V(C) ∪ {u 1 }] or [V(C) ∪ {u 1 , u 2 }] is a complete intersection, one has that so is C and then, by Theorem 6.5, C is either an odd primitive cycle or an odd partial band because C is connected. Thus, we will study the complete 
, so if we prove that W is a complete intersection, then by Proposition 5.3 so is W. We set R := W \ {z Suppose now that s 2 = 2, we denote e i = {x, z s i } for 1 ≤ i ≤ k, e k+i = {z i , z i+1 } and e k+r = {z 1 , z r }. W has r + 1 vertices and r + k edges; thus ht(P W ) = k − 1. Consider the even cycles ′ is dominating. Therefore we conclude that W is a complete intersection and P W = (B C 1 , . . . , B C k−1 ). Figure 12 ).
Definition 6.13. A connected graph G is called a CI-double-wheel if its vertex set is V(G)
= V(C) ∪ {b 1 , b 2 },(G) = E(C)∪ {b 1 , b 2 }, {b 1 , a j 1 }, . . . , {b 1 , a j s }, {b 2 , a k 1 }, . . . , {b 2 , a k t } , for some s, t ≥ 1, 1 ≤ j 1 < · · · < j s ≤ k 1 < · · · < k t ≤ r
Lemma 6.14. Let G be a connected graph with V(G)
= V(C) ∪ {b 1 , b 2 } where C is an odd primitive cycle, {b 1 , b 2 } ∈ E(G) and deg G (b 1 ), deg G (b 2 ) ≥ 2. Then, G
is a complete intersection if and only if G is a CI-double-wheel.
Proof. (⇒)
We proceed by induction on r := |V(C)|. If r = 3, then by Corollary 3.7 it has ≤ 7 edges. If every vertex of C has degree ≥ 3, then G has a subgraph K 2,3 , which contradicts Corollary 3.9. Thus one can write and j 1 , . . . , j s , k 1 , . . . , k t are odd. Moreover, there exists l ∈ {2, . . . , r − 1} such that
We separate two cases, if b 2 has degree > 2 then {b 2 , a
and {b 2 , a k t +2 } ∈ E(G), then there exist three even paths
. . , a j 1 , b 1 , a l+1 ) and
connecting a l−1 and a l+1 and V(P i ) ∩ V(P j ) = {a l−1 , a l+1 } for 1 ≤ i < j ≤ 3, which is not possible by Theorem 5.7. If b 2 has degree 2 and j 1 = l − 1, then G is a CI-double-wheel. Hence we assume that b 2 has degree 2 and j 1 < l − 1 and we consider the even cycles
. . , a l+1 , b 1 ), and set 
for some k ≥ 1, i 2 < · · · < i k ≤ s and i 2 , . . . , i k are odd (see Figure 13 ). 
We denote by C 1 and C 2 the two vertex disjoint odd primitive cycles such that V(C) = V(C 1 ) ∪ V(C 2 ). We first aim to prove that c has degree ≤ 2. For this purpose we will prove that if v ∈ V(C) has degree 2 and does not belong to a triangle, then deg . By symmetry, one can assume that C
where E is one of these:
If ( 
is one of these:
We set u := a 3 , H 1 := C ′ and H 2 := G ′ \ {b 3 } in the first three cases and
, where w is an even closed walk with
We assume that C 1 = (a 1 , . . . , a r , a 1 ) and C 2 = (b 1 , . . . , b s , b 1 ) and that {a 1 ,
Therefore we can suppose that a 1 ∈ V (w) and a 1 N G (c) ; thus b(G \ {a 1 }) = 0 and b(C \ {a 1 }) = 1. Since b(C \ {a 1 }) = 1, we can assume that E(C) = E(C 1 ) ∪ E(C 2 ) ∪ {{a 1 , b 1 }, {a 1 , b j 2 }, . . . , {a 1 , b j k }} for some k ≥ 1, and j 2 , . . . , j k are odd because C is an odd partial band. Moreover, since b(
since G can not be 2-connected by Lemma 6.2, we get that j = 1 and {a 1 , b 1 } is the only edge connecting C 1 and C 2 . Putting all together, we can assume that one of these occurs: In both cases w is a length 4 cycle by Lemma 3.1. In (a) we have that w = (c, a i , a 1 , b 1 ), and we can assume that i = 2. We proved in Proposition 6.4 that P C = (B w ′ ) where w ′ = (a 1 , . . . , a r , a 1 , b 1 , . . . , b s , b 1 , a 1 ); thus P G = (B w , B w ′ ). However this is not possible because denoting e 1 and e 2 the edges {a 1 , b 1 } and {a 1 , a 2 }, then (B w , B w ′ ) J := (x 1 , x 2 ) and 2 = ht(P G ) < ht(J) = 2. Finally, if (b) occurs we have that w = (c, a i , a 1 , a j ), which implies that i = 2, j = r. Therefore G is a CI-vertex-band. , a r , a 1 , a 2 , c) .
We have that ht(P G ) = k + 1, we set e j := {a 1 , b i j } for 1 ≤ i ≤ k, e k+ j := {a j , a j+1 } for 1 ≤ j < r, e k+r := {a 1 , a r }, e k+r+ j := {b j , b j+1 } for 1 ≤ j < s and e k+r+s := {b 1 , b s }, e k+r+s+1 := {c, a 2 } and e k+r+s+2 := {c, a r }.
For every j ∈ {1, . . . , k − 1}, let w j be the even primitive cycle , a 1 , C 1 , a 1 , b 1 , b s , . . . , b i k ).
If we denote B w j = x α j − x β j with α j , β j ∈ N k+r+s+2 for every j ∈ {1, . . . , k} and we let B be the k × (k + r + s + 2) matrix whose j-th row is α j − β j ; then we proved in Proposition 6.4 that B is dominating and ∆ k (B) = 1.
We denote by B ′ the matrix obtained by adding to B the row e k+1 − e k+r − e k+r+s+1 + e k+r+s+2 ∈ Z k+r+s+2 . Then ∆ k+1 (B ′ ) = 1 because ∆ k (B) = 1, if we prove that B ′ is dominating then P G = (B w 1 , . . . , B w k , B w ) and it is a complete intersection. Since the columns k + r + s + 1 and k + r + s + 2 have only one nonzero entry, if we denote by B ′′ the matrix obtained by removing these two columns from B ′ , by Lemma 2.5 we get that B ′ is dominating if and only if so is B ′′ . Assume that B ′′ has a mixed square submatrix D, since B is dominating then the last row of B ′′ is in D, moreover the columns k + 1 and k + r of B ′′ have to be in D because these are the only two nonzero entries in the last row of B ′′ . Furthermore the columns k + 1 and k + r of B ′′ have only two nonzero entries, which are those in the rows k and k + 1 and the entries in the row k are both negative. So, if we remove the last row of D and the column k + 1 we get D ′ another square matrix of B ′′ which is mixed; but D ′ is also a submatrix of B; which it is a contradiction. 
Since G is connected, by Theorem 6.5 we have that R is a bipartite ring graph and C is either the empty graph, an odd primitive cycle or an odd partial band. If C is the empty graph, then G = R is a bipartite ring graph. Otherwise, by Proposition 6.8, either
(1) there exists a b 1 ∈ V(R) such that [V(C) ∪ {b 1 }] is a complete intersection, or
