I n this paper, we propose a new method to speed up SVM decision based on the idea of m i m r points.
Introduction
The classification time of support vector machines (SVMs) [2] [6] is proportional to the number of s u p port vectors. Many works [1] [3] [5] were proposed to address on reducing its classification time by finding a simplified classifier where the number of vectors used in determining classification result is smaller than the number of support vectors. More specifically, they all focused on solving the reduced set problem [l] that will he introduced in Section 2.2.
Unlike previous works, our idea is to use several simple classifiers -"simple" in the sense that the number of vectors involved in determining a classification result is small, and decisions of these classifiers are combined to approximate an SVM. From the viewpoint of the number of parameters needed. to be optimized, using simple classifiers has the advantage that the computation time for finding each simple classifier can be much less than that for solving the reduced set problem. In this paper, a kind of simple classifier is devised based the idea of mirror points. Particularly, only two vectors are required in determining a classification result for a simple classifier based on a pair of mirror points.
In addition, such classifiers can be constructed from training data systematically. As for how to combine a set of chosen classifiers, it is a basically combinatorial problem and is intractable if a brute force method is used. In this paper, it is transformed to be an optimalpath finding problem in a specially designed graph, and a dynamic programming (DP)-based approach is used for it to find a good sub-optimal solution.
Review
Consider a two-class classification problem. Let 
The Proposed Method
Assume that a linear separating hyperplane H1.b in the feature space F is used as a classifier in the following discussions with 6 = E:=, a,y,d(z*) and 6 being obtained in advance. Given U t A, the distance from its image $(U) to a hyperplane H G ,~, denoted by
Furthermore, its mirror vector, mu, in the feature space F with respect to H G .~ is defined as follows.
Given a pair of mirror points (r$(v),C.), define a classification rule g#(u).d.,(z) as follows where z t A. Then the following property holds Property 1: gmc.l.d.,(z) = f(z) for all z E A From Property 1, it is known that classification results f (~) and g+ (ul,dw(z) are the same for all z € A. This concept is shown in Figure 1 . If the pre-image of m , can be clearly identified, then a single pair of mirror points, ($(u),m0), can be used to construct an equivalent classifier of the SVM. However, the pre-image of m, may eit.her not exist or require a complex representation. In this subsection, let us consider the case where m, is approximated by ti. ti is referred to as the approximate mirror point of U. An approximate classification rule AkJ:(vl(z), which results in a linear classifier in the feature space, is defined as follows.
.- 
Compared to other fast methods [1] [3] [5] for SVM decision, one distinct feature of our approximate version IAM is that, instead of finding a single ti for a p proximating m, , decision combining of multiple simple classifiers based on mirror pairs (for example, (8) and (9)) is used for approximating the decision obtained from the SVM.
Two problems remained to be solved in the proposed methods are how to find the approximate pre-image of a mirror point and how to find a suitable combination of classifiers. These two problems are addressed in the next two subsections, respectively.
Pre-image of a mirror point the following equation is considered:
Given mu, t,he problem of finding ( P , x * ) satisfying (8':~') = arg min d (p$(z),ni,) , (10) where RI = { X I , . . . , xn} is the input training data set. m , can then be approxinrateri as ti = T @ ( x * ) .
We find ( T , x * )
by investigating the training data set. First, for each I,, 8; defined below needs to be found. (4,4(z,) .ni,) 
Combination of classifiers
I t cim be easily verified t,hat the fnllowing clnssification rule is used to classify a given i in the procedure IAM. L fI.m(:) = s g n ( C E z i u , ) ( i ) ) . 
,=1
,=I
and it is desired to find a P maximizing the performance index:
To find the global optimal P ' is a difficult task, and a suboptimal P is found instead in our work, as shown in the following.
At first, we construct a graph G with L levels. For each level, there are K nodes. For each pair of adjacent 
. , K .
Tlien the followitrgeprocedure is performed from 1 = 1 to 1 = L -1 to find P. Given 1, the following two steps are performed for each node N,,l+,,rn = 1 ; . . . , K . For ionosphere data set, we use ten-fold crossvalidation method to verify the classification and sperdup performance. The correct rates of SVhI for the training and testing data are 100% and 94.6%, respectively. Fig. 2 shows the experimental results. For example, when the number of mirror vectors in use is 9.6, the speedup ratio is 17.9. The obtained correct ratios for training and testing data are 89.2% and 90.0%, respectively. In addition, the hest correct rates for training and testing data are 93.7% and 93.7%, respectively. where the number of vectors involved in determining classifications is 27 (i.e the speedup ratio is 6.36).
Experimental Results

Conclusion
We propose a new method to speed up the SVhl based on the idea of mirror points. Compared to those in [1] [3] [5], a distinct feature of our method is that combination of decisions of multiple simple classifiers is used for approximating the decision of the SVM. Furthermore, our method can also be applied for RBF networks or classifiers whose normal vect,ors of their separating hyperplanes can be expressed like (1). One of our future work is to investigate that how to find better approximate mirror points. 
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