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Abstract 
This paper discusses stability analysis for the Traveling Salesman Problem (TSP). For a travel- 
ing salesman tour which is known to be optimal with respect to a given instance (length vector) 
we are interested in determining the stability region, i.e. the set of all length vectors for which 
the tour is optimal. The following three subsets of the stability region are of special interest: 
(1) tolerances, i.e. the maximum perturbations of single edges; (2) tolerance regions which are 
subsets of the stability region that can be constructed from the tolerances; and (3) the largest ball 
contained in the stability region centered at the given length vector (the corresponding radius 
is known as the stability radius). It is well known that the problems of determining tolerances 
and the stability radius for the TSP are NY-hard so that in general it is not possible to obtain 
the above-mentioned three subsets without spending a lot of computation time. The question 
addressed in this paper is the following: assume that not only an optimal tour is known, but also 
a set of k shortest tours (k>2) is given. Then to which extent does this allow us to determine 
the three subsets in polynomial time? It will be shown in this paper that having k-best solutions 
can give the desired information only partially. More precisely, it will be shown that only some 
of the tolerances can be determined exactly and for the other ones as well as for the stability 
radius only lower and/or upper bounds can be derived. Since the amount of information that 
can be derived from the set of k-best solutions is dependent on both the value of k as well as 
on the specific length vector, we present numerical experiments on instances from the TSPLIB 
library to analyze the effectiveness of our approach. 0 1998 Elsevier Science B.V. All rights 
reserved. 
1. Introduction 
Motivated by the lecture of A.H.G. Rinnooy Kan at the CORS-TIMS-ORSA 1989 
conference in Vancouver BC, the Quantitative Logistics Research Group at the 
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University of Groningen, in cooperation with researchers of the Nijenrode University 
and the Polish Academy of Sciences, started in 1992 a research project on sensitivity 
analysis in case of Ng-hard problems. As yet, the main attention was focused on the 
Traveling Salesman Problem (TSP), since this problem can be considered as a sort of 
paradigm for MY-hard problems. Other results of the cooperation have appeared in 
[24-271. 
For a tour which is known to be optimal with respect to a given length vector, the 
stability problem is defined as the problem of determining the extent to which edge 
lengths can be changed while preserving the optimality of the given solution. The set 
of all length vectors for which the given tour is optimal is called the stability region. 
In this paper we focus our attention on the following three subsets of the stability 
region: tolerances, these being the maximum perturbations of single edges preserving 
the optimality of the given tour, tolerance regions, these being subsets of the stability 
region that can be constructed from the tolerances or their lower bounds, and the 
stability radius, this being the radius of the largest ball in the stability region with 
center in the original length vector. 
Most of the concepts in stability analysis already have a long tradition in combinato- 
rial optimization and integer linear programming. We refer to Geoffrion and Nauss [3] 
and Jenkins [6] for early surveys and to the recent (1997) book by Gal and Greenberg 
[2]. Another excellent reference to post-solution analysis in integer linear programming 
and combinatorial optimization is the annotated bibliography by Greenberg [5]. In lin- 
ear programming, the interval determined by the upper and lower tolerances is known 
as the optimality preserving range of the objective function coefficients (cf. [29]). The 
computational complexity of the tolerance problem for a large class of O/l program- 
ming and combinatorial optimization problems (including the TSP) is considered by 
Van Hoesel and Wagelmans [23] and Ramaswamy and Chakravarti [16], respectively. 
There, it is shown that the tolerance problem is as hard as the optimization problem 
itself. Consequently, the tolerance problem for the TSP is MS-hard. Approximate val- 
ues of the tolerances for the TSP are considered by Libura [ 131. For a survey on the 
tolerance problem for the TSP, we refer to the work of Van der Poort et al. [26]. 
One of the earliest papers on the stability region and radius is the one of Leontev 
[ 121 discussing the stability region and radius for the TSP using slightly different 
definitions. More recently, two comprehensive surveys are presented by Sotskov et al. 
[20, 211, discussing the stability region and radius of optimal and approximate solutions 
for various discrete optimization problems. Algorithms for determining the stability 
radius for job shop scheduling problems are designed and analyzed by Sotskov et al. 
[22], and necessary and sufficient conditions for the existence of an infinitely large 
stability radius are presented by Kravchenko et al. [lo]. Algorithms for determining 
the stability radii for polynomially solvable combinatorial optimization problems are 
considered by Chakravarti and Wagelmans [l]. Subsets of the stability region for the 
TSP are considered by Jones [8, 91 where the behavior of different heuristics for the 
Euclidean TSP is analyzed when cities are moved in the plane. Finally, we mention 
that in linear programming, the stability radius is known as the maximum tolerance 
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of the objective function coefficients and the corresponding stability ball is called the 
tolerance region (cf. [30-321). 
It is well known that the problems of determining Tolerances and the Stability Radius 
are .~YY’-hard. The question addressed in this paper is the following: assume that not 
only an optimal tour is known, but also a set of k shortest tours (k >2) is given. 
Then which information with respect to the tolerances and the stability region can be 
determined in polynomial time? So, in other words, we assume that the k-best TSP 
(the problem of determining a set of k shortest tours) has already been solved and it 
is the objective of this paper to explore the possibility of using this information for 
finding the tolerances and the stability radius (and therefrom information with respect 
to the stability region). Similar approaches for zero-one programming and zerc+one 
goal programming are studied by Piper and Zoltners [15] and Wilson and Jain [33], 
respectively. Algorithms for solving the k-best TSP are considered by Van der Poort 
et al. [24]. 
Obviously, if the decision maker’s main goal is to determine the tolerances and the 
stability region, first solving the k-best TSP and then trying to determine the desired 
information from the k-best solutions is not the most effective way of obtaining this 
information. However, it is also obvious that the set of k-best solutions contains at least 
some of the information with respect to sensitivity values. In fact, the contribution of 
this paper is that if for one reason or another the set of k-best solutions has already 
been determined, our results show what additional work remains to be done. It should 
also be mentioned that one of the main reasons for conducting this analysis is to 
explore the relation between two sensitivity-related issues (k-best and stability) for an 
N9-hard problem. In a subsequent paper [27] we will discuss the reversed question, 
i.e.: How can stability information be used to solve the k-best TSP? 
In this paper it will be shown that, unfortunately, having k-best solutions can only 
give partial information about the tolerances and the stability radius. More precisely, 
it will be shown that only some of the tolerances can be determined exactly and that 
for the other ones lower bounds can be derived (see Section 3). Also, we show how 
to derive upper and lower bounds for the stability radius (Section 4.2). Furthermore, 
it will be shown how this information can be used to derive subsets of the stability 
region (see Sections 3 and 4). Obviously, the amount and value of information that 
can be derived from the set of k-best solutions depends both on the value of k as 
well as on the specific length vector. Therefore, in order to analyze the effectiveness of 
our approach, we present numerical experiments on instances from Reinelt’s TSPLIB 
library [ 171. 
2. Definitions and basic results 
For na3 and l<~<(!$, consider the graph G = (V,E) with the set of vertices 
V={l,..., n} and the set of edges E = {el, . . . , e,} C. { {i,j}: i, j E V, i # j}. The length 
of edge e is a real number denoted by d(e). The vector d = [d(el ), . . . ,d(e,)lT E R” is 
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Fig. 1. The weighted graph (G, d). 
called the length vector of the graph G and (G,d) a weighted graph. For any S GE, 
the length of S with respect to d is given by Ed(S):= xeesd(e). A Hamiltonian 
tour (a tour for short) in the graph G is a subset of E that forms a cycle containing 
each vertex in V exactly once. By X we denote the set of all tours in G. Using this 
notation, the TSP is the problem of finding a tour in the set argmin{Ld(H): H E X}. 
Let l<k<]Z]. A set ~?(k)={H(1,,... , H(k)} of different tours in .Y? satisfying 
Ld(H(i))<Ed(H(2))< ... <Ld(H& <Ed(H) for all H E S’?\%(k) 
is called a set of k-best tours. The k-best TSP is defined as the problem of finding a 
set X(k) in X with respect to d. Observe that in general the set Z(k) is not uniquely 
determined. In the extreme case, the so-called constant TSP [4], all tours have the 
same length and hence any subset of ~8 with cardinal&y k is a set of k-best tours. The 
difference in length between a largest and a smallest tour in the set Z(k) is denoted by 
Lk, i.e. Lk := Ld(Hckj)-Ld(Hc1)) . Observe that, unlike X(k), Lk is uniquely determined 
for given (G, d). Note that the set X(n), with A := max{i E { 1,. . . ,1%‘1}: Li = 0}, is the 
set of all optimal tours. Obviously, Z(L) is uniquely determined for a given length 
vector. For any Y C X, let IJ 9’ denote the union of the sets in Y, and n Sp the 
intersection of the sets in Y. Using this notation, n X(k) denotes the set of edges 
that are contained in all tours of Z’(k) and lJ X’(k) denotes the set of edges that are 
contained in at least one of the tours in S(k). 
Throughout this paper we will use the following example. 
Example. Fig. 1 shows a weighted graph (G,d) and all its tours are listed in order of 
nondecreasing length in Fig. 2. The set of 5-best tours is uniquely given by X(5) = 
{H(i),H(2), . . . , H(S)}. Note that L5=4, ~~(5)={{3,4}}, and UX(5)=E. 0 
In the remainder of the paper we assume that, for a given integer k with 1 <k < /&!I, 
the k-best TSP has been solved with respect to (G,d) and that X(k) = {H~I,, 
H(z),...,H(k)}. 
Let X={ei,...,elxl} denote a nonempty subset of E. The stability problem is the 
problem of determining the maximum changes of the edge lengths in X while preserv- 
ing the optimality of H(I). In the “simplest” case, X consists of only a single edge, and 
the corresponding problem is known as the tolerance problem [ 131. More precisely, the 
tolerance problem for e E E is the problem of finding the maximum increase u(e) and 
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L&,$=13 L&q)=16 
Fig. 2. All tours in (G,d) listed in order of nondecreasing length. 
Fig. 3. Lower (first number) and upper (second number) tolerances. 
the maximum decrease I(e) in the edge length d(e) preserving the optimality of H(1 J 
under the assumption that the lengths of all other edges remain unchanged. The values 
u(e) and l(e) are called the upper and lower tolerances of edge e with respect to the 
H(i) and d. Note that these values may be infinite. 
Example (continued). Fig. 3 gives the upper and lower tolerances with respect to H(i) 
for (G,d) in Fig. 1. For instance, 1({1,6})=cc and u({1,6})=2. 
Now consider the case that the length of several edges may be changed simultane- 
ously, i.e. 1x12 1. In this case, it is of interest to have a description of the set of all 
length vectors for which the given solution of the TSP is optimal. The set of all such 
vectors is called the stability region. For any c E Rm, let cx E RIXl denote the restric- 
tion of c to the edge set X defined by cx(e) = c(e) for each e E X. The stability region 
with respect to the tour H(i) and the edge set X, denoted by S(HC~),X), is defined as 
the set of vectors (d + A)x for which H,,, is an optimal solution in (G, d + A) and 
A E I&!“’ satisfying A(e) = 0 for each e E E\X, i.e. 
S(H(l),X) := (d + A)x: 
AELV, A(e)=0 for each eEE\X, 
Ld+&f(~))<Ld+d(H) for all If E 2 
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Fig. 4. The stability region S(H~I),X). 
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Fig. 5. Number of tolerances as percentage of the number of edges. 
Considering the stability region for a single edge e in E just gives the upper and lower 
tolerances of edge e, i.e. if eEH(1) then --00 = -E(e)<d(e)<u(e) and -Z(e)<d(e)d 
u(e) = oo otherwise. Note that in Ward and Wendell [29] the stability region for linear 
programming is called the region of optimality. 
Example (continued). Consider the edge set X = { { 1,6}, {3,6}, {5,6}} for (G,d) in 
Fig. 1. Note that dx = (2,3, l)T. The conditions L~+~(H(~))QL~+A(H) for all H E 2F 
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lead to the following stability region: 
wf(I),m = 
4(M)) - 4({3,6})<2, 
: 
4({5,6}) - 4({3,6})<4. 
The stability region S(Hct),X) is shown in Fig. 4 using a coordinate system with 
origin dx and axes corresponding to a({ 1,6}), -n({3,6}), and a({5,6}). Note that 
S(H(I),X) is described by two hyperplanes. For instance, the vector dx + [A({ 1,6}), 
4({3,6}),&{5,6})lT=dx + [1,-l, llT is contained in S(Hct),X). 
Clearly, the stability region is a closed convex polyhedral set. More specifically, 
S(H(,),E) is the negative of the polar cone of the supporting cone at the extreme point 
~4’) of the Hamiltonian cycle polytope (see, e.g. Van der Poort [25]). Unfortunately, 
describing the TSP-polytope at a certain extreme point in terms of a (nonredundant) 
system of hyperplanes is not an “easy task”, because this is more-or-less equivalent to 
finding the same kind of inequalities for the Hamiltonian cycle polytope, a topic that 
has been studied intensively in the literature; see e.g. [ 141. In order to obtain some 
insights in the structure and usefulness of the stability region, we will concentrate on 
describing two types of interesting subsets of S(Hcr,,X), namely tolerance regions (see 
Section 4.1) and stability balls (see Section 4.2). The tolerance region with respect 
to X is defined as a subset of the stability region which can be derived from the 
tolerances of edges belonging to the set X. A stability ball is a ball in S(H(t,,X) with 
center in dx. We will show how the set of k-best tours can be used to describe both 
subsets. 
3. Changing the length of a single edge 
In this section we discuss how the set X(k) can be used to determine lower bounds 
and, in some cases, exact values of the tolerances u(e) and l(e). In [ 131, it has been 
shown that for each edge one of its tolerances is always infinite and the value of the 
other one can be calculated by determining the optimal value of an auxiliary instance 
of the TSP defined on a restricted set of tours. This is stated in the following theorem. 
Theorem 1 (Libura [ 131). For e E H(1) it holds that I(e) = 00 and 
u(e) = min{&(H): H E 2, e $! H} - &(HcI)), 
For eE E\Hcl, it holds that u(e)=m and 
l(e) = min{&(H): H E Y?‘, e E H} - Ld(Hc1)). 
The following corollary identifies the set of edges for which one of the tolerances 
is finite. 
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Corollary 2. {e E E: u(e) < 00 or Z(e) <m} = U X\ n 2”. 
Proof. It follows from Theorem 1 that {e E E: u(e)<cc or Z(e) coo} = {e E H(i): 
u(e)<co}U{eEE\H(i): Z(e)<co}. We have that {eEH(i): u(e)<oo}={eEHci): 
{HEY?:e$H}#O}={eEH (1): e $ /IX} =Hci)\ n J?. It can be shown in a similar 
way that {e E E\H (1): Z(e)<oo}=UX\H~~~. Hence, we have that {eEH(l): u(e)< 
m}U{eEE\H(I): Z(e)<00}=(H~l)\n~)U(u~\H~1))=U~\n~, which com- 
pletes the proof. 0 
From now on, we will only consider the upper tolerances for edges in H(I) and the 
lower tolerances for edges in E\Hcl), since according to Theorem 1 all other tolerances 
are infinite. Note that, for each e E E, the situation u(e), Z(e) < 00 is impossible. 
As a corollary of Theorem 1, we can use the set S(k) to obtain the following 
tolerances and lower bound. It follows that for all edges that are contained in at least 
one tour in X(k) but not in all, the tolerances do not depend on %\~?(k). For the 
other edges, X(k) gives a lower bound on the finite tolerance. 
Corollary 3. For each e E H(I) and 2 <k d 13?1 it holds that 
u(e)=min{&(H): HE%(k), e$H} --&(H~I)) ifeEHc,,\nX(k), 
u(e) 3Lk otherwise. 
For each eE E\Hcl) and 2Gkd 1~91 it holds that 
Z(e) =min{&(H): H E X(k), e E H} - Ld(Hcl)) if e E U S(k), 
Z(e) bLk otherwise. 
The inequalities are strict when X(k) is unique. 
Proof. We will prove the corollary only for the upper tolerances as the proof for the 
lower tolerances is similar. Let e E H,,,. Recall from Theorem 1 that u(e) = min{&(H): 
HE%‘, e$H}- Ld(HcI)) . If e@ n%‘(k) then there is a HEX’(k) such that e$H. 
Consequently, min{&(H): H E 2, e @ H} = min{&(H): H E z(k), e 6 H}, because 
Ld(H) >Ld(Hck)) for all H E X\%(k). Hence, u(e) = min{Ld(H): H E X(k), e $ H} 
-Ld(Hcl)). If e E n S(k) then it follows from the definition of X(k) that min{Ld(H): 
H E 2, e $ H} >,&(I-&)), and consequently u(e) >&(Hck)) - &(Hci)) =&. Finally, 
recall that if X(k) is unique then it holds for all HE X\X(k) that &(H)>&(H(k)), 
so that u(e) >Lk for each e E n X’(k). ??
As a direct consequence of Corollary 3, it is possible to determine the upper and 
lower tolerances for some of the edges in E. Let E’$(,) := H(I)\ n A?‘(k) and EL(,) := 
U&f(k)\Hc1) denote the sets of edges in E for which Corollary 3 yields the exact 
values of the upper and lower tolerances, respectively. For the tolerances of all other 
edges in E, Corollary 3 gives a lower bound. Note that this lower bound is edge 
independent. 
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Example (continued). Consider s(5) in Fig. 1. In this case all lower tolerances can 
be determined exactly by using Corollary 3: 1({1,4})=0, 1({1,5})=3, 1({2,4})=3, 
1({2,5})=0 and 1({3,6})=2. Al so, all except one of the upper tolerances can be de- 
termined exactly: u({1,2})=0, u({1,6})=2, u({2,3})=2, u({4,5})=0 and u({5,6}) 
=4. Furthermore, since X(5) is unique, we have that u({3,4})>& =4. Hence, E$,,, 
=H(1)\{{3,4}} and -&(,) =E\H(I). 0 
The number of tolerances that can be determined from a set of k-best tours is a 
nondecreasing function in k. Obviously, it is of interest to know the smallest value of 
k for which all finite tolerances can be determined from the set of k-best tours. In the 
following theorem this value is characterized in terms of the set 2”. 
Theorem 4. Let k* := min{k: n X(k) = n 2 and U X(k) = U ,%f for all X(k) 2 
Z’}. Then 
{eEE: u(e)<oo or l(e)<~}=E.~(,*)UE,~(,,). 
Proof. Recall from Corollary 2 that {e E E: u(e)< 3;) or Z(e) <co} = lJ X\ n X. 
Take any X(k* ) C 2’. From the definition of k*, it follows that lJ %\ n Z& = lJ 2 
(k*)\ns(k*), h’ h w ic can be written as (H~l~\n&‘(k*))U(UX(k*)\H~~~)=E,~~,,, 
U-&,*,. ??
Example (continued). Consider (G,d) in Fig. 1. Note that X(7) = {H(i),. . . ,fQ)} is 
unique and that U X(7) = U X and n X(7) = n 2”. For each 16 k 6 6, there is a 
.X(k)c 2 such that U%‘(k)# Us? or nX(k)# n2. Hence, k* =7. 
It follows from the definition of X(k) that 1 6k* < 1x1. In the following theorem, 
it is shown that the existence of a polynomial algorithm for determining k* in a 
Hamiltonian graph is very unlikely. 
Theorem 5. There is no polynomial algorithm for determining k* in a Hamiltonian 
graph unless 9 = NY. 
Proof. Suppose that there is an algorithm, say A, with input a Hamiltonian graph G and 
length vector d, and output k*. We use algorithm A to solve the Second Hamiltonian 
Cycle Problem, i.e. the problem of determining whether a graph G with a given tour 
H contains a second tour. Let d(e) := 0 for all e E G. We first consider the case 
that X=(H). Since nYZ(l)=H=nX and lJX(l)=H=UX, it follows that 
k* = 1. Now consider the case that 2 # {H}. Then, by definition of k*, it follows 
that k* > 1. Hence, we can use algorithm A to solve the Second Hamiltonian Cycle 
Problem. However, the Second Hamiltonian Cycle Problem is &“9-hard [7], so there 
is no polynomial algorithm for determining k* unless 9 = JV~‘. 0 
Note that k* is determined by the weighted graph (G,d). The following theorem 
gives an upper bound for k* in the complete graph K,, that is independent of d. 
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Theorem 6. For the complete graph K,, (n 2 3), it holds that k* <(n - 2)! + 1 if n < 5 
andk*<&(n-3)(n-2)!+ 1 ifn>5. This bound is sharp. 
Proof. Take any a E U X’\HC1). The smallest value of k for which a E IJ X(k) for all 
S(k) 2 2 is as large as possible when all tours not containing a are shorter than all 
tours containing a. For each e E E, define d(e) := 1 if e = a and d(e) := 0 otherwise. 
Clearly, L&Y) = 0 for all H E X with a $ H and Ld(H) = 1 for all H E 2 with a E H. 
We first determine the cardinality of the set {H E X: a E H}. By contracting the 
edge a into a single vertex we obtain the complete graph K,_l containing i(n - 2)! 
tours. Since a can be traversed in two directions, we have that I{H E 2: a E H}I = 2. 
$(n-2)!=(n-2)!.Hence, ~{HE%: a$H}~=~Z~-I{H~~: aEH}I=i(n-l)! 
- (n - 2)! = i(n - 3)(n - 2)! Consequently, a E U .X(k) for all S(k) C 2 for k > 
i(n - 3)(n - 2)!. It can be shown in a similar way that, for any a E n S, a E n X(k) 
for all S(k) C A? for k>(n - 2)!. Consequently, if n 65 then n Z(k) = f-l 2 and 
IJ&?(k)=UX for all Yf(k)CA? when k>(n--2)!+1, and if n>5 then nX?(k)= 
n X and lJ X(k) = IJ T? for all X(k) G ~9 when k 2 i(n - 3)(n - 2)! + 1. It follows 
from the constructed length vector that this bound is sharp. 0 
Since the lower bounds and the exact values of the tolerances obtained by applying 
Corollary 3 depend on both the value of k as well as on the specific length vector 
d and the number of cities n, we conclude this section by presenting the results of 
numerical experiments on instances from the TSPLIB library [ 171. In order to reduce 
the amount of computational work, we have chosen to consider only the lower bounds 
and the exact values of the upper tolerances. For each of the selected instances, the 
k-best TSP is solved with k ranging from 1 to 50 and the upper tolerances that cannot 
be obtained from Corollary 3 are calculated by applying Theorem 1. The corresponding 
auxiliary instances are solved by applying the branch-and-bound program of Volgenant 
and Jonker [28] after modifying the length vector in an appropriate way in order 
to restrict the set of tours to not contain the edge for which the upper tolerance is 
calculated. The number of tolerances that is obtained as a percentage of the number 
of edges in the complete graph is shown in Fig. 5. Unfortunately, the average over all 
edges in H(1) of the lower bound as fraction of the exact values of the tolerances need 
not be a nondecreasing function in k as some of the edges obtain their exact tolerance 
value when k increases. We have therefore decided to analyze the lower bounds by 
considering the so-called “quality of the approximation” of the upper tolerance, being 
defined equal to 1 if the exact value of the tolerance has been determined and equal to 
&/u(e) otherwise. Fig. 6 shows the average over all edges in H(1) of the quality of the 
approximations of the upper tolerances as a function of k. More detailed information 
on the sets .Y& can be obtained from the authors. 
It can be observed that the increase of the number of tolerances and the average 
quality of the approximations of the upper tolerances is the highest for small values 
of k. Actually, the growth of the number of tolerances and the average quality of the 
approximations of the upper tolerances slows down for increasing values of k. This 
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Fig. 6. Average quality of the approximations of the upper tolerances. 
may suggest that it does not make much sense to increase the value of k too much. This 
phenomenon was already observed in Geoffrion and Nauss [3] for using k-best solutions 
in sensitivity analysis for O/l-programming. Finally, note that for a given value of k 
the average quality of the approximations of the upper tolerances is mainly being 
influenced by the specific length vector and to a lesser degree by the number of cities. 
4. Changing the length of several edges 
In this section we consider subsets X of E consisting of several edges. It is shown 
that a set of k-best solutions can be used to construct subsets of the tolerance region 
and to give lower and upper bounds for the stability radius. We start with a basic 
result that plays an important role when considering subsets of the stability region. 
Recall that A has been defined as the cardinality of the set of optima1 solutions. The 
set of edges that are contained in some of the optimal tours, but not in all, is denoted 
by Z, i.e. Z = U X(A)\ n A?(A). Note that Z is nonempty when 132. The following 
theorem gives a characterization of Z in terms of the tolerances and the set A?(A). 
Theorem 7. Let H(I) E Z?(l), and for e E E, let u(e) and Z(e) denote the upper and 
lower tolerance of edge e with respect to H(I). Then 
1. 2 = Es(,) u E&, and 
2. Z = {e E E: either u(e) = 0 or l(e) = 0). 
Proof. (1) We have that Z = lJ X(n)\ n X(n) = (U x(i)\&,)) U (H(i)\ n 2(n)) = 
E!fl(j.) ” E.S~jLj. 
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(2) We first show that 2 g {e E E: either u(e) = 0 or l(e) =O}. Take any e ~2. If 
e E E&) then it follows from Theorem 1 and Corollary 3 that u(e) = 0 and Z(e) = co. 
Similarly, if e E EL(,) then it follows from Theorem 1 and Corollary 3 that Z(e) = 0 
and u(e) = co. Hence, Z C {e E E: either u(e) = 0 or Z(e) = 0). 
Now we show that also Z > {e E E: either u(e) = 0 or I(e) = 0). Take any e E H(i) 
such that u(e) = 0 and Z(e) = 00. Suppose, to the contrary, that e 4 E’&i,,. Because LJ, 
is unique, we have from Corollary 3 that u(e) > Li. = 0, which is a contradiction. The 
case that Z(e) = 0 and u(e) = cc for e E E\Hcl) can be proven in a similar way. Hence, 
Z > {e E E: either u(e) = 0 or Z(e) = 0). This completes the proof. 0 
Example (continued). For (G, d) in Fig. 1, we have that A = 2 and 2 = E’$.C2j U E$(,) = 
{{1,2},{4,5}}~{{1,4},{2,5}}. 
4.1. Tolerance regions 
Tolerance regions are subsets of the stability region that can be constructed from the 
tolerances. They are polyhedral sets, and their representations will be given in terms 
of extreme points and directions, and halfspaces. Moreover, it will be shown how the 
set of k-best solutions can be used to construct subsets of the tolerance regions. 
Let Xr :=X n (U %\ fl%) denote the subset of edges in X having one finite toler- 
ance and let X o. :=X\Xr denote the subset of edges in X having no finite tolerance. 
Define Q., r, E Rlxl for each e EX nH(i) via their components v,(a), r,(a), a EX, by 
u,(a) := 
d(e)+u(e) if a=e and eEXr -1 if a=e, 
d(a) otherwise 
and r,(a) := 
0 otherwise, 
and for each e EX\H~I) and a E X by 
u,(a) := 
d(e) - Z(e) if a = e and e E Xf 1 if a=e, 
d(a) otherwise 
and r,(a) := 
0 otherwise. 
Note that v, = d,y for each e E X,. The tolerance region with respect to H(I) and X, 
denoted by T(Hcl),X), is defined as the closure of the convex hull of the union of the 
halflines {v, + pL,re: pe > 0) for e E Xr, and the lines {dx + pere: pe E R} for e E X,, 
i.e. 
TWU)J) :=clconv( U (0, + we: ~20) U {dx + ppe: pL, E R}), 
e&Y, e&Y, 
with ‘clconv’ denoting the closure of the convex hull. Note that the closure of the 
convex hull of the (half) lines is really necessary as this convex hull is not closed by 
itself. The following theorem shows that a tolerance region is a subset of the stability 
region. 
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Theorem 8. Let HC1, E %“(A) and let X be a nonempty subset of E. Then T(H(l),X) C 
S(H(,),X). If 1x1 = 1 then T(H(I),X)=S(H(I),X). 
Proof. Clearly, the halfline {ue&nere: pe > 0}, for e E Xr, and the line {dx+uere: u, E R}, 
for efEX,, are subsets of the stability region S(H(l),X). Hence, the union over all 
halflines {u, + PJ,: pL, > 0) for e E Xf, and lines {dx + uL,r,: ,uC E R} for e E X,, be- 
longs to the stability region. Since the stability region is a closed convex set, also 
closures of convex hulls of subsets belongs to it. Hence, the closure of the con- 
vex hull of the union of the halflines {u, + uere: ,ue aO> for e E&, and the lines 
{dx + per,: pL,E R} for eEX,, is a subset of S(H(,,,X). In the case that X consists 
of a single edge, then T(H(l),X) is equal to the corresponding (half)line and hence 
T(H(I,,X)=S(H(I,,X). 0 
Example (continued). Consider the edge set X = { { 1,6}, {3,6}, ($6)) for (G,d) in 
Fig. 1. Note that Xr =X, X, = 8, and dx = (2,3,1 )T. We have that a{ i,6} = (4,3,1 )T, 
u{3,6} =(& 1, 1lT, 0{5,6} =(2,3,5)T, r{l,6} =(-l,o,o)T, r{3,6} =(o, l,O)T, and r{5,6} = 
(O,O, -l)T. Then 
( 
{(4 - &l,6& uT: ~{1,6} a% 
T(H(l),X) = clconv {(2~ 1 + p{3,6}, 1 jT: p{3,6} a@, > 
{C&3,5 - P{5,6) IT: p{5,6} 2 0) 1 
see Fig. 7. The halflines are indicated with bold arrows and the stability region is 
indicated with dashed lines (see also Fig. 4). Note that S(H(,),X) is larger than 
T(H(I),X). 
In the following theorem the extreme points and directions of T(H(,),X) are estab- 
lished. 
Theorem 9. Let H(1) E %“(A) and let X be a nonempty subset of E. Then, the fol- 
lowing assertions hold. 
1. {re: eEX}U {-re: eEXoo} is the set of extreme directions of T(H(,),X). 
2. ZfXoo = 0 and X C: Z then dx is the only extreme point of T(H(,),X). 
3. Zf X,=0 and XgZ then {v,: e EX\Z} is the set of all extreme points of 
T(f$,X). 
Proof. (1) This is obvious because T(H(l),X) is the closure of the convex hull of the 
union of halflines {a= + per=: uu, b 0) for e EX~, and the lines {dx + uu,r,: ue E R} for 
eEXm, on the coordinate axes. 
(2) Since for the edges e in Z either u(e) =0 or Z(e) = 0, it follows that all 1x1 
halflines have endpoint dx. Hence, dx is the only extreme point of T(H(,),X). 
(3) {&: e EX\Z} is the set of extreme points of T(H(,),X), since T(H(,),X) is the 
closure of the convex hull of IX f? ZI halflines with endpoint dx, and the other IX\Zl 
halflines, which are all pairwise perpendicular, contain dx in their interiors. 0 
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As a direct consequence of Theorem 9, T(H(t),X) is equal to the set (see, e.g. 
[lg, 191). 
{ 
(d + d)~: d E R”, d(e) = 0 for all e E E\X, 
d(a) + d(a) = C &v,(a) + C pere(a) for all a EXf 
em, e&Y, 
with &.,pL,>O for all eE& andx&=l . 
&Xf I 
Furthermore, the following corollary gives necessary and sufficient conditions for 
T(Hct),X) being a pointed cone. 
Corollary 10. T(H~I),X) is a pointed cone if and only if& = 0 and IX\Zl < 1. 
Proof. Clearly, T(H(t),X) is a pointed cone if X, = 0 and either IX\Zl = 1 or X C Z. 
Moreover, if T(H(t ,,X) is a pointed cone then X, = 0 and T(Z+ ,,X) has precisely 
one extreme point. This is the case when either IX\Zl = 1 or X c Z. 0 
In the following theorem the polyhedral representation of T(H(t),X) is revealed. 
Theorem 11. Let I+, E x(12) and let X be a nonempty subset of E. Then T(H(l),X) 
is the set of vectors (d + A)x, with A E lRm and A(e) = 0 for all e E E\X, satisfying 
the following nonredundant system of inequalities 
A(e)Gu(e) for eEXfnH(l), 
A(e) 2 - l(e) for e E-G\&), 
(la) 
(lb) 
- - 
~EY~H~I, u(e) 
for YGXf\Z,IYl22. c A(e) (lc) 
Note that, as to be expected, there are no constraints on the components of A 
corresponding to e E X, . 
Proof. We first prove that any vector in T(H(t),X) satisfies (1). Take any A E W’, 
with A(e) =0 for all e E E\X, such that (d + A)x E T(Hcl),X). As a consequence 
of Theorem 9, there exist I,, pe 2 0 for all e EXf with xeEXr 2, = 1 such that d(a) 
+ 40) = CeEXr h(a) + CeEXr k r (a) for all a E&. Then for each e E&, it follows e 
from the definitions v,(e) and r,(e) that 
A(e) = 
i,u(e) - Pe if e EXf nql), 
--&l(e) + pe if e EXf\+). 
Hence, for each e E Xf n H(I) we have that A(e) < u(e), because II, < 1 and pe > 0. This 
proves (la). Similarly, for each e E&\+) it holds that A(e) 2 - l(e) which proves 
M. Libura et al. I Discrete Applied Mathematics 87 11998) 159-185 
(lb). In order to prove (lc), take any Y C Xr\Z, 1 YI 22. Then we find that 
173 
c A(e) 
&YnH,,, de) 
since CeEY A, < 1, CeEynHc,) p&(e>20, and CeEYiHf,, dQe)30. This proves (1~1, 
and hence (d + A)x satisfies (1). 
Take any A E R” with A(e) = 0 for all e E E\X. We will show that if (d + A)x 
satisfies Eq. (1) then there are for each e E& scalars Ibe and ,u~ with &, pe 3 0 and 
CeEXt 1, = 1 such that d(a) + A(a) = CeEX,. &u,(a) + zeEXf ,~-,(a) for all a ES. 
Define 
T:={eEXfflH(1): A(e)>O} U {eEXf\HcI): A(e)<O}. 
Note that T = 0 when Xf C Z, because from (1) it follows that A(e) <u(e) = 0 for 
each eEXrnH(t) and A(e)> - I(e)=0 for each eEXr\H(t). We will show that the 
scalars & and pe exist for each e EX~ by distinguishing the cases T = 8 and T # 8. We 
first consider the case that T = 0. First assume that Xr n H( 1) # 0, and let u E Xr n H( 1). 
Define 
I”, := 
u(u) - A(u) if e = a, 
1 if e=u, 
and CL,:= -A(c) if e E Vf nQ)>\{a), 
0 if eEXf\{u} 
A(e) if e EXf\Hcl). 
Then, Cecxf h4a) + CeEXf p,r,(u) = d(u) + u(u) - (u(u) - A(u)) = d(u) + A(u), and 
for each b E&\(u), it holds that CeEXf &o,(b)+CeEXf ,uere(b) = d(b)+pbrb(b) = d(b) 
+A(b). Clearly, CeEXf ,?,=l.Furthermore,since A(e)<OforeEXrnH(t)andA(e)aO 
for e E Xf\HcI,, it follows that pe > 0 for all e E Xf. The case Xf n H(I) = 0 can be 
proven in a similar way. 
Now consider the case that T # 0. Let 
x:= c A(e) - - 
eErni7,) u(e) 
Note that LY is well defined, because u(e) 3 A(e) > 0 for all e E T f? H(1) and -Z(e) < 
A(e)<0 for all e E T\Hc,). Moreover, it follows from (1) that tl> 1. Note that all parts 
of (1) are needed in order to prove that a 3 1, because the restrictions (la) and (lb) 
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are needed for the case that 1 T / = 1. Let 
1, := I 
A(e) 
-ct 
u(e) 
if e E T nI$), 
A(e) --CY if eE T\H(,), 
l(e) 
0 if eEXf\T, 
and 
IA(e)j(a - 1) if eE T, 
/& := -A(e) if e E Vf nQ)>\T, 
A(e) if e E Vf\H(l)>\T. 
Clearly, CeEXf A, = 1. Moreover, pe > 0 for all e E T, since CI > 1. Similarly, pe 20 for 
all e EXf\T. For each a EX~\T, it holds that CeEXr &u,(a) + CeEXr pLere(a) =d(a) 
+ p,r,(a) = d(u) + A(u). For each a E T nHcl), it holds that A(u)>0 and consequently 
CeEXf &+,(a) + CeEXf PJ~(U) = 4~) + &4a) - ~a = 40) + (A(a)lu(a))au(a) - 4~) 
(a- 1) =d(u)+A(u). For each a E T\Hc,), it holds that A(a) ~0, so that CeEXf &u,(u) 
+ CeEXr ~,r,(a>=d(a)-~,l(u)+~L,=d(u)-(-(A(u)/l(u))a)l(u)-A(u)(a-1)=d(a) 
+A(u). Hence, for all A E LV, with A(e) = 0 for all e E E\X, satisfying Eq. (l), it holds 
that (d + A)x E T(&),X). Consequently, T(H~I),X) is the set of vectors (d + A)x, 
with A E R” and A(e) = 0 for all e E E\X, satisfying Eq. (1). 
Now, we will show that Eq. (1) is nonredundant. We first show that the restrictions 
( la) are nonredundant. We may assume that Xr n l$ ) # 0. Take any e* E Xf n H( 1). We 
first consider the case that e* E (Xr nIQj)nZ. Define A E R” by A(e*) := u(e*) + 1 
and A(e):= 0 for all e E E\{e*}. Clearly, A satisfies (la)-(lc), except for A(e*)< 
u(e*). Now consider the case that e* E (Xf nHci))\Z. Define A E R”, with A(e) = 0 
for all e E E\X, by 
2u(e) if e=e*, 
A(e) := 
1 
-u(e) if eE Vf nHcd\{e*), 
Ke> if e EXf\Hcij. 
Clearly, A satisfies (la) and (lb), except for A(e*)du(e*). Take any Y GXr\.Z such 
that jYI >2. If e* E Y then 
c ACeI 
eEYnH(,) u(e) 
=2- c 1=3-IYj61, 
rEY\Ie*} 
so that A satisfies (1~). The case that e* $! Y can be proven similarly and is omitted 
here. This proves that the restrictions (la) are nonredundant. It can be shown in a 
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Fig. 7. The tolerance region T(H(!,,X). 
similar way that also the restrictions (lb) are nonredundant. Finally, we will show that 
the restrictions (lc) are nonredundant. Take any Y* C Xr\Z such that 1 Y* I> 2. Define 
LIELV ) with d(e) = 0 for all e E E\X, by 
( 
u(e) 
ly*l-l if eE Y* fIH,tj, 
u(e) _- 
IY*l--l if e E (H(r) fI&)\Y*, 
A(e) := 
l(e) 
IY*l-l if e E Y*\Hct), 
Ke) 
lY*l-l if e EXf\(H(r) U Y*). 
Clearly, A satisfies the restrictions ( la) and ( 1 b). For any Y C Xf\Z, 1 Y 13 2, it holds 
that 
c 
A(e) A(e) 
etYnHc,, u(e’ .&,, FJ = 
IY n Y*l - IY\Y*I 
IY*l-l . 
We distinguish the cases (a) Y* 9 Y, (b) Y* c Y, and (c) Y* = Y. The reader can 
easily verify that A satisfies the restrictions (lc) in the cases (a) and (b) and violates 
the restrictions (lc) in case (c). This proves that (1) is nonredundant. 0 
Example (continued). Consider the tolerance region T(H(t,,X) depicted in Fig. 7. 
Recall that dx = (2,3,1 )T, X =Xr, X, = 0, and X n Z = 0. Theorem 11 gives the fol- 
lowing system of inequalities: 
4{1,6})<2, 4{5,6})d4, 4({3,6})3 - 2, 
;4({1,6))- ;4({3,6))~1, $i({1,6})+ :A({5,6))~1, 
iA({5,6)) - ;A({3,6))< 1, ;4({1,6)) + ;d({5,6)) - ;4({3,6))6 1. 
So far, we discussed the tolerance region T(H(r ,,X) assuming that all finite tolerances 
are known. However, as mentioned earlier the problem of determining tolerances for 
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the TSP is Np-hard. In the remainder of this section, we therefore consider subsets 
of T(Hci),X) that can be found by using the exact values and lower bounds of the 
tolerances that are obtained by applying Corollary 3 to the set x(k). 
Define v,k~l!# for each e~XnH(i) and UEX by 
&a) := 
d(e) + min{u(e),&} if a = e, 
d(a) otherwise, 
and for each e E X\Hcl) and a E X by 
&a) := 
d(e) - min{ l(e),&} if a = e, 
d(a) otherwise. 
Note that min{u(e),Lk} = u(e) if e E E&) and min{ u(e),&} = Lk otherwise. Sim- 
ilarly, we have that min{/(e),&} = l(e) if e E ,!?&(,) and min{ l(e),&} =Lk other- 
wise. The tolerance region that can be determined from the set Z(k), denoted by 
Tk(Hcij,X), is defined as the closure of the convex hull of the union of the halflines 
{u,” + per,: pL, 20} for e EX, i.e. 
Tk(Hcl),X) :=clconv U {u,k + pere: ,u~ >O}. 
eEX 
Note that the definition of Tk(Hcl),X) does not contain the union of the lines {dx + 
pL,r,: I*~ E R} for e EX,, since the exact values and lower bounds of the tolerances 
obtained from the set 2(k) are all finite. As a corollary of Theorem 8, we have the 
following result. 
Corollary 12. For each nonempty subset X of E, it holds that Tk(H(lj,X) C T(H(I),X) 
gS(H(,),X). Moreover, for k>k*, it holds that Tk(Hcl),X) = T(H(l),X) if and only 
fXM = 0. 
Proof. By definition T,,(HcI),X) C T(H(l),X). Moreover, from Theorem 8, we have 
T(H(,),X) C: S(H(,),X). If X, = 0 then T(Hcl,,X) is the closure of the convex hull of 
only halflines. Since all finite tolerances are known for k 3 k*, we have that 
Tk(H(,),X)= T(Hcl,,X) for k>k*. IfX,#0 then T#Ql),X)# T(H(I),X) for kak*, 
because the halflines {dx - pL,r,: pL, 2 0} for e EX, are missing in the definition of 
Tk(H(t),X). 0 
As a corollary of Theorem 9, we have the following extreme points and directions 
of Tk(H(i),X). 
Corollary 13. For any nonempty subset X of E, the following assertions hold. 
1. The set {re: e EX} is the set of extreme directions of Tk(H(I j,X). 
2. Zf k<A or XC Z then dx is the only extreme point of Tk(Hckj,X). 
3. Zf k>A and X gZ then {v,“: eEX\Z) is the set of all extreme points oj 
Tk(H(t),X). 
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Proof. The results for the case k < 2, i.e. Lk = 0, follow immediately from the case 
X C Z in Theorem 9. The results for the case k > 1 follow also from Theorem 9 by 
taking the vectors II% instead of v,. Cl 
As a corollary of Theorem 11, we also have the polyhedral representation of 
Tk(ff(l),x). 
Corollary 14. For any nonempty subset X of E, Tk(ffCI),X) is the set of vectors 
(d + A)x, with A E R” and A(e) = 0 for all e E E\X, satisjjing the nonredundant 
system of inequalities 
A(e jbr eEXnHc1) and A(e)30for eEX\H(l), 
ifk61, and 
(1) 
(2) 
(3) 
A(e)< min{u(e),Lk} for eEXnH(,), 
A(e)> - min{l(e),Lk} for eEX\H(l), 
c ,,,,,,,,A(e)lmin{u(e),Lk} - CeEY\H,,I A(e)/min{ Z(e), Lk} 6 1 for Y &X\Z, / Y 1 
22, 
iJ‘k>A. 
Proof. The results for the case k 6i follow from the case X g Z in Theorem 11 
by taking u(e) and I(e) equal to 0. The results for the case k>l follow also from 
Theorem 11 by letting u(e) := min{u(e),Lk} and I(e) := min{ l(e),Lk}. 0 
Example (continued). Consider the tolerance region T3(H(t,,X) in Fig. 7 with X = 
{{1,6},{3,6},{5,6}} and L3=2. Note that min{u({l,6}),Ls}=min{Z({3,6}), L3}= 
min{u({5,6}),L3} = 2. Define I$, 6) = (4,3, l)T, ui3 6) = (2,1, l)T, and vt5 6) = (2,3, 3)T 
The extreme points and directions of Ts(H(l),X) are {I$, 6),vi3 6j,~i5 6)} and {r{I,6), 
r{3,6)9 rf5,6)}, respectively. The geometrical description is as follows: 
4({1,6})62, 4({5,6})62, A({3,6})3 -2, 
$4({1,6}) - +({3,6})<1, ;4({1,6})+ ;4({5,6})6 1, 
$({5,6}) - ;4({3,6})<1, ;4({1,6}) + ;4({5,6}) - @({3,6})61. 
Note that T~(H~I,,X) c T(H(r),X) since L3 <u({5,6}). 0 
We conclude this section by mentioning that the size of Tk(Htt),X) depends on the 
values of the finite tolerances and the lower bound Lk. 
4.2. Stability balls 
Any closed ball with center in dx which is fully contained in the stability region 
is called a stability ball, and the radius of the largest stability ball is known as the 
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stability radius. In this subsection, we give necessary and sufficient conditions on the 
set X such that the stability radius is positive. Furthermore, we show how the set R(k) 
can be used to give lower and upper bounds on the stability radius. 
For any nonempty subset X of E and a given norm ( 1.11 in @I, the closed ball with 
centerdxandradiuspE[WisdefinedbyK,(dx):={(d+d)xE[Wlxl: lidxll<p}.Ifp 
is such that KP(dx) C S(H(I,,X) then K,(dx) is called a stability ball with respect to 
H(r) and X. The stability radius with respect to H(r) and X, denoted by rd(Hcl),X), 
is defined as the radius of the largest stability ball, i.e. 
T&$),X) := sup{p E R: K,(4) C W$,,X)}. 
A convenient norm to use is the ZW-norm, because if this norm is used in W then 
the length of each edge in X may be increased or decreased by as much as the stability 
radius while preserving the optimality of the solution Her 1. 
In the case that X consists of only a single edge, say X = {e} and t = min{u(e), Z(e)}, 
then any stability ball is the interval [d(e) - &d(e) + t] and rd(Hcr), {e}) = t. Since 
determining tolerances for the TSP is NY-hard, it follows that computing the stability 
radius for the TSP is N9-hard as well. Furthermore, if X, =X = {e} then K,(dx) = R 
and the stability radius is infinite. The case X = E is considered in [ 121. In the latter 
case the stability radius is frequently equal to zero (see also Corollary 16 below). 
In [ 121 the stability region is therefore defined in a different way; namely as the set of 
length vectors for which at least one of the tours in /r?(J) is optimal. In this paper, 
we propose to handle the vanishing of the stability radius by choosing subsets X in 
such a way that the corresponding stability radius is positive. 
In the following theorem the set Z is used to give necessary and sufficient conditions 
on the edge set X such that the stability radius ~d(Hcr),X) is positive. 
Theorem 15. Let Hcl) E %(A) and let X be a nonempty subset of E. Then rd(H(l),X) 
>O ifand onZy ifxnz=@ 
Proof. (If) Assume that X nZ = 8. By Theorem 7(2), there exists an E>O such 
that min{u(e), Z(e)} >E for all e EX. For each e EX, let de E Rm be defined by 
de(e) = E and de(a) = 0 for all a E E\(e) . It follows directly from the definitions of 
the tolerances that &+de(H)>&+de(H(l)) and Ld_de(H)3Ld_&$)) for all HE 2. 
Hence, (d - Ae)X, (d + Ae)x E S(H(,),X) for all e E X. Let B := {(d - Ae)x: e E X} U 
{(d + Ae)x: eeX>. Since S(H(l),X) is a closed convex set, it follows that conv(B)G 
S(H(r,,X). Observe, that dx may be expressed as a convex combination of the ele- 
ments in B by taking all coefficients equal to l@. This means that dx is an inte- 
rior point of conv(B), and that there is a p >O such that K,,(dx) C conv(B). Hence, 
rd(Hcl),X)>p>O. The maximum size of p depends on the norm used. If, for example, 
the Z,-norm is used, then it can be shown that the stability ball K,ll,q(dx) is contained 
in B. 
(Only if) Assume that p := rd(HcI),X) >O and let K,(dx) be the corresponding sta- 
bility ball. It has to be shown that X nZ = 0. Suppose, to the contrary, that there 
M. Liburu et al. I Discrete Applied Mathemuticy 87 (1998) 159-185 119 
is an e EX fl Z. According to Theorem 7( 1 ), either e E J?‘$(~., or e E E$,,,. Assume 
the first. Let E >O be sufficiently small such that (d + A)x E K,(dx), with A E Rm 
defined by d(e)=s and d(a)=0 for all a EE\{~}. Since K,(&)GS(H(i),X), it fol- 
lows that Ld+d(H) - Ld+d(H(,))>O for all H E 2. Consequently, we have min{Ld+d 
(H): H ~X,eq! H} - Ldtd(HCIJ)bO, which can be rewritten, using the definition 
of A, as min(Ld(H): HE 2, e$ H} - Ld(Hc1))2~>0. However, since eEEU,(,), 
it follows from Corollary 3 that min{Ld(H): HE SF”, e$ H} - Ld(Hc1,)=0, which 
gives a contradiction. Consequently, X “E>,,, - 0. It can be proven similarly that also 
XnE’,,,,=0. 0 
As a special case of Theorem 15, we have the following result. 
Corollary 16 (Leontev [12]). rd(Hc~ ,,E) = 0 if and only if there is more than one 
optimal tour. 
Proof. By Theorem 15 it is sufficient to show that rd(Hc~),E) = 0 if and only if 
2 # 0. Since, by definition, 2 = l_l X(n)\ fl Z’(A), it foIlows that 2 # 0 if and only if 
1>1. 0 
In the following theorem we give an expression for the stability radius rd(H(l),X) 
with respect to the &-norm. Let H’ $3 H” := (H’ U H”)\(H” n H’) denote the sym- 
metric difference of the tours H’, H” E 2. 
Theorem 17. Let H(l) E X(1) and let X be u nonempty subset of E. Let rd be dejned 
with respect to the l,-norm in F@l.Then 
rd(Hc, j,X> = min Ld(H) - &@41)) 
I(H @H(i))nXI 
: HEXO,(H@H~I,)~W#~ 
Proof. We first consider the case that (H C$ HCl,)flX = 0 for all HE Z’. It fol- 
lows from the standard convention of the “min” operator that we have to prove that 
rd(HcI),X) = co. We will therefore prove that in this case S(H(I,,X) = l@ by show- 
ing that l(e) = u(e) = 00 for all e E X. For each e E X n H(I), it holds that in this case 
e E flX, so that u(e)= Z(e)= oc, (cf. Corollary 2). Similarly, for each e EX\H(,), 
it holds in this case that e 4 U X, so that u(e) = Z(e) = cc (cf. Corollary 2). So 
S(HC1,,X)= RIXl, and consequently rd(HcI),X) = 00. 
Consider now the case that there is a H E SF such that (H ~3 Hcl))nX # 0. For 
ease of notation, let p be equal to the right-hand side of (2). We will prove that 
rd(Hcl),X)>jj by showing that the ball Kp(&) is fully contained in S(H(i,,X). Take 
any d E R* such that (d+ A)x E Kp(d~). It has to be shown that (d+ A)x E S(H(,,,X), 
i.e. that Ld+d(H) - &+d(H(I))>O for all HE 2’. Since (d + A)x EKp(dx), we have 
that ((A((, =max{lA(e)(: eeX} <‘p and consequently -p<A(e),<p for all eEX. 
180 M. Libura et al. I Discrete Applied Mathematics 87 (1998) 159-185 
Take any HE 2. Then, 
= -jTI(H 69 H(,,> nXl. (3) 
Hence 
Li+dW - Li+~(ff(l)) = -b(H) - b(ff(I)) +LdH) - L&$)) 
> b(H) - b(H(l)) - Fl(H @ H(l))nxI. (4) 
If (H @Hcl)) nX = 8 then Ld+d(H) -Ld+d(H(,))>O. Consider, therefore, the case that 
(H @ H(l)) nX # 0. From the definition of p, we have that 
&(H) --&(H(i)) - pl(H @JH(i))nXI 20. (5) 
Combining Eqs. (4) and (5) proves that &+4(H) -Ld+&i))bO. Hence, KF(&)C 
S(Hcl),X) and consequently Yd(H(ij,X)>p. 
Now we will prove that Td(Hci),X)<p. Suppose, to the contrary, that p’ :=i”d 
(Hc,),X)>p. It will be shown that the ball K,f(dx) is not fully contained in S(Hcl),X). 
Let H’ E Z such that (H’ @ H,,,) nx # 0 be a tour that minimizes the right-hand 
side in (2), i.e. Ld(H’) - &(HcIj) =pl(H’ @ Hcl))nXI. Let A E [w” with A(e)=0 for 
e E E\X be defined, for each e EX, by 
{ 
P’ if eE(H(l)\H’)flX, 
A(e) := -p’ if e E (H’\H(,)) nX, 
0 otherwise. 
Note that (d+ A)x EI&/(&), since IlA~ll~ =max{lA(e)l: eEX}<p’. We will show 
that Ld+d(H’)<Ld+d(H(l)). Following the same steps as above (see (3) and (4)), we 
obtain that Ld+d(H’) - Ld+d(Hc,))=Ld(H’) - L&f(I)) - p’l(H’ 8 Hcl))f~Xl. Using 
the definition of 7, and the assumption that p’>Ji we find that &(H’) - &(H(i)) - 
p’l(H’ @ Hclj)nXI is smaller than Ld(H’) - Ld(HcI)) - pl(H’ 8 H(1)) flXl = 0, which 
proves that &+4(H’)<&+d(Hci)). But, this implies that (d + A)x $!s(Hc~),x), and 
consequently we are arrived at a contradiction. This proves that rd(Hcl),X) <p, and 
hence Y&$),X) = j?. 0 
Example (continued). Note that rd(Hcl), E) = 0 in (G,d) of Fig. 1, because there 
are two shortest tours. As before, let X={{1,6},{3,6},{5,6}}. Note that (H(I) @ 
H&)nX=0 for i=1,2 and I(Ht1)@Hcij)nXl=2 for i=3,...,10. Then 
rd(H(ij,X)=min{+Lj: i=3,...,1O}=iLg=l. 
M. Libura et al. IDiscrete Applied Mathematics 87 (1998) 159-185 181 
Note that for large n it is computationally intractable to determine the stability radius 
by using Theorem 17 because this would imply that the complete set 3 needs to 
be considered. However, by evaluating subsets of 2, lower and upper bounds for 
rd(H(t),X) can be derived. We will show how to use the set of k-best tours R(k) for 
this purpose. Define 
The following lower and upper bounds for the stability radius yd(H(r),X) can be ob- 
tained. 
Theorem 18. Let H(l) E &?(A) and let X be a nonempty subset of E. Let rd be dejned 
with respect to the l,-norm in U@l. Then 
Proof. The upper bound inequality is a direct consequence of the fact that X(k) & $9”. 
Consider now the lower bound on rd(Hc~),X). From Theorem 17, it follows that 
Y~(H~I),X) is equal to the minimum of R$(Hc,),X) and 
: HEX\%(k), (H@H,,,)nX#0 
For each HE X\%(k), it holds that Ld(H) - Ld(Hc,))aLk. Moreover, we have that 
I(H 8 H(l)) nXl6 IH~I, flXl + IH WC < IHc,, nxl +min{n, 1X(}, which leads directly 
to the lower bound. 0 
Example (continued). We determine the lower and upper bounds of rd(HcI),X) for 
~={{1,6},{3,6},{5,6}} using the set X(5). Note that ZnX= 0, (H(I) @ H(i)) n 
X=0 for i= 1,2, and I(Hc,, 8 Hci,)nXl=2 for i=3,4,5. The upper bound is given 
by 
Ri(Hc,),X) = min Ld(H) -&(H(I)) 
I(H @ H(l))nXl 
: HE {H(~)J+),H(s)) 
. 234 =l 
{ 1 --_ =mln 2,2,2 , 
and the lower bound by 
(H(i) fIXl ?min(n, 1x1) 
} =min{ I,&} =G. 
Hence, $ <rd(Hc~),X) d 1, which means that H(I) remains optimal when the length 
of any edge in X is increased or decreased simultaneously, by no more than $. We 
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Table I 
The stability radii for different sets X in Hcl)\Z 
Instance 1x1=5 1x1= 10 IX/=15 1x1 = 20 1X1=25 
GR17 0.75 0.6 0.4 
GR2 1 1 1 I 0.5 
GR24 2.33 1 I I 
GR48 0.25 0.25 0.25 0.25 0.25 
GR96 1.2-5 0.6-4 0.4-4 0.3-2 0.2-2 
GR120 1.75-54 0.9-3 0.6-1.5 0.45-I 0.25 
also know that the optimality of H(t) can be destroyed by choosing an appropriate 
perturbation vector A E Rm with A(e) = 0 for all e E E\X defined by A(e) := 1 + E for 
eEXnH(r) and A(e):= 1-s for all eEX\H(t), where E is an arbitrarily small positive 
number. 0 
Since the lower and upper bounds of the stability radius obtained by applying 
Theorem 18 depend on both the value of k as well as on the specific length vec- 
tor d and the number of cities n, we conclude this section by presenting the lower and 
upper bounds of the stability radius Yd(Hcr),x) for a number of sets X and a number 
of instances from the TSPLIB library. Table 1 shows the values of the lower and 
upper bounds of the stability radius that can be obtained from X(200) for a number 
of rather arbitrary sets X in H(t)\Z. The sets X are taken as, respectively, the first 5, 
10, 15, 20 and 25 edges in ~7~1 )\Z. More detailed information on the sets Her 1 and the 
applied ordering can be obtained from the authors. If the lower and upper bound are 
equal then the value of the stability radius is given. 
It can be observed that the value of the stability radius and the convergence of the 
upper and lower bounds of the stability radius strongly depend on the specific choice 
of the set X and the length vector d. Clearly, it is difficult to say which choices 
of X give a fast convergence of the lower and upper bounds. We leave this as a 
subject for further research. Obviously, the stability radius and its upper bound do 
not increase when the set X is extended. The fact that 1x1 increases does not mean 
that the upper bound becomes sharper, since the stability radius itself may decrease 
even faster. Finally, note that the lower bound of the stability radius is determined by 
the difference in tour length Lk. Consequently, it follows that the smaller the stability 
radius, or its upper bound, the faster is the convergence of the lower and upper bounds 
of the stability radius. 
Fig. 8 shows the lower and upper bounds of the stability radius ?-d(Hcl),x) for 
GR120 as a function of k for sets X taken as, respectively, the first 5, 10, 15, 20, 25, 
and 30 edges in Hcl)\Z. Again, it can be observed that the lower and upper bounds 
strongly depend on the specific sets X and their cardinality. It appears that for the 
determination of upper bounds small values of k suffice. However, the lower bound 
does hardly improve when the value of k is increased considerably from 100 to 200. 
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Fig. 8. The stability radius of CR120 for different sets A’. 
A similar fact was observed in Section 3 for the quality of the approximations of the 
upper tolerances. 
5. Summary and conclusions 
The objective of this paper was to explore the possibility of using a set of k-best 
solutions to determine information with respect to the tolerances and the stability ra- 
dius, which in their turn provide subsets of the stability region. Our results can be 
summarized as follows. First, we have shown how a set of k-best tours can be used to 
obtain the exact tolerances for a subset of the edges as well as lower bounds for the 
remaining tolerances. Also, we have provided upper and lower bounds for the number 
of tolerances that can be found in this way. Second. it has been shown how to use 
the set of k-best tours to give necessary and sufficient conditions for the stability ra- 
dius being positive, and to determine lower and upper bounds for the stability radius. 
Finally, it has been discussed how the earlier mentioned information can be used to 
construct subsets of the stability region. Where appropriate, both the representation in 
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terms of extreme points and directions as well as the polyhedral representation of the 
subsets of the stability region have been given. 
Obviously, the practical usefulness of the methods described in this paper depend on 
the amount and quality of the information that can be derived. Unfortunately, both the 
amount and the quality depend on the value of k as well as the specific instance at hand 
(i.e. the level of information obtained is data-specific). In order to get an idea about the 
practical usemlness we have conducted numerous numerical experiments for various 
values of k on a number of well-known instances in the TSPLIB library. It is observed 
that already for relatively low values of k “quite a lot” of sensitivity information can 
be obtained. We like to stress that once the set of k-best tours has been determined 
this information is obtained in polynomial time and therefore “inexpensive”. However, 
it should also be clear that if the primary objective is to determine information about 
either the tolerances or the stability radius, first solving the k-best TSP is probably not 
the most effective way. 
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