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The main emphasis 9f t h i s  t u t o r i a l  paper i s  on t h e  formulat ion of 
a p p r o p r i a t e  s t a t e - space  models f o r  Kalnar f i l t e r i n g  
a p p l i c a t i o n s .  The so-cal led  "model" is completely s p e c i f i e d  by 
f o u r  mat r ix  parameters and t h e  i n i t i , l  cond i t ions  of t h e  
recurs ive  equat ions .  Once t h e s e  a r e  determined, t h e  d i e  is  c a s t ,  
and the  way i n  which the  measurements a r e  weigtrted is determined 
f o r e v e r a f t e r .  Thus, f ind ing  a model t h a t  f i t s  the  phys ica l  
s i t u a t i o n  a t  hand is  a l l  important .  Also,  i t  is o f t e n  the  most 
d i f f i c u l t  a spec t  of des igning a Kalman f i l t e r .  Formulation of 
d i s c r e t e  s t a t e  models from the  s p e c t r a l  d e n s i t y  and ARM4 random 
process  d e s c r i p t i o n s  is a iscussed.  F i n a l l y ,  i t  is pointed out  
t h a t  many common processes encountered i n  app l i ed  work (such a s  
bacd-l imited whi te  no i se )  simply do c o t  lend themselves very we l l  
t o  Kalman f i l t e r  modeling. 
INTRODUCTION 
Kalman f i l t e r i n g  is  1;9w wel l  known, and t u t o r i a l  d i s c u s s i o n s  of the  tech- 
nique a r e  g iven i n  a number of s t andard  re fe rences  [ 1 , 2 , 3 ] .  The f i l t e r  
r e c u r s i v e  equa t ions  a r e  summarized i n  Figure  1 f o r  ref  :ence purposes here. 
It should be noted t h a t  once the  i n i t L a l  cond i t ions  and t h e  $ k *  Hk, Rk* Qk* 
parameters a r e  s p e c i f i e d ,  t h e  d i e  is  c a s t  and t h e  way i n  which t h e  
measurement sequence i s  proceseed is completely determined. Thus, t h e  
spec ' f lca t ion of t h e s e  parameters i s  e s p e c i a l l y  important  -- they a r e ,  i n  
e f f e c t ,  the  f i l t e r  "model". The emphasis i n  t h l s  t u t o r i a l  paper w i l l  b! on 
modeling aspe- r  of Kalman f i l t e r i n g .  To s e e  vhere these  parameters come 
from, we w i l l  n3w review the  b a s i c  process  and measurement equat ions .  
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Figure  Kalman f i l t e r  loop 
THE DISCRETE PROCESS AND MEASUREMENT EQ'JATIONS 
The s t a r t i n g  point  f o r  d i s c r e t e  Kalman f i i t e r  theory begins wi th  the  process 
and measurement equations.  The random process under c o n s i d e r a t i o n  i s  
assumed t o  s a t i s f y  t h e  fol lowing recursive equa t ion  
where k r e f e r s  t o  t h e  k-Lh s t e p  i n  t i m e ,  xk i s  a v e c t o r  random process ,  
(k is the  t r a n s i t i o n  matr ix ,  and wk is a Gaussian white sequence with a 
covar iance s t r u c t u r e  given by 
The measurement r e l a t i o n s h i p  is assumed t o  be of t h e  form 
where vk is  a l s o  a Gaussian white sequence, uncor re la ted  wi th  wk, and 
descr ibed by the  covar iance 
I n  words, then,  t h e  key parameters of a Kalman f i l t e r  model can be desc r ibed  
a s  follows: 
dRIGINAL PAGE iS 
OF POOR QUALITY 
( I )  $ J ~  i e  the  t r a n s i t i o ~ l  matr ix  t h a t  d e s c r i b e s  the  n a t u r a l  dynamics of 
t h e  process  i n  going Irom s t e p  k t o  k+l. 
( 2 )  Hk i e  t h e  l i n e a r  connect ion mat r ix  t h a t  g i v e s  t h e  i d e a l  
( n o i s e l e s s )  r e l a i i o n e h i p  between t h e  measurement zk and t h e  
process t o  be es t ima ted  xk. 
(3)  Qk d e s c r i b e s  t h e  a d d i t i o n a l  noise  t h a t  comes i n t o  t h e  xk process  
i n  the  A t  i n t e r v a l  between s t e p  k and k+l. 
( 4 )  Rk d e s c r i b e s  add i  t tve  measurement noise. 
It is important  t o  note t h a t  the  d i s c r e t e  model descr ibed by Eqs. ( 1 )  
through (4 )  s t a n d s  t n  i t s  own r i g h t .  I t  is  not a n  approximation of some 
continuous system, nor does i t  have t o  be r e l a t e d  t o  ano the r  contintlous 
l i n e a r  dynamical system i n  any way. Once the  d i s c r e t e  model i s  assur~ed ,  t h e  
r e c u r s i v e  e s t i m a t i o n  process  g iven i n  Fig. 1 fo l lows d i r e c t l y .  
IMPORTANCE OF THE GAUSSXN ASS'JMPTLON 
We w i l l  d i g r e s s  f o r  a moment and look a t  the  Gaussian assumption used i n  
Eqs.  (1 )  through ( 4 ) .  I f  wk and vk a r e  Gaussian white sequences,  then xk 
and zk w i l l  be Gaussian processes.  Even though the  Gaussian assumption is 
o f t e n  omitted i n  d i scuss ions  of l eas t - squares  f i l t e r i n g ,  we make here  wi th  
no apology. The reason f o r  t h i s  i s  t h a t  minimizing t h e  mean square  e r r o r  
r e a l l y  does not make very good sense  f o r  non-Gaussian processes.  To 
i l l u s t r a t e  c h i s ,  cons ide r  the  two processes  shown i n  Fig. 2. The f i r s t  i s  a 
s c a l a r  Gauss-Markov process  which has the  genera l  appearance of t y p i c a l  
noise.  The secona process  is t h e  random te legraph  wave which swi tches  
between +1 and -1 a t  random p o i n t s  i n  time. I f  the  parameters of t h e  two 
processes  a r e  a d j u s t e d  a p p r o p r i a t e l y ,  they can be made t o  have i d e n t i c a l  
power s p e c t r a l  d e n s i t y  func t ions .  Yet, they a r e  r a d i c a l l y  d i f f e r e n t  
processes!  The l eas t - squares  p r e d i c t i o n  f a r  ou t  i n t o  t h e  f u t u r e  is zero  f o r  
both cases .  This makes good sense  i n  the  Gaus8-Markov case  because zero i s  
t h e  mean and most l i k e l y  value.  On t h e  o t h e r  hcnd, i t  i s  rid. iculous t o  
p r e d i c t  zero  i n  the  random te legraph  wave case. We know a p r i o r 1  t h a t  t h i s  
vavefortk is never zero. We would be b e t t e r  off  t o  p r e d i c t  e i t h e r  +1 o r  -1 
and be c o r r e c t  hal f  the  time than t o  p r e d i c t  zero  and be wrong a l l  t h e  time1 
Thus, t h e  Gauesian assumption is  a reasonable  one i n  t h e  l e a s t  squares  
e s t i m a t i o n  theory,  and t o  s t r a y  from i t  l e a d s  ue i n t o  dangerous t e r r i t o r y .  
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Figure  2 Gauss-Markov and random te legraph  waves 
TRANSITION FROM A SPECTRAL DESCRIPTION TO A DISCRETE STArE MODEL 
I n  Kalman f i l t e r  a p p l i c a t i o n s ,  we f r e q u e n t l y  begin with a s p e c t r a l  d e s ~ r i p -  
t i o n  of the  va r ious  random processes  Lnvolved. The problem  the:^ i s  t o  
conver t  t h i s  informat ion t o  a model of t h e  form s p e c i f i e d  bv Eqs. (1 )  
through (4) .  The genera l  procedure f o r  rnaking t h e  t r a n s i  c ion t o  t h e  
d i s c r e t e  model i s  a s  fo l lows 
(1) Look f o r  a continuous dynamical system t h a t  y i e l d s  the  d e s i r e d  
process  when d r iven  by white noise.  (The v h i t e  noise  inpu t  
a s s u r e s  t h a t  wk w i l l  be a whi te  sequence. ) 
(2 )  Then w r i t e  t h e  dynamical equa t ions  i n  s ta te-space  iorm: 
( 3 )  Solve t h e  s t a t e  equa t ions  f o r  s t e p  s i z e  A t  <!nd o b t a i n  
( 4 )  Determine t h e  measurebient equa t ion  from t h e  p a r t i c u l a r  s i t t i a t i o n  
a t  hand. 
To i l l u s t r a t e  t h e  procedure f u r t h e r ,  suppose the  y process  power s p e c t r a l  
d e n s i t y  f u n c t i o n  S ( 6 )  can be w r i t t e n  a s  a r a t i o  of polynomials i n  e2 ( o r  
2 2 Y 
w , where o = -6 ). The s p e c t r a l  f u n c t i o n  can then always be f a c t o r e d  i n t o  
two symmetric p a r t s ,  one wi th  i t s  poles  and zeroe i n  t h e  l e f t - h a l f  s plane ,  
the 0 t h ~  with mirror-image polee and zeros  i n  the  r ight-hal f  plane. Thio 
i,e c a l l e d  s p e c t r a l  f a c t o r i z a t i o n  and is  represen ted  m t h e m a t i c a l l y  as 
+ 
where S and S- a r e  t h e  l e f t -  and r igh t -ha l f  p lane  p a r t s  r e spec t ive ly .  
+ Y Y S ( s )  then  becomes the  shaping f i l t e r  t h a t  w i l l  shape u n i t y  whi te  no i se  i n t o  
Y 
a process  y ( t )  wi th  a s p e c t r a l  func t ion  S (8 ) .  (See Ref. [ l ]  f o r  f u r t h e r  Y 
d e t a f  1s. ) 
Now suppose t h a t  t h e  shaping f i l t e r  is of the  fcrm shown i n  Fig. 3, We seek  
a s ta te-space  model f o r  t h a t  dgnamical system. One way of achieving t h i s  1s 
w(t )  . 
(Uni ty  White 
> 
Noise) 
Figure  3 Shaping f i l t e r  
shown i n  block diagram form i n  Fig. 4. The s t a t e - space  equa t ions  a r e  then 
Define s t a t e  v a r i a b l e s  a s  
.. 
r ,  f ,  r ,*** where r is  a n  
in te rmedia te  va r i ab le .  
F igure  4 Shaping f i l t e r  redrawn 
C o n t r o l  Yystem e n g i n e e r s  r e f e r  t o  t h i s  a s  t h e  c o n t r o l l a b l e  c a n o n i c a l  form, 
and i t  can always be ach i eved  for  t h e  dynamical  sys tem as shown i n  Fig. 3. 
I f  y i s  t h e  p roces s  t h a t  is a c t u a l l y  measured, t h e n  t h e  H nra t r ix  i s  j u s t  t h e  
row m a t r i x  of b ' s  g iven  i n  Eq. (9) .  
EXAMPLE 
Suppose we have a  s c a l a r  Gauss-Markov p roces s  y ( t )  whose power s p e c t r a ;  
d e n s i t y  f u n c t i o n  is 
We f i r s t  f a c t o r  S a s  fo l l ows :  Y 
The shaping  f i l t e r  i s  t h e n  p 20 B/(s+f3) which co r r e sponds  t o  t h e  dynamica l  
e q u a t i o n  
./z 9 + By = 2a 0 w ( t )  
T h i s  is  a s imp le  f i r s t  o r d e r  d i f f e r e n t i a l  e q u a t i o n ,  s o  we o n l y  have one 
s t a t e  v a r i a b l e .  C a l l  i t  XI. Our s t a t e  e q u a t i o n  is t h e n  
The s o l u t i o n  of t h i s  e q u a t - ~ n  f o r  a  s t e p  s i z e  A t  I s  
and e c a n  be s e e n  t o  be  t h e  t r a n s i t i o n  m a t r i x  (I The mean s q u a r e  value k ' 
. - of  wk c a n  be de termined  from random p r o c e s s  t heo ry  [ I ] ,  and i t  works o u t  t o  
The process model i s  now c o m p l ~ t e .  
UNIQUENESS 
We might pose a q u e s t i o n  a t  t h i s  point:  
L Are Kalrsn f i l t e r  models unique? 
The answer i s  a n  emphati: NO. k'e know from l i n e a r  system theory t h a t  any 
nonsingular i i n e a r  t r ans fo rmat ion  on the  s t a t e  vec to r  l e a d s  t o  ano the r  
equa l ly  l e g i t i m a t e  s t a t e  vector .  The choice  of coord ina te  frame f o r  
performing t h e  e s t i m t i o n  process  is purely  a mat ter  of convenience. 
Optimal e s t i m a t e s  can be transformed f r e e l y  from one coord ina te  frame t o  
another  ( through a l i n e a r  t r ans fo rmat ion)  and s t i l l  remain opt imal  estimates 
i n  t h e  new frame of reference .  
ARMA MODEL 
Sometimes t h e  random p o c e s s  model comes t o  us i n  t h e  form of a d i f f e r e n c e  
equat ion r a t h e r  than a continuous d i f f e r e n t i a l  equation.  For example, 
consider  the  au to - regress ive  moving average ( A R M )  model t h a t  r e l a t e s  a 
d i s c r e t e  process ~ ( k )  t o  a n  inpu t  white sequence u(k). 
There is a c l o s e  analogy between d i f f e r e n c e  and d i f f e r e n t i a l  equa t ions ,  and 
i t  works out  t h a t  t h i s  nth-order d i f f e r e n c e  equat ion cea be converted t o  
vec to r  form i n  rmch t h e  same manner as f o r  a d i f f e r e n t i a l  equation.  I f  we 
d e f i n e  a n  in te rmedia te  v a r i a b l e  y' (k)  as the  s o l u t i o n  t o  Eq* (16) wi th  j u s t  
u (k )  a s  t h e  d r i v i n g  func t ion ,  and then  d e f i n e  our s t a t e  v a r i a b l e s  a s  
x l ( k )  * ~ ' ( k ) ,  x2(k) = y'(k+l), e t c .  (17) 
then  t h e  system of Eq. (16) t r a n s l a t e s  i n t o  s t a t e - space  form as 
Note t h a t  our choice  of s t a t e  v a r i a b l e s  l eads  t o  the  c o n t r o l l a b l e  canooical  
form, j u s t  a s  i n  the  continuous dyllamical case. Of course ,  we could have 
def ined our s t a t e  v a r i a b l e s  d i f f e r e n t l y  and a r r i v e d  a t  a form d i f f e r e n t  from 
Eqs. (18) and (19). We w i l l  not pursue t h i s  f u r t h e r  o t h e r  than t o  say t h e  
choice  of s t a t e  v a r i a b l e s  is (wi th fn  l i m i t s )  a mat te r  of convenience f o r  t h e  
s i t u a t i o n  a t  hand. 
PROCWSSES DERIVED FROM IRRATIONAL SHAPING FILTERS 
The random process  modeling procedures d i scussed  thus  f a r  have been 
s t r a igh t fo rward .  They may be tedique f o r  higher-order p rocesses ,  but  they 
do not c a l l  f o r  much imagination.  There e x i s t s ,  however, a whole c l a s s  of  
processes  where t h i s  i s  not t h e  ceee. These a r e  the  procesees t h a t  cannot 
be thought of as the  t e e u l t  of pass ing vec to r  whi te  noise  through a l i n e a r  
dynamical system of f i n i t e  order.  Such processes  a r e  cornonplace i n  
engineer ing l i t e r a t u r e .  For example, bandlimited Gaussian whi te  noise  is a 
very u s e f u l  a b s t r a c t i o n  i n  communication theory. It i s  Gaussian no i se  t h a t  
has a f l a t  spectrum i n  the  baseband and then is  zero out  beyond t h e  c u t o f f  
frequency. It can be thought of a s  t h e  r e s u l t  of paesing pure whi te  no i se  
through an i d e a l i z e d  lowpaee f i l t e r ,  but no euch f i l t e r  can be represen ted  
a s  a rati;, o i  po ly~oaa ia l s  i n  e af f i n i t e  order. (Note t h a t  a But terworth  
f i l t e r  can be made t o  approximate the  i d e a l  case ,  but not equal  i t . )  The 
i d e a l i z a t i o n s  of bandlimited whi te  no i se  a r e  o f t e n  a convenience i n  coramuni- 
c a t i o n  theory;  however, they a r e  an  o b s t r u c t i o n  i n  Kalrnan f i l t e r  theory.  
There is a theorem from l i n e a r  systems theory t h a t  i s  u s e f u l  a t  t h i s  point .  
Chen [4 ]  g ives  us the  fo l lowing c r i t e r i o n  f o r  t h e  r e a l i z a t i o n  of l i n e a r  
dynamical models. 
A l i n e a r  dynamCcal model of t h e  form 
w i l l  e x i s t  f o r  a system with  an input-output impulsive response G ( ~ , T ) ,  
i f  and only i f ,  G ( ~ , T )  i s  f a c t o r a b l e  i n  t h e  form 
G ( t , z )  = M ( ~ ) N ( T )  (21)  
M and N a r e  f r .n i te-order  ma t r i ces ,  s o  i f  G ( ~ , T )  is  s c a l a r  ( i . e . ,  s i n g l e -  
i n p u t ,  s i n g l e - o u t p u t ) ,  M(t) i s  a row vec to r  and N ( t )  i s  a column vector .  
This theorem can then be used ss a t e s t  t o  s e e  i f  a  dynamical system w i l l  
e x i s t  f o r  a corresponding impulsive response funct ion.  Furthermore, t h e  
f a c t o r i z a t i o n  provides  the  n e c e s s ~ r y  informat ion f o r  r e a l i z a t i o n  of t h e  
model. (See Chen [4] f o r  f u r t h e r  d e t a i l s . )  We w i l l  use f l i c k e r  no i se  t o  
i l l u s t r a t e  the  use  of Chen's theorem. F l i c k e r  noise  i s  of s p e c i a l  i n t e r e s t  
t o  t h e  PTTI community because of i t s  presence i n  p r e c i s i o n  frequency 
s tandards .  It is c h ~ r a c t e r i z e d  by a power s p e c t r a l  d e n s i t y  f u n c t i o n  of t h e  
3 form of l / f  a t  t h e  frequency l e v e l ,  or  l / f  when r e f e r r e d  t o  t h e  phase l e v e l  
[ 5 , 6 ] .  A block diagram showing the  r e l a t i o n s h i p  between f l i c k e r  noise  and 
whi te  noise  i 3  given i n  Fig. 5. 
White 
Noise > phase ( r ime)  
w(t> Frequency 
Figure  5 Block diagrams r e l a t i n g  f l i c k e r  noise  t o  whi te  noise  
C l e a r l y ,  the  t r a n s f e r  f u n c t i o n  r e l a t i n g  input  white noise t o  t h e  o u t p u t  
phase x ( t )  id 11s 3/2. The i n v e r s e  t ransform of l/s3'2 g i v e s  t h e  impulsive 
response t o  a n  impulse a p p l i e d  a t  t -0 .  This  i u  2 f i l f i .  Thus, f o r  a n  
impulse a p p l i e d  a t  t = ~ ,  we have ( i n  Chen's no ta t ion)  
The q u e s t i o n  i s ,  "Is G ( ~ , T )  f a c t o r a b l e  i n  t h e  form M ( ~ ) N ( T ) ? "  It appears  
t h a t  i t  i s  not ,  a l though t h i s  is d i f f i c u l t  t o  show i n  a r igorous  sense. 
This being the  c a s e ,  Chen's theorem says  t h a t  no l i n e a r  dynsmical system 
w i l l  e x i s t  t h a t  corresponds t o  t h e  G ( ~ , T )  of Eq. (22). 'h is  i s  t o  say t h r ~ t  
no fin!te-order s t a t e  model w i l l  e x a c t l y  r epresen t  f l i c k e r  noise!  Of 
course ,  the  s t a t e  model i s  e s s e n t i a l  f o r  Kaliwn f i l t e r i n g ,  so t h i s  l eads  t o  
a dilema when one a t t empts  t o  inc lude  f l i c k e r  noise  i n  a Kalman f i l t e r  c lock 
model. This is the  s u b j e c t  of a companion paper i n  these  Proceedings [ 6 ] ,  
s o  we w i l l  not  pursue t h i s  f u r t h e r  hera. 
SUMMARY 
Various a s p e c t s  of Kalman f i l t e r i n g  modeling have been discussed b r i e f l y  i n  
t h i s  paper. Perhaps the  most important  th ing  t o  remembzr is t h a t  th+ random 
processes  under c f ,ns ide ra t ion  mst be modeled i n  v e c t o r  s t a t e - s p a c e  form. 
This can o f t e a  be done wi th  exac t  meth.ods. I f  the  exact  methods d i scussed  
he re  cannot be used, as i n  t h e  case  of f l i c k e r  noise ,  then  one mst seek 
approximate f i n i t e - o r d e r  v e c t o r  2odels  t n  o rde r  t o  form a workable Kalman 
f i l t e r ,  The measulement model usua l ly  does not cause d i f f i c u l t y ,  because i t  
simply depends on what s t a t e  v a r i a b l e s  a r e  be in^ observed. 
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QUESTIONS A N D  ANSWERS 
V I C T O R  R E I N H A R D T ,  HUCi-tES AIRCRAFT C O M P A N Y :  I  t h i n k  you a r e  r i g h t  
abou t  t h a t  n o t  be ing  a b l e  t o  be f a c t o r e d ,  and I t h i n k  t h a t  I have 
a r e a s o n  f o r  t h a t .  You can  show t h a t  f l i c k e r  n o i s e  can  b e  
m a t h e m a t i c a l l y  g e n e r a t e d  by  t h e  sum ~ f  an i n f i n i t e  number o f  
g a u s s i a n  p r o c e s s e s  w h e r e  t h e  b e t a  t e r n  g o e s  f r o m  zerc;  t o  
i n f i n j . t y .  T h e r e f o r e ,  t h e r e  a r e  i n f i n i t e  t i m e  c o n s t a n t s  i n  t h e  
p r o c e s s .  S o ,  you c a n ' t  g i v e  a  s t a t e  v e c t o r  a t  any  one  t i m e ,  
because  t h e  b e t a  term goes  from z e r o  t o  i n f i n i t y .  
Y R .  B R O W N :  I a g r e e  w i t h  what  you s a y .  I t h i n k  t h a t  i t  f i t s  m y  
i n t u i t i o n  t o  t h i ~ i k  t h e  same t h i n g ,  a r ~ d  I h a v e  r e a d  t h a t  p a p e r  
t h a t  you w r o t e  on i t .  I t h i n k  t h a t  i t ' s  a v e r y  n i c e  p a p e r ,  and a  
n i c e  way t o  l o o k  a t  i t .  
O t h e r  p e o p l e  have  a l s o  a p p r o x i m a t e d  f l i c k e r  n o i s e  w i t h  a  
cascaded sequence  o f  what we, i n  c o n t r o l  sy s t em e n g i n c e r i n g ,  c a l l  
l e a d  o r  l a g  n e t w o r k s ,  which  g i v e s  k i n d  o f  a  s t a i r c a s e  s o r t  o f  
f r e q u e n c y  r e s p o n s e  f u n c t i o n ,  w h i c h ,  t o  a  c e r t a i n  d e g r e e  o f  
a p p r o x i m a t i o n ,  d r o p s  o f f  a t  t e n  dB per  decade  r a t h e r  t h a n  twenty  
dB. 
I f  you t a k e  any r a t i o n a l  t r a n s f e r  f u n c t i o n ,  o r  o n e  t h a t  i s  
w r i t t e n  o u t  i n  i n t e g e r  p o w e r s ,  and l o o k  a t  t h e  Bode p l o t ,  t h e  
s l o p e s  go  i n  m u l t i p l e s  o f  t w e n t y  d B  p e r  d e c a d e ,  T h e r e  a r e  no 
t h i r t y  dB per  d e c a d e ,  o r  f i f t y  d B  per  decade  s l o p e s .  
I n  t h e  c a s e  o f  f l i c k e r  n o i s e ,  and c o n s i d e r  t h e  f i l t e r  t h a t .  
s h a p e s  w h i t e  n o i s e  i n t o  f l i c k e r  n o i s e ,  I t  r e q u i r e s  an s t o  t h e  
n e g a t i v e  one -ha l f  power i n  t h e  t r a n s f e r  f u n c t i o n .  That would g i v e  
a  Bode   lot t h a t  d r o p s  o f f  a t  t e n  d B  p e r  d e c a d e  i n s t e a d  o f  
t w e n t y .  W ~ I ~ C  you would do i s  a p p r o x i m a t e  t h a t  t e n  d B  j , e r  d e c a d e  
s l o p e  w i t h  a  whole sequence of  f i l t e r s  w i t h  a l t e r n a t i n g  ze ros  and 
po l e s .  You t h e n  end up w i t h  a  s t a i r c a s e  shape  r e s p o n s e  which, on 
t h e  a v e r a g e ,  ha s  a  t e n  dB per  deoade s l o p e .  
I n c i d e n t a l l y ,  I t h i n k  t h a t  t h i s  i s  a  very  good way t o  model 
f l i c k e r  n o i s e .  The d i f f i c u l t y  i s  t h a t  e v e r y  t i m e  you p u t  a  neil 
p o l e  i n  t h e  s y s t e m  you have  a  new s t a t e  mode l .  I f  you want  g e t  a 
? - r '  sonab ly  a c c u r a t e  approx imat ion  o f  f l i c k e r  n o i s e  t h a t  way, i t  
5 i n v o l v e  e s c a l a t i n e  t h e  o r d e r  o i '  t h e  Kal rnan  f i l t e r  
c in : : ide rab ly .  There  i s  no th ing  wrong w i t h  d o i n g  i t  of , ' - l i i~e  f o r  
e n a l j s i s  p u r p o s e s .  I t h i n k  t h a t  t h e r e  a r e  some o n - l i n e  c a s e s  
where it. wou1.d n o t  be accep t ed .  
M R .  R E I N H A R D T :  I t h i n k  t h a t  some p e o ? l e  h a v e  r e p o r t e d  on a  
si;,~ ar method where t hey  used a  f i n i t e  number of  f i l t e r s  and i t  
worired v e r y  w e l l  i n  an o p e r a t i o n a l  c a s e .  I f  you t r y  t o  l i m j  t t h a t  
p r o c e s s  t hough ,  what happens i s  t h a t  a l l  t h e  p o l e s  run  t o g e t h e r ,  
and you end up w i t h  a  br3nch l i n e .  
M R .  B R O W N :  I g u e s s  m y  a n s w e r  t o  t h a t  would be  t h a t ,  i n  any  c f  
t h e s e  p r o c e s s e s ,  i n  t h e  c a s e  o f  f l i c k e r  n o i s e  f o r  e x z m p l e ,  a t  
z e ro  f r equency  and o u t  a t  i n f i n i t y ,  t h e r e  a r e  s i n g u l a r  c o n d i t i o n s  
f o r  e i t h e r  c a s e .  I f  i t  d r o p s  o f f  a s  o n e  o v e r  f ,  t h e  d r e a  u n d e r  
t h e  c u r v e  o u t  a t  i n f i n i t y  i s  n o t  f i n i t e .  You a r e  t a l k i n g  a b o u t  a  
p r o c e s s  w i t h  i n f i n i t e  v a r i a n c e ,  which i s  p h y s i c a l l y  r i d i c u l o u s .  
The same t h i n g  h a p p e n s  a t  t h e  o t h e r  end  of t h e  s p e c t r u m ,  t h e  
a r e a  under  t h e  c u r v e  d o e s n ' t  c o n v e r g e  t h e r e ,  e i t h e r .  P h y s i c a l l y  
i t  m a k e s  s e n s e ,  i f  you want  t o  b e  c a r e f u l  and  t a l k  a b o u t  
p r o c e s s e s  o f  f i n i t e  v a r i a n c e ,  t k . a t  you 5 a v e  t o  bound t h e  power 
s p e c t r a l  d e n s i t y  a t  t h e  low f r e q u e n c y  end and a t  t h e  h i g h  
f r eque i , cy  end .  I t  h a s  t o  r o l l  o f f  a t  l e ~ s t  w e n t y  d B  p e r  decade  
i n  o rde r  t o  have a proc:ess of f i n i t e  v a r i a n c e .  
I t  d o e s n ' t  b o t h e r  me t o  t n i n k  o f  p u t t i n g  i n  a  f i l t e r  a t  t h e  
o r i g i n  which w i l l  bound t h e  frequency c o n t e n t  a t  zero  frequency,  
and a l s o  p u t  one  i n  a t  t h e  h i g h  end an+  make it. r o l l  of: a t  l e a s t  
twenty dB  per decade.  
I n c i d e n t a l l y ,  t h a t  impulse response f u n c t i o n  is  q o t  o r i g i n a l  
w i t h  me. Other pecple  have . r r i t t e n  about  hat b e f o r e ,  i nc lud ing  
y o u r s e l f ,  I t h i n k .  
JIM BARNES, AUSTRON, I h ' C . :  I  h a v e  d o n e  a  f a i r  a m o u n t  o f  
s i r n u l a t i o r .  o f  f l i c k e r  n o i s e  w i t h  p o l y n o m i a l s ,  t h e  l e a d - l a g  
n e t w c r k s  you m e n t i o n e d ,  and havc one comment i n  t h e i r  d e f e n s e :  
Three  o r  f o u r  s t a g e s  ccn do an amazir,g amcun t .  You can c.;ver a s  
much a s  t h r e e  t o  f o u r  d e c a d e s  o f  f r e q u e n c y  w i t h  o n l y  f.:rt.e o r  
four  s t a g e s .  
M R .  B R O W N :  O h ,  i s  t h a t  riet;cY? I t  i s n l t  a s  bad a s  i t  rr . 1 ,  a p p e a r  
a t  f i r s t  g l a r ~ c e  then.  I haven't used i t ,  b u t  would hbve lrnagined 
t h a t  you would need a  f a i r l y  l a r g e  number. 
M R .  REINHARIIT: As a n o t h e r  corcrnent, even a  s i n g l e  f i l t e r ,  which 
g e n e r a t e s  a  random t e l e g r a p h ,  w i l l  gener?t,e a  f l a t  Allail var iance  
o f  a b o u t  two o r d e r s  o f  magn i tude  i n  t a u ,  r i g h t  a round  t h e  peak. 
Then you r e a l l y  have t o  p u t  a p o l e  e v e r y  c ~ r d e r  o f  magn i tude  o r  
elfen every two o r d e r s  of magnitude. 
M H .  B R O W N :  A l l  o f  t h e s e  a r e ,  o f  c o u r s e ,  a p p r c . . l m a t e  models  fo ) -  
t h e  r easons  which I just c i t e d .  
M R .  A L L A N :  I t h i n k ,  i n  p r a c t i c e ,  t n e  p rob lem w i t h  f l i c k e r  n o i s e  
i s  n o t  a s e r i o u s  o n e ,  b e c a u s e  i t f c  o n l y  a t  t h e  e x t r e l , ~ e s ,  a s  y9u 
p o i n t e d  o u t ,  a t  z e r o  and a t  i n f i n ~ t y  , ;hat  y n u  have  d i f r ' i c u l ~ i e s  
w i t h  une o v e r  f i n t e g r a t i o n .  Tn  p rac ! , . ce ,  t , ha t . ' s  n o t  where t h e  
Four i e r  f r e q u e n c i e s  a re .  I r e l i t  ir few s t a g e s  of  t h e  f i l t e r  
w i l l  work very n i c e l y  i n  d e s c r i b i n g ,  p r e d i c t i n g  o r  simuiaf;ing 
f l i c k e r  p rocess .  
M R .  B R O W N :  You n e e !  someth i r Ig  l i k e  t h a t  t hough  a s  f a r  a s  t h e  
Kalman f i l t e r  i s  c o n c e r r ; e d .  You c d n f t .  d f f o r d  t o  have t h e s e  
f r a c t i o n a l  powers  o f  s i s  you a r e  g o i n g  t o  do t h e  i t a t e  model.  
You have t o  havc  s o m e t h i n g  where yorl sn.; q need t o  worry a b o u t  
i n t e g e r  powers  o f  s ,  and i f  you c;n do t h e t  v y  crlly a d d i r , ~  two o r  
t h r e e  p o l e s ,  t h a t  would be a very f e a s i b l e  way t o  apprC,ximate i t  
c e r t a i n l y .  
