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Abstract
We consider a nonlinear periodic problem driven by the scalar p-Laplacian with a nonsmooth potential
(hemivariational inequality). Using the degree theory for multivalued perturbations of (S)+-operators and
the spectrum of a class of weighted eigenvalue problems for the scalar p-Laplacian, we prove the existence
of at least three distinct nontrivial solutions, two of which have constant sign.
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1. Introduction
In this paper we study the existence of multiple nontrivial solutions for the following non-
linear periodic problem with the scalar p-Laplacian and a nonsmooth potential (hemivariational
inequality) {
−(∣∣x′(t)∣∣p−2x′(t))′ ∈ ∂j(t, x(t)) a.e. on T := [0, b],
x(0) = x(b), x′(0) = x′(b), 1 <p < ∞. (1.1)
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Lipschitz. By ∂j (t, x) we denote the generalized subdifferential of the function x → j (t, x) (see
Section 2). (The standard convention in (1.1) is that |r|p−2r = 0 if r = 0, 1 <p < 2.)
Recently, periodic problems involving the scalar p-Laplacian were studied by many authors.
We mention the works by Dang and Oppenheimer [6], Del Pino, Manasevich and Murua [9],
Fabry and Fayyad [11], Gasinski and Papageorgiou [12], Guo [15], Papageorgiou and Papageor-
giou [22] and Yang [24].
Of the aforementioned works, multiplicity results appear in the papers of Del Pino, Manase-
vich and Murua [9], Gasinski and Papageorgiou [12], Papageorgiou and Papageorgiou [22] and
Yang [24].
In Del Pino, Manasevich and Murua [9], the authors combine degree theoretic arguments
based on the Leray–Schauder degree with the use of time maps and employ conditions on the
partial interaction of the right-hand side nonlinearity with the Fucˇik spectrum of the p-Laplacian.
They prove an existence and a multiplicity result in the case when the right-hand side non-
linearity in (1.1) is a Carathéodory function f (t, x) (i.e., measurable in t ∈ T and continuous
in x ∈ R), and so, the corresponding potential function j (t, x) = ∫ x0 f (t, r) dr is C1 in the
x-variable (smooth problem).
A smooth potential function is also used by Papageorgiou and Papageorgiou [22]. There,
the approach is variational and uses the so-called second deformation theorem (see for example
Gasinski and Papageorgiou [14, p. 628]). Using that theorem, the authors prove the existence
of at least two nontrivial periodic solutions. In Yang [24], the right-hand side nonlinearity is a
Carathéodory function depending also on the derivative x′. So, the problem is not variational
and the author proves the existence of multiple solutions by assuming the existence of upper and
lower solutions for the problem and by using degree theoretic arguments based on Mawhin’s
coincidence degree map (see Mawhin [21]). The only multiplicity result with a nonsmooth po-
tential, is that of Gasinski and Papageorgiou [12]. In that paper, the approach is variational, based
on the nonsmooth critical point theory (see Gasinski and Papageorgiou [13]) and, in particular,
it uses a nonsmooth version of the local linking theorem due to Kandilakis, Kourogenis and
Papageorgiou [18].
Our approach in the current paper is completely different from all of the earlier works. It
is based on the degree map for multivalued perturbations of (S)+-operators, which was intro-
duced by Hu and Papageorgiou [16] (see also Hu and Papageorgiou [17]). This degree map is
a generalization to multivalued operators of the Browder degree [3]. We also use the spectrum
of a weighted periodic eigenvalue problem for the scalar p-Laplacian, as developed recently by
Zhang [26].
2. Mathematical background
Let X be a Banach space and X∗ its topological dual. The norms in X and X∗ will be denoted
by the same symbol ‖ .‖. By 〈.,.〉 we denote the duality brackets for the pair (X∗,X). Given a
locally Lipschitz function ϕ :X → R, the generalized directional derivative of ϕ at x ∈ X in the
direction h ∈ X, is defined by
ϕ0(x;h) = lim sup
x′→x
ϕ(x′ + λh)− ϕ(x′)
λ
.λ↓0
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support function of a nonempty, convex and w∗-compact subset ∂ϕ(x), defined by
∂ϕ(x) = {x∗ ∈ X∗: 〈x∗, h〉 ϕ0(x;h) for all h ∈ X}.
The multifunction x → ∂ϕ(x) is called the generalized subdifferential of ϕ. If ϕ :X → R is
continuous and convex, then ϕ is locally Lipschitz and its generalized subdifferential coincides
with the subdifferential in the sense of convex analysis ∂cϕ(x), defined by
∂cϕ(x) =
{
x∗ ∈ X∗: 〈x∗, h〉 ϕ(x + h)− ϕ(x) for all h ∈ X}.
Also, if ϕ ∈ C1(X), then ϕ is locally Lipschitz and ∂ϕ(x) = {ϕ′(x)}. We say that x ∈ X is a
critical point of a locally Lipschitz function ϕ :X →R, if 0 ∈ ∂ϕ(x). A local extremum of ϕ (i.e.,
a local maximum or a local minimum of ϕ) is a critical point of ϕ. The complete subdifferential
theory of locally Lipschitz functions can be found in Clarke [5].
A multifunction G :X → 2X∗ is said to be upper semicontinuous (usc for short), if for every
closed subset C ⊆ X∗, the set
G−(C) = {x ∈ X: G(x)∩C = ∅}
is closed in X. We say that a multifunction G :X → 2X∗ belongs to the class (P ), if it is usc,
it has nonempty, closed and convex values, and for any bounded subset C ⊆ X, the set G(C) =⋃
x∈C G(x) is relatively compact in X∗.
Given ε > 0 and an usc multifunction G :D ⊆ X → 2X∗ \ {∅} with closed and convex values,
we know (cf. Cellina [4]) that we can find a continuous map gε :D → X∗ such that
gε(x) ∈ G
(
(x +Bε)∩D
)+B∗ε for all x ∈ D
and
gε(D) ⊆ convG(D).
Here Bε = {x ∈ X: ‖x‖ < ε} and B∗ε = {x∗ ∈ X∗: ‖x∗‖ < ε}. Evidently, if G belongs to the
class (P ), then gε is a compact map.
Now let X and X∗ be uniformly convex Banach spaces, U ⊆ X a nonempty, bounded open
set, and A :U → X∗ a demicontinuous operator of class (S)+ (see Gasinski and Papageorgiou
[14, p. 338]). In fact, the theory can be developed in a more general framework; see Hu and
Papageorgiou [16]. However, the above setting suffices for our purposes.
Let (Xα)α∈J be the collection of all finite dimensional subspaces of X and let Aα be the
Galerkin approximation of A with respect to Xα , i.e.〈
Aα(x), y
〉
Xα
= 〈A(x), y〉 for all x ∈ U ∩Xα, y ∈ Xα,
where by 〈.,.〉Xα we denote the duality brackets for the pair (X∗α,Xα). Then, for x∗ /∈ A(∂U),
deg(S)+(A,U,x
∗) is defined by
deg(S)
(
A,U,x∗
)= dB(Aα,U ∩Xα,x∗),+
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Brouwer’s degree. For further details on the degree map deg(S)+ , we refer to Browder [3].
Suppose G :U → 2X∗ \ {∅} is a multifunction belonging to the class (P ). Then, for every
x∗ /∈ (A+G)(∂U), deg(S)+(A+G,U,x∗) is defined by
deg
(
A+G,U,x∗)= deg(S)+(A+ gε,U,x∗),
for ε > 0 small, where gε is the continuous ε− selector of the multifunction G, mentioned
above. This new degree map “deg” has all the usual properties, namely normalization, domain
additivity, homotopy invariance, excision and solution properties. The only ones that need further
elaboration, are the normalization and homotopy invariance properties.
Let F :X → X∗ be the duality map of X, defined by
F(x) = {x∗ ∈ X∗: 〈x∗, x〉= ‖x‖2 = ∥∥x∗∥∥2}.
Since we have assumed that both X and X∗ are uniformly convex,F is a homeomorphism, which
is bounded, monotone and of type (S)+ (see Gasinski and Papageorgiou [14, p. 316], and Zeidler
[25, p. 861]). Then, the normalization property of the degree map “deg,” reads as follows:
deg
(F ,U,x∗)= 1 if x∗ ∈F(U).
To formulate the homotopy invariance property, we need to define the admissible homotopies for
the operator A and for the multifunction G.
Definition 1. (a) A one-parameter family {At }t∈[0,1] of maps At :U → X∗ is said to be an “(S)+-
homotopy,” if for any {xn}n1 ⊆ U such that xn → x weakly in X, and for any {tn}n1 ⊆ [0,1]
with tn → t for which we have
lim sup
n→∞
〈
Atn(xn), xn − x
〉
 0,
one has that xn → x in X and Atn(xn) → At(x) weakly in X∗.
(b) A one-parameter family {Gt }t∈[0,1] of multifunctions Gt :U → 2X∗ \ {∅} is said to be a
“homotopy of class (P ),” if (t, x) → Gt(x) is usc from [0,1] × U into 2X∗ \ {∅}, with closed
convex values and ⋃{
Gt(x): t ∈ [0,1], x ∈ U
}
is compact in X∗.
Then, the homotopy invariance property of the degree map “deg,” reads as follows:
“If {At }t∈[0,1] is an (S)+-homotopy with At bounded for each t ∈ [0,1], {Gt }t∈[0,1] is a ho-
motopy of class (P ) and x∗ : [0,1] → X∗ is a continuous map such that x∗t /∈ (At +Gt)(∂U) for
all t ∈ [0,1], then deg(At +Gt,U,x∗t ) is independent of t ∈ [0,1].”
In the analysis of problem (1.1), we shall use the following two spaces:
W
1,p
per (0, b) =
{
x ∈ W 1,p(0, b): x(0) = x(b)}
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C1per(T ) =
{
x ∈ C1(T ): x(0) = x(b), x′(0) = x′(b)}.
As we already mentioned in the Introduction, we shall use the spectrum of a certain weighted
periodic eigenvalue problem for the scalar p-Laplacian. First, let us recall the standard spectrum
of the negative p-Laplacian with periodic boundary conditions.
So, we consider the following nonlinear eigenvalue problem:{
−(∣∣x′(t)∣∣p−2x′(t))′ = λ∣∣x(t)∣∣p−2x(t) a.e. on T := [0, b],
x(0) = x(b), x′(0) = x′(b), 1 <p < ∞. (2.1)
An eigenvalue is a λ ∈ R for which (2.1) has a nontrivial solution u ∈ C1per(T ), which is an
eigenfunction corresponding to the eigenvalue λ. The pair (λ,u) is an eigenelement. From (2.1)
we see at once that a necessary condition for λ ∈R to be an eigenvalue, is that λ 0.
Clearly, λ = 0 is an eigenvalue with R (i.e. the space of constant functions) as the correspond-
ing eigenspace. In fact, λ = 0 is the only eigenvalue with eigenfunctions of constant sign.
Every eigenfunction corresponding to an eigenvalue λ > 0 must change sign. Let πp =
2π(p−1)1/p
p sin π
p
. The sequence {μ2n = ( 2nπpb )p}n0 is the set of all eigenvalues for problem (2.1).
When p = 2 (linear eigenvalue problem), then π2 = π and so, we recover the well-known se-
quence of eigenvalues of the negative scalar p-Laplacian with periodic boundary conditions,
which is {μ2n = ( 2nπb )2}n0.
Every eigenfunction u ∈ C1per(T ) of problem (2.1) satisfies u(t) = 0 a.e. on [0, b] and in
fact u has only a finite number of zeros on T . For details, see Gasinski and Papageorgiou [14,
Section 6.3].
The weighted eigenvalue problem which will be used in the study of problem (1.1), is the
following: {
−(∣∣x′(t)∣∣p−2x′(t))′ = (λ+ g(t))∣∣x(t)∣∣p−2x(t) a.e. on T ,
x(0) = x(b), x′(0) = x′(b), λ ∈R, 1 <p < ∞, g ∈ L1(T ).
(2.2)
The function g ∈ L1(T ) is the weight. Problem (2.2) was investigated recently by Zhang [26],
who proved that it has a double sequence of eigenvalues {λ2n(g)}n1 and {λ2n(g)}n0, which
satisfy
−∞ < λ0(g) < λ2(g) λ2(g) < · · · < λ2n(g) λ2n(g) < · · ·
and λ2n(g) → ∞ as n → ∞.
If p = 2 (linear case), then the above two sequences correspond to all eigenvalues for problem
(2.2) (see Magnus and Winkler [20]). If p = 2 (nonlinear case), we do not know if this is true
(see Zhang [26]).
In what follows, by σ(p,g) we denote the set of eigenvalues for problem (2.2). Concerning
this spectrum, we have the following fact (see, e.g., Aizicovici, Papageorgiou and Staicu [1]).
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μ2n  η1(t) η2(t) μ2n+2 a.e. on T , for some n 0,
where the first and the third inequalities are strict on sets (not necessarily the same) of positive
measure, and g ∈ L∞(T )+ satisfies
η1(t) g(t) η2(t) a.e. on T ,
then
0 /∈ σ(p,g).
Finally, let us state another auxiliary result, which we shall need in the sequel. This result,
concerns the degree map “deg” introduced earlier and is due to Aizicovici, Papageorgiou and
Staicu [2]. To state the result we need some preparation.
Suppose X is a reflexive Banach space, which is embedded compactly and densely into
Lp(T ). It follows that Lp′(T ) = Lp(T )∗ ( 1
p
+ 1
p′ = 1) is embedded compactly and densely
into X∗. Let θ ∈ C1(X) and assume that θ ′ = Â :X → X∗ is bounded, continuous and of
class (S)+. Also, let Ĵ0 :Lp(T ) →R be the integral functional defined by
Ĵ0(x) =
b∫
0
j0
(
t, x(t)
)
dt for all x ∈ Lp(T ), (2.3)
where j0 :T ×R→R is an integrand such that:
(i) for all x ∈R , t → j0(t, x) is measurable;
(ii) for almost all t ∈ T , x → j0(t, x) is locally Lipschitz;
(iii) for almost all t ∈ T , all x ∈R and all u ∈ ∂j0(t, x),
|u| aˆ(t)+ cˆ|x|p−1 with aˆ ∈ Lp′(T )+, cˆ > 0.
Under these hypotheses on j0(t, x), the integral functional Ĵ0 (see (2.3)) is Lipschitz continu-
ous on bounded subsets of Lp(T ). Moreover, if J0 = Ĵ0|X , then ∂J0(x) = ∂Ĵ0(x) ⊆ Lp′(T ) and,
for all x ∈ X,
∂Ĵ0(x) = N0(x) =
{
u ∈ Lp′(T ): u(t) ∈ ∂j0
(
t, x(t)
)
a.e. on T
}
(see Clarke [5, pp. 47 and 83]). Due to the compact embedding of Lp′(T ) into X∗, it follows that
the multivalued operator N0 is of class (P ), and so, we can consider the degree deg(Â + N0).
The result of Aizicovici, Papageorgiou and Staicu [2, Proposition 5] is the following:
Theorem 3. If X is a reflexive Banach space which is embedded compactly and densely into
Lp(T ) (1 < p < ∞), U ⊆ X is a nonempty open set, ϕˆ = θ + Ĵ0 is locally Lipschitz with
θ ∈ C1(X), θ ′ = Â is bounded, continuous and of class (S)+, J0 = Ĵ0|X with Ĵ0 given by (2.3),
x0 ∈ U , ξ , μ, r ∈R, ξ < μ and r > 0 satisfy
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(ii) if x ∈ {ϕˆ  ξ} ∩U , then tx0 + (1 − t)x ∈ V for all t ∈ [0,1],
(iii) 0 /∈ ∂ϕˆ(x) for all x ∈ {ξ  ϕˆ  μ} ∩U ,
then
deg(∂ϕˆ,V ,0) = deg(Â+N0,V ,0) = 1.
3. Multiple periodic solutions
The hypotheses on the nonsmooth potential j (t, x) are the following:
(Hj ) The function j :T ×R→R is such that j (t,0) = 0 a.e. on T and
(i) for all x ∈R, t → j (t, x) is measurable;
(ii) for almost all t ∈ T , x → j (t, x) is locally Lipschitz;
(iii) for every r > 0, there exists ar ∈ Lp′(T )+ such that for almost all t ∈ T , all x ∈ R
with |x| r and all u ∈ ∂j (t, x), we have
|u| ar(t);
(iv) there exist functions θˆ , θ ∈ L∞(T ) such that θˆ (t)  θ(t)  0 a.e. on T , with the
second inequality strict on a set of positive measure and
θˆ (t) lim inf|x|→∞
u
|x|p−2x  lim sup|x|→∞
u
|x|p−2x  θ(t)
uniformly for almost all t ∈ T and all u ∈ ∂j (t, x);
(v) there exist functions η1, η2 ∈ L∞(T )+ such that, for some integer n 0, we have
μ2n  η1(t) η2(t) μ2n+2 a.e. on T ,
where the first and the third inequalities are strict on sets (not necessarily the same)
of positive measure and
η1(t) lim inf
x→0
u
|x|p−2x  lim supx→0
u
|x|p−2x  η2(t)
uniformly for almost all t ∈ T and all u ∈ ∂j (t, x);
(vi) there exist numbers c− < 0 < c+ such that
∫ b
0 j (t, c±) dt > 0 and for a.a. t ∈ T , all
x ∈R and all u ∈ ∂j (t, x), we have −c0|x|p−1  u, with c0 > 0.
Remark 4. The following nonsmooth locally Lipschitz function satisfies hypotheses (Hj ) (for
simplicity, we drop the t-dependence)
j (x) =
{ c
p
ln(|x|p + 1) if |x| 1,
− 1
p
|x|p + c
p
ln 2 + 1
p
if |x| > 1,
with μ2n < c < μ2n+2 for some even integer n 0.
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ϕ(x) = 1
p
‖x′‖pp −
b∫
0
j
(
t, x(t)
)
dt.
Here and in what follows, ‖ .‖p stands for the Lp(T ) norm.
We know that ϕ is Lipschitz continuous on bounded sets, hence it is locally Lipschitz. Also,
we consider the Lipschitz continuous truncation functions τ± :R→R±, defined by
τ+(x) =
{
0 if x  0,
x if x > 0,
τ−(x) =
{
x if x < 0,
0 if x  0.
Using them, we define
j+(t, x) = j
(
t, τ+(x)
)
and j−(t, x) = j
(
t, τ−(x)
)
for all (t, x) ∈ T ×R.
Evidently, we have:
(i) for every x ∈R, t → j±(t, x) are measurable,
(ii) for almost all t ∈ T , x → j±(z, x) are locally Lipschitz,
(iii) for almost all t ∈ T , all x  0 (respectively all x  0),
j+(t, x) = 0
(
respectively j−(t, x) = 0
)
.
Moreover, from the nonsmooth chain rule (see Clarke [5, p. 42]),
∂j+(t, x) ⊆
⎧⎨⎩
{0} if x < 0,
{r∂j (t,0): r ∈ [0,1]} if x = 0,
∂j (t, x) if x > 0,
∂j−(t, x) ⊆
⎧⎨⎩
∂j (t, x) if x < 0,
{r∂j (t,0): r ∈ [0,1]} if x = 0,
{0} if x > 0.
(3.1)
We also introduce the “truncated” Euler functionals ϕ± :W 1,pper (0, b) →R by
ϕ±(x) = 1
p
‖x′‖pp −
b∫
0
j±
(
t, x(t)
)
dt for all x ∈ W 1,pper (0, b).
Both functionals are Lipschitz continuous on bounded sets, hence locally Lipschitz.
Hereafter, we denote by 〈.,.〉 the duality brackets for the pair (W 1,pper (0, b)∗,W 1,pper (0, b)).
Then, we consider the nonlinear operator A :W 1,pper (0, b) → W 1,pper (0, b)∗ defined by
〈
A(x), y
〉= b∫ ∣∣x′(t)∣∣p−2x′(t)y′(t) dt for all x, y ∈ W 1,pper (0, b). (3.2)
0
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class (S)+.
Proof. Here and throughout the rest of the paper, we use w−→ to designate the weak convergence.
It is clear from (3.2) that A is bounded, continuous and monotone, hence it is maximal monotone,
too.
Let xn w−→ x in W 1,pper (0, b) and assume that
lim sup
n→∞
〈
A(xn), xn − x
〉
 0. (3.3)
Note that {A(xn)}n1 is bounded in W 1,pper (0, b)∗, so that we may assume that it is weakly
convergent in this space. Since A is maximal monotone, it is generalized pseudomonotone (see
Gasinski and Papageorgiou [14, p. 330]). So, from (3.3) it follows that〈
A(xn), xn
〉→ 〈A(x), x〉;
hence ∥∥x′n∥∥p → ‖x′‖p as n → ∞.
Since by hypothesis xn w−→ x in W 1,pper (0, b), we have that x′n w−→ x′ in Lp(T ). The space
Lp(T ) is uniformly convex, and so it has the Kadec–Klee property. Hence, it follows that
x′n → x′ in Lp(T ). Moreover, from the compact embedding of W 1,pper (0, b) into Lp(T ), we also
have xn → x in Lp(T ). So, we conclude that xn → x in W 1,pper (0, b), and this proves that A is of
type (S)+. 
We also introduce the Nemitsky operators corresponding to the generalized subdifferentials,
i.e.,
N(x) = {u ∈ Lp′(T ): (t) ∈ ∂j(t, x(t)) a.e. on T }
and
N±(x) =
{
u ∈ Lp′(T ): u(t) ∈ ∂j±
(
t, x(t)
)
a.e. on T
}
,
for all x ∈ Lp(T ). From Aizicovici, Papageorgiou and Staicu [2, Proposition 3 and Corollary 4],
it follows:
Proposition 6. If hypotheses (Hj )(i)–(iii) hold, then the multivalued operators
N,N± :W 1,pper (0, b) → 2W
1,p
per (0,b)∗
are of type (P ).
The next proposition underlines the significance of the nonuniform nonresonance condition
at ±∞, as given in hypothesis (Hj )(iv). In this statement and in what follows, ‖ .‖W denotes the
norm of W 1,pper (0, b).
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measure, then there exists ξ0 > 0 such that
ψ(x) := ‖x′‖pp −
b∫
0
θ(t)
∣∣x(t)∣∣p dt  ξ0‖x‖pW for all x ∈ W 1,pper (0, b). (3.4)
Proof. Evidently, ψ  0. Suppose the proposition is not true. Then, by virtue of the positive
p-homogeneity of ψ , we can find {xn}n1 ⊆ W 1,pper (0, b) such that ‖xn‖W = 1 for all n 1 and
ψ(xn) ↓ 0 as n → ∞. By passing to a suitable subsequence if necessary, we may assume that
xn
w−→ x in W 1,pper (0, b) and xn → x in C(T ) as n → ∞
(recall that W 1,pper (0, b) is embedded compactly into C(T )). We have
‖x′‖pp  lim inf
n→∞
∥∥x′n∥∥pp
and
b∫
0
θ(t)
∣∣xn(t)∣∣p dt → b∫
0
θ(t)
∣∣x(t)∣∣p dt as n → ∞.
So, we obtain
ψ(x) lim
n→∞ψ(xn) = 0,
hence
‖x′‖pp 
b∫
0
θ(t)
∣∣x(t)∣∣p dt  0, (3.5)
therefore
x ≡ cˆ ∈R.
If cˆ = 0, then xn → 0 in C(T ) as n → ∞ and ‖x′n‖p → 0. Therefore xn → 0 in W 1,pper (0, b),
a contradiction to the fact that ‖xn‖W = 1 for all n 1.
If cˆ = 0, then from the first inequality in (3.5), we have
‖x′‖pp  cˆp
b∫
0
θ(t) dt < 0,
again a contradiction. It follows that (3.4) is true. 
514 S. Aizicovici et al. / J. Differential Equations 243 (2007) 504–535Now, we introduce the set
C+ =
{
x ∈ W 1,pper (0, b): x(t) 0 for all t ∈ T
}
.
Clearly, C+ is a nonempty, closed, convex cone that makes W 1,pper (0, b) an ordered Banach space,
with the partial order denoted by  and defined by
x  y if and only if y − x ∈ C+
(
i.e., y(t) x(t) for all t ∈ T ).
Proposition 8. If hypotheses (Hj ) hold, then problem (1.1) admits a solution x0 ∈ C1per(T ) such
that x0(t) > 0 for all t ∈ T .
Proof. By virtue of hypothesis (Hj )(iv), given ε ∈ (0,1), we can find M1 = M1(ε) > 0 such that
for almost all t ∈ T , all x M1 and all u ∈ ∂j (t, x) = ∂j+(t, x) (see (3.1)), we have
u
(
θ(t)+ ε)xp−1. (3.6)
Moreover, from hypothesis (Hj )(iii) and (3.1), we see that there exists hε ∈ Lp′(T )+ such that
for almost all t ∈ T , all x <M1 and all u ∈ ∂j+(t, x), we have
|u| hε(t). (3.7)
From (3.6) and (3.7) it follows that for almost all t ∈ T , all x  0 and all u ∈ ∂j+(t, x),
u
(
θ(t)+ ε)|x|p−1 + hˆε(t) (3.8)
where
hˆε(t) = hε(t)+
(‖θ‖∞ + 1)Mp−11 .
Because of hypothesis (Hj )(ii), we know that for almost all t ∈ T , the function r → j+(t, r)
is differentiable almost everywhere on R and at every point of differentiability r ∈ R, we have
d
dr
j+(t, r) ∈ ∂j+(t, r).
Then (recall that j (t,0) = 0 a.e. on T ),
j+(t, x) =
x∫
0
d
dr
j+(t, r) dr 
1
p
(
θ(t)+ ε)|x|p + hˆε(t)|x| (3.9)
for a.a. t ∈ T and all x  0 (see (3.8)). Therefore, for every x ∈ C+, we have
ϕ+(x) = 1
p
‖x′‖pp −
b∫
0
j+
(
t, x(t)
)
dt
 1
p
‖x′‖pp − 1
p
b∫
0
θ(t)
∣∣x(t)∣∣p dt − ε
p
‖x‖pp − c1‖x‖W
 1 (ξ0 − ε)‖x‖pW − c1‖x‖W for some c1 > 0 (3.10)p
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exploiting the compact embedding of W 1,pper (0, b) into C(T ), we can easily check that ϕ+ is se-
quentially weakly lower semicontinuous. Thus, by the Weierstrass theorem, we can find x0 ∈ C+
such that
ϕ+(x0) = inf
C+
ϕ+ = m+.
Because of hypothesis (Hj )(vi), we have
m+ = ϕ+(x0) ϕ+(c+) = −
b∫
0
j+(t, c+) dt = −
b∫
0
j (t, c+) dt < 0 = ϕ+(0),
hence
x0 = 0.
From Clarke [5, p. 52], we have that
0 ∈ ∂ϕ+(x0)+NC+(x0), (3.11)
where NC+(x0) is the normal cone to C+ at x0. By definition,
NC+(x0) =
{
v∗ ∈ W 1,pper (0, b)∗:
〈
v∗, v − x0
〉
 0 for all v ∈ C+
}
. (3.12)
From (3.11), we see that we can find x∗ ∈ ∂ϕ+(x0) such that −x∗ ∈ NC+(x0). We know that
x∗ = A(x0)− u0
with u0 ∈ N+(x0). Therefore
−A(x0)+ u0 ∈ NC+(x0),
hence (see (3.12))
0
〈
A(x0)− u0, v − x0
〉
for all v ∈ C+. (3.13)
Given ε > 0 and g ∈ W 1,pper (0, b), we set
v = (x0 + εg)+ = (x0 + εg)+ (x0 + εg)− ∈ C+.
(Recall that if x ∈ W 1,pper (0, b), then x+ = max{x,0} ∈ W 1,pper (0, b) and x− = max{−x,0} ∈
W
1,p
per (0, b).)
Using this as a test function in (3.13), we obtain
0
〈
x∗, εg
〉+ 〈x∗, (x0 + εg)−〉,
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−〈x∗, (x0 + εg)−〉 〈x∗, εg〉. (3.14)
Let
T −ε =
{
t ∈ T : (x0 + εg)(t) < 0
}
.
We know that
[
(x0 + εg)−
]′
(t) =
{−(x0 + εg)′(t) a.e. on T −ε ,
0 on T \ T −ε .
(3.15)
Then
−〈x∗, (x0 + εg)−〉
= −〈A(x0), (x0 + εg)−〉+ b∫
0
u0(x0 + εg)− dt
= −
b∫
0
∣∣x′0∣∣p−2x′0[(x0 + εg)−]′ dt +
b∫
0
u0(x0 + εg)− dt. (3.16)
Using (3.15), we have
−
b∫
0
∣∣x′0∣∣p−2x′0[(x0 + εg)−]′ dt = ∫
T −ε
∣∣x′0∣∣p−2x′0(x0 + εg)′ dt
 ε
∫
T −ε
∣∣x′0∣∣p−2x′0g′ dt. (3.17)
In addition
b∫
0
u0(x0 + εg)− dt = −
∫
T −ε
u0(x0 + εg)dt
= −
∫
T −ε ∩{x0=0}
εu0g dt −
∫
T −ε ∩{x0>0}
u0(x0 + εg)dt. (3.18)
By hypothesis (Hj )(vi), u0(t) 0 a.e. on {x0 = 0}. So (note that g < 0 on T −ε ∩ {x0 = 0})
−
∫
−
εu0g dt  0. (3.19)Tε ∩{x0=0}
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with ar ∈ Lp′(T )+. Hence
−
∫
T −ε ∩{x0>0}
u0(x0 + εg)dt 
∫
T −ε ∩{x0>0}
ar(x0 + εg)dt
 ε
∫
T −ε ∩{x0>0}
arg dt. (3.20)
Using (3.19) and (3.20) in (3.18), we obtain
b∫
0
u0(x0 + εg)− dt  ε
∫
T −ε ∩{x0>0}
arg dt. (3.21)
We return to (3.16) and use (3.17) and (3.21), to obtain
−〈x∗, (x0 + εg)−〉 ε ∫
T −ε
∣∣x′0∣∣p−2x′0g′ dt + ε ∫
T −ε ∩{x0>0}
arg dt,
hence 〈
x∗, g
〉

∫
T −ε
∣∣x′0∣∣p−2x′0g′ dt + ∫
T −ε ∩{x0>0}
arg dt (3.22)
(see (3.14)). If by | . |1 we denote the Lebesgue measure on R, we have∣∣T −ε ∩ {x0 > 0}∣∣1 → 0 as ε → 0.
Also, we remark that x′0(t) = 0 a.e. on {x0 = 0} (Stampacchia’s theorem). Therefore, if in (3.22)
we pass to the limit as ε → 0, we obtain
0
〈
x∗, g
〉
. (3.23)
But recall that g ∈ W 1,pper (0, b) was arbitrary. So from (3.23) we deduce that x∗ = 0. It follows
that
A(x0) = u0 with u0 ∈ N+(x0).
From this, reasoning as in Aizicovici, Papageorgiou and Staicu [1], we deduce that x0 ∈ C1per(T )
and it is a solution of problem (1.1). Then hypothesis (Hj )(vi) implies that(∣∣x′0(t)∣∣p−2x′0(t))′  c0x0(t)p−1 a.e. on T .
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x0(t) > 0 for all t ∈ (0, b)
and if x0(0) = x0(b) = 0, then x′0(b) < 0 < x′0(0), a contradiction to the fact that x0 ∈ C1per(T ).
Therefore x0(0) = x0(b) > 0 and so, we conclude that x0(t) > 0 for all t ∈ T . 
In the next proposition, x0 ∈ C1per(T ) is the solution of problem (1.1) that was obtained in
Proposition 8. We have
Proposition 9. If hypotheses (Hj ) hold, then x0 ∈ C1per(T ) is a local minimizer of ϕ.
Proof. We consider the space
Ĉ1(T ) = {x ∈ C1(T ): x(0) = x(b)}= C1(T )∩W 1,pper (0, b).
This is an ordered Banach space with a positive cone given by
Ĉ1(T )+ =
{
x ∈ Ĉ1(T ): x(t) 0 for all t ∈ T }.
Now, let x0 ∈ C1per(T ) be the solution of problem (1.1) obtained in Proposition 8. We claim that
x0 ∈ int Ĉ1(T )+. To this end, let t0 ∈ T be such that
x0(t0) = min
t∈T x0(t).
From Proposition 8 we have x0(t0) > 0. Let ε ∈ (0, x0(t0)) and consider the ball
BĈ
1
ε (x0) =
{
y ∈ Ĉ1(T ): ‖y − x0‖C1(T ) < ε
}
.
For every y ∈ BĈ1ε (x0), we have∣∣y(t)− x0(t)∣∣ ‖y − x0‖∞
 ‖y − x0‖∞ +
∥∥y′ − x′0∥∥∞ = ‖y − x0‖C1(T ) < ε,
hence
0 < x0(t0)− ε  x0(t)− ε < y(t) for all t ∈ T ,
i.e., y ∈ Ĉ1(T )+. Therefore BĈ1ε (x0) ⊆ Ĉ1(T )+ and x0 ∈ int Ĉ1(T )+, as claimed.
Since x0 ∈ C1per(T ) is a solution of problem (1.1), we have
Ax0 = u0 (3.24)
with u0 ∈ Lp′(T ), u0(t) ∈ ∂j (t, x0(t)) a.e. on T (i.e., u0 ∈ N(x0); see also the proof of Proposi-
tion 8). Suppose that the conclusion of the proposition is not true. Recall that the Euler functional
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yn ∈ W 1,pper (0, b) such that
‖yn − x0‖W  1
n
and ϕ(yn) = min
{
ϕ(y): y ∈ B 1
n
(x0)
}
< ϕ(x0) (3.25)
for all n 1, where B 1
n
(x0) = {y ∈ W 1,pper (0, b): ‖y − x0‖W  1n }.
Let f :W 1,pper (0, b) →R be defined by
f (v) = 1
p
‖v‖pW =
1
p
(‖v′‖pp + ‖v‖pp) for all v ∈ W 1,pper (0, b).
By virtue of the nonsmooth Lagrange multiplier rule (see Clarke [5, Chapter 6]) there exists
λn > 0 such that
0 ∈ ∂ϕ(yn)+ λnf ′(yn − x0) for all n 1,
hence
A(yn)− un + λnA(yn − x0)+ λnK(yn − x0) = 0 for all n 1, (3.26)
where K :Lp(T ) → Lp′(T ) is defined by K(v)(.) = |v(.)|p−2v(.) and un ∈ N(yn). Note that
f ′(v) = A(v)+K(v).
We study Eq. (3.26) by considering two cases.
Case 1: The sequence {λn}n1 ⊆R+ of Lagrange multipliers is bounded.
Set
ξn(t, r) = |r|p−2r + λn
∣∣r − x′0(t)∣∣p−2(r − x′0(t))+ λn∣∣x′0(t)∣∣p−2x′0(t)
for all (t, r) ∈ T ×R. Note that for all n 1, ξn ∈ C(T ×R) and for all t ∈ T , ξn(t, .) is strictly
monotone (strongly monotone if p  2). Moreover,∣∣ξn(t, r)∣∣ c1|r|p−1 + c2 for all (t, x) ∈ T ×R,
with c1, c2 > 0 independent of n 1 and also
ξn(t,0) = 0, ξn(t, r)r  c0|r|p − cˆ for all (t, x) ∈ T ×R and all n 1 (3.27)
with c0, cˆ > 0. From (3.24) and (3.26) we deduce that yn ∈ C1(T ) and{−(ξn(t, y′n(t)))′ = un(t)− λnK(yn − x0)(t)+ λnu0(t) a.e. on T ,
yn(0) = yn(b), y′n(0) = y′n(b), n 1.
(3.28)
Using hypothesis (Hj )(iii) and (3.25), from (3.28) it follows that{
ξn
(
., y′n(.)
)′} ⊆ Lp′(T )
n1
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C(T ) is relatively compact (recall that W 1,p′(0, b) is embedded compactly in C(T )). For every
t ∈ T and every n 1, the map ξ−1n,t :R→R given by
ξ−1n,t (v) = z ⇐⇒ ξn(t, z) = v
is a well defined, single-valued map (recall that ξn(., z) is strictly monotone). Moreover, we can
easily check that ξ−1n,t is continuous. For n 1, define ηn : C(T ) → C(T ) by
ηn(v)(t) = ξ−1n,t
(
v(t)
)
for all v ∈ C(T ) and all t ∈ T ,
and note that
ξn
(
t, ηn(v)(t)
)= v(t) for all n 1 and all t ∈ T .
We will show that if {vn}n1 ⊆ C(T ) is relatively compact, then so is {ηn(vn)}n1 ⊆ C(T ).
From (3.27), we have
∣∣ηn(vn)(t)∣∣p  ξn(t, ηn(vn)(t))ηn(vn)(t)
 cˆ0
(∣∣vn(t)∣∣∣∣ηn(vn)(t)∣∣+ 1) for all n 1 and t ∈ T , with cˆ0 > 0,
hence {
ηn(vn)
}
n1 ⊆ C(T ) is bounded. (3.29)
Next let s, t ∈ T . We have
(
ξn
(
t, ηn(vn)(t)
)− ξn(s, ηn(vn)(s)))(ηn(vn)(t)− ηn(vn)(s))
= (ξn(t, ηn(vn)(t))− ξn(t, ηn(vn)(s)))(ηn(vn)(t)− ηn(vn)(s))
+ (ξn(t, ηn(vn)(s))− ξn(s, ηn(vn)(s)))(ηn(vn)(t)− ηn(vn)(s)). (3.30)
From the definition of ξn, we see that given ε > 0, we can find δ1 > 0 such that if |t − s| < δ1,
then ∣∣ξn(t, ηn(vn)(s))− ξn(s, ηn(vn)(s))∣∣< ε2 ,
hence
(
ξn
(
t, ηn(vn)(s)
)− ξn(s, ηn(vn)(s)))(ηn(vn)(t)− ηn(vn)(s))
−ε
2
∣∣ηn(vn)(t)− ηn(vn)(s)∣∣. (3.31)
Also, if p  2, then
S. Aizicovici et al. / J. Differential Equations 243 (2007) 504–535 521(
ξn
(
t, ηn(vn)(t)
)− ξn(t, ηn(vn)(s)))(ηn(vn)(t)− ηn(vn)(s))
 c3
∣∣ηn(vn)(t)− ηn(vn)(s)∣∣p for some c3 > 0 and all n 1. (3.32)
If 1 <p < 2, then(
ξn
(
t, ηn(vn)(t)
)− ξn(t, ηn(vn)(s)))(ηn(vn)(t)− ηn(vn)(s))
 c4
∣∣ηn(vn)(t)− ηn(vn)(s)∣∣2(1 + ∣∣ηn(vn)(t)∣∣+ ∣∣ηn(vn)(s)∣∣)p−2
 c5
∣∣ηn(vn)(t)− ηn(vn)(s)∣∣2 (3.33)
for some c4 > 0, c5 > 0 and all n 1 (see (3.29)). For p  2, using (3.31) and (3.32) in (3.30),
we obtain ∣∣vn(t)− vn(s)∣∣+ ε2  c3∣∣ηn(vn)(t)− ηn(vn)(s)∣∣p−1. (3.34)
On the other hand, if 1 <p < 2, using (3.31) and (3.33) in (3.30), we obtain∣∣vn(t)− vn(s)∣∣+ ε2  c5∣∣ηn(vn)(t)− ηn(vn)(s)∣∣. (3.35)
Since {vn}n1 ⊆ C(T ) is relatively compact, it is equicontinuous and so, we can find 0 < δ2 < δ1
such that if |t − s| < δ2, then |vn(t) − vn(s)| < ε2 for all n 1. Using this in (3.34) and (3.35),
we obtain that if |t − s| < δ2, then∣∣ηn(vn)(t)− ηn(vn)(s)∣∣< ε for all n 1,
hence {ηn(vn)}n1 is equicontinuous.
Therefore, by the Ascoli–Arzela theorem, we conclude that {ηn(vn)}n1 ⊆ C(T ) is relatively
compact.
Now, let vn(.) = ξn(., y′n(.)) ⊆ C(T ). We have
ηn(vn) = y′n for all n 1.
But we already know that {vn}n1 ⊆ C(T ) is relatively compact. So, it follows that {y′n}n1 ⊆
C(T ) is relatively compact. From the choice of the sequence {yn}n1 ⊆ C(T ), we know that
yn → x0 in W 1,pper (0, b) and so, yn → x0 in C(T ). Therefore, we conclude that
yn → x0 in C1(T ).
Recall that
ϕ(x0) = inf
C+
ϕ+ and x0 ∈ int Ĉ1(T )+.
Hence, we can find ε > 0 such that
BĈ
1
ε (x0) =
{
y ∈ Ĉ1(T ): ‖y − x0‖C1(T )  ε
}⊆ Ĉ1(T )+.
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ϕ(x0) = ϕ+(x0) ϕ+(y) = ϕ(y) (3.36)
(see the proof of Proposition 8). Since yn → x0 in Ĉ1(T ), we can find n0  1 such that
yn ∈ BĈ1ε (x0) for all n n0, hence
ϕ(x0) ϕ(yn) for all n n0
(see (3.36)), which contradicts (3.25). This proves the proposition when {λn}n1 is bounded.
Case 2: The sequence {λn}n1 ⊆R+ of Lagrange multipliers is unbounded.
Without any loss of generality, we may assume that λn → +∞ and λn  1 for all n 1. Set
zn = yn − x0, n 1.
From (3.26), we have
1
λn
A(zn + x0)+A(zn) = 1
λn
un −K(zn), (3.37)
with un ∈ N(zn + x0). We set
θn(t, r) = |r|p−2r + 1
λn
∣∣r + x′0(t)∣∣p−2(r + x′0(t))+ 1λn ∣∣x′0(t)∣∣p−2x′0(t)
for n  1. Again θn ∈ C(T × R) and has the same properties as ξn in the previous case. From
(3.24) and (3.37), we have⎧⎨⎩−
(
θn
(
t, z′n(t)
))′ = 1
λn
un(t)−K(zn)(t)+ 1
λn
u0(t) a.e. on T ,
zn(0) = zn(b), z′n(0) = z′n(b).
(3.38)
Working as in Case 1, and using this time (3.38) instead of (3.28), again we reach a contradiction.
This completes the proof of the proposition. 
We may assume that x0 ∈ int Ĉ1(T )+ is an isolated critical point of ϕ, or otherwise we will
have a continuum of nontrivial solutions for problem (1.1).
Proposition 10. If hypotheses (Hj ) hold and x0 ∈ int Ĉ1(T )+ is the solution of (1.1) obtained in
Proposition 8, then there exists a sufficiently small r0 > 0 such that
deg
(
∂ϕ,Br0(x0),0
)= deg(A−N,Br0(x0),0)= 1,
where
Br0(x0) =
{
x ∈ W 1,pper (0, b): ‖x − x0‖W < r0
}
.
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find r0 > 0 such that
ϕ(x0) < ϕ(y) and 0 /∈ ∂ϕ(y) for all y ∈ Br0(x0) \ {x0}, (3.39)
with
Br0(x0) =
{
x ∈ W 1,pper (0, b): ‖x − x0‖W  r0
}
.
We claim that for all 0 < r < r0
inf
{
ϕ(x): x ∈ Br0(x0) \Br(x0)
}
> ϕ(x0). (3.40)
We proceed by contradiction. So, suppose that (3.40) is not true. Then, we can find 0 < r < r0
and a sequence {xn}n1 ⊆ Br0(x0) \Br(x0) such that
ϕ(xn) ↓ ϕ(x0) as n → ∞.
Evidently, the sequence {xn}n1 ⊆ W 1,pper (0, b) is bounded. Therefore, by passing to a suitable
subsequence if necessary, we may assume that
xn
w−→ y0 in W 1,pper (0, b) and xn → y0 in C(T ) as n → ∞.
Recall that ϕ is sequentially weakly lower semicontinuous on W 1,pper (0, b). Hence
ϕ(y0) lim
n→∞ϕ(xn) = ϕ(x0). (3.41)
Since y0 ∈ Br0(x0), it follows that
ϕ(x0) ϕ(y0) and the inequality is strict if x0 = y0. (3.42)
Comparing (3.41) and (3.42), we conclude that y0 = x0.
By the mean value theorem for locally Lipschitz functions, we can find
v∗n ∈ ∂ϕ
(
λnxn + (1 − λn)xn + x02
)
with 0 < λn < 1, n 1,
such that
ϕ(xn)− ϕ
(
xn + x0
2
)
=
〈
v∗n,
xn − x0
2
〉
. (3.43)
We know that
v∗n = A
(
λnxn + (1 − λn)xn + x0
)
− un,2
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un ∈ N
(
λnxn + (1 − λn)xn + x02
)
.
So, from (3.43) we have
ϕ(xn)− ϕ
(
xn + x0
2
)
= 1
2
〈
A
(
λnxn + (1 − λn)xn + x02
)
, xn − x0
〉
− 1
2
b∫
0
un(xn − x0) dt. (3.44)
Note that because of hypothesis (Hj )(iii)
b∫
0
un(xn − x0) dt → 0 as n → ∞. (3.45)
Also recall that
ϕ(xn) → ϕ(x0). (3.46)
In addition, since
xn + x0
2
w−→ x0 in W 1,pper (0, b)
and ϕ is sequentially weakly lower semicontinuous, we obtain
ϕ(x0) lim inf
n→∞ ϕ
(
xn + x0
2
)
. (3.47)
Thus, if we return to (3.44), pass to the limit as n → ∞ and use (3.45)–(3.47), we have
lim sup
n→∞
〈
A
(
λnxn + (1 − λn)xn + x02
)
, xn − x0
〉
 0. (3.48)
Without loss of generality, we may assume that λn → λ ∈ [0,1], as n → ∞. Then
λnxn + (1 − λn)xn + x02
w−→ x0.
In addition, since
λnxn + (1 − λn)xn + x02 − x0 =
1 + λn
2
(xn − x0),
and by Proposition 5, A is an (S)+-operator, from (3.48) we infer that
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1,p
per (0, b) as n → ∞. (3.49)
But ∥∥∥∥λnxn + (1 − λn)xn + x02 − x0
∥∥∥∥
W
= 1 + λn
2
‖xn − x0‖W  r2 (3.50)
for n 1. Comparing (3.49) and (3.50), we reach a contradiction. This proves (3.40). Next, we
set
μ = inf{ϕ(x): x ∈ Br0(x0) \Br02 (x0)}− ϕ(x0). (3.51)
Then, from (3.40) it follows that μ> 0. We introduce the set
V = {x ∈ Br0
2
(x0): ϕ(x)− ϕ(x0) < μ
}
. (3.52)
Since ϕ is continuous, V is open and clearly x0 ∈ V . Let r ∈ (0, r02 ) be such that Br(x0) ⊆ V .
We can apply Theorem 3 with U = Br0(x0), ϕˆ = ϕ − ϕ(x0), x0,μ > 0 as above and
0 < ξ < inf
{
ϕ(x): x ∈ Br0(x0) \Br(x0)
}− ϕ(x0) (3.53)
(see (3.40)). Indeed, since r < r02 , we have ξ < μ. Obviously V ⊆ Br0(x0) and{
x ∈ Br0(x0): ϕ(x)− ϕ(x0) ξ
}⊆ Br(x0) ⊆ Br(x0) ⊆ V.
From (3.39) we know that 0 /∈ ∂ϕ(x) for all x ∈ Br0(x0) with ξ  ϕ(x) − ϕ(x0)  μ. Conse-
quently, all the hypotheses of Theorem 3 are satisfied. So, applying that theorem, we deduce
that
deg(∂ϕ,V,0) = 1.
Since 0 /∈ ∂ϕ(V \Br(x0)), from the excision property of the degree map, we conclude that
deg
(
∂ϕ,Br(x0),0
)= deg(A−N,Br(x0),0)= 1. 
In a similar fashion, working on the negative half-axis, and using this time the truncated Euler
functional ϕ− and the closed convex cone C− = −C+ we obtain
Proposition 11. If hypotheses (Hj ) hold, then there exists a solution v0 ∈ C1per(T ) of problem
(1.1) such that
(a) v0(t) < 0 for all t ∈ T ,
(b) v0 is a local minimizer of the Euler functional ϕ,
(c) there exists r1 > 0 such that
deg
(
∂ϕ,Br1(v0),0
)= deg(A−N,Br1(v0),0)= 1.
Next, we compute the degree of ∂ϕ = A−N for large balls.
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have
deg(∂ϕ,BR,0) = deg(A−N,BR,0) = 1.
(Here BR denotes the open ball centered at the origin, of radius R, in W 1,pper (0, b).)
Proof. As before, let K :Lp(T ) → Lp′(T ) be defined by
K(x)(.) = ∣∣x(.)∣∣p−2x(.).
We know that K is bounded and continuous, and due to the compact embedding of W 1,pper (0, b)
into Lp(T ), K viewed as a map from W 1,pper (0, b) into Lp
′
(T ) is completely continuous. There-
fore x → A(x)+K(x) is of type (S)+.
We introduce the admissible homotopy h1 : [0,1] ×W 1,pper (0, b) → W 1,pper (0, b)∗ defined by
h1(β, x) = A(x)+ εK(x)− βN(x)− βεK(x),
with ε > 0.
Claim. There exists R0 > 0 such that 0 /∈ h1(β, x) for all β ∈ [0,1] and all x with ‖x‖W =
R R0.
We argue indirectly. So, suppose that the claim is not true. Then, we can find {βn}n1 ⊆ [0,1]
and {xn}n1 ⊆ W 1,pper (0, b) such that
βn → β in [0,1], ‖xn‖W → ∞ and 0 ∈ h1(βn, xn) for all n 1.
We set
yn = xn‖xn‖W , n 1.
We may assume that
yn
w−→ y in W 1,pper (0, b) and yn → y in C(T ) as n → ∞.
We have
A(yn)+ εK(yn) = βn un‖xn‖p−1W
+ βnεK(yn), (3.54)
with un ∈ N(xn), n 1. By virtue of hypotheses (Hj )(iii) and (iv), we see that{
un
‖x ‖p−1
}
n1
⊆ Lp′(T )
n W
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un
‖xn‖p−1W
w−→ h in Lp′(T ), as n → ∞. (3.55)
Using hypothesis (Hj )(iv) and arguing as in Aizicovici, Papageorgiou and Staicu [2], we infer
that
h(t) = g(t)∣∣y(t)∣∣p−2y(t) a.e. on T , (3.56)
with g ∈ L∞(T )−, θˆ (t) g(t) θ(t) a.e. on T . On (3.54) we act with the test function yn − y
to deduce
〈
A(yn), yn − y
〉+ ε b∫
0
∣∣yn(t)∣∣p−2yn(t)(yn − y)(t) dt
= βn
b∫
0
un(t)
‖xn‖p−1W
(yn − y)(t) dt + βnε
b∫
0
∣∣yn(t)∣∣p−2yn(t)(yn − y)(t) dt,
hence
lim
〈
A(yn), yn − y
〉= 0.
Since A is an (S)+-operator (see Proposition 5), it follows that
yn → y in W 1,pper (0, b), ‖y‖W = 1.
Passing to the limit as n → ∞ in (3.54), we obtain
A(y)+ εK(y) = β(g + ε)K(y).
If β = 0, then
A(y)+ εK(y) = 0,
hence y = 0, a contradiction to the fact that ‖y‖W = 1. If β ∈ (0,1], then
A(y) = [βg − (1 − β)ε]K(y),
hence {
−(∣∣y′(t)∣∣p−2y′(t))′ = [βg − (1 − β)ε]∣∣y(t)∣∣p−2y(t) a.e. on T ,
y(0) = y(b), y′(0) = y′(b). (3.57)
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obtain
‖y′‖pp =
b∫
0
[
βg(t)− (1 − β)ε]∣∣y(t)∣∣p dt < 0,
a contradiction. This proves the claim.
From the homotopy invariance property of the degree map, we have
deg(A−N,BR,0) = deg(A+ εK,BR,0) for all R R0. (3.58)
We need to compute deg(A + εK,BR,0). To this end, we consider the admissible homotopy
h2 : [0,1] ×W 1,pper (0, b) → W 1,pper (0, b)∗ defined by
h2(β, x) = βA(x)+ βεK(x)+ (1 − β)F(x).
Evidently, for all x = 0 and β ∈ [0,1], one has h2(β, x) = 0. Hence, once more, the homotopy
invariance of the degree map implies that
deg(A+ εK,BR,0) = deg(F ,BR,0) = 1 for all R > 0. (3.59)
From (3.58) and (3.59), we conclude that
deg(∂ϕ,BR,0) = deg(A−N,BR,0) = 1 for all R R0. 
We perform a similar computation of the degree for small balls. To do this we need to establish
the Leray–Schauder formula for the p-Laplacian with periodic boundary conditions. For the
Dirichlet problem, that was proved by Del Pino, Elgueta and Manasevich [7] (see Theorem 4.1).
Here, we follow their approach based on a homotopic deformation along p, to reduce the analysis
to the known p = 2 linear case. Recently, Kobayashi and Otani [19] proved a similar result for
the Dirichlet problem and the Browder degree. Their approach is different and uses the degree
map for subdifferential operators.
So, let ε > 0 and consider the operator Vp :W 1,pper (0, b) → W 1,pper (0, b)∗ defined by
Vp(x) = Ap(x)+ εKp(x),
where Ap :W 1,pper (0, b) → W 1,pper (0, b)∗ is defined by
〈
Ap(x), y
〉= b∫
0
∣∣x′(t)∣∣p−2x′(t)y′(t) for all x, y ∈ W 1,pper (0, b),
and Kp :Lp(T ) → Lp′(T ) is given by
Kp(x)(.) =
∣∣x(.)∣∣p−2x(.).
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monotone. It follows that Vp is continuous and monotone, hence maximal monotone. Also Vp is
strictly monotone (in fact, if p  2, it is strongly monotone). Moreover,〈
Vp(x), x
〉
 ε‖x‖pW ,
hence Vp is coercive.
Recall that a maximal monotone, coercive operator is surjective. So, given any h ∈ Lq(T )
(1 < q < ∞), we can find x ∈ W 1,pper (0, b) such that
Vp(x) = h. (3.60)
In fact, due to the strict monotonicity of Vp , this x is unique. Moreover, we deduce from (3.60)
that x ∈ C1per(T ) and{−(∣∣x′(t)∣∣p−2x′(t))′ + ε∣∣x(t)∣∣p−2x(t) = h(t) a.e. on T ,
x(0) = x(b), x′(0) = x′(b). (3.61)
We denote this unique solution of (3.61) by S(p,h). Let p0 > 1.
Proposition 13. The map S : [p0,∞)×Lq(T ) → C(T ) is completely continuous.
Proof. Suppose that pn → p in [p0,∞) and hn w−→ h in Lq(T ). Set xn = S(pn,hn) ∈ C1(T ).
We have
Vpn(xn) = Apn(xn)+ εKpn(xn) = hn
(see (3.60)), hence∥∥x′n∥∥pnpn + ε‖xn‖pnpn  cˆ1‖xn‖W 1,pn‖hn‖q for some cˆ1 > 0 and all n 1,
therefore
ε‖xn‖pn−1W 1,pn  cˆ2 for some cˆ2 > 0 and all n 1.
We conclude that {xn}n1 ⊆ W 1,p0per (0, b) is bounded (since p0  pn for all n  1). Since
W
1,p0
per (0, b) is embedded compactly in C(T ), it follows that {xn}n1 ⊆ C(T ) is relatively com-
pact. Moreover, from (3.61) it follows that {(|x′n|pn−2x′n)′}n1 is bounded in Lq(T ), hence
{|x′n|pn−2x′n}n1 is bounded in W 1,q(0, b) and thus, relatively compact in C(T ); consequently,
{x′n}n1 ⊆ C(T ) is relatively compact.
Therefore, we have proved that {xn}n1 ⊆ C1(T ) is relatively compact. So, by passing to a
suitable subsequence if necessary, we may assume that
xn → x in C1(T ), as n → ∞.
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Apn(xn), v
〉+ ε〈Kpn(xn), v〉= 〈hn, v〉,
hence
b∫
0
∣∣x′n∣∣pn−2x′nv′ dt + ε b∫
0
|xn|pn−2xnv dt =
b∫
0
hnv dt.
Passing to the limit as n → ∞, we obtain
b∫
0
|x′|p−2x′v′ dt + ε
b∫
0
|x|p−2xv dt =
b∫
0
hv dt. (3.62)
Since C1(T )∩W 1,pper (0, b) is dense in W 1,pper (0, b), from (3.62) it follows that
x = S(p,h).
Therefore, by Urysohn’s criterion for convergent sequences, we conclude that for the original
sequence we have
xn = S(pn,hn) → S(p,h) = x.
Hence S is completely continuous. 
Since Lq(T ) is reflexive, we deduce the following (see Gasinski and Papageorgiou [14,
p. 268]):
Corollary 14. The map S : [p0,∞)×Lq(T ) → C(T ) is compact.
From this, due to the continuous embedding of C(T ) into Lq(T ), it follows at once that:
Corollary 15. The map S : [p0,∞)×C(T ) → C(T ) is compact.
Now we are ready for the Leray–Schauder degree formula for the p-Laplacian with periodic
boundary conditions. We fix 1 <p < ∞.
Proposition 16. If η ∈ L∞(T )+, with μ2n(p) η(t) μ2n+2(p), a.e. on T and the inequalities
are strict on sets (not necessarily the same) of positive measure, then
dLS
(
I − S(p, (η + ε)Kp),Br ,0)= (−1)n for every r > 0
(here dLS denotes the Leray–Schauder degree map).
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D2n =
{
t ∈ T : μ2n(p) = η(t)
}
,
and
D2n+2 =
{
t ∈ T : η(t) = μ2n+2(p)
}
.
Set
ξ(t, r) =
⎧⎨⎩
η(t) if t ∈ C,
μ2n(r) if t ∈ D2n,
μ2n+2(r) if t ∈ D2n+2.
Evidently, ξ is a Carathéodory function. Set
ξˆ (r)(.) := ξ(., r).
We consider the map F : [p0,∞)×C(T ) → C(T ) defined by
F(q, x) = S(q, (ξˆ (q)+ ε)Kq(x)).
From Corollary 15 we know that F is compact. Suppose that for some q ∈ [p0,∞) we have
F(q, x) = x.
Then
Aq(x)+ εKq(x) =
(
ξˆ (q)+ ε)Kq(x),
hence
Aq(x) = ξˆ (q)Kq(x),
therefore {−(∣∣x′(t)∣∣q−2x′(t))′ = ξ(t, q)∣∣x(t)∣∣q−2x(t) a.e. on T ,
x(0) = x(b), x′(0) = x′(b).
Since the Lebesgue measure of C is positive, from Proposition 2 we deduce that x = 0. Hence
0 /∈ (I − F(q, .))(∂Br), for all r > 0. The homotopy invariance of the Leray–Schauder degree
implies that
dLS
(
I − F(q, .),Br ,0
)= dLS(I − F(2, .),Br ,0)= (−1)n
for every r > 0. 
Now we assume p  2 and we drop the p-subscript. The operator A + εK is strongly
monotone. Note that
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(
A+ εK − (η + ε)K,Br,0
)
= dWLS
(
I − S(p, (η + ε)K),Br ,0)
(see also Drabek [10]). Here dWLS stands for the Leray–Schauder degree in the space W 1,pper (0, b).
Reviewing the proof of Proposition 13, we see that S(p, (η + ε)K) is continuous and com-
pact, when viewed as an operator from [2,+∞) × C(T ) into W 1,pper (0, b). Then, we can invoke
Lemma 2.4 in Del Pino and Manasevich [8] to conclude that
dWLS
(
I − S(p, (η + ε)K),Br ,0)= dLS(I − S(p, (η + ε)K),Br ,0)= (−1)n.
Therefore we have
Corollary 17. If η ∈ L∞(T )+ is as in Proposition 16 and p  2, then
deg(S)+(A− ηK,Br,0) = (−1)n.
Proposition 18. If hypotheses (Hj ) hold, with n even in (Hj )(v) and p  2, then there exists
ρ0 > 0 such that
deg(∂ϕ,Bρ,0) = deg(A−N,Bρ,0) = 1, for all 0 < ρ  ρ0.
Proof. Let η ∈ L∞(T )+ be such that η1(t)  η(t)  η2(t) a.e. on T . Keeping the notation
introduced in the proof of Proposition 13, we consider the admissible homotopy h3 : [0,1] ×
W
1,p
per (0, b) → W 1,pper (0, b)∗, defined by
h3(β, x) = A(x)− βN(x)− (1 − β)ηK(x).
Claim. There exists ρ0 > 0 such that 0 /∈ h3(β, x) for all β ∈ [0,1] and all x with ‖x‖W =
ρ  ρ0.
We proceed by contradiction. So, suppose we can find {βn}n1 ⊆ [0,1] and {xn}n1 ⊆
W
1,p
per (0, b) such that
βn → β in [0,1], ‖xn‖W → 0 and 0 ∈ h3(βn, xn) for all n 1. (3.63)
Again, we set
yn = xn‖xn‖W , n 1.
We may assume that
yn
w−→ y in W 1,pper (0, b) and yn → y in C(T ), as n → ∞.
From (3.63), we have
A(yn) = βn un‖xn‖p−1W
+ (1 − βn)ηK(yn), (3.64)
with un ∈ N(xn), n 1.
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|u| c(t)|x|p−1 for a.e. t ∈ T , all x ∈R and all u ∈ ∂j (t, x).
Therefore {
un
‖xn‖p−1W
}
n1
⊆ Lp′(T )
is bounded, and we may assume that
un
‖xn‖p−1W
w−→ h0 in Lp′(T ), as n → ∞. (3.65)
As before, using hypothesis (Hj )(v), we can show that
h0(t) = g0(t)
∣∣y(t)∣∣p−2y(t) a.e. on T , (3.66)
with g0 ∈ L∞(T )+, η1(t) g0(t) η2(t) a.e. on T .
If in (3.64) we act with the test function yn − y, following the argument in the proof of
Proposition 12, since A is of type (S)+, we obtain
yn → y in W 1,pper (0, b), ‖y‖W = 1.
Passing to the limit as n → ∞ in (3.64), we obtain
A(y) = βg0K(y)+ (1 − β)ηK(y)
(see (3.65) and (3.66)), hence
A(y) = [βg0 + (1 − β)η]K(y). (3.67)
If we set m0 = βg0 + (1 − β)η, then m0 ∈ L∞(T )+ and
η1(t)m0(t) η2(t) a.e. on T . (3.68)
Moreover, from (3.67) we have{
−(∣∣y′(t)∣∣p−2y′(t))′ = m0(t)∣∣y(t)∣∣p−2y(t) a.e. on T ,
y(0) = y(b), y′(0) = y′(b). (3.69)
Because of (3.68) and Proposition 2, we see that, if we choose ε > 0 small, then (3.69) implies
that y = 0, a contradiction to the fact that ‖y‖W = 1. This proves the claim.
From the homotopy invariance property of the degree map, we have
deg(A−N,Bρ,0) = deg(S) (A− ηK,Bρ,0) for all ρ  ρ0. (3.70)+
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deg(S)+(A− ηK,Bρ,0) = (−1)n = 1, (3.71)
since n 0 is even. From (3.70) and (3.71) we conclude that
deg(A−N,Bρ,0) = 1 for all 0 < ρ  ρ0. 
Now we are in a position to prove the multiplicity result for problem (1.1).
Theorem 19. If hypotheses (Hj ) hold, with n 0 even in (Hj )(v) and p  2, then problem (1.1)
has at least three distinct nontrivial solutions x0, v0, y0 ∈ C1per(T ), with
v0(t) < 0 < x0(t) for all t ∈ T .
Proof. The two solutions x0, v0 ∈ C1per(T ) satisfying v0(t) < 0 < x0(t) for all t ∈ T , have been
obtained in Propositions 8 and 11, respectively.
Choose R  R0, 0 < ρ  ρ0, and r0, r1 > 0 (with r0, r1, R0, and ρ0 as in Propositions 10–12
and 18, respectively) such that ρ < R and
Br0(x0),Br1(v0) ⊆ BR, Br0(x0)∩Br1(v0) = ∅,
Br0(x0)∩Bρ = ∅, Br1(v0)∩Bρ = ∅,
where all balls are in the space W 1,pper (0, b).
Then, from the domain additivity and excision properties of the degree map, we have
deg(A−N,BR,0) = deg(A−N,Bρ,0)+ deg
(
A−N,Br0(x0),0
)
+ deg(A−N,Br1(v0),0)
+ deg(A−N,BR \ (Bρ ∪Br0(x0)∪Br1(v0)),0).
Using Propositions 10–12 and 18, we obtain
deg
(
A−N,BR \
(
Bρ ∪Br0(x0)∪Br1(v0)
)
,0
)= −2.
Hence, by virtue of the solution property of the degree map, we obtain
y0 ∈ BR \
(
Bρ ∪Br0(x0)∪Br1(v0)
)
such that
0 ∈ ∂ϕ(y0),
that is
A(y0) = uˆ0 with uˆ0 ∈ N(y0).
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and distinct from x0 and v0. 
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