Abstract: Approaches to landscape and urban change analysis are still far away from being fully automatic or operational. For this reason, the concept of Geovisual Analytics is proposed, combining computational and visual/manual processing steps. This contribution concentrates on the latter part with the overall goal of improving its usability. For this purpose, a classification of tasks is created, which often occur in the context of change analysis. This serves as the basis for the assignment of suitable map types to change processing results. Beyond this, it is pointed out that in many cases an appropriate pre-processing of data is imperative to preserve or enhance certain spatial relationships or characteristics for visualization. This is demonstrated using the example of data classification prior to choropleth mapping. Methods are described which allow the preservation of local extreme values, large value differences between adjacent polygons, clusters, and hot/cold spots. Finally, discussing future research and developments, it will be stressed that the importance of visual methods in the context of big data change analysis will continue to increase, which is due to the particular ability of maps to generalize and reduce complex data to a minimum.
Introduction
The increasing volume and variety as well as the improved characteristics of spatio-temporal data allow for an increasingly detailed and complex change analysis in the context of urban and landscape research. In particular, the trend toward higher temporal resolutions and an open data policy like the Copernicus program supports more users with more detailed and informative data.
However, approaches to analyzing this data are far away from being fully automatic or operational. For this reason, the concept of Geovisual Analytics is pursued, which follows a close linkage between computational and visual/manual processing steps [1] . Computational methods are able to describe results for various spatial effects such as heterogeneity or hot spots. On the other hand, maps and other visualization formats are still necessary in the analysis process [2] . First, visual representations for exploration and hypothesis building are well accepted in a multi-level approach. Second, in some cases, computational methods only give a global value for the entire scene being examined (such as the standard deviation of all attribute values or the global Moran's index). Visualizations in turn allow for an impression or interpretation of the actual geographic distribution or arrangement (such as northwest gradients, islands, etc.) and other variations in space [3] .
This paper focuses on the visual part of the Geovisual Analytics concept. Within this framework, the main contributions are as follows:
• A classification of low-level tasks is developed that frequently occur in the course of landscape and urban change analysis. This not only takes into account remotely sensed and other categorical data (such as land use classes), but also quantitative data such as (geo-) statistical numbers. 
Classification of Change Analysis Tasks
In order to be able to assign suitable visualization types (Section 4), a well-structured classification of low-level tasks is required, which often occurs in the context of change analysis. In the following, it is assumed that the change analysis includes at least two data sets consisting of more than one reference region (represented by "Canadian provinces" in most of the following examples).
Following the general classification of map use tasks [10] , the focus here is on presentation tasks, i.e., the communication of already interpreted data and information. In contrast, exploration tasks want to create or verify hypotheses. A conceptual classification framework is proposed that uses the triad model of spatiotemporal analysis introduced by Peuquet [11] as basis. This model breaks down tasks into their components "What", "Where" and "When", two of which are generally specified and asked for the third. For each of the combinations (e.g., "What" as output clause), possible changes' features (e.g., existential change) are compiled. For each change feature, possible outcomes (e.g., in the case of "existential change": gain, loss or none) and exemplary questions for illustration purposes are listed. This follows the approach of Andrienko and Andrienko [12] who developed a taxonomy for elementary and synoptic spatio-temporal tasks; however, they did not explicitly address change tasks.
The most complex component, the "What" clause, describes the thematic component in the context of change analysis. Table 1 summarizes possible features and focuses on the "What" clause as output components only. In addition, it is of course possible that "What" input clauses also contain non-change features (i.e., existence, class, absolute or relative value). Cardinal data are divided into absolute and relative values (1d and 1e, resp.), as this affects follow-up visualization (Chapter 4). In both cases, a change value may include the actual value difference, but also just a trend (increase, decrease, constant), local or global extreme values (maximum, minimum), or other statistical parameters such as mean or standard deviation.
It should be noted that the "What" output clause could also integrate the important aspect of analyzing changes in patterns such as hot or cold spots, clusters, or neighboring gradients. Using hot and cold spots as an example, all types of change features are possible, for example:
• All examples given in Table 1 ask for a bi-temporal comparison between two given dates. Of course, it is possible to extend these questions to multi-temporal scenarios, for example:
• The "Where" clause (Table 2 ) describes the spatial component of the change analysis. It should be noted that "Where" explicitly asks only for a position or a position change. Other geometric attributes such as size or shape can be used in addition to the position, but, in these cases, they are normally treated as absolute or relative thematic values. The following example, looking for a change in area size, is illustrating this: "Where in Canada can we observe an increase in forest areas between 1950 and 2000?" Often, the triad model requires "Where" clauses in the input and output (for example: 2c). 
The most complex component, the "What" clause, describes the thematic component in the context of change analysis. Table 1 summarizes possible features and focuses on the "What" clause as output components only. In addition, it is of course possible that "What" input clauses also contain non-change features (i.e., existence, class, absolute or relative value). The "When" clause (Table 3) describes the temporal component of the change analysis. Most output clauses ask for dates or time periods (duration, time interval, and time series) that relate to specified thematic and/or geometric events or changes. Frequently, "When" clauses appear in both the input and output components of the task (3a to 3d). Questions about actual changes in time features (such a change in duration; 3e) can also be described with the next order time type (e.g., a change in date is equal to a duration or time interval). [12] who developed a taxonomy for elementary and synoptic spatio-temporal tasks; however, they did not explicitly address change tasks.
The most complex component, the "What" clause, describes the thematic component in the context of change analysis. Table 1 summarizes possible features and focuses on the "What" clause as output components only. In addition, it is of course possible that "What" input clauses also contain non-change features (i.e., existence, class, absolute or relative value). Finally, it should be noted that, for all "W" combinations, there are also exceptions from the standard syntax that two given components require. For example, the following task, following the syntax "When 3 of 17 asks uitable visualization types (Section 4), a well-structured red, which often occurs in the context of change analysis. In nge analysis includes at least two data sets consisting of more by "Canadian provinces" in most of the following examples).
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Visualizing Outputs of Change Analysis

Guiding Principles
Apart from the typical quality requirements such as accuracy and legibility, the overall guiding principle for the development of visual elements should be usability, i.e., the provision of effective and efficient solutions for the analysis of changes. Satisfaction, the third aspect of usability according to its definition [18] , is neglected in the remainder of this paper. The need for further research and development in this context is expressed, among others, in the research agendas of the International Cartographic Association (e.g., [19] ).
A major goal of maps is a reduction of complexity and a focus on relevant change behavior. Based on common cartographic and cognitive concepts and principles (e.g., [20] [21] [22] ), a couple of detailed recommendations for this specific change analysis case can be derived. These recommendations relate to the actual graphical (and possibly interactive) design, but in some cases also to the data processing stage (see Section 5):
• A rather fundamental aspect relates to the question of whether spatial context (e.g., spatial distribution of changes in the scene) is relevant for the specific application. This leads either to the need for cartographic visualization (either as a single map or as linked views), or to the explicit abandonment of a map-like representation.
•
The visualization should be tailored to the tasks or questions that relate to the specific application. This requires a predetermined classification of tasks that often occur in the context of change analysis. This task-oriented approach is becoming increasingly apparent as the complexity of applications increases and workflows should be still effective and efficient.
In terms of efficiency, explicit visualization of changes should be made where possible. For example, instead of displaying two maps of different points in time side-by-side and asking the users to detect changes themselves, changes should be explicitly displayed in a difference map in order to free human resources for interpretation tasks.
• More technically, the visualization should minimize eye-movements. During these movements (called saccades), cognitive reception of information is not possible and, even worse, a typical loss of exact locations can occur as one moves from one map to another.
One should also consider an appropriate degree of interaction functionalities-again, to allow efficient use.
In this context, the tools should also enable users to save and annotate on findings for further interpretation and comparison [19] (p. 38).
Taking into account the aforementioned principles, the possible output feature values from Table 1  to Table 3 are taken up in the following and assigned to suitable map types-differentiating between bi-temporal and multi-temporal applications (Sections 4.2 and 4.3, resp.). Basically, polygons are assumed as reference geometries. Of course, each of the following elementary maps, which show only the output result, can also be supplemented by input components for a better understanding.
Recommendations for Representing Bi-Temporal Changes
Having two maps of different times side by side, we face the problem of various eye movements and the need for further cognitive work by the user to separate changes from non-changes. Therefore, it is claimed here that the difference map is the preferred type in the case of bi-temporal changes because it allows a fast and explicit view on changes.
With respect to the "What" output clauses, maps have to distinguish between data at nominal (categorical) or metric (cardinal) levels of measurement (Table 4 ). In the first case (4a to 4c), symbol maps should generally be used to depict the differences [20] . Assuming polygons as reference geometries, areal symbol maps (mosaic maps) are the first choice when the number of possible output values is limited and can be represented by a small amount of colors filling the polygons (preferably with associative meanings such as green for increase, red for decrease, and grey for constant behavior; 4a). On the other hand, if the number of output values is too large or more than one value is required per polygon, point like symbols or (micro) diagrams should be used. An example of this is an unspecified land cover class change (4b), where many combinations of from and to classes are possible. A specified class change might consist only of a particular tuple of classes (such as change from forest to urban; 4c). A larger number of class combinations can be visualized using a linked view with a change matrix ( Figure 1 ). Taking into account the aforementioned principles, the possible output feature values from Tables 1 to 3 are taken up in the following and assigned to suitable map types-differentiating between bi-temporal and multi-temporal applications (Sections 4.2 and 4.3, resp.). Basically, polygons are assumed as reference geometries. Of course, each of the following elementary maps, which show only the output result, can also be supplemented by input components for a better understanding.
With respect to the "What" output clauses, maps have to distinguish between data at nominal (categorical) or metric (cardinal) levels of measurement (Table 4 ). In the first case (4a to 4c), symbol maps should generally be used to depict the differences [20] . Assuming polygons as reference geometries, areal symbol maps (mosaic maps) are the first choice when the number of possible output values is limited and can be represented by a small amount of colors filling the polygons (preferably with associative meanings such as green for increase, red for decrease, and grey for constant behavior; 4a). On the other hand, if the number of output values is too large or more than one value is required per polygon, point like symbols or (micro) diagrams should be used. An example of this is an unspecified land cover class change (4b), where many combinations of from and to classes are possible. A specified class change might consist only of a particular tuple of classes (such as change from forest to urban; 4c). A larger number of class combinations can be visualized using a linked view with a change matrix (Figure 1 ). Taking into account the aforementioned principles, the possible output feature values from Tables 1 to 3 are taken up in the following and assigned to suitable map types-differentiating between bi-temporal and multi-temporal applications (Sections 4.2 and 4.3, resp.). Basically, polygons are assumed as reference geometries. Of course, each of the following elementary maps, which show only the output result, can also be supplemented by input components for a better understanding.
With respect to the "What" output clauses, maps have to distinguish between data at nominal (categorical) or metric (cardinal) levels of measurement (Table 4 ). In the first case (4a to 4c), symbol maps should generally be used to depict the differences [20] . Assuming polygons as reference geometries, areal symbol maps (mosaic maps) are the first choice when the number of possible output values is limited and can be represented by a small amount of colors filling the polygons (preferably with associative meanings such as green for increase, red for decrease, and grey for constant behavior; 4a). On the other hand, if the number of output values is too large or more than one value is required per polygon, point like symbols or (micro) diagrams should be used. An example of this is an unspecified land cover class change (4b), where many combinations of from and to classes are possible. A specified class change might consist only of a particular tuple of classes (such as change from forest to urban; 4c). A larger number of class combinations can be visualized using a linked view with a change matrix (Figure 1 ). In the case of metric data, absolute and relative values must be differentiated for visualization purposes, resulting in proportional symbol maps (4d) or choropleth maps (4e) [20] . If the value difference as such is not wanted, but only the trend (increase, decrease, none), one can refer to In the case of metric data, absolute and relative values must be differentiated for visualization purposes, resulting in proportional symbol maps (4d) or choropleth maps (4e) [20] . If the value difference as such is not wanted, but only the trend (increase, decrease, none), one can refer to In the case of metric data, absolute and relative values must be differentiated for visualization purposes, resulting in proportional symbol maps (4d) or choropleth maps (4e) [20] . If the value difference as such is not wanted, but only the trend (increase, decrease, none), one can refer to In the case of metric data, absolute and relative values must be differentiated for visualization purposes, resulting in proportional symbol maps (4d) or choropleth maps (4e) [20] . If the value difference as such is not wanted, but only the trend (increase, decrease, none), one can refer to existential change maps (4a). If also extreme values shall be highlighted, additional symbols (such as flags) can be used.
With respect to the "Where" output clauses (Table 5 ), a typical map based task is to represent regions or locations that meet certain thematic and/or geometric conditions (5a and 5b). In order to depict translations or movements of objects, origin-destination flow maps [23] are an appropriate choice in which vectors represent the distance and orientation of the movement (5c). Depending on the complexity, also the objects under consideration (such as grassland regions in example 5c) can be visualized together with the vectors for clarification purposes. It should be noted that curved arrows, in contrast to the recommendations for origin-destination flow maps [23] , do not make sense because an accurate description of the direction of movement is lost. (5a and 5b) . In order to depict translations or movements of objects, origin-destination flow maps [23] are an appropriate choice in which vectors represent the distance and orientation of the movement (5c). Depending on the complexity, also the objects under consideration (such as grassland regions in example 5c) can be visualized together with the vectors for clarification purposes. It should be noted that curved arrows, in contrast to the recommendations for origin-destination flow maps [23] , do not make sense because an accurate description of the direction of movement is lost. 
With respect to the "When" output clauses (Table 6 ), maps mainly show dates or time periods (duration, time interval, time series) that are related to defined thematic and/or geometric events or changes. Either labels or the presented graphical depictions may be used for this purpose (6a to 6d). It has to be noted that dates (such as years in 6a) are strictly speaking absolute values; however, we prefer choropleth maps in order to enhance the more important sequential aspect.
Based on the previous lists for single change features (Tables 4-6) , it is also possible to combine graphical recommendations for more complex tasks. Considering the example mentioned in Section 3 ("How has the position and health index of forest areas in Canadian provinces changed between 1950 and 2000?"), Figure 2 shows that the proposed representations for translation (flow map) and absolute value (proportional symbol) can be combined into a compact symbol instead of using separate representations. existential change maps (4a). If also extreme values shall be highlighted, additional symbols (such as flags) can be used. With respect to the "Where" output clauses (Table 5 ), a typical map based task is to represent regions or locations that meet certain thematic and/or geometric conditions (5a and 5b). In order to depict translations or movements of objects, origin-destination flow maps [23] are an appropriate choice in which vectors represent the distance and orientation of the movement (5c). Depending on the complexity, also the objects under consideration (such as grassland regions in example 5c) can be visualized together with the vectors for clarification purposes. It should be noted that curved arrows, in contrast to the recommendations for origin-destination flow maps [23] , do not make sense because an accurate description of the direction of movement is lost. Origindesti-nation flow maps With respect to the "When" output clauses (Table 6 ), maps mainly show dates or time periods (duration, time interval, time series) that are related to defined thematic and/or geometric events or changes. Either labels or the presented graphical depictions may be used for this purpose (6a to 6d). It has to be noted that dates (such as years in 6a) are strictly speaking absolute values; however, we prefer choropleth maps in order to enhance the more important sequential aspect.
Based on the previous lists for single change features (Tables 4-6) , it is also possible to combine graphical recommendations for more complex tasks. Considering the example mentioned in Section 3 ("How has the position and health index of forest areas in Canadian provinces changed between 1950 and 2000?"), Figure 2 shows that the proposed representations for translation (flow map) and absolute value (proportional symbol) can be combined into a compact symbol instead of using separate representations.
Based on the previous lists for single change features (Tables 4-6) , it is also possible to combine graphical recommendations for more complex tasks. Considering the example mentioned in Section 3 ("How has the position and health index of forest areas in Canadian provinces changed between 1950 and 2000?"), Figure 2 shows that the proposed representations for translation (flow map) and absolute value (proportional symbol) can be combined into a compact symbol instead of using separate representations. 
Recommendations for Representing Multi-Temporal Changes
Animations are often used as a presentation format for multi-temporal scenes. From a cognitive point of view, however, they inherit some limitations [24] [25] [26] [27] . For useful animations, the changes should be fairly close together in the users' field of view and show the same trend over the entire scene (e.g., loss of forest only). Otherwise, too many changes are simply overlooked and too many eye movements (saccades) are needed, which in many cases cannot be handled due to the limited animation frequency. The integration of interactive control elements (such as stop, backward) seems to avoid these problems; however, the use of these elements in turn requires additional eye-movements and leads to a cognitive loss of information.
The map series, i.e., a sequence of static single maps, is an alternative to animations [20] . To extend the aforementioned recommendation in the context of bi-temporal changes, difference maps should also be used here: For n scenes with different points of time, this would cause (n − 1) difference maps if only a comparison between directly subsequent dates takes place. If all possible combinations of dates are desired, (n − 1)! difference maps must be generated. Again, a linkage similar to that between the change matrix and the binary mosaic map (Figure 1 ) may help to select the desired combination in an interactive manner.
Of course, the multi-temporal change analysis can also include the search for various specific temporal patterns over two or more selected scenes-like the aforementioned question "In which successive years can we observe an increase and then a decrease in population numbers in Canadian provinces?" In principle, it is possible to reduce each of these temporal patterns to elementary outputs as shown in Section 3.
Data Processing Prior Visualization
Problem Statement
The aforementioned choice of map types has the goal of effectively and efficiently supporting change analysis tasks through a graphical display of information. In many applications, it is also necessary to perform an appropriate pre-processing of data before a display can be meaningful at all. This includes, for example:
• a proper choice of time intervals (e.g., to avoid smoothing effects due to long time lags or a large redundancy due to short time lags), • a meaningful aggregation of spatial units, • the definition of thresholds (e.g., to separate an actual change from random behavior), or simply, • an appropriate cartographical generalization.
Another very relevant problem, which will be elaborated in more detail below, is related to the use of classified choropleth maps, which are necessary for the depiction of relative values (Tables 4e  and 6a ). In contrast to the unclassified version, the transformation of original values into discrete intervals offers the advantage of a better and faster overview due to the reduced number of classes together with sharper color or grey value contrasts. However, conventional classification methods such as equidistant, quantile or natural breaks, together with the number of classes, the consideration of boundary classes or the possible neglect of outliers, are known to have a significant impact on the class memberships-and thus on the visual perception and interpretation of choropleth maps.
Moreover, the above-mentioned classification methods, which are typically implemented in GI software packages, do not consider spatial context. This could result to the loss of important spatial relationships or patterns such as extreme values, hot/cold spots, or clusters. The reason for this is that these methods work data driven, i.e., intervals are determined only on the frequency distribution of original values without consideration of topological properties. For example, it may happen that a region having an extreme value is placed into the same class as one or more of its neighboring regions. Thus, the extreme value can no longer be extracted visually.
Relatively little has been published on the problem of neglecting the spatial context or a task-oriented approach; an overview is given by [20, 28] . Attempts to describe and maintain value differences of spatial neighbors were published several years ago, for example, by [29] [30] [31] . Often, however, the aim here was to simplify the patterns so that the map user can more quickly grasp the gross trends in the representation without being disturbed by a detailed and "patchy" impression [32] [33] [34] . However, this procedure does not guarantee that any existing significant spatial variations and patterns will be maintained.
One way to tackle this problem is to perform a manual-subjective selection from many data classification methods. Instead, task-oriented methods should be developed and applied-Section 5.2 provides a selection from some of these developments.
Finally, it has to be pointed out that there is no objective or even correct classification; however, it is necessary for a map to preserve or enhance certain relationships of interest depending on the task or purpose.
Task-Oriented Data Classification Methods
A typical task is to preserve local extreme values, i.e., those polygons that show (significant) higher or lower value compared to all of their neighbors. A detailed description of the proposed method is given in [35] ; the following is an overview of the principle (see also Figure 3 ). differences of spatial neighbors were published several years ago, for example, by [29] [30] [31] . Often, however, the aim here was to simplify the patterns so that the map user can more quickly grasp the gross trends in the representation without being disturbed by a detailed and "patchy" impression [32] [33] [34] . However, this procedure does not guarantee that any existing significant spatial variations and patterns will be maintained. One way to tackle this problem is to perform a manual-subjective selection from many data classification methods. Instead, task-oriented methods should be developed and applied-Section 5.2 provides a selection from some of these developments.
A typical task is to preserve local extreme values, i.e., those polygons that show (significant) higher or lower value compared to all of their neighbors. A detailed description of the proposed method is given in [35] ; the following is an overview of the principle (see also Figure 3 ). The search for extreme value polygons by considering the value differences to all direct neighbors is accelerated by a spatial R-tree index. From all neighbors of a local extreme polygon, the attribute value closest to the extreme value is extracted-setting a class boundary within the interval between this neighboring value and the extreme value ensures the isolation of the extreme value against all neighbors. All of these intervals are sorted by magnitude and plotted on a number line. A plane sweep algorithm is used to identify the optimal class boundaries: to do this, a line is passed The search for extreme value polygons by considering the value differences to all direct neighbors is accelerated by a spatial R-tree index. From all neighbors of a local extreme polygon, the attribute value closest to the extreme value is extracted-setting a class boundary within the interval between this neighboring value and the extreme value ensures the isolation of the extreme value against all neighbors. All of these intervals are sorted by magnitude and plotted on a number line. A plane sweep algorithm is used to identify the optimal class boundaries: to do this, a line is passed incrementally over the range of values while counting and storing the number of intersections. Starting from the polygon with the largest interval width, the first class boundary is then set where the maximum number of intersections is found. After excluding all intervals that are hit by this first boundary, the next pass is made over the next largest remaining interval. This step is repeated until either all intervals (i.e., all local extreme values) have been covered or the predetermined number of classes has been reached.
In order to not only visually demonstrate the added value of the approach (Figure 4 ), empirical tests were conducted to investigate the degree of conservation of local extreme value polygons depending on the number of classes and the characteristics of the data set. Table 7 describes three selected datasets and Figure 5 shows the respective numerical results.
In summary, the empirical tests have demonstrated that the presented approach, in comparison to the known data-driven methods, requires a significantly smaller number of classes in order to achieve the desired goal of preserving extreme value polygons. Conversely, the degree of preservation for a given number of classes is greater for the proposed method. Unfortunately, a prediction of the preservation rate based on statistical measures of the input data is difficult. Obviously, the number of necessary classes for a 100 preservation rate correlates to the absolute number of local extreme values that exist, which varies from application to application. In summary, the empirical tests have demonstrated that the presented approach, in comparison to the known data-driven methods, requires a significantly smaller number of classes in order to achieve the desired goal of preserving extreme value polygons. Conversely, the degree of preservation for a given number of classes is greater for the proposed method. Unfortunately, a prediction of the preservation rate based on statistical measures of the input data is difficult. Obviously, the number of necessary classes for a 100 preservation rate correlates to the absolute number of local extreme values that exist, which varies from application to application. Depending on the data classification method, local extreme values (outlined in red) can be partially categorized with neighboring regions into one class (left; using the natural breaks method, the extreme value polygon is in the same class (0.53 .. 2.38) as its left neighbor), or be isolated in one class as desired (right, using the proposed method); data set B (see Table 4 ).
Figure 4.
Depending on the data classification method, local extreme values (outlined in red) can be partially categorized with neighboring regions into one class (left; using the natural breaks method, the extreme value polygon is in the same class (0.53 .. 2.38) as its left neighbor), or be isolated in one class as desired (right, using the proposed method); data set B (see Table 4 ). Figure 4 . Depending on the data classification method, local extreme values (outlined in red) can be partially categorized with neighboring regions into one class (left; using the natural breaks method, the extreme value polygon is in the same class (0.53 .. 2.38) as its left neighbor), or be isolated in one class as desired (right, using the proposed method); data set B (see Table 4 ).
Figure 5.
Better preservation of polygons with local extreme values using the proposed approach (red line) compared to conventional methods-the right axis shows number of classes, the upper axis shows preservation rate (data sources: see Table 4 ). Better preservation of polygons with local extreme values using the proposed approach (red line) compared to conventional methods-the right axis shows number of classes, the upper axis shows preservation rate (data sources: see Table 4 ).
Another objective could be to preserve or enhance "large" attribute value differences of adjacent polygons in choropleth maps. A detailed description of the method outlined below is given in [36] . The algorithm starts with a determination of the value differences of all neighboring polygons. Thereafter, a reduction to the "significant" (i.e., the largest differences) takes place. The necessary threshold can be derived, for example, from a percentile of the frequency distribution. Then, various data classifications are calculated taking into account predefined conditions such as minimum and maximum number of classes. For each classification, a new index, the Edge Preserving Index (EPI), is calculated, which compares the original attribute value difference with the respective class value difference. Based on this index, it is now possible to identify best preservation (EPI against 0) or the best emphasis (EPI against +1). Not only numerically via the EPI [36] , but also visually, it can be shown that the new approach improves the desired effect of preserving or emphasizing value differences ( Figure 6 ). Another objective could be to preserve or enhance "large" attribute value differences of adjacent polygons in choropleth maps. A detailed description of the method outlined below is given in [36] . The algorithm starts with a determination of the value differences of all neighboring polygons. Thereafter, a reduction to the "significant" (i.e., the largest differences) takes place. The necessary threshold can be derived, for example, from a percentile of the frequency distribution. Then, various data classifications are calculated taking into account predefined conditions such as minimum and maximum number of classes. For each classification, a new index, the Edge Preserving Index (EPI), is calculated, which compares the original attribute value difference with the respective class value difference. Based on this index, it is now possible to identify best preservation (EPI against 0) or the best emphasis (EPI against +1). Not only numerically via the EPI [36] , but also visually, it can be shown that the new approach improves the desired effect of preserving or emphasizing value differences ( Figure 6 ). Another task is to preserve or enhance spatial clusters, i.e., polygons that have similar values in a certain neighborhood. In a first step, the identification of clusters takes place, for example with the Watershed algorithm [37] . All polygons belonging to a cluster are labeled. The transformation of the original polygon values into class values then follows the same principle as described above for the adjacent polygons with large value differences.
A special case is the preservation or emphasis of hot or cold spots, i.e., polygons with high (or small) values surrounded by polygons with high (or small) values in a certain neighborhood. These polygons are determined by standard methods such as the Getis Ord index (and derived z scores in conjunction with the application of a threshold value for these; [38] ). From this, a binary classification (and labeling) into hot/cold spots and other polygons is possible. The transformation of the original polygon values into class values then follows the idea of preserving local extreme values (see above). Another task is to preserve or enhance spatial clusters, i.e., polygons that have similar values in a certain neighborhood. In a first step, the identification of clusters takes place, for example with the Watershed algorithm [37] . All polygons belonging to a cluster are labeled. The transformation of the original polygon values into class values then follows the same principle as described above for the adjacent polygons with large value differences.
A special case is the preservation or emphasis of hot or cold spots, i.e., polygons with high (or small) values surrounded by polygons with high (or small) values in a certain neighborhood. These polygons are determined by standard methods such as the Getis Ord index (and derived z scores in conjunction with the application of a threshold value for these; [38] ). From this, a binary classification (and labeling) into hot/cold spots and other polygons is possible. The transformation of the original polygon values into class values then follows the idea of preserving local extreme values (see above). The only difference is that now it has to be ensured that all polygons that belong to a spot must be in a different class than any polygon that surrounds this spot.
Conclusions
Summary
In the context of change analysis of urban or landscape research, a visual display and interpretation is still needed to reduce the complexity of the inherent information and to reveal the actual, possibly non-homogeneous, geographic distribution of changes. In this paper, two major requirements for the use visual representations (and in particular maps) along with computational methods have been addressed.
First, the type of map and its design should consider usability aspects. For this purpose, one contribution of this article has been to develop a detailed classification framework for low-level tasks that frequently occur in the course of landscape and urban change analysis. Tasks are broken down to their "What", "Where" and "When" components, for which normally two aspects are given and the missing third is sought. For each combination of components, a list has been set up comprising relevant change features (e.g., existential change) and possible feature values (e.g., gain/loss/none). This list can now be used for the categorization of any given change analysis task for any type of data (including remotely sensed and other categorical data, as well as quantitative data).
Based on this classification, an assignment of suitable visualization methods or map types to the given change analysis tasks has been developed, meeting the frequently expressed demand for identifying a 'right' visualization type, along with the fact that further guidelines have been summarized-which include the demand for explicit display of changes (e.g., by using difference maps) or the minimization of eye movements.
The second requirement for the use visual representations relates to appropriate pre-processing of data focusing on the preservation of spatial relationships. As an example, the data classification step prior to choropleth mapping was treated: since conventional methods do not consider the actual spatial context such as neighborhoods, important spatial information or patterns might be lost. The contribution of this paper has not only been to raise awareness of the problem, but also to present the concepts for algorithms that focus on the preservation of extreme values, hot/cold spots, large value differences between adjacent polygons, or clusters.
Future Directions
In the context of map use tasks according to MacEachren and Kraak [10] , the focus of this contribution was on the presentation of rather low-level tasks in the context of change analysis. However, it is believed that these representations can provide a valuable foundation for more complex workflows in a Geovisual Analytics environment. Obviously, this requires future work for the integration and implementation of these visual representations into those workflows.
With the primary goal of usability in mind, it is obvious that, in the future, a profound empirical usability testing has to be carried out. By testing a particular visual representation of uncertainty information in the context of land cover change analysis, we have had positive experiences with quality-based methods, namely semi-structured interviews with expert groups [39] .
In the context of change analysis based on remotely sensed data, it is often noted that this domain has been working for many years with "big data". This might be the case because of the actual volume of data-although there is no strict limit between "small" and "big" data in terms of bytes. However, considering the "4V" definition of big data (volume, velocity, variety, veracity) and focusing on the analysis of change, there are still major research and developments gaps, for example:
• Big data is characterized by a complex and less structured appearance. As an example, earlier in this paper, the benefits of difference maps also in the case of multi-temporal scenes that lead to (n − 1)! maps were pointed out. This increases the need for a compact and generalized presentation. In this context, the role of maps and Cartography needs to be emphasized again as maps are well-accepted means of reducing and generalizing data to a usable minimum. On the other hand, methods for visualization, for interacting with them as well as for pre-processing (e.g., data classification or generalization) are not sufficiently integrated in big data platforms yet. This is also due to the fact that many GIS methods are not able to deal with extremely large amounts of data [3, 19] .
•
The core goal of inductive big data analytics is to detect and interpret patterns, correlations and other information. For this purpose, an extended task-oriented approach is certainly helpful, especially at early stages in dealing with big data for getting an overview. However, again, existing methods for overview purposes are not suited for big data cases yet [19] .
• With the increasing volume and variety of data, the consideration of inherent uncertainties (i.e., veracity) becomes more and more important [40] . This is particularly important in change analysis where a distinction must always be made between actual changes and differences due to uncertain input information and modeling operations. In earlier studies, we have already made attempts in this direction by reviewing the various methods for uncertainty visualization [41] ; however, more application scenarios are needed along with usability testing.
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