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Abstract 
A theory is developed that explains the stepsize patterns observed when standard predictor-corrector methods with 
variable stepsize strategy are used to solve stiff or mildly stiff problems. In some cases an algorithmic steady state occurs 
with smooth almost constant stepsizes; at other times an oscillating stepsize pattern of stepsizes is observed with the 
possibility of frequent rejected steps. (~) 1998 Elsevier Science B.V. All rights reserved. 
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I. Introduction 
In [6] a theory was developed which explained the patterns of stepsizes observed when explicit 
variable stepsize Runge-Kutta (RK) codes were used to solve mildly stiff problems where the steps 
are restricted by stability. Further analysis was given in [7, 10]. An account of this work was given 
in [3] where it was called SC-stability - a term we will adopt. An algorithm is SC-stable (step 
control) if the stepsize behaves moothly when stability restricts the stepsize and no frequent step 
rejections appear. 
This theory led to much research into finding improved stepsize controllers. Gustaffson [2] has used 
control theory to improve the stepsize control algorithm. In [8] Hall has proposed a new stepsize 
strategy for explicit Runge-Kutta methods which is based on estimates of dominant eigenvalue 
of Jacobian. 
In the present instance we are interested in general variable-step variable-order Adams codes 
which together with RK methods are the most widely used for solving non-stiff problems. They 
have smaller stability regions than RK methods. The stepsize will therefore be more likely to be 
restricted by stability on mildly stiff problems. 
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Our aim is to analyse SC-stability of Adams methods and work towards improved order and 
stepsize selection strategies for Adams codes. When encountering a mildly stiff problem, a well- 
designed variable-order Adams code selects low order because these methods have larger stability 
regions. In this paper, we will consider fixed low-order predictor-corrector methods to gain insight 
into the stepsize strategy and how to improve it. 
The first result on SC-stability for linear-multistep methods was derived in [9]. We will follow 
the techniques developed there in analysing predictor-corrector methods. 
Let Pk and Ck denote explicit and implicit Adams methods of order k. For k = 1,2, 3, we will 
examine the following predictor-corrector algorithms. 
• PkECkE, 
• PkECk+IE. 
The next section defines these algorithms and describes the test problem used for investigating SC- 
stability. In Section 3, the conditions for SC-stability are derived for these algorithms. In Section 4 
some numerical results are given that have been carried out to verify the derived results. 
2. Adams predictor-corrector methods (PECE) 
The initial value problem (IVP) may be written as 
y '=f(x ,y) ,  y(a)=yo, a<~x<~b. (2.1) 
Integrating (2.1), we have 
i l  n+l 
y(xn+~) = y(x,,) + f(x,y(x))dx, (2.2) 
where xn and X,+l are any points in [a, b]. 
Now replacing f(x,y(x)) by a polynomial Pk, n(x) which interpolates the calculated erivatives 
f~, f~-l,...,fn-k+l (i.e. P~,,(X,)= f~,...,Pk,~(X,_k+l)= f,_k+l). Here fr= f(Xr, Yr), where Yr is the 
calculated approximation. Eq. (2.2) is then used to define the numerical solution. 
i~ 
n+l 
Yn+l = Yn ÷ Pk, n(X) dx 
which is the k-step explicit Adams Bashforth predictor of order k. 
Similarly, 
fxt ~n+] Yn+l = Y, + Pk+l,n+l(X) dx 
i 
is called the k-step implicit Adams Moulton corrector of order k + 1. 
The local error estimate, En+l, is taken to be the difference between two corrector formulae of 
orders k and k + 1. The stepsize is updated by the following formula: 
( Otol ~l/(k+l) 
h,+, = k, liE,+, [I J h,. (2.3) 
If IIE + II <tol, the step is accepted otherwise the step is rejected. 
A. Usman, G. Hall~Journal of  Computational nd Applied Mathematics 89 (1998) 275~08 277 
Normally one chooses 0 < 0 < 1 to avoid rejected steps. (0 = ½ is used in all our experiments). 
Usually, a restriction is placed, limiting the factor (up or down) by which the stepsize can change. 
In most Adams codes the strategy used will keep the stepsize constant if only a small change is 
possible from (2.3). The idea is to reduce overhead costs involved in stepsize changes. In our anal- 
ysis we assume a completely variable stepsize strategy. It is anticipated that the results obtained 
will be useful in investigating alternative strategies, as proved to be the case for Runge-Kutta 
methods. 
The SC-stability results have been derived for simplicity using the following scalar test problem: 
y '=2y ,  2EC.  (2.4) 
We have verified that all the results remain valid for the constant coefficient system, using the 
2-norm in (2.3), 
y' = Ay, 
where A is normal. This analysis is not presented here. See [10] for the corresponding analysis for 
Runge-Kutta methods. 
In applying these results to (2.1), 2 is interpreted as the dominant eigenvalue of the Jacobian 
(sf/Oy). 
On the boundary of stability region, by definition, the stability polynomial has a dominant root 
equal to one in modulus. This root is denoted by S =-S(HL) in all subsequent analysis. 
2.1. P1EC1/2E methods 
The formulae required for P1EC2E are 
y(p) ,+1 = Y, + h,f, ,  
* h ¢(P) Yn+l = Yn + n Jn - -1 ,  
h f(P) 11,2 f(p) 
y~+t = y .  + n Jn+l  - -  2"'nJn+l,n, 
En+ l l-b2 F(P) z 2,~ndn+l,n ~ 
0tol )l/q 
h.+,--lIE.+, II h~. 
where q = 2. 
Here the first equation is the predictor formula of order 1. The superscript (p) on the f,__~ values 
means that the derivative function is evaluated using the predicted value - (p) * Yn+l" Yn+I denotes the first- 
order corrector formula and y,+l is the second-order corrector. For P~ECIE we interchange these 
two formulae so that the first-order formula becomes the main formula, r(P) is the first divided d n+l,n 
difference and hn =X,+l -x ,  is the stepsize. 
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When solving the test problem (2.4), we say that the system is in equilibrium if it proceeds 
with a constant stepsize, hL, which places hL2 on the boundary of the stability region. This state is 
defined by the following conditions: 
1. IEn+l I = Otol, 
2. ly,+ll=lY, l= yL. 
However, we do not know whether the equilibrium state will be realized in actual computation. 
To decide this, we apply perturbations to the equilibrium values to determine if this is stable with 
respect o small perturbations. In other words, 
SC-stable - stable equilibrium state. 
Applying the above PIEC2E formulae to the test problem (2.4), we have 
* = (1 +/4 .  +H.~)y . ,  Yn+I 
1 2 y.+l = (1 + 14. + ~H~ )y., 
En+ 1 = 




1 2 2HA y~, 
(Oto l )  '/q 
liEn+ill /4.. 




IIE.+,]l 0 to l= l  2 = gH; lY, I. 
2.2. P2EC2/3E methods 
The second-order p edictor formula and second- and third-order corrector formulae are 
1 2 y, + h,f,  + ~hnfn,._l, 
h c(p) i t,2 c(p) 
Yn + nJn+l -- 2"'nJn+l,n,  
h •(P) 1 la2 f (p )  1 1,3 ,e(p) 
Yn + ndn+l --  2"'ndn+l,n -- 6"nJn+l,n,n-- l"  
are applied to the test problem (2.4), we get 
- - "  Z l+Hn+ Yn+ 4 ~' 
y .+ (3K.+2- -H. )z . ,  
1 Zl~ n 
p 
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where Zn=(y. -Yn-1)/nn-1 and 1£.=11. +H. - I .  Y*+I is the second-order corrector formula and 
y.+l is the third-order corrector formula. In each case, the local error estimate, E.+l, is same and 
equal to the difference between the two corrector formulae: 
1-[ 3 
En+l  __ - -n  2 -- 12Kn( yn + (Hn 2)z.). 
In this case q = 3. 
Then the steady-state solution is defined by the conditions: 
Yn+l = Sy., 
lYn+'I = lY.[ =YL,  
H. = HL, 
K. =H.  +H._ l  =2HL, 
H2 2 (Ht - SHt2)(S - 1) II II ~2--~-L.I I ,,En+l,,=Otol= 24,y.' + . 
Also we have Z.+l = Sz. and (S -  1 )y. = SHLz.. 
2.3. P3EC3/aE methods 
The third-order predictor formula and third- and fourth-order corrector formulae are 
y.+l = y. + h~f~ + ~f~.~_~ + (2hn + 3h._i)f~,~_~,._2, 
3 * h ~'(P) h2nf(P) h~nf(P) 
2 3 
(P) h r(p) h. r(p) h. r(p) h3 rh + 2hn_l)f~+l.n,n_l,n_2. Yn+l ~-  Y. + - , ,a , ,+ l  2 dn+l,n 6 an+l,n,n-I 12 ~ . 
When these are applied to the test problem (2.4), we get 
2 
+ 3~ (3K. - H.)2w., 
y.+l = ( l  + H. + H2. 113 
2 6K. 
H~(2K. - I-I,)'~ )y° 
+ lzK.  
+ 36Mn---~ H3 (M"(aK" -Hn)Z-3(2K" -H" ) (~- (3K" -H" ) -Kn) )  Wn' 
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where z, = (y , -  y,-1)/H,-I, Wn = (Zn--Zn-1)/Kn- l ,  Kn=Hn~-Hn-1  and Mn=Hn+Hn-l+Hn-2. Y,+* 1 
is the third-order corrector formula and y,+l is the fourth-order corrector formula. In each case, the 
local error estimate, E,+I, is same and equal to the difference between the two corrector formulae: 
En+ l : 
H3(2Kn - H . )  /" 11,, - 2 
17 j:  Y" + + (~--2(3K. - H . ) -  K . )wn) .  
In this case q = 4. 
Then the steady-state solution is defined by the conditions 
Yn+l : SYn, 
ly.I =yL, 
S-1  
Zn -- ~ Yn, 
2 
Hn---- Hc, 
K. =H,  +H,_ ,  =2HL, 
M,,=Hn+H,,_I + H._2 = 3HL, 
H2,+g5 2 (HL -- SIIL2 )(S - 1 ) IEn+,I = "~-~. lYnl + + 6HL = 0tol. 
3. SC-stability analysis 
3.1. Adams P1ECI/zE methods 
These methods are Runge-Kutta methods and SC-stability results are therefore already known for 
these methods. In [6] Hall has derived the results when the dominant eigenvalue of the Jacobian is 
real. The case when the dominant eigenvalues are complex is considered in [7, 3] using different 
techniques. We present a new technique for deriving these results that can be adapted to general 
linear multistep methods. 
Consider the following perturbations to the steady-state solution: 
y. --+ y.(1 + 
Hn---+ HL(1 + e,). 
Note that here Cn is real being essentially a perturbation of the stepsize and ~bn is complex. 
In all the perturbation analysis we retain only first-order terms, ignoring second-order and higher 
products of perturbations. Note also that 
l1 + ~b, I = 1 + Re(0,), 
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and 
I1 +enl--1 +~. 
to first-order. 
Applying these perturbations to the PIEC1E formulae, where S(Ht) = 1 + IlL + H i, we have to 
first order 
yn+,(1 + ~b,+l ) = (1 + HL(1 + en) + H2(1 + 2e,))y,(1 + On) 
HL+ZH2 "~ 
=( I + ttL + H2) y, l + ~p,, + I + HL + H~e,). 
HL(1 + 2HL) "~ 
I + HL + H~ en)' 
Hence 
Sy.(1 + dpn+l)=Sy,(1 + 49, + 
which gives 
HLS'(Ht) 
1 + 4)n+1 = 1 + q~, + ~,. S(HL) 
Taking absolute values of both sides, we have 
Re ['HLS'(HL) \ l+Re(~b,+l )=m+Re(~b, )+ ~ S(HL) )e,. 
Thus 
Re(~b,+l)=Re(q~,) + Rek, S(HL) /e,. 
Now consider the effect of perturbations on local error estimate: 
En+l 1 2 = iHi(1 + 2en)y,(1 + c~n) 
1H2 "1 = 3 LY, t + 2e, + ~p,,). 
Hence 
1H2 "1 IE,+ll=y L Y.t +2g.+Re(~b,)) 
= 0tol(1 + 2e, + Re(~b,)). 
The stepsize update formula becomes 
HL(1 + e,+l)=HL(1 + e,)(1 + 2en + Re(O,)) -1/q 
which gives 
l + e,+l = l + (1 -  ~)en - ~Re(4)n). 
(3.1) 
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Angle with negative real axis of line through origin to stability boundary 
Fig. 1. SC-stability plot of P~EC~E. 
Thus, 
Combining Eqs. (3.1) and (3.2), we get 
- Re(qS,+1 ) ] = 
J ~n+l  
1 Re \ s~3-~) } Re(qS,) 
(3.2) 
(3.3) 
The condition for stability is that the spectral radius of 2 x 2 matrix in (3.3) should be less than 1. 
The SC-stability curve is shown in Fig. 1 which shows that the method is SC-stable everywhere 
except for eigenvalues making an angle between 0.19re and 0.45rc with the negative real axis. 
The analysis for PIEC2E is similar and we get the same matrix. The only difference is that in 
1 2 case of PIEC2E, S(HL)= 1 +HL + ~H i and therefore HL is also different• The SC-stability curve is 
shown in Fig. 2 which is equal to one when the dominant eigenvalue is real. 
3.2. Adams P2ECz/3E methods 
We consider the following perturbations of the steady-state values defined in Section 2.2: 
Yn ~ y,(1 + q~,), 
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Fig. 2. SC-stability plot of P1EC2E. 
zn ---+ z.(1 +Zn),  
Hn ~ Ht(1 +en), 
Kn ~ KL(1 + 0.). 
Here e. and 0n are real and the other perturbations are complex. 
Now applying the perturbations, let us first consider the local error estimate which, to first order 
will be 
H3(1 + 3en) 
En+, = lZKL(1 + 0n) (2yn(1 + ~b.) + (HL(1 + en) -- 2)Zn(1 + g.))  
=H~(I+aen-On)(2yn(I+dpn)+(HL+HL~n-2)~HjYn(I+z")) 
we can write it as 
H2 ( (HL -2) (S -1 ) ) ( I+a~n_O. )  __  L 
En+l -- -~-~ y. 2 + SHL 
( ,1 ) 
x 1 + 2 + (m-2)(s-l) • (3.4) 
SI-IL 
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In deriving these results we have found the following change of variable to eliminate 0n very useful. 
Let wn = Zn - qSn and also we can write the stability polynomial as 
H2(2   )( ,2 ) -1 )  S S_  aH ~ 1 2 - aHi 
~4 y. T~35 1 + 3e. -- O. + Z. + e. 
after taking absolute values on both sides, we get 
( 12 ( 
{S-  aH[ "~ 1 R L e IEn+ll=0t°l l+3en-0"+ee(z" ) -Re~ S- - i  w . )+~ e 1 -  3 ~ . 
Now consider the stepsize update formula: 
{S-all; 
HL(I+en+~)=HL(I+e~) 1 + 3en -- 0,, + Re(z,,) - Re / w,, 
Finally, we have 
l+e .+~=( l+e, )  1 - -e .+10~- lRe(z~)+lRe  1 -  q q q q ~-  . 
H 2 
( (1  1R (H~_~)) )  ~q =1+ 1-q  3+~ e 1 -  e~+10~ -q  ( )~+2~) 
1 S 1 - w. + -- 1 - ~.. 
Jr 2q S-- 1 as ]  2q-S 1 4S]  
- -  l / ' q  
1 H 2 
( Hi  =(S -  1) 1 - . (3.5) Hc + ~-  4S J 
Therefore 
(Hc - 2)(S - 1 ) 2(S - 1 ) 
2 + SHe - S _ aH {1  2" (3.6) 
Eq. (3.4) becomes 
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Thus 
e.+l= 1 -q  3+sRe 1-  ~n÷lOn -q  ()¢~n÷~n) 
H 2 ) 1 1 S 1 -  L w 
2qS-1  --~ "+ 
_ L 
2qS-1  1 ~ n. 
Now 
KL(1 + 0n+l) =HL(1 + ~n+l) +HL(1 + e.), 
2HL(1 + 0~+1) = HL(2 + en+l + e.), 
and therefore 
1 +O,+l  = 1 + 
~n+l -~- /;n 
On+l __ gn+l -~-gn 
2 
Hence, we may write 
( 1 ( 1 (H~)) )~q ~q 
0n+l= 1-~qq 3+~Re 1 -  en+ 0n- (Zn+Zn) 
( )  H 2 1 S L 1 S 1 -  L w 1-  4qS-1  ~-  n + 4-q~_-- 1 ~-~ n. 
The second-order corrector may be written as 
y.+l=yn+Hnzn+l, 
1 1 2 z.+l = Yn + 5H~Yn + ~H£zn. 
Applying the perturbations to these two equations, we have 
y.+l(1 + q~.+x) = y.(1 + 0.) +HL(1 + e.)z.+l(1 + Z.+l), 
y.+lOn+l = Y.On + HL(en + Zn+l)Zn+l, 
which can be written as 
HS-1 SYnO.+, = Y.O. + L---~L Yn(e. + Z.+l), 
(3.7) 
(3.8) 
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Zn+l(1 + Zn+') = yn(1 + 49.) + 
HL(1 /-/2(1 + + en)y.(1 + 49.) + 2e")Zn(1 -~- Zn), 
2 4 
1 2 1 1 z.+lZ.+l = y.49. + ~HL(e. + 49n)Yn + g{(~e.  + aZ.)z.. 
sI-I  + 49.) + ( ' ' --49n + 2(S -- 1) (e" 5e" + ~Z.), 
SHL 
SZ~+I -s -  1 
HL-~ - H~- H2  (S  1 1 1 )  82L 
S- -  12 49.+ T + e.-t- ~ Z.. Zn+l - - -  
Using (3.5), we have 
Z.+1= 1-4S J49 .+T + S e .+-~Z. .  
Now using w. = Zn - 49n, and let S/(S - 1 )= u, we have 
(H2)  H 2 L  L 
Zn+l=Zn - 1--~ w. + -2-~(u + 1)e.. 
Now Eq. (3.9) can be written as 
S(Zn+l  - Wn+l ) = Zn -- Wn "~- (S  - 1 )(e. + Z.+t ), 
Sw.+l - Z.+1 = w. - Z. - (S - 1)e.. 
Thus, 
Swn+ 1 = *'L W ~- (U + 1 ) - (S - 1) e., 
4S " 
L L H w.+, ~5 w" + ~5(  + 1) - e.. 
(3.10) 
(3.11) 
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Let 6n 
C= 
= gn + ~n, and bringing all the results together, we obtain the following matrix: 
O(en+l, 0n+l, Wn+l,Wn+l, •n+l) 
~(e.,On, wn,~n, 6n) 
1 m ! p 7__ 1 
q q 2q 2q 2q 
m 1 p -'fi 1 
1 ~q ~q 4q 4q 4q 
] 0 I-i~ 0 0 r - ~ 4s---- 7 
' o o ~? o 
- -  u 4S~ 
( ( _ Sr + SP 0 - 1 -4S J  - -  1 4s j 1 
(3.12) 
where 
1R ( H~)4Sj, rn - -3+ 5 e 1-  
( S 1 -  P-s -  1 4S J '  
H 2 
L 
r = ~-sS(U + 1). 
The condition for stability is that the spectral radius p(C) < 1. The SC-stability curve is shown in 
Fig. 3. This shows clearly that for the important case of a dominant real eigenvalue the equilibrium 
state is very unstable. We therefore expect frequent rejected steps on this type of problem. The 
behaviour for dominant complex eigenvalues i stable except for eigenvalues near the real axis. 
3.2.1. Third-order corrector 
Consider the third-order corrector: 
yn+l= ( I+Hn+H 2 H 3)  //3 
2 6/£. Yn + ~(3Kn12~. + 2 - I'In)zn. 
It can be written as the pair of formulae 
(3.13) 
Yn+l = Y. + H.zn+l, 
HnT yn H 2 .H!. 
zn+, = y. + - 7-;7-.. Y. + (3Kn + 2 - Hn)z.. 
o/% IZ/~ n 
Applying the perturbations to these two equations, we get 
yn+t(1 + qSn+l) = y.(1 + qSn) + HL(1 + e.)zn+l(1 + Zn+l), 
y.+~4~.+1 = Y.Ck. + HL(a. + Zn+l )Z.+I, 









o.2 o.4 o.6 o16 1 112 1., 
Angle with negative real axis of line through origin to stability boundary 
1.6 
Fig. 3. SC-stability plot of PzEC2E. 
hence 
S-1  
SynOn+l = Yn~)n + HL~- I  Yn(en + Zn+I), 
s4~.+~ = 4~. + (s  - 1)(e. + z.+~ ), 
and 
thus 
z .+ l ( l+z .+ l )=yn( l+O. )+HL( l+e" )y . ( l+O. )  He2(1 + 28")y.(1 + qS.) 
2 6KL(1 + 0.) 
Hoe(1 + 28.) 
q 12Ke(1 + 0.) (3Ke(1 + On) + 2 - He(1 + 8.))z.(1 + Z.); 
Zn+lZn+l = Yn~)n "~- ~(Sn  "Jr ~)n)Yn -- (28. - 0 .  + q~. )y .  
HL 
+~-((9HL + 4)8. + (Hc - 2)0. + (5Hz + 2)Z.)z.. 
Hence, 
SH~ SH~ ) (28. - 0. + q~.) SZn+I=SHLldPn+2(S~I)(8"+dP")  12~---- 1 
+ .-~-((9HL + 4)8. + (HL -- 2)0. + (5HL + 2)Z.), 
Ze4 
(3.14) 
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- -  12 (~n ÷ ÷ 
Z,,+I S - 1 3( 1 ) 
HL(9Ht + 4) '~ 
g'n ; 24S 
H2L Hr(HL - 2)) 0n + 
+ 12(S L 1) + ~S 
HL(SHL + 2) 
24S Z.. 
We can write stability polynomial as 
/-/L + ~2H2 _ 1 HL(SHL + 2) 
S -  1 24S 
Thus, we have 
Zn+l  = ( 1 HL(5Hr + 2)) 0n + (3( J /~ 1 ) 2 4 S  
HL(9HL + 4)) 
+ 24S 
HL(HL  - 2)) 
+ 12(~H~l) + ~g O. 
Ht(SHL + 2) 
24S 
~n 
Using w. = X. - 4)., and u = S/(S - 1 ), we have 
(HL(5HL+2) )  HL(2HLu+9)  
Zn+l = Zn - -  1 24S w. + ~ ~Ht + 1 
+ ~-~-g T 
~n 
We can write Eq. (3.14) as 
S(z .+ l  - w .+ l  ) = X. - w .  + (S  - 1 ) (e .  + ~.+1) ,  
SWn+l  - Zn+l = Wn - -  Zn - -  (S  - 1)e~; 
thus we have 
Ht(5HL+2) (HL (2Htu + 9 ) ) 
SWn+l  = 24S Wn + ~ ~HL + 1 - (S - 1) e. 
HL (HLu + HL 
+12S 5- - 1)On, 
(3.15) 
(3.16) 
Hc(5HL + 2) 
wn+, -- 24S2 wn + (~2 (2HLU 9 1 )~)  +~HL+ - 
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The local error estimate is same as for second-order corrector, i.e. when the system is in equilibrium, 
we have 
H2 2 (HL -- SIL2 )(S - 1) IE.+,I= IY.I + 
= 0tol. 
In this case, using (3.15) we can write 
(HL -2 ) (S -  1) 2(S-  1) 
2+ = SHL S - ~(HL(5HL + 2))" 
After applying the perturbations and using Eq. (3.18), we have 
1R (1 +~ e HL(5H4s-+ 2)) 8, ) . 
The stepsize update formula becomes 
HL(l + e,+l)=HL(l + en) (l + 38n-On + Re(zn)- Re (S -  ~(HL(5HL + 2)) S -  1 w. 
( HL(5HL + 2)))- - l /q 
+~Re 1 24S 8. 
which can be written as 
3 
1 -q--8n+ 1=(1 +e.) 1 - -e. + 10. - 1Re(z.) 
q q q 
+ lRe(~_  1 (1 HL(5HL-q-2)'~w'~ 
q 24S j nj 
2qRe (1 HL(5HL+ 24S 2))8") ; 
( ql ( zl ( HL(5HL_+24S 2)~)) eJ/ J 1 e.+1= 1- -  3+7Re 1 .+-0 .  q 
1 1 S (1 HL(5HL + 2)) 
- 2q (X" + Z") + 2q S -- 1 24S w. 
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Also 
KL(1 +On+I)=HL(1 + e.+~) +HL(1 +en), 
2He(1 + 0.+1) =HL(2 +e.+l +e.),  
1 + 0.+l  = 1 + 
~n+l + ~n 
Thus, we have 
( 1 ( 1 ( Ht(5HL + 2) ) ) )  21qq 
On+ 1 = 1 - ~qq 3 + ~Re 1 24S 5. + 0. 
1 1 S (1 HL(5HL+2)) 
-- 4q (Z" + Z") + 4q S -- 1 24S w. 
1 S 1 
+ 4q S - 1 24S J "" 
Let 6. = Z,, + Z., and combining all the results together, we obtain the following matrix: 
C= a(~n+l, On+l, Wn+l, Wn+l, ~n+l )
a(e. ,O. ,w. ,~. ,a . )  
1 f ! ± _a 1 
q q 2q 2q 2q 
1 f 1 b ~ 1 
2q 2q 4q 4q 4q 
c - !  e a 0 0 
U 
~-~ ~ 0 ~ 0 
U 
Sc+S-( Se+S-~ - (1 -Sa)  - (1 -Sa)  1 
where 
HL(SHL + 2) 
a- -  
24S 2 ' 
S (1 Ht(5HL +2))  
b -  S~ 24S 
( 9 ) HL 2HLu+ + 1 , c= -~ ~I-I~ 
HL HLu+ -- 1 e= 12S2 -~- , 
1 ( Ht(5HL _+ 2)'~ 
f=3+~Re 1 24S J" 
(3.20) 
(3.21) 










I I I 01.~ 01.4 01.6 01.8 ' 1.2 1.4 
Anglo with negativo real axis of line through origin to stability boundary 
Fig. 4. SC-stability plot of P2EC3E. 
The condition for stability is p(C) < 1. The SC-stability curve is shown in Fig. 4 whose behaviour 
is similar to that of P2EC2E method. 
3.3. Adams P3EC3/4 E methods 
We consider the following perturbations of the steady-state values defined in Section 2.2: 
y.-+ y.(1 +49.), 
z. -+z.(1 + Z.), 
w. --+ w.(1 + Z.), 
/4. --+/4L(1 + e.), 
x.  ~KL(1 + 0.), 
M. --~ML(1 + t~,). 
Here e,, O, and tp, are real and the other perturbations are complex. 
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The third-order corrector may be written as 
293 
Yn+I = Y .  -Jr- OnZn+l ,  
2 6K. Yn + 
1-12 
+ ~(3K.  - Hn)2wn 
Jo/% 
Zn+ 1 = Z n -[- Knwn+ 1 . 
g 2 
~(3Kn - (Hn - 2))zn 
IZ/~ n 
Applying the perturbations to these three equations, we get 
y,+l ( l+~n+l)=y, ( l+~,)+HL( l+e, )z ,+l ( l+z ,+l ) ,  
yn+l~n+1=yn~n+HL(~n+Zn+l)Zn+l; 
hence 
S -1  
SYn4)n+I = YnO. + I4L~ y.(~n + Zn+'), 
',- S~b.+l = 4~n + (S - 1 )(en + X,+1 ). 
Also 
/ 
Zn+l(1 +Z.+I )= [1+ 
+ 
+ 
HL(1 + a,) 92(1 +2~,)  "~ "1 
2 l -~L( i -~-~i)ynt +d?,) 
h,~(1 + 2~n) 
24HL(1 + 0n) (6HL(1 + 0.) + 2 - HL(1 + e.))zn(1 + Z.) 
H~(1 + 2~n) 
72HL(1 + 0~) (6HL(1 + On) - HL(1 + e.))2wn(1 + 7.), 
thus, 
(( 5HL'~ HL 
9 3 
+ "£-~-((9HL + 4)en + (Ht - 2)0, + (5HL + 2)X,)z, 
zq  
9 3 
+ "£-~-(257, + 40en + 350n)Wn, 
/Z  
(3.22) 
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hence 
--H~L Z.+l = 1 + 12 ] qS. + -~--e. + 0. 
+ ~-((9HL + 4)e. + (HL -- 2)0. + (5Ht + 2)Zn ) 
H 3 1 (S - I '~  2 
+ ~(25~n +40¢, + 350,) ~ \ - -~L  J " 
As before we have seen that in deriving these results, we have found the following change of 
variables to eliminate qS. and 7. very useful. Let 
q~. =z.-/~. 
7. = Z. + ~.. 
Using the stability polynomial, we can write 
25HL ( ~ )  2 S -1  5 (S - 1)(5Ht + 2) 
24S 
Thus we have 
S -1  
Ht 
+ 
24S + ~ e. 
+ 
+ (S--_HL 1 1 -- 5HL  -- (S -  1)(5HL24S + 2))  (Z. + ~.) 
S -1  
Z.  m 
+ 
+ IlL (S - 1)(HL -- 2) 
+ 24S +1--~ O. 
+ -HL 1 -  HL-- ~ ~,. 
/3 n 
Xn 
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Therefore 
Zn+l = Zn 
eL (l+5HL)/3~ 
S-1 
(S - 1)(9HL+ 4) 
24S 
40HL(~-~) 2) 
+ - i4T  s. 
(S - 1)(HL - 2 )  
24S 
35HL (~- -~)  2 ) 
+1-~ 0. 
I _5HL_ (S-1)(5HL + 2)) 
24S ~'" 
Also we have 
z,+l(1 + Z,+1 ) = 2n(1 + Zn) + 2HL(1 + 0,)w.+l(1 + 7,+1 ) 
)" Zn+lZn+ 1 = ZnZ n ~- 2HL(O. + Z.+1 + ~.+1 )Wn+l , 
hence 
SXn+l = Zn ~- (S  - 1 )(0. + Zn+l + c~.+l ) 
:" ~n+l - -  (S -  1) 2 1 + HL B, 
4(sHL1)2 (@+(S-1)(9Ht+4) 40HL (~-~)  2) 
24S + ~ s, 
+ (sHL1)2 ~ + 24S + ~  T - 1 
HL (S -1  5 (S-1)(5HL + 2)) 
+(S--  1) 2 ~ 1 - Ht - ~-~ ~,. 
On 
We can write equation (3.22) as 
S(Zn+l  - /3n+l ) = Zn - -  /3n "}- (S  - -  1 )(~n ~- Zn+l ) 
> Sf l .+1  - Z.+I =/3 .  - Z .  - (S  - 1 )e . ,  
thus we have 
/3n+l ~- ~ 1 S - 1 
(S - 1)(9HL + 4) + 
24S 
40HL 2) 1)) s. 
(3.23) 
(3.24) 
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HL (HL (S -1)(HL -- 2) 35HL ($71)2 ) 
-~S(S 1) ~-+ + 0n - 24S 
-~ S(S ~ 1) ]h~ 1 - HL -- ~ an. 
Now applying the perturbations to the local error estimate, which to first order will be 
H3(1 + 3en)(4HL(1 +0n) - HL(1 + en)) f 
En+l = 72H2(1 + ~)O +-0n) ~Yn(1 + ~bn) 
+HL(1 + en) -- 2zn(1  + Zn) 
2 
+(&(l+en)6 (6Hi(1 + 0.)- Ht(1 + e.))- 2HL(1 + 0~)) w.(1 + 7.)). 
 2(8 1 ) 
× (1+4~.)y .+ +- - - -5 - - - z .+Tc .  z° 
(562(4  ~ ) ) ) + - -  l+ge .+ O. --  2HL --  2HL  ON W~(I+~,°) 
H2(81_0  ) L  ==> =-~-ffY,, l+sen+ 3 n--On 
(HL -- 2 ) (S  - 1 ) (HL - 2 ) (S  - 1 ) 
× 2 + 2(a. + SHL + SHL Zn 
S-15HL- -12  ($71)22  (S~I )  2 
+ (S ~1)  2 HL--Trq~ 20n +5H/-126HL (S 1)27n)  
/_/2 + 
--**LA 1 + + e. + + • -48 y" A 
(~_..~)2 HL--2 x 
A <)0 .  
2fl 5HL-12 ) 
--[//n 21- Zn 7 -~- 6~ (~)2  
- A ~" ' 
(3.25) 
(S 1)(HL-- 1) (5HL-- 12) "~ where A = 2 + SIlL + (~)2  ~ ]" 
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Thus after taking absolute values on both sides, we have 
]En+tl=0tol 1+ ~+Re A en-2Re 
1 ~ )2 
-0~ + Re(z.) + 5+Re 0. 
+ Re W (.~)2 
A ~n • 
The stepsize update formula becomes 
(~ +~(~/~) 
HL(I+e~+~)=HL(I+e.) 1+ +Re A e. 
- -  l /q  [ sI4L-~2 (S_l~2 
This implies 
e.+,= 1 -q  +Re e .+ ft.+ 
+lon _ 1Re(zn)_ 1 T q q q ~+Re 0n 
Also, as before 
KL(1 + 0.+1) =HL(1 +en+l)+HL(1 +e.) 
> 2HL(1 +O.+l)=HL(2+e.+l +e.) 
297 
(3.26) 
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> 1 + On+ 1 = 1 + - -  
'gn+l ÷ 'gn 
Thus we have 
0.+1= 1-~qq +Re A ~" + 2---qA fl" + 2-qA fin 
~q ~q 1 1 ~(~)2  On 
+ ~n-  Re(zn)-~qq ~+Re A 
1 /5HL--12 (S--1"12" ~
4q~-%,-~, ) 
And 
ML(1 ÷ ~Pn+~) =HL(1 + ~n+l) + HL(1 ÷ an) ÷HL(1 + en-,) 
:. 3HL(1 + ffn+~)=HL(3 + en+, + en + en-,) 
> l+~bn+~=l+ gn+l ÷ /3n ÷ gn-I 
Thus we have 
1(8 1 1 
3q ~+Re A en + 3en-l + 2-q-Afln 
~ ~ ~q ~1 ~/~ 
+2~ fin + ~gn- Re(zn) - ~qq ~+Re 0. 
5HL--12 ) 
1 --av-~ (~)  2 
6q A 0{ n-- 6qq 
5HL--'2 (S-I'~ 2) 
6---g-U-~ 57- J  ~.. 
A 
Let fin = Zn + Zn, and bringing all the results together, we obtain the following matrix 
C= ~5(kSn+l, En, On+l, ~n+l, ~n+l, fin+l, ~n+l, an+l, ~//n+ 1 ) 
(~(~n, C.n-l, On, ~n, ~n, J~n, ~n, (~n, lPn ) 
(3.27) 
(3.28) 
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1 - ~ 0 -a-2" a3  __a_,3_ / / I 1 
q q 2q 2q qA qA 2q q 
1 0 0 0 0 0 0 0 0 
1 "~ 0 --a2 a3 a3 I ~ 1 I 
2q 2q 4q 4q 2qA 2qA 4q 2q 
a4 0 ~-  - 1 .6 0 ~7 0 0 0 
S--1 S--I S--I S--I 
~_4 0 ~ - 1 0 ~ 0 fi7 0 0 
S--I S--I S--I S--I 
05 ~6 0 ~(1 + a7)  0 0 0 ~(a4  - -  (S  - 1)) 0 T s 
1 - ~ o ~' o ~(1+~7) o o ~(a4 - -  (S  - 1 ) )  0 s 
ag+a4 0 a5+~5 a6 a6 a7 a7 1 0 
2 al ! --a-2- a3  ~3 I 1 1 1 
3 3q 3 3q 6q ~ 3qA 3qA 6q 3q 
where 
8 + 
al =~ +Re A 
a2= 5+Re H~ ~-t) ~ 
, , ,L-12 
6HL 
a 3 - -  A 
a4 - -  S ~  + 
IlL (IlL 
as -s_  1 ~+ 
2(,-1 a6-- - 1 -H~ 
HL (1+ 
C/7-- S~ ~- 
+ 
The condition for stability is p(C)< 1. The SC-stability curve is shown in Fig. 5 whose behaviour 
is similar to that of PzECz/3E methods. 
3.3.1. Fourth-order corrector 
The formula for fourth order corrector is: 
Y'+l = ( I+H'+ H22 6K, H3 H~(2K, - H,)I~f2~ Yn 
12K~M~ ~ - - -  Z n 
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1.2 
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o 
0.8 
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0.2 0.4 0.6 0.8 1 1.2 1.4 
Angle with negative real axis of line through origin to stability boundary 
--5 
Fig. 5. SC-stability plot of P3EC3E. 
-t 36M.K,, 
It can be written as the pair of formulae 
Y,,+I = Y,, + Hnzn-1 
Z.+ 1 ---- (1  ~- 
Hn Hff H.Z(2K. - H.)  ~ 
2 6K. 12/14,,/(. .] y" 
( )) -t 12M, K, M,(3K, + 2 - H,)  - (2K, - H,)  H, - 2 - -  2 Zn 
//.2 (M,,(3K,, - H. )2 -3(2K , ,  - H . ) (~(3K, ,  - H, , ) -  K , , ) )w, ,  
+ 36M, ,~ 
Zn+ 1 : Z n Av gnwn+ 1 • 
Applying the perturbations to these three equations, we obtain 
yn+l(1 + q~n+J) = yn(1 + (0,,) +HL(1 + ~)z~+,(1 + Z~+~) 
'- y.+lqS.+l = y.(o. + HL(e. + Z.+~)z.+,, 





S -1  
HL 
S-1  SynOn+l = y.dpn + HL~T-yn(e. + Zn+l) 
% 
> S~)n+l "~- ~)n ~- (S  -- 1)(8 n + Zn+l). 
zn+l(1 + Zn+l)  = (1 + 
HL(1 + en) /-/2(1 + 2En) 
2 12Ht(1 + 0n) 
H2(1 + 2en)(4HL(1 + 0n) -- HL(1 + e.))) 
 T .7(f;On) y.(l +4°) 
/ 
/-/2(I + 2en) (3HL(I + 0.)(6HL(I + 0n) -t 72H2(1 + 0n)(1 + ~P.) 
+2 - HL(1 + 8n)) -- (4HL(1 + 0n) -- HL(1 + e.)) 
x(HL(I+en) -2 )  ) 2 /zn(1 + Zn) 
//2(1 + 2en) (3EL(1 + ~9.)(6HL(1 + 0n) 4 216H~(1 + 0n)(1 + gin) 
-Ht(1 + e.)) 2 - 3(4HL(1 + 0n) -- HL(1 + en)) 
x (HL(16en) (6HL(I + On)-HL(I +en))- 2HL(I + On)) ) 
xwn(1 + 7.), 
( (38)  // /z # 4 1 9 H L  5HL HL ) 
Zn+l)~n+l = 1 -~- - -  (bn+--z-z--~ gn+-z-a--~ 0n+-n-Tffn Yn 
HL ((23H3+ 17) (9Ht +6) (HL-- +~- -- en+ 2 Z.+ 2 2)tkn + 5(H6_-2) 0.)z,, 
H 2 (203HL + 60 187HL -- 240n 45HL + 12 L En + + 7n + 
+7-2- 6 6 2 
5HL- 12@n ) 
2 wn, 
_ _  ~) 19HL 5HL 
zn+1 = ((1 + 4~n + ~5-e. + 55- on + 2~-~ ¢,.) 
HL /(23HL + 17) (9Ht + 6) (Ht - 2) 
+~ ~ 3 en+ 2 Zn+ 2 0.+ 
5(HL- 2)0n" ~ S -  1 
6 J SIlL 
(3.29) 
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Let
en+
187H;; - 240,+ 45H, + 122 rn+5H~2- 1 2
Yn = Xn + a, )
and using the stability polynomial, we can write
-( 144 1S-l s1 *45HL+12  2=--S-l HL 1 ~HL 8 (S-  245’  1)(9H,+6) 2 .
Therefore, we have
S - l
-HL Xn+l =Fy,- (l+?)~~+(~;: I S2;;(23H;+17)
1 S - 1
+izi s( )




S - 1 (HL - 2) 1 S - 1 2 (5HL - 12)




(S- 1)(9Jf,+6)- - l - Z ‘ -
HL 8 24s 2
cI
n,
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Also we have 
Zn+l(1 + Zn+l) =Zn( 1 + Zn) + 2HL(1 + 0.)wn+l(1 +7.+1) 
'," Zn+l)6,+l = z,,Z,, + 2HL(On + Zn+l + ~n+l )Wn+l ,  
hence 
SXn+l = )~n 71- (S  - -  1 ) (O  n -~- )~n+l -~- ~n+l )
)" ~n+l --  
( 3 ) H 1 (19HL S-1(23Ht+17) 
Ht 1 + (S )2 \ 72 24S 3 (S_ 1)2 gHL [Jn + + 
1 (Ss1)2 (203HL+60)) 
+1--~ 6 
+ (sI-I  
~n -- )2 \ 55 -  




(HL S-- I (HL--2) 1 (S 1)2(5HL212)) 
(S HL1 )2 ~-  ~- 24~ 2 + 1--~ - -@ - On 
H1 ( S - 1 3HL 
( s )~ -ill 1 8 
(S~I)  (9HL + 2 6)) an. (3.31) 
Now equation (3.29) can be written as 
S(Zn+l - ~n+l ) = Xn -- ~n ~- (S -- 1 )(e.  + Zn+l ) 
~'" S~n+l  - -  Zn+l = ~n - -  Xn - -  (S  - -  1)e . ,  
thus we have 
1 S 1 2(203HL+60) _ (S_ I )  e.+S( 1)\ 72 + 24~ 6 
+144 -~-  6 
HL Jill S - I(HL-- 2) 
S(S - 1) ~-2--4-+ 24~ 2 
HL (S - 1 3HL 
s (s  - 1) -H~ 1 8 
(%)  (9Ht + 2 6)) -~ ~.. (3.32) 
304 A. Usman, G. Hall~Journal of  Computational and Applied Mathematics 89 (1998) 275-308 





0 .9  
/ 
0.85 '  ' ' ' ' ' ' ' 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 
Ang le  wi th negat ive  real  axis  of l ine th rough or igin to stabi l i ty boundary  
Fig. 6. SC-stability plot of P3EC4E. 
The local error estimate is same as for third order corrector. Thus we will have same equations for 
e.+l, 0.+~ and ~.+~ as for third order corrector. Let 6. =g~ +~,  and bringing all the results together, 
we obtain the following stability matrix 
C= 
(~(/~n+l, ~n, On+l, 0~n+l, ~n+l, fin+l, fin+l' ~n+l, ~//n+l ) 
6(e., e,,- 1, On, 
1 ~ 0 a2 a3 a3 ! ~ 1 1 
q q 2q 2q qA qA 2q q 
1 0 0 0 0 0 0 0 0 
1 ~' 0 a2 a3 a3 ] l 1 ] 
2q 2q 4q 4q 2qA 2qA 4q 2q 
a9 a12 .s 0 ~ - 1 .,o 0 a,, 0 0 s-,  s-I s-1 s-1 
~-~ 0 ~ 1 0 a,o 0 all 0 a12 
S--1 S--I S-1 S--1 S-1 
~(a8 - (S - 1)) 0 ~-~s a,Os 0 s±(1 + al l)  0 0 at~s 
1 - ~ 0 ~0 0 ~(1 +~)  0 8(a8- (S -  1)) 0 ~ ~-  s 
a8 q-- a8 0 a9 q- a9 alo alo al~ ~ 1 al2 ~- a12 
2 at 1 a2 a3 ~3 1 1 1 1 
3 3q 3 3q 6q 6q 3q~ 3q~ 6q ~qq 
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where al,a2 and a3 are same as defined earlier and 
as -s~ ~ ÷ 24S 3 + 1-~ S 6 
a9- -S_  1 ~ + 24~ 6 + 1-~ S 6 
HL (S -1  3HL (S -  1) (9HL + 6) )  
a lo -  S- ~ 1 ~ 1 8 24S 2 
?) _ HL ( l+- -  
alj S -  1 
a12- S~ ~ + 24----ff- 2 + 144 - " 
The condition for stability if p(C) < 1. The SC-stability curve is shown in Fig. 6 whose behaviour 
is again similar to that of PzECz/3E methods. 
The results of these sections are important and new. They show how these important predictor- 
corrector methods behave when stability restrict he step-sizes and from it the analysis of alternative 
modified stepsize strategies can be done easily. 
4. Numerical results 
The following test problem has been used to verify and compare the results obtained in Section 3: 
' = -1000(cyl  + sy2 + 1), Yl 
! 
Y2 = - 1000(-syl ÷ cy2 + 1 ), 
x 10  -a  
O 




Fig. 7. Stepsize plot using standard stepsize strategy. 
.6  
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Fig. 8. Stepsize plot using standard stepsize strategy. 
P2EC2E 











0 .2  0 .4  0 .6  0 .8  
i 
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Fig. 9. Stepsize plot using standard stepsize strategy. 
where 
c=cosa ,  s=s ina  and a=f loor  t ~,  
1 and y(0) [ -1 .1 , -0 .9]  t. O<<t<. in  = 
floor is a MATLAB function which rounds towards minus infinity. This divides the integration 
interval [0, ½n] into eight equal intervals in each of which the Jacobian is constant. Therefore, in 
discrete steps the eigenvalues of the Jacobian move from being real to close to the imaginary axis. 
It is used to test the SC-stability condition at 8 points along the stability boundary, tol = 1 e - 3 is 
used. 
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Fig. 10. Stepsize plot using standard stepsize strategy. 
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Fig. 11. Stepsize plot using standard stepsize strategy. 
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.4  1 .6  
There is little advantage in a method having larger stability region if frequent stepsize rejections 
occur. It happens that if the dominant eigenvalue of the Jacobian is real then the only predictor- 
corrector method that is stepsize stable is P1EC1E method. But if the dominant eigenvalues are 
complex then these methods become SC-stable along most of the stability boundary except for 
PIEC2E method. 
The plots of stepsizes for each method, using the standard stepsize strategy are shown in 
Figs. 7-12 which confirm the results obtained in Section 3. 
In this paper we have carried out the SC-stability analysis for fixed order methods using the 
standard stepsize strategy. This shows clearly how these methods behave when faced with a mildly 
stiff problem. We note particularly the difficulties associated with problems for which the dominant 
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Fig. 12. Stepsize plot using standard stepsize strategy. 
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eigenvalue is real for which frequent step rejection can occur. These results will facilitate further 
work on modified algorithms/stepsize strategies to attempt o improve this performance. 
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