I. INTRODUCTION
Signal processing, including noise cancellation, echo cancellation, equalization of transmission lines, estimation and restoration of signals have become a very important research area. In some cases, we do not have enough information about signals and their interference. Furthermore, their mixing and transmission processes are not well known in advance. In these kind of situations, blind source separation (BSS) technology using statistical properties of signal sources have become very important [1] - [5] .
Since, in many applications mixing processes are convolutive mixtures, several methods in the time domain and the frequency domain have been proposed. Two kinds of proposed network structures are feedforward (FF) and feedback (FB) structures. Separation performance is highly dependent on the signal sources and the transfer functions in the mixture [7] - [10] , [13] , [14] , [16] - [18] .
BSS learning algorithms make the output signals to be statistically independent. This direction cannot always guarantee distortion free separation. A method in which the distance between the observed signals and the separated signals is added to the cost function has been proposed [11] . However, since the observations include many kinds of signal sources, it is difficult to suppress signal distortion. Furthermore, even though signal distortion in BSS systems is an important problem, it has not been addressed well up to now [19] . Akihide Horita, Kenji Nakayama, Akihiro Hirano and Yasuhiro Dejima are with the Graduate School of Natural Science and Technology, Kanazawa University, Kakuma-machi, Kanazawa, 920-1192, JAPAN (email: horita@leo.ec.t.kanazawa-u.ac.jp, nakayama@t,kanazawa-u.ac.jp). In this paper, first, an evaluation measure of signal distortion is discussed. Secondly, conditions for source separation and distortion free are derived. Based on these conditions, convergence properties are analyzed. Furthermore, a new learning algorithm for FF-BSS systems is proposed. We analyze the performance of our new learning algorithm in comparison with conventional methods, through computer simulations. The simulation results support our theoretical analysis.
II. FF-BSS SYSTEMS FOR CONVOLUTIVE MIXTURE

A. Network Structure and Equations
For simplicity, 2 signal sources and 2 sensors are used. A block diagram is shown in Fig.1 . The observations and the output signals are given by:
B. Learning Algorithm in Time Domain
The learning algorithm is derived following a natural gradient algorithm using a mutual information as a cost function [6] .
The learning rate is represented by . 
C. Learning Algorithm in Frequency Domain
Filter coefficients in the separation block are trained according [6] , [12] , [15] ,
Ö is the block number used in FFT, and Ñ indicates the frequency point in each block. is an averaging operation.
Ï´Ö Ñ µ is the weight matrix of the Ö-th FFT block and the Ñ-th frequency point. Its´ µ element, represented by Ï ´Ö Ñ µ, is the connection from the -th observation to the -th output. ´Ö Ñ µ is the output vector of the Ö-th FFT block and the Ñ-th frequency point. Its -th element, represented by ´Ö Ñ µ, is the -th output. Ê´Ö Ñ µ and Á´Ö Ñ µ indicate the real part and the imaginary part.
It has been reported that Eq.(5) includes a needless constraint which transforms the outputs into white signals, and as a result a learning algorithm that avoids whitening has been proposed [15] .
In this paper, systems following Eqs.(5) and (7) will be referred to as FF-BSS freq. (1) and (2), respectively. Figure 2 shows the FB-BSS system proposed by Jutten et al [1] . The mixing stage has a convolutive structure. The blocks consist of an FIR filter. The observations and the output signals are expressed as follows:
III. FB-BSS SYSTEMS FOR CONVOLUTIVE MIXTURE
A. Network Structure and Equations
Ü ´Òµ AE ½ Å ½ Ñ ¼ ´Ñµ× ´Ò Ñµ (8) Ý ´Òµ Ü ´Òµ AE ½ Ä ½ Ð ¼ ´ÐµÝ ´Ò Ðµ (9)
B. Learning Algorithm
In the FB-BSS system, a learning algorithm in the time domain is used [4] . The following learning algorithm has been derived by assuming several conditions [14] , [16] The above conditions are acceptable, when the distance between the sources or the sensors is large enough. When the distance is not large enough, the separation performance is unsatisfactory, because there are not enough time delays. This point will be analyzed in Sec.VIII-E.
IV. CRITERION OF SIGNAL DISTORTION
How to evaluate signal distortion in the BSS systems is one of the problems. Learning algorithms used in BSS systems make the output signals to be statistically independent. Estimation of the mixing process is not taken into account. Especially, in convolutive mixtures, the output signals are not guaranteed to approach to the sources. Therefore, the signal sources observed at the sensors are taken into account as a criterion for the signal distortion [4] , [19] .
The signal distortion is evaluated by several measures, based on the signals, the transfer functions and their amplitude responses. The transfer functions from the -th source to the -th output 
Since FF-BSS systems cannot control the output signal level, the output signal level might differ from the criteria. In order to neglect this scaling effect in the calculation of Ë ½Ü and Ë ¾Ü , the following conditions are guaranteed. (21) and (24) are not satisfied. Therefore, distortion free is not guaranteed in general.
B. Signal Distortion in FF-BSS Systems Trained in Frequency Domain
In the frequency domain, there is a weighting effect. From Eqs. (5), (7), it follows that the correction of the weights are proportional to the product of the outputs ´Ö Ñ µ ´Ö Ñ µ. In the early stage of the learning process, the output ´Ö Ñ µ includes both Ë ´Ö Ñ µ and Ë ´Ö Ñ µ. Therefore, the correction of the weights are proportional to Ë ´Ö Ñ µ · Ë ´Ö Ñ µ.
On the other hand, as the learning makes progress, the output ´Ö Ñ µ includes mainly Ë ´Ö Ñ µ. Therefore, the correction of the weights are proportional to Ë ´Ö Ñ µ ¢ Ë ´Ö Ñ µ. If the signal sources are all speech, their spectra are similar to each other. In this case, the spectra of Ë ´Ö Ñ µ · Ë ´Ö Ñ µ and Ë ´Ö Ñ µ ¢ Ë ´Ö Ñ µ are similar to those of the signal sources. If the signal sources locate in different frequency bands, e.g. as in music, their spectra are not similar. In this case, Ë ´Ö Ñ µ·Ë ´Ö Ñ µ and Ë ´Ö Ñ µ¢Ë ´Ö Ñ µ have many peaks. Therefore, the learning process amplifies some part of spectrum of the signal source, which is not dominant. It can be expected that weighting will cause signal distortion, and makes source separation more difficult.
C. Learning Algorithm in Time Domain Suppressing Signal Distortion by Using Observation as Criteria
A learning algorithm for reducing signal distortion has been proposed [11] It is assumed that the delay times of À ´Þµ are shorter than those of À ´Þµ. This means that in Fig.2 , the sensor of is located close to Ë . From this assumption, the solutions in case (1) become causal systems. On the other hand, the solutions in case (2) They are exactly the same as the criteria of the signal distortion discussed in Sec.IV Therefore, the FB-BSS systems have a unique solution, which satisfies both source separation as well as the distortion free simultaneously. Thus, in the FB-BSS systems, if complete signal separation is achieved, distortion free is also automatically satisfied.
VII. DISTORTION FREE CONDITION AND ITS APPLICATION TO LEARNING ALGORITHM FOR FF-BSS SYSTEMS
A. FF-BSS Systems Trained in Frequency Domain
From the relations of Eqs. (22) 
This constraint can be included in the learning processes for the FF-BSS systems in the frequency domain. Eqs. (5) and (7) . Furthermore, Ï ´Þµ, which are determined from Eq.(36) are taken into account to some extent, as shown in the following.
B. Learning Algorithm with Constraint in Time Domain
In this section, a new learning algorithm for FF-BSS systems, trained in the time domain, is proposed. The constraint given by Eq.(36) is taken into account in the learning process. Equation (36) is rewritten as follows: 
This constraint is used in the learning process as follows:
Given Ï ½¾´Þ µ and Ï ¾½´Þ µ, Ï ´Þµ are obtained so as to satisfy the relation of Eq.(38).
The condition for the distortion free source separation holds complete separation and distortion free. However, the learning of the separation block starts from an initial guess. Therefore, in the early stage of the learning process, the signal sources are not well separated. Taking this situation into account, the constraint of Eq.(38) is gradually imposed Eqs. (5)- (6) [6], [12] , [15] FF-BSS freq.(1+DF) Eqs. (5)- (6) with new distortion free constraint Eq.(37) FF-BSS freq. (2) Eqs. (7),(6) [15] FF-BSS freq.(2+DF) Eqs. (7), (6) Û ´Ò · ½ µ is determined so as to satisfy the relation of Eq.(38). « is set to a small positive number.
C. Generalization of the Constraint
The distortion free constraint can be extended to more than two channels. The details will be described in Appendix.
VIII. SIMULATION AND DISCUSSION
A. Learning Methods and Their Abbreviation
In this paper, many kinds of learning methods will be compared. They are summarized in Table I . 
B. Simulation Conditions
C. BSS Performance for Speech Signals
Evaluation measures are summarized in Table II . We set in Eqs. (11) Regarding the frequency domain implementation, FF-BSS freq. (1) is not good in signal distortion due to the identity matrix in Eq. (5), which causes whitening as discussed in Sec.II-C. On the other hand, FF-BSS freq. (2) can improve signal distortion due to the weighting effects as discussed However, ËÁÊ with the lower Ë Ü has the higher accuracy.
On the contrary, FB-BSS demonstrates good performances in ËÁÊ and Ë Ü due to a unique solution for complete separation and distortion free, as discussed in Sec.VI. However, its performances are slightly lower than those of FF-BSS freq.(2+DF). The residual cross terms are more investigated here. As discussed in Sec.V-C, in the learning process of FF-BSS time(MDP), ´Þµ and ´Þµ tend to approach to À ´Þµ and À ´Þµ, respectively. The former is evaluated in Ë Ü and the latter is evaluated in ËÁÊ . Here, difference between À ´Þµ and ´Þµ is evaluated in detail. Table III Table IV. In the time domain implementation, FF-BSS time still is not good in signal distortion. The spectra of ½½´Þ µË ½´Þ µ and ¾¾´Þ µË ¾´Þ µ are shown in Fig.5 . They are whitened compared to those of Fig.4 . Although it has relatively high ËÁÊ , these values have no meaning due to large signal distortion. FF-BSS time(MDF) shows good performance in Ë Ü , however, it is not good in ËÁÊ . On the other hand, FF-BSS time(DF) can drastically improve Ë Ü and also guarantee high ËÁÊ . From Fig.6 , the spectra of ´ÞµË ´Þµ are similar to that of À ´ÞµË ´Þµ. This means signal distortion is small. 
E. Comparison between FF-BSS and FB-BSS
From the above comparison in ËÁÊ and Ë Ü , the FB-BSS system can always provide good performance compared to the FF-BSS systems. Because the FB-BSS has a unique solution for complete source separation and distortion free. However, it requires some conditions for learning convergence. Especially, difference between the transmission time through the direct path and the cross path is very important. In this section, effect of the transmission time difference on the performance of the FF-BSS systems and the FB-BSS system is analyzed in detail. We set the transmission time for the direct path to be zero, and for the cross path to be . FB-BSS system. The FF-BSS systems have some degree of freedom, and cause some signal distortion. The FB-BSS has a unique solution for complete separation and distortion free. Next, the condition for complete separation and distortion free has been derived for the FF-BSS systems. This condition has been applied to the learning algorithms.
Computer simulations by using speech signals and stationary colored signals have been carried out for the conventional methods and the new learning algorithms employing the proposed distortion free constraint. The proposed method can drastically suppress signal distortion, while maintaining high separation performance. The FB-BSS system also has demonstrated good performances. The FF-BSS systems and the FB-BSS system have been compared based on the transmission time difference in the mixing process. As a result, location of the signal sources and the sensors are rather limited in the FB-BSS system.
APPENDIX
The constraint is extended to more than two channels. The condition for distortion-free source separation can be expressed as follows:
Ï´ÞµÀ´Þµ £´Þµ Thus, by using Û of Eq.(51) can approximately guarantee distortion free.
