Abstract Wind-turbine-wake evolution during the evening transition introduces variability to wind-farm power production at a time of day typically characterized by high electricity demand. During the evening transition, the atmosphere evolves from an unstable to a stable regime, and vertical stratification of the wind profile develops as the residual planetary boundary layer decouples from the surface layer. The evolution of wind-turbine wakes during the evening transition is examined from two perspectives: wake observations from single turbines, and simulations of multiple turbine wakes using the mesoscale Weather Research and Forecasting (WRF) model. Throughout the evening transition, the wake's wind-speed deficit and turbulence enhancement are confined within the rotor layer when the atmospheric stability changes from unstable to stable. The height variations of maximum upwind-downwind differences of wind speed and turbulence intensity gradually decrease during the evening transition. After verifying the WRF-model-simulated upwind wind speed, wind direction and turbulent kinetic energy profiles with observations, the wind-farm-scale wake evolution during the evening transition is investigated using the WRF-model wind-farm parametrization scheme. As the evening progresses, due to the presence of the wind farm, the modelled hub-height wind-speed deficit monotonically increases, the relative turbulence enhancement at hub height grows by 50%, and the downwind surface sensible heat flux increases, reducing surface cooling. Overall, the intensifying wakes from upwind turbines respond to the evolving atmospheric boundary layer during the evening transition, and undermine the power production of downwind turbines in the evening.
Introduction

The Evening Boundary Layer and Turbine Wakes
Daily electricity demand typically increases in the early evening, making the balance of power supply and demand a challenge during this period (McLoughlin et al. 2013) . Households require higher power demand in the evening, while solar-power generation is diminishing. The wind-power capacity of the world continues to grow, and providing stable electricity supply via wind power remains an ongoing challenge to power-grid operators due to the variability of wind-energy production. Therefore, it is important to understand utilityscale wind-turbine-wake behaviour during the evening transition because wakes undermine downwind wind-power production. An enhanced understanding of wake evolution during the evening transition can also be helpful in other situations. For example, offshore wind farms often experience land and sea breezes such that coastal flow undergoes a similar transition to that of a continental evening transition (Angevine 2007 ) and can affect wind-power production.
The unique characteristics of the evening transition have been explored in the past in terms of changes in temperature, turbulence, and surface fluxes (Deardorff 1974a, b; Mahrt 1981; Nieuwstadt and Brost 1986; Edwards et al. 2006) . The evening transition is the period during which the daytime unstable atmosphere evolves into the nocturnal stable boundary layer, where a distinct transition is observed during conditions with quiescent synoptic forcing. Acevedo and Fitzjarrald (2001) identified the "early evening transition" as the period when the planetary boundary layer (PBL) is decoupled from the surface layer, and leads to a temperature decrease, a wind-speed reduction, and an increase in water vapour mixing ratio near the surface. Lothon et al. (2014) defined the evening transition as the period after the surface sensible heat flux (Q H ) reaches zero and before the establishment of the nocturnal stable layer. The evening transition can be further described by the temperature profile evolution in the PBL, with the presence of a near-surface temperature inversion as an indication of a decoupled nocturnal boundary layer (Grimsdell and Angevine 2002; Angevine 2007) . As a result, a temperature inversion near the surface forms at the start of the evening transition, usually at least 1 h before sunset (Grimsdell and Angevine 2002) .
Changes in turbulence also suggest the onset of the evening transition. An abrupt decay in turbulent kinetic energy (TKE), associated with the collapse of daytime turbulence, and the sign changes in the surface heat flux Q H , are indicators of the "early evening transition" (Nadeau et al. 2011) . The delay between the time when Q H becomes negative and the TKE decay has been quantified previously (Nieuwstadt and Brost 1986; Sorbjan 1997; BlayCarreras et al. 2014) . Sastre et al. (2015) also demonstrated that the wind speed reaches a minimum around the time of sunset, and the turbulence time scale decreases during the evening transition.
In this study, we define the evening transition as the time at which the near-surface atmospheric stability undergoes transition from convective to stable, and the value of the surface heat flux Q H changes sign. Though alternative approaches have been used previously, we find this definition the most appropriate. Using this approach, we can determine an unambiguous evening transition in the chosen case study as Q H declines monotonically.
The evening transition presents a scientific challenge for wind-energy forecasting, since the flow becomes increasingly stratified during the evening transition, making the forecasting of wind-power production a challenge (Sanderse et al. 2011) . While summer nocturnal lowlevel jets increase boundary-layer wind speeds (Vanderwende et al. 2015; Bonin et al. 2015) , providing ample wind resources during the summer in the Great Plains, the power deficit, the reduction in power production of downwind turbines located within the wakes, increases with atmospheric stability (Hansen et al. 2012) . New approaches to yawing upwind turbines in order to improve the power production of downwind turbines (Fleming et al. 2015 (Fleming et al. , 2016 require accurate wake prediction. The difficulties posed by uncertain flows, substantial wind resources, large power deficits and possible wake manipulation potentially affect wind-power production in the evening.
Wake features in different atmospheric stability regimes have been widely studied, but wake behaviour during the evening transition remains unexplored. Early wake observations (Magnusson and Smedman 1994) concluded that the wind-speed deficit and the downwind turbulence generation are greatest in a stable atmosphere, as wakes erode minimally due to the lack of background turbulence. Wake behaviour depends not only on thermal stability but also on the upwind wind profile, and wind-tunnel experiments have demonstrated that inhomogeneous upwind flow disturbs the vertical symmetry of the downwind wind-speed deficit and turbulence (Chamorro and Porté-Agel 2009) . The wind-speed deficit and the vortices in the wake also affect wake meandering and wake expansion from the turbine centreline (Howard et al. 2015) .
Turbine-Wake Simulations
Comparisons of lidar measurements to large-eddy simulations (LES) with a generalized actuator disk (GAD) model in the Weather Research and Forecasting (WRF) model are capable of representing wake-deficit characteristics qualitatively (Mirocha et al. 2014 Aitken et al. 2014b) . GAD model results have indicated that turbine wakes expand more in the horizontal direction than vertically (Mirocha et al. 2014) . At a downwind distance of 6.5 times the rotor diameter (D), the flow experiences up to 25% wind-speed reduction in a weakly convective regime (Mirocha et al. 2014) . LES has also revealed that the wind-speed deficit extends further downwind, the turbulence generation decreases and the overall wake recovers more slowly in the stable PBL than in the unstable PBL (Abkar and Porté-Agel 2015; Bhaganagar and Debnath 2015; Mirocha et al. 2015) . However, modelled turbine wakes grow horizontally twice as rapidly, and the wake meanders from the wake centreline to a greater extent in convective than in stable conditions (Abkar and Porté-Agel 2015; Vanderwende et al. 2016a) . Unfortunately, examining the wake behaviour of a sizable wind farm using LES is computationally expensive (Churchfield et al. 2012) , and the simulation of wind-farm impacts using mesoscale meteorological models is more practical.
Various approaches of representing wind farms in mesoscale models have been explored. For example, surface roughness has been locally increased in climate models to represent the drag effects of wind turbines (Keith et al. 2004; Frandsen et al. 2009 ); however, this method ignores turbine impacts on flow phenomena such as below-rotor speed-up within the lowest few hundred metres above ground level (a.g.l.) . Further, the use of the roughness approach generates turbine-induced daytime heating and nocturnal cooling (Fitch et al. 2013b ) rather than the observed nocturnal heating (Zhou et al. 2012; Rajewski et al. 2013 Rajewski et al. , 2014 . Alternatively, the fact that the turbine rotor disk is elevated is considered by using flow-dependent parameters to introduce the effects of turbines into the flow, resulting in turbine-induced elevated drag and an increase in turbulence intensity. When the inflow speed increases, both the induced drag and the turbine-power production increase, according to the associated turbine-power curve (Blahak et al. 2010; Baidya Roy 2011) . In addition to the power curve, the use of the turbine thrust coefficient, which also varies with wind speed, provides a more accurate estimate of turbine drag and power loss ). This elevated-drag approach has been shown to reproduce correct nocturnal heating from wind farms (Fitch et al. 2013b) .
Here, we use the mesoscale WRF model's wind-farm parametrization (WFP) scheme Fitch 2015) to simulate an actual wind farm. The WFP scheme is based on Blahak et al. (2010) and Baidya Roy (2011) , and uses the turbine-thrust coefficients. In the WFP scheme, wind turbines are represented as a momentum sink and a source of turbulence at the altitudes at which turbine blades are located Fitch 2015) . The WFP scheme estimates local turbine drag based on the thrust coefficient, which is the total fraction of kinetic energy extracted from the atmosphere as a function of wind speed. The modelled generation of TKE varies with wind speed, and the momentum sink converts a fraction of kinetic energy into electricity generation . Unlike LES, the WFP scheme does not account for wake meandering or the wake effects on turbines in the same grid cell . The grid-averaged wake thus includes some uncertainty in characterizing wakes (Vanderwende et al. 2016a) . While the WFP scheme tends to underestimate the power deficit of downwind turbines, it is capable of qualitatively reproducing wind-farm impacts in different atmospheric stability conditions (Jiménez et al. 2015) , and has been used to explore the impact of surface roughness on wind-farm production (Vanderwende and Lundquist 2016b) .
Using the WFP scheme in the WRF model, wake evolution during the evening transition was briefly examined in Fitch et al. (2013a) , though without comparison to observations. In Fitch et al. (2013a) , the background boundary-layer wind speed increased throughout the evening transition, leading to greater wind-speed deficits and turbulence enhancement within the rotor layer and to heights up to 2D above the rotor layer. Even though the power production increased during the evening transition, downwind vertical mixing was inhibited within the growing stable layer, leading to strong and persistent wakes. However, Fitch et al. (2013a) did not include a comprehensive discussion on the response of wakes to atmospheric stability changes during the evening transition, the topic that we address herein.
Wake evolution during the evening stability change has not been addressed in previous work; therefore, we examine turbine-wake evolution during the transition using both measurements and simulations. The observations and the modelling approach are described in Sect. 2, and we discuss the observations of individual turbine wakes for one well-observed case study (Sect. 3.1). Then, we compare the upwind observed profiles to the simulated background atmosphere in the WRF model, so as to validate the modelled inflows (Sect. 3.2). Next, the aggregate wake evolution during the evening transition caused by multiple wind turbines is further explored using the WFP scheme (Sect. 3.3). The observations and model results demonstrate that, through the evening transition, increasingly persistent wakes develop, as quantified by downwind wind-speed deficits and turbulence generation. The evolving atmosphere during the evening transition potentially poses challenges in the prediction of wind-power production.
Data and Methods
Wake Observations
Assessing the meteorological impacts of wind-turbine wakes and their subsequent impact on power production during the evening transition requires detailed atmospheric measurements of the upwind and downwind flow. To explore wake behaviour, the Crop/Wind Energy EXperiment 2011 (CWEX-11) collected wind observations in a 200-turbine wind farm in central Iowa from June to August 2011 (Rajewski et al. 2013 (Rajewski et al. , 2014 Rhodes and Lundquist , while the flux towers collected 20-Hz measurements of near-surface wind speed and direction, the surface heat flux Q H , virtual temperature, and water vapour density at 4.5 m a.g.l. Since the prevailing wind direction at the site is southerly, the instruments were located directly north (250 m, about 3D) and south (164 m, about 2D) of a row of east-west oriented turbines (Fig. 1) . The two furthest downwind flux towers were positioned 664 m (about 8.6D) and 1036 m (about 13.5D) north of the row of turbines. As a result, turbine-wake impacts can be quantified via comparison of the upwind and downwind sites, including wind-speed deficit, near-surface temperature change, turbulence intensity (TI) and TKE enhancement. The turbulence intensity can be calculated as
and the lidar-estimated TKE (ē) can be calculated as
whereŪ is the average wind speed, and σ 2 are the 2-min averaged variances of the u, v, w velocity components (Stull 1988) . Pulsed lidars (WC1 and WC2) use the Doppler beam swinging method to take wind measurements at all specified altitudes based on the same pulse, by comparing the backscattering arrival time at different heights to the pulse initialization time (Courtney et al. 2008 ). The method assumes flow homogeneity over a horizontal area so as to retrieve horizontal and ver-tical wind speeds. In CWEX-11, the wind components are averaged every 2 min to quantify the associated variability. However, the errors in cross-stream and vertical velocity components from near-wake lidar measurements at a distance 2D downwind can be significant in stable conditions . Besides, the WindCube lidars do not measure atmospheric turbulence precisely due to the spatial separation of the data points along the line-of-sight and in the conical section (Sathe et al. 2011) . As a result, the observed 2-min averaged turbulence parameters describe only the variances as observed by the lidar, rather than the evolution of small-scale turbulence. Nonetheless, the wake effects due to an individual turbine can still be described by contrasting the lidar-measured 2-min averaged wind speed and lidar TKE, when the upwind flow is southerly and most of the wake overlaps the lidar scanning volume.
Wind speed outside of the downwind wake edges is occasionally measured when slight wind-direction changes divert part of the wake outside of the lidar's sampling volume. At hub height, the cross-stream 1-Hz beams from the downwind lidar measure wind components beyond the wake edges when the inflow wind direction deviates by more than 3.19 • on each side of the 180 • wind direction. Downwind wind-speed measurements derived from along-stream lidar beams are not affected by this caveat. However, the sampling beyond the wake edges introduces a source of uncertainty for downwind turbulence measurements, as the cross-stream observations are incorporated into such measurements.
The sonic anemometers and gas analyzers installed at the National Center for Atmospheric Research (NCAR) surface-flux stations provide 20-Hz measurements of wind velocity, virtual temperature and water vapour density at 4.5 m a.g.l. (Rajewski et al. 2013 ). The sonic wind vectors are rotated to correct for instrument tilt using the planar fit technique (Wilczak et al. 2001) . The flux stations also record 2-and 10-m air temperature, 2-m air pressure, and 2-m relative humidity at a rate of 1 Hz. In addition, located between the lidars and the NCAR flux stations, two upwind and downwind flux towers from Iowa State University (ISU) also provide 5-min precipitation measurements. Since the locations of the NCAR flux towers are more advantageous than the ISU tower locations in observing wakes in southerly flow, only high-resolution data from the NCAR flux stations are analyzed herein.
Case Study Description
A case study for 9 July 2011 is chosen to illustrate wake effects during the evening transition, based on several criteria. First, both lidars must report data without interruption between 1500 and 2200 LT; second, the wind directions across the rotor layer, as measured by the lidars, must consistently record southerly inflow throughout the evening; third, the measured hub-height wind speeds must exceed the turbine cut-in speed; fourth, no major synoptic-scale system should influence the local weather in Iowa throughout the period. On this evening, wind directions at the surface, 850-hPa level, and 500-hPa level were primarily southerly, southwesterly, and westerly, respectively. Throughout the campaign, southerly evening inflow was also recorded on two other evenings, 16 and 23 July 2011. However, the WC2 lidar did not record sufficient data during the evening of 16 July , and the evening transition on 23 July was ambiguous due to afternoon precipitation. Therefore those two cases are not considered.
WRF Model Configurations
We use the Advanced Research WRF model (version 3.6.1) (Skamarock and Klemp 2008) to simulate the wake characteristics on a wind-farm scale during the evening transition. To ensure the mesoscale model depicts the upwind conditions correctly, simulation results are compared to the upwind observations before introducing the virtual wind farm. The simulations began at 0000 UTC on 9 July 2011 and ran for 30 h, and we focus on the model data during the evening transition, from 2000 UTC 9 July to 0300 UTC 10 July (1500 to 2200 LT 9 July). The Global Forecast System (GFS) reanalysis provides initial and boundary conditions for the one-way-nested three-domain simulations (Fig. 2) . We also tested other initial-and boundary-condition datasets, the ERA-interim dataset and the GFS 0.5-deg resolution dataset. The WRF-model results using the GFS reanalysis data with 1-deg resolution are selected because the wind field, turbulence and surface sensible heat flux are more accurately modelled when forced with the GFS 1-deg resolution dataset (not shown). The finest domain, simulated with 571 × 511 points at 990-m horizontal resolution, covers the entire state of Iowa with an integration timestep of 1 s. To capture the southerly surface flow and the westerly synoptic flow above the surface layer, the inner grids are located northeast of each coarser grid's centre, thus ensuring adequate upwind coverage. To simulate high-resolution boundary-layer features, vertical levels are progressively stretched from the surface, with 70 levels in total. The vertical spacing below 200 m a.g.l. is about 22 m on average, allowing for four vertical levels in the rotor layer, nominally at 45, 67, 89, 112, 134, 156, 179 and 201 m a.g.l.
The Mellor-Yamada-Nakanishi-Niino (MYNN) PBL scheme is currently required for the WRF model to simulate the effects of wind farms via its WFP scheme ; the MYNN level-2.5 scheme predicts subgrid TKE as a prognostic variable and produces local vertical mixing (Nakanishi and Niino 2006) . Based on the Mellor-Yamada-Janjić scheme, the MYNN scheme uses fundamental closure constants derived from LES, and includes stability effects on the mixing length and buoyancy effects on pressure covariance (Nakanishi and Niino 2006) . The MYNN surface layer and TKE advection in the PBL scheme are also applied. Microphysics is parametrized with the single-moment 3-class scheme (Hong et al. 2004) in the model runs; longwave radiation is estimated with the Rapid Radiative Transfer Model (Mlawer et al. 1997) ; and the Dudhia scheme provides shortwave radiation (Dudhia 1989) . The simulations also use the unified Noah land-surface model, and for the cumulus parametrization, the Kain-Fritsch scheme (Kain 2004 ) is enabled on the coarsest domain. The non-hydrostatic simulations allow simple diffusion with horizontal Smagorinsky first-order closure and an implicit gravity-wave damping layer.
Of the two sets of simulations, one actively employs the WFP scheme (the "WFP" run) and one has the WFP scheme inactive (the "control" run). In the simulations that included the wind-farm effects, virtual wind turbines are added to the finest domain via the WFP scheme. This scheme explicitly models the elevated drag and turbulent mixing of turbines by establishing an elevated momentum sink and a turbulence source . We use the configurations of the 1.5-MW PSU generic turbine (Schmitz 2012) , similar to the General Electric SLE turbine described above (80-m hub height and 77-m rotor diameter). The standing thrust coefficient chosen is 0.041. The WFP run includes a 100-turbine wind farm, which comprised half of the turbines at the site of the CWEX-11 campaign to produce the utility-scale turbine-wake effects. Although the whole wind farm in this location consists of 200 turbines, here we focus on the southern half of the wind farm, the location of the meteorological measurements. Note that the size of a 100-turbine wind farm is representative of most wind farms in North America. Comparison between the control simulation and the WFP simulation indicates the progression of downwind horizontal wind-speed deficits, TKE generation, surface heat flux Q H sign changes and power production through the evening transition.
Results
Observations
Evening Transition Characterization
The near-surface region of the PBL undergoes a transition from convective to stable conditions at least 2 h before sunset (at 2051 LT) on 9 July 2011 (0151 UTC 10 July), with the stability parameter, z/L (where z is height and L is the Obukhov length) changing from negative to positive at 1830 LT (2330 UTC) (Fig. 3a) . The value of the surface heat flux Q H changes sign at the same time (Fig. 3b) , while the latent heat flux decreases over time (Fig. 3b) . The abrupt collapse of the absolute temporal TKE change (|dē/dt|) at hub height (Fig. 3c) , which signifies the onset of the transition (Nadeau et al. 2011) , coincides with the stability change. The above evidence suggests a distinct evening transition before sunset, consistent with the observations of Grimsdell and Angevine (2002) . The differences of z/L and heat fluxes between upwind and downwind sites are trivial, so the downwind stability observations are not presented here.
Wind Speed Deficits and Turbulence Generation
The stability, heat flux, and temporal TKE changes affect the wake behaviour in the evening, as illustrated in the upwind (Fig. 4a) and downwind (Fig. 4b) lidar wind profiles and the differences between them (Fig. 4c) . When the PBL undergoes transition from an unstable to a stable state, the wake wind-speed deficit is less likely to extend above the height of the rotor top at 118.5 m (Fig. 4c) . Before the transition, convective vertical mixing, initiated by surface heating, leads to relatively uniform upwind wind speeds across the daytime boundary layer (Fig. 4a) . When the stable PBL begins to develop, stratification develops in the flow, with lower wind speeds near the surface and greater wind speeds aloft. Stable stratification is initiated at 1900 LT (0000 UTC 10 July), following the evening transition. As the stratification develops, the wind-speed deficit becomes less intermittent over time and is mostly confined to the rotor layer (Fig. 4c) .
As with the wind-speed deficit, the turbulence enhancement caused by the wind turbines becomes steady during the evening transition, as evidenced by the upwind TI value (Fig. 5a ), upwindē value (Fig. 5b) , downwind TI value (Fig. 5c ), downwindē value (Fig. 5d) , TI difference (Fig. 5e) , andē difference (Fig. 5f ). From Eqs. 1 and 2, TI represents the variations in horizontal velocities, while the TKE (ē) also accounts for vertical velocity deviations. In the case study, both the upwind TI andē values decrease dramatically when the PBL becomes stable (Fig. 5a, b) . After the transition, the downwind TI value is confined to the rotor layer (Fig. 5c) , although the increase in theē value persists above the rotor layer (Fig. 5d) . In the wake region, the TKE varies above the rotor layer before and after the evening transition Fig. 5f ), while TI values have no substantial differences above the rotor top (Fig. 5e ). This contrast between TI andē values suggests that vertical velocity variations contribute most to the turbulence enhancement above the turbine rotor layer during the evening transition, consistent with previous wind-tunnel studies (Cal et al. 2010 ) and idealized LES results (Calaf et al. 2010) , which emphasize the importance of the vertical flux stimulated by wakes.
Within the rotor layer, the altitude of the maximum in downwind turbulence enhancement evolves throughout the transition. The height of maximum downwind turbine-induced turbulence generation varies within the rotor layer before 2000 LT (0100 UTC 10 July) and stabilizes at 60 m afterwards (Fig. 5e) . On the other hand, no distinct trends emerge regarding the changes in the height of the peak downwind TKE enhancement (Fig. 5f) .
Although upwind turbulence intensity declines during the evening transition, the downwind turbulence enhancements within the rotor layer, due to the turbine, remain at the same order of magnitude throughout the evening transition. Our wake observations, recorded at a distance 3D downwind of turbines, differ from the conclusions of Magnusson and Smedman (1994) , where the maximum values in turbulence enhancements diminish downwind more rapidly in unstable than in stable conditions. However, their observations, obtained at a distance 4.2D downwind, were only relevant to stable and unstable states and not to the transition period. 
Wake Evolution with Heights and Wind Directions
Not surprisingly, wake features in the evening transition respond to subtle variations in the upwind wind profiles. The fluctuations of upwind variables decrease gradually during the transition, with the upwind hub-height wind speed oscillating around 8 m s −1 and fluctuating less frequently after 1900 LT (0000 UTC 10 July) (Fig. 6a) . At the same time, the background TI andē values at hub height also begin to decline steadily (Fig. 6b, c) . As the inflow becomes steady after the evening transition, the wake signatures in wind speed, TI and TKE are only observed below the rotor top. In contrast, before the evening transition, these wake signatures appear occasionally above the rotor top ( Fig. 6d-f ). All three wake parameters vary collectively below hub height after 2030 LT (0130 UTC 10 July). Overall, the maximum wake effects steadily become more distinct within the rotor layer as the evening progresses. This sensitivity of the height of the maximum downwind wind-speed deficit to atmospheric stability has yet to be examined in the literature. Aitken et al. (2014a) summarized the dis- crepancy on the altitudes of peak wind-speed deficit among previous investigations, although the role of atmospheric stability was not discussed, since stability was not always quantified in the historical observational studies. Using LES, Bhaganagar and Debnath (2015) characterized wind-speed deficit in two stable scenarios with different surface cooling rates. They concluded that in strongly stable atmospheric conditions, the maximum downwind deficit was found below hub height, while in weakly stable atmospheric conditions, the maximum downwind deficit developed above hub height. The contrast of wakes in different atmospheric stabilities was, nonetheless, not discussed. Abkar and Porté-Agel (2015) hypothesized that the maximum wind-speed deficit occurred at hub height regardless of atmospheric stability, though we have found different results in this case study: the height of maximum wind-speed deficit changes over time as the atmosphere evolves from unstable to stable stratification.
In addition to the change in altitude of the maximum wake wind-speed deficit, the wake also becomes more sensitive to upwind wind direction during the evening transition, likely due to the smaller effect of ambient turbulence on the wake. Upwind wind direction influences the wake parameters across the rotor layer. Additionally, veering, or clockwise turning with (Fig. 7a) , while the downwind turbulence enhancement is relatively weak in magnitude and thus indistinct (Fig. 7c, e) . After the evening transition, both the inflow and the wake start to veer with height. The wind-speed deficit is greatest around 185 • , especially below hub height (Fig. 7b) . In the same way, the normalized TI andē differences demonstrate intensifying wake effects, mainly at and below hub height (Fig. 7d, f) . In general, the turbulence enhancements veer with height, and have the greatest values around 185 • . Note that Fig. 7 only illustrates data up to 100 m a.g.l., since the downwind lidar may well sample partial wakes beyond that height. Overall, the wakes veer and become more distinct during the evening transition of 9 July.
Observation-Simulation Comparison
We first evaluate the skill of the WRF model in simulating the evolution of the upwind profiles of wind speed, wind direction, and TKE. Although the maximum absolute error of wind speed at hub height before, during and after the evening transition is 1.5 m s −1 , the model captures the temporal trend of the wind-speed profile (Fig. 8a) . Even as the error of the wind-direction profile grows over time, the simulation error in the 80-m wind direction is less than 10 • throughout the evening transition (Fig. 8b) . Moreover, the simulated TKE profile and its decline in magnitude during the transition generally agree with the observations (Fig. 8c) , with a hub-height maximum error inē of 0.18 m 2 s −2 . Note that the observed TKE is the lidarmeasured, 2-min averaged TKE. The WRF-calculated TKE is a mesoscale representation of atmospheric turbulence over the entire grid cell, and as such is not directly comparable to the observations, but is shown for reference in Figs. 8c, 9c . Likewise, the comparison between modelled and observed time series further supports the claim that the WRF model is capable of simulating the upwind condition. The mean absolute errors between the simulated and observed time series of hub-height wind speed, hub-height wind direction, hub-height TKE (ē) and surface heat flux Q H on 9 July are small, being 1.1 m s −1 , 7.7 • , 0.17 m 2 s −2 and 21 W m −2 , respectively (Fig. 9) . On the other hand, the timing of the simulated atmospheric stability change is within 1 h of the actual change: Q H changed sign at 1755 LT (2255 UTC) in the WRF model, 35 min earlier than that observed. However, the simulated hub-height TKE experiences abrupt decay at the same time as that observed, 1900 LT (0000 UTC 10 July) (Fig. 9c) . Overall, the WRF model produces satisfactory background flows for this 9 July case study.
Simulations with the WFP Scheme
Downwind Meteorological Impacts
Via the WFP scheme, virtual wind turbines are introduced in the 9 July WRF model simulation to characterize the evolution of wake effects during the evening transition. Wind-speed deficit, calculated by subtracting the horizontal wind speed of the "control" run with no virtual wind turbines from that of the "WFP" run with virtual turbines, is the primary method to quantify wind-farm wakes. The modelled wind-speed deficits produced by the 100-turbine wind farm intensify at hub height over time, and extend further downwind after the evening transition at 1830 LT (2330 UTC) (Fig. 10a-d) . The wind-speed deficits reach a maximum value within c, g, k) , and 0030 to 0130 UTC (d, h, l) . The black vectors represent the 1-h averaged wind direction of the control run interpolated to hub height, and the vector lengths are proportional to the wind speed of the control run. The turbine locations are labelled as dots in cyan a distance of 5 km downwind from the northern edge of the virtual wind farm, and the windspeed deficits erode for distances further downwind. As the simulated wind direction shifts from south-westerly to southerly throughout the transition, the location of the wake windspeed deficits changes accordingly. Additionally, the hub-height wind speed of the control run varies between 8 and 11 m s −1 during the 2 h before and after the evening transition (Fig. 9a) . The wind-farm drag reduces the downwind wind speed by more than 1.2 m s −1 throughout the transition; this wind-farm wake represents more than 10% of the inflow wind speed at the end of the transition (Fig. 10d) . The simulated wind-speed deficit within the rotor layer also becomes greater during the evening transition. Throughout the evening transition, the wind-speed deficit is greater below hub height than above (Fig. 11) . At the top of the rotor disk, the wind-speed reduction is minimal before the evening transition, but doubles after the transition (Fig. 11d, h ). At all altitudes across the rotor disk, the wind-speed deficits stretch further downwind after the transition than before the transition.
Although the absolute changes in hub-height TKE difference decrease over time (Fig. 10e-h ), the virtual wind turbines increase the relative downwind TKE difference during the evening transition. Since the background TKE diminishes as the evening progresses (Fig. 9c) , the TKE enhancement produced by the wind farm decreases in absolute terms but increases in relative terms. One hour before the evening transition, the turbines generate a maximum downwind TKE enhancement of more than 0.18 m 2 s −2 (Fig. 10f) , which is about 20% of Fig. 11 , the variable shown is 2-h averaged TKE (ē) difference across the rotor layer the average ambient TKE value of the hour in the control run (Fig. 9c) . By the end of the transition, the downwind TKE enhancement is more than 50% of its base value (Fig. 10h) : the downwind TKE increases by 50% due to the existence of the wind farm.
Furthermore, the downwind TKE differences across the rotor layer display irregular variations, in contrast to the wind-speed deficits. In general, the downwind TKE enhancement increases with height within the rotor layer throughout the evening transition (Fig. 12) . Particularly below hub height, the TKE enhancement induced by the virtual wind farm diminishes after the transition (Fig. 12e, f) . On the other hand, above hub height, the differences in TKE enhancement before and after the transition are more subtle (Fig. 12c, d, g, h) . Furthermore, in terms of horizontal extent, the downwind wind-speed deficit at hub height persists for a distance of more than 15 km downwind after the evening transition (Fig. 10c, d ), but the TKE enhancement dissipates after a distance of 10 km downwind (Fig. 10g, h) .
Besides, wind turbines also interrupt the evening reduction of the surface heat flux Q H downwind, as well as the emergence of the near-surface stable layer. At the beginning of the evening transition, the virtual wind farm increases Q H by less than 2 W m −2 consistently (Fig. 10i) , which is less than 10% of the control value (Fig. 9d) . As the evening progresses, the wind farm enhances and expands the downwind flux increase by more than 6 W m −2 at the end of the transition (Fig. 10l) , which is about 20% of the ambient value (Fig. 9d ). In contrast, Q H in a typical environment should decrease and become negative in the evening. Therefore, the positive downwind heat-flux difference during the evening transition suggests the modelled wind turbines impede downwind surface cooling and hence the development of the nocturnal stable boundary layer.
Power Production Evolution
In the "WFP" simulations, turbine-power production can be calculated from the wind speed at hub height in a simulation cell. The power ratio (Fig. 13) represents the ratio between the WFP-simulated power production and the calculated power production derived from the wind speeds of the same turbine-containing grid cells in the "control" run, based on the turbine power curve. As expected, waked grid cells produce less power. Because the wind direction shifts from south-south-westerly to southerly, the grid cells on the south-western half of the wind farm consistently yield higher power per turbine than those in the north-eastern half, which are usually waked. Note that the WFP scheme assumes that the virtual wind turbines are always oriented perpendicular to the flow , and the power production of each grid cell is proportional to the number of turbines contained therein.
Because of the strengthening wakes during the 4-h evening transition, the 1-h averaged power ratio gradually decreases to 68%, from 82% (Fig. 13) . The reduction in the power ratio during the first 2 h can be explained by the larger decline in the average wind speed of the WFP run compared to that of the control run (Fig. 14) . Meanwhile, the mean power ratio continues to decrease even when the wind speeds increase after 1900 LT (0000 UTC 10 July) (Fig. 14) , indicating a growing discrepancy between the potential and the WFP-simulated power productions throughout the evening transition. The continuous reduction in power ratio (Figs. 13, 14) illustrates that the maturing wakes undermine the power production of downwind turbines.
Discussion
Because daily electricity demand increases during the evening, efforts to provide reliable electricity generation from wind energy must include a characterization of wind-turbinewake behaviour during the evening transition. Here, we have investigated the evolution of wind-turbine wakes using both observations and model simulations of a case study when the lower PBL undergoes a transition from typical daytime convective to nocturnal stable conditions.
Turbine wakes undermine power production of downwind turbines. Wake characteristics, such as downwind wind-speed deficits and downwind turbulence generation, respond to the decoupling of the surface layer from the PBL during the evening transition. In the evening, the sign of the heat flux Q H becomes negative as the ground starts to cool, the atmospheric PBL develops stable stratification, and the background wind direction veers with height and undergoes transition into a laminar flow. During the evening transition, variable daytime turbine wakes coalesce and appear to be more persistent and more confined within the rotor disk altitudes. The evolving upwind profile and the declining convective turbulence in the evening also determine the height of the strongest wakes within the rotor layer. In an unstable regime, the largest wind-speed deficit is observed above hub height. After the evening transition, the maximum in the wind-speed deficit is found below hub height (Fig. 6a) . The heights of the maximum wind-speed deficit and turbulence production also coincide, especially after the evening transition, due to the strengthening atmospheric stratification (Fig. 6) . The wakes themselves begin to veer with height across the rotor layer after the evening transition (Fig. 7) . Previous studies (Aitken et al. 2014a; Bhaganagar and Debnath 2015; Abkar and Porté-Agel 2015) did not examine the effects of atmospheric stratification on the height of the maximum wind-speed deficit in the wake, and our study has demonstrated the strong influence of evolving stability on the height of the maximum wake. Empirical reduced-order wake models (Jensen 1983; Katíc et al. 1986 ) could therefore be modified to account for evolving stability.
Introducing a virtual wind farm into the WRF-model simulations enables the exploration of wind-farm-wake behaviour during the evening transition. The maximum hub-height windspeed deficit and turbulence enhancement take place within 5 km of the downwind edge of the wind farm (Fig. 10a-h ), which is consistent with the WRF-model simulations of Fitch et al. (2013a) and Jiménez et al. (2015) . Moreover, after the evening transition, the hub-height wind-speed deficit persists for more than 15 km downwind, while the turbulence enhancement vanishes beyond 10 km downwind. In contrast to LES studies with constant atmospheric stratification (Churchfield et al. 2012; Mirocha et al. 2014 Mirocha et al. , 2015 Abkar and Porté-Agel 2015; Vanderwende et al. 2016a) , the wake structure illustrated herein varies both temporally and spatially downwind of the wind farm. The turbine locations in these simulations, based on an actual wind farm, contribute to this variability. Furthermore, the left-hand-side downwind horizontal flow acceleration or turning during the evening transition found in Fitch et al. (2013a) does not emerge in the simulations presented herein. Nonetheless, we observe a strengthening of the downwind wind-speed deficit throughout the evening transition, similar to that of Fitch et al. (2013a) . The validity of the power production from the WFP scheme awaits verification from observations. The wake behaviour in the individual wake observations is different from that in the windfarm wake simulations, and the results herein of wake evolution through the evening transition may serve as reference for improving the WFP scheme in the WRF model. Of course, differences between simulations and observations may be due to scale, as our observations are within one mesoscale model cell, and variability within the cell is not permitted using the current WFP scheme. Simulations suggest that after the evening transition, the modelled wind-speed deficit strengthens more near hub height than at the top and bottom of the rotor layer (Figs. 10c, d, 11 ), which agrees with the observations (Fig. 7b) . However, the WFP scheme underestimates the maximum wind-speed deficit at and above hub height by about 1 m s −1 (not shown). In addition, the observed maximum TKE enhancement within the rotor layer (Fig. 5f ) is also at least twice as large as the modelled downwindē increase in the evening (Figs. 10e-h, 12 ). Considering the wind-speed deficit and TKE enhancement decrease with downwind distance, these observation-model differences may be due to the resolution of the mesoscale model as compared to the observations. After all, the observations are collected at a location about 240 m downwind, while the simulations are representative of a 1 km × 1 km grid cell. Moreover, the elevation of TKE enhancement also differs between measurements and simulations: after the evening transition, the simulated downwind TKE increase only occurs above hub height (Fig. 12e-h) , conversely, the observed TKE increase downwind across the rotor layer (Figs. 5f, 6f) . Recognizing that the observations and the WFP scheme depict turbine wakes at different spatial scales, the parametrization still has difficulties describing evening wake evolution, particularly TKE enhancement below hub height. The observation-simulation disagreement in wake behaviour is due to a combination of measurement errors, differences in observed and simulated upwind conditions, and the fundamental limitation of the WFP scheme in characterizing sub-grid features. In the CWEX-11 simulations, some grid cells contain multiple turbines, and the WFP scheme cannot model sub-grid scale phenomena, contributing to the observation-simulation differences.
During the evening transition, power production decreases in the wind-farm simulations, due both to strengthening wakes and the temporal and spatial variability of the inflow to the turbines. Accompanying the small fluctuations in the simulated hub-height wind direction of less than 20 • (Fig. 9b) , the background wind speed oscillates between 8 and 11 m s −1 and remains below rated speed during the evening transition (Fig. 9a) . The freestream wind speed is in region II of the turbine power curve, where the power production is highly sensitive to wind-speed variations. Before the evening transition, the temporal trend of power generation in the turbine-containing grid cells follows closely the upwind wind-speed changes, which explains the rapid reduction of the power ratio during the evening transition (Figs. 13, 14) . After the evening transition, stronger wakes lead to a lower downwind power ratio, so the average power production continues to plummet even as the wind speed rebounds. The modelled streaks of gusts or lower wind speeds across the whole wind farm also produce fluctuations in the overall power production. The stability transition near the surface modifies the wind-profile stratification; this progression can also lead to reductions in power output during the evening transition.
Conclusions
Herein, we present the evolution of both observed and simulated wind turbine wakes during the evening transition. Through the evening transition, the vertical extent of the wake wind-speed deficit, produced by an individual turbine, gradually decreases and becomes confined within the rotor layer. After the upwind buoyancy-driven turbulence diminishes in the evening, the downwind turbulence generation rebounds and persists within the rotor layer. Transitioning surface inflow and strengthening wakes introduce temporal fluctuations in downwind power deficit.
The mesoscale WRF-model simulations using the WFP scheme also offer a basis for the prediction of power production when the daily electricity demand increases in the evening. As the evening transition progresses, the downwind turbines and the downwind atmosphere experience continuously strengthening wake effects. Compared to the control simulations with no wind-turbine effects, the virtual wind farm leads to an increase in hub-height windspeed deficit by more than 10%, a 50% increase of TKE at hub height, and a 20% increase in the surface heat flux Q H , which stalls surface cooling through the end of the evening transition. The power ratio, a measure of the simulated power generation to the potential power production given undisturbed inflow, decreases nearly 15% during the transition. Overall, turbine wakes respond to the evolving PBL during the evening transition, thereby affecting total wind-farm power production by reducing the productivity of downwind turbines. As wind-energy control research moves from a focus on manipulating individual turbines to optimizing power production of larger plants (Fleming et al. 2014 (Fleming et al. , 2016 , these varying stability-driven wake characteristics should be incorporated into control schemes.
Having demonstrated that the WRF model has skill in simulating the ambient wind field for the selected evening transition case, we demonstrate that the WFP scheme is capable of modelling turbine wakes through changing atmospheric stability conditions. Thus, this study lays the groundwork for future investigations to compare the power output of the WFP scheme to the observed power production, which can be conducted with nacelle anemometer measurements (St. Martin et al. 2017) . Since mesoscale modelling is crucial in predicting power production in wind farms (Marquis et al. 2011; Jiménez et al. 2015; Wilczak et al. 2015) , comparisons of predicted and observed power output can help to identify areas for improvement in the WFP scheme in the WRF model. Moreover, accurate representation of wind farms in numerical weather prediction models is important for both simulating windenergy production and planning for energy infrastructure (Jacobson et al. 2015; MacDonald et al. 2016) .
