We present a method for improving estimation in linear regression models in samples of moderate size, using shrinkage techniques. Our work connects the theory of causal inference, which describes how variable adjustment should be performed with large samples, with shrinkage estimators such as ridge regression and the least absolute shrinkage and selection operator (LASSO), which can perform better in sample sizes seen in epidemiologic practice. Shrinkage methods reduce mean squared error by trading off some amount of bias for a reduction in variance. However, when inference is the goal, there are no standard methods for choosing the penalty "tuning" parameters that govern these tradeoffs. We propose selecting the penalty parameters for these shrinkage estimators by minimizing bias and variance in future similar data sets drawn from the posterior predictive distribution. Our method provides both the point estimate of interest and corresponding standard error estimates. Through simulations, we demonstrate that it can achieve better mean squared error than using cross-validation for penalty parameter selection. We apply our method to a crosssectional analysis of the association between smoking and carotid intima-media thickness in the Multi-Ethnic Study of Atherosclerosis (multiple US locations, [2000][2001][2002] and compare it with similar analyses of these data.
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When studying the association between an exposure and an outcome with regression, the accuracy of inference depends critically on the choice of adjustment variables. When there is clear information about causal relationships, it is now well understood how this choice of adjustment affects the largesample consistency of the regression estimate (1) . However, when we have modest sample sizes and/or many potential confounders, an approach that includes all the variables suggested by large-sample causal considerations may not be optimal. What to do in these settings remains largely unclear and is a source of confusion in practice.
We consider this problem in the setting of the classical linear model
with outcome of interest y, exposure of interest x, independent error ϵ, and potential confounders z 1 , . . ., z p determined from prior knowledge, following the approach of, for example, Pearl (2) . Interest lies in the association, denoted β, between x and y adjusted for confounders; estimates of β are evaluated by their mean squared error (MSE), the sum of their squared bias and variance. The fully adjusted ordinary least squares (OLS) estimates of the regression parameters are those values β = (β γ … γ ) , , ,
that minimize the quantity
Among linear unbiased estimators, β OLS has minimum variance and, thus, minimum MSE (3). However, strong correlations among the confounders may cause β OLS , although unbiased, to be unstable with high variance in small samples sizes. Stable biased estimators may outperform β OLS by having lower variances that compensate for their small but nonzero bias, leading to lower MSE (3, 4) . To pick a set of adjustment covariates when using OLS estimators, a variety of model selection methods are used in the epidemiology literature, including stepwise procedures, screening variables using significance tests or changes in estimates, and choosing models based on information criteria (5-9). Many of these procedures do not directly address questions of inference and can work poorly in practice (6, 10) . Moreover, model-selection steps are often ignored when making inference in the final model, which can result in precision being overstated (10, 11) .
Shrinkage estimators
Shrinkage methods can provide improvements in MSE by trading off bias in the estimator for reductions in its variance. They are not widely used in epidemiologic practice (8) , although a recent application of note is to use shrinkage estimators as an alternative to high-dimensional propensity score models (12) . Here, we consider shrinkage estimators based on ridge regression (4) and the least absolute shrinkage and selection operator (LASSO) (13) . These estimators are the values
where ν = 1 for the LASSO and ν = 2 for ridge regression. The second summation term penalizes large values of the coefficients γ j so that they are shrunk toward 0 by an amount controlled by penalty parameter λ. Unlike ridge regression, the LASSO may shrink some coefficients to 0, hence performing variable selection as well as estimation. In model 3 (equation 3 above), only the confounders z 1 , . . ., z p are penalized, not the coefficient of x. In this way, we select estimators of β that lie between the fully adjusted OLS estimate (equivalent to λ = 0) and the unadjusted OLS estimate from a model without any confounder adjustment (equivalent to λ = ∞) (4). To apply these shrinkage estimators, we must select the penalty parameter λ. In other settings, this is frequently done by cross-validation (14) , but cross-validation does not address our goal of parameter estimation, because it minimizes the error of observations around their mean and not the error of the estimate β around the true effect β. Here we present our method, which addresses the primary goal of estimation of β.
Bayesian adjustment for confounding
Bayesian inference uses posterior distributions, which combine prior information about parameters with information from the observed data. A Bayesian analog to model selection is model averaging, which combines models with different confounders (weighted according to their posterior probabilities) to provide a single estimate (15) . It is used in Bayesian adjustment for confounding (BAC), which fits a set of treatment models (i.e., regression models with the exposure as the dependent variable) and forces covariates in the treatment model to also be included in the outcome model (16) (17) (18) . However, by this approach, variables that are uninformative for the outcome may nevertheless be included unnecessarily in the outcome model because of their strong correlation with the exposure.
METHODS
We present a new method for selecting the penalty parameter λ in model 3 (equation 3 above) that minimizes a combination of the shrinkage estimator's bias and variance. Because the true model parameters are unknown, the bias and variance of potential estimators cannot be calculated directly; however, for a given λ, we can compute what we term future bias (fBias(λ)) and future variance (fVar(λ)): bias and variance computed on potential data sets generated similarly to the observed data. We take a Bayesian approach for computing the optimal value of λ-but not one that requires model averaging-by obtaining potential data sets as samples from the posterior predictive distribution.
To implement this method, we consider model 1 with conjugate normal priors for the coefficients β γ … γ , , , p 1 and an inverse gamma prior for ϵ. We assume that the model contains all confounding variables in the correct functional form, although it may contain additional variables that are not confounders. For a candidate λ value, we evaluate fBias(λ) and fVar(λ) on data drawn from the posterior predictive distribution. We define λ as the value that minimizes the posterior expectation of fMBV(λ), the maximum of fBias 2 and fVar. The choice of fMBV(λ) targets settings in which fBias 2 and fVar are equal, as opposed to the alternative loss criterion future MSE (fMSE(λ)), which is the sum of fBias 2 and fVar and is used for comparison in the simulations below. Our approach could be adapted to more general functions of fBias(λ) and fVar(λ), although we do not do so here. We obtain an estimate of β from the original data by applying ridge regression or the LASSO, using λ . We call these estimators ridge-fMBV and LASSO-fMBV, respectively.
In brief, the procedure can be outlined as follows:
1. Draw a sample from the posterior distribution of β, γ … γ , , p 1 . 2. For a range of candidate λ values, compute the average value of fMBV(λ) across the posterior sample. 3. Select the value λ that minimizes the averages from step 2. 4. Apply ridge regression or LASSO to the original data, using λ .
Although the approach is conceptually the same for ridge and LASSO estimators, closed-form expressions for fBias and fVar simplify step 2 for ridge regression, whereas computing fMBV(λ) for LASSO requires simulating additional data sets from the posterior predictive distribution. A formal description of this algorithm is provided in Web Appendix 1 (available at https://academic.oup.com/aje), and the method is implemented in R (R Foundation for Statistical Computing, Vienna, Austria) in the publicly available package "eshrink."
To conduct inference about β using the ridge-fMBV and LASSO-fMBV estimators, we compute standard errors and confidence intervals. We estimate the standard error by using the posterior standard deviation of the expected values of the estimator, which accounts for the variability in choosing λ . Because shrinkage estimators are inherently biased, a standard symmetrical confidence interval may not have correct coverage. To obtain an interval with improved coverage, we use an "inverting the test" approach (i.e., constructing a set of β under which the observed value would not be extreme). Technical details for estimating standard errors and confidence intervals are provided in Web Appendix 1.
SIMULATIONS Simulation setup
We demonstrate the behavior of our estimators in 5 settings. We compare them with the unadjusted OLS estimator; the fully adjusted OLS estimator; BAC (via the approximate procedure available in the BACprior R package (19) ); the posterior mean from a standard Bayesian analysis; the OLS estimators corresponding to the models selected by minimizing Akaike's information criterion and the Bayesian information criterion among all possible subsets of confounder combinations; the estimator from a backwards elimination procedure; an inverse probability weighting estimator; the estimator selected by the procedure of Crainiceanu et al. (20); LASSO and ridge regression with λ selected by 10-fold cross-validation (21), where we do not penalize the coefficient of x; and ridge regression, with λ selected by generalized cross-validation (22) . We also compare our estimators' behaviors with that of an oracle ridge estimator that uses the true value of β (instead of values in a posterior sample) to choose λ . Additionally, we present results for the ridge-fMSE and LASSO-fMSE estimators, which use fMSE (λ) as the loss function in place of fMBV(λ).
In our simulations, we generated outcomes independently from the linear model (model 1) with sample size 100, β = 1, ϵ normally distributed with variance 1, and γ values that varied by simulation. In simulations 1, 2, and 3, there were 6 confounders with moderate, strong, and weak effects, respectively. We then considered a more complex situation with 12 putative confounders in simulations 4 and 5, which had moderate and weak confounding effects, respectively. Web Appendix 2 and Web Figure 1 give details of the confounding effects and correlation structure, respectively. The MSE of the estimators was evaluated using 1,000 replications. To compute λ , we used a posterior sample of size 2,000 and we used 500 draws from the posterior predictive distribution for LASSO.
Results
The MSE and bias of the estimators for each simulation are provided in Table 1 . In simulation 1, the ridge-fMBV and LASSO-fMBV estimators had the smallest MSE among all (nonoracle) estimators (MSE = 0.060 and MSE = 0.059, respectively). This is a substantial reduction in MSE compared with the fully adjusted estimator (MSE = 0.088) and corresponds to increasing the sample size by 46%. The 2 estimators performed markedly better than the ridge-fMSE and LASSOfMSE estimators, which had MSEs of 0.072 and 0.075, respectively. Despite the similar MSE, the ridge-fMBV estimator had less bias than the LASSO-fMBV estimator (0.07 and 0.11, respectively). Selecting λ by cross-validation for both LASSO and ridge estimators resulted in estimates almost identical to the unadjusted estimate. The estimators from the information criteria approaches, backwards elimination, and the method of Crainiceanu et al. (20) , which do not penalize coefficients but may not include all variables in the model, performed slightly better (MSEs between 0.076 and 0.085) than full adjustment but did not achieve as small an MSE as the shrinkage estimators. Using BAC achieved an MSE similar to that of the fully adjusted model. Figure 1 highlights the tradeoff of bias for variance that ridge-fMBV and LASSO-fMBV make to achieve lower MSE. Within a particular data set, there is posterior uncertainty about fBias 2 and fVar. Web Figure 2 illustrates this uncertainty by showing, for a single data set, the posterior distribution of fBias 2 and fVar for several estimators. The distributions are mostly symmetrical with respect to fVar but are skewed toward higher values of fBias 2 (except the adjusted estimate, which is unbiased relative to the posterior mean). Web Figure 3 shows the effect of this skewness on the posterior distributions of fMBV and fMSE. Because fMBV targets the setting when fBias 2 and fVar are equal, it favors greater shrinkage. On the other hand, fMSE targets the setting when the sum of fVar and fBias 2 is smallest, which occurs here when the fBias 2 is much smaller than fVar and thus yields less shrinkage. These differences are reflected in the distributions of λ for ridge-fMBV and ridge-fMSE across the simulation data sets (Web Figure 4) , which had medians of 10.7 and 7.8, respectively.
In simulation 2, the MSEs for ridge-fMBV and for LASSOfMBV were 0.102 and 0.114, respectively, which were both worse than the fully adjusted estimator's MSE (0.088). This is expected; the large confounding effects mean that shrinking the coefficients introduces nontrivial bias. In this setting, choosing λ by cross-validation gave an MSE of 0.700 for the ridge regression and 0.599 for LASSO-both far worse than our proposed estimators. Here, the LASSO-fMSE and ridge-fMSE estimators outperformed their fMBV counterparts, with MSEs of 0.102 and 0.097, respectively, and much smaller bias (0.03 and 0.05 compared with 0.19 and 0.15, respectively). This is consistent with less shrinkage being favorable when the confounding effects are large.
In simulation 3, the small effect sizes, compared with the first two settings, mean the confounding bias in the adjusted estimator is relatively small (0.15). The MSEs for ridge-fMBV and LASSO-fMBV (0.050 and 0.041, respectively) were higher than that of the unadjusted estimate (MSE = 0.032) but there was still a reduction of more than 20% compared with the adjusted estimate (MSE = 0.088). In this setting, shrinkage improved performance and the fMSE estimators performed worse than those based on fMBV loss. Table 2 provides the true and estimated standard errors for ridge-fMBV and LASSO-fMBV. For both, the estimated standard error tends to be slightly less than the true value, although this difference disappears for larger samples. For ridge-fMBV, the estimator that accounts for selection of λ is closer to the truth than the naive estimator that considers λ to be fixed. Nominal 95% confidence intervals achieve correct coverage, although they are slightly wider than the corresponding confidence intervals for the fully adjusted OLS estimators (Table 3) . Abbreviations: fMBV, maximum of squared future bias and future variance; LASSO, least absolute shrinkage and selection operator; SE, standard error.
a Estimated via the Bayesian procedure described in Web Appendix 1, which accounts for uncertainty in selecting λ .
b Assumes that λ is known and fixed.
In simulations 4 and 5, the LASSO-fMBV and ridge-fMBV estimators outperformed all competing estimators in terms of MSE. In these simulations, the confidence interval coverages were slightly below the nominal level (0.942 and 0.940, respectively), although they were similar to coverage from confidence intervals for the fully adjusted estimator (0.936).
CARDIOVASCULAR OUTCOMES IN THE MULTI-ETHNIC STUDY OF ATHEROSCLEROSIS
To demonstrate our approach using data from a cohort study, we analyzed the association between smoking status and carotid intima-media thickness (cIMT) in the Multi-Ethnic Study of Atherosclerosis (MESA; multiple US locations, [2000] [2001] [2002] . The diverse MESA cohort comprises adults aged 45-84 years from 6 US metropolitan areas who were free of clinical cardiovascular disease at study entry (23) . MESA was designed to study subclinical cardiovascular disease, and measurements of cIMT were made at baseline. Lefebvre et al. (17) recently analyzed cIMT in subcohorts of MESA to demonstrate the BAC method, and we used the same data for our comparison. Although described by Lefebvre et al. (17) as common carotid artery intima-media thickness, the values reported by those authors correspond to internal carotid artery intima-media thickness, which we used in our study.
Analysis
Following Lefebvre et al. (17), we considered the association between having ever been a smoker (smoking >100 cigarettes in one's lifetime) and baseline cIMT. We performed separate analyses on 2 subcohorts of the MESA cohort: white adults younger than age 65 years and Chinese American adults younger than age 65 years. We considered the potential confounders of age, sex, body mass index, physical activity, cholesterol levels (total and high-density lipoprotein), triglyceride levels, inflammatory marker levels (interleukin 6 and C-reactive protein), diabetes, use of diabetes and lipid-lowering medications, hemostatic marker (fibrinogen) levels, alcohol consumption, education, and income. Table 4 provides summary statistics for the 2 subcohorts, stratified by smoking status.
We compared the ridge-fMBV and LASSO-fMBV estimators with the fully adjusted and unadjusted estimators, the BAC estimates reported by Lefebvre et al. (17) , and the posterior mean from a standard Bayesian linear regression analysis, with no shrinkage method applied. To select λ , we used the weakly informative priors of Raftery et al. (15) , which were also used for the BAC analysis of Lefebvre et al. (17) . We used posterior samples of size 3,000 and candidate values of λ between 1 and 5,000 when computing fMBV (Web Figure 5) . The categorical variables were coded with a sum-to-zero constraint, and alcohol consumption was log transformed. The design matrix was standardized before performing the ridge or LASSO regressions, but the reported estimates are back transformed to the original scale.
Results
Of the 1,378 participants in the white subcohort with complete covariate information, 774 were smokers and 604 were nonsmokers ( Table 4 ). The estimated association between smoking and cIMT is reported in Table 5 for each approach. The unadjusted difference in cIMT between smokers and nonsmokers was 88.8 μm (estimated standard error, 25.0). The fully adjusted OLS estimate was 48.6 μm (standard error, 24.5). The ridge-fMBV and LASSO-fMBV estimates of 63.8 μm and 67.0 μm, respectively, were between the unadjusted and adjusted estimates. With the large size of the white cohort, the shrinkage estimators had only a slight reduction in estimated standard error (23.7 for ridge-fMBV and 23.8 for LASSO-fMBV). The posterior mean estimate was nearly identical to the fully adjusted estimate, which is unsurprising given the large sample size and uninformative priors. The BAC estimate reported by Lefebvre et al. (17) was also similar to the fully adjusted estimate (49.7 μm).
LASSO-fMBV shrank the coefficients for physical activity, C-reactive protein, fibrinogen, diabetes medication, graduate education, income greater than $50,000, and alcohol use to 0. This contrasts with the variables not present in the most probable model under BAC, which left out body mass index, triglyceride levels, C-reactive protein, fibrinogen, diabetes (diagnosis and medication use), and income (17) . Examination of the correlation between the potential confounders, cIMT, and smoking status gives some insight into this different selection of confounders between the methods. Alcohol use was correlated with smoking status (r = 0.22) but not with cIMT (r = 0.05). Because BAC requires all variables in the exposure model to be included in the outcome model, the correlation of alcohol use with smoking status forces its inclusion in the most probable BAC model for cIMT. Our shrinkage estimator approach only considers a model with cIMT as the outcome, and the relatively weak correlation between alcohol use and cIMT means it is one of the first variables removed; it does not have the large effect size required to introduce a large confounding bias. Conversely, body mass index and triglyceride levels were slightly correlated with cIMT (r = 0.14 and r = 0.13, respectively) but not with smoking status (r = 0.00 for both). Although the most probable BAC model included neither, both had nonzero estimated coefficients in our shrinkage estimator. A plot of the correlations between the potential confounders, cIMT, and smoking status is provided in Web Figure 6 .
In the Chinese-American subcohort, 93 of the 436 participants were smokers. The crude association was a 76.4-μm (standard error, 38.4) higher cIMT among smokers, whereas the fully adjusted estimate provided no evidence of an association: −13.6 μm (standard error, 40.6). The ridge-fMBV and LASSO-fMBV estimates were positive (13.1 and 27.4, respectively) and had smaller standard errors than the fully adjusted results (38.8 and 38.6, respectively).
As a sensitivity analysis, we reanalyzed the ChineseAmerican cohort, using the posterior distribution from the white subcohort analysis as the prior distribution for selecting λ. Because the smoking association in the white subcohort was strongly positive, this sensitivity analysis yielded estimates that were larger than those derived from analyzing the Chinese-American data alone (Web Appendix 3).
DISCUSSION
The selection of penalty parameters is a key step in the application of shrinkage methods for estimating associations, and here we have presented a principled approach to this problem. Our method, based on minimizing the bias and variance of the estimator in future similar data sets, directly addresses performance in estimating β. Although our method is related to using the posterior predictive distribution for model checking (24) and model selection (25, 26) , our method uses the posterior predictive distribution to directly target estimation of a specific coefficient, which we believe is a novel contribution. Through simulations, we demonstrated that when there are many correlated putative confounders with small (possibly null) effects, this approach to choosing λ can reduce the error in estimation of β.
The shrinkage estimators we propose are inherently biased, but their reduced variability makes them useful for inference in analysis of small samples. Furthermore, our estimator provides information about variable importance by causing confounders either to drop out of the final estimate or have much smaller coefficients than those under OLS. This secondary information can be useful for further exploration of causal relationships.
Our approach, like most model-selection procedures, does assume that the truth is contained in the class of models being considered, particularly for its calculation of standard errors. In practice, this means that a priori scientific knowledge for identifying candidate confounders is critical, and any known confounders with strong effects can be included without penalty. As with similar regression-modeling approaches, flexible representations of covariates (e.g., splines (27) ) and their interactions could be used instead of linear terms to lessen the reliance on these assumptions while exploring variable relationships that are not as well understood. Similarly, our definition of fMBV only considers future studies that have the same design as the observed study. More general forms of study could be considered, but choosing the most relevant design would require considerable knowledge or assumptions beyond the study at hand. Shrinkage of other terms could also be considered-for example, shrinking differences between effects in different strata to 0, when considering effect modification.
We presented our method in the context of linear models; in principle, however, it can be extended to the generalized linear model setting. However, for noncollapsible models such as logistic regression, the conditional or marginal interpretation of the parameters changes between the shrinkage and fully adjusted estimators. In such a case, the shrinkage estimator may not necessarily have reduced bias compared with the fully adjusted estimator, because it is estimating a different quantity.
These estimators can be computed simply using the eshrink R package we have developed. Although the LASSO version can be slow because of the many repeated optimizations required, this approach can be parallelized easily and remains computationally simpler than approaches such as Markov chain Monte Carlo methods. The choice between the ridge and LASSO estimators can be tailored to each problem. The LASSO estimator provides variable selection in addition to a point estimate, which may be beneficial in determining which putative confounders should be included in future models. However, calculating confidence intervals for ridge-fMBV is computationally simpler than for LASSO-fMBV, so ridgefMBV may be preferred if conclusions will be based on this estimate alone.
In the MESA analysis, our estimators gave point estimates that were notably higher than the fully adjusted estimates and the BAC estimate. The standard errors of our estimators were slightly smaller than those of the fully adjusted estimators, but the difference was much smaller than the change in point estimate. Compared with the simulations, the correlation of the MESA variables was quite weak, which is likely the reason for the slight reductions in standard errors.
Overall, the estimators we present for applying shrinkage estimators to the problem of effect estimation provide important benefits for regression analysis using modest sample sizes.
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