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The logarithmic Cauchy quotient means
Martin Himmel and Janusz Matkowski
Abstract. Motivated by recent results on beta-type functions, a new family
of means, which are logarithmic Cauchy quotient type, are determined and
characterized.
1. Introduction
The relationship between the Euler Gamma function and the Beta function
inspired to introduce the beta-type function [4]. Here we propose the k-variable
logarithmic Cauchy quotients, the logarithmic counterpart of beta-type functions,
as follows. Given a positive integer k ≥ 2, and a function f : I → (0,∞) (or
f : I → (−∞, 0)) where I ⊂ (0,∞) is an interval that is closed under multiplication,
we define the k-variable logarithmic Cauchy quotient Lf,k : I
k → (0,∞) by
Lf,k (x1, ..., xk) =
f (x1) + ...+ f (xk)
f (x1 · ... · xk) ,
and we refer to f as its generator (Section 2, Definition 1). Similarly to the case
of beta-type functions ([4]), we give conditions under which Lf,k is a premean or a
mean (see Theorem 2, Theorem 4 and Theorem 5).
In Section 3, assuming that 1 ∈ I, we prove that two k-variable logarithmic
Cauchy quotients coincide if and only if their generators are proportional (Theorem
1).
In Section 4, applying the theory of iterative functional equations [2], we de-
termine the general solution of the functional equation
f (x) =
x
k
f
(
xk
)
,
that is the reflexivity condition of Lf,k (Lemma 2). Based on this lemma, in Section
5, we prove Theorem 2, our main result, which says that Lf,k is a k-variable mean
in (1,∞) iff
f (x) = c
log x
k−1
√
x
, x > 1,
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for some c 6= 0, or, equivalently, that Lf,k = Lk, where Lk is a new k-variable mean,
called the k-variable logarithmic Cauchy quotient mean (Definition 2), and defined
by
Lk (x1, ..., xk) :=
k∑
i=1
log xi
k∑
i=1
log xi
Gk−1 (x1, ..., xi−1, xi+1, ..., xk) , x1, . . . , xk > 1,
where Gk−1 : (0,∞)k−1 → (0,∞) is the (k − 1)-variable geometric mean,
Gk−1 (x1, ..., xk−1) = k−1√x1 · ... · xk−1.
Moreover, some properties of Lk are discussed, the results for the intervals (0, 1) is
formulated, as well as the pertinent extension of the logarithmic Cauchy quotient
mean on the interval (0,∞) (denoted by Lk) is proposed.
We end our paper with two characterizations of the mean Lk. In section 6,
applying Krull theorem on difference equations ([1]), we show that Lf,k is reflexive
in (1,∞) and the function log ◦f ◦ exp ◦ exp is convex iff Lf,k = Lk. In section 7,
assuming that f : (1,∞) → (0,∞) is extendable to a function of the class C2 in
[1,∞), we prove that Lf,k is a premean in (1,∞) iff it coincides with the mean Lk.
2. Some basic notions
Throughout this paper I ⊂ R stands for an interval.
Let k ∈ N, k ≥ 2. A function M : Ik → R is called a k-variable mean in I, if
min (x1, . . . , xk) ≤M (x1, . . . , xk) ≤ max (x1, . . . , xk) , x1, . . . , xk ∈ I;
and it is called strict, if these inequalities are strict for all nonconstant k-tuples
(x1, . . . , xk) ∈ Ik.
Let us note the following easy to verify properties of means.
Remark 1. If M is a k-variable mean in an interval I, then
(i) for every subinterval J ⊂ I, M restricted to Jk is a mean in J , and
M
(
Jk
)
= J, in particular, M : Ik → I;
(ii) M is reflexive, i.e.
M (x, ..., x) = x, x ∈ I.
A function M : Ik → R is called k-variable premean in I, if it reflexive and
M
(
Ik
)
= I (see [7], also [8], p. 29).
Remark 2. If a function M : Ik → R is (strictly) increasing in each variable,
then it is a (strict) k-variable mean in I.
Let us determine a notion playing here a significant role.
Definition 1. Let k ∈ N, k ≥ 2, be fixed, and let I ⊂ (0,∞) be an interval
that is closed under multiplication. For a single-variable function f : I → (0,∞)
(or f : I → (−∞, 0)), the function Lf,k : Ik → (0,∞) defined by
Lf,k (x1, . . . , xk) :=
k∑
j=1
f (xj)
f
(
k∏
j=1
xj
) , x1, . . . , xk ∈ I,
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is called a k-variable logarithmic Cauchy quotient, and f is called a generator of
Lf,k.
Remark 3. Under the assumptions of this definition, the logarithmic Cauchy
quotient Lf,k : I
k → (0,∞) of a generator f : I → (0,∞) is correctly determined.
Moreover, Lf,k is reflexive iff its generator f satisfies the iterative functional equa-
tion
f(x) =
x
k
f(xk), x ∈ I.
3. Equality of two logarithmic Cauchy quotients and a functional
equation
Remark 4. Let k ∈ N, k ≥ 2, and interval I ⊂ (0,∞) satisfy conditions of
Definition 1 and let f, g : I → (0,∞). Then Lg,k = Lf,k iff the functions f and g
satisfy the functional equation
(1)
g (x1 · ... · xk)
f (x1 · ... · xk) =
g (x1) + ...+ g (xk)
f (x1) + ...+ f (xk)
, x1, ..., xk ∈ I.
Moreover, if 1 ∈ I, f(1) 6= 0 and g(1) 6= 0, then f and g satisfy this equation if,
and only if, g = cf for some c > 0.
Proof. The first fact is an immediate consequence of Definition 1. To show
the remaining one, assume that f and g satisfy this equation. Putting x1 = x and
x2 = x3 = ... = xk = 1 gives
g (x)
f (x)
=
g (x) + (k − 1) g (1)
f (x) + (k − 1) f (1) , x ∈ I,
whence
(k − 1) f (1) g (x) = (k − 1) g (1) f (x) , x ∈ I.
It follows that f (1) g (1) 6= 0 and, setting c := g(1)
f(1) we hence get g = cf . The
converse implication is obvious.
In the sequel we have to exclude 1 from the interval I, as we are mainly inter-
ested in the case when f (1) = 0 = g (1). It turns out that in this case the above
functional equation is not trivial. We prove
Lemma 1. Let k ∈ N, k ≥ 2, be fixed. If the functions f, g : (1,∞) → (0,∞)
(or f, g : (0, 1)→ (0,∞)) satisfy equation (1) with I = (1,∞) (or I = (0, 1)), and
c := lim
x→1
g (x)
f (x)
exists, then g = cf for some c > 0.
Proof. Put h := g
f
. Setting x1 = x2 = ... = xk = x in (1) we get h
(
xk
)
=
h (x) for all x > 1, or equivalently,
h (x) = h
(
x
1
k
)
, x ∈ (1,∞) ,
whence, by induction,
h (x) = h
(
x
1
kn
)
, n ∈ N, x ∈ (1,∞) .
Letting n→∞ we hence get h (x) = c for all x ∈ (1,∞) .
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From this lemma we obtain
Theorem 1. Let k ∈ N, k ≥ 2, be fixed. Assume that f, g : (1,∞)→ (0,∞) (or
f, g : (0, 1) → (0,∞) are such that the limit limx→1 g(x)f(x) exists. Then Lf,k = Lg,k
if and only if g = cf for some positive constant c.
4. Reflexivity of the logarithmic Cauchy quotient
From the definitions of the logarithmic Cauchy quotient Lf,k and the reflexivity
we obtain
Remark 5. Let k ∈ N, k ≥ 2, be fixed and I ⊂ (0,∞) be an interval that is
closed under multiplication. If f : I → (0,∞) is such that Lf,k is reflexive (or it is
mean or premean), then f satisfies the iterative functional equation
f (x) =
x
k
f
(
xk
)
, x ∈ I.
Applying the theory of the iterative functional equations (see [2], p. 46, Theo-
rem 2.1) one gets
Lemma 2. Let k ∈ N, k ≥ 2, and a > 1 be fixed. Then:
(i) the function f : [a,∞)→ (0,∞) satisfies the iterative functional equation
f (x) =
x
k
f
(
xk
)
, x ≥ a,
if, and only if,
f (x) = knx
k−n−1
k−1
f0
(
xk
−n
)
, x ∈
[
ak
n
, ak
n+1
)
, n ∈ N0,
where f0 := f |[a,ak) ; moreover, f is continuous if, and only if, so is f0 and
lim
x→ak−
f0 (x) =
k
a
f0 (a) .
(ii) the function f : (a,∞)→ (0,∞) satisfies the iterative functional equation
f (x) =
x
k
f
(
xk
)
, x > a,
if, and only if,
f (x) = knx
k−n−1
k−1
f0
(
xk
−n
)
, x ∈
(
ak
n
, ak
n+1
]
, n ∈ N0,
where f0 := f |(a,ak] ; moreover, f is continuous if, and only if, so is f0 and
lim
x→a+
f0 (x) =
k
a
f0
(
ak
)
.
(iii) the function f : (1,∞)→ (0,∞) satisfies the iterative functional equation
(2) f (x) =
x
k
f
(
xk
)
, x > 1,
if, and only if,
f (x) = knx
k−n−1
k−1
f0
(
xk
−n
)
, x ∈
[
ak
n
, ak
n+1
)
, n ∈ Z,
where f0 := f |[a,ak) ; moreover, f is continuous if, and only if, so is f0 and
lim
x→ak−
f0 (x) =
k
a
f0 (a) .
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5. Means of the logarithmic Cauchy quotient type
The main result of this paper reads as follows.
Theorem 2. Let k ∈ N, k ≥ 2, and f : (1,∞) → (0,∞) (or f : (1,∞) →
(−∞, 0)) be fixed. The following conditions are equivalent:
(i) the logarithmic Cauchy quotient function Lf,k : (1,∞)k → (0,∞) is a k-
variable mean in (1,∞);
(ii) there is c 6= 0 such that the generator of the logarithmic Cauchy quotient
Lf,k is of the form
f (x) =
c log x
k−1
√
x
, x ∈ (1,∞) ;
(iii) the equality holds:
Lf,k = Lk
where Lk : (1,∞)k → (1,∞) is a k-variable mean given by
(3) Lk (x1, . . . , xk) :=
k∑
i=1
log xi
k∑
i=1
log xi

 k∏
j=1,j 6=i
xj


1
k−1
, x1, . . . , xk > 1,
that is,
(3)
Lk (x1, . . . , xk) =
k∑
i=1
log xi
k∑
i=1
log xi
Gk−1 (x1, ..., xi−1, xi+1, ..., xk) , x1, . . . , xk > 1,
where Gk−1 is the (k − 1)-variable symmetric geometric mean in (1,∞).
Proof. To prove the implication (i)=⇒(ii), assume that Lf,k is a mean in
(1,∞). Fix arbitrarily a > 1 and put f0 := f |[a,ak) . Since every mean is reflexive,
the function f : (1,∞) → (0,∞) satisfies (2). Thus, by part (iii) of Lemma 2, for
every n ∈ Z,
f (x) = k−nx
kn−1
k−1
f0
(
xk
n
)
, x ∈
[
ak
−n
, ak
−n+1
)
,
Hence, for all x1, . . . , xk ∈
[
ak
−n
, ak
−n+1
)
, we have
x1 · . . . · xk ∈
[
ak
−n+1
, ak
−n+2
)
,
and, by the definition of Lf,k, for all x1, . . . , xk ∈
[
ak
−n
, ak
−n+1
)
,
Lf,k (x1, . . . , xk) =
1
k
k∑
j=1
x
kn−1
k−1
j f0
(
xk
n
j
)
(
k∏
j=1
xj
)kn−1−1
k−1
f0


(
k∏
j=1
xj
)kn−1
.
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Since Lf,k is a k-variable mean in the interval I, we have, for all x1, . . . , xk ∈[
ak
−n
, ak
−n+1
)
,
min (x1, . . . , xk) ≤ 1
k
k∑
j=1
x
kn−1
k−1
j f0
(
xk
n
j
)
(
k∏
j=1
xj
) kn−1−1
k−1
f0


(
k∏
j=1
xj
)kn−1
≤ max (x1, . . . , xk) .
Choosing y1, . . . , yk ∈
[
a, ak
)
arbitrarily, we have, for every n ∈ Z,
xj := y
k−n
j ∈
[
ak
−n
, ak
−n+1
)
for j = 1, . . . , k.
Setting these numbers into the above inequality, and, assuming that
y1 = min (y1, ..., yk) and yk = max (y1, ..., yk) ,
(which can be done without any loss of generality), we get
yk
−n
1 ≤
1
k
k∑
j=1
y
1−k−n
k−1
j f0 (yj)
(
k∏
j=1
yj
)k−1−k−n
k−1
f0


(
k∏
j=1
yj
)k−1
≤ yk−nk , y1, . . . , yk ∈
[
a, ak
)
.
Letting here n→∞, we obtain
1 ≤ 1
k
k∑
j=1
y
1
k−1
j f0 (yj)
(
k∏
j=1
yj
) k−1
k−1
f0

( k∏
j=1
yj
)k−1
≤ 1, y1, . . . , yk ∈
[
a, ak
)
,
whence,
1
k
k∑
j=1
y
1
k−1
j f0 (yj) =



 k∏
j=1
yj


k−1


1
k−1
f0



 k∏
j=1
yj


k−1

 , y1, . . . , yk ∈ [a, ak) .
Defining g :
[
a, ak
)→ (0,∞) by
g (y) := y
1
k−1 f0 (y) , y ∈
[
a, ak
)
,
we can write this equality as follows
g



 k∏
j=1
yj


k−1

 = 1
k
k∑
j=1
g (yj) , y1, . . . , yk ∈
[
a, ak
)
.
Since, for arbitrary sj ∈
[
log a, log ak
)
, j = 1, . . . , k, we have
yj = e
sj ∈ [a, ak) , j = 1, . . . , k,
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we hence get
g
(
e
1
k
(s1+...+sk)
)
=
1
k
[g (es1) + . . .+ g (esk)] , s1, . . . , sk ∈
[
log a, log ak
)
.
Thus, the function
h := g ◦ exp
satisfies the Jensen functional equation
h
(
1
k
(s1 + . . .+ sk)
)
=
1
k
[h (s1) + . . .+ h (sk)] , s1, . . . , sk ∈
[
log a, log ak
)
.
By [3], p. 351, there exists an additive function a: R→ R and b ∈ R such that
h (s) = a (s) + b, s ∈ [log a, log ak) .
From the definition of the functions h, g and f, respectively, we thus obtain
g (y) = a (log y) + b, y ∈ [a, ak)
and, consequently,
f0 (y) =
a (log y) + b
y
1
k−1
, y ∈ [a, ak) .
Hence, by Lemma 2 (iii), we have, for every n ∈ Z,
f (x) =
1
x
1
k−1
(
a (log x) +
b
k−n
)
, x ∈
[
ak
n
, ak
n+1
)
.
Setting this into the reflexivity equation of Lemma 2 (iii), we get
b = 0.
Since f is assumed to be positive, the function a must be continuous, i.e. there is
c > 0 such that
a (x) = cx, x ∈ R.
Consequently, for every n ∈ Z
f (x) =
c
x
1
k−1
log x, x ∈
[
ak
n
, ak
n+1
)
.
In view of Theorem 1, the number c > 0 may be chosen arbitrarily. This proves
the implication (i) =⇒ (ii).
Assume (ii) holds. Then, by Definition 1, we get, for all x1, . . . , xk ∈ (1,∞) ,
Lf,k (x1, . . . , xk) =
k∑
i=1
(
k∏
j=1,j 6=i
x
1
k−1
j
)
log xi
k∑
i=1
log xi
=
k∑
i=1
log xi
k∑
i=1
log xi

 k∏
j=1,j 6=i
xj


1
k−1
=
k∑
i=1
log xi
k∑
i=1
log xi
Gk−1 (x1, ..., xi−1, xi+1, ..., xk)
= Lk (x1, . . . , xk) ,
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where Lk : (1,∞)k → (0,∞) is defined by by formula (3), and Gk−1 the (k − 1)-
variable geometric mean,
Gk−1 (x1, ..., xi−1, xi+1, ..., xk) =

 k∏
j=1,j 6=i
xj


1
k−1
, i = 1, ..., k.
For arbitrary x1, . . . , xk ∈ (1,∞) put xmin := min (x1, . . . , xk) and xmax := (x1, . . . , xk).
Since
xmin =
k∑
i=1
log xi
k∑
i=1
log xi
xmin ≤
k∑
i=1
log xi
k∑
i=1
log xi
Gk−1 (x1, ..., xi−1, xi+1, ..., xk)
≤
k∑
i=1
log xi
k∑
i=1
log xi
xmax = xmax,
we have xmin ≤ Lk (x1, . . . , xk) ≤ xmax (and these inequalities are strict if the
k-tuple (x1, . . . , xk) is not constant) which shows that Lk is a k-variable mean in
(1,∞). Thus (ii) =⇒ (iii).
The implication (iii) =⇒ (i) is obvious. This completes the proof.
In the same way as Theorem 2, by replacing the interval (1,∞) by (0, 1), we
can prove
Theorem 3. Let k ∈ N, k ≥ 2, and f : (0, 1) → (0,∞) (or f : (0, 1) →
(−∞, 0)) be fixed. The following conditions are equivalent:
(i) the logarithmic Cauchy quotient function Lf,k : (0, 1)
k → (0, 1) is a k-
variable mean in (0, 1);
(ii) there is c 6= 0 such that the generator of the logarithmic Cauchy quotient
Lf,k is of the form
f (x) =
c log x
k−1
√
x
, x ∈ (0, 1) ;
(iii) the following equality holds:
Lf,k = Lk
where Lk : (0, 1)k → (0, 1) is a k-variable mean given by
Lk (x1, . . . , xk) =
k∑
i=1
log xi
k∑
i=1
log xi
Gk−1 (x1, ..., xi−1, xi+1, ..., xk) , x1, . . . , xk ∈ (0, 1) ,
where Gk−1 is a (k − 1)-variable symmetric geometric mean in (0, 1).
Notation 1. In the sequel, for any k ∈ N, k ≥ 2, by Lk we denote the above
k-variable logarithmic Cauchy quotient mean in (0, 1) as well as the mean in (1,∞)
given by (3).
In the context of Theorem 2 and Theorem 3 the natural question arises if it
possible to extend the mean Lk onto (0,∞)k. An answer gives the following
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Remark 6. The function Lk : (0,∞)k → (0,∞) defined by
Lk (x1, . . . , xk) :=
{ ∑
k=1
Gk−1(x1,...,xi−1,xi+1,...,xk) log xi∑
k
i=1 log xi
if (x1, . . . , xk) ∈ (0, 1)k ∪ (1,∞)k
1 if (x1, . . . , xk) /∈ (0, 1)k ∪ (1,∞)k
is a k-variable mean in (0,∞), and it is the only increasing extension of the means
Lk : (1,∞)k → (1,∞) and Lk : (0, 1)k → (0, 1) .
To get an involutory counterpart of Lk, which could be denoted by L
inv
k , con-
sider the following
Remark 7. Let k ∈ N, k ≥ 2. A function M : (1,∞)k → (1,∞) (respectively,
M : (0, 1)k → (0, 1)) is a k-variable mean in (0, 1) iff the function M inv : (0, 1)k →
(0, 1) (respectively M inv : (1,∞)k → (1,∞)), involutory conjugate to M, defined by
M inv (x1, . . . , xk) :=
1
M
(
1
x1
, . . . , 1
xk
)
is a k-variable mean in (0, 1) (respectively in (1,∞)).
It easy to verify
Remark 8. The mean Linvk : (0, 1)k → (0, 1) , the involutory conjugate mean
to Lk, is of the form
Linvk (x1, . . . , xk) =
∑k
i=1 (xi log xi)Gk−1 (x1, ..., xi−1, xi, ..., xk)∑k
i=1 xi log xi
, x1, . . . , xk ∈ (0, 1) .
Let us note some properties of the mean Lk in
Proposition 1. (i) Lk is a symmetric and strict mean, but is neither homo-
geneous nor translative.
(ii) L2 is the Beckenbach-Gini mean of generator log, i.e.
L2 (x, y) = y log x+ x log y
log x+ log y
, x, y > 1;
and its involutory mean
Linv2 (x, y) = xy
log x+ log y
x log x+ y log y
, x, y > 1;
(iii) the bivariable geometric mean G is invariant with respect to the mean-type
mapping
(Linv2 ,L2), i.e. G◦ (Linv2 ,L2) = G, and the sequence ((Linv2 ,L2)n : n ∈ N)
of iterates of
(Linv2 ,L2) converges uniformly on compact subsets of (1,∞)2 to (G,G)
(see [6]).
6. A characterization of Lk with the aid of reflexivity of Lf,k and a
special type of convexity of its generator
Applying the Krull theorem on linear difference equations (see [1], see also [2] p.
114, Theorem 5.11) the logarithmic Cauchy quotient mean Lk can be characterized
assuming some convexity condition on its generator.
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Theorem 4. Let k ∈ N, k ≥ 2, be fixed, and assume that f : (1,∞) → (0,∞)
is differentiable and such that the function log ◦f ◦ exp ◦ exp is convex. Then the
following conditions are equivalent
(i) the function Lf,k is reflexive in (1,∞) ;
(ii) there is c > 0 such that
f (x) =
c log x
k−1
√
x
, x > 1;
(iii) Lf,k = Lk.
Proof. Assume (i). By Definition 1 and Remark 2, the function f satisfies
the iterative functional equation:
f (x) =
x
k
f
(
xk
)
, x > 1.
Taking log on both sides gives us
log f (x) = log f
(
xk
)
+ log x− log k, x > 1.
Since for every x > 1 there exists a unique t > 0 such that t = log x, we hence get
an equivalent equation
log f
(
et
)
= log f
(
ekt
)
+ t− log k, t > 0.
Setting here g : (0,∞)→ R defined by
g = log ◦f ◦ exp,
we can write this equation in the form
g (t) = g (kt) + t− log k, t > 0,
that is
g
(
elog t
)
= g
(
elog t+log k
)
+ elog t − log k, t > 0.
Setting τ := log t we get
g (eτ ) = g
(
eτ+log k
)
+ eτ − log k, τ ∈ R,
and, consequently, the function h : R→ R defined by
h := g ◦ exp = log ◦f ◦ exp ◦ exp
satisfies the functional equation
h (τ + log k) = h (τ) + log k − eτ , τ ∈ R.
Differentiating both sides with respect to τ, we obtain
h′ (τ + log k) = h′ (τ) − eτ , τ ∈ R.
Put
F (τ) := −eτ , τ ∈ R.
Note that F is concave, and
lim
τ→−∞
[F (τ + log k)− F (τ)] = lim
τ→−∞
[−eτ+log k − (−eτ )] = lim
τ→−∞
[eτ (−k + 1)] = 0.
Therefore, in view of the theorem of Krull ([2], p. 114, Theorem 5.11), there exists
exactly one, up to an additive constant, convex solution h′ : R→ R of the functional
equation
h′ (τ + log k) = h′ (τ) + F (τ) , τ ∈ R.
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It is easy to verify that, if f is given by the formula in part (ii), then h =
log ◦f ◦exp ◦ exp satisfies this equation. Since (log ◦f ◦ exp ◦ exp)′ is decreasing, the
function log ◦f ◦ exp ◦ exp is concave. Thus we have shown (ii). Since logarithmic
Cauchy quotients for a given generator f are uniquely determined, the implication
(ii)⇒(iii) follows. The remaining implication is due to part (i) of Remark 1. This
finishes the proof.
Weakening the assumption on Lf,k, while adding some regularity assumption
on the generator f , one gets another characterization of the logarithmic Cauchy
mean. Applying an idea applied in the following
Theorem 5. Let k ∈ N, k ≥ 2 be fixed. Assume that f : (1,∞) → (0,∞) is
such that, for some c > 0, the function
(4) (0,∞) ∋ x 7−→ f (x)− c (x− 1)
(x− 1)2
is bounded in a right vicinity of 1.
Then the following conditions are equivalent
(i) the function Lf,k is reflexive in (1,∞) ;
(ii) there is c > 0 such that
f (x) =
c log x
k−1
√
x
, x > 1;
(iii) Lf,k = Lk.
Proof. From (4) we have
(5) f (x) = c (x− 1) + ϕ (x) (x− 1)2 , x > 1,
where the function ϕ : (0,∞)→ R defined by
ϕ (x) :=
f (x)− c (x− 1)
(x− 1)2
, x > 1,
is bounded in an interval (1, 1 + r), for some r > 0.
Assume (i). In view of Remark 5, the generator f of Lf,k satisfies the functional
equation
(6) f(x) =
x
k
f(xk), x > 1,
that is equivalent to the functional equation
f (x) =
k
x
1
k
f
(
x
1
k
)
, x ≥ 1
Taking into account (5), we conclude that ϕ is a satisfies the functional equation
c (x− 1) + ϕ (x) (x− 1)2 = k
x
1
k
[
c
(
x
1
k − 1
)
+
(
x
1
k − 1
)2
ϕ
(
x
1
k
)]
, x > 1,
which can be written in the form
(7) ϕ (x) = c
k
(
x
1
k − 1
)
− x 1k (x− 1)
x
1
k (x− 1)2 +
k
x
1
k
(
x
1
k − 1
x− 1
)2
ϕ
(
x
1
k
)
, x > 1,
and, moreover, ϕ is bounded in an interval (1, 1 + r).
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Assume that the functions ϕ1, ϕ2 : (1,∞) → R are bounded in an interval
(1, 1 + r) for some r > 0, and satisfy equation (7), that is that
ϕi (x) = c
k
(
x
1
k − 1
)
− x 1k (x− 1)
x
1
k (x− 1)2 +
k
x
1
k
1(
x
k−1
k + x
k−2
k + ...x
1
k + 1
)2ϕ(x 1k) , x > 1; i = 1, 2.
It follows that
|ϕ1 (x)− ϕ2 (x)| = k
x
1
k
(
x
1
k − 1
x− 1
)2 ∣∣∣ϕ1 (x 1k)− ϕ2 (x 1k )∣∣∣ , x > 1.
Since
0 <
k
x
1
k
(
x
1
k − 1
x− 1
)2
=
k
x
1
k
1(
x
k−1
k + x
k−2
k + ...+ x
1
k + 1
)2 < k1 1k2 = 1k ≤ 12 , x > 1,
we hence get
|ϕ1 (x)− ϕ2 (x)| ≤ 1
2
∣∣∣ϕ1 (x 1k)− ϕ2 (x 1k)∣∣∣ , x > 1.
Thus, putting
ψ := |ϕ1 − ϕ2| and α (x) := x 1k for x > 1,
we have
0 ≤ ψ (x) ≤ 1
2
ψ (α (x)) , x > 1.
Hence, by induction, we obtain
(8) 0 ≤ ψ (x) ≤ 1
2n
ψ (αn (x)) , x > 1, n ∈ N,
where αn is the nth iterate of the function α.
Take arbitrary b > 0. Since limn→∞ α
n (b) = 1 and α is increasing, there is an
N ∈ N such that
1 < αN (x) ≤ αN (b) < 1 + r for all x ∈ (0, b] .
Hence, making use of (8), we obtain
0 ≤ ψ (x) ≤ 1
2N
ψ
(
αN (x)
)
, x ∈ (0, b] .
As αN ((0, b]) ⊂ (1, 1 + r) , and ψ is bounded on (1, 1 + r) , we conclude that M :=
sup {ψ (x) : x ∈ (0, b]} is finite, and that
0 ≤M ≤ 1
2N
M,
whence M = 0. From the definitions of M and ψ we conclude that ϕ1 = ϕ2, which
proves that there is at most one solution of equation (6) satisfying condition (4).
Now the implication (i) =⇒ (ii) follows from the fact that the function
(1,∞) ∋ x 7−→ c log x
k−1
√
x
,
is a solution of the reflexivity equation (6) and satisfies condition (4).
The remaining implications are obvious.
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Since twice continuously differentiable functions satisfy condition (4), the fol-
lowing result is an immediate consequence of the above result.
Corollary 1. Let k ∈ N, k ≥ 2 be fixed. Assume that f : (1,∞)→ (0,∞) is
of the class C2 and the function
(1,∞) ∋ x 7−→ f (x)
has an extension that is of the class C2 in the interval [1,∞).
Then the following conditions are equivalent
(i) the function Lf,k is a premean in (1,∞) ;
(ii) there is c > 0 such that
f (x) =
c log x
k−1
√
x
, x > 1;
(iii) Lf,k = Lk.
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