*A value in parentheses shows recognition accuracy only for alphanumeric characters.
geometric relations to adjacent lines. After adequate iteration, the meaning corresponding to the highest probability is selected for each line.
Conclusion. The robust and efficient
drawing recognition system presented here is based on a representation technique that uses accurate shape and topological line information for an input drawing image. This representation supports primitive decomposition and object extraction that enable accurate automatic interpretation even for low-quality drawings. The proposed system, which is adapted to an underground electric cable diagram, has been implemented on a workstation. Figures 4, 5, and 6 show example recognition results. We carried out experiments on four AO-size drawings to evaluate the system. (Figure 1 is representative of the complexity of each test drawing.) Table  1 presents the recognition accuracy. Experimental results on actual drawings have shown that the proposed system is effective in real-world applications such as data entry for an equipment management system, although there is still room for refinement of each drawing element recognition technique. 3 single digits will be handled by CCA. CCs that are combined or dissected digits will be handled by the vertical-cut segmenter.
There are four main stages of processing:
Prepr0cessing:Noise is removed and the digits are de-slanted.
CCA segmentation and recognition: Each CC is evaluated by the recognition unit. If the score is above a certain threshold, the CC is considered solved. Segments with scores below the threshold are handled by the next level of segmentation.
Vertical-cut-point estimation and segmentation: Parts of the image that are not yet considered solved are segmented using vertical cuts. Each segment is classified and scored by the classifier. The segmentation that results in the best combined score is chosen.
Directory lookup: Answers that do not appear in the ZIP code directory are rejected and the vertical-cut segmenter is recalled to generate the next-highestscoring candidate.
The system was trained and tested on approximately 10,000 images, five-and nine-digit ZIP code fields taken from real mail. The images are black and white, scanned at 212 pixels per inch. The ZIP code database was created by contractors to the US Postal Service. The ZIP code fields were located by humans and extracted by drawing rectangular boxes around the field.
The digit recognizer. Both segmentation components call the digit recognizer, a neural network trained using back propagation. Le Cun et al.' described this recognizer in detail. The main feature of this neural network is that its input is a pixel image rather than manually designed feature vectors. The only preprocessing done is normalizing the input image to a 20-by-20-pixel grayscale image using a linear transformation. The gray levels are scaled to fall within the range -1 to +l.
The output consists of 10 units, one for each digit. The desired output for a pattern belonging to class i is +1 for the ith output unit and -1 for the other &07.,. output units. This output vector is converted to an estimate of the probability of correct classification by applying the Softmax normalization scheme for classifiers with N mutually exclusive outcomes. This enables us to combine the individual digits' scores into a combined score for a given segmentation.
The network used for the ZIP code recognizer was bootstrapped from a network trained on about 10,000 isolated digits, described by Le Cun et al. ' Afterwe segmented a considerable number of ZIP codes using the whole system, the network was retrained on the segmented digits, thus tuning it to recognize isolated digits generated by the segmenter it must cooperate with.
Image preprocessing. The preprocessing stage is essential to ensure that the system is robust. The goal is to transform the input image into a standard form with minimum noise. Figures l bl e show the preprocessing stages for the ZIP code shown in Figure la. Connected-components analysis. The first task is to identify the connected components. The definition of "connected" has been generalized to include pixels that are very near but not actually touching. Each CC is checked to determine if it is too small or too large to be a reasonable digit. If it is very small, it is called a "flyspeck" and discarded. If it is too large, it probably consists of two or more connected digits and must be handled by the next level of segmentation. CCs that pass the validity check are evaluated by the recognizer. Those that score above a certain threshold are considered solved; the rest are passed on to the next level. Figure If shows the parts of our example image that were not solved by CCA. The estimated number of digits determined at preprocessing is reexamined in light of the CCs found.
When all CCs are recognized with scores above threshold and the number of segments is five or nine (or nine and a hyphen), the segmentation is concluded.
Vertical-cut-point estimation and segmentation. At this stage the system must recognize all parts of the image not solved by CCA. Figure 2 demonstrates the vertical-cut segmentation process. The CCs marked as solved are erased from the image and the vertical pixel projection of the remaining image is calculated by passing it through an exponential filter. This gives a value close to +1 for areas of white space and close to zero when the projection value is well over the estimated stroke width. This value gives us the "projection score" of cuts. The resultingfunction is smoothed and the maxima points are located. These will be the candidate cut-points. A candidate cut-point with a projection score greater than a certain threshold is termed an obvious cut.
We must find a certain number of cuts, determined by the number of digits that should be in the image (five or nine), minus the number already found. If the number of obvious cuts is equal to the number of necessary cuts, then the set of obvious cuts is the solution. If more cuts are needed, the system uses the recognizer to find them. If there are more obvious cuts than needed, it is assumed that a problem exists with the image, and all obvious cuts will be discarded. The system will then evaluate all candidate cuts using the recognizer.
The cuts determined by the CCA and the obvious cuts found by projection divide the image into a number of segments that we call clumps. Using an estimated pitch, we can get an upper and lower estimate on the number of digits in each clump. In the example shown in Figure 2 , there are three clumps, so two additional cuts are needed. The first clump is estimated to have two or three digits, the second to have one or two digits, and the third to have only one. Candidate cuts are generated for each clump so that they have good projection scores and are nearly equidistant.
Each candidate segmentation is sent to the recognizer, and the resulting probabilities are multiplied" to give a score for that clump. The system evaluates all combinations of subsegmentations of the clumps, provided they give the correct number of digits. The best score determines the final segmentation.
The overall number of calls to the digit recognizer is small (nine in our example). For five-digit ZIP codes, the average number of calls is 10. This is a factor of two over the minimum that would be needed even if we knew the correct segmentation a priori.
We have added a small amount of semantic processing, using the fact that not all five-digit numbers are valid ZIP codes. When an invalid ZIP code re-*We make the imperfect assumption that the probabilities are independent and therefore multiplying the individual scores gives an estimatedprobability for correctness of the digit string. sults, the segmenter will generate the next-highest-ranking interpretationuntil a valid ZIP code is found. The basic system achieved a raw error rate of 26.15 percent. When 40 percent of the lowest scoring images are rejected, the error rate for the remaining 60 percent is 5.47 percent. These results are per ZIP code, not per digit, and were obtained without using the ZIP code validation directory.
For the postal application, the crucial digits are the first five. When the measure of correctness depends only on the first five digits, the raw error rate decreases to 24.53 percent. At 40 percent rejection, the error rate is 4.64 percent.
When the ZIP code directory is used to discard illegal answers, the error rate decreases to 23.83 percent raw and 3.22 percent at 40 percent rejection.
Connected-components analysis solves about 35 percent of the cases. We tested the importance of CCA by temporarily deactivating it; the error rate increased to 35.59 percent raw and 6.95 percent at 40 percent rejection.
Implementation. The system was initially prototyped in Lisp using a neural network simulator running on Sun-4 workstations. The system was then ported to C++, also running on Sun-4s. In addition, the code has been ported, with minor changes, to run on an AT&T DSP32C board plugged into an AT&T PC 386 computer.
The average processing time per ZIP code image is approximately 3 seconds and is about equally divided among preprocessing, segmentation, and recognition. Higher speeds could be obtained by optimizing the code. Much higher speeds (tens of ZIP codes per second) should be achievable using custom VLSI chips.
Conclusion.
Our system recognizes stringsof freehand-writtendigits at stateof-the-art performance levels. (Examples of other work can be found in the Proceedings of the Fourth United States Postal Service Advanced Technology Conference.) The system is based on what we term "recognition-based segmentation."This differs from backtracking in the segmentation recognition process2 in that a whole set of segmentation hypotheses is scored by the recognizer. The interpretation chosen is the one that gives the best overall score. This scheme is not necessarily computationally expensive. If the segmentation candidates are chosen carefully, the additional computation is small. We have chosen a hybrid solution using connected-components analysis and pixel projections to generate the candidate segmentations. The average number of calls to the recognizer in the system is only twice the number of digits in the image. The recognizer is a neural network that has been trained to evaluate the candidates generated by the segmenter.
Recognizing freehand-written digit strings is tremendously important. This task is much harder than recognizing machine-printed digits or individual digits written in boxes, but we have shown that it can be done. The basic principles we described should be readily transferable to more general problems, although each new application will require incorporating specialized knowledge of the task. Our next goal is machine recognition of alphanumeric handwriting.
The system described here is our firstgeneration system. A second generation now under development relies less on heuristics to generate the cuts and is more strongly coupled to the recognizer's training process. Preliminary results achieved by combining our firstand second-generation systems have shown considerable improvement. The raw error rate (per ZIP code) is now well under 20 percent, and the error rate at 40 percent rejection is less than 1 p e r~e n t . Initially, IIODA extracts a part-of hierarchy of nested layout objects (such as text-blocks, lines, and words) based on their presentation on the page. Subsequently, in a step called logical labeling, the layout objects and their compositions are geometrically analyzed to identify corresponding logical objects that can be related to a human perceptible meaning (for example, sender, recipient, and date in a letter). Finally, a context-sensitive text recognition for logical objects is applied using logical vocabularies and syntactic knowledge. As a result, IIODA produces a document representation that conforms to ODA. 
