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EXPLICIT LYAPUNOV FUNCTIONS AND ESTIMATES OF THE
ESSENTIAL SPECTRAL RADIUS FOR JACKSON NETWORKS
IRINA IGNATIOUK-ROBERT AND DANIELLE TIBI
Abstract. A family of explicit Lyapunov functions for positive recurrent Mar-
kovian Jackson networks is constructed. With this result we obtain explicit
estimates of the tail distribution of the first time when the process returns
to large compact sets and some explicit estimates of the essential radius of
the process. The essential spectral radius of the process provides the best
geometric convergence rate to equilibrium that one can get by changing the
transitions of the process in a finite set.
1. Introduction
Before formulating our results we recall the definition and some well known re-
sults concerning classical Jackson networks, see [7] for example. For a Jackson
network with d queues, the arrivals at the i-th queue are Poisson with parameter λi
and the services delivered by the server are exponentially distributed with parame-
ters µi. All the Poisson processes and the services are assumed to be independent.
The routing matrix is denoted P = (pij ; i, j = 1, . . . , d), pij is the probability that
a customer goes to the j-th queue when he has finished his service at queue i. The
residual quantity
pi0 = 1−
d∑
j=1
pij
is the probability that this customer leaves definitively the network. Without any
restriction of generality we can assume that pii = 0 for all i ∈ {1, . . . , d}.
Denote by Zi(t) the length of the queue i at time t. Then the process Z(t) =
(Z1, (t), . . . , Zd(t)) is a continuous time Markov process on Zd+ generated by
Lf(y) =
∑
z∈Zd+
q(y, z)(f(z)− f(y)), y ∈ Zd+,
with q(y, z) = q(z − y) such that
(1.1) q(y) =

λi, if y = ǫ
i, i ∈ {1, . . . , d},
µipi0, if y = −ǫi, i ∈ {1, . . . , d},
µipij , if y = ǫ
j − ǫi, i, j ∈ {1, . . . , d},
0, otherwise,
where ǫi denotes the ith unit vector, ǫij = 0 if j 6= i and ǫii = 1. It is convenient to
put p00 = 1 and p0i = 0 for i 6= 0, the matrix (pij ; i, j = 0, . . . , d) is then stochastic.
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We denote by p
(n)
ij the n-time transition probabilities of a Markov chain with d+1
states associated to the stochastic matrix (pij ; i, j = 0, . . . , d).
Assumption (A). We suppose that the matrix (q(x − y); x, y ∈ Zd) is irre-
ducible.
This assumption is equivalent to the following conditions
(A1) Every customer leaves the network with probability 1, i.e. for any i ∈
{1, . . . , d} there exists n ∈ N, such that p(n)i0 > 0. This condition is satisfied
if and only if the spectral radius of the matrix (pij ; i, j = 1, . . . , d) is strictly
less than unity.
(A2) for any i = 1, . . . , d, there exist n ∈ N and j ∈ {1, . . . , d} such that λjp(n)ji >
0.
Under the assumption (A1), the system of traffic equations
(1.2) νj = λj +
d∑
i=1
νipij , j = 1, . . . , d.
has a unique solution (νi), and this solution satisfies νi > 0 for all i ∈ {1, . . . , d}.
The Markov process (Z(t)) is ergodic (positive recurrent) if and only if
(1.3) νi < µi for all i = 1, . . . , d,
and the stationary probabilities (π(x); x ∈ Zd+) are given by the product formulae
(1.4) π(x) =
d∏
i=1
(νi/µi)
xi(1− νi/µi), x ∈ Zd+.
Assumption (B). We assume that the inequalities (1.3) hold.
Fayolle, Malyshev, Men’shikov and Sidorenko [3] proved that the rate of conver-
gence to stationary distribution for ergodic Jackson networks is exponential. The
proof of this result relies on the construction of a positive Lipschitz continuous
function f : Rd+ → [0,+∞[ satisfying the inequality
(1.5) Lf(x) ≤ −ε, ∀x ∈ Zd+ \ E
for some ε > 0 and some finite subset E ⊂ Zd+. Such a function f is often called a
Lyapunov function for the Markov process (Z(t)). Using (1.5) one can easily show
that for σ > 0 small enough, the function h(x) = exp(σf(x)) satisfies the inequality
(1.6) Lh(x) ≤ −θh(x), ∀x ∈ Zd+ \ E
for some θ = θ(ε) > 0. Usually, a function h : Zd+ → R+ satisfying the inequality
(1.6) and such that
(1.7) cE(f)
def
= inf
x∈Zd+\E
f(x) > 0
is also called a Lyapunov function for (Z(t)). To make a difference with a Lyapunov
function satisfying the inequality (1.5), we call such a function h a multiplicative
Lyapunov function. For the hitting time τE = inf{t > 0 : Z(t) ∈ E}, the inequali-
ties (1.6) and (1.7) imply that
(1.8) Px(τE > t) ≤ 1
cE(f)
Ex
(
h(Z(t)), τE > t
)
≤ 1
cE(f)
exp(−θt)h(x),
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for all x ∈ Zd+ \E. An explicit form for the multiplicative Lyapunov function h and
the quantity θ whould therefore imply explicit estimates for the tail distribution
of the hitting time τE . Unfortunately, construction of an explicit multiplicative
Lyapunov function satisfying (1.6) for a given finite set E ⊂ Zd+ with the best
possible θ is usually a very difficult problem. In [3], the Lyapunov function f itself
and the corresponding set E are both rather implicit.
In the present paper we construct a class of explicit multiplicative Lyapunov
functions h : Zd+ → [1,+∞[ with an explicit
θh
def
= − lim sup
|x|→∞
Lh(x)/h(x) > 0.
For any such a function h and any 0 < θ < θh, one could therefore identify the
set E where (1.6) holds and get an explicit estimate for the tail distribution of the
hitting time τE .
Using the explicit form of the Lyapunov functions we obtain an explicit estimate
for the essential spectral radius of the process (Z(t)). Recall that the spectral radius
r∗ of the process (Z(t)) is defined as the infimum of all those r > 0 for which∫ ∞
0
r−tPx(Z(t) = y) dt < +∞, ∀x, y ∈ Zd+.
When the process (Z(t)) is recurrent we obviously have r∗ = 1. The essential
spectral radius r∗e of (Z(t)) is the infimum of all those r > 0 for which there is a
finite set E ⊂ Zd+ such that∫ ∞
0
r−tPx
(
Z(t) = y, τE > t
)
dt < +∞ for all x, y ∈ Zd+ \ E.
For the recurrent Markov process (Z(t)), the quantity r∗e is equal to the infimum
of all those r > 0 for which there is a finite set E ⊂ Zd+ such that
(1.9)
∫ ∞
0
r−tPx
(
τE > t
)
dt < +∞ for all x ∈ Zd+ \ E
(see for instance Proposition 3.6 of [6]). Remark that for those r > 0 for which
(1.9) holds, the function
hr,E(x)
def
=
{∫∞
0 r
−tPx
(
τE > t
)
dt, for x ∈ Zd+ \ E,
0 for x ∈ E,
satisfies the inequalities (1.6) and (1.7) with a given E, θ = − log r and
cE(f) ≥
∫ ∞
0
r−te−
∑
i
(λi+µi)t dt ≥
(
ln r +
d∑
i=1
(λi + µi)
)−1
The last property of the essential spectral radius r∗e combined with the estimates
(1.8) shows therefore that the quantity θ∗e = − log r∗e is equal to the supremum of
all θ > 0 for which there exists a multiplicative Lyapunov function h : Zd+ → R+
satisfying the inequalities (1.6) and (1.7) for some finite subset E ⊂ Zd+. This is
also the best θ > 0 one could expect to have in (1.8).
The essential spectral radius is moreover related to the rate of convergence to
equilibrium. To calculate the rate of convergence to equilibrium, one should identify
the spectral gap of the transition operator, and except for some very particular
processes, this is an extremely difficult problem. Explicit estimates of the rate of
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convergence are therefore of interest. Malyshev and Spieksma [8] proved that for
some general class of Markov chains, the quantity r∗e gives an accurate bound for
that : this is the best geometric convergence rate one can get by changing the
transitions of the process on finite subsets of states. By Perssons principle (see
Liming Wu [10]), for symmetric Markov chains the quantity r∗e is related to the L
2-
essential spectral radius of the corresponding Markov semi-group. For more details
concerning the relationship between the quantity r∗e and the rate of convergence to
equilibrium see Liming Wu [10].
In [6], the quantity r∗e was represented in terms of the sample path large deviation
rate function I[0,T ](·) of the scaled processes Zε(t) = εZ(t/ε), t ∈ [0, T ]. Recall
that the family of scaled Markov processes (Zε(t), t ∈ [0, T ]) satisfies the sample
path large deviation principle (see [1, 2, 5, 4]) with a good rate function I[0,T ](·).
Corollary 7.1 of the paper [6] proves that
(1.10) log r∗e = − inf
φ : φ(0)=φ(1), φ(t) 6=0, ∀0<t<1
I[0,1](φ)
where the infimum is taken over all absolutely continuous functions φ : [0, 1]→ Rd+
with φ(0) = φ(1) and such that φ(t) 6= 0 for all 0 < t < 1. For d ≤ 2, the quantity
r∗e was calculated explicitly : in this case, the infimum at the right hand side of
(1.10) is achieved at some constant function φ(t) ≡ x = (x1, . . . , xd) ∈ Rd+ with
xi > 0 for some 1 ≤ i ≤ d and xj = 0 for j 6= i. For d = 1, Proposition 7.1 of [6]
shows that
log r∗e = −(
√
µ1 −
√
λ1)
2
and by Proposition 7.2 of [6], for d = 2,
(1.11) log r∗e = −(1− p12p21)min{(
√
µ1 −√ν1)2, (√µ2 −√ν2)2}.
Unfortunately, for higher dimensions d ≥ 3, the variational problem (1.10) seems
very difficult to resolve. In the present paper, using the explicit Lyapunov functions,
we obtain explicit estimates for the essential spectral radius r∗e for an arbitrary
dimension d. The quantity r∗e is calculated explicitly for several examples of Jackson
networks.
2. General results
To formulate our results, we need to introduce some additional notation :
G
def
= (Id− P )−1 =
∞∑
n=0
Pn,
where Pn denotes the n-th iterate of the routing matrix P = (pij , i, j ∈ {1, . . . , d}),
and the series converges because, under our assumptions, the spectral radius of the
routing matrix P is strictly less than unity. We moreover introduce an auxiliary
Markov chain (ξn) on {0, . . . , d}, with an absorbing state 0 and transition proba-
bilities pij for i ∈ {1, . . . , d} and j ∈ {0, . . . , d}. For j ∈ {1, . . . , d}, we consider
τj = inf{n ≥ 0 : ξn = j} with the convention that inf ∅ = +∞, and we denote
Qij = Pi(τj < +∞) for i, j ∈ {1, . . . , d}.
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2.1. Explicit Lyapunov functions. For γ = (γ1, . . . , γd) ∈ Rd+, we introduce d
vectors −→γi = (γ1i , . . . , γdi ), i = 1, . . . , d, with
(2.1) γji = log
(
1 +Qjiγi
)
for i, j ∈ {1, . . . , d}.
Γ denotes the set of all vectors γ ∈ Rd+ for which the following condition is satisfied:
Definition 1. γ ∈ Γ if and only if for any i = 1, . . . , d and for any non-zero vector
v = (v1, . . . , vd) ∈ Rd+ with vi = 0,
(2.2) −→γi · v < sup
1≤j≤d
−→γj · v
Here and throughout, u · v denotes for u, v ∈ Rd the usual scalar product in Rd.
Our first general preliminary result is the following statement.
Theorem 1. Under the hypothesis (A), for any γ ∈ Γ, the function hγ : Zd+ → R+,
defined by
(2.3) hγ(x) =
d∑
i=1
exp(−→γi · x), x ∈ Zd+,
satisfies the equality
(2.4) lim sup
|x|→∞
Lhγ(x)/hγ(x) = − min
1≤i≤d
γi
Gii
( µi
1 + γi
− νi
)
.
The proof of this result is given in Section 5.
Remark that
γi
( µi
1 + γi
− νi
)
> 0
if and only if
0 < γi <
µi
νi
− 1.
If γ ∈ Γ and the last inequalities are satisfied for all i = 1, . . . , d, then the right
hand side of (2.4) is negative and consequently, hγ is a multiplicative Lyapunov
function for (Z(t)).
In Section 3, we provide an example of a Jackson network with a completely
symmetrical routing matrix, where the set Γ has a simple explicit representation.
Unfortunately, in general, the explicit description of the set Γ is a difficult problem
and it is of interest to give another equivalent representation of Γ. This is a subject
of our next result. Here and throughout,M1 denotes the set of probability measures
on {1, . . . , d} :
M1 = {θ = (θ1, · · · , θd) ∈ Rd+ : ‖θ‖1 = 1}
where ‖θ‖1 = |θ1| + · · · + |θd| is the usual L1 norm in Rd. For two vertors a =
(a1, . . . , ad) and b = (b1, . . . , bd) in Rd we write a < b if ak < bk for all k = 1, . . . , d.
Proposition 2.1. 1) A vector γ = (γ1, . . . , γd) ∈ Rd+ belongs to the set Γ if and
only if for any i = 1, . . . , d, there exists θi = (θ
1
i , . . . , θ
d
i ) ∈ M1 satisfying
(2.5) −→γi <
d∑
j=1
θji
−→γj ,
where the vectors −→γi = (γki , 1 ≤ k ≤ d) for i = 1, . . . , d, are defined by (2.1).
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2) Moreover, if γi > 0 for all i = 1, . . . , d, then γ = (γ1, . . . , γd) ∈ Γ if for any
i = 1, . . . , d, there exists θi = (θ
1
i , . . . , θ
d
i ) ∈ M1 satisfying the following condition
(2.6) γki <
d∑
j=1
θji γ
k
j , whenever k ∈ {1, · · · , d} \ {i} and Qki > 0
From the above proposition it follows that the set Γ is open in Rd+.
The proof of this proposition is given in Section 6.
Our following result proves that the set Γ is nonempty and provides an explicit
form for some of the vectors γ ∈ Γ. Recall that the spectral radius R of the routing
matrix P is defined by :
R def= inf
ρ>0
max
i=1,...,d
(ρP )i/ρi
where the infimum is taken over all ρ = (ρ1, . . . , ρd) with positive components
ρ1 > 0, . . . , ρd > 0. If the matrix P is irreducible, R is the Perron-Frobenius
eigenvalue and the last infimum is achieved for the left hand side Perron-Frobenius
eigenvector ρ of P (see Seneta [9]). Under the hypothesis (A), the spectral radius
R is strictly less than unity and consequently, the set of vectors ρ = (ρ1, . . . , ρd)
satisfying the inequalities
0 ≤ (ρP )i < ρi ∀i ∈ {1, . . . , d}
is nonempty. Remark that these inequalities are equivalent to
(2.7) (ρP )i < ρi ∀i ∈ {1, . . . , d}
Indeed, a vector ρ = (ρ1, . . . , ρd) satisfies the inequalities (2.7) if and only if the
vector β = (β1, . . . , βd) = ρ−ρP has positive components βi > 0 for all i = 1, . . . , d.
Now since the equality β = ρ − ρP is equivalent to ρ = βG, then (2.7) implies
that 0 < ρi and 0 ≤ (ρP )i for all i = 1, . . . , d.
For a vector ρ = (ρ1, . . . , ρd) satisfying the inequalities (2.7), we define
R(ρ) def= max
i=1,...,d
(ρP )i/ρi
and we let
(2.8) xρ
def
= sup {x > 0 : log(1 + x) ≥ R(ρ) x} .
Theorem 2. Suppose that conditions (A) and (B) are satisfied and let a vector
ρ = (ρ1, . . . , ρd) satisfy (2.7). Then for ε > 0, the vector γ = (γ1, . . . , γd) defined
by
(2.9) γi = εGii/ρi, for all i = 1, . . . , d,
belongs to the set Γ whenever
0 < ε < min
1≤i≤d
ρi
Gii
xρ.
Theorem 1 and Theorem 2 provide a class of explicit Lyapunov functions for
Jackson networks. Indeed, for γi = εGii/ρi,
γi
Gii
( µi
1 + γi
− νi
)
= ε
(
µi
ρi + εGii
− νi
ρi
)
> 0
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if and only if
0 < ε <
ρi
Gii
(
µi
νi
− 1
)
.
Hence, using Theorem 1 together with Theorem 2 and the equality Gji = QjiGii,
one gets
Corollary 2.1. Suppose that the conditions (A) and (B) are satisfied and let a
vector ρ = (ρ1, . . . , ρd) satisfy the inequalities (2.7). Then for ε > 0, the function
(2.10) hε,ρ(x) = hε,ρ(x
1, . . . , xd) =
d∑
i=1
d∏
j=1
(1 + εGji/ρi)
xj
satisfies
(2.11) lim sup
|x|→∞
Lhε,ρ(x)/hε,ρ(x) = − ε min
1≤i≤d
(
µi
ρi + εGii
− νi
ρi
)
< 0
whenever the vector (εGii/ρi, 1 ≤ i ≤ d) belongs to Γ and
0 < ε < min
1≤i≤d
ρi
Gii
(
µi
νi
− 1
)
,
or sufficiently, whenever
(2.12) 0 < ε < min
1≤i≤d
{
min
{
ρi
Gii
xρ,
ρi
Gii
(
µi
νi
− 1
)}}
.
In the above results, one can replace the vector ρ satisfying the inequalities (2.7)
by a vector βG with β = (β1, . . . , βd) having positive components βi > 0, since
as previously mentioned, β = ρ − ρP is equivalent to ρ = βG. Moreover, by
changing if necessary ε, one can assume that such a vector β = (β1, . . . , βd) defines
a probability measure on the set {1, . . . , d}. Then for any i = 1, . . . , d,
ρi/Gii =
d∑
j=1
βjGji/Gii =
d∑
j=1
βjQji
def
= Qβi
is the probability that a Markov chain on {1, . . . , d} with transition matrix P and
initial distribution β ever hits the state i.
2.2. Estimates of the essential spectral radius. Now, we get some explicit
estimates for the essential spectral radius r∗e . The following lower bound is obtained
by using the large deviation results of the papers [4, 6].
Theorem 3. Under the hypotheses (A) and (B),
(2.13) − min
1≤i≤d
1
Gii
(
√
µi −√νi)2 ≤ log r∗e
The proof of this Theorem is given in Section 7.
To get an upper bound for r∗e we use Theorem 1 and Theorem 2. Recall that
under assumptions (A) and (B), the quantity θ∗e = − log r∗e is equal to the supremum
of all θ > 0 for which there exists a finite set E ⊂ Zd+ and a multiplicative Lyapunov
function f : Zd+ → R+ satisfying the inequality (1.6) and (1.7). The following
statement is therefore a straightforward consequence of Theorem 1.
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Corollary 2.2. Under the hypotheses (A) and (B),
(2.14) log r∗e ≤ − sup
γ∈Γ
min
1≤i≤d
γi
Gii
( µi
1 + γi
− νi
)
Recall moreover that Γ ⊂ Rd+ and remark that the function
γ → min
1≤i≤d
γi
Gii
( µi
1 + γi
− νi
)
is continuous in Rd+. Hence, in the right hand side of (2.14), one can replace the
supremum over the set Γ by the supremum over the closure Γ of the set Γ in Rd.
Now the question arises of a possible equality in (2.13). This equality holds in
particular if the upper bound given by (2.14) coincides with the lower bound in
(2.13). In this respect, remark that for every i = 1, . . . , d the maximum of the
function
γi → γi
( µi
1 + γi
− νi
)
over γi ∈ R+ is achieved at the point γ∗i =
√
µi/νi − 1 and equals (√µi −√νi)2.
Hence, if γ∗ = (γ∗1 , . . . , γ
∗
d) ∈ Γ, then one gets equality in (2.13). More generally,
denote by ∆i the set of all γ ∈ R+ satisfying the inequality
γ
Gii
( µi
1 + γ
− νi
)
≥ min
1≤j≤d
1
Gjj
(
√
µj −√νj)2.
Under our assumptions, ∆i is a closed interval such that γ
∗
i ∈ ∆i ⊂]0, µi/νi − 1[
and clearly, ∆i = {γ∗i } for all those i = 1, . . . , d for which
min
1≤j≤d
1
Gjj
(
√
µj −√νj)2 = 1
Gii
(
√
µi −√νi)2.
Hence, using the estimates (2.13) and (2.14) one will get the equality in (2.13) if
there exists γ = (γ1, . . . , γd) ∈ Γ with γi ∈ ∆i for all i = 1, . . . , d. In Section 3,
we give several examples where these arguments allow to get the equality in (2.13).
Unfortunately, in the general case, the right hand side of (2.14) is not necessarily
equal to the left hand side of (2.13) (see Proposition 3.6 in Section 3 below). In
the general case, using Corollary 2.1 we obtain
Corollary 2.3. Under the hypotheses (A) and (B),
log r∗e ≤ − sup
ρ,ε
ε min
1≤i≤d
(
µi
ρi + εGii
− νi
ρi
)
< 0
where the supremum supε,ρ is taken over all ε > 0 and ρ = (ρ1, . . . , ρd) satisfying
(2.7) and (2.12).
3. Examples
In this section, we give some examples for which the above results can be applied
and in particular, equality in (2.13) is obtained by using Corollary 2.2.
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3.1. Jackson network with a branching routing matrix P. We will say that
a matrix A = (aji, i, j = 1, . . . , d) has a branching structure if for any i ∈ {1, . . . , d}
the set {j ∈ {1, . . . , d} : aji > 0}, contains at most one element.
Recall that under our assumptions, pii = 0 for all i ∈ {1, . . . , d}. Hence, for
d = 2, any routing matrix P = (pij , i, j = 1, . . . , d) has a branching structure. For
d > 2, an example of a graph corresponding to a branching routing matrix P , with
vertices {1, . . . , d} and ordered edges (i→ j) for i, j ∈ {1, . . . , d} such that pij > 0,
is given in Figure 1.
Figure 1.
Proposition 3.1. Suppose that the conditions (A) and (B) are satisfied and let
the routing matrix P have a branching structure. Then the vector γ = (γ1, . . . , γd)
defined by (2.9) belongs to the set Γ for any ε > 0 and any vector ρ = (ρ1, . . . , ρd)
satisfying the inequalities (2.7).
Proof. We get this statement as a consequence of the second assertion of Propo-
sition 2.1. Indeed, let a vector ρ satisfy the inequalities (2.7). Consider a vector
γ = (γ1, . . . , γd) defined by (2.9) with some given ε > 0. Then obviously, γi > 0
for all i ∈ {1, . . . , d}. Let us show that under the hypotheses of our proposition,
(2.6) holds for any i ∈ {1, . . . , d}. If i ∈ {1, . . . , d} is such that pji = 0 for all
j ∈ {1, . . . , d} \ {i} then also Qji = 0 for all j 6= i and consequently (2.6) is trivial.
Suppose now that for i ∈ {1, . . . , d}, there is j ∈ {1, . . . , d} such that pji > 0.
Then under the hypotheses of our proposition, such an index j is unique, j 6= i,
and
Gki = Gkjpji ∀ k ∈ {1, . . . , d} \ {i}.
Moreover, from (2.7) it follows that ρi > (ρP )i = ρjpji and consequently,
γki = log(1 + εGki/ρi) = log(1 + εGkjpji/ρi) < log(1 + εGkj/ρj) = γ
k
j
for all those k ∈ {1, . . . , d}\{i} for which Gkj > 0 or equivalently Qki > 0. The last
relations show that (2.6) holds with a unit vector θi = (θ
1
i , . . . , θ
d
i ) where θ
k
i = 1
for k 6= j and θji = 1. Using therefore the second assertion of Proposition 2.1, we
conclude that γ ∈ Γ. 
When combined with Theorem 1, the above proposition implies the following
particular version of Corollary 2.1.
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Corollary 3.1. Suppose that the conditions (A) and (B) are satisfied and let the
routing matrix have a branching structure. Suppose moreover that a vector ρ =
(ρ1, . . . , ρd) satisfies the inequalities (2.7). Then the function hε,ρ defined by (2.10)
satisfies the inequality (2.11) for any
0 < ε < min
1≤i≤d
ρi
Gii
(
µi
νi
− 1
)
.
From the last statement we obtain
Proposition 3.2. Suppose that the conditions (A) and (B) are satisfied and let
either the routing matrix P or its transposed matrix tP have a branching structure.
Then
(3.1) log r∗e = − min
1≤i≤d
1
Gii
(
√
µi −√νi)2
Proof. Suppose first that the routing matrix has a branching structure. Then by
Corollary 3.1,
(3.2) log r∗e ≤ −ε min
1≤i≤d
(
µi
ρi + εGii
− νi
ρi
)
for any ε > 0 and any vector ρ = (ρ1, . . . , ρd) satisfying the inequalities (2.7),
or equivalently (see the remark below Corollary 2.1) for any ρ = βG with β =
(β1, . . . , βd) having strictly positive components βi > 0 for all i = 1, . . . , d. By
taking the limits as βi → 0 for some indices i ∈ {1, . . . , d} one gets (3.2) also for
any vector ρ = βG with βi ≥ 0 and ρi > 0 for all i = 1, . . . , d. Using again the
equivalence between ρ = βG and β = ρ − ρP , these arguments prove the upper
bound (3.2) for any vector ρ = (ρ1, . . . , ρd) satisfying the inequalities
(3.3) 0 < ρi and (ρP )i ≤ ρi, ∀i = 1, . . . , d.
Remark now that according to the definition of the traffic equations (1.2),
νi = (νP )i + λi ≥ (νP )i, ∀i = 1, . . . , d.
If a vector ρ = (ρ1, . . . , ρd) satisfies the inequalities (3.3), then for ρ˜ = (ρ˜1, . . . , ρ˜d)
with ρ˜i =
√
νiρi, by Schwarz inequality,
(ρ˜P )i =
∑
j
√
νjρj pji ≤
√∑
j
νjpji
√∑
j
ρjpji ≤ √νiρi = ρ˜i, ∀i = 1, . . . , d,
and consequently one can replace the quantities ρi at the right hand side of (3.2) by
ρ˜i =
√
νiρi (recall that νi > 0 for all i = 1, . . . , d, hence ρ˜i > 0 for all i = 1, . . . , d).
The resulting inequality
log r∗e ≤ −ε min
1≤i≤d
(
µi√
νiρi + εGii
−
√
νi
ρi
)
with
ε = min
1≤i≤d
√
ρi
Gii
(
√
µi −√νi)
provides the following upper bound
(3.4) log r∗e ≤ − min
1≤i≤d
√
ρi
Gii
(
√
µi −√νi)× min
1≤i≤d
1√
ρi
(
√
µi −√νi) .
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Moreover, if a routing matrix P has a branching structure, then for any i ∈
{1, . . . , d}, either pji = 0 for all j ∈ {1, . . . , d} and consequently,
d∑
j=1
Gjjpji = 0 ≤ Gii,
or else there is a unique j ∈ {1, . . . , d} such that pji > 0 and consequently,
d∑
k=1
Gkkpki = Gjjpji = Gji ≤ Gii.
These relations show that the vector ρ = (ρ1, . . . , ρd) with ρi = Gii satisfies the
inequalities (3.3). Using (3.4) with this vector ρ we obtain
log r∗e ≤ − min
1≤i≤d
1
Gii
(
√
µi −√νi)2 .
The last inequality combined with (2.13) proves (3.1).
Suppose now that the transposed matrix tP has a branching structure, and
let us show that in this case, the equality (3.1) also holds. For this we apply a
time reversing argument to the Markov process (Z(t)). The time reversed Markov
process (Z˜(t)) is generated by
L˜f(y) =
∑
z∈ZN+
q˜(y, z)(f(z)− f(y)), y ∈ ZN+ ,
with
q˜(y, z) = π(z)q(z, y)/π(y).
A straightforward calculation shows that this is also a Jackson network but with
different parameters: the arrivals at the i-th queue are Poisson with parameter
λ˜i = νipi0, the services delivered by the server are exponentially distributed with the
same parameter µ˜i = µi as for the original Jackson network (Z(t)), and the routing
matrix (p˜ij , i, j = 0, . . . , d) is given by p˜i0 = λi/νi and p˜ij = νjpji/νi for i, j ∈
{1, . . . , d}. Under our assumptions, the time reversed Markov process (Z˜(t)) also
satisfies the conditions (A) and (B) with the same solution (νi, i = 1, . . . , d) of the
traffic equations and the same stationary probabilities (π(x); x ∈ ZN+ ). Moreover,
for any finite subset E ⊂ Zd+, letting
τ˜E = inf{t > 0 : Z˜(t) ∈ E} and τE = inf{t > 0 : Z(t) ∈ E}
one gets
Px(Z˜(t) = y, τ˜E > t) = π(y)Py(Z(t) = x, τE > t)/π(x), ∀x, y ∈ Zd+ \ E
and consequently, the essential spectral radius of the time reversed Markov process
(Z˜(t)) is the same as for the original Markov process (Z(t)). If the transposed
matrix tP has a branching structure, then the routing matrix P˜ = (p˜ij , i, j =
1, . . . , d) has the same property and consequently, the above arguments applied to
the time reversed Markov process (Z˜(t)) prove the equality (3.1). 
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3.2. Jackson networks with a completely symmetrical routing matrix P .
Now we consider a Jackson network having a completely symmetrical routing matrix
P = (pij , i, j = 1, . . . , d) with pij = p < 1/(d − 1) for all i 6= j, i, j ∈ {1, . . . , d}.
Then Qij = p/(1 − (d − 2)p) def= q for all i 6= j, i, j ∈ {1, . . . , d}, where 0 < q < 1.
The following proposition provides an explicit form for the set Γ in this case. To
formulate this result, it is convenient to introduce the function
Σ(γ1, . . . , γd) =
d∑
j=1
max1≤i≤d log(1 + qγi)− log(1 + qγj)
log(1 + γj)− log(1 + qγj)
for γ ∈ Rd+ satisfying γj > 0 for all j = 1, . . . , d (note that for such a γ, since
q < 1, then log(1 + γj) > log(1 + qγj) for all j = 1, . . . , d and the above quantity is
well-defined).
Proposition 3.3. Suppose the conditions (A) and (B) are satisfied and let pij =
p < 1/(d− 1) for all i 6= j, i, j ∈ {1, . . . , d}. Then γ = (γ1, . . . , γd) ∈ Γ if and only
if γi > 0 for all i ∈ {1, . . . , d} and
(3.5) Σ(γ1, . . . , γd) < 1.
Proof. For any γ ∈ Rd+, any i ∈ {1, . . . , d} and a non-zero vector v = (v1, . . . , vd) ∈
Rd+ with v
i = 0, letting |v| =∑j vj > 0, the inequality (2.2) becomes
|v| log(1 + qγi) < max
1≤j≤d
(
vj log(1 + γj) + (|v| − vj) log(1 + qγj)
)
or equivalently,
(3.6) |v| log 1 + qγi
1 + qγj
< vj log
1 + γj
1 + qγj
for some j ∈ {1, . . . , d}
Since q < 1, the inequality (3.6) is trivially satisfied when
γi < max
j
γj
Thus, γ ∈ Γ if and only if (3.6) holds for any i ∈ {1, . . . , d} such that
(3.7) γi = max
j
γj
and for any non-zero vector v ∈ Rd+ with vi = 0.
Consider now a vector γ = (γ1, . . . , γd) with γi > 0 for all i ∈ {1, . . . , d}. If
γ 6∈ Γ, then using the above arguments it follows that for some index i ∈ {1, . . . , d}
satisfying the equality (3.7) there is a non-zero vector v ∈ Rd+ with vi = 0 such that
|v| log 1 + qγi
1 + qγk
≥ vk log 1 + γk
1 + qγk
for all k ∈ {1, . . . , d},
and consequently,
maxj log(1 + qγj)− log(1 + qγk)
log(1 + γk)− log(1 + qγk) |v| ≥ v
k for all k ∈ {1, . . . , d}.
Summing these inequalities proves that for such a vector γ, (3.5) fails to hold.
Conversely, suppose that γ ∈ Γ. Then (3.6) holds for any index i ∈ {1, . . . , d}
satisfying the equality (3.7) and for any non-zero vector v ∈ Rd+ with vi = 0.
From (3.6) it follows that γ is non-zero. Moreover, let i ∈ {1, . . . , d} satisfy (3.7).
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Then for any k ∈ {1, . . . , d} \ {i}, using the inequality (3.6) with a unit vector
v = (v1, . . . , vd) such that vk = 1 and vj = 0 for j 6= k, one gets
qmax
j
γj = qγi < γk,
and consequently, γk > 0 for all k ∈ {1, . . . , d}. The quantity Σ(γ1, . . . , γd) is
therefore well-defined and equal to |v| for v = (v1, . . . , vd) ∈ Rd+ given by
vj =
max1≤i≤d log(1 + qγi)− log(1 + qγj)
log(1 + γj)− log(1 + qγj) , j ∈ {1, . . . , d}.
If |v| = Σ(γ1, . . . , γd) = 0, then (3.5) obviously holds. Otherwise, using again (3.6)
with such a vector v and with any i satisfying (3.7) gives
Σ(γ1, . . . , γd) max
1≤i≤d
log
1 + qγi
1 + qγj
< max
1≤i≤d
log
1 + qγi
1 + qγj
for some j ∈ {1, . . . , d}
which proves (3.5).

Remark that for a completely symmetrical routing matrix P ,
Gii =
∞∑
n=0
p∑
j 6=i
Qji
n = (1− (d− 1)p2
1− (d− 2)p
)−1
Hence, when combined with Theorem 1, the above proposition implies the following
statement, similar to Corollary 2.1.
Corollary 3.2. Under the hypotheses of Proposition 3.3, the function
hγ(x) =
d∑
i=1
exp(−→γi · x) =
d∑
i=1
(1 + γi)
xi(1 + qγi)
∑
j 6=i x
j
satisfies
lim sup
|x|→∞
Lhγ(x)
hγ(x)
= −
(
1− (d− 1)p
2
1− (d− 2)p
)
min
1≤i≤d
γi
( µi
1 + γi
− νi
)
< 0
whenever (3.5) holds and 0 < γi <
µi
νi
− 1 for all i = 1, . . . , d.
Note that (3.5) is satisfied for any vector γ ∈ Rd such that γ1 = . . . = γd > 0,
so that the set of vectors γ ∈ Rd satisfying both (3.5) and 0 < γi < µi
νi
− 1 for all
i = 1, . . . , d is nonempty. Using therefore Theorem 3 and Corollary 2.2 we obtain
Corollary 3.3. Under the hypotheses of Proposition 3.3,
−
(
1− (d− 1)p
2
1− (d− 2)p
)
min
1≤i≤d
(
√
µi −√νi)2 ≤ log r∗e
≤ −
(
1− (d− 1)p
2
1− (d− 2)p
)
sup
γ
min
1≤i≤d
γi
( µi
1 + γi
− νi
)
< 0
where the supremum is taken over all γ ∈ Γ, or equivalently, over all γ = (γ1, . . . , γd)
with γi > 0 for all i = 1, . . . , d such that inequality (3.5) holds.
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Thus, if the conditions of Proposition 3.3 are satisfied and
(3.8) sup
γ∈Γ
min
1≤i≤d
γi
( µi
1 + γi
− νi
)
= min
1≤i≤d
(
√
µi −√νi)2,
then
(3.9) log r∗e = −
(
1− (d− 1)p
2
1− (d− 2)p
)
min
1≤i≤d
(
√
µi −√νi)2 ,
that is, relation (3.1) again holds. The following statement gives some simple
sufficient conditions for the equalities (3.8) and (3.9)
Corollary 3.4. Suppose that for some i0 ∈ {1, . . . , d},
(3.10) min
1≤i≤d
(
√
µi −√νi) = √µi0 −
√
νi0 .
and
(3.11) min
1≤i≤d
(
µi√
µi0
− νi√
νi0
)
=
√
µi0 −
√
νi0 .
Then under the hypotheses of Proposition 3.3, (3.9) holds.
In particular, (3.9) holds if one of the following conditions is satisfied :
(i) µi/νi = µj/νj for all i, j ∈ {1, . . . , d},
(ii) there is i0 ∈ {1, . . . , d} such that µi ≥ µi0 and νi ≤ νi0 for all i ∈ {1, . . . , d}.
Proof. Here, as noted above, any vector γ = (γ1, . . . , γd) with γ1 = . . . = γd > 0
belongs to the set Γ. Hence, by Corollary 3.3, the equality (3.9) holds if
(3.12) sup
t>0
min
1≤i≤d
t
( µi
1 + t
− νi
)
= min
1≤i≤d
(
√
µi −√νi)2 .
Recall that the maximum of the function t ∈ R+ → t
( µi
1 + t
− νi
)
is achieved at
the point γ∗i =
√
µi/νi− 1 and equals
(√
µi −√νi
)2
. Hence, assuming (3.10), then
(3.12) holds if and only if
γ∗i0
( µi
1 + γ∗i0
− νi
)
≥ (√µi0 −√νi0)2 , ∀i ∈ {1, . . . , d}.
Since
γ∗i0
( µi
1 + γ∗i0
− νi
)
=
(
µi√
µi0
− νi√
νi0
)(√
µi0 −
√
νi0
)
,
the last inequalities are equivalent to (3.11).
Now if condition (i) is satisfied, consider i0 such that min1≤i≤d νi = νi0 , then
(3.10) is satisfied. Using µi = µi0νi/νi0 , we get
min
1≤i≤d
(
µi√
µi0
− νi√
νi0
)
= min
1≤i≤d
νi
νi0
(
√
µi0 −
√
νi0) =
√
µi0 −
√
νi0 .
so that (3.11) holds, hence also (3.9) from the first part of the proof.
Finally, if condition (ii) is satisfied, then i0 clearly satisfies (3.10) and (3.11), so
that (3.9) again follows from the first part of the corollary. 
Remark that (ii) is in particular satisfied if µi = µj for all i, j ∈ {1, . . . , d}, or if
νi = νj for all i, j ∈ {1, . . . , d}.
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Our following result is a necessary and sufficient condition for the equality (3.8).
Denote
m = min
0≤i≤d
(
√
µi −√νi)2
and consider for i ∈ {1, . . . , d},
∆i =
{
t ∈ R+ : t
( µi
1 + t
− νi
)
≥ m
}
.
A straightforward calculation shows that ∆i = [ai, bi] with
ai =
µi − νi −m−
√
(µi + νi −m)2 − 4νiµi
2νi
and
bi =
µi − νi −m+
√
(µi + νi −m)2 − 4νiµi
2νi
.
Moreover,√
µi/νi − 1 ∈ ∆i ⊂ {t ∈ R+ : t
( µi
1 + t
− νi
)
> 0} =
]
0,
µi
νi
− 1
[
,
and consequently,
bi ≥
√
µi/νi − 1 ≥ ai > 0,
where bi = ai =
√
µi/νi − 1 if and only if (√µi −√νi)2 = m. We put
â = max
1≤i≤d
ai and γ̂i = min{bi, â}
for i = 1, . . . , d.
Proposition 3.4. Suppose that the conditions of Proposition 3.3 are satisfied.
Then (3.8) holds if and only if Σ(γ̂1, . . . , γ̂d) ≤ 1.
Proof. Indeed, suppose first that (3.8) holds and remark that for any i ∈ {1, . . . , d},
since νi > 0, the function t
( µi
1 + t
− νi
)
→ −∞ as t→ +∞. These functions being
continuous on R+, it follows that the function
min
1≤i≤d
γi
( µi
1 + γi
− νi
)
attains its maximum over the closure Γ of the set Γ at some point γ˜ ∈ Γ. Moreover,
relation (3.8) proves that
min
1≤i≤d
γ˜i
( µi
1 + γ˜i
− νi
)
= min
0≤i≤d
(
√
µi −√νi)2 def= m,
from which it follows that γ˜i ∈ ∆i and consequently, γ˜i > 0 for all i ∈ {1, . . . , d}.
The quantity Σ(γ˜1, . . . , γ˜d) is therefore well defined and by Proposition 3.3,
Σ(γ˜1, . . . , γ˜d) ≤ 1.
To prove that Σ(γ̂1, . . . , γ̂d) ≤ 1 it is now sufficient to show that (γ̂1, . . . , γ̂d) achieves
the minimum of the function Σ(γ1, . . . , γd) over (γ1, . . . , γd) ∈ ∆1 × · · · ×∆d. For
this let us notice that this function is continuous on the compact set ∆1× · · · ×∆d
and hence attains its minimum on this set at some point γ∗ = (γ∗1 , . . . , γ
∗
d).
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If Σ(γ∗1 , . . . , γ
∗
d) = 0, then from the definition of the function Σ it follows that
γ∗j = maxj γ
∗
i for all j = 1, . . . , d, that is, the intervals ∆i, i = 1, · · · d, have some
common point t = γ∗1 = · · · = γ∗d . But in this case,
min
i
bi ≥ t ≥ max
1≤i≤d
ai
def
= â
from which, using the definition of the vector γ̂, it follows that γ̂1 = . . . = γ̂d = â
and consequently, also Σ(γ̂1, . . . , γ̂d) = 0.
Suppose now that Σ(γ∗1 , . . . , γ
∗
d) > 0 and let us show that in this case, γ
∗ = γ̂.
Indeed, in this case, from the definition of the function Σ(γ1, . . . , γd) it follows that
γ∗j < maxj γ
∗
i for some j = 1, . . . , d. Moreover,
(3.13) max
1≤i≤d
γ∗i = max
1≤i≤d
ai
def
= â.
because otherwise, one could find some ǫ > 0 for which the vector γ′ = (γ′1, . . . , γ
′
d)
given by
γ′j =
{
γ∗j − ǫ if γ∗j = max1≤i≤d γ∗i ,
γ∗j if γ
∗
j < max1≤i≤d γ
∗
i
belongs to the set ∆1×· · ·×∆d and satisfies Σ(γ′1, . . . , γ′d) < Σ(γ1, . . . , γd). Remark
now that the following two assertions are equivalent :
(i) (γ1, . . . , γd) ∈ ∆1 × · · · ×∆d and maxj γj = â
(ii) aj ≤ γj ≤ min{bi, â} def= γ̂j for all j ∈ {1, . . . , d}.
Moreover, for any point γ = (γ1, . . . , γd) satisfying the inequalities (ii),
Σ(γ1, . . . , γd) =
d∑
j=1
log(1 + qaˆ)− log(1 + qγj)
log(1 + γj)− log(1 + qγj) .
When combined with (3.13), these remarks show that the point γ∗ = (γ∗1 , . . . , γ
∗
d)
achieves the minimum of the function
d∑
j=1
log(1 + qaˆ)− log(1 + qγj)
log(1 + γj)− log(1 + qγj)
over the set [a1, γ̂1]× · · · × [ad, γ̂d]. The function
t → log(1 + qaˆ)− log(1 + qt)
log(1 + t)− log(1 + qt)
being decreasing on ]0, â], from this it follows that γ∗j = γ̂j for all j ∈ {1, . . . , d}
and consequently,
Σ(γ̂1, . . . , γ̂d) = Σ(γ
∗
1 , . . . , γ
∗
d) ≤ Σ(γ˜1, . . . , γ˜d) ≤ 1.
Conversely, suppose that Σ(γ̂1, . . . , γ̂d) ≤ 1 and let us prove the equality (3.8).
We know from Section 2.2 that
min
1≤i≤d
(
√
µi −√νi)2 = sup
γ∈Rd+
min
1≤i≤d
γi
( µi
1 + γi
− νi
)
≥ sup
γ∈Γ
min
1≤i≤d
γi
( µi
1 + γi
− νi
)
.
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Moreover, since γ̂i ∈ ∆i for all i ∈ {1, . . . , d},
min
1≤i≤d
γ̂i
( µi
1 + γ̂i
− νi
)
= min
1≤i≤d
(
√
µi −√νi)2
To get (3.8) it is therefore sufficient to show that γ̂ ∈ Γ. If Σ(γ̂1, . . . , γ̂d) < 1, then
γ̂ ∈ Γ by Proposition 3.3. Suppose now that Σ(γ̂1, . . . , γ̂d) = 1. Then clearly
min
1≤i≤d
γ̂i < max
1≤i≤d
γ̂i,
and letting
γi(ε) =
{
γ̂i − ε if γ̂i = max1≤i≤d γ̂i,
γ̂i otherwise,
one gets γi(ε) > 0 for all i ∈ {1, . . . , d} and Σ(γ1(ε), . . . , γd(ε)) < 1 for all ε > 0
small enough. By Proposition 3.3, it follows that (γ1(ε), . . . , γd(ε)) ∈ Γ for all ε > 0
small enough and consequently, letting ε→ 0 we conclude that γ̂ ∈ Γ. 
The last result of this section provides an example where (3.8) fails to hold. This
example shows that unfortunately, in general, the left hand side of (2.13) and the
right hand side of (2.14) are not necessarily equal.
Proposition 3.5. Suppose that the following conditions are satisfied :
(i) d > 3;
(ii) λ1 + . . .+ λd = 1 and 0 = λ1 < λi for all i ∈ {2, . . . , d};
(iii)
√
µi −√νi = t > 0 for all i ∈ {1, . . . , d}.
Then under the hypotheses of Proposition 3.3, for any p > 0 small enough, there is
tp > 0 such that for t > tp, the inequality (3.8) fails to hold.
Proof. By Proposition 3.4, it is sufficient to show that
(3.14) lim
p→0
lim
t→∞
Σ(γ̂1, . . . , γ̂d) > 1.
Remark that under the hypotheses of Proposition 3.5, ai = bi =
√
µi/νi − 1 and
consequently,
γ̂i =
√
µi/νi − 1 = t√
νi
,
for all i = 1, . . . , d. Moreover, a straightforward calculation shows that for any
i = 1, . . . , d,
νi =
1
p+ 1
(
λi +
p
1 + p− dp
d∑
i=1
λi
)
=
1
p+ 1
(
λi +
p
1 + p− dp
)
.
Since under the hypotheses of our proposition, λ1 = 0 < λi for all i ∈ {2, . . . , d},
the above relations show that maxi γ̂i = γ̂1. Using the definition of Σ(γ1, . . . , γd)
we conclude therefore that
lim
t→∞
Σ(γ̂1, . . . , γ̂d) = lim
t→∞
d∑
i=2
log
(
(1 + qt/
√
ν1)/(1 + qt/
√
νi)
)
log
(
(1 + t/
√
νi)/(1 + qt/
√
νi)
) = d∑
i=2
log (νi/ν1)
2 log (1/q)
where q = p/(1 + 2p− dp) and
νi/ν1 = 1 + (1 + p− dp)λi/p, ∀i = 2, . . . , d.
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Hence,
lim
t→∞
Σ(γ̂1, . . . , γ̂d) =
log
∏d
i=2
(
λi
p
+ 1− (d− 1)λi
)
2 log
(
1
p
+ 2− d
)
and since λi > 0 for i = 2, · · · , d,
lim
p→0
lim
t→∞
Σ(γ̂1, . . . , γ̂d) =
d− 1
2
Under the hypothesis (i), the last relation proves (3.14). 
3.3. Jackson network with three nodes on a circle. Consider a Jackson net-
work with three nodes (d = 3) and a routing matrix
(3.15) P =
0 p qq 0 p
p q 0
 with 0 < p < q < 1 such that p+ q < 1.
(see Figure 2). Here, as a consequence of Corollary 2.2 and Theorem 3 we get
q
p
qq
p p
3
21
Figure 2.
Proposition 3.6. Suppose that a Jackson network with three nodes and a routing
matrix (3.15) satisfies conditions (A) and (B). Then
(3.16) − 1− p
3 − q3 − 3pq
1− pq mini
(√
µ
i
−√νi
)2 ≤
log r∗e ≤ −
1− p3 − q3 − 3pq
1− pq supt>0 min1≤i≤d t
( µi
1 + t
− νi
)
.
If moreover the equalities (3.10) and (3.11) hold for some i0 ∈ {1, . . . , d}, then
(3.17) log r∗e = −
1− p3 − q3 − 3pq
1− pq mini
(√
µ
i
−√νi
)2
.
In particular (3.17) holds if at least one of the conditions (i) or (ii) of Corollary 3.4
is satisfied.
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Proof. Indeed, a straightforward calculation shows that
G
def
= (Id− P )−1 = 1
1− p3 − q3 − 3pq
1− pq q2 + p p2 + qp2 + q 1− pq q2 + p
q2 + p p2 + q 1− pq
 .
The first inequality of (3.16) is therefore a straightforward consequence of Theo-
rem 3. By Corollary 2.2, to prove the second inequality of (3.16) it is sufficient to
show that for any t > 0, the vector γ = (t, t, t) belongs to the set Γ. For this let
us first notice that under the hypotheses of our proposition, the matrix of hitting
probabilities Q = (Qij , i, j = 1, 2, 3) is given by
Q =
1
1− pq
1− pq q2 + p p2 + qp2 + q 1− pq q2 + p
q2 + p p2 + q 1− pq

Without any restriction of generality we can assume that p ≤ q. Then
Q31 = Q12 = Q23 ≤ Q21 = Q32 = Q13 < 1
and consequently, for γ = (t, t, t) with t > 0 and any v = (v1, v2, v3) ∈ R3+ with
v1 = 0 and (v1, v2) 6= (0, 0), one gets
−→γ1 · v = v2 log
(
1 +Q21t
)
+ v3 log
(
1 +Q31t
)
<
{
v2 log(1 + t) + v3 log
(
1 +Q32t
)
= −→γ2 · v if v2 > 0,
v3 log(1 + t) =
−→γ3 · v if v3 > v2 = 0.
from which it follows that −→γ1 · v < max
j
−→γj · v.
Permuting indices shows that for any i ∈ {1, 2, 3} and any non-zero vector v =
(v1, v2, v3) ∈ R3+ with vi = 0,
−→γi · v < max
j
−→γj · v, if γ = (t, t, t) with t > 0
Hence, for any t > 0, the vector γ = (t, t, t) belongs to the set Γ and consequently,
by Corollary 2.2, the second inequality of (3.16) is also verified. The first part of
our proposition is therefore proved. The second part of Proposition 3.6 follows from
(3.16) by using the same arguments as in the proof of Corollary 3.4. 
4. Background
For a given Λ ⊂ {1, . . . , d}, denote Λc = {1, . . . , d} \ Λ and consider the sets
RΛ,d+
def
= {x ∈ Rd : xj ≥ 0, ∀j 6∈ Λ} and
BΛ def=
α = (α1, . . . , αd) ∈ Rd : αi ≤ log(
d∑
j=1
pije
αj + pi0
)
, ∀i 6∈ Λ
 .
For β ∈ RΛ,d+ and i, j ∈ {0, 1, . . . , d}, i 6= 0, we define
mΛij(β)
def
= pije
−βi +
∑
n≥1
∑
j1,...,jn∈Λc
pij1pj1j2 · · · pjnj exp
(
−βi −
n∑
k=1
βjk
)
.
The following result provides a suitable homeomorphism from the set RΛ,d+ onto
BΛ, this is a straightforward consequence of Proposition 8.1 of the paper [4].
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Proposition 4.1. (Proposition 8.1 [4]) Under hypothesis (A),
– for any Λ ⊂ {1, . . . , d} and β ∈ RΛ,d+ , the system of equations{
βi = αi, for i ∈ Λ,
βi = log
(∑d
j=1 pije
αj−αi + pi0e
−αi
)
, for i ∈ {1, . . . , d} \ Λ
has a unique solution α = αΛ(β) ∈ BΛ :
(4.1)
{
αi(β) = βi for i ∈ Λ,
αi(β) = log
(∑
j∈Λm
Λ
ij(β)e
βj +mΛi0(β)
)
for i ∈ Λc,
– the mapping β → αΛ(β) determines a homeomorphism from RΛ,d+ onto the
set BΛ;
– the function R(αΛ(β)) is strictly convex in R
Λ,d
+ .
This result will be used to investigate the different Laplace transforms of the
jump distribution on the different “faces” of the space Zd+. For Λ ⊂ {1, · · · , d} and
α ∈ Rd, the Laplace transform of the jump distribution corresponding to the face
Λ is defined by
RΛ(α)
def
=
d∑
j=1
λj(e
αj − 1) +
∑
j∈Λ
µj
(
d∑
k=1
pjke
αk−αj + pj0e
−αj − 1
)
and for Λ = {1, . . . , d}, we denote
R(α)
def
= R{1,...,d}(α) =
d∑
j=1
λj(e
αj −1)+
d∑
j=1
µj
(
d∑
k=1
pjke
αk−αj + pj0e
−αj − 1
)
.
As a consequence of the above proposition one gets the following statement .
Lemma 4.1. Under hypothesis (A), for any i ∈ {1, · · · , d} and s ∈ ]− 1,+∞[ the
system of equations
(4.2) eα
i
= 1 + s, eα
j
=
d∑
k=1
pjke
αk + pj0, j ∈ {1, . . . , d} \ {i}
has a unique solution α = α(s) = (α1(s), · · · , αd(s)) given by
αj(s) = log (1 +Qjis) , j ∈ {1, . . . , d} \ {i}.
Moreover, for any Λ ⊂ {1, · · · , d}, this solution satisfies the equality
RΛ(α(s)) =
s
Gii
(
νi − µi
1 + s
11Λ(i)
)
.
Proof. Indeed, for β = (β1, . . . , βd) with βi = log(1 + s) and βj = 0 for j 6= i, one
gets
m
{i}
ji (β) = Qji and m
{i}
j0 (β) = 1−Qji
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for all j ∈ {1, . . . , d}. Hence, the first assertion of Lemma 4.1 is a straightforward
consequence of Proposition 4.1. Moreover, for any Λ ⊂ {1, . . . , d},
RΛ(α(s)) =
d∑
j=1
λj
(
eα
j(s) − 1
)
+ µi
(
d∑
k=1
pike
αk(s)−αi(s) + pj0e
−αi(s) − 1
)
11Λ(i)
=
d∑
j=1
λjQjis+
µi
1 + s
(
d∑
k=1
pike
αk(s) + pj0 − 1− s
)
11Λ(i)
= s
d∑
j=1
λjQji +
µis
1 + s
(
d∑
k=1
pikQki − 1
)
11Λ(i)
The last equality combined with the relations
d∑
j=1
λjQji =
1
Gii
d∑
j=1
λjGji =
νi
Gii
and 1−
d∑
k=1
pikQki =
1
Gii
proves the second assertion of Lemma 4.1 
5. Proof of Theorem 1
We begin the proof of this theorem with the following lemma.
Lemma 5.1. For any γ ∈ Rd+ and 1 ≤ i ≤ d, the function fi(x) = exp(−→γi · x)
satisfies the equality
(5.1) Lfi(x) = γi
Gii
(
νi − 11{xi>0}
µi
1 + γi
)
fi(x), x ∈ Zd+
Proof. A straightforward calculation shows that for any α = (α1, . . . , αd) ∈ Rd+,
the exponential function fα(x) = exp(α · x) satisfies the equality
Lfα(x) = RΛ(x)(α)fα(x),
where for x ∈ Rd+, we denote by Λ(x) the set of all j ∈ {1, . . . , d} for which xj > 0
and for Λ ⊂ {1, . . . , d},
RΛ(α) =
d∑
j=1
λj(e
αj − 1) +
∑
j∈Λ
µj
(
d∑
k=1
pjke
αk−αj + pj0e
−αj − 1
)
.
Furthermore, by Lemma 4.1, from the definition of the vector −→γi it follows that
α = (α1, . . . , αd) = −→γi is the unique solution of the system (4.2) for s = γi and
RΛ(x)(
−→γi ) = γi
Gii
(
νi − 11{xi>0}
µi
1 + γi
)
The equality (5.1) is therefore verified. 
Now we are ready to complete the proof of Theorem 1. For the function hγ
defined by (2.3), Lemma 5.1 proves that
Lhγ(x) =
∑
i∈Λ(x)
γi
Gii
(
νi − µi
1 + γi
)
exp(−→γi · x) +
∑
i6∈Λ(x)
νiγi
Gii
exp(−→γi · x)(5.2)
≤ max
i∈Λ(x)
γi
Gii
(
νi − µi
1 + γi
)
hγ(x) +
∑
i6∈Λ(x)
νi
Gii
γi exp(
−→γi · x).
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To get the inequality
(5.3) lim sup
|x|→∞
Lhγ(x)/hγ(x) ≤ max
1≤i≤d
γi
Gii
(
νi − µi
1 + γi
)
it is therefore sufficient to show that
maxi6∈Λ(x) exp(
−→γi · x)
maxi∈Λ(x) exp(
−→γi · x) → 0 as |x| → ∞,
or equivalently that
(5.4) lim
|x|→∞
exp
(
max
i6∈Λ(x)
−→γi · x− max
i∈Λ(x)
−→γi · x
)
= 0.
The last relation follows from the definition of the set Γ. Indeed, using the inequality
(2.2) with v = x/|x| for an arbitrary x ∈ Rd+ \ {0}, one gets
−→γi · x|x| < maxj 6=i
−→γj · x|x| , ∀i 6∈ Λ(x)
from which it follows that
max
i6∈Λ(x)
−→γi · x|x| < maxj=1,...,d
−→γj · x|x| = maxj∈Λ(x)
−→γj · x|x|
for any non-zero x ∈ Rd+. The function
x→ max
i6∈Λ(x)
−→γi · x− max
i∈Λ(x)
−→γi · x = max
i6∈Λ(x)
−→γi · x− max
j=1,...,d
−→γj · x
being upper semi-continuous on the compact set Sd+ = {x ∈ Rd+ : |x| = 1}, from
the above inequality it follows that
(5.5) max
i6∈Λ(x)
−→γi · x− max
i∈Λ(x)
−→γi · x < −δ|x|, ∀x ∈ Rd+ \ {0}
with some δ > 0, and consequently, (5.4) holds. The inequality (5.3) is therefore
proved. Moreover, (5.2) and (5.5) applied for x ∈ Rd+ with Λ(x) = {i} prove that
lim sup
|x|→∞, Λ(x)={i}
Lhγ(x)/hγ(x) = γi
Gii
(
νi − µi
1 + γi
)
.
Using this relation together with (5.3) one gets (2.4).
6. Proof of Proposition 2.1
We begin the proof of Proposition 2.1 with the following lemma.
Lemma 6.1. For u1, · · · , ud ∈ Rd, the following two properties are equivalent:
(1) for any v ∈ Rd+ \ {0}, there exists some i ∈ {1, · · · , d} such that ui · v > 0,
(2) there exists some θ = (θ1, · · · , θd) ∈ M1 such that
∑d
j=1 θ
juj > 0.
Proof. It is straightforward that (2)⇒ (1), since for θ satisfying condition (2) and
for any v ∈ Rd+ \ {0},
0 < v ·
d∑
j=1
θjuj =
d∑
j=1
θj uj · v
so that one of the non-negative terms of the last sum needs to be positive.
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To prove the converse, assume that (2) is not satisfied, so that for any θ ∈M1,
d∑
j=1
θjuj 6∈ ]0,+∞[d
This means that the two convex subsets of Rd given by the open orthant ]0,+∞[d
on one hand, and the closed convex cone C generated by vectors u1, · · · , ud on
the other hand, that is, C =
{∑d
j=1 θjuj , θ = (θ1, · · · , θd) ∈ Rd+
}
, are disjoint.
Then by Hahn-Banach theorem, there exists some hyperplane separating these two
convex sets, that is, there exists some v ∈ Rd \ {0} and some c ∈ R such that
]0,+∞[d⊂ {x ∈ Rd : x · v ≥ c} and C ⊂ {x ∈ Rd : x · v ≤ c}.
Note that the first inclusion extends to the closed orthant [0,+∞[d. Now since
the zero vector is both in C and in the closed orthant, the constant c must be
zero. The first inclusion, extended to [0,+∞[d and applied to the canonical vectors
ei for i = 1, · · · , d, yields that v has non-negative components. And the second
inclusion above implies in particular that ui · v ≤ 0 for all i, proving that (1) is not
satisfied. 
We are now ready to complete the proof of Proposition 2.1.
For γ ∈ Rd+, the condition γ ∈ Γ, described by the inequalities (2.2), says that
for any i ∈ {1, · · · , d}, the property (1) of the lemma is satisfied, with d−1 in place
of d and with, as vectors ui’s, the d − 1 projections on R{1,··· ,d}\{i} of the vectors−→γj − −→γi , j 6= i. The lemma thus proves that γ ∈ Γ is equivalent to existence for
each i = 1, · · · , d, of some θi ∈ M1 satisfying θii = 0 and for all k ∈ {1, . . . , d} \ {i},
(6.1) γki <
d∑
j=1
θji γ
k
j .
It is straightforward that the condition θii = 0 can be removed. The first part of
Proposition 2.1 is therefore proved.
Suppose now that γ > 0, and that for any i = 1, . . . , d, there exists some θi =
(θ1i , . . . , θ
d
i ) ∈ M1, satisfying the inequalities (6.1) for all those indices k for which
Qki > 0. The inequalities (6.1) being strict, without any restriction of generality,
one can assume that θji > 0 for all i, j ∈ {1, . . . , d}. Then for all i, k ∈ {1, . . . , d}
for which Qki = 0,
γki = 0 < θ
k
i log(1 + γk) = θ
k
i γ
k
k ≤
d∑
j=1
θji γ
k
j .
The inequalities (6.1) hold therefore for all i, k ∈ {1, . . . , d}, which ensures that
γ ∈ Γ.
7. Proof of Theorem 2
Suppose that the conditions of Theorem 2 are satisfied. For the vector γ =
(γ1, . . . , γd) defined by (2.9), it follows from (2.1) that
γji = log(1 + εGji/ρi) ≥ 0, ∀i, j ∈ {1, . . . , d}.
Since γi > 0 for all i = 1, · · · , d, then from the second assertion of Proposition 2.1,
γ ∈ Γ if for every i, (2.6) is satisfied with some vector θi ∈M1. Let i ∈ {1, · · · , d}
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and k 6= i be such that Qki > 0. Then, there is j ∈ {1, . . . , d}\{i} such that pji > 0
and consequently, (ρP )i > 0. Letting θ
j
i = ρjpji/(ρP )i for j = 1, . . . , d we obtain
γki = log(1 + εGki/ρi) = log
1 + ε d∑
j=1
Gkjpji
ρi
 ≤ ε d∑
j=1
Gkjpji
ρi
=
(ρP )i
ρi
d∑
j=1
ε
Gkjpji
(ρP )i
=
(ρP )i
ρi
d∑
j=1
θji ε
Gkj
ρj
≤ R(ρ)
d∑
j=1
θji ε
Gkj
ρj
.(7.1)
Assuming now that
0 < ε < min
1≤i≤d
ρi
Gii
xρ,
one gets
0 ≤ εGkj
ρj
< xρ for all j ∈ {1, · · · , d},
where the left inequality is strict at least for some j ∈ {1, · · · , d} with pji > 0,
because Qki > 0 implies that Gki =
∑d
j=1Gkjpji > 0. It then results from the
definition of xρ that
R(ρ) ε Gkj
ρj
≤ log
(
1 + ε
Gkj
ρj
)
for all j ∈ {1, · · · , d},
where the inequality is strict at least for some j with θji > 0. The last inequality
combined with (7.1) proves that
γki <
d∑
j=1
θji log
(
1 + ε
Gkj
ρj
)
=
d∑
j=1
θji γ
k
j .
The condition (2.6) of the Proposition 2.1 is thus satisfied and therefore, γ ∈ Γ.
8. Proof of Theorem 3
To prove Theorem 3, we use the equality (1.10) and the explicit representation
of the sample path large deviation rate function I[0,T ](φ) obtained in [4, 5]. Recall
that the family of scaled processes Zε(t) = εZ(t/ε), t ∈ [0, T ] satisfies the sample
path large deviation principle (see [1, 2, 4, 5]) with the good rate function
I[0,T ](φ) =
{∫ T
0
L(φ(t), φ˙(t)) dt if φ : [0, T ]→ Rd+ is absolutely continuous
+∞ otherwise
where the local rate function L(x, v) is given by the formula (see [4])
L(x, v)
def
= sup
α∈BΛ(x)
(
α · v −R(α)), ∀v ∈ Rd, x ∈ Zd+.
As above, α · v denotes here the usual scalar product of α and v in Rd,
R(α)
def
=
d∑
i=1
µi
( d∑
j=1
pije
αj−αi + pi0e
−αi − 1
)
+
d∑
i=1
λi(e
αi − 1),
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for x = (x1, . . . , xd) ∈ Rd+,
Λ(x)
def
= {i ∈ {1, . . . , d} : xi > 0}
and BΛ is the set of all those α = (α1, . . . , αd) ∈ Rd for which
eα
i ≤
d∑
j=1
pije
αj + pi0 for all i 6∈ Λ.
For a constant function φx(t) ≡ x with x ∈ (x1, . . . , xd) ∈ Rd+, we get
I[0,1](φx) = − inf
α∈BΛ(x)
R(α)
and using (1.10) we obtain
log r∗e ≥ − inf
x∈Rd+: x 6=0
I[0,1](φx) = max
Λ⊂{1,...,d}, Λ6=∅
inf
α∈BΛ
R(α)
≥ max
1≤i≤d
inf
α∈B{i}
R(α).
To prove Theorem 3 it is therefore sufficient to show that
(8.1) max
1≤i≤d
inf
α∈B{i}
R(α) = − min
1≤i≤d
1
Gii
(
√
µi −√νi)2.
For this we first notice that for any i ∈ {1, . . . , d},
inf
α∈B{i}
R(α) = inf
{
R(α)
∣∣∣ α ∈ Rd, eαj ≤ d∑
k=1
pjke
αk + pj0, ∀ j 6= i
}
≤ inf
{
R(α)
∣∣∣ α ∈ Rd, eαj = d∑
k=1
pjke
αk + pj0, ∀ j 6= i
}
.(8.2)
Lemma 4.1 shows that the right hand side of (8.2) is equal to
inf
γi>−1
γi
Gii
(
νi − µi
1 + γi
)
= − 1
Gii
(
√
µi −√νi)2.
Without any restriction of generality we can assume that
(8.3) min
1≤i≤d
1
Gii
(
√
µi −√νi)2 = 1
G11
(
√
µ1 −√ν1)2.
To get (8.1), it is now sufficient to show that (8.2) holds with the equality for i = 1.
For a given α ∈ Rd, it is convenient to introduce the set J(α) of all those
j ∈ {1, . . . , d} for which
eα
k
=
d∑
j=1
pkje
αj + pk0.
The proof of equality in (8.2) for i = 1 uses the the following lemma.
Lemma 8.1. Suppose that the conditions (A) and (B) are satisfied and let (8.3)
hold. Suppose moreover that α ∈ B{1} and {2, . . . , d} \ J(α) 6= ∅. Then for any
i ∈ {2, . . . , d} \ J(α), there exists an α˜ ∈ B{1} such that J(α) ∪ {i} ⊂ J(α˜) and
R(α˜) < max
{
R(α), − 1
Gii
(
√
µi −√νi)2
}
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Proof. Indeed, consider the vector −→γi = (γ1i , . . . , γdi ) defined by (2.1) with γi =
γ∗i =
√
µi/νi − 1 > 0. Then for k 6= i, using Lemma 4.1,
d∑
j=1
pkje
γ
j
i + pi0 = e
γki ,(8.4)
from which it follows that −→γi ∈ B{i} ⊂ B{1,i}. Moreover,
d∑
j=1
pije
γ
j
i + pi0 =
d∑
j=1
pij(1 +Qjiγ
∗
i ) + pi0 = 1 +
d∑
j=1
pijQjiγ
∗
i
= 1 +
(
1− 1
Gii
)
γ∗i < 1 + γ
∗
i = e
γii(8.5)
and
(8.6) R(−→γi ) = γ
∗
i
Gii
(
νi − µi
1 + γ∗i
)
= − 1
Gii
(
√
µi −√νi)2 ,
Consider now the homeomorphism β → α{1,i}(β), from R{1,i},d+ to B{1,i}, defined
by (4.1) for Λ = {1, i}, and let α → β{1,i}(α) denote its inverse mapping. Then
the equality (8.4) implies that βk{1,i}(
−→γi ) = 0 for all k ∈ {1, . . . , d} \ {1, i}. Suppose
now that α ∈ B{1} and i 6∈ J(α). Then according to the definition of the set B{1},
d∑
j=1
pije
αj + pi0 > e
αi
and α ∈ B{1,i}. Since the function R(α{1,i}(β)) is continuous, the last relation
combined with (8.5) shows that for some 0 < s < 1, the point β˜ = sβ{1,i}(
−→γi ) +
(1− s)β{1,i}(α) ∈ R{1,i},d+ satisfies the equality
(8.7)
d∑
j=1
pije
α
j
{1,i}
(β˜)
+ pi0 = e
αi{1,i}(β˜)
and consequently, i ∈ J(α{1,i}(β˜)). Moreover, β˜j = 0 for all those j ∈ {1, . . . , d}\{i}
for which βj{1,i}(α) = 0 and consequently, J(α) ⊂ J(α{1,i}(β˜)). Finally, recall that
by Proposition 4.1, the function R(α{1,i}(β)) is strictly convex. Hence,
R(α{1,i}(β˜)) < max{R(α), R(−→γi )},
and therefore, our lemma is verified with α˜ = α{1,i}(β˜). 
Now we are ready to complete the proof of Theorem 3. By induction with respect
to the set J(α), for any α ∈ B{1} with J(α) + {2, . . . , d} there is a point α˜ ∈ B{1}
with J(α˜) ⊇ {2, . . . , d} such that
R(α˜) < max
{
R(α),− min
2≤i≤d
1
Gii
(
√
µi −√νi)2
}
.
When combined with (8.3) and (8.6) for i = 1, the last inequality shows that
R(α˜) < max
{
R(α),− 1
G11
(
√
µ1 −√ν1)2
}
= max {R(α), R(−→γ1)} ,
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where, as in the proof of the last lemma, −→γ1 = (γ11 , . . . , γd1 ) is defined by (2.1) with
γ1 = γ
∗
1 =
√
µ1/ν1 − 1. Since J(α˜) = J(−→γ1) = {2, . . . , d} and the minimum of
R(α) over α ∈ Rd with J(α) = {2, . . . , d} is achieved at the point −→γ1, using the last
inequality we conclude that
R(−→γ1) ≤ R(α˜) < R(α).
This proves that the minimum of R(α) over α ∈ B{1} is achieved at α = −→γ1 and
consequently, equality holds in (8.2) for i = 1. The proof of Theorem 3 is complete.
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