Abstract. Let M be a σ-finite von Neumann algebra and let A ⊂ M be a maximal subdiagonal algebra with respect to some faithful normal expectation E on M. Let φ be a normal faithful E-invariant state on M, let L 2 (M, φ) be the non-commutative Lebesgue space in the sense of U. Haagerup, and consider the Hardy space H 2 (A, φ) ⊂ L 2 (M, φ) associated with the pair (A, φ). For each x ∈ M, the Toeplitz operator T x ∈ B(H 2 (A, φ)) and the Hankel operator H x ∈ B(H 2 (A, φ), H 2 (A, φ) ⊥ ) are defined as in the classical case of the unit circle. We show that the mapping x → T x is completely isometric on M and therefore σ(x) ⊂ σ(T x ) for all x ∈ M. We also show that H x = dist(x, A) for every x ∈ M.
Introduction
Subdiagonal algebras were introduced by W. Arveson in [1] with the purpose to provide a unifying approach to the study of several (apparently unrelated) classes of non-selfadjoint operator algebras, including algebras of matrix-valued analytic functions [12] and triangular algebras [17] . In the subsequent decades, a wealth of concrete classes of subdiagonal algebras, e.g. the non-selfadjoint (or analytic) crossed products [21] and other closely related algebras such as the analytic operator algebras [18] , have been constructed and studied from various points of view, including factorization theory, invariant subspaces or maximality among σ-weakly closed subalgebras. Both [18] and [21] , as well as [4] , and the papers mentioned after Definition 1.3 contain a large number of relevant references on this subject. The original definition from [1] does not assume that A is σ-weakly closed; however, as shown in [1] , the σ-weak closure of a subdiagonal algebra as defined in that paper is subdiagonal as in the above definition.
If A is not properly contained in any other subdiagonal algebra of M with respect to the same conditional expectation E, then A is called a maximal subdiagonal algebra in M (with respect to E). It was proved in [1] that every subdiagonal algebra A ⊂ M of a σ-finite von Neumann algebra is contained in exactly one maximal subdiagonal algebra A max , which is defined by
Suppose now that there exists a faithful normal finite trace τ on M such that τ • E = τ on M. In this case A is said to be a finite subdiagonal algebra in M (w.r.t. E). It was proved in [7] that every finite subdiagonal algebra is maximal subdiagonal.
A fundamental result in the theory of subdiagonal algebras is the factorization theorem of W. Arveson [1] . It says that if A ⊂ M is a finite maximal subdiagonal algebra of a finite von Neumann algebra, then every invertible element x ∈ M can be written as x = ua, where u ∈ M is unitary and both a and a −1 belong to A. In this paper we shall use the following terminology: Definition 1.2. A quadruple {M, A, E, φ} will be called subdiagonal if M is a σ-finite von Neumann algebra, A ⊂ M is a maximal subdiagonal algebra with respect to a faithful normal conditional expectation E on M and φ is a faithful normal state on M such that φ • E = φ. If, moreover, φ is tracial, then this quadruple will be called finite subdiagonal.
Let M be a σ-finite von Neumann algebra and let φ be a faithful normal state on M. Let L 2 (M, φ) be the non-commutative L 2 -space associated to M and φ in the sense of Haagerup [8] , [9] . See also the recent survey [23] and [10] . For our purposes in this paper it will be sufficient to think of L 2 (M, φ) as being the completion of M in the norm
contains a distinguished vector ξ 0 which is both cyclic and separating for the algebra of all left multiplication operators h → xh with elements from M and which also satisfies φ(x) = (xξ 0 , ξ 0 ) for every x ∈ M. Definition 1.3. Let {M, A, E, φ} be a subdiagonal quadruple. The Hardy space
is defined as the completion of A in the norm · φ . Let P be the orthogonal projection onto H 2 (A, φ).
Hardy spaces associated to finite subdiagonal algebras have been studied intensively; see the recent survey [3] and the references therein. It turns out that most of the fundamental theorems in classical function theory associated to the Hardy spaces of a weak* Dirichlet algebra [26] have non-commutative versions in the context of finite subdiagonal algebras. Toeplitz and Hankel operators associated to finite subdiagonal algebras were studied in [19] and [20] . Toeplitz and Hankel operators associated to non-selfadjoint crossed products have been studied in [24] , [25] and [13] .
In this paper we show that both the Toeplitz and the Hankel maps associated to a subdiagonal algebra are isometric. For the case of a finite subdiagonal algebra A ⊂ M the Hankel map is known to be isometric [24] and [19] (therefore extending a famous theorem of Z. Nehari [22] ), and the Toeplitz map is known to be isometric when restricted to A [19] . First we show that in the finite case the Toeplitz map is isometric on M. We then employ a reduction scheme devised by U. Haagerup together with a certain construction due to Q. Xu in order to extend these results to non-finite subdiagonal algebras. As a corollary we obtain an extension of the spectral inclusion theorem of P. Hartman and A. Wintner [11] . In the finite subdiagonal case this extension was proved in [20] .
Preliminaries
If X and Y are operator spaces and Ψ : X → Y is a linear mapping, then
will denote the map defined for each n ≥ 1 by
The following easy lemma will be very useful in the sequel.
Proof. The proof of (i) is straightforward. As for (ii), we first see that the identity map on M n (A) extends to a unitary operator
Next, consider the canonical embedding
It is now fairly easy to show that Proof. It follows from Lemma 2.1 that {M n (M), M n (A), E (n) , φ ⊗ tr n } is a finite subdiagonal quadruple for all n ≥ 1. According to Theorem 2.3, T (M n (A),φ⊗tr n ) is isometric on M n (A). This, together with part (ii) of Lemma 2.1, shows that T (A,φ) is completely isometric on A. Since T (A,φ) is obviously multiplicative on A it then follows from Theorem 2.2 that this map is completely isometric on M.
The following extension of Nehari's theorem is essentially contained in [24] and stated in this form in [19] .
Theorem 2.5. Let {M, A, E, φ} be a finite subdiagonal quadruple. Then the Hankel map H (A,φ) is isometric on M/A.

The Haagerup reduction method
In the proof of our main result we shall use the Haagerup method of reduction to the finite case [8] . This method is frequently used in non-commutative integration theory; see [23] and [10] . For basic facts on crossed products and modular theory we refer to [16] and [27] . Consider the crossed product R = M σ φ G, where σ φ is viewed as an automorphic representation of G, and letφ be the dual weight of φ, which in this case is a faithful normal state on R (because G is discrete).
Then there exists an increasing sequence {R n } n≥1 of von Neumann subalgebras of R with the following properties:
We need to recall how the sequence {R n } is constructed. Let us first recall that if ψ is a normal semifinite faithful weight on a von Neumann algebra N , then its centralizer N ψ is defined by
If ψ is finite we have that
The crossed product R = M σ φ G is, by definition, the von Neumann algebra on the space 2 (G, H) generated by the operators π(x) and λ(s) defined by
These operators satisfy the commutation relation
It follows that R is the σ-weak closure of the linear manifold
Recall that π is a faithful normal representation of M. Therefore we may and shall identify M with its image π(M). We also recall that there exists a faithful normal conditional expectation Φ : R → M which in this case for t ∈ G and x ∈ M has the form Φ(λ(t)x) = x if t = 0 and 0 elsewhere. The dual weightφ = φ • Φ has the formφ(λ(t)x) = φ(x) if t = 0 and 0 elsewhere. The modular automorphism group σφ t satisfies the following relation:
In particular, it follows that λ(t) ∈ Z(Rφ) for every t ∈ G. It is then proved that for each n ≥ 1 there exists a unique element b n ∈ Z(Rφ) with 0 ≤ b n ≤ 2π such that exp ib n = λ(2 −n ). By its construction, b n lies in the von Neumann subalgebra generated by {λ(t) : t ∈ G}. One then defines a n = 2 n b n and
We then have σ φ n t (x) = e −ita n σφ t (x)e ita n , x ∈ R, t ∈ R, and one defines R n = R φ n . It then follows that φ n is a faithful normal trace when restricted to R n . Finally the map Φ n is defined by
We shall now describe a method that was devised in [28] in order to study subdiagonal algebras via Haagerup's reduction to the finite case. We shall keep the notation from Theorem 3.1. First recall the following result from [14] .
Theorem 3.2. If {M, A, E, φ} is a subdiagonal quadruple, then σ φ t (A) ⊂ A for all t ∈ R.
Suppose now that M, A, E, φ are given as in Theorem 3.2. Since φ is E-invariant this implies that σ
LetÂ ⊂ R be defined as the σ-weak closure of the linear manifold of all linear combinations of the form n j=1 λ(t j )x j with t j ∈ G and x j ∈ A. Since, by Theorem 3.2, A is globally invariant under σ φ t , it turns out thatÂ is a σ-weakly closed subalgebra of R. Moreover, it can be shown that E can be extended to a faithful normal conditional expectationÊ on R such that E(λ(t)x) = λ(t)E(x) for every t ∈ G and x ∈ M. It is proved in [28] thatÂ is a maximal subdiagonal algebra of R with respect toÊ. It is clear thatφ •Ê =φ and thereforeÊ • σφ t = σφ t •Ê. For each n ≥ 1, let a n ∈ R be the element appearing in the construction of R n . Since a n ∈ Ran(Ê) it follows that φ n •Ê = φ n and thereforê E • σ
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use For each n ≥ 1 let A n = R n ∩Â. Then each A n is a finite subdiagonal algebra of R n with respect to the faithful normal conditional expectation E n on R n defined as the restriction ofÊ to R n . The union of all A n 's is σ-weakly dense inÂ and moreover A n = Φ n (Â) for every n ≥ 1. We refer to [28] for the proofs.
The main result
Let us now fix some notation. If X is a complex Banach space, then Ball(X ) will denote the closed unit ball of X . If C ⊂ X, then one denotes by conv{C} the closed convex hull of C. For the remainder of this section we shall assume that {M, A, E, φ} is a subdiagonal quadruple. Let A ⊥ = {ψ ∈ M * : ψ(a) = 0 for every a ∈ A},
The following result is contained in the proof of Theorem 2.2 in [1] .
The proof of the next lemma now becomes straightforward and it will be omitted.
Lemma 4.2. The following hold true: (i) The Toeplitz map T (A,φ) is isometric on M if and only if
(
ii) The Hankel map H (A,φ) is isometric on M/A if and only if
. The main result of this paper is the following:
Proof. (i) The case of finite subdiagonal algebras is contained in Corollary 2.4. We now go to the general case. In what follows we shall freely use the notation and constructions from the previous sections. First of all, let us point out that a n ∈ A n for every n ≥ 1 as one can easily see from the construction of A n . Let us denote by τ n the restriction of φ n to R n and by ψ n the restriction ofφ to R n . It is clear that both ψ n and τ n are E n -invariant faithful normal states on R n . For each n ≥ 1 we know from the finite case that the Toeplitz map
Since a n ∈ Rφ it follows that for every x ∈ R n we have τ n (x) =φ(e −a n ) −1 ψ n (e −a n /2 xe −a n /2 ).
This shows that the mapping R n x →φ(e −a n ) −1/2 xe −a n /2 ∈ R n extends to a unitary operator
which intertwines the corresponding GNS representations of R n . Moreover, since a n ∈ A n we see that
This shows that for each x ∈ R n the operators T (A n ,τ n ) (x) and T (A n ,ψ n ) (x) are unitarily equivalent. It then follows that
Let π n : R n * → R * be the predual map of Φ n , that is, π * n = Φ n . Then π n is clearly isometric and moreover
In addition, since Φ n (x) → x σ-weakly, it follows that n≥1 π n (R n * ) is norm dense in R * . This shows that 
Moreover, u Since the set of all linear combinations of the form n j=1 λ(t j )a j with t j ∈ G distinct points and a j ∈ A for 1 ≤ j ≤ n is norm dense in H 2 (Â,φ), it follows that
This shows that the Toeplitz map T (A,φ) is isometric on M.
(ii) The finite case is contained in Theorem 2.5. Let n ≥ 1. The properties of the unitary operator Γ n constructed above show that the operators H (A n ,τ n ) (x + A n ) and H (A n ,ψ n ) (x + A n ) are unitarily equivalent for every x ∈ R n . Since by the finite case the Hankel map
Now, let us recall that π n : R n * → R * denotes the predual map of Φ n . It turns out that π n ((A n ) ⊥ ) ⊂Â ⊥ and the union n≥1 π n ((A n ) ⊥ ) is norm dense inÂ ⊥ because A n = Φ n (Â) and Φ n (x) → x σ-weakly for every x ∈ R. Moreover it is obvious that (A n ) 0 ⊂Â 0 ; therefore
Since E andÊ are idempotent maps, we see that A 0 = (I − E)(A) and similarly for A 0 . It then follows that the set of all linear combinations of the form n j=1 λ(t j )a j with a j ∈ A 0 and t j ∈ G is σ-weakly dense inÂ 0 . Moreover
We close with a corollary providing versions of some classical results on the invertibility of Toeplitz operators; see [6] . 
is invertible if and only if a ∈ gl(A). (iii) Let v ∈ M be an isometry. Then T v is left invertible if and only if dist(v, A) < 1. (iv) Let u ∈ M be unitary. Then T u is invertible if and only if dist(u, gl(A)) < 1. (v) If x ∈ M is invertible and if x can be written as x = ua with u ∈ M unitary and a ∈ gl(A), then T x is invertible iff dist(u, gl(A)) < 1.
Proof. (i). If we apply Theorem 4.3 to {M n (M), M n (A), E (n) , φ ⊗ tr n } (see the preliminary section for the notation), we infer that the associated Toeplitz map is isometric on M n (M) for every n ≥ 1. Now we may apply Lemma 2.1 and conclude that the Toeplitz map on H 2 (A, φ) is completely isometric on M. Now the existence of Π easily follows from Theorem 4.1 in [5] .
(ii). If a ∈ gl(A), then T a is invertible because the Toeplitz map is multiplicative on A. Suppose now that T a is invertible. It then follows from (i) that a is invertible in M. Let b ∈ M be its inverse. Let g ∈ H 2 (A, φ) and let f ∈ H 2 (A, φ) such that T a f = g. It then follows that af = g; therefore f = bg. Now since A is maximal subdiagonal it follows from part (ii) of Theorem 4.3 (see also Theorem 2.2 from [15] ) that
This implies that b ∈ A.
(iii). Let f ∈ H 2 (A, φ). Then
This together with Theorem 4.3 shows that T v is bounded below iff dist(v, A) < 1.
(iv). Suppose now that u ∈ M is unitary. Assume that T u is invertible and let a ∈ A such that u − a < 1. Then 1 − u * a < 1; therefore I − T * u T a < 1. This shows that T a is invertible; therefore a ∈ gl(A).
Conversely let us suppose that u − a < 1 for some a ∈ gl(A). Then T a is invertible and I − T * u T a < 1, which shows that T u is invertible. (v). This follows easily from the previous items.
