Abstract. A family of subsets of the set {1, 2, . . . , n} is said to be unbalanced if the convex hull of its characteristic vectors misses the diagonal in the n-cube. The purpose of this article is to develop the combinatorics of maximal unbalanced families. Specifically, we will prove lower and upper bounds on the number of maximal unbalanced families of subsets of an n-element set -both bounds are of the form 2 Cn 2 for some C > 0. These families correspond to the chambers of a hyperplane arrangement, the restricted allsubset arrangement, that has arisen in various forms in physics, economics and psychometrics. In particular, our bounds answer a question posed in thermal field theory concerning the order of the number of chambers of this arrangement.
Introduction
Let n be a natural number. A family F of subsets of [n] = {1, 2, . . . , n} is balanced if there is a convex combination of their characteristic functions which is constant; a family is unbalanced otherwise. There is also an equivalent characterization of being unbalanced, provided by the Hahn-Banach Separation Theorem: F is unbalanced exactly when there is a v in R n such that
and for all F in F , i∈F v i > 0.
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While minimal balanced families play an important role in game theory and have been well studied in the literature (see, e.g., [1, 11, 12] ), maximal unbalanced families have only been considered much more recently. The second author's interest in them arose from [2, 10] , but they have equivalent manifestations in psychometrics and economics [5, 6] , as well as thermal field theory in physics [4] . In all cases this can be seen by recognizing that maximal unbalanced families correspond to the chambers of the hyperplane arrangement defined by the linear forms
in the vector space V = {v ∈ R n : i∈[n] v i = 0}. In [5, 6] , this is referred to as the restricted all-subset arrangement.
T. S. Evans [4] appears to be the first to have considered (an equivalent form of) this hyperplane arrangement -see (2) below -and calculated the number of chambers for small values of n (see also [5, 13] ). We will use E n to denote the number of maximal unbalanced families of subsets of an n element set.
The first values of E n are E 1 = 0, E 2 = 2, E 3 = 6, E 4 = 32, E 5 = 370, E 6 = 11, 292, E 7 = 1, 066, 044, E 8 = 347, 326, 352, E 9 = 419, 172, 756, 930.
The main result of this paper are the following bounds on E n , answering a question asked by Evans [4] .
In particular, lim
While the lower bound is obtained by applying known results from matroid theory, the upper bound involved developing an understanding of the collection M n of maximal unbalanced families on an n-element set, which may be of independent interest.
We will adopt the following notational conventions in this note. Throughout this note, i, j, k, l, m, and n will always be assumed to represent natural numbers (excluding 0). All counting will start at 1. If n is a natural number, then 2
[n] will be identified with the collection of all binary strings of length n as well as the collection of all subsets of [n] by associating a set A ⊆ [n] with its characteristic function. We will use M n to denote the collection of all maximal unbalanced families of subsets of [n]. Section 2 is devoted to the derivation of the lower bound, while §3 will treat the upper bound. We note that the results in §2 benefitted from discussions with E. Swartz.
The lower bound
To derive a lower bound on the number of maximal unbalanced families, and thus on the number of chambers of the arrangement in (1), we will need a combinatorially equivalent form of (1) given by the linear forms
In other words, we consider the arrangement A n in R n−1 consisting of the 2 n−1 − 1 hyperplanes having as normals all nonzero 0-1 vectors in R n−1 . In order to count the number of components of R n−1 \ A n , we apply a result of Zaslavsky [14] .
To do this, we define the lattice of flats L n of the arrangement A n to be the family of all subspaces spanned over Q by subsets of the set of nonzero 0-1 vectors in R n−1 , ordered by inclusion. The rank of L n is n − 1. The characteristic polynomial of A n is then
where µ is the Möbius function of L n . The quantities w k (L n ) in (3) are called the Whitney numbers of the first kind.
The result of Zaslavsky [14, Theorem A] is that the number of chambers of A n is
Unfortunately, we do not have an explicit formula for the polynomial χ(A n , t).
To give a lower bound for the number of chambers of A n , we consider the linear matroid of all subspaces spanned over the 2-element field F 2 by these same 0-1 vectors, now considered to be the set F n−1 2 \ {(0, 0, . . . , 0)}. By abuse of notation, we will denote this matroid by A (2) n and its lattice of flats by L (2) n . The rank of L (2) n is again n − 1.
Since independence over F 2 implies independence over Q, we have that the map A n → A (2) n is a rank-preserving weak map, and so, by a theorem of Lucas [9, Proposition 7.4 ] (see also [8, Corollary 9.3 .7]), we obtain
n )| for each k, and so we conclude
n , −1). To complete the bound, we observe that A (2) n is the (n−1)-dimensional projective geometry over F 2 , and so its characteristic polynomial (see, for example, [3, Example 3.6(3)]) is
Together, (4), (5) and (6) give us the lower bound in Theorem 1.2.
Theorem 2.1. The number of maximal unbalanced families in [n], equivalently, the number of chambers of the arrangement A n , is at least
The signature of a maximal unbalanced family
Let us begin by making the following easy observations. If F is in M n , then F does not contain either ∅ or [n]. On the other hand, if F is any other subset of [n], then exactly one of F and [n] \ F are in F . This follows from the fact that if F is in M n , then there is a v ∈ R n such that if F is in F , then i∈F v i > 0. If we choose such a v to be in generic position, then i∈X v i = 0 unless X is ∅ or [n]. Thus if F is maximal, it selects between every nontrivial subset of [n] and its complement, so |F | = 2 n−1 − 1 for every F ∈ M n . It will be useful to let S n denote the collection of all families A of subsets of [n] such that:
• neither ∅ nor [n] are in A;
• if A is a proper nonempty subset of [n], then exactly one of A and [n] \ A are in A. Note that M n ⊂ S n , and the inclusion is strict for n ≥ 3.
The collection M n is equipped with a natural notion of adjacency: F and G are adjacent if F \ G has one element. If we view elements of M n as chambers in the hyperplane arrangement A n , then this notion of adjacency coincides with the adjacency of chambers. Using the perspective provided by the hyperplane arrangement, it should be clear that the adjacency graph on M n is connected.
If F is in S n for some n, define the signature of F -denoted sig(F ) -to be the sequence s of length n defined by
The goal of this section is to prove that the signature map is injective on M n for each n. Moreover we will show that the signature of an element of M n can never coincide with the signature of an element of S n \ M n . We will also show that the parity of the entries of sig(F ) are always the same.
These observations are already enough to yield the upper bound in Theorem 1.2. To see this, observe that there are fewer than (2 n−1 ) n possible signatures of a family with 2 n−1 − 1 elements (for example, (0, 0, . . . , 0) cannot be a signature). If we require that all entries are even or all are odd, there are fewer than (2 n−1 ) n /2 n−1 = 2 (n−1) 2 such signatures, proving the upper bound.
To verify the above claims, define δ F ∈ {−1, 1} n , for F a nonempty proper subset of [n] and i < n, by
If F is a family of nonempty proper subsets of n, define
Lemma 3.1. If F is a nonempty unbalanced family of subsets of [n], then δ F is not constant.
Proof. Suppose that this is not the case and notice that the cardinalities of {F ∈ F : i ∈ F } {F ∈ F : i ∈ F } do not depend on i; their difference is the constant entry of δ F and their sum is the cardinality of F . This means, however, that the signature of F is constant and, in particular, that the uniform probability measure on F witnesses that F is balanced, a contradiction. Theorem 3.2. The function which takes an element of S n to its signature is one-to-one on M n . Furthermore, the signature of an element of M n can never coincide with the signature of balanced family in S n .
Proof. Suppose that A and B are distinct elements of S n and that B is unbalanced. Observe that A and B have the same signature if and only if δ B\A = (0, . . . , 0): as A and B differ by a series of swaps, B \ A is the family of swapped sets. Hence, sig(B) = sig(A) + δ B\A . Since B is unbalanced, so is B \ A, so Lemma 3.1 implies that δ B\A is not constant and, in particular, is not identically 0. Consequently, A and B have distinct signatures. Proof. If F is the family of all nonempty subsets of [n] that do not contain 1, then sig(F ) is the sequence (0, 2 n−2 , . . . , 2 n−2 ). In particular, the conclusion of the proposition holds for F . Next observe that if G 0 and G 1 are adjacent elements of M n , then every coordinate of sig(G 0 ) differs by ±1 from the corresponding coordinate of sig(G 1 ). The proposition now follows from the connectedness of the adjacency graph on M n .
Remark 3.4. The above proof actually shows that the adjacency graph on M n is bipartite.
Remark 3.5. Maximal unbalanced familes might be viewed in the context of threshold families whose defining weights sum to zero. See for example [7] , where attention is restricted to uniform families of subsets (i.e., all subsets having the same cardinality), and the signature of a family is called its degree sequence. Our Theorem 3.2 should be compared to the unique realizability conclusion of [7, Theorem 3.1] . For our particular case, the conclusion of Theorem 3.2 is not directly comparable to the latter, since we have not restricted to uniform families, and the proof here is more elementary.
