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1 Introduction
In this paper we derive upper bounds for the Kolmogorov and Wasserstein distances between a
mixture of normal distributions and a normal distribution with properly chosen parameter values.
Here, a random variable X is said to have a mixture of normal distributions if there exists a σ -
algebra G such that the conditional distribution of X given G is normal. Also, for comparison and
completeness, lower bounds for both distances are derived.
To see why this is of interest, suppose that a random sequence {Xn;n = 0,1, . . .} converges
in distribution to a normal random variable Z. If L(Z) is used instead of L(Xn) for the (approx-
imate) computation of the expectation E(h(Xn)), where h : R→ R is a measurable function, an
approximation error E(h(Xn))−E(h(Z)) is incurred, about which the limit theorem per se gives no
information. In order to control this error, it is natural to use a metric on the space of probability
measures on (R,R), and try to bound the distance between L(Xn) and L(Z). A common choice is
the Kolmogorov distance, which is defined for any two random variables X and Z with probability
distributions µ1 and µ2 by
dK
(
µ1,µ2
)
= sup
x∈R
∣∣P(X ≤ x)−P(Z ≤ x)∣∣.
Another possibility is the Wasserstein distance, defined by
dW
(
µ1,µ2
)
= sup
h∈H1
∣∣E(h(X))−E(h(Z))∣∣,
whereH1 is the class of Lipschitz functions with Lipschitz constant bounded by 1.
In Section 2, we derive bounds in both distances between the probability distribution of a ran-
dom variable X , which has a mixture of normal distributions, and a normally distributed random
variable (Theorems 2.1 and 2.2). The bounds depend only on the first two moments of the first two
conditional moments given the “mixing” σ -algebra. The main tool used is Stein’s method, a power-
ful technique introduced in Stein [20]. At the core of this method is a functional equation called the
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Stein equation:
f ′(x)− x f (x) = I(−∞,z](x)−Φ(z) ∀x ∈ R,
where Φ is the cumulative distribution function of the N(0,1) distribution. By taking expectations
with respect toL(X) on both sides, and using analytical properties of the solution function f , bounds
can be obtained for the Kolmogorov distance between L(X) and N(0,1). While this is easiest if X is
a sum of locally dependent random variables, the use of couplings and other special devices has made
it possible to handle many other situations. There are also extensions of the method which allow for
other approximating distributions to be used, such as Poisson and compound Poisson distributions
and multivariate normal distributions. Since its introduction, the number of applications of the
method has grown very large. For more details and many examples, see Barbour and Chen [3], [4],
and the references therein.
In the second part of the paper we apply the obtained results to branching Ornstein-Uhlenbeck
processes. A one-dimensional Ornstein-Uhlenbeck (OU) process is a stochastic process that follows
a linear stochastic differential equation of the form
dX(t) =−αX(t)dt+σadW (t) ∀t ≥ 0, (1.1)
where α,σa > 0, and {W (t); t ≥ 0} is a standard Wiener process. In the subfield of evolutionary
biology called phylogenetic comparative methods, processes like (1.1) are used for modelling the
evolution of phenotypic traits, such as body size, at the between-species level, in the following way:
an Ornstein-Uhlenbeck process evolves on top of a possibly random phylogenetic tree, by which we
mean a (random) directed acyclic graph with weights on edges that correspond to edge length, and
nodes corresponding to the branching events in the tree, see Fig. 1. In the Yule–Ornstein-Uhlenbeck
(YOU) model, which we consider here, each speciation (=branching) point is binary, and the edge
lengths are independent exponentially distributed random variables. This so-called pure birth tree is
stopped just before the nth speciation event, i.e., it has n leaves (= tips). Without loss of generality
we fix the birth rate to 1. Varying the birth rate will only have the effect of rescaling time and will
not add anything substantial to our results.
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Figure 1: Left: an example phylogenetic tree with 10 leaves, simulated using the R [17] package
TreeSim [19]. Right: an OU process with parameters α = 1, σa = 1/2, X(0) =−3 evolving on top
of this tree, simulated using the R package mvSLOUCH [9].
In the YUO model, along each edge (= branch) the process describing the phenotypic trait be-
haves as defined by (1.1). Then, at a speciation point the process splits into as many copies as there
are descendant branches. At the start of each descendant branch the process starts with the value at
which the ancestral branch ended (the starting value is the same for all descendant branches). From
that point onward, on each descendant lineage the processes behave independently.
The YOU model can be further extended by allowing for jumps; see Bokma [11]. A particular
type of jumps that can serve as a starting point for mathematical analysis, is when a jump takes
place just after a speciation event, independently on each descendant lineage, with a probability p
that may be dependent on the speciation event; see Section 4 for more details.
In the context of evolutionary biology, the observed phenotypic data are the values of the process
at the tips, {Xi}ni=1. Of particular interest are central limit theorems for the sample average, Xn, or
more generally for functionals of the observed data (see e.g. Ren et al. [18], Adamczak and Miłos´
[1], Bartoszek and Sagitov [10], Ane´ et al. [2], Bartoszek [8], and a multitude of other works). If
the drift of the OU process is fast enough, then one can show convergence in distribution for Xn to
a normal limit. However, if the drift is slow, then the dependencies induced by common ancestry
4
persist and statements about the limit are more involved. The above was shown for the YOU model
in [10], while the YOU model with normally distributed jumps was considered in [8]. In the slow
drift regime one can show L2 convergence (see e.g. [1], [8], [10]). However, so far there is no
complete characteristic of the limit in this case.
In Sections 3 and 4 of the present paper, we extend the central limit theorems for Xn by giving
bounds for the Kolmogorov and Wasserstein distances between the distribution of Xn and properly
chosen normal distributions (Theorems 3.1, 3.2, 4.1 and 4.2), which converge weakly to the limiting
normal distributions of [10] and [8] as n→ ∞. The key observation is that conditional on the tree
(and the locations of jumps), Xn is a linear combination of normally distributed random variables,
which makes it possible to apply Theorems 2.1 and 2.2. One needs to compute the first two mo-
ments of the conditional expectation and variance of Xn, which requires a careful analysis of the
random quantities involved, e.g., the heights in the tree and speciation events along lineages, but a
considerable part of this work was done in [10] and [8] and can be re-used here.
Lastly, in the Appendix, for the sake of comparison and completeness, we state and prove lower
bounds in either distance between the probability distributions of a random variable X , which has a
mixture of normal distributions, and a normally distributed random variable. The proof is based on
ideas in Barbour and Hall [5].
2 Normal approximation for mixtures of normal distributions
A metric d(·, ·) on the space of probability measures on a measurable space (Ω,F) is called an
integral probability metric, see Mu¨ller [15], if
d(µ1,µ2) = sup
h∈H
∣∣∫ h(x)dµ1(x)−∫ h(x)dµ2(x)∣∣, (2.1)
where H is a class of measurable functions h : Ω→ R called the generating class. Our interest is
in two integral probability metrics on the space of probability measures on (R,R): the Kolmogorov
distance dK , for which H is the set of indicator functions of half-lines, H0 = {I(−∞,z](·);z ∈ R},
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and the Wasserstein distance dW , for which H is the set H1 of Lipschitz functions with Lipschitz
constant bounded by 1. It is well-known that for sequences of probability measures on (R,R),
convergence in either distance implies the usual weak convergence; see Section 4 in [15].
Also, the Kolmogorov distance is scale (and location) invariant, in the sense that
dK
(
L(X),L(Y )
)
= dK
(
L(
X−µ
σ
),L(
Y −µ
σ
)
)
∀µ ∈ R,σ > 0, (2.2)
for any pair of random variables X and Y . This follows from (2.1) and the fact that
H0 = {I(−∞,σz+µ](·);z ∈ R} ∀µ ∈ R,σ > 0.
The Wasserstein distance is not scale invariant, but has the property
dW
(
L(X),L(Y )
)
= σdW
(
L(
X−µ
σ
),L(
Y −µ
σ
)
)
∀µ ∈ R,σ > 0, (2.3)
which follows from (2.1) and the fact that for each µ ∈R, σ > 0, the mapping ξ :H1→H1, defined
by: ξh(x) = σh( x−µσ ), is a bijection.
Our main results are contained in Theorem 2.1 (Kolmogorov distance) and Theorem 2.2 (Wasser-
stein distance).
Theorem 2.1 Let X be a real valued random variable such thatE(X2)<∞, and let G be a σ -algebra
such that the regular conditional distribution of X given G is normal. Then,
dK
(
L
( X−E(X)√
E(V(X |G))
)
,N(0,1))
)
= dK
(
L(X),N
(
E(X),E(V(X |G))))
≤
√
V
(
V(X |G))
E
(
V(X |G)) + V
(
E(X |G))
E
(
V(X |G)) +
√
2
pi
√
V
(
E(X |G))V(V(X |G))1/4
E
(
V(X |G)) .
PROOF The following identity, called the Stein identity for the N(0,1) distribution, was originally
derived in [20] (for more information, see Chen and Shao [12] and the references therein): if Z is
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any real valued random variable, then Z ∼ N(0,1) if and only if
E
(
f ′(Z)−Z f (Z))= 0 ∀ f ∈ Cbd , (2.4)
where Cbd is the set of continuous, piecewise continuously differentiable functions f : R→ R such
that E(| f ′(Z0,1)|)< ∞ if Z0,1 ∼ N(0,1).
Using (2.4), we shall first derive a similar Stein identity for the N(µ,σ2) distribution, where
µ ∈ R and σ ∈ (0,∞): if W is any real valued random variable, then W ∼ N(µ,σ2) if and only if
E
(
σ2g′(W )− (W −µ)g(W ))= 0 ∀g ∈ C µ,σbd , (2.5)
where C µ,σbd is the set of continuous, piecewise continuously differentiable functions g : R→ R
such that E(|g′(Zµ,σ )|) < ∞ if Zµ,σ ∼ N(µ,σ2). To prove (2.5), we define the random variable
Z by Z = 1σ (W − µ), and note that Z ∼ N(0,1) if and only if W ∼ N(µ,σ2). We also define the
mapping T : C µ,σbd → Cbd by T g(x) = σg(σx+ µ). T is easily seen to be a bijection with inverse
T−1 f (y) = 1σ f (
y−µ
σ ). This gives:
σ2g′(W )− (W −µ)g(W ) = σ2g′(σZ+µ)− (σZ+µ−µ)g(σZ+µ)
= [T g]′(Z)−Z[T g](Z) ∀g ∈ C µ,σbd ,
and this in combination with (2.4) gives (2.5).
We next consider the following functional equation, which we propose to call the Stein equation
for the N(µ,σ2) distribution. It arises in a natural way from (2.5):
σ2g′(y)− (y−µ)g(y) = I(−∞,z]
(y−µ
σ
)−Φ(z) ∀y ∈ R, (2.6)
where z ∈ R. For each fixed z ∈ R, it is clear that a function g ∈ C µ,σbd satisfies (2.6) if and only if
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the function f = T g ∈ Cbd (defined above) satisfies the functional equation
f ′(x)− x f (x) = I(−∞,z](x)−Φ(z) ∀x ∈ R, (2.7)
which is the classical Stein equation for the N(0,1) distribution. We obtain from Section 2.1 in [12]
that (2.12) has the solution f = fz, where
fz(x) = ex
2/2
∫ x
−∞
[
I(−∞,z](u)−Φ(z)
]
e−u
2/2du ∀x ∈ R.
It is also shown in Section 2.2 in [12] that fz is bounded, continuous, and continuously differentiable
except at x = z. Moreover, fz satisfies:
0 < fz(x)≤
√
2pi
4
∀x ∈ R; | f ′z(x)| ≤ 1 ∀x ∈ R.
Therefore, the function gz = T−1 fz, explicitly given by gz(y) = 1σ fz(
y−µ
σ ), is a solution to (2.6). gz
is bounded, continuous, and continuously differentiable except at y = σz+µ , and satisfies:
0 < gz(y)≤
√
2pi
4σ
∀y ∈ R; |g′z(y)| ≤
1
σ2
∀y ∈ R. (2.8)
For the remainder of the proof, we define for convenienceCbbd as the set of bounded, continuous,
piecewise continuously differentiable functions g : R→ R with bounded derivative. By definition,
Cbbd ⊂ C µ,σbd for each µ ∈ R, σ ∈ (0,∞), and by (2.8), gz ∈ Cbbd for each z ∈ R. Recalling that the
random variable X has a conditionally normal distribution given G, we obtain from (2.5):
E
(
V(X |G)g′(X)− (X−E(X |G))g(X)∣∣G)= 0 P-a.s. ∀g ∈ Cbbd .
Taking expectations and rewriting, this gives:
E
(
V(X |G)g′(X)+E(X |G)g(X))= E(Xg(X)) ∀g ∈ Cbbd . (2.9)
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From the definition of Kolmogorov distance and (2.2), it follows that for any µ ∈ R and σ ∈ (0,∞),
dK
(
L(X),N(µ,σ2)
)
= dK
(
L
(X−µ
σ
)
,N(0,1)
)
= sup
z∈R
∣∣P(X−µ
σ
≤ z)−Φ(z)∣∣,
and, using (2.6) and (2.9),
P
(X−µ
σ
≤ z)−Φ(z) = E(σ2g′z(X)− (X−µ)gz(X))
= E
(
(σ2−V(X |G))g′z(X)+(µ−E(X |G))gz(X)
) ∀z ∈ R. (2.10)
If we choose µ = E(X) and σ2 = E
(
V(X |G)), we get:
∣∣E((σ2−V(X |G))g′z(X))∣∣≤ E(∣∣σ2−V(X |G)∣∣) 1σ2 ≤
√
V
(
V(X |G))
E
(
V(X |G)) ∀z ∈ R,
using (2.8) and Ho¨lder’s inequality. For the second term on the right hand side of (2.10), we will
use a coupling, similar to the one used in the proof of Theorem 1.C in Barbour et al. [6]; the latter
theorem deals with Poisson approximations for mixtures of Poisson distributions. First, letting the
random variable Y ∼ N(µ,σ2) be independent of G, we can write:
E
(
(µ−E(X |G))gz(X)
)
= E
(
(µ−E(X |G))(gz(X)−gz(Y ))
)
= E
(
(µ−E(X |G))IAE(gz(X)−gz(Y )|G)
)
+E
(
(µ−E(X |G))IAcE(gz(X)−gz(Y )|G)
) ∀z ∈ R,
where A = {σ2 ≤ V(X |G)}. For each ω ∈ A, we construct a probability space with two inde-
pendent random variables Y1 ∼ N(0,σ2) and Y2 ∼ N(0,V(X |G)−σ2), so that E(X |G)+Y1 +Y2 ∼
N(E(X |G),V(X |G)), and µ+Y1∼N(µ,σ2). Using this coupling, and the fact that ‖g′z‖= supx∈R |g′z(x)| ≤
1
σ2 , we obtain: ∣∣E((µ−E(X |G))IAE(gz(X)−gz(Y )|G))∣∣
9
=
∣∣E((µ−E(X |G))IAE(gz(E(X |G)+Y1+Y2)−gz(µ+Y1)|G))∣∣
≤ E(∣∣µ−E(X |G)∣∣IA‖g′z‖E(|µ−E(X |G)−Y2||G))
≤ 1
σ2
E
(
(µ−E(X |G))2IA
)
+
1
σ2
E
(∣∣µ−E(X |G)∣∣IAE(|Y2||G))
=
1
σ2
E
(
(µ−E(X |G))2IA
)
+
1
σ2
E
(∣∣µ−E(X |G)∣∣IA√ 2pi ∣∣σ2−V(X |G)∣∣) ∀z ∈ R.
Similarly, for each ω ∈ Ac, we construct a probability space with two independent random variables
Ŷ1 ∼ N(0,V(X |G)) and Ŷ2 ∼ N(0,σ2−V(X |G)), so that E(X |G)+ Ŷ1 ∼ N(E(X |G),V(X |G)), and
µ+ Ŷ1+ Ŷ2 ∼ N(µ,σ2). This gives, after some calculations,
∣∣E((µ−E(X |G))IAcE(gz(X)−gz(Y )|G))∣∣
≤ 1
σ2
E
(
(µ−E(X |G))2IAc
)
+
1
σ2
E
(∣∣µ−E(X |G)∣∣IAc√ 2pi ∣∣σ2−V(X |G)∣∣) ∀z ∈ R.
Combining these two bounds, we get for the second term on the right hand side of (2.10):
∣∣E((µ−E(X |G))gz(X))∣∣
≤ 1
σ2
E
(
(µ−E(X |G))2)+ 1
σ2
E
(∣∣µ−E(X |G)∣∣√ 2
pi
∣∣σ2−V(X |G)∣∣)
≤ 1
σ2
E
(
(µ−E(X |G))2)+ 1
σ2
√
E
(
(µ−E(X |G))2)√ 2
pi
E(
∣∣σ2−V(X |G)∣∣)
≤ V
(
E(X |G))
E
(
V(X |G)) +
√
2
pi
√
V
(
E(X |G))V(V(X |G))1/4
E
(
V(X |G)) ∀z ∈ R.

Remark 2.1 In the case when E(X |G)≡m and V(X |G)≡ τ2 for deterministic constants m ∈R and
τ > 0, meaning that X ∼ N(m,τ2) independently of G, we obtain from (2.10) and (2.8),
dK
(
N(m,τ2),N(µ,σ2)
)≤ 1
σ2
|σ2− τ2|+
√
2pi
4σ
|µ−m|.
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Turning to Theorem 2.2, we define H2 as the set of all real valued absolutely continuous func-
tions on (R,R), by which we mean all functions h : R→ R such that h has a derivative almost
everywhere, h′ is Lebesgue integrable on every compact interval, and
h(b)−h(a) =
∫ b
a
h′(u)du ∀−∞< a≤ b < ∞.
It is well-known that any Lipschitz continuous function h :R→R is absolutely continuous, and that
|h′(x)| ≤ K, where K is the Lipschitz constant, for all x ∈ R where h′(x) is defined. Moreover, as
stated above, the Wasserstein distance on the space of probability measures on (R,R) is defined by:
dW
(
µ1,µ2
)
= sup
h∈H1
∣∣∫ h(x)dµ1(x)−∫ h(x)dµ2(x)∣∣,
whereH1 is the set of all Lipschitz continuous functions with Lipschitz constant bounded by 1.
Theorem 2.2 Let X be a real valued random variable such thatE(X2)<∞, and let G be a σ -algebra
such that the regular conditional distribution of X given G is normal. Then,
dW
(
L
( X−E(X)√
E(V(X |G))
)
,N(0,1))
)
≤
√
2
pi
V
(
V(X |G))3/4
E
(
V(X |G))3/2 +
√
V
(
E(X |G))√V(V(X |G))
E
(
V(X |G))3/2
+
V
(
E(X |G))
E
(
V(X |G)) +
√
2
pi
√
V
(
E(X |G))V(V(X |G))1/4
E
(
V(X |G)) .
PROOF The first part of the proof is the same as for Theorem 2.1. However, as a Stein equation for
the N(µ,σ2) distribution, we use, instead of (2.6):
σ2g′(y)− (y−µ)g(y) = h(y−µ
σ
)−E(h(Z0,1)) ∀y ∈ R, (2.11)
where h ∈H1, and Z0,1 ∼ N(0,1). For each h ∈H1, it is clear that a function g ∈ C µ,σbd satisfies
(2.11) if and only if the function f = T g ∈ Cbd (defined in the proof of Theorem 2.1) satisfies the
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functional equation
f ′(x)− x f (x) = h(x)−E(h(Z0,1)) ∀x ∈ R. (2.12)
It is shown in [12] that (2.12) has the solution f = fh, where
fh(x) = ex
2/2
∫ x
−∞
[
h(u)−E(h(Z0,1))
]
e−u
2/2du ∀x ∈ R.
Moreover, for each h ∈H1, fh is bounded, has an absolutely continuous derivative, and satisfies:
‖ fh‖ ≤min
(√pi
2
‖h−E(h(Z))‖,2‖h′‖);
‖ f ′h‖ ≤min
(
2‖h−E(h(Z))‖,4‖h′‖); ‖ f ′′h ‖ ≤ 2‖h′‖,
where ‖·‖ denotes the (essential) supremum. Therefore, the function gh = T−1 fh, explicitly given by
gh(y) = 1σ fh(
y−µ
σ ), is a solution to (2.11) which is bounded, has an absolutely continuous derivative,
and satisfies:
‖gh‖ ≤ 1σ min
(√pi
2
‖h−E(h(Z))‖,2‖h′‖);
‖g′h‖ ≤
1
σ2
min
(
2‖h−E(h(Z))‖,4‖h′‖); ‖g′′h‖ ≤ 2σ3 ‖h′‖.
(2.13)
As in the proof of Theorem 2.1, we define Cbbd as the set of bounded, piecewise continuously
differentiable functions g : R→ R with bounded derivative. By (2.13), gh ∈ Cbbd for each h ∈H1.
As before, we obtain:
E
(
V(X |G)g′(X)+E(X |G)g(X))= E(Xg(X)) ∀g ∈ Cbbd . (2.14)
By definition, the Wasserstein distance can be expressed as follows:
dW
(
L
(X−µ
σ
)
,N(0,1)
)
= sup
h∈H1
∣∣Eh(X−µ
σ
)−E(h(Z0,1))∣∣,
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where, using (2.11) and (2.14),
E
(
h(
X−µ
σ
)
)−E(h(Z0,1)) = E(σ2g′h(X)− (X−µ)gh(X))
= E
(
(σ2−V(X |G))g′h(X)+(µ−E(X |G)))gh(X)
) ∀h ∈H1. (2.15)
If we choose µ = E(X) and σ2 = E
(
V(X |G)), the second term on the right hand side of (2.15) can
be handled in the same way as in the proof of Theorem 2.1, yielding the bound
E
(
(µ−E(X |G))gh(X)
)≤ 4V(E(X |G))
E
(
V(X |G)) +4
√
2
pi
√
V
(
E(X |G))V(V(X |G))1/4
E
(
V(X |G)) ∀h ∈H1.
For the first term on the right hand side of (2.15), letting the random variable Y ∼ N(µ,σ2) be
independent of G, we can write:
E
(
(σ2−V(X |G))g′h(X)
)
= E
(
(σ2−V(X |G))(g′h(X)−g′h(Y ))
)
= E
(
(σ2−V(X |G))IAE(g′h(X)−g′h(Y )|G)
)
+E
(
(σ2−V(X |G))IAcE(g′h(X)−g′h(Y )|G)
) ∀h ∈H1,
where A= {σ2 ≤V(X |G)}. We can now use exactly the same coupling as for the second term on the
right hand side of (2.15), together with the fact that ‖g′′z ‖ ≤ 2σ3 , to obtain, after some calculations:
∣∣E((σ2−V(X |G))g′h(X))∣∣
≤ 2
σ3
E
(∣∣σ2−V(X |G)∣∣√ 2
pi
∣∣σ2−V(X |G)∣∣)+ 2
σ3
E
(∣∣σ2−V(X |G)∣∣∣∣µ−E(X |G)∣∣)
≤
√
2
pi
2
σ3
E
(∣∣σ2−V(X |G)∣∣3/2)+ 2
σ3
√
E
(
(µ−E(X |G))2)√E((σ2−V(X |G))2)
≤ 2
√
2
pi
V
(
V(X |G))3/4
E
(
V(X |G))3/2 +
2
√
V
(
E(X |G))√V(V(X |G))
E
(
V(X |G))3/2 ∀h ∈H1.

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Remark 2.2 In the case when E(X |G)≡m and V(X |G)≡ τ2 for deterministic constants m ∈R and
τ > 0, we obtain from (2.15) and (2.13),
dW
(
N(m,τ2),N(µ,σ2)
)≤ 4
σ2
|σ2− τ2|+ 2
σ
|µ−m|.
Finally, we point out that it is possible to derive lower bounds for the Kolmogorov and Wasser-
stein distances under the same assumptions as in Theorems 2.1 and 2.2. Using ideas introduced in
[5] (see also Chapter 3 in [6]), we state and derive lower bounds in the Appendix (Theorem 5.1;
the bounds for the two distances are identical apart from a constant factor). It can be seen from
Theorem 5.1 that under mild conditions on the asymptotics of the higher order moments E((µ −
E(X |G))4) and E(|V(X |G)−σ2|(µ−E(X |G))2), the upper bounds in Theorems 2.1 and 2.2 leaves
little room for improvement. In particular, the term
V
(
E(X |G)
)
E
(
V(X |G)
) cannot be replaced by another that
converges faster to 0. However, the lower bound would allow for
V
(
V(X |G)
)3/4
E
(
V(X |G)
)3/2 to be replaced by
V
(
V(X |G)
)
E
(
V(X |G)
) (times some constant) in the first term, should this turn out to be possible.
3 The Yule-Ornstein-Uhlenbeck model
In order to apply the results in Section 2 to the YOU model, we first need to condition on an appro-
priate σ -algebra, and then obtain formulæ, along with their asymptotic behaviours, for the means
and variances of the conditional means and variances. Since the OU process is Gaussian, condition-
ally on the phylogeny the values of the traits at the n leaves will have an n-dimensional Gaussian
distribution. Hence, the natural σ -algebra to condition on is the σ -algebra generated by the pure
birth tree. For a tree with n leaves, denote this σ -algebra by Yn. Moreover, we use the following
notation: Γ(·) is the gamma function, Hn = 1+ 12 + . . .+ 1n , and
bn,x =
1
1+ x
· 2
2+ x
· . . . · n
n+ x
=
Γ(n+1)Γ(x+1)
Γ(n+ x+1)
, x >−1.
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Theorem 3.1 Consider the YOU model with α ≥ 1/2. Let Xn be the average value of the traits at
the n leaves, let Y n = Xn
√
2α
σ2a
, and let δ = X(0)
√
2α
σ2a
. Let also µn = E(Y n) and σ2n = E(V(Y n|G)).
(i) If α = 12 , then: dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)
= O(ln−1 n) as n→ ∞, where µn = δbn,1/2 and
σ2n = 1n +(1− 1n )
(
2
n−1 (Hn−1)− 1n−1
)
−bn,1. Moreover, ( nlnn )1/2 µn→ 0 and nlnn σ2n → 2 as n→∞,
so ( nlnn )
1/2 Y n
d−→ N(0,2) as n→ ∞.
(ii) If α > 12 , then: dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)
=

O(n−2α+1), 12 < α <
3
4 ;
O( ln
1/2 n
n1/2
), α = 34 ;
O(n−1/2), α > 34 ,
as n→∞, where µn = δbn,α , and σ2n = 1n +(1− 1n )
(
2−(n+1)(2α+1)bn,2α
(n−1)(2α−1)
)
−bn,2α . Moreover, n1/2 µn→
0 and nσ2n → 2α+12α−1 as n→ ∞, so n1/2 Y n
d−→ N(0, 2α+12α−1 ) as n→ ∞.
Theorem 3.2 Consider the YOU model with α ≥ 1/2, with the same notation as in Theorem 3.1.
(i) If α = 12 , then: dW
(
L
(
Y n−µn
σn
)
,N(0,1)
)
= O(ln−1 n) as n→ ∞.
(ii) If α > 12 , then: dW
(
L
(
Y n−µn
σn
)
,N(0,1)
)
=

O(n−2α+1), 12 < α <
3
4 ;
O( ln
1/4 n
n1/2
), α = 34 ;
O(n−min(α−1/4,3/4)), α > 34 ,
as n→ ∞.
PROOF[Proof of Theorems 3.1–2] As explained above, the phylogeny is modelled by a pure birth
tree, in which each speciation point is binary, and the edge lengths are independent exponentially
distributed random variables with the same rate parameter, called the birth rate. Without loss of
generality we take 1 as the birth rate. Then, the time between the kth and (k+1)st speciation event,
denoted Tk+1, is exponentially distributed with rate (k+1), as the minimum of (k+1) independent
rate 1 exponentially distributed random variables; see Fig. 2.
There are two key random components to consider: the height of the tree (Un) and the time from
the present backwards to the coalescence of a random (out of
(n
2
)
possible) pair of tip species (τ(n)).
These random variables are illustrated in Fig. 2, but see also Fig. A.8 in [7] and Figs. 1 and 5 in [8].
15
Figure 2: A pure-birth (Yule) tree with the various time components marked on it. A branching OU
process, which might also have a jump just after each speciation event (=branching point), evolves on
top of the tree. In this example we assume that a jump only takes place just after the first speciation
event.— The values of 11, 12, 13, 14, Z1, Z2 and Z3 refer to the situation where node A is randomly
sampled. The 1i random variables tell us if the ith speciation event is on the selected lineage, while
the Zi variables tell us if a jump took place on the lineage just after the ith speciation event. As the
third speciation event does not lie on the lineage to node A, Z3 is undefined. The values of 1˜1, Z˜1
and τ(n) refer to the situation where the pair of nodes (A,C) was randomly sampled. As jumps take
place after speciation events the only common jump possibility for this pair is at speciation node 1.
Hence 1˜i, Z˜i for i > 1 are undefined.
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In order to study the properties of the OU (and, in the next section, OU+jumps) process evolving
on a tree, we need expressions for the Laplace transforms of the above random objects that contribute
to the mean and variance of the average of the tip values, Xn. In [10] the following formulæ,
including the asymptotic behaviour as n→ ∞, are derived (their Lemmata 3 and 4):
E
[
e−xUn
]
= bn,x ∼ Γ(x+1)n−x,
V
(
e−xUn
)
= bn,2x−b2n,x ∼ (Γ(2x+1)−Γ(x+1)2)n−2x,
(3.1)
E
[
e−yτ
(n)
]
=

2
n−1 (Hn−1)− 1n+1 ∼ 2n−1 lnn, y = 1,
2−(n+1)(y+1)bn,y
(n−1)(y−1) ∼ 2y−1 n−1, y > 1,
(3.2)
E
[
e−xUn−yτ
(n)
]
∼
 2Γ(x+1)n
−x−1 lnn, y = 1,
2Γ(x+1)
y−1 n
−x−1, y > 1,
(3.3)
as well as the variance of the conditional expectation (cf. Lemmata 5.1 in [8] and 11 in [10]):
V
(
E
[
e−yτ
(n) |Yn
])
=

O(n−2y) 0 < y < 32 ,
O(n−3 lnn) y = 32 ,
O(n−3) y > 32 .
(3.4)
We furthermore have (Lemma 8 in [10]):
E
[
Y n|Yn
]
= δe−αUn ,
V
(
Y n|Yn
)
= n−1+(1−n−1)E
[
e−2ατ(n) |Yn
]
− e−2αUn ,
(3.5)
E
[
V
(
Y n|Yn
)]
= n−1+ (1−n−1)E
[
e−2ατ(n)
]
−E[e−2αUn]
∼
 2n
−1 lnn, α = 1/2,
2α+1
2α−1 n
−1, α > 1/2
(3.6)
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and (Lemma 4 in [10])
V
(
E
[
Y n|Yn
])
= V
(
δe−αUn
)∼ δ 2(Γ(2α+1)−Γ(α+1)2)n−2α . (3.7)
It remains to consider V(V(Y n|Yn)). Using (3.5), we obtain:
V
(
V
(
Y n|Yn
))
= V
(
(1−n−1)E
[
e−2ατ
(n) |Yn
]
− e−2αUn
)
= (1−n−1)2V
(
E
[
e−2ατ
(n) |Yn
])
+V
(
e−2αUn
)−2(1−n−1)C(E[e−2ατ(n) |Yn] ,e−2αUn)
= (1−n−1)2V
(
E
[
e−2ατ
(n) |Yn
])
+V
(
e−2αUn
)
−2(1−n−1)
(
E
[
e−2α(τ
(n)+Un)
]
−E
[
e−2ατ
(n)
]
E
[
e−2αUn
])
.
We consider the α ≥ 1/2 regime. As normality of the limiting distribution was not shown for
α < 1/2 in [10] (and should not be expected, see Remark 3.1 below), there will be no gain from
presenting long formulæ for that case. Using (3.1), (3.2) and (3.3) (see also Lemmata 3 and 4 in
[10] and Lemma 5.1 in [8]), and, when considering V
(
E
[
e−2ατ(n) |Yn
])
, using the approximation
for large n
n
∑
i=k
ir ∼

1
r+1 (n
r+1− kr+1), r >−1
lnn, r =−1
1
r+1 (k
r+1−nr+1), r <−1
(3.8)
due from
n−1∫
k+1
xrdx≤
n
∑
i=k
ir ≤
n+1∫
k−1
xrdx,
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we obtain the following asymptotic behaviour as n→ ∞:
V
(
V
(
Y n|Yn
))∼

8ζ2n−2+(Γ(3)−Γ(2))2n−2, α = 12 ,
32α2
2−2α ζ4−4αn
−4α
+(Γ(4α+1)−Γ(2α+1))2n−4α ,
1
2 < α <
3
4 ,
36n−3 lnn, α = 34 ,
32α2
(2α−1)(4α−3)(4α−2)n
−3, 34 < α < 1,
16n−3, α = 1,
32α2
(4α−3)(4α−2)(2α−1)n
−3, 1 < α,
(3.9)
where ζr is the Riemann zeta function,
ζr =
∞
∑
k=1
k−r.
Denote now the leading constant of E(V(Y n|Yn)) as CEVa,b , of V(E(Y n|Yn)) as CV E , of V(V(Y n|Yn))
as CVVa,b , where a,b is the interval where α belongs to. If a = b, then we just write C
VV
a . We drop in
the notation the dependence of the constant on α and X(0), treating them as implied. For α = 12 ,
Theorem 2.1 gives:
dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)
≤
√
V
(
V(Y n|Yn)
)
E
(
V(Y n|Yn)
) + V(E(Y n|Yn))
E
(
V(Y n|Yn)
) +√ 2pi
√
V
(
E(Y n|Yn)
)
V
(
V(Y n|Yn)
)1/4
E
(
V(Y n|Yn)
)
.
√
CVV1/2
CEV1/2
ln−1 n+ C
V E
CEV1/2
ln−1 n+
√
2
pi
√
CV E (CVV1/2)
1/4
CEV1/2
ln−1 n
(3.10)
where µn and σ2n , as well as their asymptotic behaviour as n→∞, can be obtained from (3.1), (3.2),
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(3.5), and (3.6). It follows immediately from (2.2) and Remark 2.1 that ( nlnn )
1/2 Y n
d−→ N(0,2) as
n→ ∞. Analogously, for α > 12 , Theorem 2.1 gives:
dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)
.

√
CVV1/2,3/4
CEV1/2,∞
n−2α+1+ C
V E
CEV1/2,∞
n−2α+1+
√
2
pi
√
CV E (CVV1/2,3/4)
1/4
CEV1/2,∞
n−2α+1 12 < α <
3
4 ,
√
CVV3/4
CEV1/2,∞
ln1/2 n
n1/2
+ C
V E
CEV1/2,∞
n−1/2+
√
2
pi
√
CV E (CVV3/4)
1/4
CEV1/2,∞
ln1/4 n
n1/2
α = 34 ,
√
CVV3/4,1
CEV1/2,∞
n−1/2+ C
V E
CEV1/2,∞
n−2α+1+
√
2
pi
√
CV E (CVV3/4,1)
1/4
CEV1/2,∞
n−α+1/4 34 < α < 1,
√
CVV1
CEV1/2,∞
n−1/2+ C
V E
CEV1/2,∞
n−1+
√
2
pi
√
CV E (CVV1 )
1/4
CEV1/2,∞
n−3/4 α = 1,
√
CVV1,∞
CEV1/2,∞
n−1/2+ C
V E
CEV1/2,∞
n−2α+1+
√
2
pi
√
CV E (CVV1,∞)
1/4
CEV1/2,∞
n−α+1/4 1 < α.
(3.11)
We obtain µn and σ2n , their asymptotic behaviour as n→∞, and the fact that n1/2 Y n d−→ N(0, 2α+12α−1 )
as n→ ∞, just as in the previous case.
For the Wasserstein distance, the first term on the right hand side of (3.10) should be replaced
by: √
2
pi
V
(
V(Y n|Yn)
)3/4
E
(
V(Y n|Yn)
)3/2 +
√
V
(
E(Y n|Yn)
)√
V
(
V(Y n|Yn)
)
E
(
V(Y n|Yn)
)3/2
.
√
2
pi
(CVV1/2)
3/4
(CEV1/2)
3/2 ln
−3/2 n+
√
CV E
√
CVV1/2
(CEV1/2)
3/2 ln
−3/2 n.
(3.12)
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and the first term on the right hand side of (3.11) should be replaced by:
√
2
pi
V
(
V(Y n|Yn)
)3/4
E
(
V(Y n|Yn)
)3/2 +
√
V
(
E(Y n|Yn)
)√
V
(
V(Y n|Yn)
)
E
(
V(Y n|Yn)
)3/2
.

√
2
pi
(CVV1/2,3/4)
3/4
(CEV1/2,∞)
3/2 n
−3α+3/2+
√
CV E
√
CVV1/2,3/4
(CEV1/2,∞)
3/2 n
−3α+3/2 1
2 < α <
3
4 ,
√
2
pi
(CVV3/4)
3/4
(CEV1/2,∞)
3/2
ln3/4 n
n3/4
+
√
CV E
√
CVV3/4
(CEV1/2,∞)
3/4
ln1/2 n
n3/4
α = 34 ,
√
2
pi
(CVV3/4,1)
3/4
(CEV1/2,∞)
3/2 n
−3/4+
√
CV E
√
CVV3/4,1
(CEV1/2,∞)
3/2 n
−α 3
4 < α < 1,
√
2
pi
(CVV1 )
3/4
(CEV1/2,∞)
3/2 n
−3/4+
√
CV E
√
CVV1
(CEV1/2,∞)
3/2 n
−1 α = 1,
√
2
pi
(CVV1,∞)
3/4
(CEV1/2,∞)
3/2 n
−3/4+
√
CV E
√
CVV1,∞
(CEV1/2,∞)
3/2 n
−α 1 < α,
(3.13)

We illustrate the bounds from (3.10) and (3.11) and for the YOUj model in Fig. 3.
Remark 3.1 The theorems presented in this section do not give information about the case α < 1/2.
However, one can strongly suspect that the limit will not be normal in this case. By considering
higher moments of the limiting distribution, it was shown in Remark 3.14 in [1] that when stopping
the YOU model at a fixed time (the number of tips being random) for α < 1/2, the limit is not
normal. Unfortunately, when stopping just before the nth speciation event, the approach in [10]
does not allow for easy derivation of the higher moments, in order to reach the same conclusion as
in [1].
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Figure 3: Left: Illustration of the bounds from (3.10) and (3.11). For the graph we chose σ2a = 1
and X(0) = (2α)−1/2. Right: Illustration of the bounds on the Kolmogorov distance for the YOUj
model. For the graphs we chose X(0) = (2α)−1/2, p = 1/2 and σ2a = σ2c = 1. For α = 1/2 we use
the bound of (4.11), while for α > 1/2 we are in the non-convergent regime, so the bounds come
from explicitly calculating the asymptotic constant in (4.13).
4 The Yule-Ornstein-Uhlenbeck model with jumps
The new feature of the YOUj model, as compared to the YOU model, is that a normally distributed
jump with mean 0 may or may not take place in the trait value immediately after a speciation event.
The jumps occur independently of one another and of the OU process, but the probability of a jump,
and the variance of the jump, may depend on the number of the speciation event: with speciation
event number i = 1, . . . ,n, we associate a jump probability pi and jump variance σ2c,i. If the jump
probabilities and variances are constant, we write: (pi,σ2c,i)≡ (p,σ2c ).
The key problem is that one needs to keep careful track of the jumps that take place at speciation
events and how the “mean-reversion” of the OU process part causes their effect to be smoothed out
along a lineage. We keep the notation defined in Section 3, except that we now denote by Yn the
σ -algebra that contains information on the whole Yule tree and the jumps’ locations, i.e. after which
speciation events did a jump take place. We now introduce the concept of convergence with density
1.
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Definition 4.1 A subset E ⊂ N of positive integers is said to have density 0 (see e.g. Petersen [16])
if
lim
n→∞
1
n
n−1
∑
k=0
IE(k) = 0,
where IE(·) is the indicator function of the set E.
Definition 4.2 A sequence an converges to 0 with density 1 if there exists a subset E ⊂ N of density
0 such that
lim
n→∞,n/∈E
an = 0.
Theorem 4.1 Consider the YOUj model with α ≥ 1/2. Let Xn be the average value of the traits at
the n leaves, let Y n =Xn
√
2α
σ2a
, and let δ =X(0)
√
2α
σ2a
. Let also µn =E(Y n) and σ2n =E
[
V
(
Y n|Yn
)]
.
(i) If α = 1/2, and (pi,σ2c,i) ≡ (p,σ2c ), then: dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)
= O(ln−
1
2 n) as n→ ∞,
where µn = δbn,α . Moreover, ( nlnn )
1/2 µn→ 0 and nlnnσ2n → 2+ 4pσ2a σ
2
c as n→∞, so ( nlnn )1/2 Y n
d−→
N(0,2+ 4pσ2a
σ2c ) as n→ ∞.
(ii) If α > 1/2, and (pi,σ2c,i)≡ (1,σ2c ), then the asymptotics as n→∞ for dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)
is the same as in Theorem 3.1 (ii), and µn = δbn,α . Moreover, n1/2 µn → 0 and nσ2n → 2α+12α−1 (1+
2p
σ2a
σ2c ) as n→ ∞, so n1/2 Y n d−→ N(0, 2α+12α−1 (1+ 2pσ2a σ
2
c )) as n→ ∞.
(iii) If α > 1/2, and the sequence pnσ4c,n is bounded and converges to 0 with density 1, then:
dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)→ 0 as n→ ∞.
Theorem 4.2 Consider the YOUj model with α ≥ 1/2, with the same notation as in Theorem 4.1.
(i) If α = 1/2, and (pi,σ2c,i)≡ (p,σ2c ), then: dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)
= O(ln−3/4 n) as n→∞.
(ii) If α > 1/2, and (pi,σ2c,i)≡ (1,σ2c ), then the asymptotics as n→∞ for dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)
is the same as in Theorem 3.2 (ii).
(iii) If α > 1/2, and the sequence pnσ4c,n is bounded and converges to 0 with density 1, then:
dW
(
L
(
Y n−µn
σn
)
,N(0,1)
)→ 0 as n→ ∞.
PROOF[Proof of Theorems 4.1–2] In addition to the random quantities defined in Section 3, we have
to consider two more random components of the tree, the speciation events on a random (out of n
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possible) lineage, and the speciation events common (i.e. on the path from the origin of the tree to
the most recent common ancestor) for a random (out of
(n
2
)
possible) pair of tip species. We define 1i
as a binary random variable indicating that the tree’s ith speciation event is present on our randomly
chosen lineage, 1˜i as a binary random variable indicating that the tree’s ith speciation event is present
the path from the root to the most recent common ancestor of our randomly sampled pair of tips,
Zi as a binary random variable indicating that a jump took place just after the tree’s ith speciation
event on our randomly chosen lineage and Z˜i as a binary random variable indicating that a jump took
place just after the tree’s ith speciation event on the path from the root to the most recent common
ancestor of our randomly sampled pair of tips. For illustration of these random variables see Fig. 2.
Furthermore, we define the two following sequences of random variables:
φ ∗i := Zie
−2α(Tn+...+Ti+1)E [1i|Yn] ; φi := Z˜i1˜ie−2α(Tn+...+Ti+1) ∀i = 1, . . . ,n−1.
We can recognize that φ ∗i and φi capture how the effect of each (potential) jump will be modified
before the end of the randomly selected lineage is reached. The first one quantifies the effects that
jumps will have on a randomly selected tip species, while the second quantifies the effects that jumps
have on the covariance between a random pair of tip species. Intuitively speaking, a random event at
distance (in time) t away from the point of interest, is under the OU process discounted by a factor
of e−αt , implying that the contribution of its variance will be discounted by e−2αt .
Recall that with each speciation event, i = 1, . . . ,n, we associate the jump probability pi and
jump variance σ2c,i, and that the jumps are normally distributed with mean 0. In the case when
(pi,σ2c,i)≡ (p,σ2c ), we have (the α ≥ 1/2 regime in the proof of Theorem 3.2 in [7]):
E
[
n−1
∑
i=1
φ ∗i
]
=
2p
2α
(1− (1+2α)bn,2α)∼ 2p2α (1−Γ(2+2α)n
−2α), (4.1)
E
[
n−1
∑
i=1
φi
]
=

4p
n−1 (Hn− 5n−12(n+1) ) ∼ 4pn−1 lnn, α = 1/2
2p
2α
(2−(2α+1)(2αn−2α+2)bn,2α )
(n−1)(2α−1) ∼ 4p2α(2α−1)n−1, α > 1/2.
(4.2)
In the case when pnσ4c,n → 0 with density 1 as n→ ∞, then, by Corollaries 5.4 and 5.7 in [8], as
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n→ ∞, for α = 1/2,
(n ln−1 n)V
(
n−1
∑
i=1
σ2c,iφ ∗i
)
→ 0, (n2 ln−1 n)V
(
n−1
∑
i=1
σ2c,iφi
)
→ 0, (4.3)
and for α > 1/2
nV
(
n−1
∑
i=1
σ2c,iφ ∗i
)
→ 0, n2V
(
n−1
∑
i=1
σ2c,iφi
)
→ 0. (4.4)
For the conditional mean and variance of Y n, the following formulæ are provided in [8], Lemma 6.1:
E
[
Y n|Yn
]
= δe−αUn ,
V
(
Y n|Yn
)
= n−1+(1−n−1)E
[
e−2ατ(n) |Yn
]
− e−2αUn
+n−1 2ασ2a
n−1
∑
i=1
σ2c,iφ ∗i +(1−n−1) 2ασ2a
n−1
∑
i=1
σ2c,iφi.
(4.5)
In the case when (pi,σ2c,i)≡ (p,σ2c ), using (3.6), (4.1) and (4.2), we obtain
E
[
V
(
Y n|Yn
)]∼
 2
(
1+ 2pσ2a
σ2c
)
n−1 lnn, α = 1/2,
2α+1
2α−1
(
1+ 2pσ2a
σ2c
)
n−1, α > 1/2,
(4.6)
and as in (3.7), we get:
V
(
E
[
Y n|Yn
])
= V
(
δe−αUn
)∼ δ 2(Γ(2α+1)−Γ(α+1)2)n−2α .
It remains to consider V(V(Y n|Yn)). We will use Cauchy-Schwarz to obtain an upper bound
V
(
V
(
Y n|Yn
)) ≤ 4(V(E[e−2ατ(n) |Yn])+V(e−2αUn)
+n−2( 2ασ2a )
2V
(
n−1
∑
i=1
σ2c,iφ ∗i
)
+( 2ασ2a
)2V
(
n−1
∑
i=1
σ2c,iφi
))
.
(4.7)
As before, we first consider the case when (pi,σ2c,i)≡ (p,σ2c ). We look at V
(
n−1
∑
i=1
φ ∗i
)
by consider-
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ing in more detail the elements I, II and III inside the proof of Lemma 5.3 in [8], to obtain:
V
(
n−1
∑
i=1
φ ∗i
)
∼
 n
−1 lnn, α = 1/4,
4p2
4α−1 n
−1, α > 1/4.
(4.8)
In the same fashion, we look atV
(
n−1
∑
i=1
φi
)
by considering in more detail element III inside the proof
of Lemma 5.5 in [8] and using (3.8)
V
(
n−1
∑
i=1
φi
)
∼
 16p(1− p)n
−2 lnn, α = 1/2,
32p(1−p)
(4α)(4α−1)(4α−2)n
−2, α > 1/2.
(4.9)
The other elements I, II, IV and V for α ≥ 1/2 converge faster to 0, hence they do not contribute to
the leading asymptotic behaviour. Using (3.1), (3.4), (4.8) and (4.9), we obtain the bound:
V
(
V
(
Y n|Yn
))
.
 4(
2α
σ2a
)2σ4c 16p(1− p)n−2 lnn, α = 1/2
4( 2ασ2a
)2σ4c
32p(1−p)
(4α)(4α−1)(4α−2)n
−2, α > 1/2.
(4.10)
We denote, just as in Section 3, the leading constant of E(V(Y n|Yn)) as CEVa,b , of V(E(Y n|Yn)) as
CV E , of V(V(Y n|Yn)) as CVVa,b , where a,b is the interval where α belongs to. If a = b, then we just
write CVVa . If α = 1/2 and (pi,σ2c,i)≡ (p,σ2c ), Theorem 2.1 gives:
dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)
≤
√
V
(
V(Y n|Yn)
)
E
(
V(Y n|Yn)
) + V(E(Y n|Yn))
E
(
V(Y n|Yn)
) +√ 2pi
√
V
(
E(Y n|Yn)
)
V
(
V(Y n|Yn)
)1/4
E
(
V(Y n|Yn)
)
.
√
CVV1/2
CEV1/2
ln−1/2 n+ C
V E
CEV1/2
ln−1 n+
√
2
pi
√
CV E (CVV1/2)
1/4
CEV1/2
ln−3/4 n
(4.11)
where µn and σ2n , as well as their asymptotic behaviour as n→∞, can be obtained from (3.1), (4.5),
and (4.6). Just as in Section 3, it follows that ( nlnn )
1/2 Y n
d−→ N(0,2+ 4pσ2a σ
2
c ) as n→ ∞. For the
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Wasserstein distance, the first term on the right hand side of (4.11) should be replaced by:
√
2
pi
V
(
V(Y n|Yn)
)3/4
E
(
V(Y n|Yn)
)3/2 +
√
V
(
E(Y n|Yn)
)√
V
(
V(Y n|Yn)
)
E
(
V(Y n|Yn)
)3/2
.
√
2
pi
(CVV1/2)
3/4
(CEV1/2)
3/2 ln
−3/4 n+
√
CV E
√
CVV1/2
(CEV1/2)
3/2 ln
−1 n.
(4.12)
If α > 1/2 and (pi,σ2c,i)≡ (p,σ2c ), where p < 1, Theorem 2.1 gives:
dK
(
L
(
Y n−µn
σn
)
,N(0,1)
)
≤
√
V
(
V(Y n|Yn)
)
E
(
V(Y n|Yn)
) + V(E(Y n|Yn))
E
(
V(Y n|Yn)
) +√ 2pi
√
V
(
E(Y n|Yn)
)
V
(
V(Y n|Yn)
)1/4
E
(
V(Y n|Yn)
)
.
√
CVV1/2,∞
CEV1/2,∞
+ C
V E
CEV1/2,∞
n−2α+1+
√
2
pi
√
CV E (CVV1/2,∞)
1/4
CEV1/2,∞
n−α+1/2.
(4.13)
The bound does not converge to 0 as n→ ∞. The same is true for the Wasserstein distance, where
the first term on the right hand side of (4.13) should be replaced by:
√
2
pi
V
(
V(Y n|Yn)
)3/4
E
(
V(Y n|Yn)
)3/2 +
√
V
(
E(Y n|Yn)
)√
V
(
V(Y n|Yn)
)
E
(
V(Y n|Yn)
)3/2
.
√
2
pi
(CVV1/2,∞)
3/4
(CEV1/2,∞)
3/2 +
√
CV E
√
CVV1/2,∞
(CEV1/2,∞)
3/2 n
−α+1/2.
(4.14)
However, if p= 1, the leading term in (4.7) vanishes, which implies the convergence to 0 in part (ii)
of Theorem 4.1. In order to obtain the rate of convergence, we need to look at lower order terms.
They turn out to be the same as for V
(
E
[
e−2ατ(n) |Yn
])
, since in the α ≥ 1/2 regime all the other
terms converge to 0 just as fast (parts I, IV, V of Lemma 5.5 in [8]) or faster (cf. Lemmata 5.3,
5.5 in [8]). Using the convergence rates presented in (3.4), (3.7), and (4.6), we obtain part (ii) of
Theorems 4.1 and 4.2.
Finally, if pnσ4c,n are bounded and converge to 0 with density 1, then by (4.4) we obtain
n2V
(
n−1
∑
i=1
σ2c,iφi
)
→ 0 as n→ ∞,
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which implies that n2V
(
V
(
Y n|Yn
))→ 0 as n→ ∞, by (4.7). This in turn entails convergence of
both distances to 0 as n→ ∞, but without any information on the rate. This proves part (iii) of
Theorems 4.1 and 4.2.

Remark 4.3 In the original arXiv preprint (ArXiv accession 1602.05189) for [8], it was stated that
convergence to normality in the α ≥ 1/2 regime will only take place if σ4c,n pn → 0 with density 1
and is bounded. However, in (4.11) above we can see that in the critical case, α = 1/2, convergence
to normality will hold even if (pi,σ2c,i)≡ (p,σ2c ).
Remark 4.4 The condition pnσ4c,n→ 0 with density 1 in Theorem 4.1 can be slightly relaxed. Essen-
tially the same results (with possibly different bounds) will hold if (1− pn)pnσ4c,n→ 0 with density
1 with additional assumptions on the jump effects on a randomly chosen lineage and for a random
pair of sampled lineages (see Theorem 4.6 in [8]). However, introducing this here would require
a significant amount of additional heavy notation, for no gain in the actual application of Stein’s
method to the YOUj model.
5 Appendix
Theorem 5.1 Let X be a real valued random variable such that E(X2) < ∞, and let G be a σ -
algebra such that the regular conditional distribution of X given G is normal. Define µ = E(X),
σ2 = E(V(X |G)), and
κ(x) = (σ2− x)
(( σ2
σ2+ x
)3/2− 1
23/2
)
∀x≥ 0.
If the asymptotic behaviour of X is such that σ−2E
(
(µ−E(X |G))4) and σ−2E((σ2−V(X |G))+(µ−
E(X |G))2) converge to 0 faster thanV(E(X |G))[=E((µ−E(X |G))2)], and σ−2E(|σ2−V(X |G)|(µ−
E(X |G))2) converges to 0 faster than E(κ(V(X |G))), then,
d
(
L
(X−µ
σ
)
,N(0,1))
)
≥
∣∣|T1(X)|− |T2(X)|∣∣
Cσ2
,
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where: (i) either d = dK and C =
∫ ∞
−∞ |2x3 − 5x|e−x
2/2dx, or d = dW and C = maxx∈R |2x3 −
5x|e−x2/2; (ii) |T1(X)|  V(E(X |G)) and |T2(X)| ∼ E
(
κ(V(X |G))). Moreover, E(κ(V(X |G))) ≤
27
8 σ
−2E((σ2−V(X |G))2).
PROOF Inspired by the approach of Sections 3.2–3 in [6], we define the function g : R→ R as
follows:
g(y) = (y−µ)exp(− (y−µ)2
2σ2
) ∀y ∈ R.
It is easily seen that g is bounded and has a bounded and continuous derivative. Define h : R→ R
by: h(x) = σ2g′(σx+µ)−σxg(σx+µ) for each x ∈ R. This gives:
E
(
σ2g′(X)− (X−µ)g(X))= E(h(X−µ
σ
))−E(h(Z−µ
σ
)), (5.1)
where Z ∼ N(µ,σ2). By the Stein identity (2.5), the second term on the right hand side in (5.1) is
0, and using Fubini’s theorem, the right hand side can be rewritten as:
E(h(
X−µ
σ
))−E(h(Z−µ
σ
)) =
∫ ∞
−∞
h(
x−µ
σ
)dFX (x)−
∫ ∞
−∞
h(
x−µ
σ
)dFZ(x)
=
∫ ∞
−∞
∫ x
−∞
1
σ
h′(
y−µ
σ
)dydFX (x)−
∫ ∞
−∞
∫ x
−∞
1
σ
h′(
y−µ
σ
)dydFZ(x)
=
∫ ∞
−∞
1
σ
h′(
y−µ
σ
)P(X > y)dy−
∫ ∞
−∞
1
σ
h′(
y−µ
σ
)P(Z > y)dy,
implying that
∣∣E(h(X−µ
σ
))−E(h(Z−µ
σ
))
∣∣≤ ∫ ∞
−∞
1
σ
∣∣h′(y−µ
σ
)
∣∣ ∣∣P(X > y)−P(Z > y)∣∣dy
≤ dK
(
L
(X−µ
σ
)
,N(0,1))
)∫ ∞
−∞
1
σ
∣∣h′(y−µ
σ
)
∣∣dy
= dK
(
L
(X−µ
σ
)
,N(0,1))
)∫ ∞
−∞
|h′(x)|dx.
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We therefore get the following lower bound for the Kolmogorov distance:
dK
(
L
(X−µ
σ
)
,N(0,1))
)
≥
∣∣E(σ2g′(X)− (X−µ)g(X))∣∣∫ ∞
−∞ |h′(x)|dx
. (5.2)
From the definition and (5.1), we get a very similar lower bound for the Wasserstein distance:
dW
(
L
(X−µ
σ
)
,N(0,1))
)
≥
∣∣E(σ2g′(X)− (X−µ)g(X))∣∣
maxx∈R |2x3−5x|e−x2/2
.
We next observe that g′(y) =
(
1− (y−µ)2σ2
)
exp(− (y−µ)22σ2 ), and
g′′(y) =
( (y−µ)3
σ4
− 3(y−µ)
σ2
)
exp(− (y−µ)
2
2σ2
) ∀y ∈ R,
which in turn implies: g(σx+ µ) = σxe−x2/2, g′(σx+ µ) = (1− x2)e−x2/2, and g′′(σx+ µ) =
σ−1(x3−3x)e−x2/2, for each x ∈R. From this we get: h(x) = (σ2(1−x2)−σ2x2)e−x2/2 = σ2(1−
2x2)e−x2/2, and
h′(x) = σ2
(−4x− x+2x3)e−x2/2 = σ2(2x3−5x)e−x2/2 ∀x ∈ R.
It remains to find a lower bound for the numerator in (5.2). Using (2.9), we first write:
E
(
σ2g′(X)− (X−µ)g(X))= E((σ2−V(X |G))g′(X)+(µ−E(X |G))g(X))
= E
(
(σ2−V(X |G))E(g′(X)|G)+(µ−E(X |G))E(g(X)|G)).
After some straightforward computations, we get:
E(g(X)|G) =
∫ ∞
−∞
(y−µ)exp(− (y−µ)2
2σ2
) 1√
2piV(X |G) exp
(− (y−E(X |G))2
2V(X |G)
)
dy
=
( σ2
σ2+V(X |G)
)3/2
exp
(− (µ−E(X |G))2
2(σ2+V(X |G))
)
(E(X |G)−µ), (5.3)
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and multiplying (5.3) by µ−E(X |G), we obtain:
(µ−E(X |G))E(g(X)|G)
=−
( σ2
σ2+V(X |G)
)3/2
exp
(− (µ−E(X |G))2
2(σ2+V(X |G))
)
(µ−E(X |G))2,
an expression which is nonpositive. Furthermore, by convexity,
( σ2
σ2+ x
)3/2 ≥ 1
23/2
(
1− 3
4σ2
(x−σ2)) ∀x >−σ2, (5.4)
where the right hand side is the tangent line at x= σ2. It follows that ifV(X |G)≥ σ2, then (compare
the proof of Lemma 3.2.1 in [6]):
1≥ 1
23/2
≥
( σ2
σ2+V(X |G)
)3/2
exp
(− (µ−E(X |G))2
2(σ2+V(X |G))
)
≥ 1
23/2
(
1− 3(V(X |G)−σ
2)+
4σ2
− (µ−E(X |G))
2
4σ2
)
,
while if V(X |G)≤ σ2, then:
1≥
( σ2
σ2+V(X |G)
)3/2
exp
(− (µ−E(X |G))2
2(σ2+V(X |G))
)
≥ 1
23/2
(
1+
3(σ2−V(X |G))+
4σ2
− (µ−E(X |G))
2
2σ2
−3(σ
2−V(X |G))+(µ−E(X |G))2
8σ4
)
≥ 1
23/2
(
1− 7(µ−E(X |G))
2
8σ2
)
.
Multiplying by µ−E(X |G) and taking expectations in the last two sets of inequalities, we get:
E
(
(µ−E(X |G))2)≥ ∣∣E((µ−E(X |G))g(X))∣∣
≥ 1
23/2
(
E
(
(µ−E(X |G))2)− 7E((µ−E(X |G))4)
8σ2
−3E
(
(V(X |G)−σ2)+(µ−E(X |G))2
)
4σ2
)
.
(5.5)
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From this it follows that if the asymptotic behaviour of X is such that σ−2E
(
(µ −E(X |G))4) and
σ−2E
(
(σ2−V(X |G))+(µ −E(X |G))2
)
converge to 0 faster than E
(
(µ −E(X |G))2), it holds that∣∣E((µ−E(X |G))g(X))∣∣ E((µ−E(X |G))2).
Similarly, after some computations, we obtain:
E(g′(X)|G) =
( σ2
σ2+V(X |G)
)3/2(
1− (µ−E(X |G))
2
σ2+V(X |G)
)
exp
(− (µ−E(X |G))2
2(σ2+V(X |G))
)
,
and subtracting with E(g′(Z)) = 1
23/2
leads to
E(g′(X)|G)− 1
23/2
=
(( σ2
σ2+V(X |G)
)3/2− 1
23/2
)
×
(
1− (µ−E(X |G))
2
σ2+V(X |G)
)
exp
(− (µ−E(X |G))2
2(σ2+V(X |G))
)
+
1
23/2
((
1− (µ−E(X |G))
2
σ2+V(X |G)
)
exp
(− (µ−E(X |G))2
2(σ2+V(X |G))
)−1).
Multiplying by σ2−V(X |G) and using the function κ defined in Theorem 5.1, we get:
(σ2−V(X |G))
(
E(g′(X)|G)− 1
23/2
)
= κ(V(X |G))
(
1− (µ−E(X |G))
2
σ2+V(X |G)
)
exp
(− (µ−E(X |G))2
2(σ2+V(X |G))
)
+
1
23/2
(σ2−V(X |G))
((
1− (µ−E(X |G))
2
σ2+V(X |G)
)
exp
(− (µ−E(X |G))2
2(σ2+V(X |G))
)−1).
(5.6)
We observe that κ(σ2) = 0, and that
κ ′(x) =−
(( σ2
σ2+ x
)3/2− 1
23/2
)
− (σ2− x) 3
2σ2
( σ2
σ2+ x
)5/2 ∀x > 0,
so κ ′(x)< 0 for x ∈ (0,σ2), κ ′(σ2) = 0, and κ ′(x)> 0 for x > σ2. Moreover, by (5.4),
κ(x)≥ 1
23/2
3
4σ2
(σ2− x)2 ∀x≤ σ2,
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and κ ′(x)→ 1
23/2
as x→ ∞. Next,
κ ′′(x) =
3
σ2
( σ2
σ2+ x
)5/2
+(σ2− x) 15
4σ4
( σ2
σ2+ x
)7/2
=
3
σ2
( σ2
σ2+ x
)5/2(
1+
5
4
(σ2− x
σ2+ x
))
=
15
2σ2
( σ2
σ2+ x
)5/2( σ2
σ2+ x
− 1
10
)
∀x > 0,
and
κ ′′′(x) =− 45
4σ4
( σ2
σ2+ x
)7/2− (σ2− x) 105
8σ6
( σ2
σ2+ x
)9/2
=− 15
4σ4
( σ2
σ2+ x
)7/2(
3+
7
2
(σ2− x
σ2+ x
))
=− 105
4σ4
( σ2
σ2+ x
)7/2( σ2
σ2+ x
− 1
14
)
∀x > 0,
implying that κ ′′(x) > 0 for x ∈ (0,9σ2), κ ′′(9σ2) = 0, and κ ′′(x) < 0 for x > 9σ2. Moreover,
κ ′′(x) is strictly decreasing for x ∈ [0,13σ2). This means that for δ > 0 small enough, for any
x0 ∈ (9σ2 − δ ,9σ2), it holds that κ ′′(x0) > 0 and κ ′(x0) > 123/2 . It therefore holds that κ(x) ≥
1
2κ
′′(x0)(σ2− x)2 for x ∈ [0,x0], and κ(x) ≥ 12κ ′′(x0)(σ2− x0)2 + 123/2 (x− x0) for x ≥ x0. It also
follows from the preceding that κ(x)≤ 12κ ′′(0)(σ2− x)2 = 278σ2 (σ2− x)2 for x≥ 0.
Using now the fact, observed in Section 3.2 in [6], that 1 ≥ (1−2u)e−u ≥ 1−3u for all u ≥ 0,
we obtain:
κ(V(X |G))≥ κ(V(X |G))
(
1− (µ−E(X |G))
2
σ2+V(X |G)
)
exp
(− (µ−E(X |G))2
2(σ2+V(X |G))
)
≥ κ(V(X |G))
(
1− 3(µ−E(X |G))
2
2σ2
)
,
and, furthermore,
(σ2−V(X |G))+
∣∣∣(1− (µ−E(X |G))2σ2+V(X |G) )exp(− (µ−E(X |G))22(σ2+V(X |G)))−1∣∣∣
≤ 3(σ
2−V(X |G))+(µ−E(X |G))2
2σ2
.
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Furthermore,
(V(X |G)−σ2)+
∣∣∣(1− (µ−E(X |G))2σ2+V(X |G) )exp(− (µ−E(X |G))22(σ2+V(X |G)))−1∣∣∣
≤ 3(V(X |G)−σ
2)+(µ−E(X |G))2
2σ2
.
Taking expectations in (5.6) and using the last three sets of inequalities, we get:
E
(
κ(V(X |G)))+ 3E((σ2−V(X |G))+(µ−E(X |G))2)
25/2σ2
≥ E((σ2−V(X |G))E(g′(X)|G))
≥ E(κ(V(X |G)))− 3E(κ(V(X |G))(µ−E(X |G))2)
2σ2
−3E
(
(V(X |G)−σ2)+(µ−E(X |G))2
)
25/2σ2
.
From this it follows that if the asymptotic behaviour of X is such that σ−2E
(|σ2−V(X |G)|(µ −
E(X |G))2) converges to 0 faster than E(κ(V(X |G))) (note also that κ(V(X |G)) ≤ |σ2−V(X |G)|),
it holds that ∣∣E((σ2−V(X |G))E(g′(X)|G))∣∣∼ E(κ(V(X |G))).

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