When formulated as a system of linear inequalities, the image restoration problem yields huge, unstructured, sparse matrices even for images of small size. To solve the image restoration problem, we use the surrogate constraint methods that can work efficiently for large problems. Among variants of the surrogate constraint method, we consider a basic method performing a single block projection in each step and a coarse-grain parallel version making simultaneous block projections. Using several state-of-the-art partitioning strategies and adopting different communication models, we develop competing parallel implementations of the two methods. The implementations are evaluated based on the per iteration performance and on the overall performance. The experimental results on a PC cluster reveal that the proposed parallelization schemes are quite beneficial.
Introduction
The purpose of the present paper is to use state-of-the-art parallel algorithms for the restoration of heavily distorted digital images. An ideal recording device would be expected to record an image with the following idealized property: the intensity of a pixel of the recorded image should be directly proportional to the corresponding section of the scene being recorded. However, this property is rarely observed in practice. Either the recorded intensity of a pixel is related to the intensity in a larger neighborhood of the corresponding section of the scene (blurring), or the recorded intensities are contaminated by random noise [21, 26] . Image restoration is concerned with estimating the original scene from a distorted and noisy one. Restoration of images that have been blurred by various factors is usually posed as a linear estimation problem obtained from a discretization process, where the characteristics of the blurring system and the noise are assumed to be known a priori [21] . The mathematical model of the recording operation which is usually an integral equation is discretized to yield a linear system that is solved by a host of direct and iterative methods [12, 22, 26, 28] . Among these methods, we focus on iterative methods. The advantage of iterative methods is that they allow a flexible and improved formulation of the restoration problem [21] , and the large dimensions involved in image restoration make these methods favorable.
We follow the work [30] and pose the image restoration problem as a linear feasibility problem [8] . The linear feasibility problem asks for a point that satisfies a set of linear inequalities. In matrix notation, given an M×N matrix A and M×1 vector b, the problem is to find an N×1 vector x such that Ax ≤ b.
(
We use iterative methods for solving the linear feasibility problem. An important class of iterative methods for the linear feasibility problem is the projection methods developed for the solution of the linear systems by Kacmarz (cited in [32] ), and Cimmino (cited in [8] ). Kacmarz's and Cimmino's works are extended to linear inequalities by Gubin et al. [11] and Censor and Elfving [7] . The method in [11] is known as the successive orthogonal projections method. In this method, an initial guess is successively projected onto hyperplanes corresponding to the boundary of the violated constraints until a feasible point satisfying all inequalities is found. The method in [7] is known as the simultaneous orthogonal projections method, where the current point is projected onto each of the violated constraint's hyperplanes simultaneously, and the new point is taken to be the convex combination of all projections.
Kacmarz and Cimmino type methods become computationally very expensive when applied to image restoration problem, mainly because a projection is made for each violated constraint. The surrogate constraint methods proposed by Yang and Murty [35] and the one that we use here eliminate this problem by processing a group of violated constraints at a time. At each iteration, a surrogate constraint is derived from a group of violated constraints, and the current point is orthogonally projected onto this surrogate constraint. The process is repeated until a feasible solution is found.
Yang and Murty [35] proposed three variants of surrogate constraint methods (see Section 3 for an overview). The Basic Surrogate Constraint Method (BSCM) takes all violated constraints in the system and makes successive projections of the current point. The Sequential Surrogate Constraint Method (SSCM) and the Parallel Surrogate Constraint Method (PSCM) on the other hand, work on a small subset of the violated constraints. SSCM is based on successive block projections, while PSCM is based on simultaneous block projections. Although the original PSCM converges slowly compared to SSCM, it becomes competitive with an adjusted step sizing rule [30] .
Since BSCM has been shown to be faster than SSCM [30] , we give efficient parallelizations of BSCM and the improved version of PSCM. State-of-the-art partitioning strategies are employed in the present paper for the parallelization of these two methods. Both BSCM and PSCM involve repeated matrix-vector and matrix-transpose-vector multiplies, and regular operations such as inner products and vector updates. Partitioning sparse matrices is a crucial issue in the parallelization of BSCM and PSCM, since matrix-vector multiplies incur irregular dependencies. Both one-dimensional (1D), e.g., rowwise, and twodimensional (2D), e.g., checkerboard, sparse matrix partitioning techniques are investigated (Sections 4 and 5, respectively). The recently proposed hypergraph partitioning models [3, 4, 6, 34] are used for load balancing and communication overhead minimization for both partitioning frameworks. Parallel algorithms for BSCM and PSCM are implemented for a message-passing multicomputer based on the above mentioned partitioning frameworks. The performance of the parallel implementations, the effects of different partitioning strategies on the parallel performance and on the speed of convergence, and the restoration abilities of the surrogate constraint methods are investigated experimentally in Section 6.
Background

Formulation of the problem
A general formulation of the image restoration problem with nonseparable, anisotropic, space variant and nonlocal distortions is given in [31] , where the image g(r) recorded on the film of an image f (ρ(r, t)) is given by
Here, t denotes time, T r denotes the duration of the recording period, r denotes the position vector on the 2D image, c is a constant, f (ρ(r, t)) represents the observed (distorted) image, ρ(r, t) represents the time varying, nonlinear distortion which can model the following types of motion:
(i) Translational Motion: ρ(r, t) = r − r(t), where ρ(r, t) is a given function representing the motion of the original image or camera as a function of time (arbitrary two dimensional motions and accelerations are possible); (ii) Isotropic Scaling: ρ(r, t) = r/m(t), where m(t) is an arbitrary scaling function of time (by properly choosing m(t), it is possible to model the movement of the object towards or away from the camera); (iii) Rotation: ρ(r, t) = R φ(t) r, where R φ(t) is the 2×2 rotation matrix for φ(t)
which is an arbitrary function of time representing the angle of rotation.
The image restoration problem consists of recovering f from g. Since, Eq. 2 represents a linear relation between g and f , it is possible to write it as
where H(r, r ′ ) represents the blurring system. The discrete counterpart of Eq. 3 is simply the linear system of equations g = Hf , where g and f are mn×1 vectors and H is an mn×mn matrix for an image of size m × n.
Typically, there is a measurement error or noise associated with the observation g, leading to an inconsistent system of equations. Denoting the noisy observation by g ′ , the problem can be expressed as a system of inequalities:
where (g ′ − Hf ) i is the ith component of g ′ − Hf , and ǫ is a suitable error tolerance parameter which is usually taken as a percentage of the mean value of g. For i = 1, . . . , mn, |(g ′ − Hf ) i | ≤ ǫ implies that
Thus, the above system is converted to a linear feasibility problem of the form
where ε is an mn × 1 vector of ǫ's. For further details, the reader is referred to Chapter 5 of [29] .
Parallel matrix-vector multiplies
Algorithms based on 1D matrix partitioning
Suppose that rows and columns of an M×N matrix H are permuted to yield a K×K block structure as
for rowwise partitioning among K processors. Each processor P k holds the kth row stripe
In row-parallel y ← Hx multiply, the y and x vectors are partitioned as
T , where processor P k is responsible for computing subvector y k of size m k while holding subvector x k of size n k . In this setting, the common algorithm [13, 33, 34] executes the following steps at each processor P k :
(1) For each nonzero off-diagonal block H ℓk , send sparse vectorx ℓ k to processor P ℓ , wherex ℓ k contains only those entries of x k corresponding to the nonzero columns in H ℓk . For each nonzero off-diagonal block H kℓ , receivê x k ℓ from processor P ℓ . (2) Perform the local matrix-vector multiply y k ← H k ×x k , wherex k is the union of the local x k vector andx k ℓ subvectors received in step 1.
In step 1, P k might be sending the same x k -vector entry to different processors according to the sparsity pattern of the respective column of H. This multicast-like operation is referred to as expand operation.
In column-parallel q ← H T π multiply, processor P k effectively stores (H k ) T = H T k which is the kth column stripe of H T . The π and q vectors are partitioned
T , where processor P k is responsible for computing subvector q k of size n k while holding subvector π k of size m k . In this setting, each processor P k executes the following steps:
(1) Perform the local matrix-vector multiply q k ← H In step 2, the multinode accumulation performed on q k -vector entries is referred to as fold operation.
Algorithms based on 2D matrix partitioning
Consider a 2D checkerboard partitioning on H for the computations of the form y ← Hx. In this partitioning scheme, the rows and the columns of matrix H are divided into R row stripes and C column stripes yielding an R × C block structure. This block structure generalizes the one given in Eq. 7, and can be mapped naturally onto a 2D mesh (R rows and C columns) of K = R×C processors. Therefore, the parallel system is considered as a logical 2D mesh [20] . In this setting, block H kℓ is assigned to processor P kℓ . Note that nonzeros in any row (column) of matrix H are assigned to the processors in the same row (column) of the processor mesh.
For the sake of clarity, we define a two level partitioning on the vectors x and y. In the first level, the row and column stripes of the H matrix define R-and C-way partitions on the y and x vectors, respectively. In the second level, each x and y subvector is assumed to be further partitioned into R and C subsubvectors, respectively. For example, y k denotes the kth subvector of y which contains subsubvector y kℓ for ℓ = 1, . . . , C. In a dual manner, x ℓ denotes the ℓth subvector of x which contains x kℓ for k = 1, . . . , R. A dual scheme is adopted in indexing the x and y subsubvectors so that each processor holds the subsubvectors of x and y with the same indices.
In 2D row-column-parallel y ← Hx multiply, each processor P kℓ is responsible for computing the subsubvector y kℓ while holding subsubvector x kℓ . In this setting, C row-parallel submatrix-vector multiplies algorithms are concurrently performed along the columns of the processor mesh to compute C partial result vectors y ℓ for ℓ = 1, . . . , C, where y = ℓ y ℓ . That is, for each ℓ = 1, . . . , C, all of the R processors in the ℓth column of the processor mesh execute the row-parallel algorithm for computing the submatrix-vector multiply y ℓ ← H * ℓ x ℓ , where H * ℓ denotes the ℓth column stripe of matrix H in block structure. At the end of this step, processor P kℓ holds the kth portion y ℓ k of y ℓ . Then, R fold operations are concurrently executed along the rows of the processor mesh to compute y ← ℓ y ℓ . That is, for each k = 1, . . . , R, all of the C processors in the kth row of the processor mesh perform multinode accumulation on the y k -subvector entries so that P kℓ ends up with the subsubvector y kℓ . This last step effectively corresponds to step 2-fold communication step-of the column-parallel matrix-vector multiply algorithm y k ← H k * x, where H k * denotes the kth row stripe of matrix H in block structure.
Surrogate constraint methods
The successive orthogonal projections method developed by Kacmarz (cited in [32] ) successively projects iterate x t at iteration t onto hyperplanes a i x t = b i corresponding to those inequalities violated by x t , where a i denotes the ith row of A. Surrogate constraint methods [35] , on the other hand, derive surrogate hyperplanes from a set of violated constraints, and take the projection of the current point onto surrogate hyperplanes. Surrogate hyperplanes eliminate the drawback of making projections for each of the violated constraints. Among the methods proposed by Yang and Murty [35] , the basic surrogate constraint method (BSCM) derives surrogate hyperplanes from all of the violated constraints in the system, whereas the sequential surrogate constraint method (SSCM) and the parallel surrogate constraint method (PSCM) consider a subset of the constraints.
Basic surrogate constraint method (BSCM)
BSCM combines all of the violated constraints and makes just one projection at each iteration t: if the current point x t violates the system Ax ≤ b, a 1×M weight vector π is generated where 0 < π i < 1 if the ith constraint is violated (i.e., a i x t > b i ), and π i = 0 otherwise. The π i values are normalized so that [35] . Then, the surrogate constraint (πA)x t ≤ (πb) is generated for which the corresponding surrogate hyperplane is S h = {x : (πA)x t = (πb)}. The next point x t+1 is obtained by projecting x t onto S h as
Here, d t is the projection vector, and λ is a relaxation parameter that determines the location of the next point which is in the line segment joining the current point and its projection on the hyperplane. When λ = 1 the next point is the exact orthogonal projection of the current point. If 0 < λ < 1, the step taken is shorter (underrelaxation) and if 1 < λ < 2, then the step taken is longer (overrelaxation) [8] .
The selection of the weight vector π is an issue for the solution of the problem. Weights may be distributed equally among all violated constraints or they can be assigned in proportion to the amount of violations. We use a hybrid approach to compute π i corresponding to the violated constraint i as
where w 1 and w 2 are two appropriate weights summing up to 1, and V C is the set of indices of the violated constraints at iteration t [29] .
Verification of the convergence of the algorithm is based on the strict Fejermonotonicity of the generated sequence {x t } ∞ t=0 , i.e., for any feasible x and iteration t it is true that x t+1 − x < x t − x . If the feasibility check allows a certain degree of tolerance ǫ, so that A i x t is compared with b i + ǫ, then the algorithm converges after a finite number of iterations [35] . Figure 1 displays the pseudocode of BSCM applied to the system in Eq. 6. Since the system is composed of two copies of the same matrix with different signs, only the positive one is held during the computations. We call the system Hx ≤ ε + g as the upper system and −Hx ≤ ε − g as the lower system.
H, we form the vector π ← π + −π − and then perform the multiply πH. To compute y − ← −Hx, simply y ← Hx is negated. As a result the sparse matrix vector multiplies −Hx and π − (−H) are avoided. Note that the original form of BSCM can be recovered by removing the operations involving vectors with a "−" superscript. In Fig. 1 and in the following pseudocodes, bold upper case letters denote matrices, bold lowercase letters denote column vectors of appropriate dimensions, plain lowercase letters denote scalars, and · , · denotes the inner product of two vectors.
The run time of a single iteration of BSCM applied to Eq. 6 is:
where Z denotes the number of nonzeros in matrix H, and t f lop denotes the time taken for a single scalar addition or multiplication operation.
1. BSCM applied to Eq. 6.
Sequential surrogate constraint method (SSCM)
Instead of working on the entire A matrix, SSCM partitions the system into subsystems and then solves the feasibility problem by applying the basic method on the subsystems in a cyclic order. Specifically, let matrix A be partitioned rowwise into K submatrices, and the right-hand side vector b be partitioned conformably into K subvectors, as follows:
Here, A k is an m k ×N submatrix having z k nonzeros, b k is an m k ×1 subvector, and
where π k is of dimension m k and is as defined above. SSCM proceeds by projecting the current iterate onto surrogate hyperplanes (π k A k )x = π k b k successively for k = 1, . . . , K in cyclic order and increments t at each block. For each block, the next point is computed as:
In SSCM each point x t that is projected on block k is a result of the projection of x t−1 performed in the preceding block k − 1. Thus, successive block projections imply a dependency between the blocks of the system, causing the algorithm to be highly sequential.
The run time of SSCM applied to Eq. 6 is:
Note that each block brings an extra computation time of 5Nt f lop .
Parallel surrogate constraint method (PSCM)
Yang and Murty [35] proposed PSCM as a coarse-grain parallel variant of SSCM which overcomes its serial nature. PSCM carries out simultaneous block projections and generates the next point as a convex combination of these projections. As in SSCM, A is divided rowwise into K contiguous blocks as shown in Eq. 11. At iteration t of PSCM, the next point x t+1 is computed as:
Here, τ k are nonnegative numbers summing up to 1, and d t k is as defined in Eq. 12.
In Eq. 14, each projection has its own influence τ k . This influence is taken into account to accelerate the convergence. Hence, τ k can be taken to be proportional to the number of violated constraints or the cumulative error of the respective block. However, as clarified in [29] , no matter how τ k is chosen, the progress of PSCM is much slower than that of SSCM. Actually this method is a variant of the Cimmino type algorithms which are known to suffer from slow convergence. To alleviate this problem, García-Palomares and GonzalesCastaño [9] proposed an acceleration procedure for the Cimmino type algorithms by giving an improved step sizing rule. Later,Özaktaş et al. [30] used this rule in the parallel surrogate algorithm and generated the next point as follows:
⊲ update π + using Eq. 9
⊲ update π − using Eq. 9
⊲ sum of inner products
The run time of PSCM applied to Eq. 6 is:
For SSCM and improved PSCM, as the number of blocks, K, increases, the number of iterations required for convergence is likely to decrease. However, each block brings an extra run time of 5Nt f lop and 6Nt f lop for SSCM and PSCM, respectively. Hence, the run times of SSCM and PSCM may increase by the increasing K, especially for highly sparse systems.
Parallelization based on 1D matrix partitioning
As seen in Figs. 1 and 2, repeated matrix-vector and matrix-transpose-vector multiplies of the forms y ← Hx and q ← H T π constitute the computational kernels of both BSCM and PSCM. These methods also involve linear vector operations such as inner products and vector updates. In terms of the dependencies between matrix-vector multiplies and linear vector operations, the vectors can be classified as x-space and y-space vectors so that the linear vector operations occur only between the vectors that are in the same space. In this setting, x, q, and d are x-space vectors, whereas y, b
In 1D parallelization of BSCM, the matrix H may be partitioned rowwise or columnwise. However, since the PSCM formulation is based on rowwise blocking, it requires rowwise partitioning of matrix H. Thus, for the sake of simplicity, we assume a K-way rowwise partitioning of H for both methods, where K denotes the number of processors. A rowwise partition on H induces a columnwise partition on H T . Therefore, the row-parallel algorithm is adopted for y ← Hx, and the column-parallel algorithm is adopted for q ← H T π.
Basic surrogate constraint method
Parallel BSCM based on 1D partitioning executes the steps given in Fig. 3 at each processor P k . In this figure and the following figures, subscripts are used to denote the subvectors and submatrices that are stored locally in a processor, whereas superscripts are used to denote the partial results computed by a processor. For example, H k denotes the kth row stripe of the global H matrix stored by the processor P k ; x k denotes the kth stripe of the global x vector maintained by processor P k ; γ k ← q k , q k denotes partial inner product result for the global inner product γ ← q, q computed by processor P k . The global communication operators globalAnd and globalSum combine the input arguments of each processor using the operations and and sum respectively, and distribute the result back to all processors. As seen in Fig. 3 , scalars µ and γ are reduced together in order to amortize the latency overhead in the reduction operations.
Parallel surrogate constraint method
Let the number of blocks, K, be equivalent to the number of processors, that is each processor is given a single block. Then, parallel PSCM executes the steps given in Fig. 4 at each processor P k . Since the resulting vector q for q ← H T π multiply need not to be constructed, the parallelization of PSCM does not necessitate the execution of the column-parallel multiply algorithm as a whole. As seen in the figure, the local projection vector d k is obtained from the local intermediate vector q k through linear vector operations, and then the sum of the local projection vectors is computed through a fold operation on these local d k vectors. This fold operation on the local d k vectors can be considered as the delayed execution of the fold operation in step 2 of the column-parallel multiply algorithm. Note that this fold operation also provides each processor P k with the subvector d k needed to update x k . The scalar α is obtained through reducing the inner products of local projection vectors
⊲ check the whole system
⊲ sum of inner products 
Load balancing and communication-overhead minimization
Sparse matrix partitioning for parallel matrix-vector multiplies of the form y ← Hx is formulated in terms of the graph [17] and hypergraph partitioning problems [4] . Both of these problems are NP-complete [10, 23] . We use the hypergraph-based formulation for two reasons. First, the objective in hypergraph-based formulation is an exact measure of the total communication volume. Second, the matrices in our methods are unsymmetric; standard graph partitioning is not readily applicable [4, 13, 14] .
We use the column-net hypergraph model of Ç atalyürek and Aykanat [4] to obtain a K-way rowwise partition on matrix H. The rowwise partition on H induces a columnwise partition on H T . As is known [13, 34] , the communication requirements of the row-parallel y ← Hx and the column-parallel q ← H T π multiplies are the same in terms of total volume and number of messages. Therefore, the above partitioning enables efficient multiplies with H T as well.
⊲ sum of inner products As mentioned earlier, the x-and y-space vectors do not undergo linear vector operations. Hence, an unsymmetric partitioning on H is allowable. We use the techniques discussed in [34] to exploit this freedom in order to minimize the communication overhead due to the total number of messages, maximum volume and number of messages handled by a single processor as well as the total volume of messages.
In parallelizing BSCM and PSCM, we consider balancing the computational loads of the processors only for the matrix-vector and matrix-transpose-vector multiplies. The loads of the processors during linear vector operations are determined by the partitioning on H. Therefore, imbalances in processors' loads may occur during these operations. Obtaining balance in the vector operations is possible within multi-constraint partitioning framework [5, 18, 19] . In this work, we omit obtaining computational balance during linear vector operations for two reasons. First, imbalances in linear vector operations are tolerable, because these operations are not costly. Second, multi-constraint formulation restricts the search space in a hypergraph partitioning problem; this restriction may lead to a higher communication cost.
⊲ error of the upper system
⊲ error of the lower system
Parallelization based on 2D matrix partitioning
The row-column-parallel algorithm is used for both the matrix-vector multiply y ← Hx and matrix-transpose-vector multiply q ← H T π. There is a duality between the interprocessor communication patterns of y ← Hx and q ← H T π multiplies. The communication pattern of the expand operation in q ← H T π is exactly the same as that of the fold operation in y ← Hx and vice versa.
Basic surrogate constraint method
Parallel BSCM based on checkerboard partitioning executes the steps given in Fig. 5 at each processor P kℓ . We use the same convention on the usage of subscripts and superscripts. This time, however, we use two indices kℓ to designate processor P kℓ 's data. The single indices k or ℓ are used for the results pertaining to the kth row-stripe or ℓth column-stripe respectively. Recall that the communication operations required for matrix-vector multiplies are confined to the rows or columns of the processor mesh. Only the scalars µ and γ are obtained via a global sum operation among all processors.
Parallel surrogate constraint method
Different from the 1D partitioning, the number of row blocks for PSCM is R not K. Parallel PSCM based on checkerboard partitioning executes the steps given in Fig. 6 at each processor P kℓ . As seen in Fig. 6 , the 2D implementation of PSCM is similar to the 2D implementation of BSCM. However, in order to calculate the projection vector of the kth row-stripe, local µ kℓ and γ kℓ scalars are computed and are added up in the kth row of the processor mesh. Since α = R k=1 C ℓ=1 α kℓ and β = R k=1 C ℓ=1 β kℓ , a global sum operation is required to apply the step sizing rule.
Load balancing and communication-overhead minimization
A number of different techniques for checkerboard partitioning of sparse matrices are given in [6, 15, 24, 25] . Among these, only the hypergraph partitioning model of Ç atalyürek and Aykanat [6] exploits sparsity to reduce communication cost. Therefore, we use hypergraph partitioning model to obtain an R×C checkerboard partition on the matrix H.
Since the communication operations are confined to the rows and columns of the processor mesh, the maximum number of messages handled by a single processor for a parallel system with K = R×C processors is at most R+C −2 (compare to K − 1 in 1D). Therefore, the checkerboard partitioning method leads to reduced communication latency overhead without explicit effort.
The row-column-parallel matrix-vector multiply algorithm given in Section 2.2.2 uses point-to-point (personalized) communication scheme for the expand and fold operations. Since the expand and fold operations are confined to a smaller number of processors in 2D checkerboard partitioning, all-to-all communication schemes are viable, i.e., an all-to-all broadcast and a multinode accumulation can be performed for the expand and fold operations. These algorithms can be implemented using hypercube algorithms to reduce the maximum number of messages handled by a processor to ⌈log R⌉ + ⌈log C⌉ ≈ ⌈log K⌉. The 2D hypergraph model [6] can be extended to handle the minimization of communication volume overhead in this all-to-all communication scheme [2] .
Results
The parallel performance and the restoration abilities of the surrogate constraint methods are evaluated experimentally. Parallel performance analysis is first carried on an iteration basis. This approach shows the amount of gain achieved by the proposed parallelization schemes. Then, overall performance results and examples of blurred and restored images are given.
The experiments were carried out on a Beowulf Cluster equipped with 400 MHz Intel Pentium II processors with 512KB cache size and 128MB RAM. The operating system is Debian GNU/Linux 3.0 distribution with Linux kernel 2.4.14. The interconnection network is comprised of a 3COM SuperStack II 3900 managed switch connected to Intel Ethernet Pro 100 Fast Ethernet network interface cards at each node. The parallel algorithms were implemented using LAM/MPI 6.5.6 [1] .
Experimental setup
Three types of blurs were used for the construction of the distorted images. In all of the blurs, the record time was set as 3.5 seconds and the movement (a) iso150x200 (b)rot150x200 (c) irt150x200 of the object is sampled at 0.5 second intervals. The first type of blur models isotropic scaling. The x-axis and y-axis coordinates of the function ρ were chosen as x/(1 + 0.1s 2 ) and y/(1 + 0.1s 2 ). The second blur is a result of rotation motion. The object was rotated clockwise 6 degrees per second for the first 1.5 seconds and then was rotated counter-clockwise 4 degrees per second for the remaining 2 seconds. The third blur denotes a combined effect of translational motion, isotropic scaling, and rotation. In the translational motion, the object accelerates with 0.5m/s 2 in the x direction for the first 1.5 seconds and then it turns back with a constant speed of 1.0m/s, and moves along the y direction with a constant speed of 1.0m/s throughout the recording time. Isotropic scaling and rotation effects of this blur are the same as those of the first and second blurs, respectively.
Using these blurring effects, three different images of 150×200, 300×400, and 600×800 pixels were produced with zero boundary condition, i.e., pixels outside the borders of the images are black [28] . Noise was simulated by adding %1 normally distributed zero mean random variables with a standard deviation of one, e.g., normally distributed random noise scaled such that 2-norm of the noise is 0.01 times the 2-norm of the blurred image. This type of noise is typical in similar works (see [26] [27] [28] and the references therein). Table 1 and Figure 7 display the properties and the sparsity patterns of the resulting H matrices. The prefixes "iso", "rot", and "irt" are respectively used to denote the isotropic, rotation, and combined (isotropic + rotation + translational) blurs.
The hypergraph partitioning tool PaToH [5] was used with the default parameters to obtain the desired 1D and 2D partitionings. Since PaToH incorporates randomized algorithms, it was run 10 times starting from different seeds for every partitioning instance. In all partitioning instances, the observed imbalance ratios were below 5%. Averages of the parallel performance and convergence results obtained from these runs are displayed in the following tables and bar charts. In all tables and figures, "P2P" and "A2A" refer to the point-to-point and all-to-all communication schemes, respectively. In 2D partitionings, the number of processors in rows and columns of the processor mesh are not restricted to be powers of two. Therefore, all-to-all communication primitives needed in fold and expand operations are implemented using the all-to-all broadcast algorithm proposed by Jacunski et al. [16] . Fig. 8 for 300 × 400 images.
Per iteration performance
As seen in Table 2 , the 2D-P2P scheme leads to better performance than the other two schemes. In particular, the 2D-P2P scheme leads to faster execution in 34 and 31 instances out of 36 instances for parallel BSCM and parallel PSCM, respectively. The 1D-P2P scheme obtains faster execution times in only 5 instances for both BSCM and PSCM. The 2D-A2A scheme is the fastest only in 4-way parallelization of PSCM for iso600x800 and irt600x800. As seen in Table 2 , BSCM and PSCM display comparable parallel performance, where BSCM performs slightly better on the average. This performance difference slightly increases in favor of parallel BSCM in 2D partitioning. These experimental findings were expected because PSCM incurs extra computation as discussed in Section 3. Moreover, parallel PSCM requires an extra communication along the rows of processor mesh for computing the µ k and γ k values in 2D partitioning as seen in Fig. 6 .
As seen in Table 2 and Fig. 8 , among the blur types used, the data sets produced by the isotropic and rotation blur lead to comparable speedup values, whereas the data sets produced by combined blur lead to inferior parallel performance. This phenomenon can be attributed to the absence of columns with only one nonzero in "irt" matrices, i.e., these matrices are likely to yield harder partitioning instances in terms of communication overhead minimization. Tables 3 and 4 are presented in order to further investigate the effect of the matrix partitioning schemes on the parallel performance of BSCM and PSCM. Table 3 displays the communication patterns in the parallel matrix-vector and matrix-transpose-vector multiplies obtained by the 1D and 2D partitioning schemes for the images of size 300×400. Table 4 shows the dissection of the communication patterns into expand and fold phases for 2D schemes.
In Tables 3 and 4 , message-volume values are given in terms of the words communicated. In terms of the total communication volume, the 1D partitioning scheme produces the best partitions in 7 out of 12 instances, whereas the 2D-P2P scheme produces the best partitions in 8-, 16-, and 24-way partitionings of irt300x400, and the 2D-A2A scheme produces best partitions in 4-way partitioning of iso300x400 and irt300x400. This experimental outcome may be due to the fact that 1D rowwise partitioning disturbs only column coherence, whereas the 2D partitioning schemes disturb both row and column coherences. In terms of the total number of messages, 1D scheme competes with the 2D-A2A scheme, where 2D-P2P displays the worst performance. The 1D and 2D-A2A schemes produce, respectively, the best partitions in 9 and 3 instances out of 12 instances. The performance of the 1D partitioning scheme relies on the enhancement given in [34] . The relatively better performance of 2D-A2A is expected as discussed in Section 5.3. Note that the number of messages in 2D-A2A is always the same for a given number of processors because of the regular communication operations. In terms of maximum message volume, the 1D scheme produces best results in all partitioning instances of rot300x400 and 8-, 16-, and 24-way partitioning of iso300x400, whereas 2D-P2P produces best results in all partitioning instances of irt300x400 and 4-way partitioning of iso300x400. This relatively better performance of the 1D scheme can also be attributed to the enhancement [34] which involves explicit effort towards balancing the communication-volume loads of processors.
In terms of maximum number of messages handled by a single processor, the 2D schemes produce considerably better results than the 1D scheme, where 2D-A2A is slightly better than 2D-P2P.
Combining these experimental outcomes for communication pattern results and considering the interconnection network of our PC cluster, we expect 2D-P2P to be the best because of its lower number of message requirements and moderate communication volume requirements. In fact, the parallel performance of BSCM and PSCM given in Table 2 and Fig. 8 confirm those expectations. However, depending on the machine architecture, the aforementioned communication metrics would have different impacts on the parallel performance of BSCM and PSCM. For example, on an interconnection network with a high communication bandwidth, 2D-A2A may perform better than 2D-P2P since it mainly suffers from high communication volume.
Overall performance
In our experiments, the tolerance parameter was set to 0.8% of the mean value of the observed image. In general, the smaller the tolerance parameter ǫ, the better the quality of the restored images, and the larger the iteration numbers. For 0-to-255 gray-scale images, this value of the tolerance parameter provides high quality restorations. The relaxation parameter λ was taken as 1.7 as in [35] . The algorithms were initialized from the zero vector meaning that every pixel in the image to be recovered was assumed to be initially black.
With these values, the number of iterations required for convergence are given in Table 5 for the proposed partitioning schemes. The overall convergence results for partitionings based on natural ordering are also included. The reason for this inclusion is to demonstrate that the partitioning schemes used for achieving efficient parallel implementations do not degrade overall convergence performance. In Table 5 , "Block" and "Cyclic" refer to block-striped and cyclic partitionings applied to the natural row order of the H matrix. Finally, "HP" denotes the partitionings obtained using hypergraph models.
Comparison of PSCM and BSCM highlights the fact that increasing number of blocks reduces the number of iterations to convergence, in general. Furthermore, comparison of PSCM results for 1D partitionings shows that HP-based partitionings do not have a negative impact on the number of iterations to convergence. Comparison of 1D and 2D results reveals that 2D leads to larger number of iterations for a given number of processors. This is to be expected since the number of row blocks determines the speed of convergence of PSCM. the images of size 300 × 400. As seen in the figure, PSCM is superior to BSCM in all instances except for the irt300x400 matrix. Although 2D-P2P leads to better speedup on the per iteration basis, the winner with respect to overall performance is not clear. Note that the superlinear speedups for the isotropic and rotation cases are because of the reduced number of iterations.
Finally, we consider the preprocessing overhead of our parallel implementations. Table 6 gives the partitioning times of the matrices expressed in terms of the per iteration run time of the PSCM. This table shows that the cost of preprocessing is amortized in achieving accurate results.
Restoration results
We evaluate the restoration performance of the parallel methods using the three images shown in Fig. 10(a) . Blurred image g is generated using Eq. 2, or by simply multiplying f (original image) with H so that g = Hf and adding the noise described earlier in this section. In Fig. 10(b) , (c), and (d), the resulting distorted images are shown for the isotropic, rotational, and combined blurs, respectively. With the same parameter values given earlier, we have restored the images by the surrogate constraint methods. The results corresponding to the isotropic, rotational, and combined blurs are given in Fig. 10 (e), (f), and (g).
Conclusion
We studied the image restoration problem by formulating it as a system of linear inequalities. We used the surrogate constraint methods which are well suited to large problems and amenable to parallelization. The study concentrated on BSCM, which is the basic method, and on an improved version of the parallel method PSCM. We developed several parallel implementations. For efficient parallelization based on 1D and 2D partitionings of the coefficient matrix, we used state-of-the-art hypergraph partitioning schemes that minimize communication overhead while maintaining the load balance. Restoration abilities of the surrogate constraint implementations are validated using the parallel implementations for restoring severely blurred images.
The parallel implementation of BSCM was observed to produce better results compared with PSCM as far as the per iteration performance is concerned. However, increasing the number of blocks accelerates the speed of convergence significantly, hence PSCM outperforms BSCM with respect to the overall performance. In parallel PSCM, although 2D partitioning scheme leads to better speedup than the 1D scheme on the per iteration basis, 1D partitioning scheme performs comparably based on overall performance.
Note that satisfactory restorations can be achieved by decreasing the tolerance parameter at the expense of increased running time. Actually, the system parameters can be set according to the requirements of the application. Moreover, the iterative restoration technique has the advantage that the image can be viewed during the restoration process, and the process can be terminated as soon as the restoration level satisfies the application requirements.
