Abstract-Wireless systems are subject to fading -time variations of the receiving conditions caused by multipath propagation and transceiver movements. Prediction of fading allows to 'learn' the channel state information (CSI) in advance and adjust the transmission scheme as required based on the future values of CSI. In this contribution we propose a framework to handle predictions of general fast-and non-fiat fading MIMO wireless channels. Unlike current approaches to predict channels by feeding sampled channel impulse response taps into the predictor, we first estimate multipath parameters, such as delay, Doppler frequencies, DoD/DoA, and design predictors for them. This step decreases the rate of variation of the channel thus allowing a greater prediction horizon and simpler predictor designs. The extracted parameters are then tracked over time and multipath gains are predicted using a linear model that is recursively updated. The prediction scheme is applied to the measured MIMO impulse responses to demonstrate the applicability of the method.
I. INTRODUCTION
Wireless systems are subject to fading -time variations of the receiving conditions caused by multipath propagation and transceiver movements. The received power undergoes deep fades within a time-frame corresponding to one wave-length which, for a typical communication system, amounts to movements on the centimeter scale. For efficient transmission, the communication system has to be able to mitigate fading effects. Should the current Channel State Information (CSI) be known in advance, the transceiver could reallocate internal resources in a better way or alter the transmission scheme in anticipation of the future conditions. This can be accomplished by predicting the CSI.
Fading mitigation by means of channel prediction has been studied and proved viable in a number of works [1] - [10] . These techniques were used to aid power control and resource allocation [3] , [6] , downlink diversity and adaptive modulation [1] , [9] . It is often assumed that fading is a deterministic sinusoidal process with timevarying parameters that can be described using a discrete scatterer propagation model. The time-variation of the process parameters can then be modeled using linear (based on auto-regressive models) [2] , [7] or nonlinear [3] , [10] techniques. In the latter, the authors treat fading as dynamical process, producing the observed channel taps as the output. Predictions are then made by propagating the learned models into the future. These methods were studied for Single-InputSingle-Output (SISO) narrow-band [2] , [4] , [9] , as well as for wideband channels [8] . In [6] it has been recently proposed to combine different channels in a smart-antenna system for prediction of the downlink received power. However, the authors only consider the narrowband case. In this contribution we discuss our preliminary results on predicting the Multiple-Input-Multiple-Output (MIMO) channels that undergo fast non-flat fading, i.e., the wideband case.
0-7803-9282-5/05/$20.00 ©2005 IEEE 1546 As compared to the SISO case, multiple antenna systems deliver much larger amounts of information with rich internal structure. Not exploiting this information might be too wasteful. Since fading results from the interaction between different multipath components, it can be advantageous to try to estimate individual multipaths using multiresolution techniques and treat each component as an individual channel. For example, in the Single-Input-Multiple-Output (SIMO) case, each multipath can be described by a multipath complex gain al, delay Ti, Doppler shift vl, and Direction of Arrival (DoA) y1'. This scheme can be generalized straight-forwardly to the wideband MIMO, as well as SISO and MISO systems.
In practical channels not only power (i.e., multipath gains) but also the other multipath parameters vary with time. This puts additional constraints on the predictor design. Thus, in this study we address the following questions:
. Is multipath-oriented prediction of channels viable? . How to track time-varying channel and predictor parameters? . How far can we predict with these models? In the following sections we will subsequently answer those questions. Due to the space limitation, we will consider only SIMO channels for prediction since the presented approach can be easily extended to other channel configurations. Throughout the text we will demonstrate the performance of the proposed algorithms on the measured MIMO channels obtained by Forschungszentrum Telekommunikation Wien (FTW) in Vienna, Austria, under the supervision of Helmut Hofstetter [11] . The measurements were done with the MIMO capable wideband vector channel sounder RUSK-ATM, manufactured by MEDAV [12] . The sounder was specifically adapted to operate at the center frequency of 2GHz. The transmitted signal was generated in the frequency domain to represented as c(Qy1(t)) = [co0(X(t)), . .,cp_ (X1(t))]T, where i (t) is the Direction-of-Arrival of the l-th multipath ray. The components of c(ol (t)) are given as cp((> (t)) = fp(0 (t)) exp(j27A>-(e(01(t)), rp)) with A, e(01(t)), and fp(01(t)) denoting the wavelength, the unit vector in R2 pointing in the direction 01 (t), and the complex electric field pattern of the pth sensor, respectively. Channel model (1) can be used as a basis for different channel parameter estimation algorithms.
However, eq. (1) cannot be applied directly to the measured data.
Practically, channel impulse responses (IR) are obtained using channel sounding that produces sampled representations of the channel impulse responses and include the influence of the sounder hardware. Thus, post-processing is needed to estimate the channel parameters from the measured data. An example of the measured SIMO impulse response is shown in Fig. 1 Estimation of the multipath parameters {a1,T1, bil, 01 } from the measurement data has been extensively studied [13] . The most popular methodologies could be grouped into three major categories: spectral estimation (MUSIC), parametric subspace-based estimation (ESPRIT or unitary ESPRIT), and deterministic parametric estimation (SAGE) [14] . The latter is more suited for our application, since SAGE allows to jointly find the ML estimates of the multipath parameters and can be extended, if needed, to estimate other multipath parameters, like polarization and Direction-of-Departure in the MIMO case. For other methods the joint estimation might be computationally more expensive as compared to the SAGE. Unfortunately, the iterative nature of the SAGE algorithm requires a good initialization. However, in sequential processing, when SIMO channels arrive one after another, SAGE can be initialized using estimates obtained at the previous steps. Due to space limitations, the basic steps of the SAGE algorithm are not presented here and the interested reader will find a detailed algorithm description in [14] .
The crucial point in wireless channel parameter estimation is the number of multipath components L. Generally, for real measurements, the number of multipath components may vary with time. This presents a substantial difficulty not only for parameter estimation algorithms, but also for parameter tracking. The number of multipaths can be estimated 'on-line', if desired, using information-theoretic criteria [15] . Accommodation of this situation goes beyond the scope of the presented work. To account for it we will simply fix L to a number large enough to capture the most dominant waves.
In Figure 2 we present the scatter plot of the estimated multipath parameters for the time-varying SIMO channels. To generate the plot, a block of 5 consecutive SIMO channel snapshots was used to estimate L = 20 dominant multipath components with the corresponding parameters. Assuming a velocity of lm/s the timeaxis in Fig. 2 has been re-scaled in wave-lengths to demonstrate the spatial channel variation.
Unfortunately, parameter estimation algorithms do not provide any ordering information on how to associate the multipath components at time n -1 with those at time n. In order to be able to learn the parameter dynamics for prediction purposes, it is necessary to reconstruct this ordering, i.e., to associate the consecutive parameter estimates that correspond to the same physical multipath component over time.
B. Parameter tracking
In general, parameter tracking/association is not a trivial problem since there is no a priory model that can be used to ease this task. However, this model can be constructed iteratively, as the algorithm proceeds. Indeed, the sought predictor is the needed model of the track dynamics. Our solution lies in coupling prediction with the dynamic programming techniques for searching the optimal parameter associations. For tracking purposes it might be advantageous to consider only a subset of all the estimated multipath components. The difficulty in parameter tracking is that some tracks may cease to exist, while others are born. Instead of introducing the 'death-birth' process to model these situations, we settle for such tracks that will not disappear within the observation window, or if they do, the effect on the predictor will be minimal. 
Should we have just a single track, i.e., K = 1, the optimal solution could be found using the Viterbi algorithm. However, in our case all of the K tracks have to be simultaneously associated with L candidates, which makes the problem more difficult. Problem (2) can be solved using standard linear programming techniques (see, for example, [16] ). In our experiments the cost function f(, ) is selected as a weighted3 Euclidean distance, however more sophisticated costs can be imaged. In all the experiments the forgetting factor was set to ,u = 0.995.
C. Hypermodel learning and parameter prediction
In our case, the hypermodels Hk are used not only to make predictions of the channel components, but also as a part of the data tracking/association scheme. This makes both very dependent on each other: proper parameter tracks are needed to learn the 'correct' hypermodel, and a correct hypermodel is needed to solve the data association problem. Since the data (multipath parameter estimates) arrive sequentially, it makes sense to adopt Bayesian sequential methods for building predictors. The individual multipath components supposedly have simpler dynamics than the full SIMO channel. Thus predictors based on linear models can be sufficiently accurate.
As our experiments show, the delays, Doppler frequencies, and DoA's trajectories can be well represented by simple local linear trends. Amplitudes however vary much stronger, thus requiring more elaborate models. We propose to use two different Kalman filters (KF) for parameters tracking and prediction for each track. The corresponding filter structures are described below.
1) Tracking of the delay, Doppler frequency and DoA: The tracking of these parameters can be accomplished with a simple damped linear trend KF [17] . For a single track, the state-space representation of this filter for the delay tracking is given as ( [1[n] is the smoothed estimate of the multipath delay T[n] and v, [n] is the slope of the linear trend. The coefficient 6, < 1 is a damping factor of the trend extrapolator. It is has been shown [17] that for an i-step ahead predictor based on the information up to the moment of time n, (3) Although our model is assumed to be deterministic, the actual observations are not since in reality multipath parameters cannot be estimated with zero variance. Since parameter estimates provided by SAGE are unbiased and consistent [14] , the disturbances E, [n] can be thought as white Gaussian estimation noise. State noise , [ [n] is chosen to be close to zero since we assume a deterministic model for the parameter variation.
2) Tracking amplitudes: In power prediction we are mostly interested in accurately predicting the evolution of the amplitudes since they capture how much power a multipath component possesses. In order to achieve this goal more complicated predictors are required. In this paper, we will utilize an adaptive linear predictor in the following form: Here we propose to use two adaptive schemes to learn the predictor coefficients. The first one is based on the standard Recursive Least Squares (RLS) algorithm [18] . The second one, similarly to the tracking of the delays and the other parameters, utilizes the KF framework. For L 1 we can represent the predictor in state-space form as follows:
This formulation is also known as the Joint Extended Kalman Filter (EKF). It can be seen that it forms a bilinear state-space representation and this necessitates the usage of the EKF (see [19, The substantial distinction between these two approaches is that RLS-learned predictor is trained for a particular prediction horizon L, while in case of the EKF-learned predictor the forecasts for L > 1 are obtained by recursive application of (5) L times.
IV. SOME PREDICTION RESULTS FOR MEASURED CHANNELS Now, we have all the ingredients to perform prediction of the measured data. Assuming the data has been sampled at the Nyquist rate, we upsample the obtained channels by the factor of 5. This is done to ease the parameter association/tracking step. Then, for each block of 5 SIMO channel snapshots, L = 20 parameters were estimated and K = 5 strongest components were followed over time. Figure 4 shows the reconstructed tracks for a time-varying situation when the mobile moves over a distance of 10 wavelengths4. For both predictors the filter order was set Q = 3 samples.
In order to evaluate the prediction performance, we introduce the notion of the naive predictor. If our RLS-or EKF-learned predictor is based on (4), the naive predictor in both cases assumes that 
where true is the variance of the true signal that is to be predicted, and (72aive, o-A2S, and 072kf are the variance of the prediction error for the naive, RLS-, and EKF-learned predictors, respectively. It should be noted, that the prediction error is generally non-stationary due to the possible non-stationary behavior of the reconstructed tracks. This would make the prediction error to be good for some segments, but worse if the predictor has to re-learn the data. To accommodate this situation we segment the error signals into chunks equivalent to 4A and compute (6) for each individual segment. The obtained results are then averaged over the whole data sequence. In Figure 5 one can see the performance of the proposed predictors for different prediction horizons. We plotted the PG's for the strongest multipath component, as well as those averaged over the other components. It can be seen that with the RLS-learned predictor it is possible to achieve prediction horizons with positive prediction gains up to 3A. As compared to [6] We also see that for short prediction horizons both predictors give similar results. However, the iterated EKF-based predictor is not able to forecast far into the future. Shortening of the prediction horizon in this case is due to the stability issues that arise when (5) is iterated many times. We also observed that increasing the length of the predictor, i.e. using Q > 3, does not significantly improve the prediction performance. This fact supports our assumption that the multipathbased approach to channel prediction reduces the complexity of the required predictor, which is an advantage if such a system is to be implemented in a hardware.
V. CONCLUSIONS In this work we presented an algorithm for predicting fading in wireless communication channels. Unlike previous works where the taps of the sampled channel IR were used to train predictors, we decided to first extract the individual multipath components, thus alleviating the fading effects at the first place. The forecasts are then done for each extracted multipath. This significantly decreases the complexity of the resulting predictors and extends the prediction horizons. Although this approach requires proper tracking to reconstruct the multipath dynamics, it allows to predict the channel parameters as far as three wavelengths into the future, which would correspond to almost half a meter distance in our case, even for low spatial channel sampling. It should be stressed, however, that dense spacial sampling is important for proper parameter association and tracks reconstruction. The obtained prediction results prove that the new method can be considered for channel prediction, however more elaborate comparison with other methods in terms of overall predictor complexity is still needed. The proposed method can also be extended to wideband MIMO, as well as SISO and MISO channels, and it can be used not only to predict the power variations of the multipath components, but also to predict the full structure of the impulse response. This substantially widens the applicability of the proposed algorithm. 
