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Abstract
For a class of population models of competitive type, we study the asymptotic behavior of the
positive solutions as the competition rate tends to inﬁnity. We show that the limiting problem
is a remarkable system of differential inequalities, which deﬁnes the functional class S in (2).
By exploiting the regularity theory recently developed in Conti et al. (Indiana Univ. Math. J.,
to appear) for the elements of functional classes of the form S, we provide some qualitative
and regularity property of the limiting conﬁgurations. Besides, for the case of two competing
species, we obtain a full description of the limiting states and we prove some quantitative
estimates for the rate of convergence. Finally, we prove some new Liouville-type results which
allow to have uniform regularity estimates of the solutions.
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1. Introduction
A central problem in population ecology is the understanding of the interactions
between biological species. To this aim, different models based on reaction–diffusion
equations can be successfully employed, in particular to investigate phenomena of
coexistence and exclusion of competing species. Several theoretical studies have been
carried out mainly for competition models of Lotka–Volterra type, in the case of two
competing species, see e.g. [2,9,18–21,24–26]. In these papers, the main point is to
investigate the existence of spatially inhomogeneous solutions; in most cases, the pattern
formation is shown to be driven by the presence of different diffusion rates when
the coefﬁcients of intra-speciﬁc and inter-speciﬁc competitions are suitably related.
Recently, also the case of three competing densities, which is far more complex, has
become object of an extensive investigation [12,13,22,23]. A different approach to
the occurrence of nontrivial solutions for models of Lotka–Volterra type, consists in
studying the pattern formation driven by strong competition, see [10,11,15–17]. It turns
out that the presence of large interactions of competitive-type produces, to the limit,
the spatial segregation of the densities. In other words, in the limiting conﬁgurations
all the populations survive, but have disjoint habitats. The objective of this paper is to
improve the understanding of the spatial segregation phenomenon governed by strong
competition. To this aim, we consider the following model.
Let  ⊂ RN be a connected, open-bounded domain with smooth boundary  and
let k  2 be a ﬁxed integer. We consider the system of k differential equations
{−ui(x) = −ui(x)∑
j =i
aij uj (x)+ fi(x, ui) x ∈ ,
ui(x) = i (x) x ∈ 
(1)
for i = 1, . . . , k. This system governs the steady states of k competing species coexisting
in the same area . Here ui represents the population density of the ith species,
whose internal dynamic is prescribed by fi ; the positive constants  · aij determine the
interaction between the population ui and uj , which is possibly asymmetric. Besides,
the boundary data i are positive W 1,∞()-functions with disjoint supports, namely
i · j = 0 for i = j , almost everywhere on .
In our model, the interspeciﬁc competition rate  > 0 has to be regarded as a large
parameter, and the major goal of the paper consists in analyzing the behavior of the
positive steady states of (1) (i.e. solutions where ui > 0 for all i), as  tends to
inﬁnity. For the sake of simplicity, in the course of this investigation we shall assume
fi ≡ 0 for all i. The reader could easily extend all the results contained in the paper,
with the exception of Sections 4 and 5, also in presence of large class of nontrivial
dynamics fi .
The segregation phenomenon has already been observed in literature, mainly in the
case of two competing densities. Recently, suitable free boundary problems have been
studied in connection with the asymptotic behavior of some models of population
dynamics with diffusion, see in [14,16,28]. In the present paper, we suggest a different
approach for the study of the limit conﬁgurations, which applies to systems with any
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number of densities. We associate to (1) the functional class
S =
(u1, . . . , uk) ∈ (H 1())k :
ui  0, ui | = i ,
ui · uj = 0 if i = j
−ui  0, −ûi  0
 (2)
where ûi := ui −∑j =i aijaji uj . At ﬁrst we establish that S contains all the asymptotic
limits of (1):
Theorem 1. Let (ui,) be a positive solution of (1). Then, there exists (ui) ∈ S such
that, up to subsequences, ‖ui, − ui‖H 1 → 0 as →∞.
Therefore, the class S is the natural framework where investigating the qualitative
properties of the asymptotic limits of highly competing diffusion systems. In the recent
paper [6,7] the authors have developed a theory concerning the regularity and the
properties of the free boundary of the elements of analogous functional classes. This
theory can be promptly used to give a description of the limiting conﬁgurations in
presence of symmetric coefﬁcients aij = aji . This is done in Section 3, where we also
discuss those results that can be adapted to the case of nonsymmetric interactions.
A main part of the paper is devoted to perform the asymptotic analysis as →∞.
In the case of two species, we are able to provide both a full description of the limits
and precise quantitative estimates for the rate of convergence. Our main result reads as
follows.
Theorem 2. Let k = 2 and let  be the harmonic extension on  of the boundary data
1−2. Then, for every  > 0, problem (1) has a unique positive solution u1, > +,
u2, > −. Moreover, if we set 1 = +, 2 = −, there exists C  0 such that
1/6 · ‖ui, − i‖H 1()  C as →∞.
This analysis is carried out in Section 5, in light of the existence and uniqueness
results obtained in Section 4 for the same system of 2 equations on the whole of RN .
Besides, we prove that the convergence of ui, to ± is actually the most regular
possible, in the sense that the Lipschitz constants of ui, are independent of .
Theorem 3. Let k = 2 and let (ui,) be a positive solution of (1) at ﬁxed  > 0. Then
there exists L > 0 such that
sup
x,y∈
ui,(x)− ui,(y)
|x − y| < L
for all i = 1, 2 and for all  > 0.
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The case of three or more competing species is far more complex. It seems to
be hopeless to provide explicit formulae for the limiting densities, and the rate of
convergence to the ﬁnal conﬁguration is no longer available. Nevertheless, besides
some qualitative properties of the limiting state, that we already discussed, we can
prove uniform regularity estimates of the solutions. Precisely, in Section 6, we show
that the Hölder constants of any order  ∈ (0, 1) of ui,, are independent of .
Theorem 4. Let (ui,) be any solution of (1) at ﬁxed  > 0. Let  ∈ (0, 1). Then there
exists L > 0 such that
sup
x,y∈
ui,(x)− ui,(y)
|x − y| < L
for all i = 1, . . . , k and for all  > 0.
The proof relies on a blow-up procedure and on some new Liouville-type results
proved in Section 7. Namely, we show that the system (1) on RN cannot have positive
solutions which are Hölder continuous.
Theorem 5. Let k  2 and let U = (u1, . . . , uk) be a solution of−ui(x) = −ui(x)
∑
j =i
aij uj (x), x ∈ RN,
ui(x)  0, x ∈ RN
for every i. Let  ∈ (0, 1) such that
max
i=1,...,k sup
x,y∈RN
|ui(x)− ui(y)|
|x − y| <∞.
Then, k − 1 components annihilate and the last is a nonnegative constant.
An analogous nonexistence result holds true in the class S as well, see Theorem 7.3.
In order to establish our Liouville results, we need to provide suitable monotonicity-
type formula, on the line of [1,3], which applies to the solutions of (1) and to the
element of S, for any k and in any dimension. Similar results when N = 2 have been
recently proved in [8].
2. Existence and asymptotic behavior
In this section, we ﬁrst prove that (1) has a positive solution at any ﬁxed  > 0; then
we perform the asymptotic analysis as  → ∞, in order to derive a suitable limiting
problem for our population model.
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Our approach to existence relies on the application of Leray–Schauder degree theory
(see for instance [29]). As a ﬁrst step, we need some apriori estimates for the solutions
of (1). To this aim, let U = (u1, . . . , uk) be a solution of (1) at ﬁxed . Since the r.h.s
of the equation for ui is non positive, we immediately obtain that
−ui  0 in . (3)
Let us now deﬁne, for all i:
ûi := ui −
∑
j =i
aij
aji
uj .
A straightforward calculation leads to
−ûi = 
∑
j =i
aij
aji
∑
h=j
ajhujuh
and provides an opposite inequality for ûi :
−ûi  0 in . (4)
Functions satisfying the above differential inequalities exhibit some remarkable bound-
edness properties that will be useful both in proving the existence and in studying the
asymptotic behavior of the solutions to (1) as →∞. For this reason let
F := {U ∈ (H 1())k : ui  0 such that (3), (4) hold, ui = i on 
∀i = 1, . . . , k}.
The functions in F share the following properties.
Lemma 2.1. Let i be the harmonic extension on  of the boundary datum i and
let us denote by i the harmonic extension on  of ̂i := i −
∑
j =i
aij
aji
j . Then,
for all U ∈ F and for all i = 1, . . . , k, it holds
(i) i  ûi  ui  i on ,
(ii)  i 

 ui 

 i on ,
(iii) F is bounded in (H 1())k .
Proof. Since ûi satisﬁes {−ûi  0 in ,
ûi = ̂i on ,
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then, by the maximum principle, it holds ûi  i in  and


ûi 


i on . (5)
Now note that if x ∈  and ui(x) = i (x) > 0, then uj (x) = 0 for all j = i: this in
particular ensures  uj (x)  0 (recall that uj  0). Using this information in (5) we
obtain the chain of inequalities:


ui(x) 
∑
j =i
aij
aji


uj (x)+  i (x) 


i .
In an analogous way, by the equation −ui  0, we immediately have that ui  i
and


ui 


i .
In order to prove the boundedness of F , let U be ﬁxed and consider the inequality
−ui  0. Multiplying by ui and then integrating we obtain
∫

|∇ui |2 −
∫

i


ui  0.
Since  ui 

 i , then ‖ui‖H 1() is bounded by a constant depending only on the
data. 
Now we are ready to prove the existence of solutions. We have
Theorem 2.1. For every ﬁxed  > 0 there exists at least one solution U of (1).
Moreover, U is of class W 1,∞() and it belongs to the class F .
Proof. As already observed, every solution of (1) belongs to F . Besides, the standard
regularity theory for elliptic PDE ensures that every solution is W 1,∞ and hence of
class C0,, for every 0 <  < 1. To prove the existence, we perform the change of
variables vi := ui − i (with i as in the previous theorem), so that vi = ui and
vi vanishes on . It is easy to see that ﬁnding positive solutions to our problem is
equivalent to solving the ﬁxed point equation
V − LF(V ) = 0, (6)
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where V = (v1, . . . , vk) ∈ (C0,())k (with  ﬁxed),  = 1 and
L : (C0,())k −→ (C2,0 ())k ⊂ (C0,())k (LV )i = (−)−1vi,
F : (C0,())k −→ (C0,())k (F (V ))i = −(vi + i )+∑
j =i
aij (vj + j ).
Let W be any possible solution of (6) for a ﬁxed  ∈ [0, 1]. Then, apart from a change
of variables, it solves (6) and it belongs to F . Thus, by Lemma 2.1, we know that
F(W) is bounded in L∞. Since L is compact, then LF(W) is bounded in (C0,)k ,
not depending on . As a consequence, since W = LF(W) by assumption, there
exists R > 0 such that, if BR denotes the ball of center 0 and radius R in (C0,)k ,
then
V − LF(V ) = 0 for every V ∈ BR for every  ∈ [0, 1].
By standard degree arguments (recall that degree theory trivially applies to the map
I − LF ) we obtain
deg(I − LF,BR, 0) = deg(I, BR, 0) = 1.
Now the theorem follows in a standard way. 
Now that we have a solution for every ﬁxed  > 0, we are interested in their behavior
as  → ∞. We ﬁnd that a limit always exists (up to subsequences), and it belongs
itself to the class F .
Theorem 2.2. Let U = (u1,, . . . , uk,) be a solution of (1) at ﬁxed . Let  → ∞:
then, there exists U ∈ F such that, for all i = 1, . . . , k:
(i) up to subsequences, ui, → ui strongly in H 1,
(ii) if i = j then ui · uj = 0 a.e. in ,
(iii) −ui = 0 in the set {ui > 0}.
Proof. By applying Lemma 2.1, we immediately obtain the existence of a weak limit
U such that, up to subsequences, ui, ⇀ ui in H 1. The weak limit U belongs to
F , since the differential inequalities (3) and (4) for ui, pass to the weak limit, and
moreover the compact embedding H 1() ⊂ H 1/2() provides ui = i on .
Let us now multiply the differential equation for ui, with ui, itself and integrate
on : ∫

|∇ui,|2 −
∫

i

 ui, = −
∫

u2i,
∑
j =i aij uj,.
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By Lemma 2.1 again, we know that the l.h.s is bounded independently of : then,
letting →∞ forces
∫

u2i,
∑
j =i
aij uj, → 0.
This implies ui,(x) · uj,(x)→ 0 a.e. in  when i = j , and consequently ui · uj = 0
a.e. in . In particular, this provides ûi = ui on {ui > 0} and consequently it holds
−ui = −ûi  0 on {ui > 0}. Since the opposite inequality is satisﬁed for ui on the
whole domain, assertion (iii) is proven.
In order to prove that the convergence to U is in fact strong in H 1, let us test the
inequality −ûi  0 with ui : then
∫

|∇ui |2 −
∫

i


ui  0. (7)
On the other side, by −ui,n  0 tested with ui,n it holds
∫

|∇ui,n|2 −
∫

i


ui,n  0. (8)
Since  ui,n →  ui in L2(), passing to the limit in (8) and using (7) we obtain∫

|∇ui |2  lim sup
∫

|∇ui,n|2.
This ﬁnally provides ui,n → ui strongly in H 1. 
3. Qualitative properties of the asymptotic limits
By Theorem 2.2, all the asymptotic limits of the solutions of problem (1) belong to
the functional class S deﬁned in the introduction. A very similar class was introduced by
the authors in [7] in connection with some optimal partition problems. In that paper,
functions in S were shown to enjoy regularity and qualitative properties of various
nature. Compared with the deﬁnition of the class S given in [7], in the present paper
we consider a slight change in the “hat” operation there (namely, ûi = ui −∑j =i uj ).
This allows to take into account the presence of the coefﬁcients aij in (1), where
possibly aij = aji . Nevertheless, some of the results in [7] (cf. Sections 6–8, 9.1, and
the ﬁrst part of Section 9.2) can be proven also for the class S in (2), with trivial
changes. We list all these results below, referring to [7] for the proofs. From now
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on, (u1, . . . , uk) will denote a limiting conﬁguration of solutions to (1) as  → ∞,
according to Theorem 2.2. Let us ﬁrst recall a deﬁnition.
Deﬁnition 3.1. The multiplicity of a point x ∈  is
m(x) = ! {i : meas ({ui > 0} ∩ B(x, r)) > 0 ∀ r > 0} .
Theorem 3.1. The function U :=∑ki=1 ui veriﬁes the following properties:
• U is Lipschitz continuous in the interior of ; if  is of class C1, then U ∈
W 1,∞(),
• let x ∈  such that m(x) = 2. Then, if
lim
y→x
ui (y)>0
∇ui(y) = − lim
y→x
uj (y)>0
∇uj (y).
In dimension N = 2, we can prove some topological properties of the segregated
conﬁguration induced by U. Namely
Theorem 3.2. Let N = 2. Then the following properties hold true.
• Let x0 ∈  such that m(x0) = 2. Then ∇U(x0) = 0 and the set {x : m(x) = 2} is
locally a C1-curve through x0.
• Let x0 ∈  such that m(x0)  3. Then |∇U(x)| → 0 as x → x0. Besides, there
exists {xn} ⊂  such that m(xn) = 2 and xn → x0.
If furthermore, the interactions between the species are symmetric, then more is true.
Theorem 3.3. Let N = 2 and aij = aji for all i, j = 1, . . . , k. Assume furthermore
that each {ui > 0} is connected: then the following hold:
• The set {m(x)  3} consists of a ﬁnite numbers of points.
• Let x ∈  such that m(x) = h. Then, U admits a local expansion around x of the
following form:
U(r, ) = r h2
∣∣∣∣cos(h2 (+ 0)
)∣∣∣∣+ o(r h2 ) (9)
as r → 0, where (r, ) denotes a system of polar coordinates around x.
• The set {m(x) = 2} consists in a ﬁnite number of C1-arcs ending either at points
with higher multiplicity, or at the boundary .
The proof of Theorem 3.3 strongly depends on the validity of global differential
equations for certain auxiliary functions related to the symmetric uˆi , as deﬁned in [7].
In the case of nonsymmetric interactions, global equations are no longer available, and
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we cannot recover the validity of those qualitative properties of U. As a matter of fact,
numerical computations seems to show that when more than two populations meet,
the segregated states induced by the strong competition in presence of nonsymmetric
interactions, exhibit a truly different behavior when compared with the segregation in
the symmetric case. In particular, the representation formula (9), asserting that the zero
set departing from a multiple point is made up by straight lines which share the angle
in equal parts, seems to be false. We intend to return on this in a subsequent paper.
4. The case of two densities: the problem on RN
In this section we restrict our studies to (1) in the case of two competing species.
At ﬁrst, we study the model on the whole of RN and we establish some existence and
uniqueness results for nontrivial solutions at ﬁxed . This analysis will be crucial in the
next section when performing the asymptotic study of the solutions of (1), as →∞.
In order to simplify the notations, throughout the section we assume a12 = a21 =  = 1
(this is equivalent to choose as new unknowns the functions a21u1, a12u2). In this
setting, our problem becomes
−u1(x) = −u1(x)u2(x) x ∈ RN,
−u2(x) = −u1(x)u2(x) x ∈ RN,
ui(x) > 0 x ∈ RN.
(10)
Subtracting the two equations, we obtain
u1 − u2 = ,
where  is an harmonic function on RN . With this notation, writing u = u1, system
(10) becomes equivalent to
−u = −u(u− ), u > + on RN. (11)
We start proving that  cannot be constant.
Lemma 4.1. Let C  0. Then the equation
−u = −u(u− C), u > C
has no solution deﬁned on the whole RN .
Proof. Let u > C be a solution of the equation. We deﬁne
(r) := −
∫
Br
u,
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where Br is the ball with center in the origin and radius r. Recalling that −
∫
u2  (−∫ u)2,
we have
′′(r)+ N − 1
r
′(r)  2(r)− C(r)
with (0) =: 0 > C, ′(0) = 0, and we want to prove that all the solutions of this
class of initial value problems explode for ﬁnite r. In a standard way, the left-hand side
can be written as r1−N(rN−1′(r))′. Using this fact and trivial sign considerations, we
have that ′ is nonnegative on the subinterval of [0,+∞) where it is deﬁned, and
hence (r)  0. We choose a positive constant k in such a way that s2 − Cs  ks2
whenever s  0. We ﬁnally obtain (rN−1′)′  k2. We claim that
(rN−1′)′  k2,
(rN−1′)′ = k2,
(0) > (0),
′(0) = ′(0) = 0
implies (r) > (r) where they are deﬁned. From this the lemma will easily follow,
since, as it is well known, all the regular positive radially symmetric solutions of
u = ku2 blow up on bounded domains. To prove the claim, let w(t) = (t)− (t).
We have  (r
N−1w′)′  k(+ )w,
w(0) > 0,
w′(0) = 0.
Let by contradiction R be such that w(t) > 0 on [0, R), w(R) = 0. As a consequence,
rN−1w′ is strictly increasing on [0, R], and thus w′(R) > 0. But this is incompatible
with the deﬁnition of R. 
Let us now restrict our attention to the case N = 1. Since  is harmonic and
nonconstant, it is afﬁne, and hence, after a suitable change of variables, we can take
(x) = x.
We have
Lemma 4.2. The equation
−u′′ = −u(u− x), u > x+ on R (12)
has an unique solution . Moreover (x) = O(ex) as x → −∞, (x) − x = O(e−x)
as x →+∞, (x) = x + (−x) and  is a strictly increasing convex function.
Proof. As a ﬁrst remark, we notice that if u(x) is a solution (respectively, a subsolution
or a supersolution) of (12), then also x+u(−x) is a solution (respectively, a subsolution
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or a supersolution) of (12); therefore, if we prove the uniqueness of the solution,
then the symmetry property will follow. To prove the existence, we exhibit a global
subsolution and a global supersolution for (12), that constitute an ordered pair. We have
that u(x) := x+ is a subsolution of (12) in the sense of distributions; indeed, 0 and x are
solutions, and u(x) = max{0, x}. On the other hand, simple calculations show that ex
is a supersolution. As a consequence, we have that also x+ e−x is a supersolution, and
thus u(x) := min{ex, x+ e−x} is a supersolution of (12). Since obviously u(x) > u(x),
we obtain the existence of a solution  such that u(x) < (x) < u(x), and thus  has
the required decadence properties at ±∞. It remains to prove that  is unique and that
′ is positive on R.
To start with, we will prove that any 	 solution of (12) is strictly increasing and
shares with  the same limits at ±∞. The uniqueness of  will then follow from the
maximum principle.
Since 	(x) > x+, clearly 	′′(x) > 0 on R. We want to prove that also 	′(x) > 0 on
R. Let by contradiction x0 < 0, 	(x0) =: 	0 > 0, 	′(x0) =: 	′0 < 0. We recall that, if v
is such that v′′  v(v−x) for x  x0, v(x0)  	0, v′(x0)  	′0, then 	(x)  v(x) on the
subinterval of (−∞, x0] where they are deﬁned (this can be shown using elementary
comparison argument; the proof, as a matter of fact, is very similar to the one of
the (more complicated) analogous result in the proof of Lemma 4.1). But, if we set
v(x) := 6/(x − A)2, then v′′ = v2  v(v − x) for x  x0 (recall that x0 < 0), and
v(x0)→ 0+, v′(x0)→ 0− as A→−∞. As a consequence, we can choose A such that
	(x)  v(x) on the left of x0, and thus 	(x) blows up on the right of A, a contradiction.
Hence, we know that 	(x), 	′(x) and 	′′(x) are all strictly positive on R (in particular,
this is true also for ). We deduce that 	′(x) → 0+ as x → −∞, and, recalling
the equation, also 	(−∞) = 0+. Hence, we have shown that every solution of (12)
annihilates at −∞; in particular, this is true also for 	(−x) + x, and we deduce that
	(x)−x annihilates at +∞. Finally, let w(t) := 	(t)−(t) and assume by contradiction
that w(t) /≡ 0. By the previous considerations, w(−∞) = w(+∞) = 0, and thus w
achieves either a positive maximum or a negative minimum in some point x¯. But
subtracting the equations we obtain w′′(x¯) = (	(x¯)+(x¯)− x¯)w(x¯), and this is clearly
a contradiction to the fact that 	+ − x is strictly positive on R. 
Now we take into account the problem on RN in any dimension, that is, Eq. (11).
In this situation we cannot expect to extend straightforward the results we obtained in
the case N = 1; the reason, in fact, is that when N  2 there is a great variety of
harmonic functions on RN . In the following Lemma, we will prove an existence result
for a class of harmonic functions (containing, for example, the harmonic functions 
growing at inﬁnity in a polynomial way). Next, we will prove an uniqueness result in
the class of globally Lipschitz solutions.
Lemma 4.3. Let  /≡ C an harmonic function on RN such that
sup
x∈RN
|∇(x)|2 + (x)
cosh((x))
M < +∞.
Then problem (11) has at least a solution.
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Proof. As before, we look for ordered global subsolutions and supersolutions. First,
we observe that u := + is a subsolution, indeed 0 and  are solutions and u(x) =
max{0,(x)}. Moreover, since  /≡ C,  must change sign on RN and thus u is a
proper subsolution and the possible solution u verify u(x) > +(x) on RN . On the
other hand, we assume without loss of generality that M  1 and we deﬁne u :=
M cosh((x)). Through standard calculations one can easily verify that u(x) > u(x)
for every x. If we show that u is a supersolution, the lemma will follow. Since u is
smooth, we can verify the inequality pointwise using directly the equation. Recalling
that, by assumption, |∇(x)|2 M cosh((x))− (x), we obtain
−u(x) = −M|∇(x)|2 cosh((x))
 −M cosh((x))(M cosh((x))− (x)) = −u(x)(u(x)− (x)),
and this concludes the proof of the lemma. 
As we mentioned before, in general we are not able to prove uniqueness for the
solutions of (11), and, by the previous lemma, we know that (10) has many families of
solutions. Nevertheless, we can prove uniqueness of globally Lipschitz solutions. Let
(u1, u2) a globally Lipschitz solution of (10); then  = u1 − u2 is globally Lipschitz.
We recall that a globally Lipschitz harmonic function must be afﬁne (indeed any of
its directional derivatives is harmonic and bounded, and hence constant). Hence, after
a suitable change of variables, we can assume (x) = x1 (where x = (x1, . . . , xN) =
(x1, x′)). Obviously in this setting the function u(x) = (x1), where  is deﬁned as in
Lemma 4.2, is a globally Lipschitz solution of our problem. According to the following
result, this will be the only Lipshitz solution of (11).
Theorem 4.1. Let  be harmonic and globally Lipschitz on RN (that is,  is afﬁne).
Then there exists exactly one solution u of (11) such that u is globally Lipschitz on RN .
In particular, the only globally Lipschitz solution when (x) = x1 is u(x) = (x1).
To prove this result we need to apply a technical lemma that will be useful also in
the following sections.
Lemma 4.4. Let B2R ⊂ RN be any ball of radius 2R, and BR the ball of radius R
sharing the center with B2R . Let A, M be two positive constants and u ∈ H 1(B2R) be
such that 
−u  −Mu on B2R,
u  0 on B2R,
u  A on B2R.
Then for every  ∈ (0, 1) there exists C > 0 (not depending on M, A and R) such
that
‖u‖∞  CAe−R
√
M on BR.
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Proof. To start with, we claim that

′′(r)+ N − 1
r
′(r) = M
(0) =  > 0
′(0) = 0
⇒

′(r) > 0, r ∈ [0,+∞),
(r)  er
√
M, r ∈ [0,+∞),
(r)  r
N−1
0
2er0
√
M
er
√
M
rN−1
, r ∈ [r0,+∞),
(13)
where r0 > 0.
To prove the claim, we observe that  is deﬁned on [0,+∞) (the equation is
linear) and that  > 0, ′ > 0 on (0,+∞) (indeed, as before, if by contradiction
 is positive on [0, R) and (R) = 0 then ′(R)  0; on the other hand, since
(rN−1′)′ = MrN−1, then rN−1′ is strictly increasing on [0, R] and hence ′(R) >
0, a contradiction). Now, since ′ is positive, we have ′′ M and hence, using
the initial conditions and comparison arguments, (r)  er
√
M
. Finally, we deﬁne
¯(t) := rN−1(r); computing, we have ¯′′ M¯, ¯(r0)  rN−10 , ¯′(r0)  0. Using
again comparison arguments, we obtain ¯(r)  rN−10  cosh((r−r0
√
M), and the claim
follows:
Now let  be the solution of

′′(r)+ N − 1
r
′(r) = M,
(2R) = A,
′(0) = 0.
Clearly  satisﬁes the assumptions in (13) for a suitable . If we let v(x) = (|x−x0|),
where x0 is the center of B2R , then by construction we have that v is a radially symmet-
ric function with −v = −Mv on B2R , v = A on B2R , and hence, by the maximum
principle, 0  u(x)  v(x) on B2R . Moreover, since  is an increasing function, if we
prove that (R)  C,RAe−
√
M
, then we will obtained the required bound for ‖u‖∞
and the proof of the lemma will be concluded. Using the third inequality in (13) and
choosing r0 = 
R, 
 ∈ (0, 1), we obtain
A = (2R)  

N−1RN−1
2e
R
√
M
e2R
√
M
2N−1RN−1
,
that gives
  A 2
N

N−1
e(−2+
)R
√
M.
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Substituting in the second inequality in (13), we ﬁnally have
(R)  A 2
N

N−1
e(−1+
)R
√
M,
that, setting  = 1− 
, provides the desired inequality. 
Proof of Theorem 4.1. Let u a globally Lipschitz solution of (11) with (x) = x1.
We will prove that
u
xi
≡ 0 ∀i = 1;
from the uniqueness of  as solution on R (see Lemma 4.2) the lemma will follow.
Fix M  1. We start proving that there exist positive constants A,  < 1, not depending
on M, such that
x1  −M ⇒ 0 < u(x)  Ae−
√
M. (14)
To this aim, let B3 ⊂ RN be a ball of radius 3 such that for every x ∈ B3 we have
x1  −M , and B2 and B1 the balls with the same center and radius, respectively, 2
and 1. We will prove the required inequality for every point such that x1  −M − 2;
since u is Lipschitz, the reader will easily see that, possibly changing the constant A,
one can obtain the inequality up to x1  −M . Let (x) a smooth cut-off function such
that (x) ≡ 1 on B2 and (x) ≡ 0 outside B3. Multiplying the equation with 2u and
integrating we obtain
0 =
∫
B3
(∇u · ∇(2u)+ 2u2(u− x1)) =
∫
B3
(2|∇u|2 + 2u∇u · ∇+ 2u2(u− x1)).
Since |2u∇u · ∇|  (M/2)(u)2 + (2/M)(∇u · ∇)2, we obtain
∫
B3
2|∇u|2 +
∫
B3
2u2
(
u− x1 − M2
)
 M
2
∫
B3
(∇u · ∇)2.
Using the fact that u is globally Lipschitz, we deduce that the right-hand side is
bounded. Recalling that −x1 M , we can then write∫
B3
M
2
2u2  C,
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that implies ∫
B2
u2  C
M
.
Since M has been ﬁxed larger than 1, we obtain the existence of a point x0 ∈ B2
such that u(x0)  C not depending on M. Using the fact that u is Lipschitz, we
have that u is bounded on B2, not depending on M and on the position of B2. But
now, since u − x1 M on B2, we are in a condition to apply Lemma 4.4 obtaining
|u(x)|  Ae−
√
M
, and (14) is proved.
Arguing in the same way, an analogous inequality can be written for u − x1 when
x1 M . Recalling that u is Lipschitz, we ﬁnally obtain
0 < u(x)− x+1  C on RN.
Now let j = 1. We want to prove that
|x1| M ⇒
∣∣∣∣u(x)xj
∣∣∣∣  Ae−√M. (15)
Let w := u(x)xj ; we have that −w = (−2u+ x1)w. Since |x1| M and u > x
+
1 , we
obtain −2u+ x1  −M . Taking the absolute values, we have
−|w|  −M|w| on B2,
|w|  0 on B2,
|w|  L on B2,
where L is the Lipschitz constant of u and B2 any ball of radius 2 contained in
{|x1| M}. Lemma 4.4 applies again and (15) follows.
Now we are ready to prove the lemma. We want to show that w(x) ≡ 0. Since
w(x) and w(x) have always the same sign, w(x) does not admit positive maxima and
negative minima. Assume by contradiction that w, for instance, is positive somewhere,
and let supRN w(x) =: 	 > 0. 	 cannot be achieved. Let (x(n)) be a sequence such
that w(x(n)) → 	. By (15) x(n)1 ∞, hence, up to a subsequence, we can assume
x
(n)
1 → x¯1. Let y(n) the projection of x(n) on the hyperplane {x1 = 0}, and deﬁne
un(x) = u(x − y(n)). Since y(n)1 = 0, we have
−un(x) = −un(x)(un(x)− x1).
Moreover we know that u − x+1 , u(x)xi are bounded on R
N ; by Ascoli’s Theorem
we have that un converges uniformly on compact sets to a limit u¯ that solves the
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equation on RN , and its jth partial derivative achieves its maximum in (x¯1, 0, . . . , 0),
a contradiction. 
We conclude the section with some asymptotic estimates. To this aim, we scale back
in problem (10) and we study the behavior of the solutions in dependence of . We
detail the procedure for N = 1, which is the case we need in the following section.
Let  be ﬁxed as in Lemma 4.2 and deﬁne, for every  > 0,
(x) = 
(
x

)
then ′(x) = ′
(
x

)
,
′′(x) = 1′′
(
x

)
.
(16)
It is clear that  solves
−′′ = −
1
3
( − x).
Actually, when  = −1/3, the evolution of  as  → 0 describes the behavior of
problem (1), when  = R and k = 2.
We introduce the Dirac distribution D, and the Heavyside function H, and recall that,
in distributional sense, we have H ′ = D. We want to prove the following lemma:
Lemma 4.5. As → 0 we have

′′ −D = O(1/2) = O(−1/6) in D′,
′ −H = O(1/2) = O(−1/6) in L2(R),
 − x+ = O(3/2) = O(−1/2) in L2(R).
Proof. If we denote by 〈·, ·〉D′D the duality pairing between the distributions and the
compact supported C∞ functions on R, for every  ∈ D we have
〈′′ −D,〉D′D
∫
R
(
H
(
x

)− ′ ( x ))′(x) dx
 1/2‖H − ′‖L2‖′‖L2 ,
‖′ −H‖L2 =
(∫
R |′(y)−H(y)|2 dy
)1/2
,
‖ − x+‖L2 = 
(∫
R |(y)− y+|2 dy
)1/2
. 
5. Two densities on a bounded domain
In this section, we carry on the asymptotic analysis of the solutions of (1) in the
case of two densities. As a result we shall give a complete proof of Theorem 2 stated
in the Introduction.
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As in the previous section, after a change of variables, we can assume a12 = a21 = 1
(this is equivalent to choose as new unknowns the functions a21u1, a12u2 and as new
data 1/a21, 2/a12). In this setting, the problem writes
−ui(x) = −u1(x)u2(x), x ∈ ,
ui(x) = i (x), x ∈ ,
ui(x) > 0, x ∈ ,
i = 1, 2.
(17)
We can write problem (17) in the equivalent form{−u(x) = −u(x)(u(x)− (x)), x ∈ ,
u(x) = (x), x ∈ , (18)
where u = u1 and  is the function deﬁned on the whole  as{
(x) = 0, x ∈ ,
(x) = 1(x)− 2(x), x ∈ .
5.1. Existence and asymptotic behavior
Theorem 5.1. For every positive  Problem (18) has a unique solution u > + with
‖u − +‖H 1() = O(−1/6) as →∞.
Proof. We ﬁrst prove the existence of u, and to do that we apply again the sub-
supersolutions method. Clearly u(x) := +(x) = sup{0,(x)} is a subsolution. Let 
be deﬁned as in (16). We deﬁne
u(x) := ((x)).
Since (t)  t+ we have u(x)  u(x) for every positive . Hence, to obtain the
solution u, we need to prove that through a suitable choice of  u is a supersolution
of (18). Recalling the properties of  and the fact that  = 0 on , we obtain
−u(x) = −′′((x)) · |∇(x)|2 −
|∇(x)|2
3
u(x)(u(x)− (x)).
Therefore, if we deﬁne L := ‖∇‖∞, we obtain that, choosing  = (L2/)1/3, u is
a supersolution.
Let us come to the uniqueness. Assume by contradiction the existence of two solu-
tions, u and v, and consider the differential problem for w = u − v: −w = a(x)w
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on  and w = 0 on , where a(x) = u(x) + v(x) − (x) > 0. Then w ≡ 0 by the
maximum principle.
Finally, the convergence properties: recalling Lemma 4.5 we have that u(x) →
+(x) almost everywhere on , and hence also u(x)→ +(x) pointwise. Moreover,
u and + agree on the boundary of , therefore we can use the gradient norm for
H 1(). We have to estimate
∫

|∇(u − +)|2 =
∫

−(u − +)(u − +)
=
∫

−(u − +)(u − +)+
∫

(u − u)(u − +).
Using the equations veriﬁed by u and u, and recalling that (x)  +(x)  u(x)
 u(x) and that we chase 3  |∇|2, we ﬁnd, after easy calculations,
(u − u)  |∇|
2
3
(u − )(2u − ).
Combining the last two equations, we obtain then
∫

|∇(u − +)|2 
∫

−(u − +)(u − +)
+ 1
3
∫

|∇|2(u − )(2u − )(u − +).
To estimate the right-hand side we use the well-known coarea formula. The last term
becomes
1
3
∫

|∇|2(u − )(2u − )(u − +)
= 1
3
∫ +∞
−∞
dt
∫
{(x)=t}
|∇(x)|2((t)− t)(2(t)− t)((t)− t+)
×|∇(x)|−1 dHN−1
= 1
3
∫ +∞
−∞
((t)− t)(2(t)− t)((t)− t+)
×
(∫
{(x)=t}
|∇(x)| dHN−1
)
dt  C,
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where C only depends on the ﬁxed functions  and  (we used the fact that (t) =
(t/)). ∫

−(u − +)(u − +) =
∫

∇(u − +)∇(u − +)
=
∫

[′()−H())∇ · ∇(u − +)
=
∫ +∞
−∞
(′(t)−H(t))
(∫
{(x)=t}
∇ · ∇(u − +)
|∇| dH
N−1
)
dt
 ‖′ −H‖2‖
∫
{(x)=t}
∇ · ∇(u − +)
|∇| dH
N−1‖2
 C1/2‖∇(u − +)‖2
by Lemma 3.6 and again the coarea formula. This ﬁnally gives
‖∇(u − +)‖2 = O(1/2) = O(−1/6)
as required. 
5.2. Uniform Lipschitz continuity
Clearly, being our equations autonomous, the solution u is smooth for every ﬁxed
 > 0. Nevertheless, the limit + is only Lipschitz continuous. In this section we
prove that the convergence of u to + is actually the most regular possible.
Theorem 5.2. Let u be the unique solution of (18) such that u  + as in Theorem
5.1. Then the Lipschitz constants of {u} are independent of .
Proof. The proof is based on a blow-up technique; so we assume by contradiction the
existence of a sequence (x) ⊂  such that it holds, as →∞,
 = |∇u(x)| → ∞ with ‖∇u‖∞ −  < .
We consider the rescaled functions
v(x) = 1
r
u(rx + x),
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where r = u(x)/ so that v(0) = 1. Note that by construction |∇v(0)| = 1, and
‖∇v‖∞ → 1 too. We have that v is solution of
−v = − r
3


v(v − ) on , (19)
where (x) = (rx + x)(r)−1 and  = {x ∈ RN : rx + x ∈ }. We obtain
the following convergence properties:
(1) Since r → 0 and  is regular, then  → ∞, where ∞ is the whole RN or
an half-space, depending on the behavior of the distance between x and ; in
any case, 0 ∈ ∞.
(2) Since ‖∇‖L∞()  −1 ‖∇‖L∞(∞) → 0 and (0)  (r)−1u(x) = 1,
then  converges uniformly to some constant , with   1.
(3) Since v is Lipschitz continuous, uniformly with respect to , and v(0) = 1 by
construction, then there exists a limit function, say v, deﬁned on ∞, such that
v → v uniformly on compact sets of ∞.
Let us now consider the sequence M := r3−1; we shall discuss separately the
case when M is bounded or not since we shall reach a contradiction using different
arguments.
Case 1: M is unbounded.
Let us multiply (19) with v and integrate over a ball of ﬁxed radius R (possibly
intersected with ). We get
M
∫
BR∩
v2(v − ) = −
∫
BR∩
|∇v|2 +
∫
(BR∩)
v

n
v.
Note that the right-hand side is bounded uniformly in , since v(0) = 1 and
‖∇v‖∞ → 1.
Thus for R ﬁxed we have
M
∫
BR∩
v2(v − )  C
(C depending only on R) and since v   we deduce that v2(x)(v(x) − (x))
vanishes almost everywhere as  → ∞. Taking into account that v(0) = 1 for all ,
jointly with (2) and (3) above, we conclude that, at least for R small, v ≡  ≡ 1 on
BR ∩ ∞. In particular, by (3), v → 1 uniformly on compact sets. In fact, we shall
prove that the convergence of v to 1 is also of class C1; this will provide |∇v(0)| = 1,
in contradiction with v ≡ 1.
In order to prove the C1 convergence of v to 1, we shall apply Lemma 4.4 to
w := v − . As a ﬁrst remark, we can extend such a function to the whole BR ,
setting w = 0 where it is not deﬁned. We denote again with w such extension, observing
that it belongs to H 1(BR) (indeed, v and  agree on BR ∩ ). We observe that,
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with this extension, −w  − (vM)w. By the uniform convergence of v → 1 on
BR , we can assume that v > 12 , and this provides
−w  − (M/2)w on BR.
By applying Lemma 4.4 we then obtain v −  C1e−C2
√
M on BR/2. Going back
to the equation for v we realize that
−v = a(x)v on BR/2
where 0 < a(x)  C1Me−C2
√
M → 0. From this the required regularity is ensured.
Case 2: M is bounded.
Let M = lim→∞ M (up to subsequences) so that the limit function v is solution
of −v = −Mv(v −) on ∞ and v  . By the strong maximum principle, this
means that either v ≡  or v > . In the ﬁrst case, again −v → 0 uniformly,
that is, v converges at least in the C1 topology and thus ∇v(0) = 1, a contradic-
tion. In the second case, the contradiction is easily provide by the nonexistence result
Lemma 4.1. 
6. Uniform Hölder continuity
Let us now go back to the case of an arbitrary number of species governed by
(1). By Section 2, we know that, at ﬁxed  > 0, the system admits a solution U =
(u1,, . . . , uk,) with smooth components. Aim of this section is to establish some
regularity of the U’s, uniformly in . After Theorem 5.2, we know that when k = 2,
the solutions of our model are Lipschitz continuous, uniformly with respect to . In
the general case, we cannot prove uniform Lipschitz estimates, nonetheless there holds
Theorem 6.1. Let U be any solution of (1) at ﬁxed  > 0. Let  ∈ (0, 1). Then there
exists L > 0 such that
sup
x,y∈
ui,(x)− ui,(y)
|x − y| < L (20)
for all i = 1, . . . , k and for all  > 0.
The proof of this result requires several steps. It relies upon a blow-up procedure
which leads to apply the Liouville-type results established in Section 7.
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To start with, let us assume by contradiction that the supremum in (20) is unbounded
in ; namely let
L := max
i
max
x,y∈
|ui,(x)− ui,(y)|
|x − y| (21)
be such that L →∞. Note that this is a maximum, since  is bounded and each ui is
Lipschitz continuous up to the boundary. We can assume w.l.o.g. that L is achieved by
u1, at the pair (x, y); let us now blow up each ui, with center at x and parameters
L and r (which will be chosen below, according to different cases):
vi,(x) = 1
Lr
ui,(x + rx)
with x ∈  := {x ∈ RN : x + rx ∈ }; by the regularity of  we have that, when
r → 0, up to a subsequence  → ∞, where ∞ is the whole RN or an half-space
(depending on the behavior of the distance of x from ). We easily obtain that vi,
is solution of
{−vi, = −Mvi,∑j =i aij vj, on ,
vi, = i, on ,
where M := Lr2+ / and i, is obviously deﬁned. Note that
max
i
max
x,y∈
|vi,(x)− vi,(y)|
|x − y| =
|v1,(0)− v1,((y − x)/r)|
|(y − x)/r| = 1 (22)
for all . We remark that |x − y| → 0 as  → ∞: indeed, let by contradiction
|x−y|  l > 0 and choose r = |x−y|; by deﬁnition we have that ‖vi,‖L∞() →
0, and hence |v1,(0)− v1,(1)| → 0, in contradiction with (22). To proceed with the
proof, we need a technical lemma.
Lemma 6.1. Under the previous notations, let r → 0 as →∞, such that:
(i) there exists R′ > 0 such that |y − x|  R′r,
(ii) M → 0.
Then vi,(0) is uniformly bounded with respect to , for every i.
Proof. Assume to the contrary that vh,(0) is unbounded for some h, and let R  R′,
with R′ as in (i). Since vh, is Hölder continuous (uniformly in , see (22)) and
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M → 0 we have that
I := inf
B(0,2R)∩
Mvh, →∞.
We claim that
‖Mvh,vi,‖L∞(B(0,R)∩) → 0 for all i = h.
To prove the claim, we will apply Lemma 4.4 to each vi, with i = h. To this
aim, we observe that, if  intersect B(0, 2R), then, for  sufﬁciently small, vh, is
strictly positive on  ∩ B(0, 2R). This means that vi,, i = h, is identically 0 on
∩B(0, 2R). Therefore, we can extend vi, on B(0, 2R)\ as the null function (we
will write again vi, for this extension). It is easy to prove that this extension belongs to
H 1(B(0, 2R)), inherits the same Hölder constant, and satisﬁes (in distributional sense)
−vi,  − aihIvi, on B(0, 2R).
Thus, in order to apply the above-mentioned lemma, it sufﬁces to prove that vi, is
bounded on B(0, 2R). To this aim we choose a smooth positive cut-off function ,
vanishing out of B(0, 2R), we multiply the ith differential equation by 2vi, and then
integrate:
∫
B(0,2R)
2|∇vi,|2 +
∫
B(0,2R)
2vi,∇∇vi, + aihI
∫
B(0,2R)
2v2i,  0
that implies
∫
B(0,2R)
|∇(vi,)|2 −
∫
B(0,2R)
|∇|2v2i, + aihI
∫
B(0,2R)
2v2i,  0
and ﬁnally
aihI
∫
B(0,2R)
2v2i, 
∫
B(0,2R)
|∇|2v2i,. (23)
Clearly,
∫
B(0,2R)
|∇|2v2i, 
(
sup
B(0,2R)
vi,
)2 ∫
B(0,2R)
|∇|2.
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On the other hand, recalling that vi, is Hölder continuous with constant smaller or
equal to 1, we have
inf
B(0,2R)
vi,  sup
B(0,2R)
vi, − (4R)
and thus
∫
B(0,2R)
2v2i, 
1
2
(
sup
B(0,2R)
vi,
)2 ∫
B(0,2R)
2 − (4R)
∫
B(0,2R)
2.
Using these inequalities in (23) we immediately infer the boundedness of vi, in
B(0, 2R) (as  → ∞), and hence on B(0, 2R), as required. Now Lemma 4.4 ap-
plies providing
sup
B(0,R)
vi,  C1e−C2
√
I
with C1 and C2 not depending on . Finally, using the Hölder continuity of vh,, we
have
sup
B(0,2R)∩
Mvh,  inf
B(0,2R)∩
Mvh, + (4R) = I + (4R)
and the claim easily follows. We observe that, as a consequence,
‖ − vi,‖L∞(B(0,R)∩) → 0 for every i and every R  R′. (24)
Now consider v˜i,(x) := vi,(x)−vi,(0), for every i: by the uniform Hölder continuity,
v˜i, → 0 uniformly on compact sets. Moreover, by (24), the convergence is C1, so
that (22) holds for v˜1 on ∞ (recall that, by assumption (i), (y − x)/r belongs to
B(0, R) ∩ ). Finally, again by (24), it holds
−v˜1 = 0 in ∞.
Now, if ∞ = RN , we obtain that v˜1 is an entire harmonic function with strictly
sublinear growth, and hence, by Proposition 7.3, it is constant, in contradiction with
(22). On the other hand, if ∞ is the half-space, we have that v˜1 is constant on the
boundary of ∞ (this is because the boundary data are ﬁxed, and thus uniform Hölder
continuous with respect to ). Therefore we can extend v˜1 as an harmonic function on
the whole RN by symmetry, obtaining again the same contradiction. 
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Proof of Theorem 6.1. Let us deﬁne
r¯ :=
(

L
) 1
2+
.
We distinguish the proof in two main cases, according to the behavior of the ratio
D := |x − y|
r¯
.
Case 1: D is bounded.
In this situation we choose the parameter of the rescaling as r = r¯. We observe
that, with this choice, M = 1. Hence Lemma 6.1 applies providing the boundedness
of each vi,(0). Then, up to a subsequence, there exist v1, . . . , vn such that vi, → vi
uniformly on compact sets. Furthermore, since M = 1, then vi, is bounded; hence
the convergence to vi is in fact of class C1. This ensures that each vi is Hölder
continuous and that
max
x,y∈∞
|v1(x)− v1(y)|
|x − y| = 1. (25)
Moreover, the differential equations pass to the limit and we have
−vi = −vi
∑
j =i
aij vj in ∞
for all i. Let ∞ = RN : by Proposition 7.1 we obtain that vi is constant for every i;
for i = 1 this is in contradiction with (25).
On the other side, if ∞ = RN+ (any half-space) we can argue as follows. Let us
ﬁrst observe that each vi, satisﬁes a pinching properties as stated by Lemma 2.1:
i,  vi,  i,.
Here i, (resp., i,) is the harmonic extension on  of i, (resp., of ̂i,), the
rescaled data. Since vi, is bounded on compact subset of RN+ for all i, then i,
is bounded on compact subset of RN+ (observe that 0 does not necessarily belong
to RN+ ). We infer that i, and i, are bounded on compact subset of RN+ , for
every i. Then we obtain the existence of i (resp., i) such that, up to subsequences,
i, → i (resp., i, → i) uniformly on compact sets of RN+ , and furthermore
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i  vi  i . On the other hand, it is easy to see that
max
i
max
x,y∈
|i,(x)− i,(y)|
|x − y| → 0, maxi maxx,y∈
|i,(x)−i,(y)|
|x − y| → 0,
indeed the functions above are obtained rescaling functions that are Hölder continuous
and do not depend on . This means that i (resp., i) is constant for every i. Now
observe that, since i, · j, = 0 a.e. if i = j , then possibly only one of the i is
a positive constant while all the others are identically zero. We want to show that this
implies that all the vi’s are constant; this will be again in contradiction with (25). Let
i ≡ 0: from 0  vi  i we obtain vi ≡ 0. On the other hand, let i > 0: by the
properties of the boundary data we obtain i ≡ i , and again vi is constant.
Case 2: D is unbounded.
In this situation we choose a different rescaling, letting r = |x − y|. Since D =
r
r¯
→ ∞ by assumption, this choice provides M =
(
r
r¯
)2+ → ∞: hence no limit
equation is available. Note that, with this choice, (22) becomes
max
x∈B(0,1)
(v1,(x)− v1,(0)) = 1. (26)
Again, Lemma 6.1 provides that vi,(0) is bounded for every i. Then, up to a subse-
quence, there exist v1, . . . , vn such that vi, → vi uniformly on compact sets of RN .
This convergence is sufﬁcient to guarantee that (26) holds for v1. Let us recall at this
point that the differential equation for vi, does not pass to the limit; nevertheless we
can apply to the k-tuple V Theorem 2.2. This gives the convergence of vi, to vi in
H 1; since −vi,  0 by deﬁnition, we obtain that the same inequality holds for vi .
Furthermore, by that theorem we also know that vi · vj = 0 when i = j . If ∞ = RN ,
then we are in a position to apply Proposition 7.2, obtaining that vi is constant, in
contradiction with (26). If ∞ = RN+ we arrive to the same contradiction arguing as
in the last part of the Case 1. 
7. Nonexistence results on RN
In this section we establish some Liouville-type results that are exploited in Section
6, when performing the asymptotic analysis of the solutions of (1) as  → ∞. In
particular, we shall prove that the original problem on RN does not have (nontrivial)
solutions which are globally Hölder continuous.
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Proposition 7.1. Let k  2 and let U = (u1, . . . , uk) be a solution of−ui(x) = −ui(x)
∑
j =i
aij uj (x), x ∈ RN,
ui(x)  0, x ∈ RN
for every i. Let  ∈ (0, 1) such that
max
i=1,...,k sup
x,y∈RN
|ui(x)− ui(y)|
|x − y| <∞.
Then, k − 1 components annihilate and the last is a nonnegative constant.
A similar nonexistence result is true when studying k-tuple of subharmonic functions
on RN having disjoint supports.
Proposition 7.2. Let k  2 and let U = (u1, . . . , uk) such that ui · uj = 0 if i = j
and −ui  0 on RN for all i. Let  ∈ (0, 1) such that
max
i=1,...,k sup
x,y∈RN
|ui(x)− ui(y)|
|x − y| <∞.
Then, k − 1 components annihilate and the last is a nonnegative constant.
Finally we observe that, if u is an harmonic function on RN , we can apply the above
proposition with the choice k = 2, u1 = u+, u2 = u−. As a consequence, the only
harmonic functions on RN which are globally Hölder continuous are the constants.
Proposition 7.3. Let u be an harmonic function on RN . Let  ∈ (0, 1) such that
sup
x,y∈RN
|u(x)− u(y)|
|x − y| <∞.
Then u is constant.
In dimension N = 2, the above results have been already proved by the authors in
[8], based on suitable variants of the monotonicity formula [1]. In order to recover
the above results in any dimension, we need to establish a full generalization of those
formulae, as in the following section.
7.1. Monotonicity formulae
The monotonicity lemma was originally stated by Alt et al. in [1] (see also [5]) in
the following way:
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Lemma 7.1 (The monotonicity formula). Let (w1, w2) ∈ (H 1())2 be nonnegative,
continuous, subharmonic functions in a ball B(x0, r¯) ⊂  (i.e. −wi  0 in dis-
tributional sense). Assume that w1(x)w2(x) = 0. Assume that x0 ∈ {wi > 0} ∩  for
i = 1, 2. Deﬁne
(r) =
2∏
i=1
1
r2
∫
B(x0,r)
|∇wi(x)|2
|x − x0|N−2 dx.
Then  is a nondecreasing function in [0, r¯].
In this section, we ﬁrst extend the result to the case of many subharmonic densities
having mutually disjoint supports. To this aim, we consider the optimal partition value

(k,N) := inf
P(k,N)
2
k
k∑
i=1
(√(N − 2
2
)2 + 1(i )− N − 22
)
,
where the minimization is taken over all possible partitions in k-disjoint parts of the
unit sphere SN−1. The monotonicity formula then reads as
Lemma 7.2. Let h  2. Let (w1, . . . , wh) ∈ (H 1())h be nonnegative, continuous,
subharmonic functions in a ball B(x0, r¯) ⊂  (i.e. −wi  0 in distributional sense).
Assume that wi(x)wj (x) = 0 a.e. if i = j and that x0 ∈ {wj > 0} ∩  for all
j = 1, . . . , h. Deﬁne
(r) =
h∏
i=1
1
r
(h,N)
∫
B(x0,r)
|∇wi(x)|2
|x − x0|N−2 dx.
Then  is a nondecreasing function in [0, r¯].
Note that the value 
 can be written as

(k,N) = inf
(i )∈P(k,N)
2
k
k∑
i=1

(√
1(i )
)
,
where  : R+ → R is deﬁned as
(x) =
√
(N − 2)2
4
+ x2 − N − 2
2
.
Since in dimension N = 2 the function  is the identity, the above lemma reduces to
the result proved in [8], Section 5. Besides, when there are only two parts, the optimal
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partition is achieved by the equator-cut sphere (see [27]), providing 1(i ) = N − 1.
In this case

(2, N) = 2,
which precisely recovers the original formula.
Proof of Lemma 7.2. The proof follows the line of [1], Lemma 5.2. To start with,
observe that the function (r) is absolutely continuous. Then, the idea of the proof
consists in showing that ′(r)  0 for almost every r. By computing ′(r) we obtain
′(r) = − h
(h,N)
rh
(h,N)+1
h∏
i=1
∫
Br
|∇wi |2
|x − x0|N−2
+ 1
rh
(h,N)
h∑
i=1
∏
j =i
∫
Br
|∇wj |2
|x − x0|N−2
∫
Br
|∇wi |2
|x − x0|N−2

= (r)
(
−h
(h,N)
r
+
h∑
i=1
∫
Br |∇wi |2/|x − x0|N−2∫
Br
|∇wi |2/|x − x0|N−2
)
.
The goal now is to estimate the summation term in the last equality. Let us start with
some calculations. First, we essentially test the equation with wi/|x − x0|N−2 on the
sphere B(x0, r) =: Br (with r  r¯). Due to the singularity of the test function, one
should make use of regularizing cut-off functions. This can be done exactly as in [1],
so we omit the calculations and we proceed formally with the singular test functions.
Since each wi is positive and −wi  0, we obtain, for every i:
∫
Br
|∇wi |2
|x − x0|N−2 
∫
Br
wi
|x − x0|N−2

n
wi −
∫
Br
∇
(
w2i
2
)
∇
(
1
|x − x0|N−2
)
. (27)
Let ∇T wi := ∇wi − nnwi be the tangential component of the gradient of wi . Let 
be a positive constant to be chosen. We have∫
Br
wi
|x − x0|N−2

n
wi
 1
rN−2
(∫
Br
w2i
)1/2 (∫
Br
(nwi)2
)1/2
 1
2rN−2
[∫
Br
1
2
|∇T wi |2 +
∫
Br
2(nwi)2
]( ∫
Br w
2
i∫
Br |∇T wi |2
)1/2
.
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Now let v(r)i : SN−1 → R be deﬁned as v(r)i (	) := wi(x0+r	) and set i := {v(r)i > 0}.
Then ∇v(r)i (	) = r2∇T wi(x0 + r	). This entails
(∫
Br |∇T wi |2∫
Br w
2
i
)1/2

(
r−2
∫
SN−1 |∇v(r)i |2∫
SN−1(v
(r)
i )
2
)1/2
 1
r
√
1(i ).
Note that, since wi · wj = 0 a.e., then the i’s constitute, for a.e. r, a partition of
SN−1. Besides, since − 1|x−x0|N−2 = cx0 , wi(x0) = 0, and by the Poincare’ inequality,
we have
−
∫
Br
∇
(
w2i
2
)
∇
(
1
|x − x0|N−2
)
= −
∫
Br
w2i
2

n
1
|x − x0|N−2
 N − 2
21(i )
∫
Br
r2
rN−1
|∇T wi |2.
Collecting all the above information in (27), we obtain
∫
Br
|wi |2
|x − x0|N−2 
1
2rN−3
[(
1
2
√
1(i )
+ N − 2
1(i )
)∫
Br
|∇T wi |2
+ 
2√
1(i )
∫
Br
(nwi)2
]
. (28)
Now we choose
2 = 1√
1(i )
N − 2
2
+
√(
N − 2
2
)2
+ 1(i )
 = √1(i )

(√
1(i )
) (29)
in such a way that the coefﬁcients of the tangential gradient and of the normal gradient
coincide, namely
2√
1(i )
= 1
2
√
1(i )
+ N − 2
1(i )
= 1

(√
1(i )
) .
In this way we obtain
∫
Br
|∇wi |2
|x − x0|N−2 
r
2
1

(√
1(i )
) ∫
Br
|∇wi |2
|x − x0|N−2 .
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Finally, summing up on i and recalling the deﬁnition of 
, we have
h∑
i=1
∫
Br |∇wi |2/|x − x0|N−2∫
Br
|∇wi |2/|x − x0|N−2 
h
r

(h,N) for almost every r.
Using this information in the computation of ′(r), the lemma follows. 
In order to state a suitable form of the lemma which applies to the solutions of
(1), we ﬁrst introduce a smooth auxiliary function f (r) : [0,∞) → (0,∞) such that
f (r) = 1/rN−2 when r > 1 and f (|x|) := 2m(|x|) is bounded and vanishes outside
the ball of radius 1. Now, we are ready to prove
Lemma 7.3. Let N  2 and let (u1, . . . , uk) be a solution of (1) such that ui > 0 for
all i. Let h  k be any integer, let h′ < 
(h,N) and deﬁne
(r) =
h∏
i=1
1
rh
′ i (r),
where
i (r) =
∫
B(0,r)
[
f (|x|)
(
|∇ui(x)|2 + u2i (x)
∑
1  j  k
j =i
aij uj (x)
)
−m(|x|)u2i (x)
]
dx.
Then there exists r ′ = r(h′) > 1 such that i > 0 and  is an increasing function in
[r ′,∞).
Proof of Lemma 7.3. Let us ﬁx h′ < 
(h,N), r > 1 and set Br = B(0, r). We follow
the outline of the proof of Lemma 7.2. By computing ′(r) we have
′(r) = (r)
−hh′
r
+
h∑
i=1
∫
Br f (|x|)
(
|∇ui |2 + u2i
∑
j =i aij uj
)
∫
Br
[
f (|x|)
(
|∇ui |2 + u2i
∑
j =i aij uj
)
−m(|x|)u2i (x)
]
 .
By testing the equation for ui with f (|x|)ui(x), we have
∫
Br
f (|x|)
|∇ui |2 + u2i ∑
j =i
aij uj

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= −
∫
Br
∇
(
u2i
2
)
∇f (|x|)+
∫
Br
ui
|x|N−2

n
ui
=
∫
Br
m(|x|)u2i −
∫
Br
u2i
2

n
1
|x|N−2 +
∫
Br
ui
|x|N−2

n
ui,
providing
i (r) = N − 22rN−1
∫
Br
u2i +
1
rN−2
∫
Br
ui

n
ui.
Let us now set v(r)i (	) := ui(r	) and deﬁne
i (r) =
∫
SN−1 |∇v(r)i |2 + r2(v(r)i )2
∑
j =i aij v
(r)
j∫
SN−1(v
(r)
i )
2
.
Then we have∣∣∣∣∫
Br
ui

n
ui
∣∣∣∣  (∫
Br
u2i
)1/2 (∫
Br
(nui)2
)1/2

∫
Br
1
2
|∇T ui |2 + u2i ∑
j =i
aij uj
+ ∫
Br
2(nui)2
 r√
i (r)
for any positive constant 2. Hence
i (r) 
1
2rN−3
(− 1
2
√
i (r)
+ N − 2
i (r)
) ∫
Br
|∇T ui |2 + 
2
√
i (r)
∫
Br
(nui)2
+
∫
Br
(
− 1
2
√
i (r)
+ N − 2
i (r)
)
u2i
∑
j =i
aij uj
 .
By selecting 2 large enough, we learn at once that i is positive. Besides, we obtain
the counterpart of (28), that is
i (r) 
1
2rN−3
( 1
2
√
i (r)
+ N − 2
i (r)
) ∫
Br
|∇T ui |2 + 
2
√
i (r)
∫
Br
(nui)2
+
∫
Br
( 1
2
√
i (r)
+ N − 2
i (r)
)
u2i
∑
j =i
aij uj

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Now choose
2 =
√
i (r)
(
√
i (r))
.
With this choice, the three coefﬁcients of the integrals on Br coincide, and the right-
hand side of the previous inequality becomes
i (r) 
r
2(
√
i (r))
∫
Br
f (|x|)
|∇ui |2 + u2i ∑
j =i
aij uj
 .
With this we can estimate the summation term which appears in the computation of
′ as follows:
′(r)  (r)
[
− hh
′
r
+ 2
r
h∑
i=1

(√
i (r)
) ]
.
In order to prove that ′(r)  0 when r is sufﬁciently large, we are thus left to prove
that there exists r0 > 1 such that
2
h
h∑
i=1
(
√
i (r)) > h′ ∀r  r0. (30)
It is worthwhile noticing that the supports of the functions v(r)i ’s are not mutually
disjoint, and thus we cannot directly compare the summation term involving i (r)
with 
(h,N) in order to conclude the validity of (30). Nevertheless, arguing as in the
proof of Lemma 1.3 of [8], it is possible to prove that, when r →∞, (suitable multiples
of) the v(r)i ’s converge to a k-tuple of functions v¯i on SN−1 having disjoint supports
¯i . This process forces the convergence of i (r) to 1(¯i ), and allows to recover (30)
by a simple contradiction argument. The reader is referred to the aforementioned result
for the details. 
Let us now observe that, if k  3, then

(k,N) > 2. (31)
Indeed, reasoning as in Proposition 5.1 of [8], it turns out that 
 is a nondecreasing
function of k and, moreover 
(k,N) > 
(2, N) = 2 for k  3. This information is
crucial for the proof of our Liouville-type results.
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Proof of Proposition 7.1. Let Br = B(0, r). By Lemma 7.3 and (31), we know that
h∏
i=1
1
rh
′
∫
Br
f (|x|)
|∇ui(x)|2+u2i (x)∑
j =i
aij uj (x)
−m(|x|)u2i (x)
 dx  C > 0
(32)
for any h′ < 2, if r > 1 is large enough.
On the other hand, let us consider a smooth, radial cut-off function which is equal
1 in Br and vanishes outside B2r . Let us multiply the ith differential equation by
2f (|x|)ui and then integrate:
∫
B2r
f (|x|)
2|∇ui |2 + 2u2i ∑
j =i
aij uj
  1
2
∫
B2r
f (|x|)2|∇ui |2
+ 2
∫
B2r
f (|x|)u2i |∇|2 −
∫
B2r
∇ 
2u2
2
∇f (|x|)+
∫
B2r
u2∇∇f (|x|).
Recalling that f = 2m, by testing with 2u2/4 on B2r , we have
−
∫
B2r
∇ 
2u2
2
∇f (|x|) = 1
2
∫
B2r
m(|x|)2u2i .
To estimate the remaining terms on the r.h.s., observe ﬁrst that ∇ vanishes outside
B2r \ Br , while on the annulus |∇|  Cr−1. Besides, since r > 1, f (|x|) = |x|2−N
and |∇f (|x|)| = (N − 2)|x|1−N . Collecting all this information, we end up with∫
B2r
[
f (|x|)(2|∇ui |2 + 2u2i ∑
j =i
aij uj
)−m(|x|)2u2i ]  CrN
∫
B2r\Br
u2i .
By assumption, when  is sufﬁciently large, we have that ui(x)  C′ for all x ∈ B
and for all indices i. Hence∫
B2r\Br
u2i =
∫ 2r
r
N−1+2 d = CrN+2.
Comparing with (32) we have rh′  Cr2 for any r large enough. The choice of h′ :=
1+ in (32), which is admissible as  < 1, immediately provides a contradiction when
r →∞. 
Arguing as in the previous proof, but exploiting the monotonicity formula Lemma
7.2, Proposition 7.2 follows at once.
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