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Abstract: Precision edge feature extraction is a very important step 
in vision, Researchers mainly use step edges to model an edge at 
subpixel level. In  this paper we describe a new technique for two 
dimensional edge feature extraction to subpixel accuracy using a 
general edge model. Using six basic edge types to model edges, the 
edge parameters at subpixel level are extracted by fitting a model to the 
image signal using least-.squared error fitting technique. 
1 .  Introduction 
Classifying an edge with respect to profile type is a very important 
technique in vision, since the edge type can convey information on 
shading, surface texture, lighting conditions and highlights. A great 
deal of research has been conducted into edge modelling and edge 
classification. Lee [LeeD9O] has developed a technique to detect, 
classify, and measure edges by matching an edge to a model. Using 
the generalized energy model, Venkatesh and Owkns also have 
detected and classified visual features [Ven090]. 
Various methods have been proposed for the detection of edges at 
subpixcl accuracy. Macvicar-Whelan and Binford [MacB81] used the 
gradient operator to determine the pixel location of zero-crossings and 
then linearly interpolated the location. Hueckel [Huec73] developed an 
algorithm to fit the data in Hilbert space and computed the subpixel 
location of the edge from an interpolation in the space. Nevatia and 
Bahu [NevB80] designed matched filters and convolved the data with 
the filters to get the maxima of the filter response. Tabatabai and 
Mitchell [TabM84] used the first three statistical moments and fitted 
these to a step edge model. Huertas and Medioni [HueM86j 
implemented the Laplacian of Gaussian masks combined with a facet 
model followed by interpolation to detect edges at subpixel accuracy. 
Lyvers et. a1 [Lyve89] developed a subpixel edge operator which 
locates edges by fitting the spatial moments of a step edge model to the 
data. 
In this paper, we present an edge feature extraction technique with 
subpixel accuracy using a general edge model. We use six edge types 
to model an edge. The -model is first determined by rules that 
approximate the edge signal to one of the six basic types. The edge 
model is determined by examining the output generated by convolving 
the signal with local energy filters [KiVW90]. The model is then fitted 
i n  ;I least-squared error sense to the signal. The fit:ing is performed i n  
the energy domain. The parameters of the resulting fitted model define 
the edge parameters at subpixel accuracy. 
The layout of this paper is as follows. We present the underlying 
principles of the generalized energy approach in Section 2. The 
development of the edge feature extraction technique for one- 
dimensional signals is given in Section 3, and extensions tostwo- 
dimensional signals follow in Section 4. Two dimensional results are 
presented in Section 5 ,  and the conclusion follows in Section 6. 
2. Feature Detection using the Generalized Energy 
Function 
2.1 The Generalized Enercv Fuilction 
Morrone and Owens [Mor0871 proposed a new model for edge _-  
detection based on the Fourier expansion of an edge. They suggested 
that human visual detectors have symmetric and anti-symmetric 
receptive fields and used these functions as a base to,mode) the local 
energy function. They defined the local energy function as the square 
root of the sum of the squares of the luminance intensity and its 
Hilbert transform. Iff represents the intensity function, and h is its 
Hilbert transform, then the local energy function E is defined as : 
E(f(x))  = (2.1) 
An alternative approach for computing E is proposed by [MorBY8j. 
This approximates the local energy function E by the generalised 
energy function 
wheref is the intensity function convolved with i ?ymmetric mask s, 
and I: is the intensity function convolved with an ar:ii-symmetric mask 
2.2 Prooerties of the Generalized Energy Function 
which is defined as : 
Qf(xxi, =? 2(x) + t: z(x))  ( 2 . 2 )  
( I  I 
There are several interesting properties of the energy function. We 
outline three of these properties below. Proofs of these theorems can 
be found in IKiVW911. 
Theorem 2.1. Given two signal functions fi and fi such that : 
where c0 is the DC offset and c, is the amplification factor applied to 
t ;  . the gener:ilized energy function o f f ,  is proportional only to the 
f 2  0) = CO + C l f l  (x) 
’ 
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square of the scaling factor c, and is invariant to the gray level shift Proof : Let us uerine a positive-going step as 
(3.6) 
This theorem shows that the overall gray level shift of the image does 
not affect the generalized energy function. 
Theorem 2.2. The gcxieralized energy function 8 of a signal f 
with additive Gaussiai white noise N with a signal-to-noise ratio K, 
The convolution of (3.6) with the anti-symmetric function (3.4) gives 
r(x) = f(x) 0 a(x) 
C>O (3.7) 
which has a maxima at x = 0. While the convolution with the 
symmetric function (3.5) gives : 
r(x) = f ( x )  0 s(x) 
C(1 -10x2+5x4) 
is : - (1+x2f  
K-/ 1 2 
&f(x)) = (-4 & ( f ( x ) )  
K' 
where & (f(x)) is the generalized energy function off under noise- 
free conditions. _ _ _ _ _ _  c(5x-lox3+:) > 
This theorem shows that noise does not affect the position of the peak - ( I+x2f  
of the energy function or alter its shape. It only scales the. magnitude which has a zero crossing at x = 0. 
(3.8) 
of the energy function. 
Theorem 2.3. The convolution of a signal with a Gaussian kernel 
does not alter the position of the maxima of the local energy function. 
If' we denote the peak positions of the local energy function of s signal 
Similar methods can be used to prove that the response of a negative- 
going step to the anti-symmetric filter is a minima, and to the 
symmetric filter is a zero crossing 
Theorem 3.2. The response of a roof to the anti-symmetric filter is a 
zero crossing, and the response to the symmetric filter is an extrema. 
Proof: Let us define a positive-going roof as : 
where g is a Gaussian kernel. -x x 2 0  
(3.9) 
x x < o  
f(x) = { This theorem shows that if the point spread function of the imaging 
system can be approximated by a Gaussian then the edge position of 
apply a low-pass filter to smooth an image without altering the edge 
3. Feature Identificiition in One-Dimensional Signal 
3.1 Selection of Eneray Filters 
The anti-symmetric response is the convolution of (3.9) with (3.4). 
the original scene is not altered. This theorem also shows that we can r(x) = f (x )  Q 4.4 
c>o (3.10) C(x3 - x )  
positions. ( I  +x2)4 
-___I _ -  
which has a zero crossing at x = 0. 
rix) = f(x) iB s(x) 
' The symmetric response is the convolution of (3.9) with (3.5). 
There is a number of possihle quadrature functions than can be used 
for the energy filters. The Cauchy function [KleL8§] was chosen as 
our filter function. It is defined as a Poisson probability distribution in c>o 
the frequency domain : 
e,, (w) = w" exp(-w) 
which has a minima at x = 0. 
A similar method can be used to prove that the response of a negative- (3.1) 
The resulting symmetric and anti-symmetric filters are : 
an.l (x) = - 1m I + ix)-" 
going roof to the anti-symmetric filter is a zero-crossing, and to the 
symmetric filter is a maxima. 
, 
(3.2) 
(3'3) Theorem 3.3. The response of a ramp to the anti-symmetric filter 
and the symmetric filter are both extrema. 
proof ,. L~~ us define an instance of ramp as : 
sn.l (x) = Re (l+ix)-" 
where i is x\rri 
We use n = 6 since this is the minimum n that provides independence 
to the contrast sensitivity function [KleL85], and the symmetric (s ) 
a n d  the anti-symmetric (a  ) functioris are : 
as(x)= x(6 - 20:; + 6x4 ) / ( I  +x ) 
ss(x)= (1 - 15x" + 15x - x6) / j l+x2)  
where x = tan(@ = t lo: and (T is a scaling parameter. 
It can be easily shown ;:hat the Cauchy symmetric and anti-symmetric 
f (x)  = (I -x O (3.12) 
0 x < o  2 5  
(3.4) 
(3.5) 
We see here that this ramp is a roof wich is non zero for x 2 0 itnd 
zero elsewhere. Hence from (3.10) we get the' anti-symmetric 
response for this ramp is : 
r(X) = f ( x )  0 a(x) 
4 
filters form a quadratun: pair. 
3.2 ResDonse of Basic Izeature Models to the Energv Filters 
C(x' - x )  
( 1  +x2)4 
= -- c > o , x r o  (3.13) 
Theorem 3. I .  The response of a step signa! IO the anti-symmetric 
filter is a n  extrema, and the response to the symmetric filter is a zero- 
crossing. 
wllich llas a minirnum at 
The symmetric response is the convo~ution of (3.12) 
= 0, 
(3.51, 
r(x) = f(x) 0 s(x) 
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c > 0, x 20 (3.14) - C(x4 - 6x2 + 1 )  - -  
(1 +x2)4 
- 
L 
which has a minima at x = 0. 
Using a similar method we can prove that all instance of ramp edges 
give extremum response to both anti-symmetric and symmetric filters. 
3.3. Predicate-based Edge Identification 
Venkatesh and Owens [VenOBO] have observed that the output of 
the convolution of a signal with a set of quadrature filters characterises 
the feature type of the signal, and shown that steps, ramps, and roofs 
have unique response patterns when convolved with the quadrature 
filters. We have developed a predicate-based algorithm based on this 
observation [KiVWBO] . 
Negative 
ramp 
Negative 
ramp 
Minimum Maximum 
Minimum Minimum 
Discontinuity I Anti-symmetric I Symmetric I Model 
Positive Positive I zerooossina I steD 4- I Maximum 
Negative I zero-crossing I ~ax imum 
/- I Maximum I Maximum I Positive ramp 
We use a least-squared error fitting technique with a priori 
information to estimate the edge parameters at subpixel accuracy 
(Figure 3.2). On the basis of the output generated by the predicate- 
based algorithm when applied tofi ,  an initial modelf, 0 is generated 
and used as the a priori information. Bothfi andf, 0 are transformed 
into the energy domain, and the error signal E,, is computed. This 
error signal is then used to alter the parameters of the model and 
generate a new modelf;". The process continues iteratively until the 
least-squared error is obtained and the best estimate signalf," of the 
original signalfi is computed. 
Figure 3.1. Edge model identiJied by four edge parameters; a0 = 
edge-start, a1 = edge-steady, a2 = edge-end, a3 = edge-height 
& 
Figure 3.2. The iterative least-squared errorfitting. MC is the model 
generator that generates edge paramaters based on the value of the 
error E. 
3.5 Results for One-Dimensional Signals 
We have applied this technique to one-dimensional signals and 
compared the results to those of Tabatabai [TabM841. Table 3.2 
shows this comparison. 
One of the problems with the Tabatabai operator is that it only 
works with non decreasing sequences. Our technique has the 
advantage that it works with arbitrary sequences and uses an 
appropriate.mode1 to fit the sequence. If the edge position is defined as 
the mid-distance between and al, our algorithm computes the same 
edge location as the Tabatabai step location. 
346 
Table 3.2. Edge panmeters computed by our algorithm as compared 
with labatabai's results 
4. Extension to Two-Dimensional Signals 
We have extended the technique discussed in the previous section to 
two-dimensional sigiials. First we compute the edge map to localize 
the approximate edge positions. This step is necessary to reduce 
computation time by computing the edge parameters only for edge 
pixels. 
We use five pararr eters to model a two-dimensional edge. The first 
four parameters are Ihe same as the one-dimensional parameters and 
the fifth parameter is the edge orientation parameter that specifies the 
angle the edge makes with respect to the x axis. 
The edge orientation parameter is computed by rotating the local 
energy vector such that the magnitude of the perpendicular energy (%) 
is maximized and the tangential energy (&) is minimized. We 
compute the local energy in two directions; horlzontal direction &) 
and vertical direction (g ). I f  k' makes an angle of 8 with fib (see 
Figure 4. l),  then we get : 
4 N X ) )  2: @h ~f(x))  cos(^) + 8 Uix)) sin(8) 
~ U W )  = 4, (~ (xJ  sin(8) + & ~ ( x ) ,  cos(01 
(4.1) 
(4.2) 
The approximate edge orientation angle 8 is obtained by ~naximizing 
$ and minimizing 8 in (4.1) and (4..2), which gives : 
e =  tan-' ..$- (4.3) 
i!h 
We apply the pre.dicate-based algorithm to the edge pixels in the 
direction 6, and babe:. each edge pixel with its edge type. This process 
determines the initial parameters of the model that is used as the a 
priori infomiation iri the least-squari:d error fitting. The least-squared 
error fitting (as outlined in Section 3.4) is then applied to an area 
centered on the edge pixel in the direction 8 to get the best estimate of 
the edge paramaters. 
5. Subpixel Edge Paramaters in Real Image 
The techni.cpe developed in the previous section was tested on r e d  
image data and edge parameters were extracted to subpixel accuracy. 
A machined, object was digitized using a Videopix framegabber on a 
SUN SPARC workstation (Figure: 5.1). The results presented in 
Table 5.1 contain only the results for the edge-steady and 
edge-orientation parameters of a small portion (the marked section in 
Figure 5.1) of real step edges in the image data. 
Figure 4.1. Computation of the edge orientation 
mean squared fit of a straight line to the subpixel data. The root mean 
squared error of the fit is 0.03 pixels and the range is -0.079 to 
+0.096. The axrerage of 8 is 57.76720 degrees with standard 
deviation of 0.078 degrees. 
6 .  Conclusion 
The new edge feature extraction technique we have proposed allow 
better edge modeiling when compared to previous methodb. Tire 
method IS versatile In that edge parameters at the subpixel kvel can be 
extracted for all cdge types Zr does not suffer f r o i ~  the limitation of 
only being applicable to monotonic sequences or particular edge ;ypes. 
Further, the use of edge models enables us to locake edge parameters 
robustly. The rechnquc gives good results for real and synthetic 
images. 
The edge-orientation 8 is compared with that computed from a least '. 
Figure 5.1. The gizmo i m g e  at 256 x 256 resolution. The result in 
Table 5.1 Ir from the markcd secnon ofthis image. 
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y-steady e 
27.01 1 57.760 
27.450 57.769 
27.884 57.772 
27.955 57.768 
28.018 57.767 
28.033 57.765 
28.117 57.780 
28.136 57.77 1 
28.222 57.760 
28.257 57.761 
error 
-0.007 
-0.004 
0.015 
-0.05 1 
0.052 
0.069 
0.039 
-0.079 
-0.069 
0.096 
Table 5.1 Edge Parameters on Real Data. For simplicity, only the 
edge-steady and edge-orientation parameters are presented. 
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