The aim of this paper is to attempt to measure the effect of location on residential house prices and to endeavour to integrate spatial and aspatial data in terms of developing a hybrid predictive model. The research attempts to develop a range of compensation factors based upon residual error that can be applied to unsold properties.
Introduction
Housing is a spatially immobile, highly durable, expensive, multidimensional heterogeneous commodity. These primary characteristics shape attitudes and behaviours towards housing and in turn influence neighbourhood characteristics (Galaster, 1996) . Spatially no two properties are the same, with valuers being generally agreed that location is the most important factor affecting value. Spatial immobility means that location is an intrinsic attribute of a dwelling, which is a direct determinant of housing quality and market value. Significant differences in value can occur over short distances. Wyatt (1997) contends that despite widespread recognition that the location of a property is the primary influence on value, research that attempts to measure that influence at the intra-urban level has been lacking. Two reasons have been identified which explain this, firstly, the paucity of data on which to base the empirical research and secondly, the lack of a technology to undertake complex spatial analysis.
Research that has sought to assess the determinants of property value has either ignored detailed location analysis (Wyatt, 1997) , or dealt with it only in a very general sense. Modelling location for the general purpose of property valuation is potentially very difficult. Scott (1988) suggests that valuers infer a substantial amount of information about a property from its location, which in turn is based on local knowledge and experience. Indeed, understanding why a particular location exerts a particular influence on property value is quite different to attempting a measurement of that locational factor. As Mackmin (1989) suggests, that in the real world fuzzy zones of spatial trends occur as opposed to distinct areas of homogeneous property subsets.
Given the importance of location, two factors can be isolated as being the key components of location i.e. neighbourhood quality and accessibility. As Dubin (1992) asserts, the empirical evidence is weak, with most hedonic estimates showing few significant coefficients on the neighbourhood and accessibility variables. The most common approach of examining the effect of accessibility n house prices is to include a distance variable from the Central Business District (CBD). However this implicitly assumes that the location is monocentric. Theories of urban structure since Hoyt (1939) , then Harris and Ullmann (1945) demonstrated that, a multiple nuclei model incorporating the concentric pattern was more appropriate. Research by Dubin and Sung (1987) highlighted the existence and potential effects of sub-centres and reinforced the concept of multi-centric theory.
Neighbourhood quality is arguably an unobservable variable (Dubin and Sung, 1987) although subjective assessments may be made on a variety of perceived quality indicators ranging from plot sizes and housing quality through infrastructure and environmental conditions to social structure and employment levels. Research by Dubin and Sung (1987) has highlighted the varying degrees of significance in terms of measuring neighbourhood effects on house prices. Part of the problem is clearly, the difficulty in measuring the variables. There is little consensus in the literature regarding which variables best proxy neighbourhood quality. As neighbourhood is essentially a geographic entity, in order to measure neighbour effects it is essential to be able to determine the boundaries of each neighbourhood.
Mass appraisal approaches
There have been various methods of incorporating location as a factor within mass appraisal techniques, all of which require the delineation of neighbourhood or sub-markets. The housing market can be accurately portrayed as a set of distinct but interrelated sub-markets that encompass dwellings differentiated by one or several alternative dimensions. These sub-markets arise due to the joint nature of structural and locational attributes. Accordingly, attributes and submarket locational features are essential ingredients in predicting prices. A considerable literature exists on the identification of residential sub--markets and the application of hedonic modelling as a means of exploring price determinants and movements (Fleming and Nellis, 1984) . argues that housing markets at an overall level of aggregation are not meaningful subjects for analysis due to the existence of sub-markets in which local factors play a dominant role. Submarkets are essentially subsets of larger markets and whilst their existence is a priori accepted, there is however, less consensus on whether the sub-markets should be defined in spatial terms or according to property characteristics or based on the actual house price (Adair et al., 1996) . In defining the presence of sub-markets it is feasible to employ the principle of stratification which is a process of creating a number of homogeneous segments from a larger heterogeneous database. In a spatial context it is possible to create localised regions formed through the aggregation of areal units, such as postal zones, enumeration districts or ward boundaries (Borst and McCluskey, 1997) . The use of 'political' or other non-property based locational areas creates problems related to boundary positioning. A ward boundary may in fact divide a homogenous area, which creates a non-optimal sub-market. Alternatively, a submarket or neighbourhood can be created on the basis of environmental or locational characteristics (Sauter, 1985; Eckert, 1990) . Another approach which can be used in delineating sub-markets is based on quantitative characteristics of the dwellings such as house type, size, age etc. (Lusht, 1976; Adair et al., 1996) . In addition, analysis of house prices can be used as the determining factor in identifying such sub-groups (Adair et al., 1996) . From a mass appraisal modelling perspective it is essential that a large geographical area be divided into realistic sub-markets or neighbourhoods to enable the model to more accurately reflect the influence of location. This form of stratification has the advantage of being tailored to local supply and demand factors that can vary substantially across a region.
In terms of mass appraisal modelling the primary technique utilised is multiple regression analysis. This traditional econometric approach has been to regress the housing value on a function of various structural, accessibility and neighbourhood attributes of dwellings. Analysing these characteristics the latter two are strongly related to location. This therefore gives rise to a reclassification of these characteristics between locational and structural (Olmo, 1995) . The estimated coefficients provide hedonic prices or implicit marginal prices of the attributes considered. To incorporate a spatial element within what is typically an aspatial modelling technique requires the proper specification of the spatial regressor.
Generally speaking it is possible to derive individual models for each discrete sub-market or alternatively to employ an overall model encompassing several neighbourhoods, where each neighbourhood enters into the model as a dummy or dichotomous variable. The application of separate models for stratified homogeneous subsets induces a problem of sample size, which could result in statistically unsound and biased results. The use of multiple models can create circumstances when adjacent properties are grouped into different neighbourhoods and valued with reference to different models. Alternatively, the approach of using dummy neighbourhood variables to reflect the influence of location does have an intuitive appeal, but presupposes that the affect of that location is uniform across all properties within a particular neighbourhood. In addition, this form of delineation can be construed as static, which results in ignoring the potential effects of spatial trends. Since location is usually the most important variable in real estate value, it is imperative to account for locational variation before attempting to derive at definitive market coefficients for individual property attributes, given that such variables as age, plot size are highly correlated with location.
An alternative to modelling on specific neighbourhoods is to accept the premise that location is an amalgam of several environmental factors which when combined give a location a specific value. For example locational influences may arise from a number of sources such as accessibility, environmental factors, and neighbourhood amenity. A number of studies (Zerbst and Eldred, 1977; Schuler, 1990; ) have demonstrated the use of neighbourhood variables which effectively act as proxies for location. Therefore in general with hedonic modelling there are two major problems in estimating neighbourhood and accessibility effects firstly, measurement error given that neighbourhood as a discrete variable is unobservable and secondly, the presence of multi-centric effects. What is required is a more flexible and ultimately a more accurate means of capturing the 'value' impact of neighbourhood and accessibility effects (i.e. location).
Contemporary approaches
An alternative to the establishment of fixed neighbourhoods or composite submarkets involves a more rigorous spatial analysis of property prices. Within a GIS framework the use of surface response analysis techniques has been shown to provide a three dimensional visualisation of the value of location as it varies geographically. Whilst research in this area has been limited the work which has been carried out has contributed to a better understanding of the measurement of locational effects. Research into Triangulated Irregular Networks (TINs) by LaRose (1988) demonstrated the potential of this approach to predictive modelling. This research was also interesting from the perspective that a global TIN produced better results that a TIN, which was based upon a stratified subset. In further developing this line of research Des Rosiers and Theriault (1992) investigated the use of isovalue plots and three dimensional models; Wyatt (1994) utilised 3-dimensional images integrated with network models; Gallimore et al. (1996) investigated the use of MRA generated residuals (with no locational variables) in building a response surface which could then be used to adjust for the under-or over-valuation of the property. A perceived problem with this approach is that the adjustment factor used was based on the error for each property, whilst this worked well with properties having known sale prices, its validity would need to be tested in relation to unsold properties.
Therefore the purpose of this study is to attempt to identify compensation factors for various sizes of pre-defined grids which can be applied to all properties located within such grids.
Surface Response Analysis
Surfaces or Grids are raster data sets interpolated from known points. These surfaces can be created through various interpolation techniques such as Inverse Distance Weighted, Spline or Kriging. Surface Response analysis is not without potential problems, all of which has been well documented in recent literature (Dubin, 1992; Ver Hoef, 1993; Olmo, 1995) . Issues such as multicollinearity, autocorrelation, distribution of sample points and distortion of surfaces due to cell resolution or kriging parameters and it is important that such issues are considered throughout research projects.
In developing the spatial model for this research the algorithm used is universal kriging (Ver Hoef, 1993) which combines aspects of regression and ordinary kriging. It is essentially an advanced interpolation procedure that generates an estimated surface from a scattered set of points. Unlike other kriging techniques universal kriging makes explicit use of the specific autocorrelation between observations on the surface being mapped. Therefore for spatial prediction kriging can be thought of simply as an optimal weighted average of the surrounding data for the response variable, in this case selling price (Englund, 1993) .
Given that known value points allow a grid to be interpolated it is possible to assess the predictive accuracy of the interpolated surface by removing a selection of known value points. This sample can then be overlaid on the surface and the surface values extracted and compared to produce residual error. Gallimore et al. (1996) Suggest that residual error may be used to calibrate the surface model and thus increase its predictive accuracy. As kriging uses an optimal weighted average of price (in this case) it is possible to create a surface based on 'neighbourhood' residual error which in turn may be applied to the original surface value as a compensation factor.
Data
For the purposes of this research the following data were used:
(i) Valuation and Lands Agency
The Valuation and Lands Agency supplied 667 residential property sales over the period September 1995 to September 1997. The data represented all sales within the confines of a local authority area. The original data set comprised 825 sales however, after screening the transactions for local authority sales, first time sales from local builders, co-ownership sales, the number of transactions was reduced by 158 due to non-arms length sales. The attributes associated with each property included the sale price, date of sale, age of property, size (gross external), number of bedrooms, number of bathrooms, number of garages, type of central heating, condition, neighbourhood and group cluster. Table 1 provides a brief description of the main structural variables. The sales data was divided into two groups, the first group of 501 properties was used for modelling purposes (see Figure 1 for its distribution) and the second group of 166 properties was used for validation purposes (see Figure 2) . Ordnance Survey of Northern Ireland (OSNI) maintain a current, digital topographic map base for Northern Ireland. This data is complex comprising some 200 levels of information held as attributes against vector geometry. In addition an 'associated address database' is maintained for all addressable properties held as attributes of each building polygon. Each record provides a spatially unique property reference number in the form of a geocode. This is a centroid within each building polygon accurate to 1m on the ground. Linking of the two data sets was achieved by merging via a concatenated postal address and thus provided the ability to plot each of the VLA records.
Methodology
All modelling, surface interpolations and analysis is performed using ArcView 3.1. For the purposes of this analysis some additional computer programs were written to augment those supplied with ArcView. The proposed methodology comprises several different stages of application but in general terms will include the following processes.
Stage 1
The first stage is to consider a locationally insensitive model. This would be based on the assumption that house prices are determined solely by the physical characteristics of the dwelling itself, thereby ignoring location and environmental characteristics of the neighbourhood. 1if Roof space conversion, 0 if otherwise * All sales prices, which occur over the two-year period, were adjusted to a common date (mid-part) of the sales data.
Stage 2
The next stage would be to develop pure spatial models under the assumption that the determinants of house prices are only related to spatial location. The variables used in this case would be selling price and geographic position. This approach can be regarded as a theoretical neutral test in predicting house prices in terms of solely spatial variables.
Stage 3
The third stage would be to use universal kriging techniques to generate a surface from MRA residuals expressed in percentage terms. The MRA results will not include any spatial regressors within initial analysis. Following the work of Gallimore et al., (1996) the objective is to derive a network of compensation factors.
Procedure
1. Derive random sample of 33% for hold out purposes from original sample 2. Generate grids using Universal Kriging interpolation techniques 3. Derive residual error and % residual error 4. Generate decreased resolution grid using percentage residual error 5. Overlay the hold out sample and extract the new weighted average of percentage residual error 6. Apply compensation Factors as determined by step 5 7. Generate Coefficient of Dispersion (COD) to assess the accuracy of the predictive model 8. Generate a new grid based on the compensated values 9. Generate COD and compare results
The iterations described previously are intended to exploit the kriging technique. Firstly, this technique will allow spatial relationships to be explicitly accounted for and secondly, the predicted values are essentially a weighted average based on the number of occurrences and proximity. Compensation factors may therefore be generated by decreasing the surface resolution interpolated from percentage residual error. The result will be a weighted average of residual error expressed as a percentage. These values may then be used to calibrate the results and another surface generated. Once this is complete independent test data may be compared and the results assessed.
Conclusion and results
The following is a summary of results based on the methodology described previously. It is immediately apparent that the pure MRA results produce the best COD. This will be due to many factors but specifically will include the extensive number of regressors utilised through this process stage and the nature of the sample set in terms of heterogeneity. The pure kriging approach produces an acceptable result of 12.5% and is well within the recommended limits as specified by International Association of Assessing Officers (IAAO). This result is significantly influenced by the distribution or density of sample and holdout points and by their relative heterogeneity. The hybrid approach, utilising MRA generated residual error (expressed as a percentage) interpolated via universal kriging to produce an optimal weighted average of residual error, produced the best overall model. The application of a series of ranked compensation factors to the data reduced the COD from 12.5% to 9.35% and is significant in its potential use. Figures 3 and 4 illustrate the correlation between the actual price and the modelled price. 
9.35%
The COD has improved although it is still not as good as the pure MRA Kriging results. 
