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I. INTRODUCTION
In recent years, the rapid advances in microelectro-mechanical systems and wireless technologies have enabled the integration of monitoring and wireless communication capabilities into sensor devices. When a large number of cheap sensors are distributed over an area to monitor a physical environment or to detect chemical and biological warfare agents, the sensors can form a many-to-one sensor network to report the data to a central unit. Such networks can provide valuable information regarding the physical phenomena of interest and thereby enable us to detect and control them. Potential applications of these networks include environmental monitoring, home security, battlefield surveillance and reconnaissance, etc.
The focus of this study is on the quality of service(QoS) control in many-to-one sensor networks. This is a relatively lessunderstood area, partially due to the difficulty in defining and supporting QoS for a variety of sensor network models. In this paper, the QoS, to be defined more precisely, can be viewed as the network resolution and is directly related to the number of sensors actively working in the network. Needless to say, the highest QoS can be achieved when all the sensors are used to monitor the environment, at the cost of a shortened network lifetime, due to the energy constraints of the sensors. Then, it is desirable to maintain a minimum number of active sensors while still meeting the QoS requirements. To this end, we devise a mechanism to dynamically control the number of active sensors.
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The main objective is to minimize the energy consumption in the network while satisfying the QoS requirement, thus ensuring the best possible energy efficiency.
Specifically, we consider a model where there are a central sink and ¢ sensors distributed over the surveillance area. Each sensor has two states, namely ON and OFF. Once a sensor is switched to ON, it monitors the environment, generates data packets and transmits them to the sink. A sensor can switch to OFF to save energy when there are more than enough sensors working in the network. The sink collects packets from the active sensors and reconstructs the phenomenon being monitored. We assume that there is a separate broadcast channel from the sink to the sensors, and that each sensor listens to this channel and decides its activity in the next round using the feedback information. . The QoS here is defined as the distortion between the original physical phenomenon and its reconstructed version at the sink. We consider a homogeneous network, for which we assume that there is a one-one mapping between £ ¤ and the distortion, denoted as© £ ¤
. Throughout, we assume that the sink knows the exact form of©
£ ¤
and adjusts the number of active sensors accordingly. The QoS requirement is given as¨
The basic idea of dynamic sensor activity management can be outlined as follows. Let
denote the operational number of active sensors in the network. That is,
is the targeted number of active sensors in the network. At the beginning of each round, the number of active sensors in the network is estimated at the sink. If § £ & ¤ £ # "
, the sink computes a probability 
, the system would maintain the minimum number of active sensors while satisfying the QoS requirement.
2) The case with inaccurate § £ D ¤
. There has been a great deal of interest in estimating the number of active sensors in sensor networks [2] , [8] . In some scenarios, it may be difficult to obtain perfect estimation of . We show that under this new sensor activity control scheme, the average number of active sensors is minimized while¨¨ is satisfied. The paper is organized as follows: in Section II, we review some related work on sensor networks. In Section III, we consider the case where § £ ¤ is accurate, and propose a scheme for sensor activity management accordingly. We prove that using this scheme R £ ¤ T S would converge to £ $ U V with probability one. In Section IV, we study the case where § £ ¤ is inaccurate. In this case, we use a stochastic approximation method to adapt
so that the average number of active sensors is minimized in steady state while the QoS requirement is still satisfied.
II. RELATED WORK
Due to their wide range of potential applications, many-to-one sensor networks have recently received much attention from the research community. In this section, we give a brief review of related work in this field.
The capacity and energy efficiency of many-to-one sensor networks have been two heavily studied fields due to their importance to the performance of such networks. In [9] , the authors investigate the capability of a large-scale sensor network to measure and transport independent snap-shots of a two dimensional field to the central sink. An information theoretic approach is taken in [1] to completely characterize the source/channel capacity of the reachback channel, where a common receiver collects from multiple sensors local measurements of a random field to reproduce it. In the field of energy efficiency, the work in [3] analyzes the energy consumption in a many-to-one sensor network. Both flat and clustering architectures are considered. The authors of [4] study how to maximize the lifetime of a sensor network for a given amount of energy, or equivalently, how to retrieve the same data using the least amount of energy.
The idea of using a feedback control scheme to control the performance of a network is not new. In [12] , the authors study a price-based rate control mechanism for random access networks which is analyzed using the slotted Aloha model with an infinite set of nodes. The mechanism uses channel feedback information to control the aggregate packet arrival rate. The parameters of the rate control scheme can be chosen a priori to stabilize the system at a desired operating point. Similarly, our scheme uses channel feedback information to control the number of active sensors, which decides the amount of incoming data. Also, in our scheme,
is adjustable so that the number of active sensors in steady state is controlled.
Most relevant to our work is perhaps [7] in which sensor network resolution is investigated. Assuming the quality of service(QoS) is defined as the optimum number of sensors sending information to the sink, [7] presents a sensor activity control scheme via using the Gur Game. In their approach, however, the sink needs to receive successful transmissions from all the active sensors in order to know the exact number of active sensors in each round, and each sensor is required to maintain an automaton. As a result, the complexity is relatively high. 
III. SENSOR ACTIVITY MANAGEMENT FOR THE CASE
and are broadcast to all the sensors. Then the sensors manage their activities probabilistically as mentioned before. The above feedback control scheme is locally optimal in each round in the sense that in computing
, it maximizes the probability of transitting to the desired state
in the next round. Clearly, the number of active sensors in the network evolves as 
to any other state is zero, i.e.,
. That is to say,
is the absorbing state of the Markov chain, and all the other states are transient states. The stationary distribution is then
It is clear that
with probability one. Therefore, if we choose
, where
the system would have the minimum number of active sensors while satisfying the distortion constraint when the feedback control scheme is applied to it. Next, we characterize the absorption time of the Markov chain, defined as the expected time it takes the system to arrive at the absorbing state. To this end, we write the transition matrix of the Markov chain as:
where the ©y 6 q -th element
and the index of the states are arranged such that
is the last one. Note 
, where r s stands for the number of times the system is expected to visit state q before absorption [6] . As a result, the absorption time starting with state
, is the sum of all the entries in the y -th row of~.
B. Numerical Examples
In the following, we illustrate by numerical examples the convergence of
under the above feedback control scheme. In the simulation, we set 
where we have abused the notation by using h © 6 £ ! ¤ 9 £ # "
to denote the stationary distribution of R £ ¤ S when the control scheme is applied to the system with a given £ ! # " 
In a nutshell, the problem boils down to the following optimization problem: j
depends on the stationary distribution of R £ ¤ S and hence the state-dependent transition matrix, which are difficult to characterize in general. That is to say, the exact form of
is not available and P1 cannot be solved directly.
For a given
. We need the following assumption:
Condition 1: We assume that
. Intuitively speaking, Condition 1 requires that for a given £ ¤ , the expectation of the distortion computed from the estimator be greater than or equal to the actual distortion© £ ¤
. Note that Condition 1 holds in many cases of practical interest. For example, it holds when© 6 £ ¥ ¤ is a convex function and the estimator § £ D ¤ is unbiased. In [5] , it is shown that in a Gaussian sensor network, the distortion as a function of the number of active sensors is in the form of¨(
It is easy to verify that(
A © 6 £ & ¤ is convex. Therefore, when the estimator is unbiased, i.e.,
, we have that
denote the distortion for a given
with respect to § £ ¤ would be
Denote it as
. Under Condition 1, it follows that
That is to say,
under Condition 1. Therefore, a sufficient condition to meet the constraint in P1 is that ¨ z © 6 £ # " 9
. Therefore, a "suboptimal" solution to P1 can be obtained by solving the following problem: 
we have the following lemma: Lemma 4.1: There exist constants 
The proof of Theorem 4.1 has been relegated to Appendix I.
C. Numerical Results
In this section, we illustrate by numerical examples the convergence of Algorithm I, and study the effects of different 
V. CONCLUSION
In this paper, we studied dynamic sensor activity management in many-to-one sensor networks, aiming to maximize the network lifetime while meeting the QoS requirement. We assume that in each transmission round the sink estimates the number of active sensors and broadcasts control information to the sensors for activity management. We consider the following two cases: 1) the estimator, § £ ¥ ¤ , is accurate, and 2) § £ ¥ ¤ is inaccurate. When § £ ¥ ¤ is accurate, we devised a sensor activity control scheme under which the number of active sensors would converge to the minimum one that can meet the QoS requirement. When § £ ¤ is inaccurate, we proposed a stochastic approximation method to dynamically update the control scheme so that the average number of active sensors is minimized while the QoS requirement is satisfied. This scheme is applicable to many practical scenarios with inaccurate estimations.
A concern that may arise is that some active nodes may remain active until they die after reaching steady state. To address this issue, it is plausible to turn off active sensors when their energy reserve fall below a certain threshold, and these sensors may remain off for a certain period of time. As a result, the total number of sensors in the network varies. Furthermore, in many practical scenarios, sensor deaths and replenishment can result in an unknown total number of sensors. Therefore, it is of great interest to generalize the study to scenarios where the total number of sensors in the network is unknown to the sink, and we are currently investigating this problem. 
