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Abstract
We give a local trace formula for the pair ðP1ðhÞ ¼ P0 þ WðhyÞ; P0Þ; where P0 is a periodic
Schro¨dinger operator, W is a decreasing perturbation and h is a small positive parameter. We
apply this result to establish the existence of Bhn resonances near some energy l of sðP0Þ:
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0. Introduction
Formulas relating the scattering resonances and the trace of some functions of the
perturbed and unperturbed operators play an important role in the scattering theory
and in the analysis of the distributions of resonances. The classical one, called the
Poisson formula in Lax–Phillips theory, links the trace of the wave group to
resonances for compactly supported perturbation of the Laplacian in odd
dimension. It was proved by Lax–Phillips [18] and then was successively extended
by Bardos et al. [2], Melrose [19] and Sjo¨strand–Zworski [29].
Recently, Sjo¨strand [27,28] obtained a general local trace formula with remainder,
valid in the semi-classical cases and in many situations where the resonances can only
be deﬁned in some neighborhood of the real axis.
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The originality of Sjo¨strand’s results is that he does not require the scattering
theory and this permitted him to cover the even dimension cases and a very large
class of perturbations including the long-range perturbations. His approach was an
effective tool in the study of the distribution of resonances and the spectral shift
function. See [3–6,20,21,26,29,30].
This paper concerns a local trace formula for resonances for the pair of self-
adjoint operators ðP1ðhÞ ¼ P0 þ WðhyÞ; P0 ¼ Dþ VðyÞÞ: Here V is real valued
and periodic with respect to the lattice G in Rn; W is a decreasing perturbation and h
is a small positive parameter. Since the potential V is periodic, our model is excluded
in [27,28].
The Hamiltonian P1ðhÞ describes the quantum motion of an electron in a crystal
placed in an external ﬁeld. Many works on such a model where various spectral
properties are described such as the dynamics, absence of embedded eigenvalues and
scattering properties [7,9,12–14,17] exist.
In the study of resonances of P1ðhÞ; one may introduce the Fermi surface FðlÞ for
lAR; where FðlÞ is the set of Bloch numbers x such that l is an eigenvalue of the
reduced Hamiltonian Px obtained by the Floquet Bloch theory (see Deﬁnition 1.1). If
FðlÞ is the union of smooth manifolds we identify the resonances of P1ðhÞ with the
complex eigenvalues of a closed operator P1ðt; hÞ; which is obtained by the method
of spectral deformation, t is the distortion parameter, see [10]. This method is a
standard technique in resonance theory since the work of Aguilar–Combes [1], see
also [8].
Following [10], the invertibility of ðz  P1ðt; hÞÞ for z in small neighborhood O of l
is controlled by the invertibility of an h-pseudodifferential operator Et1;þðz; hÞ
deﬁned on L2ðRn=GnÞ; where Gn is the dual lattice of G:
Using the reduced Hamiltonian Etþðz; hÞ; we establish a trace formula for the pair
ðP1ðhÞ; P0Þ similar to the one obtained by Sjo¨strand [27,28].
An application of this trace formula yields a lower bound for the number of
resonances of P1ðhÞ near any point of the analytic singular support of wRðsÞ ¼R
jxjoR wðs  WðxÞÞ dx: Here R is a large constant and wðsÞ is the density of states
of P0:
The paper is organized as follows: In Section 1, we introduce some notations and
state the assumptions and the results precisely. Some technical results are given in
Section 2. The asymptotic expansion of tr½f ðP1ðhÞÞ  f ðP0Þ (resp. the density of
resonances) is proved in Section 3 (resp. Section 5). Section 4 is devoted to the proof
of the local trace formula.
1. Preliminaries and main results
Let G ¼"ni¼1Zei be a lattice generated by some basis ðe1; e2;y; enÞ of Rn: The
dual lattice Gn is given by Gn :¼ fgnARn; /gjgnSA2pZ; 8gAGg: A fundamental
domain of G (resp. Gn) is denoted by E (resp. En). If we identify opposite edges of E
(resp. En) then it becomes a ﬂat torus denoted by T ¼ Rn=G (resp. Tn ¼ Rn=GnÞ:
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Let V be a real-valued potential, CN and G-periodic. For xARn; we deﬁne the
operator Px on L
2ðTÞ by
Px :¼ ðDy þ xÞ2 þ VðyÞ:
The operator Px is a semi-bounded self-adjoint with x-independent domain H2ðTÞ:
Since the resolvent of Px is compact, Px has a complete set of (normalized)
eigenfunctions Fnð; xÞAH2ðTÞ; nAN; called Bloch functions. The corresponding
eigenvalues accumulate at inﬁnity and we enumerate them according to their
multiplicities, l1ðxÞpl2ðxÞp?: The operator Px satisﬁes the identity eiygnPxeiygn ¼
Pxþgn ; then for every pX1; the function x/lpðxÞ is Gn-periodic.
Ordinary perturbation theory shows that lpðxÞ are continuous functions
of x for any ﬁxed p; and lpðxÞ is an even analytic function of x near any
point x0AT
n where lpðx0Þ is a simple eigenvalue of Px0 : The function lpðxÞ is
called the band function and the closed intervals Lp :¼ lpðTnÞ are called bands
(see [22,25]).
Consider the self-adjoint operator on L2ðRnÞ with domain H2ðRnÞ
P0 ¼ Wþ VðyÞ: ð1:1Þ
By Bloch–Floquet theory, it is well known that sðP0Þ ¼ sacðP0Þ ¼
S
pX1 Lp (see [22]).
Deﬁnition 1.1. Let lAR and FðlÞ ¼ fxATn; lAsðPxÞg the corresponding Fermi-
surface.
(a) We will say that lAsðP0Þ is a simple energy level if and only if l is a simple
eigenvalue of Px; for every xAFðlÞ:
(b) Suppose that l is a simple energy level of P0 and let lðxÞ be the unique
eigenvalue deﬁned on a neighborhood of FðlÞ such that lðxÞ ¼ l; 8xAFðlÞ: We say
that l is a non-critical energy if dxlðxÞa0 for all xAFðlÞ:
Now, let us recall some well-known facts about the density of states associated
with P0; see [23]. The density of states measure r is deﬁned as follows:
rðlÞ :¼ 1ð2pÞn
X
pX1
Z
fxAEn; lpðxÞplg
dx: ð1:2Þ
Since the spectrum of P0 is absolutely continuous, the measure r is absolutely
continuous with respect to the Lebesgue measure dl: Therefore, the density of states
of P0; denoted by wðEÞ ¼ drdE ðEÞ; is locally integrable.
We now consider the perturbed periodic Schro¨dinger operator:
P1ðhÞ :¼ P0 þ WðhyÞ; hr0; ð1:3Þ
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where WACNðRn;RÞ: We assume that there exist positive constants a and C such
that W extends analytically to DðaÞ :¼ fzACn; jIðzÞjpaoRðzÞ4g and
jWðzÞjpC/zSne uniformly on zADðaÞ; ðH1Þ
where e is a positive constant and /zS ¼ ð1þ jzj2Þ12: Here RðzÞ; IðzÞ designate
respectively, the real and imaginary part of z:
Remark 1.2. Assumption (H1) and Cauchy formula imply that 8aANn; (Ca40
such that
j@az WðzÞjpCa/zSnejaj uniformly on zADðaÞ: ðH2Þ
In the next section, we prove:
Theorem 1.3. Assume (H1). For fACN0 ðRÞ; the operator ½f ðP1ðhÞÞ  f ðP0Þ is of trace
class and
tr½f ðP1ðhÞÞ  f ðP0ÞB
XþN
j¼0
ajh
jn; hr0 ð1:4Þ
with
a0 ¼
Z
Rn
Z
R
f 0ðtÞ½rðt  WðxÞÞ  rðtÞ dt dx ¼
Z
R
f ðsÞw˜ðsÞ ds; ð1:5Þ
where
w˜ðsÞ :¼
Z
Rn
½wðs  WðxÞÞ  wðsÞ dx: ð1:6Þ
Notice that for the proof of this theorem, we need only assumption (H2) for z real.
The second result involves the resonances of P1ðhÞ: Let us recall the deﬁnition. We
follow essentially the presentation of [10].
Let vACNðRn;RnÞ; be Gn-periodic. For real t; we introduce the spectral
deformation family Ut deﬁned by: 8uAS;
½UtuðxÞ :¼F1h ½J
1
2
t ðÞFhðuÞðvtðÞÞðxÞ; ð1:7Þ
where vtðxÞ ¼ x  tvðxÞ and JtðxÞ its Jacobian. HereFh is the semi-classical Fourier
transform:
½FhuðxÞ :¼
Z
Rn
e
i
h
xxuðxÞ dx; 8uASðRnÞ: ð1:8Þ
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Let Pˆ1ðhÞ :¼ h2Dþ VðxhÞ þ WðxÞ; the operator obtained from P1ðhÞ by the change
of variables x ¼ hy:
Lemma 1.4 (Dimassi [10, Proposition 2.8]). Assume (H1). The self-adjoint operator
P1ðt; hÞ :¼ UtPˆ1ðhÞU1t ; defined for tA  t0; t0½; extends to an analytic type-A family
of operators on Dðt0Þ :¼ ftAC; jtjot0g; with domain H2ðRnÞ:
From now on, we assume that l0 is a simple non-critical energy of P0: By Dimassi
[10], there exist a complex neighborhood O of l0 such that for tAi0; t0½; t040 small
enough, the spectrum of P1ðt; hÞ in O consist of discrete eigenvalues of ﬁnite
multiplicities. Moreover, these eigenvalues are t-independent and so they can be
identiﬁed with resonances of P1ðhÞ:
Let *OCO be an open relatively compact subset of O: We assume that I ¼ *O-R
and J ¼ O-R are intervals. See Fig. 1.
Our main result is:
Theorem 1.5. Let l0;O; *O; I ; J be as above and let W satisfy (H1). Then for h
sufficiently small the following holds: Let g ¼ gðz; hÞ be holomorphic for zAO and
satisfy jgðz; hÞjp1 for zAO\ *O: Let wACN0 ðJÞ be independent of h with w  1 near %I:
Then, uniformly with respect to g;
tr½ðwgÞðP1ðhÞÞ  ðwgÞðP0Þ ¼
X
zAResðP1ðhÞÞ- *O
gðzÞ þ OðhnÞ; ð1:9Þ
where *O ¼ *O-fwAC; IðwÞp0g:
In the following theorem, we give a lower bound for the number of resonances of
P1ðhÞ near any point of the analytic singular support of w˜:
Im (z)=0
C
a1 b1
J=[a1, b1]
*=b + i ε 
+=a+ iε, ε>0.
*+ I
λ0
Ω
Ω \ Ω
      Ω
Fig. 1.
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Theorem 1.6. Let O be as above and let E0AO-singsuppaðw˜Þ: Then for every h-
independent complex neighborhood *O of E0; there exist h0 ¼ hð *OÞ40 sufficiently small
and C ¼ Cð *OÞ40 large enough such that for hA0; h0½;
#½ResðP1ðhÞÞ- *OX 1
Cð *OÞ h
n: ð1:10Þ
Here singsuppaðw˜Þ denote the analytic singular support of the distribution w˜:
Remark 1.7. Note that if l0 is a simple non-critical energy of P0; then the function
l/wðlÞ is analytic near l0: See [12, Theorem 4.4]. Consequently, for R large enough
the function
R
jxj4R½wðsÞ  wðs  WðxÞÞ dx is analytic near l0; since WðxÞ tends to
zero when jxj tends to inﬁnity. Therefore, for EAR and R40 sufﬁciently large, we
have
EAsingsuppaðw˜Þ 3 EAsingsuppa
Z
jxjoR
wðs  WðxÞÞ dx
 !
:
2. Effective resonant Hamiltonian
Denote by TG the distribution in S
0ðR2nÞ deﬁned by
TGðx; yÞ ¼ 1
volðEÞhn
X
bnAGn
eiðxhyÞ
bn
h : ð2:1Þ
We recall that E is a fundamental domain of G:
For mAN; put Lm :¼ fuðxÞTGðx; yÞ; @axuAL2ðRnÞ; 8a; jajpmg:
It was shown in [10] that the operator P1ðt; hÞ; tADðt0Þ; acting on L2ðRnÞ with
domain H2ðRnÞ is unitary equivalent to
P1ðt; hÞ :¼ ðDy þ vtðDxÞÞ2 þ VðyÞ þ W wt ðx; hDx; hÞ; W wt :¼ UtWU1t ð2:2Þ
acting on L0 with domain L2; and that the following proposition holds.
Proposition 2.1. Assume (H2) and let tADðt0Þ; t0 small. There exist NAN; a complex
neighborhood O of J ¼a1; b1½; and a bounded operator Rþ in LðL0;L2ðTn;CNÞÞ such
that for all zAO and 0ohoh0 small enough, the operator
Pt1ðz; hÞ :¼
P1ðt; hÞ  z Rnþ
Rþ 0
 !
: L2  L2ðTn;CNÞÞ-L0  L2ðTn;CNÞ ð2:3Þ
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is bijective with bounded two-sided inverse
Et1ðz; hÞ :¼
Et1ðz; hÞ Et1;þðz; hÞ
Et1;ðz; hÞ Et1;þðz; hÞ
 !
: ð2:4Þ
Here Et1;þ :¼ Et
w
1;þðk;hDk; z; hÞ is an h-pseudodifferential operator with symbol
Et1;þðk; x; z; hÞB
X
jX0
E
t;j
1;þðk; x; zÞ hj; 8 0ohoh0 ð2:5Þ
in S0 Tn  Rn;LðCN ;CNÞ :
Remark 2.2. (1) We denote by Pt0ðz; hÞ and
Et0ðz; hÞ :¼
Et0ðz; hÞ Et0;þðz; hÞ
Et0;ðz; hÞ Et0;þðz; hÞ
 !
the operators given by Proposition 2.1 when W ¼ 0:
(2) Note that Rþ depends only on the non-perturbed periodic Schro¨dinger
operator P0: See [13, Proposition 2.1; 11, Chapter 13]. Therefore, we may take the
same Rþ for Pt1ðz; hÞ and Pt0ðz; hÞ:
When t ¼ 0 we drop the exponent 0 in the P0i ; E0i and E0ijðz; hÞ; with i ¼ 0; 1 and
j ¼ ;þ;þ : Recall that P1ð0; hÞ ¼ Pˆ1ðhÞ: The following well-known formulas are
a consequence of Proposition 2.1 (see also [16]), for j ¼ 0; 1:
ðPˆjðhÞ  zÞ1 ¼ Ejðz; hÞ  Ej;þðz; hÞEj;þðz; hÞ1Ej;ðz; hÞ; ð2:6Þ
Ej;þðz; hÞ1 ¼ RþðPˆjðhÞ  zÞ1Rnþ ð2:7Þ
and
@zEj;þðz; hÞ ¼ Ej;ðz; hÞEj;þðz; hÞ: ð2:8Þ
Here Pˆ0ðhÞ :¼ h2Dþ VðyhÞ:
In the following, we write ½aj1j¼0 ¼ a1  a0:
Lemma 2.3. We have
½Ej;þðz; hÞ1j¼0 ¼ E1ðz; hÞWðxÞE0;þðz; hÞ; ð2:9Þ
½Ej;ðz; hÞ1j¼0 ¼ E0;ðz; hÞWðxÞE1ðz; hÞ ð2:10Þ
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and
½Ej;þðz; hÞ1j¼0 ¼ E1;ðz; hÞWðxÞE0;þðz; hÞ: ð2:11Þ
In particular, if (H1) is satisfied then
½Ej;þðk; x; z; hÞ1j¼0AS0ðTnk  Rnx;/xSne;LðCN ;CNÞÞ: ð2:12Þ
Proof. Identities (2.9)–(2.11) follow from the ﬁrst resolvent equation
½Ejðz; hÞ1j¼0 ¼E1ðz; hÞ½P0ðz; hÞ P1ðz; hÞE0ðz; hÞ
¼  E0ðz; hÞ½P1ðz; hÞ P0ðz; hÞE1ðz; hÞ
and the fact that ½Pjðz; hÞ1j¼0 ¼
WðxÞ 0
0 0
	 

:
Formula (2.12) is a simple consequence of (2.11) and standard h-pseudodiffer-
ential calculus. &
Proposition 2.4. Under assumption (H1), the operators
WðxÞE0;þðz; hÞ :L2ðTn;CNÞ-L2ðRnÞ ð2:13Þ
and
E0;ðz; hÞWðxÞ :L2ðRnÞ-L2ðTn;CNÞ ð2:14Þ
are of trace class.
Proof. Since ðE0;ðz; hÞWðxÞÞn ¼ WðxÞE0;ðz; hÞ it sufﬁces to prove (2.13). Without
any loss of generality, we may assume that N ¼ 1:
Consider the operator H ¼ ðId h2DTnÞne on L2ðTn;CÞ: Set A ¼
WðxÞE0;þðz; hÞ; B ¼ AnA and C ¼ H1BH1:
Since WAS0ðR2n;/xSneÞ and E0;þðk; x; z; hÞAS0ðTnk  RnxÞ; a standard result of
h-pseudodifferential calculus shows that CAS0ðTnk  RnxÞ: Therefore, C extends to a
bounded operator from L2ðTn;CÞ into L2ðTn;CÞ (see [11, Chapter 13]). Combining
this with the fact that B is positive, we get
0pB ¼ HCHpjjCjjH2
which implies
0pB
1
2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jjCjj
p
H:
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Since H : L2ðTn;CÞ-L2ðTn;CÞ is of trace class, the lemma follows from the above
inequality. &
Proposition 2.5. For zAC such that IðzÞa0; the operator
½Ej;þðz; hÞEj;þðz; hÞ1Ej;ðz; hÞ1j¼0
is of trace class from L2ðRnÞ to L2ðRnÞ and
trð½Ej;þðz; hÞEj;þðz; hÞ1Ej;ðz; hÞ1j¼0Þ ¼ trð½Ej;þðz; hÞ1@zEj;þðz; hÞ1j¼0Þ: ð2:15Þ
Here the operator in the right member of (2.15) is defined on L2ðTn;CNÞ:
Proof. Let zAC s.t. IðzÞa0 we have the following identity:
½Ej;þðz; hÞEj;þðz; hÞ1Ej;ðz; hÞ1j¼0
¼ ½ð½Ej;þðz; hÞ1j¼0ÞE1;þðz; hÞ1E1;ðz; hÞ
þ ½E0;þðz; hÞE0;þðz; hÞ1ð½Ej;ðz; hÞ1j¼0Þ
 ½E0;þðz; hÞE1;þðz; hÞ1ð½Ej;þðz; hÞ1j¼0Þ
E0;þðz; hÞ1E1;ðz; hÞ: ð2:16Þ
According to Lemma 2.3 and Proposition 2.4, all terms of the right member in the
last equality are of trace class. Using the cyclicity of the trace and identity (2.8), we
obtain the proposition. &
The main result in this section is
Proposition 2.6. Let cACN0 ðRÞ and let *c be an almost analytic extension of c: Then
the operator ½cðP1ðhÞÞ  cðP0Þ is of trace class as an operator from L2ðRnÞ to L2ðRnÞ
and
tr½cðP1ðhÞÞ  cðP0Þ
¼ tr½cðPˆ1ðhÞÞ  cðPˆ0ðhÞÞ
¼ 1
p
Z
C
%@ *cðzÞtrð½Ej;þðzÞ1@zEj;þ1j¼0Þ LðdzÞ: ð2:17Þ
Here %@ ¼ @@ %z:
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Proof. By Helffer–Sjo¨strand formula (see [15]), we have
cðPˆ1ðhÞÞ  cðPˆ0ðhÞÞ ¼ 1p
Z
C
%@ *cðzÞ½ðz  Pˆ1ðhÞÞ1  ðz  Pˆ0ðhÞÞ1LðdzÞ:
Combining this with (2.6), we obtain
cðPˆ1ðhÞÞ  cðPˆ0ðhÞÞ ¼ 1p
Z
C
%@ *cðzÞ½Ejðz; hÞ1j¼0LðdzÞ
 1
p
Z
C
%@ *cðzÞ½Ej;þðz; hÞEj;þðz; hÞ1
Ej;ðz; hÞ1j¼0LðdzÞ: ð2:18Þ
Since Ejðz; hÞ; j ¼ 0; 1; is holomorphic in a neighborhood of supp ð *cÞ; the ﬁrst term
in the right member of (2.18) vanishes. Consequently,
cðPˆ1ðhÞÞ  cðPˆ0ðhÞÞ
¼ 1
p
Z
C
%@ *cðzÞ½Ej;þðz; hÞEj;þðz; hÞ1Ej;ðz; hÞ1j¼0LðdzÞ:
Using Proposition 2.5, we conclude that ½cðPˆ1ðhÞÞ  cðPˆ0ðhÞÞ is of trace class and
applying (2.15), we obtain the second equality of (2.17). The ﬁrst equality follows
from the fact that PˆjðhÞ is unitary equivalent to PjðhÞ; j ¼ 0; 1: &
3. Proof of Theorem 1.3
The proof of Theorem 1.3 is a simple consequence of Proposition 2.6 (with c ¼ f )
and symbolic calculus. Here, we only give an outline of the proof. For the details, we
refer to [9]. Fix d in 0; 1
2
½: Integral (2.17) over fzAC; j Izjphdg is OðhNÞ; since
%@f˜ðzÞ ¼ OðjIzjNÞ and
jj½Ej;þðzÞ1@zEj;þðzÞ1j¼0jjtr ¼ OðjIzj1Þ:
On the other hand, ½Ej;þðz; hÞ1@zEj;þðz; hÞ1j¼0 has an asymptotic expansion in
powers of h uniformly on z in fzAsupp f˜; jIðzÞjXhdg (see [9]). Therefore, as in
[11, Theorem 13.28], we have
1
p
Z
C
%@f˜ðzÞtrð½Ej;þðzÞ1@zEj;þðzÞ1j¼0ÞLðdzÞB
X
jX0
ajh
jn; ðhr0Þ
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with
a0 ¼
X
k
Z
Rnx
Z
En
½f ðWðxÞ þ lkðxÞÞ  f ðlkðxÞÞ dx
	 

dx:
Note that, the sum in the last equality is ﬁnite, since limk-N lkðxÞ ¼ þN and W is
bounded.
It remains only to show (1.5). Clearly,
a0 ¼
X
k
Z
Rnx
Z
En
Z
Rt
½1½lkðxÞþW ðxÞ;þN½ðtÞ  1½lkðxÞ;þN½ðtÞf 0ðtÞ dt dx
	 

dx:
Remembering the deﬁnition of rðtÞ; we get
a0 ¼
Z
Rnx
Z
Rt
ðrðtÞ  rðt  WðxÞÞÞf 0ðtÞ dt dx:
Integrating by parts, we obtain a0 ¼
R
R
f ðsÞw˜ðsÞ ds: &
4. Proof of the local trace formula
Let l0;O; *O; I and J be as in Theorem 1.5. Applying Proposition 2.6 (with
c :¼ wg), we obtain
I ¼ tr½ðwgÞðP1ðhÞÞ  ðwgÞðP0ðhÞÞ
¼  1
p
Z
C
ð %@*wÞðzÞgðzÞtrð½Ej;þðz; hÞ1@zEj;þðz; hÞ1j¼0ÞLðdzÞ; ð4:1Þ
where wACN0 ðJÞ;  1 near %I; and h-independent. Here g ¼ gðz; hÞ is an
holomorphic function in O and satisﬁes jgðz; hÞjp1 for zAO\ *O:
Since suppð %@*wÞCfwAC; jgðwÞjp1gCO\ *O; integral (4.1) over fzAC; IðzÞo0g is
OðhnÞ uniformly with respect to g: Consequently,
I ¼ 1
p
Z
Cþ
ð %@*wÞðzÞgðzÞtrð½Ej;þðz; hÞ1@zEj;þðzÞ1j¼0ÞLðdzÞ þ OðhnÞ; ð4:2Þ
where Cþ ¼ fwAC; IðwÞX0g:
Let *g : ½0; 1-Cþ; t/½ta þ ð1 tÞb þ ie: In the following, we ﬁx e40 small
enough (independent of h) such that fa þ ie; b þ iegAO\ %*O: See Fig. 1. Green’s
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formula gives
 1
p
Z
Cþ
ð %@*wÞðzÞgðzÞ½Ej;þðz; hÞ1@zEj;þðz; hÞ1j¼0LðdzÞ
¼ 1
p
Z
0pIðzÞoe
ð %@*wÞðzÞgðzÞ½Ej;þðz; hÞ1@zEj;þðz; hÞ1j¼0LðdzÞ
þ 1
2pi
Z
*g
*wðzÞgðzÞ½Ej;þðz; hÞ1@zEj;þðz; hÞ1j¼0 dz: ð4:3Þ
The integrand in the ﬁrst integral in the right member of (4.3) has its support in the
region where g ¼ Oð1Þ: So we get (uniformly with respect to g)
I ¼ 1
2pi
Z
*g
*wðzÞgðzÞtrð½Ej;þðz; hÞ1@zEj;þðz; hÞ1j¼0Þ dz þ OðhnÞ:
Since suppð1 *wÞCfwAC; j gðwÞjp1g; we may replace I by
I ¼ 1
2pi
Z
*g
gðzÞtrð½Ej;þðz; hÞ1@zEj;þðz; hÞ1j¼0Þ dz þ OðhnÞ: ð4:4Þ
In *g; IðzÞ ¼ e40 ﬁxed. Since Esj;þðz; hÞ is an analytic type-A family on Dðt0Þ ¼
ftAC; jtjpt0g and Ej;þðz; hÞ is invertible, there exist t140 sufﬁciently small such
that for all sADðt1Þ; Esj;þðz; hÞ is invertible and Esj;þðz; hÞ1 is an analytic type-A
family on Dðt1Þ: Applying this with the fact that Us is unitary when s is real, we get
trð½Ej;þðz; hÞ1@zEj;þðz; hÞ1j¼0Þ
¼ trð½Esj;þðz; hÞ1@zEsj;þðz; hÞ1j¼0Þ; 8sADðt1Þ: ð4:5Þ
On the other hand, since the right-hand side of (4.5) is analytic for
sADðt0Þ-fsAC; IðsÞX0g and zA*g; the above equality remains true for all
sADðt0Þ-fsAC; IðsÞX0g and zA*g:
From now on, we ﬁx sAi0; t0½: Identity (4.4) becomes (uniformly with respect to g)
I ¼ 1
2pi
Z
*g
gðzÞtrð½Esj;þðz; hÞ1@zEsj;þðz; hÞ1j¼0Þ dz þ OðhnÞ: ð4:6Þ
Since the operator ðEs1;þðz; hÞ  Es0;þðz; hÞÞEs0;þðz; hÞ1 is compact, we decom-
pose it as sum of two operators, one of them is of ﬁnite rank and the other has a
small norm.
Lemma 4.1. There exist two operators K1; K2 from L
2ðTn;CNÞ into itself, such that
Idþ K1 is invertible; K2 is of finite rank ð¼ OðhnÞÞ ð4:7Þ
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and K1 þ K2 ¼ ðEs1;þðz; hÞ  Es0;þðz; hÞÞEs0;þðz; hÞ1: Here Id designates the identity
operator on L2ðTn;CNÞ:
Proof. Without any loss of generality, we may assume that N ¼ 1:
Consider the operator on L2ðTnÞ; A0 ¼ h2DTn : The spectrum of A0 is discrete.
Let wACN0 ðRÞ such that w  1 in ½C; C and w  0 in R\½2C; 2C: By functional
calculus, we deﬁne the operator A ¼ wðh2DTnÞ: The operator A is of ﬁnite rank,
ð¼ OðhnÞÞ:
Standard h-pseudodifferential calculus on the torus and assumption (H1) on W
give
jjðId AÞ½Es1;þðz; hÞ  Es0;þðz; hÞEs0;þðz; hÞ1jj-0 when C-þN:
To ﬁnish the proof of the lemma, it sufﬁces to take
K1 ¼ ðId AÞ½Es1;þðz; hÞ  Es0;þðz; hÞEs0;þðz; hÞ1 ð4:8Þ
and
K2 ¼ A½Es1;þðz; hÞ  Es0;þðz; hÞEs0;þðz; hÞ1: ð4:9Þ
The remainder of the proof of Theorem 1.5 is close to the one in [28, Section 4], for
that we omit the details.
Set Kðz; hÞ ¼ K2ðz; hÞðIdþ K1ðz; hÞÞ1: A simple calculus gives
Es1;þðz; hÞ ¼ ðIdþ Kðz; hÞÞðIdþ K1ÞEs0;þðz; hÞ: ð4:10Þ
Differentiating the last identity with respect to z and inserting it in the integrand of
the right member of (4.6), we get
½Esj;þðz; hÞ1@zEsj;þðz; hÞ1j¼0
¼ Es0;þðz; hÞ1ðIdþ K1Þ1ðIdþ KÞ1@zKðz; hÞ
ðIdþ K1ðz; hÞÞEs0;þðz; hÞ
þ Es0;þðz; hÞ1ðIdþ K1ðz; hÞÞ1@zK1ðz; hÞEs0;þðz; hÞ: ð4:11Þ
Clearly, all the terms in (4.11) are of trace class. Using the cyclicity of the trace we
obtain
trð½Esj;þðz; hÞ1@zEsj;þðz; hÞ1j¼0Þ
¼ trð½ðIdþ Kðz; hÞÞ1@zKðz; hÞÞ þ trð½ðIdþ K1Þ1@zK1Þ: ð4:12Þ
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Here the last term is holomorphic in O: So committing another error OðhnÞ; we
obtain (uniformly with respect to g)
I ¼ 1
2pi
Z
*g
gðzÞtr½ðIdþ Kðz; hÞÞ1@zKðz; hÞ dz þ OðhnÞ: ð4:13Þ
It follows from Proposition 2.1 (see also [10]) that z is a resonance of P1ðhÞ if and
only if 0AsðEs1;þðz; hÞÞ with the same multiplicity. Combining this with the fact that
ðIdþ K1ÞEs0;þ is holomorphic in O and have a bounded inverse everywhere, we
deduce that the zeros of Dðz; hÞ :¼ detðIdþ Kðz; hÞÞ are the resonances of P1ðhÞ and
that the multiplicities agree. Therefore, for all O1CCO such that @O1 ¼ *g,*g1; where
*g1CO\ %*O avoiding the resonances of P1ðhÞ; we have
1
2pi
Z
*g,*g1
gðzÞtr½ðIdþ Kðz; hÞÞ1@zKðz; hÞ dz
¼ tr 1
2pi
Z
*g,*g1
gðzÞ d
dz
ðlog Dðz; hÞÞ dz
 
¼
X
zAResðP1ðhÞÞ-O1
gðzÞ: ð4:14Þ
Since K2 is of ﬁnite rank ð¼ OðhnÞÞ; we have
Dðz; hÞ ¼ Oð1ÞeOð1Þhn ; 8zAO: ð4:15Þ
In Oþ;e
2
:¼ fzAO; IðzÞXe
2
g; the operator Es1;þðz; hÞ is uniformly invertible, hence
ðIdþ Kðz; hÞÞ1 ¼ ðIdþ K1ðz; hÞÞEs0;þðz; hÞEs1;þðz; hÞ1 ¼ Oð1Þ ð4:16Þ
as an operator on L2ðTn;CnÞ and
jDðz; hÞjXeChn ; zAOþ; e
2
: ð4:17Þ
Let NðP;O; hÞ be the number of resonances in O counted with their multiplicity.
Combining (4.15), (4.17) and Jensen’s inequality, we get
NðP;O; hÞpChn: ð4:18Þ
Let zj; j ¼ 1;y; M ¼ NðP;O; hÞ repeated according to their multiplicity and put
Dwðz; hÞ ¼
YM
j¼1
ðz  zjÞ: ð4:19Þ
Identity (4.18) implies
jDwðz; hÞjpeChn in O; jDwðz; hÞjXeChn in Oþ; e
2
: ð4:20Þ
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Using [28, Lemma 4.3], we may choose *g1 such that
jDwðz; hÞjXeChn ; zA*g1: ð4:21Þ
Here the idea is to avoid small ﬁxed neighborhoods of resonances of P1ðhÞ in O\ %*O:
We factorize D:
Dðz; hÞ ¼ Dwðz; hÞGðz; hÞ; zAO; ð4:22Þ
where G and 1
G
are holomorphic in O: Combining (4.20)–(4.22), we get
jGðz; hÞjpeChn ; zAOþ; e
2
,*g1: ð4:23Þ
For O1CCO a simply connected relatively open h-independent set with %*O in its
(relative) interior, by maximum principle, we have
jGðz; hÞjpeChn ; zAO1: ð4:24Þ
Thanks to (4.17), (4.20) and (4.22), we have
jGðz; hÞjXeChn ; zAOþ; e
2
: ð4:25Þ
For C040 large enough, put
Fðz; hÞ :¼ C0hn  logjGðz; hÞjX0: ð4:26Þ
Eq. (4.25) imply that
Fðz; hÞpChn; 8zAOþ; e
2
: ð4:27Þ
Notice that F is harmonic. Harnack’s inequality for non-negative harmonic
functions and (4.27) give (after an arbitrarily small decrease of O1):
Fðz; hÞpChn; 8zAO1: ð4:28Þ
Hence, log jGjX Chn on O1: Using this with (4.24), we get
jlogjGjjpChn on O1: ð4:29Þ
Since logjGðz; hÞj ¼ Rðlog GÞ is harmonic, we get after an arbitrarily small decrease
of O1
rðRðlog GÞÞ ¼ OðhnÞ on O1: ð4:30Þ
The Cauchy Riemann equations for log G imply
d
dz
log G ¼ OðhnÞ on O1: ð4:31Þ
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For the curve *g1AO\ %*O ﬁxed as above, and from (4.18) and (4.19), we getZ
*g1
gðzÞ d
dz
log Dwðz; hÞ dz ¼ OðhnÞ: ð4:32Þ
Eqs. (4.22), (4.31) and (4.32) imply thatZ
*g1
gðzÞ d
dz
log Dðz; hÞ dz ¼ OðhnÞ: ð4:33Þ
Combining (4.13), (4.14) and (4.33), we obtain (uniformly with respect to g)
I ¼
X
zAResðP1ðhÞÞ-O1
gðzÞ þ OðhnÞ: ð4:34Þ
Since jgjp1 on O1\ *O; using the fact that the number of the resonances of P1ðhÞ in O1
is OðhnÞ; we may replace the sum in (4.34) byX
zAResðP1ðhÞÞ- *O
gðzÞ;
which proves Theorem 1.5. &
5. Proof of the lower bound
As indicated in the Introduction, the proof is a simple consequence of Theorems
1.3 and 1.5. Let O be as in Theorem 1.5 and let E0AO: Suppose that
E0Asingsuppaðw˜Þ:
Since w˜ is real, it is clear that ðE0; 1Þ and ðE0;1Þ are in WFaðw˜Þ: It follows from
the deﬁnition of the analytic wave front set by the F.B.I transformation that there
exist sequences ðaj; bjÞ-ðE0; 1Þ; lj-þN and ej-0 such thatZ
ðfjw0ÞðEÞ *oðEÞ dE

Xeejlj ; ð5:1Þ
where fjðEÞ ¼ eiljðajEÞbj e
lj
2
ðajEÞ2 and w0 is a cut-off function deﬁned in a small real
neighborhood of E0; 1 near E0: See [24].
Let a be a small positive constant. Set O0 :¼E0  2a; E0 þ 2a½þi  2a2; a2 and
*O :¼E0  a; E0 þ a½þi  a2; a2: By construction, there exist C040 such that
jfjðEÞjpe
1
C0
lj uniformly on EAO0\ *O: ð5:2Þ
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Let wACN0 ðE0  2a; E0 þ 2a½; ½0; 1Þ;  1 on E0  a; E0 þ a½: Then inequality (5.1)
remains true when we replace w0 by w: Theorem 1.3 gives
tr½fjðP1ðhÞÞ  fjðP0Þ ¼ hn
Z
ðfjwÞðEÞ *oðEÞ dE þ Ojðh1nÞ: ð5:3Þ
On the other hand, applying Theorem 1.5 with g ¼ fj and O replaced by O0; we
have
tr½fjðP1ðhÞÞ  fjðP0Þ ¼
X
zAResðP1ðhÞÞ- *O
fjðzÞ þ Oð1Þhne
1
C0
lj ; ð5:4Þ
where *O ¼ fwA *O; IðwÞp0g: Combining (5.3) and (5.4) we get
X
zAResðP1ðhÞÞ- *O
fjðzÞ ¼ hn
Z
ðfjwÞðEÞ *oðEÞ dE þ OðhnÞe
1
C0
lj þ Ojðh1nÞ;
which together with (5.1) imply
X
zAResðP1ðhÞÞ- *O
fjðzÞ

Xhn½eejlj  Oð1Þe
1
C0
lj  þ Ojðh1nÞ:
Fix j large enough and then let h be sufﬁciently small, we conclude that
X
zAResðP1ðhÞÞ- *O
f ðzÞ

X
1
C
hn; ð5:5Þ
where f ¼ fj (with j ﬁxed) is independent of h: Inequality (5.5) gives the required
lower bound on the number of resonances in *O and since we can choose *O as small
as we like, we get Theorem 1.6. &
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