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Implementasi Algoritma Complement dan Multinomial Naïve Bayes 
Classifier Pada Klasifikasi Kategori Berita Media Online (Studi 
Kasus: PT Merah Putih Media) 
 
ABSTRAK 
Perkembangan teknologi dan penyebaran informasi di internet terus mengalami 
peningkatan. Salah satu bentuk informasi yang jumlahnya terus bertambah adalah 
berita. Media cetak dan elektronik yang kini telah dikemas dalam bentuk digital atau 
sering dikenal dengan portal berita online atau media online. PT Merah Putih Media 
merupakan media berita online. Berita yang disampaikan terdiri dari tiga kategori 
mulai dari berita tentang Indonesia, Hiburan dan Gaya Hidup, serta Olahraga. Namun, 
pembagian artikel berita ke dalam kategori dilakukan secara manual oleh kepala 
redaksi jurnalis. Text Mining adalah salah satu teknik yang dapat digunakan untuk 
melakukan klasifikasi sebuah dokumen. Pada penelitian ini dilakukan klasifikasi 
kategori otomatis dengan algoritma Multinomial Naïve Bayes, Complement Naïve 
Bayes, dan gabungan kedua model. Model yang memiliki performa terbaik dinilai dari 
metrik F1-Score dengan jumlah pembagian data latih dan data uji sebanyak 80:20, 
diperoleh keberhasilan performa sebesar 90,13% F1-Score dari model gabungan. 
 
Kata Kunci: PT Merah Putih Media, Text Mining, Multinomial Naïve Bayes Classifier, 




Implementation of Complement and Multinomial Naïve Bayes 
Classifier in Online Media News Category Classification (Case 
Study: PT Merah Putih Media) 
 
ABSTRACT 
Technological developments and the dissemination of information on the internet 
continue to increase. One form of information that continues to grow is news. Print 
and electronic media which have now been packaged in digital form or often known 
as online news portals or online media. PT Merah Putih Media is an online news media. 
The news delivered consists of three categories ranging from news about Indonesia, 
Entertainment and Lifestyle, and Sports. However, the division of news articles into 
categories is done manually by the editor in chief of journalists. Text Mining is a 
technique that can be used to classify a document. In this study, automatic category 
classification was carried out using the Multinomial Naïve Bayes algorithm, 
Complement Naïve Bayes, and a combination of the two models. The model that has 
the best performance is assessed from the F1-Score metric with the number of 
distribution of training data and test data as much as 80:20, the success of the 
performance is 90.13% F1-Score from the combined model. 
Key Word: PT Merah Putih Media, Text Mining, Multinomial Naïve Bayes Classifier, 
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