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Abstrat: The theory of stohasti vetor quantisers (SVQ) has been extended
to allow the quantiser to develop invarianes, so that only "large" degrees of
freedom in the input vetor are represented in the ode. This has been applied
to the problem of enoding data vetors whih are a superposition of a "large"
jammer and a "small" signal, so that only the jammer is represented in the
ode. This allows the jammer to be subtrated from the total input vetor
(i.e. the jammer is nulled), leaving a residual that ontains only the underlying
signal. The main advantage of this approah to jammer nulling is that little prior
knowledge of the jammer is assumed, beause these properties are automatially
disovered by the SVQ as it is trained on examples of input vetors.
1 Introdution
In vetor quantisation a ode book is used to enode eah input vetor as a
orresponding ode index, whih is then deoded (again, using the odebook)
to produe an approximate reonstrution of the original input vetor [1, 2℄.
The standard approah to vetor quantiser (VQ) design [3℄ may be generalised
[4℄ so that eah input vetor is enoded as a vetor of ode indies that are
stohastially sampled from a probability distribution that depends on the input
vetor, rather than as a single ode index that is the deterministi outome of
nding whih entry in a ode book is losest to the input vetor. This will be
alled a stohasti VQ (SVQ), and it inludes the standard VQ as a speial ase.
One advantage of using the stohasti approah is that it automates the
proess of splitting high-dimensional input vetors into low-dimensional bloks
before enoding them, beause minimising the mean Eulidean reonstrution
error an enourage dierent stohastially sampled ode indies to beome
assoiated with dierent input subspaes [5, 6℄. Another advantage is that
it is very easy to onnet SVQs together, by using the vetor of ode index
probabilities omputed by one SVQ as the input vetor to another SVQ [7℄.
SVQ theory will be extended to the ase of enoding noisy (or distorted)
data, with the intention of subsequently reonstruting an approximation to
∗
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the noiseless data. This theory is then applied to the problem of enoding data
vetors whih are a superposition of a "large" jammer and a "small" signal,
where the signal is regarded as a distortion superimposed on the jammer, rather
than the other way around. The reonstrution is then an approximation to the
jammer, whih an thus be subtrated from the original data to reveal the
underlying signal of interest.
In Setion 2 the underlying theory of SVQs is developed together with its
extension to the enoding of noisy data, and in Setion 3 some simulations
illustrating the appliation of SVQs to the nulling of jammers are presented.
2 Stohasti Vetor Quantiser Theory
In Setion 2.1 the basi theory of folded Markov hains (FMC) is given [8℄, in
Setion 2.2 FMC theory is extended to the ase of enoding noisy or distorted
data with the intention of eventually reovering the undistorted data, in Setion
2.3 this extended theory is applied to the problem of enoding data that on-
tain unwanted "nuisane degrees of freedom", in Setion 2.4 some onstraints
(inluding the threshold trik of [9℄) on the optimisation of the enoder are
introdued to enourage the enoder to disregard the nuisane degrees of free-
dom (i.e. disover invarianes), and nally in Setion 2.5 this invariant enoder
theory is applied to the problem of enoding and subsequently nulling "large"
jammers that obsure "small" signals.
2.1 Folded Markov Chains
The basi building blok of the SVQ used in this paper is the folded Markov
hain (FMC) [8℄. An input vetor x is enoded as a ode index vetor y, whih
is then subsequently deoded as a reonstrution x′ of the input vetor. Both
the enoding and deoding operations are allowed to be probabilisti, in the
sense that y is a sample drawn from Pr(y|x), and x′ is a sample drawn from
Pr(x′|y), where Pr(y|x) and Pr(x′|y) are Bayes' inverses of eah other, as given
by Pr(x′|y) = Pr(y|x)Pr(x)∫
dzPr(y|z)Pr(z)
, and Pr(x) is the prior probability from whih x
is sampled.
In order to ensure that the FMC enodes the input vetor optimally, a mea-
sure of the reonstrution error must be minimised. There are many possible
ways to dene this measure, but one that is onsistent with many previous
results, and whih also leads to many new results, is the mean Eulidean reon-
strution error measure D, whih is dened as [8℄
D ≡
∫
dxPr(x)
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
Pr(y|x)
∫
dx′ Pr(x′|y) ||x− x′||2 (1)
where y = (y1, y2, · · · , yn), 1 ≤ yi ≤M is assumed, Pr(x) Pr(y|x) Pr(x′|y) is the
joint probability that the FMC has state (x, y, x′), ||x − x′||2 is the Eulidean
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Figure 1: A folded Markov hain (FMC) in whih an input vetor x is enoded
as a ode index vetor y that is drawn from a onditional probability Pr(y|x),
whih is then deoded as a reonstrution vetor x′ drawn from the Bayes'
inverse onditional probability Pr(x′|y).
reonstrution error, and
∫
dx
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
∫
dx′(· · · ) sums over all possible
states of the FMC (weighted by the joint probability).
The Bayes' inverse probability Pr(x′|y) may be integrated out of this expres-
sion for D to yield [8℄
D = 2
∫
dxPr(x)
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
Pr(y|x) ||x− x′(y)||2 (2)
where the reonstrution vetor x′(y) is dened as x′(y) ≡ ∫ dxPr(x|y)x. Be-
ause of the quadrati form of the objetive funtion, it turns out that x′(y)
may be treated as a free parameter whose optimum value (i.e. the solution of
∂D
∂x′(y) = 0) is
∫
dxPr(x|y)x, as required.
2.2 Noisy Data
The FMC approah an be generalised to the problem of enoding noisy or dis-
torted data, with the intention of eventually reovering the undistorted data.
This generalisation is based on the results reported in [10℄. The input vetor is
x0, whih is onverted into the distorted input vetor x by a distortion proess
Pr(x|x0), whih is then enoded as a ode index vetor y, whih is then sub-
sequently deoded as a reonstrution x′0 of the original input vetor. This is
desribed by the direted graph x0 −→ x −→ y −→ x′0. The operations that
our are summarised in Figure 2.
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Figure 2: A folded Markov hain (FMC) in whih an input vetor x0 is rst
distorted into x, whih is then enoded as a ode index vetor y that is drawn
from a onditional probability Pr(y|x), whih is then deoded as a reonstrution
vetor x′0 drawn from the Bayes' inverse onditional probability Pr(x
′
0|y).
The mean Eulidean reonstrution error measure D beomes (ompare
Equation 1)
D =
∫
dx0 Pr(x0)
∫
dxPr(x|x0)
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
Pr(y|x)
∫
dx′ Pr(x′0|y) ||x0 − x′0||2
(3)
The Bayes' inverse probability Pr(x′0|y) may be integrated out of this expression
for D to yield (ompare Equation 2)
D = 2
∫
dx0 Pr(x0)
∫
dxPr(x|x0)
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
Pr(y|x) ||x0 − x′0(y)||2 (4)
where the reonstrution vetor x′0(y) is dened as x
′
0(y) ≡
∫
dx0 Pr(x0|y)x0,
whih may be treated as a free parameter.
Bayes' theorem Pr(x0) Pr(x|x0) = Pr(x) Pr(x0|x) may be used to integrate
out x0 to yield
D = 2
∫
dxPr(x)
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
Pr(y|x) ||x0(x)− x′0(y)||2 + constant (5)
where x0(x) is dened as x0(x) ≡
∫
dx0 Pr(x0|x)x0.
It is muh more diult to optimise this version of the objetive funtion
than the version in Equation 2, beause the x0(x) term is in general a non-linear
4
funtion of x. Worse still, the expression for x0(x) involves Pr(x0|x), whih
depends on the unknown Pr(x0), so x0(x) annot be omputed analytially
anyway. The situation looks irretrievable, but it turns out that some progress
an be made by oneptually splitting x into "signal" and "noise" subspaes, as
will be shown in Setion 2.3.
2.3 Nuisane Degrees of Freedom
For onveniene, split up the input spae into (possibly non-orthogonal) sub-
spaes as (x0, x⊥), where all of the distortion is ontained in x⊥, whih requires
that any distortion that lies in the x0 subspae is regarded as part of the undis-
torted input. The direted graph beomes (x0, 0) −→ (x0, x⊥) −→ y −→ x′0 as
shown in Figure 3.
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Figure 3: A folded Markov hain (FMC) in whih an input vetor (x0, 0) is rst
distorted into (x0, x⊥), whih is then enoded as a ode index vetor y that is
drawn from a onditional probability Pr(y|x0, x⊥), whih is then deoded as a
reonstrution vetor x′0 drawn from the Bayes' inverse onditional probability
Pr(x′0|y).
The expression for D beomes (ompare Equation 4).
D = 2
∫
dx0 Pr(x0)
∫
dx⊥ Pr(x⊥|x0)
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
Pr(y|x0, x⊥) ||x0 − x′0(y)||2
(6)
Consider the related optimisation problem in whih an attempt to to reonstrut
(x0, x⊥) is made, as shown in Figure 4. The orresponding objetive funtion
may be obtained by modifying Equation 6, where the ross-term arising from
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Figure 4: Modied version of Figure 3 in whih the reonstrution link is
swithed from the original undistorted signal to the full signal+distortion.
non-orthogonal (x0, x⊥) is omitted.
D = 2
∫
dx0 Pr(x0)
∫
dx⊥ Pr(x⊥|x0)
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
Pr(y|x0, x⊥)
×
(
||x0 − x′0(y)||2 + ||x⊥ − x′⊥(y)||2
) (7)
Assume for now (to be justied below) that some of the links in Figure 4 are
broken as shown in Figure 5. Beause the distortion subspae is not involved
in the omputations in Figure 5, it may be redrawn as shown in Figure 6. This
is the same as Figure 3, exept that the enoder now disregards (or is invariant
with respet to) the nuisane degrees of freedom.
In order to break the links as shown in Figure 5 the following argument is
required:
1. Assume that the enoder is independent of x⊥, so that Pr(y|x0, x⊥) =
Pr(y|x0).
2. The ||x⊥ − x′⊥(y)||2 term in D needs to simplify to a onstant.
3. This requires that
∫
dx0 Pr(x0)
∫
dx⊥ Pr(x⊥|x0)
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
Pr(y|x0)||x⊥−
x′⊥(y)||2 = constant.
4. To guarantee this onstant, it is suient to have
∫
dx⊥ Pr(x⊥|x0)||x⊥ −
x′⊥(y)||2 = constant independent of x0 and y.
5. To guarantee this constant independent of x0 and y, it is suient to have
Pr(x⊥|x0) = Pr(x⊥).
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Figure 5: Modied version of Figure 4 in whih the enoder (and reonstrution)
links from (and to) the distortion subspae are deleted (as indiated by the
dashed lines).
6. Given that Pr(x⊥|x0) = Pr(x⊥) and Pr(y|x0, x⊥) = Pr(y|x0), then making
the replaement x′⊥(y) −→< x⊥ > in D will give an objetive funtion
with the same stationary points as D, beause x′⊥(y) =< x⊥ > is the
stationary point of D with respet to x′⊥(y).
7. Given that Pr(x⊥|x0) = Pr(x⊥) and x′⊥(y) =< x⊥ >, the result
∫
dx⊥ Pr(x⊥|x0)||x⊥−
x′⊥(y)||2 = constant independent of x0 and y follows automatially.
The assumptions may be summarised as
Pr(y|x0, x⊥) = Pr(y|x0)
Pr(x⊥|x0) = Pr(x⊥) (8)
whih allow the objetive funtion D (see Equation 7) to be replaed by the
equivalent objetive funtion
D = 2
∫
dx0 Pr(x0)
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
Pr(y|x0) ||x0 − x′0(y)||2 + constant (9)
This is the standard FMC objetive funtion (ompare Equation 2) for enod-
ing and reonstruting the undistorted input, for whih the direted graph is
x0 −→ y −→ x′0. Note that, under the stated assumptions, the simpliation in
Equation 9 ours even if the two subspaes are not orthogonal to eah other,
the potential ross-term
∫
dx⊥ Pr(x⊥|x0)(x0− x′0(y)).(x⊥ −x′⊥(y)) in Equation
7 is zero.
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Figure 6: Equivalent version of Figure 5 in whih the reonstrution link is
moved to an equivalent position.
In summary, the enoder has aess only to the signal + distortion (x0, x⊥)
(see Figure 4 and Equation 7), but the assumptions in Equation 8 fore the
enoder to disregard the distortion (see Figure 6 and Equation 9). In pratie,
it is not possible to satisfy these assumptions in general, beause it is not known
in advane how to extrat orthogonal signal and distortion subspaes (x0, x⊥)
given examples of only the distorted signal. However, these assumptions may
be enouraged to hold true by minimising D (as dened in Equation 7) under
ertain onstraints, in whih ase Figure 6 and Equation 9 follow automatially
from Figure 4 and Equation 7, respetively. These onstraints are disussed in
Setion 2.4.
This type of enoder, in whih the large degrees of freedom are preferentially
enoded, an be used as the basis of a so-alled "residual vetor quantiser" [11℄,
in whih (quoting from [11℄) "the quantiser has a sequene of enoding stages,
where eah stage enodes the residual (error) vetor of the prior stage". Note
that a residual vetor quantiser is a speial ase of the type of multistage enoder
disussed in [7℄.
2.4 Optimisation Constraints
Heneforth, only the salar ase will be onsidered, so the vetor y is now
replaed by the salar y (1 ≤ y ≤ M). In order to implement a pratial
optimisation proedure for minimising D it is neessary to introdue a variety
of assumptions and onstraints.
Beause Pr(y|x) is a probability it satises Pr(y|x) ≥ 0 and
M∑
y=1
Pr(y|x) = 1,
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whih is guaranteed if Pr(y|x) is written as
Pr(y|x) = Q(y|x)
M∑
y′=1
Q(y′|x)
(10)
where Q(y|x) ≥ 0. This removes the need to expliitly impose the onstraint
M∑
y=1
Pr(y|x) during optimisation. The Q(y|x) are the unnormalised likelihoods
of sampling ode index y from the ode book.
However,Q(y|x) itself needs to be desribed by a nite number of parameters
in order that the values that minimise D1 + D2 may be derived from a nite
amount of training data. It an be shown that the optimal form of Pr(y|x) is
pieewise linear in x [7℄, and that for training data that lie on smooth urved
manifolds the form of this solution is well approximated by a pieewise linear
Q(y|x) of the form [6℄
Q(y|x) =
{
w(y).x − a(y) w(y).x ≥ a(y)
0 w(y).x ≤ a(y) (11)
whih is the same as the funtional form used for the neural response in [9℄.
However, the preise funtional form of Q(y|x) needs to exhibit this behaviour
only in the viinity of the data manifold, so in partiular it an be allowed to
saturate (i.e. Q(y|x) −→ 1) as w(y).x −→ ∞. A onvenient funtional form
that ahieves this is the sigmoid, whih is dened as
Q(y|x) = 1
1 + exp(−w(y).x − b(y)) (12)
This redues the problem of minimising D to one of nding the optimal values
of the w(y), b(y) and x′(y). This may be done by using the gradient desent
proedure desribed in [4℄.
If the input is an undistorted signal (i.e. x = (x0, 0)) whih lies on a smooth
urved manifold, then the sigmoids an ooperate in enoding this input as
illustrated in Figure 7, where the sigmoid threshold planes w(y).x + b(y) = 0
are shown sliing piees o the urved manifold [6℄.
The additional onstraints that are required in order to implement the be-
haviour desribed in Setion 2.3 will now be desribed. Thus the onstraints
must be suh that the enoder disregards (or is invariant with respet to) the
nuisane degrees of freedom x⊥ in the full input vetor (x0, x⊥). However, with-
out knowing Pr(x0, x⊥) in advane (whih would allow x0(x) in Equation 5 to
be alulated), it is not possible to give a general approah that works in all
ases. At best, an empirial approah must be used.
A very simple and useful onstraint is to impose a threshold onstraint on
the sigmoid funtion, whih fores the value of the sigmoid to lie exatly halfway
up its slope when the norm of its input vetor is θ. This is ahieved by hoosing
9
Figure 7: Illustration of how a number of sigmoids an ooperate to slie piees
o a signal manifold.
b(y) = −θ|w(y)|, so that
Q(y|x) = 1
1 + exp(− (wˆ(y).x− θ) ||w(y)||) (13)
where ||w(y)|| ≡
√
w(y).w(y) and wˆ(y) ≡ w(y)||w(y)|| .
If the input is a distorted signal (i.e. x = (x0, x⊥)) whih lies on a "thikened"
version of the smooth urved manifold of Figure 7 (the thikness represents the
nuisane degrees of freedom), then the sigmoids an ooperate in enoding this
input as illustrated in Figure 8, where the sigmoid threshold planes wˆ(y).x = θ
are shown sliing piees o the urved manifold in a way that disregards the
nuisane degrees of freedom. Note that in Figure 8 the representation of thik-
ening is not omplete, beause it an atually our in any diretion orthogonal
to the manifold, inluding diretions orthogonal to the spae in whih the man-
ifold is embedded; the radial diretion in Figure 8 does not inlude this latter
possibility.
In pratie, for numerial eieny and to enourage the optimisation pro-
edure to loate the global minimum of D1 + D2, it is useful to introdue
two additional onstraints. Firstly, beause optimal solutions typially satisfy
10
Figure 8: Illustration of how a number of sigmoids an ooperate to slie piees
o a signal manifold thikened by nuisane degrees of freedom.
x′(y) ≈ w(y) up to a multipliative onstant, eah reonstrution vetor x′(y)
an be fored to lie parallel to the orresponding weight vetor w(y), so that
x′(y) ∝ w(y); this onstraint was also used in [12℄, but there it was a neessary
part of the optimisation proedure, whereas here it merely enourages faster
onvergene. Seondly, the norm of the weight vetors ||w(y)|| an be on-
strained as ||w(y)|| = w0, in order to avoid situations where they grow to rather
large values whih make Q(y|x) (and hene Pr(y|x)) depend very strongly on x
in some regions. Both of these onstraints speed up onvergene to the global
minimum of D1+D2, an nally be lifted in the viinity of an optimal solution
to obtain omplete onvergene.
2.5 Jammer Nulling
A number of examples of typial behaviours of Pr(y|x) are shown in Figure 9.
In Figure 9 the signal and jammer degrees of freedom generate a pair of non-
orthogonal subspaes, whose axes are indiated in bold. The response ontours
of a variety of possible Pr(y|x) are shown. In the "full" ase a pair of Pr(y|x)
respond to the signal and jammer subspaes respetively. In the "signal" ase
11
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Figure 9: Examples of the response of Pr(y|x) to signal and jammer subspaes.
a Pr(y|x) responds to only the signal subspae, and is thus invariant over the
jammer subspae. In the "jammer" ase the situation is the reverse of the
"signal" ase. This argument may readily be generalised to any number of
Pr(y|x).
If it is assumed that the jammer is the "large" degree of freedom and the
signal is the "small" degree of freedom, the signal and jammer subspaes may
be separated by adjusting the threshold parameter θ so that in gure XXX the
"jammer" ase is obtained, in whih ase the Pr(y|x) for y = 1, 2, · · · ,M will
all beome invariant over the signal subspae. The jammer subspae is then
spanned by the set of gradient vetors ∇Pr(y|x) for y = 1, 2, · · · ,M , whih an
thus be used to onstrut a projetion operator J onto the jammer subspae,
and a projetion operator 1 − J onto the signal subspae. This denition of
the projetion operator may also be used in ases where the jammer and signal
subspaes are urved, so that the diretions of their axes are funtions of x, and
all of the straight lines in Figure 9 are replaed by urves dening a urvilinear
oordinate system and its oordinate surfaes. Note that urved subspaes are
the norm rather than the exeption.
3 Jammer Nulling Simulations
The optimisation of the enoder may be done by minimising D using gradient
desent [4℄, using the sigmoid funtion in Equation 13 to onstrain the optimi-
sation so that it enodes only the jammer subspae.
In these simulations the input vetor x is 100-dimensional so that x =
(x1, x2, · · · , x100), and eah vetor in the training set is independently generated
as a superposition of a pair of response funtions
xi = as
sin( i−is
σ
)
i−is
σ
+ aj
sin(
i−ij
σ
)
i−ij
σ
(14)
where as is the signal amplitude that is uniformly distributed in the interval
[−
√
10−3,
√
10−3] (this orreponds to a signal level of -30dB), aj is the jammer
12
amplitude that is uniformly distributed in the interval [−1, 1] (this orreponds to
a jammer level of 0dB), is is the signal loation that is hosen to be 50, ij is the
jammer loation that is uniformly distributed in the interval [38 − ∆, 38 + ∆]
(∆ = 0, 2, 4 is used in the simulations), and σ is the width of the response
funtion that is hosen to be 2. The peak and the rst zero of the sin funtion
are separated by piσ, whih denes the resolution ell size. The mean jammer
position and the signal position satisfy is− < ij >= 12, whih orresponds to
a separation of
12
piσ
≈ 2 resolution ells. Random noise uniformly distributed in
the interval [−
√
10−5,
√
10−5] (this orreponds to a noise level of -50dB) is also
added to eah omponent of the training vetor.
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Figure 10: A two-dimensional projetion of the urved manifold generated by
the jammer when ∆ = 2.
In Figure 10 the 2-dimensional manifold generated by varying the jammer
position over the interval [38−∆, 38+∆] (for ∆ = 2), and varying the jammer
amplitude over the interval [−1, 1], is shown. Beause the input vetor x is
100-dimensional, only a low-dimensional projetion an be visualised, and the
2-dimensional vetor (x49, x51) is displayed here. The urvilinear grid traes out
the oordinate surfaes of jammer position ij and jammer amplitude aj , and
the whole diagram shows how this grid is embedded in (x49, x51)-spae. Note
that the aj dimension behaves as a "radial" oordinate (straight lines), whereas
the ij dimension behaves as an "angular" oordinate (urved lines).
In Figure 11 an enoder is trained on three dierent jammer senarios ∆ =
0, 2, 4. After training the enoder is tested for how well it an be used to
null a pure jammer (i.e. with no signal or noise added), where the degree
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Figure 11: Plot of degree of nulling against nominal jammer loation, for jammer
loations that are spread over the intervals [38, 38] using M = 2, [36, 40] using
M = 4, and [34, 42] using M = 6.
of nulling is dened as the ratio of the squared lengths of the nulled input
vetor and the original input vetor. This is a good test of the ability of the
enoder to simultaneously learn the prole of the jammer and the shape of the
jammer manifold whih is generated by sweeping this prole over the interval
[38−∆, 38+∆]. When ∆ = 0 there is a sharp minimum at the jammer loation
ij = 38, as expeted. When ∆ = 2 the minimum beomes spread over the
jammer loations ij ∈ [36, 40], and when ∆ = 4 the minimum beomes spread
even more broadly over the jammer loations ij ∈ [34, 42]. All of these results
are as expeted.
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Figure 12: Plot of a typial input vetor before and after jammer nulling for
eah of the senarios in Figure 11.
In Figure 12 typial examples of an input vetor together with how it appears
after jammer nulling are shown for eah of the jammer senarios onsidered in
Figure 11. In every ase the signal is learly revealed at its orret loation after
nulling the jammer.
In all of these training senarios, one ould envisage further onstraining
some of the properties of the enoder, in order to introdue prior knowledge
of the form of the jammer and/or signal subspaes, and to thereby redue the
omputational omplexity of the jammer nulling. For instane, the signal sub-
spae ould be predened, as in onventional algorithms whih hold onstant
the response in a predened "look diretion". Similarly, the jammer subspae
ould be built out of prened subspaes whih are optimised so as to maximally
null the jammer(s), as in onventional algorithms in whih a number of jammer
"templates" are used to remove the jammer(s). In general, by hoosing appro-
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priate additional onstraints, the SVQ approah to jammer nulling an be made
bakwardly ompatible with onventional approahes.
4 Conlusions
The theory of stohasti vetor quantisers (SVQ) [4℄ has been extended to allow
the quantiser to develop invarianes, so that only "large" degrees of freedom
in the input vetor are represented in the ode. This has been applied to the
problem of enoding data vetors whih are a superposition of a "large" jammer
and a "small" signal, so that only the jammer is represented in the ode. This
allows the jammer to be subtrated from the total input vetor (i.e. the jammer
is nulled), leaving a residual that ontains only the underlying signal. Several
numerial simulations have shown how that idea works in pratie, even when
the jammer loation is unertain so that the jammer subspae is urved.
The main advantage of this approah to jammer nulling is that little prior
knowledge of the jammer is assumed, beause these properties are automatially
disovered by the SVQ as it is trained on examples of input vetors. Provided
that the signal is muh weaker than the jammer, the SVQ aquires an internal
representation of the jammer and signal manifolds, in whih its ode is invariant
with respet to the signal. In a sense, the SVQ regards the "large" jammer as the
normal type of input that it expets to reeive, whereas it regards the "small"
signal as an anomaly.
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