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Abstract-A stable high order difference method is developed for solving the heated cavity and 
the driven cavity problems governed by the steady state Navier-Stokes equations. The numerical 
results compared favorably with other methods. Coordinate transformations were also used to reflect 
the boundary layer phenonmena without requiring many mesh points. The methods used in this 
paper are accurate, stable, and applicable to other flow problems governed by the Navier-Stokes 
equations. 
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1. INTRODUCTION 
In the present study, we develop a fourth-order numerical method for solving the steady state 
Navier-Stokes equations governing the flow of an incompressible fluid. The method is an extension 
of the method developed in [l] and is tested on the heated cavity problem and the driven cavity 
problem. A coordinate transformation is also tested. For the heated cavity problem, de Vahl 
Davis and Jones [2] published a paper which summarizes results from 36 sources. Shay and 
Schultz [3] presented a second-order method and a fourth-order method using extrapolation 
which compared favorably with the results of de Vahl Davis and Jones. Saitoh and Hirose [4] 
used a conventional five point fourth-order approximation to obtain a fourth-order method. The 
disadvantage here is that problems arise near the boundary. They also used a scaled grid spacing 
with a new transformation function. Dennis and Hudson [5] developed a compact nine-point 
scheme which is fourth-order accurate. This method is a two-dimensional version of the methods 
of exponential type. Choo and Schultz [I] presented a fourth-order method which converged 
for both large R and small Pr. The method is fourth-order without using extrapolation or the 
upwinding technique. The method is extended here with a coordinate transformation to see if 
the results can be obtained with a larger mesh size. 
In 1968, Greenspan [6,7] and Greenspan and Schultz [8] used the upwind method for solving the 
driven cavity problem. Since the upwind difference approximation leads to a diagonally dominant 
system of equations, it proved to be unconditionally stable for any large Reynolds number. In 
fact, results were obtained [6,7,8] up to a Reynolds number of 100,000. 
Many methods have been used to obtain accurate solution for large Reynolds numbers. In 1976, 
de Vahl Davis and Mallinson [9] used a second order method to obtain the solution for Reynolds 
numbers up to 5000. A finite element method based on the stream function formulation was 
presented by Olson and Tunan [lo]. Bontoux, Forestier and Roux [ll] employed the compact 
differencing method developed by Hirsh [12]. In 1981, Shay [13] developed a second order method 
and obtained the solution for Reynolds numbers up to 20,000. More recently (1983), Schreiber 
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and Keller [14] obtained the solution for Reynolds numbers up to 10,000, using an adaptive 
Newton-like method for nonlinear systems. Their results seem to be the most comprehensive and 
reliable so far. Still, they had to use over 100 x 100 mesh points to obtain reliable solutions. 
The numerical results of this paper compared favorably with those of other methods, espe- 
cially with (141. Using a coordinate transformation, we obtained accurate solutions for Reynolds 
numbers up to 10,000. We did not need to use as many mesh points as in [14] for Reynolds 
numbers up to 4,000, although we needed more mesh points for the Reynolds numbers 10,000. 
We employed the SOR method for solving the linear system. 
We also tried our method on the biharmonic problem and compared the results to those of a 
second order method by [ 151. 
D:(O.l) 7 C:(l.L) 
A:(O.O) ‘ k(l,O) 
Figure 1. 
2. THE PROBLEMS 
Let s1 be a square region (0,l) x (0, l), with vertices A, B, C, D, as placed in Figure 1. The 
heated cavity problem is given by a set of three equations on R 
Aw + 
A$ = -w, 
AT + $3, - q&T% = o, 
(&% - ‘$$ph) + RaTy = 0, 
(2.1) 
(2.2) 
(2.3) 
where $I, T and w represent the stream, temperature and vorticity functions. For the case where 
the surfaces between the hot and cold walls are insulated, the boundary conditions to be satisfied 
are 
Q = 0, on ABCDA, (24 
&I =O, T =O, on AB, (2.5) 
lClt = 0, T, =O, on AD and BC, (2.6) 
Ilr, =O, T =l, on CD. (2.7) 
The driven cavity problem is given as a set of two equations on R 
A+ = -w, (2.8) 
Aw + R (.JIzwy - V&G) = 0, (2.9) 
where r+!~ is the stream function, w is the vorticity, and R is the Reynolds number. On 52 the 
boundary conditions to be satisfied are 
$J = 0, lclz = 0, on AD, (2.10) 
$ = 0, $3 = 0, on AB, (2.11) 
1c, = 0, & = 0, on BC, (2.12) 
?I, = 0, Y& = -1, on CD. (2.13) 
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3. DIFFERENCE METHODS 
3.1. A Fourth-Order Elliptic Solver 
In this section, we shall formulate the difference methods for the given differential equations, 
which can be seen as special cases of the second-order elliptic equation 
(3.1) 
Letting P(Z, Y) = p, q(s, y) = q, r(z, 9) = T, and s(z, y) = s for simplicity, we may write (3.1) 
as 
Lu~‘lL,z+zlyy+pu~+quy+Tu=s. 
Note that we have T = 0, for all given equations, and 
(3.2) 
P = 0, 
P = -1clv, 
P = 0, 
P = -JWly, 
s=-w 7 for equation (2.1), 
s = 0, for equation (2.2), 
s = -RaTy, for equation (2.3), 
s=-w, for equation (2.8), 
s = 0, for equation (2.9). 
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Figure 2. 
In addition to the standard central difference formulas for uzzr uyy, uz and uy , we shall use 
the following formulas for the mixed partial derivatives formulated in [16]. Using the notation of 
Figure 2, we have 
uzyj6 = -& (u7 - u6 - u6 + u5) , (3.3) 
(-UT + 2%r - U8 + ?& - 2% + 215) , (3.4) 
(-‘117 + 2%~ - u6 + ‘%3 - 2Ul + us) , 
uwlcl = j& (u7 - 2W + 218 - 2% + 4Uc - 2Ul + u6 - 2~2 + u5), 
(3.5) 
(3.6) 
which are all 0 (h2) + 0 (k”) accurate (See [16] for the error terms). 
Thus, we can employ the fourth-order difference method developed in 1161 (for the case h = k 
see [l]). From [16], we have 
where 
L;~ulJ E 2 a;ui = s; + E,* [u], (3.7) 
i=o 
s;; = 50 + (3.8) 
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-2 -2 
(Yg*=-+_ 
h2 
k2 + TO + 4d - 2el - 2e2 + TT, 
a; = f + $ - 2d + el + f~ + g1 - 2hl, 
a;=$+2 -2d+e:!+f2+g2--2h2, 
- 2d + el - fl - a+ 2hl, 
1 
a;=g-z-2d+e2-f2-g2+2h2, 
a; = d + hl + hz + kl + k2, 
a; = d - hl + hz - kl - k2, 
a; = d - hl - h2 + kl + k2, 
a; = d + hl - h2 - kl - kz, 
(3.9) 
where 
el = & (p2 + 2~~ + r) lo, 
e2 = +j (q2 + 2qy + r) lo, 
fl = 2 (QPY +PYY) IO’ 
f2 = g (Pqz + 422) IO’ 
k 
92 = 24 (wz, + qr +qyy + 2~~) lo, 
hl= ch2 +k2) 
24hk2 PO7 
h2 = ch2 + k2> 
24h2k “’ 
h = & (m + 2qz) lo’ 
kz = & bq+2p,) lo. 
Note that cuf, is large when p or q is large. Note also that E,*[u] is O(hmkn) with m + n = 4. 
As mentioned in [l,lS], the operator L;1, is a sixth-order Laplace equation solver if h = k and a 
fourth-order Poisson equation solver. 
Note that for the heated cavity equation (2.2), we have p = -&, q = $J~, p, = --tizy, 
P, = -v&Y, qx = AZ and qy = vLy. We also have P,, = -k,, P,, = ~~~~~~ qxx = +zzz 
and qvy = vLyy. These values can be approximated with second-order accuracy, using central 
difference formulas and (3.3)-(3.6), except for p,, and qrz. So we need to approximate p,, = 
4YYY and qxx = lclZZ, with second-order accuracy within the frame of the compact g-point 
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stencil, given by Figure 2. This can be done by writing, using equation (2.1) 
For a fully fourth-order difference scheme, we need to approximate p = -$I, and q = $I= with 
0 (h4) accuracy, which is done as follows: 
,+, = (-$4 + $2) ~2&/, 
G’k) 
- T + 0 (k4) 
= c-+4 + $2) 
(2k) 
+ k2 &,y + %) 
6 
+ 0 (k4) . 
In a similar way, we obtain 
‘& = (-‘3 + “) + h2 bb + %) + o ~~4) 
G’h) 6 
We then approximate tizzy, I&,~, w, and wy with second-order accuracy using (3.4), (3.5) and 
central difference formulas. 
For the heated cavity equation (2.3), we have s = -RaT,. To approximate SC, given by (3.8), 
with fourth-order accuracy, we approximate sz = -RaT,,, sy = -RaT,,, szz = -RaT,,, and 
S YY = -RaT,,, with second-order accuracy. So we write Tgyy, using equation (2.2), as 
which can be approximated with second-order accuracy. We then approximate s = -F&T, by 
writing 
s=-RaT,=-Ra (-7’4 + 7’2) + hk2T,,, + o (k4) 
WI 6 > 
where Tyyy is given above. 
We see that for the driven cavity equations similar results follow directly from those of the 
heated cavity equations. 
3.2. The Coordinate Transformation 
As a special method of mesh refinement, the coordinate transformation has been tested in 
papers that studied the driven cavity problem [17,18,19]. Such transformations produce the effect 
of mesh refinement by concentrating more mesh points in the boundary layer region. Suppose 
we transform the coordinate system (CC, y) to a new coordinate system (5, n) by the mapping 
z =9(C), Y = h(n). 
Then, the original differential equation (3.1) is transformed to a new equation 
Eu = a(C)% + b(V)%, + P(5YV)“E + q(<, rl)% + r(5, rl)u = s(S, rl), 
(3.10) 
(3.11) 
where 
and g(J,n) = -e + -. q(<, 77) 
Y; YO 
We write (3.11) in the simple form 
(3.12) 
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Note that after the transformation, we have T = 0 for all equations and 
-XCE jj=- q= -y1)1) 
x; ’ Y; 
7 s = -w, 
p= -XCEE +v $6 --- 
xc9 (XCY,) ’ 
q= X!$l+- s = 0, 
Y, (XcY.,l) ’ 
jj= -“.5x WrMl -- 
x: (XEYV) 
7 g= *+ 
wPr)lcI~ -RaTq 
(QY,) 
7 s=- 
YV YO 
-“EE p=----. -y17’1 
X:E3 
7 Q= 
Y,3 
3 s = -w. 
p= -XCE R& Q= -YVJ RGE --- -- 
G (XEY17) ’ 3 + CQYTJ ’ 
s = 0, 
YV 
Then, the fourth-order difference operator zflk for (3.12) is [16] 
where 
and 
-2ao 
c?r*=7+ 
-2bo 
0 -p- + TO + 4d - 2el - 2e2 + TT, 
6;=%+5-2d+e1+f1+gl-2hl, 
h2 
6;=$+%-2d+ez+fifgz-2h2, 
6: = $ - $ - 2d + el - fl - 91 + 2hl, 
i%;=$--&-2d+ez-f2-g2+2h2, 
cx; = d + hl + h2 + kl + k2, 
&;=d-hl+hz-kl-k2, 
6; = d - hl - h2 + ICI + k2, 
6; = d + hl - hz - ICI - k2, 
for equation (2.1), 
for equation (2.2), 
for equation (2.3), 
for equation (2.8), 
for equation (2.9). 
(3.13) 
where 
(3.14) 
(3.15) 
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Note that ,??$[u] is O(hmkcn) with m + n = 4. 
Note that, for each transformed equation, we can approximate 15,, 25,, J%E, j&,, &, q,,, Qcc 
and C& as before by writing 
and 
T 17917 = -jj ’ [aTeq + 92q + %Tq + (Q + b)Tq, + %Tq] . 
4. ON AND NEAR THE BOUNDARY 
In the previous section, we formulated the difference methods for the given equations. In this 
section, we shall present the difference equations for each problem on and near the boundary. 
wall 
Figure 3. 
4.1. The Heated Cavity Problem 
As we discussed in [l], using the notation in Figure 3, we evaluate w on the boundary AD 
and BC by 
wo = -lcIzzIo = & (Wo - 770~91 + 1070$‘,2 - 78OQ3 + 305Q4 - 50&) + 0 (h4) . (4.1) 
The same formula with h replaced by k is used for w = -T+& on AB and CD. In the case of the 
coordinate transformation, (4.1) becomes 
wo=_& - -l 1 
XcE2 0 
- ( 225 $0 - 770 $1 + 1070 ‘$2 - 780 $3 + 305 qll - v50 $s) + 0 (h4) . 60h2 x; lo 
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For the case T, = 0 on the side boundaries, we use as in [l] 
T-1 = ; ( - 3Te + 6Tr - T2) + o (h4) . (4.2) 
The coordinate transformation does not change the form of this difference equation. 
For the stream values on the inner boundary, i.e., on the set of all points that lie a distance h 
from the boundary [6], we use as in [l] 
$J1 = I!? _?k + O(h4) 
2 9 
or 
$1 = F - + + $ + 0 (h5). 
(4.3) 
(4.4 
The coordinate transformation does not change the form of these difference equations. 
4.2. The Driven Cavity Problem 
As we have done for the heated cavity problem, we derive stream values on the inner boundary 
from the difference formulas: 
‘clzlo = (&& - ( - ll’h + 18$‘1 - 9’$2 + 2$3) + O( h3) and 
G&j, = (-llllro+1811r1-g~2+21ir3)+O(k3) 
+!k& 
2 9’ 
near AD, AB, BC, 
+!g!Z+~, near CD. 
(4.5) 
(4.6) 
Note that the formula (4.6) is different from the others because of the boundary condition (2.13). 
The coordinate transformation gives 
near CD, (4.7) 
since Q,, = -y,, from $+, =&,/y,, = -1 on CD. 
Since there is no explicit boundary condition for w, we need to update boundary vorticities. 
There have been a variety of difference schemes for approximating w on the boundary (see [9] 
or [13]). Bozeman and Dalton [20] noted that some approximations may lead to numerical 
instability. 
Using the boundary conditions (2.10)-(2.13) and the notation in Figure 2, Schreiber and 
Keller [14] evaluated II, on the outer boundary as follows. 
d-1 = $I- 2Wz1, = $1, on AD, (4.8) 
2cI-l=~l-w,(,=Ilrl, on AB, (4.9) 
$-I = $I+ 2h$,l, = $1, on BC, (4.10) 
q-1 = @I+ 2W+,), = $I- 2k, on CD. (4.11) 
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Using the central difference formulas with the boundary conditions (2.10)-(2.13), we get from (2.8) 
wo = -&z)o = $4 on AD, 
(2$1 - 2k) 
WO=-ti,y&=- k2 ’ on CD. 
The difference equations (4.12)-(4.15) become after coordinate transformation 
on AD, 
on BC, 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
(4.19) 
5. RESULTS AND CONCLUSIONS 
We first tried the method on the biharmonic problem A(Au) = 0, such that the exact solution 
is (a) ‘u = x5 - 2x3y2 - 3x7~~ and (b) u = xe” cos y. For case (a) the relative error given by the 
present method was 0.19 x 10-l” for h = l/8 and for case (b) it was 0.19 x 10v6 for h = l/10. A 
second order method [15] gave 0.26 x 10v2 and 0.19 x 10e3, respectively. The relative error was 
measured by the l2 norm. 
The heated cavity problem, given by the equations (2.1)-(2.3), was solved via the coordinate 
transformation 
1 1 tanh (c(2[ - 1)); 1 1 tanh “=2+2 (~(277 - 1)) 
tanh(c) 
y=2+5 
tanh(c) . (5.1) 
We carried out the computation on the uniform mesh of the domain (0,l) x (0,l) in the (5, n) 
coordinate-plane and obtained the solution on the nonuniform mesh of the domain (0,l) x (0,l) 
in the (x, y) coordinate-plane. Note that we can have more points concentrated in the region of 
the boundary layers by increasing c in the mapping (5.1). The numerical results by the present 
method via coordinate transformation (5.1) are given in Table 1. 
We see that the present results via coordinate transformation show a much better convergence 
for Ra = lo5 and Ra = lo6 in comparison to those without coordinate transformation [l]. That 
is, for Ra = lo5 the present results with n = 80 are comparable to those with n = 100 in [l], and 
for Ra = lo6 the present results with n = 80 are comparable to those with n = 120 in [l]. 
As for the driven cavity problem, various methods have been used to cope with the boundary 
layer behavior. For example, de Vahl Davis [9] used variable coefficients in the region near CD. 
Others [14] simply used very small mesh size, as small as h = k = l/180. However, papers [17- 
19] obtained good results using the coordinate transformation (5.1). The present fourth-order 
method using the mapping (5.1) was run for a variety of Reynolds numbers, denoted as R. Since 
most papers present their results for R = 1,000, we compare these results with ours in Table 2. 
The results agree fairly well. Note that the coordinate transformation does not require many 
mesh points, which the method by Mei [19] and the present method clearly indicate. The reason 
GWWA 27:11-I 
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Table 1. Comparison of the present fourth order results via coordinate transformation as a function 
of Pa and n (Pr = 0.71). 
I n = 20 n = 40 n = 60 n=80 1 
Ra = 103 timid 1.1766 1.1746 1.1746 1.1746 
c = .8 11, max 1.1766 1.1746 1.1746 1.1746 
n = 20 n = 40 n = 60 n = 80 
F3.a = 104 @mid 5.0775 5.0744 5.0738 5.0736 
c = .7 *Inax 5.0775 5.0744 5.0738 5.0736 
n = 20 n = 40 n = 60 n = 80 
Table 2. Comparison of vortex center data for R = 1,000. n x m denotes the number of mesh 
points, and q& and wvc denote the stream function value and vorticity value at the vortex center. 
Reference nxm A, WUC Vortex center 
Rubin [21] 66x66 0.114 1.985 (0.52, 0.56) 
Shay [13] 81X81 0.1132 2.08 (0.52, 0.58) 
Ghia [22] 129x 129 0.1179 2.04 (0.531, 0.593) 
Schreiber [ 141 141x141 0.1160 2.027 (0.529, 0.564) 
Mei [19] 41x41 0.1179 2.07 (0.531, 0.593) 
this paper 61x81 0.1183 2.063 (0.523, 0.568) 
Table 3. Comparison of convergence for R = 1,000. 
I Reference h 11, IJC UJC 
l/100 0.11315 1.9863 
Schreiber and l/120 0.11492 2.0112 
Keller [ 141 l/140 0.11603 2.0268 
extrapolated 0.11894 2.0677 
this paper 
(without transformation) 
this paper 
(with transformation) 
l/30 0.11415 2.0097 
l/60 0.11659 2.0678 
l/80 0.11733 2.0602 
l/120 0.11826 2.0627 
l/40 0.11377 2.0204 
l/60 0.11750 2.0526 
l/80 0.11854 2.0667 
Table 4. Comparison of results: Stream function and vorticity at the vortex center. 
Reference R nxm 1L UC WVC 
Schreiber and 
Keller [ 141 
100 
400 
1,000 
4,000 
10,000 
100 
this paper 400 
(with transformation) 1,000 
4,000 
10,000 
121x 121 
141 x 141 
141 x 141 
161x161 
181X 181 
41x61 
41x61 
61x81 
61X81 
61x81 
0.10330 
0.11297 
0.11603 
0.11237 
0.10284 
0.10348 
0.11373 
0.11830 
0.11333 
0.10157 
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why the uniform mesh require a very small mesh size is because it cannot adapt to the rapid 
change of vorticity values in the boundary layer region, mainly near CD (see Figure 1). 
We now compare the convergence of the numerical solution by the present method with that 
of Schreiber and Keller [14]. We present this in Table 3. Note that the numerical results of 
the present method are reliable already with h = l/40, which is comparable to the results of 
the method by Schreiber and Keller with h = l/120. Note also that the extrapolated values of 
the method by Schreiber and Keller are close to our results with h = l/80. We could obtain 
consistent results for a wide range of c. For large Reynolds numbers, however, the results were 
somewhat sensitive to the choice of c. Without the transformation, the method worked well up 
to about R = 4,000. Above R = 4000 the results were not as good. Table 4 compares the present 
results with those of Schreiber and Keller [14] for various R. 
In the following pages, we show some of the graphic description of the heated cavity flow (Fig- 
ures 4-6), and of the driven cavity flow (Figures 7-10). In Figures 7-10, we used the same level val- 
ues for the stream function and vorticities as did Schreiber and Keller [14]. That is, we identified 
stream lines with 0.11, 0.10, 0.08, 0.06, 0.04, 0.02, 0.01, O.O,-O.OOOOl,-O.OOOl,-O.OOl,-0.002 
and the vorticities with 5, 3, 1, -1, -3,5. The stream lines and vorticity lines fairly well agree 
with those given by reference [14]. We see that the vorticity lines move toward the walls as R 
increases. 
The present method worked very well for the tested problems, particularly the biharmonic 
problem and the heated cavity problem. The method is general and can be applied to other 
partial differential equations. 
Figure 4. Streamlines for Ra = lo4 and Pr = 0.71, 60 x 60 grid 
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Figure 5. Temperature for Fb = lo* and Pr = 0.71, 60 x 60 grid. 
Figure 6. Vorticities for Ra = lo4 and Pr = 0.71, 60 x 60 grid. 
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Contour from -0.20000E - 02 to 0.11000; contour interval of irregular; z interval = 0.10000; 
y interval = 0.10000. 
Figure 7. Stream lines for R = 1,000, 40 x 60 grid. 
Contour from -5.0000 to 5.0000; contour interval of 2.OooO; z interval = 0.10000; 
y interval = 0.10000. 
Figure 8. Vorticity lines for R = 1,000, 40 x 60 grid. 
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r 1 1 t’\ 
L 
Contour from -0.20000E - 02 to 0.11000; contour interval of irregular; z interval = 0.10000; 
y interval = 0.10000. 
Figure 9. Stream lines for R = 4,000, 60 x 80 grid. 
Contour from -5.0000 to 5.0000; contour interval of 2.0000; z interval = 0.10000; 
y interval = 0.10000. 
Figure 10. Vorticity lines for R = 4,000, 60 x 80 grid. 
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