重み付きリッチ曲率が下に有界な境界付き多様体の剛性 by Sakurai Yohei & 櫻井 陽平
Rigidity of manifolds with boundary under a
lower weighted Ricci curvature bound
著者 Sakurai Yohei
year 2017
その他のタイトル 重み付きリッチ曲率が下に有界な境界付き多様体の
剛性
学位授与大学 筑波大学 (University of Tsukuba)
学位授与年度 2016
報告番号 12102甲第8013号
URL http://hdl.handle.net/2241/00147760
Rigidity of manifolds with boundary
under a lower weighted Ricci curvature bound
Yohei Sakurai
Doctoral Program in Mathematics
Submitted to the Graduate School of
Pure and Applied Sciences
in Partial Fulllment of the Requirements
for the Degree of Doctor of Philosophy in
Science
at the
University of Tsukuba

Abstract
In the present thesis, we study comparison geometry of Riemannian manifolds with
boundary under a lower weighted Ricci curvature bound. We develop the preced-
ing studies for manifolds with boundary whose Ricci curvatures are bounded from
below, and extend comparison geometric results obtained in such preceding studies
to our weighted setting.
We mainly study manifolds with boundary under the setting in which the
weighted Ricci curvature is bounded from below by a constant in the usual weighted
case, and under the setting in which the weighted Ricci curvature is bounded from
below by the weighting function. In each setting, we introduce an appropriate lower
weighted mean curvature bound for the boundary. Under the curvature bounds, we
prove various comparison geometric results, and conclude rigidity theorems. We
obtain rigidity theorems for the inscribed radii, splitting theorems under the exis-
tence of a single ray, and volume growth rigidity theorems for the neighborhoods of
the boundaries. Furthermore, we conclude rigidity theorems concerning the small-
est Dirichlet eigenvalues of the weighted p-Laplacians on compact manifolds with
boundary, and concerning the bottoms of the spectra of the weighted p-Laplacians.
We also discuss segment inequalities and measure contraction properties on mani-
folds with boundary.
For the proof of our rigidity theorems, one of the key ingredients is to study
Laplacian comparisons for the distance function from the boundary. We rst show
pointwise Laplacian comparisons under our curvature bounds. By using the point-
wise Laplacian comparisons, we can prove inscribed radius rigidity theorems, split-
ting theorems, and volume growth rigidity theorems. We further develop the point-
wise Laplacian comparisons, and establish global Laplacian comparisons in a distri-
bution sense. By using the global Laplacian comparisons, we can prove eigenvalue
rigidity theorems and spectrum rigidity theorems for the weighted p-Laplacians.
Most of the results stated in this thesis appear in the papers [45], [46], [47] and
[48]. This thesis is written as a comprehensive paper including the contents in the
papers [45], [46], [47] and [48].
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Chapter 1
Introduction
In this thesis, we study comparison geometry of Riemannian manifolds with bound-
ary under a lower weighted Ricci curvature bound. We prove several comparison
geometric results under a lower weighted mean curvature bound for the boundary.
1.1 Background
For n  2, letM be an n-dimensional Riemannian manifold with Riemannian metric
g. We denote by Ricg the Ricci curvature determined by g. Let f : M ! R be a
smooth function. We denote by rf the gradient of f , and by Hess f the Hessian of
f . For N 2 ( 1;1], the N -weighted Ricci curvature RicNf is dened as
RicNf := Ricg +Hess f  
rf 
rf
N   n (1.1)
if N 2 ( 1;1) n fng; otherwise, if N =1, then RicNf := Ricg +Hess f ; if N = n,
and if f is constant, then RicNf := Ricg; if N = n, and if f is not constant, then
RicNf :=  1 ([2]). The weighted Ricci curvature naturally appears in various elds,
and it has been studied from each viewpoint; for instance, the geometry of Ricci
solitons that play an important role in the theory of the Ricci ow, and the geometry
of metric measure spaces originated from the works done by Lott and Villani [35],
[36], and Sturm [49], [50]. In the study of the N -weighted Ricci curvature, the
parameter N has been usually chosen from [n;1]. Recently, in the complemental
case of N 2 ( 1; n), several geometric properties have begun to be studied.
For Riemannian manifolds under a lower Ricci curvature bound, many com-
parison geometric results have already been obtained. We have known comparison
results such as the Bonnet-Myers theorem and the Bishop-Gromov volume compar-
ison theorem, and rigidity theorems such as the Cheng maximal diameter theorem
and the Cheeger-Gromoll splitting theorem. Such comparison geometric results
have been extended to Riemannian manifolds under a lower N -weighted Ricci cur-
vature bound. In the usual weighted case of N 2 [n;1], for Riemannian manifolds
whose N -weighted Ricci curvatures are bounded from below by constants, compar-
ison geometric properties have been studied in [13], [33], [34], [43], [53], and so on.
In the complemental case of N 2 ( 1; n), Wylie [54], and Wylie and Yeroshkin
[55] have studied comparison geometric properties. Wylie [54] has proved a splitting
theorem of Cheeger-Gromoll type for manifolds of non-negative N -weighted Ricci
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curvature for N 2 ( 1; 1]. For N 2 ( 1;1] and  2 R, Wylie and Yeroshkin [55]
have introduced a curvature bound
RicNf;M  (n  1) e
 4f
n 1 ; (1.2)
where (1.2) means that for every x 2 M , and for every unit tangent vector u
at x we have RicNf (u)  (n   1) e
 4f(x)
n 1 . Under the curvature condition (1.2)
for N 2 ( 1; 1] and  2 R, Wylie and Yeroshkin [55] have obtained a maximal
diameter theorem of Cheng type for a Riemannian metric e
 4f
n 1 g, and a volume
comparison theorem of Bishop-Gromov type for a weighted measure e 
n+1
n 1f volg,
where volg is the Riemannian volume measure determined by g.
For Riemannian manifolds with boundary under a lower Ricci curvature bound,
for instance, Kasue [24], [25] has obtained several comparison geometric results, and
conclude the following rigidity theorems: (1) an inscribed radius rigidity theorem;
(2) a splitting theorem for non-compact manifolds with boundary; (3) an eigenvalue
rigidity theorem for the Laplacians. It seems to be natural to consider whether such
results can be extended to Riemannian manifolds with boundary under a lower
weighted Ricci curvature bound.
1.2 Development
In [45], the author has developed the pioneering works done by Kasue [24], [25].
For manifolds with boundary under a lower Ricci curvature bound, the author has
proved the following rigidity theorems: (1) a volume growth rigidity theorem for
the neighborhoods of the boundaries; (2) a splitting theorem under the existence of
a single ray; (3) a spectrum rigidity theorem for the p-Laplacians.
In [46], [47], [48], the author has established comparison geometry of manifolds
with boundary under a lower weighted Ricci curvature bound, and extended com-
parison geometric results obtained in [24], [25], [45] to a weighted setting.
In [46], the author has studied manifolds with boundary whose N -weighted
Ricci curvature are bounded from below by constants in the usual weighted case of
N 2 [n;1]. The author has proved the following rigidity theorems: (1) an inscribed
radius rigidity theorem (see Theorem 1.1); (2) a splitting theorem (see Theorem 1.4);
(3) a volume growth rigidity theorem (see Theorem 1.6); (4) an eigenvalue rigidity
theorem for the weighted p-Laplacians (see Theorem 1.8); (5) a spectrum rigidity
theorem for the weighted p-Laplacians (see Theorem 1.11).
In [47], the author has studied manifolds with boundary in the complementary
case ofN 2 ( 1; 1] beyond the usual weighted case studied in [46], and obtained the
following twisted rigidity theorems: (1) a twisted splitting theorem (see Theorem
1.5); (2) a twisted volume growth rigidity theorem (see Theorem 8.24); (3) a twisted
eigenvalue rigidity theorem for the weighted p-Laplacians (see Theorem 9.9).
In [48], the author has developed comparison geometry under the curvature
bound (1.2) for N 2 ( 1; 1][ [n;1] and  2 R, and conclude the following twisted
rigidity theorems: (1) twisted inscribed radius rigidity theorems (see Theorems
1.2 and 1.3); (2) a twisted splitting theorem (see Theorem 1.5); (3) twisted volume
growth rigidity theorems (see Theorems 1.7 and 8.22); (4) twisted eigenvalue rigidity
theorems for the weighted p-Laplacians (see Theorems 1.9 and 8.22); (5) a twisted
spectrum rigidity theorem for the weighted p-Laplacians (see Theorem 1.11).
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1.3 Setting
In this thesis, we study comparison geometry of Riemannian manifolds with bound-
ary under a lower weighted Ricci curvature bound. For such manifolds with bound-
ary, we introduce a reasonable curvature bound concerning a lower weighted mean
curvature bound for the boundary, and conclude comparison geometric results. We
will extend the results obtained in [24], [25], [45] to our weighted setting.
We now summarize our weighted setting in the present thesis as follows: For
n  2, let M be an n-dimensional, connected complete Riemannian manifold with
boundary with Riemannian metric g. Let f : M ! R be a smooth function. For
N 2 ( 1;1], the N -weighted Ricci curvature RicNf is dened as (1.1). For a
smooth function K :M ! R, we mean by
RicNf;M  K
for every x 2M , and for every unit tangent vector u at x we have RicNf (u)  K(x).
Let @M denote the boundary of M . For z 2 @M , we denote by Hz the mean
curvature on @M at z dened as the trace of the shape operator of the unit inner
normal vector uz at z. The f-mean curvature Hf;z on @M at z is dened as
Hf;z := Hz + g ((rf)z; uz) :
For a smooth function  : @M ! R, we mean by
Hf;@M  
for every z 2 @M we have Hf;z  (z). We consider the following two curvature
bounds: for N 2 [n;1) and ;  2 R, we have
RicNf;M  (N   1); Hf;@M  (N   1); (1.3)
for N 2 ( 1; 1] [ [n;1] and ;  2 R, we have
RicNf;M  (n  1) e
 4f
n 1 ; Hf;@M  (n  1)e
 2f
n 1 : (1.4)
We notice that for N1 2 (n;1] and N2 2 ( 1; 1], if M has the curvature bound
(1.4) for N1, then it does for N2 (see (1.1) and (1.4)).
We mainly study a Riemannian manifoldM with boundary under the curvature
bound (1.3) for N 2 [n;1) and ;  2 R, and a Riemannian manifold M with
boundary under the curvature bound (1.4) for N 2 ( 1; 1] [ [n;1] and ;  2 R.
1.4 Main results
1.4.1 Inscribed radius rigidity
We denote by Mn the simply connected n-dimensional space form with constant
curvature . We say that  and  satisfy the ball-condition if there exists a closed
geodesic ball Bn; in M
n
 with non-empty boundary @B
n
; such that @B
n
; has a
constant mean curvature (n   1). We denote by C; the radius of Bn;. Note
that  and  satisfy the ball-condition if and only if either (1)  > 0; (2)  = 0 and
 > 0; or (3)  < 0 and  >
pjj. Let s;(t) be a unique solution of the so-called
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Jacobi-equation '00(t) + '(t) = 0 with initial conditions '(0) = 1 and '0(0) =  .
We see that  and  satisfy the ball-condition if and only if the equation s;(t) = 0
has a positive solution; in particular, C; = inff t > 0 j s;(t) = 0 g.
For the Riemannian distance dM on M , the distance function @M : M ! R
from @M is dened as @M (x) := dM (x; @M). The inscribed radius D(M;@M) of
M is dened by
D(M;@M) := sup
x2M
@M (x):
One of our main results is the following inscribed radius rigidity theorem:
Theorem 1.1 ([46]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Let  and
 satisfy the ball-condition. For N 2 [n;1), suppose RicNf;M  (N   1) and
Hf;@M  (N   1). Then we have
D(M;@M)  C;: (1.5)
If for some x0 2 M we have @M (x0) = C;, then M is isometric to Bn;, and
N = n; in particular, f is constant on M .
Kasue [24] has proved Theorem 1.1 in the case where f = 0 and N = n. We
prove Theorem 1.1 in a similar way to that in [24].
Remark 1.1. M. Li [30] later than [24] has proved Theorem 1.1 in the case where
f = 0; N = n and  = 0. H. Li and Wei have proved Theorem 1.1 in [29] when
 = 0, and in [28] when  < 0. In [28] and [29], Theorem 1.1 in the specic cases
have been proved in a similar way to that in [30].
Let gf be a Riemannian metric on M dened by gf := e
 4f
n 1 g. We denote
by d
gf
M the Riemannian distance on M determined by gf . We dene a function

gf
@M :M ! R by 
gf
@M (x) := d
gf
M (x; @M), and we put
Dgf (M;@M) := sup
x2M

gf
@M (x): (1.6)
We denote by IntM the interior of M . For x 2 IntM , let UxM be the unit
tangent sphere at x which can be identied with the (n  1)-dimensional standard
unit sphere Sn 1. For u 2 UxM , let u : [0; T )!M be the geodesic with u(0) = x
and 0u(0) = u. We dene a function x : UxM ! (0;1] by
x(u) := sup f t > 0 j x(u(t)) = t; u([0; t))  IntM g ; (1.7)
where x : M ! R is the distance function from x dened as x(y) := dM (x; y).
Let sf;u : [0; x(u)]! [0;1] be a function dened by
sf;u(t) :=
Z t
0
e
 2f(u(a))
n 1 da: (1.8)
Let s(t) be a unique solution of the Jacobi-equation '
00(t) + '(t) = 0 with initial
conditions '(0) = 0 and '0(0) = 1. We dene a function F;u : [0; x(u)]! R by
F;u(t) := exp

f(u(t)) + f(x)
n  1

s(sf;u(t)): (1.9)
For l > 0, let [0; l] F Sn 1 denote the twisted product Riemannian manifold 
[0; l] Sn 1; dt2 + F 2;u(t)ds2n 1

, where ds2n 1 is the standard metric over Sn 1.
Under the curvature bound (1.4), we obtain the following:
7
Theorem 1.2 ([48]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Let  and 
satisfy the ball-condition. For N 2 ( 1; 1][ [n;1], suppose RicNf;M  (n 1) e
 4f
n 1
and Hf;@M  (n  1)e
 2f
n 1 . Then we have
Dgf (M;@M)  C;: (1.10)
If for some x0 2M we have gf@M (x0) = C;, then there exists l > 0 such that M is
isometric to [0; l] F Sn 1; moreover, if N 2 ( 1; 1) [ [n;1], then f is constant
on M ; in particular, M is isometric to a closed geodesic ball in a simply connected
space form.
For  2 R, we dene a function @M; :M ! R by @M; := e 2@M . We put
D(M;@M) := sup
x2M
@M;(x): (1.11)
If f is bounded from above, then we conclude the following:
Theorem 1.3 ([48]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Let  and 
satisfy the ball-condition. For N 2 ( 1; 1][ [n;1], suppose RicNf;M  (n 1) e
 4f
n 1
and Hf;@M  (n  1)e
 2f
n 1 . For  2 R, suppose f  (n  1) on M . Then we have
D(M;@M)  C;: (1.12)
If for some x0 2M we have @M;(x0) = C;, then M is isometric to Bne 4;e 2 ,
and f = (n  1) on M .
1.4.2 Splitting theorems
For z 2 @M , let z : [0; T ) ! M be the geodesic with z(0) = z and 0z(0) = uz.
We dene a function  : @M ! (0;1] by
(z) := supf t > 0 j @M (z(t)) = t g: (1.13)
For an interval I, and for a connected component @M1 of the boundary @M , we
denote by I ; @M1 the warped product
 
I  @M1; dt2+ s2;(t)h

, where h is the
induced Riemannian metric over @M .
We obtain the following splitting theorem:
Theorem 1.4 ([46]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Let   0 and
 :=
pjj. For N 2 [n;1), suppose RicNf;M  (N   1) and Hf;@M  (N   1). If
for some z0 2 @M we have (z0) =1, then M is isometric to [0;1); @M , and
for all z 2 @M and t 2 [0;1) we have (f  z)(t) = f(z) + (N   n)t.
In the case where f = 0 and N = n, Kasue [24] has proved Theorem 1.4 under
the assumption that M is non-compact and @M is compact (see also the work of
Croke and Kleiner [12]). In that case, Theorem 1.4 itself has been proved by the
author [45].
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We dene a function f : @M ! (0;1] by
f (z) :=
Z (z)
0
e
 2f(z(a))
n 1 da: (1.14)
Furthermore, we dene a function sf;z : [0; (z)]! [0; f (z)] by
sf;z(t) :=
Z t
0
e
 2f(z(a))
n 1 da: (1.15)
Let F;;z : [0; (z)]! R denote a function dened by
F;;z(t) := exp

f(z(t))  f(z)
n  1

s;(sf;z(t)): (1.16)
For an interval I, and for a connected component @M1 of the boundary @M , we
denote by I F; @M1 the twisted product
 
I  @M1; dt2 + F 2;;z(t)h

.
Under the curvature bound (1.4), we provide the following:
Theorem 1.5 ([48]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function bounded from
above. Let   0 and  := pjj. For N 2 ( 1; 1] [ [n;1], suppose that we have
RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 . If for some point z0 2 @M
we have (z0) =1, then M is isometric to [0;1)F; @M ; moreover, if we have
N 2 ( 1; 1) [ [n;1], then for every z 2 @M the function f  z is constant.
In the case where  = 0 and  = 0, Theorem 1.5 has been obtained by the
author [47] when N 2 ( 1; 1].
In Theorem 1.5, by applying a splitting theorem of Cheeger-Gromoll type ([11])
obtained by Wylie [54] to the boundary, we conclude a multi-splitting theorem (see
Section 7.4). We generalize splitting theorems for manifolds with boundary whose
boundaries are disconnected that have been studied by Kasue [24] (and Croke and
Kleiner [12], Ichida [22]) (see Section 7.5).
1.4.3 Volume growth rigidity
For ;  2 R, we put C; := C; if  and  satisfy the ball-condition; otherwise,
C; := 1. Let I; := [0; C;] n f1g. For N 2 (1;1), we dene functions
s;; sN;; : [0;1)! R by
s;(t) :=
(
s;(t) if t < C;;
0 if t  C;;
sN;;(r) :=
Z r
0
sN 1; (a) da: (1.17)
For a smooth function  :M ! R, we put m := e  volg. For the Riemannian
volume measure volh on @M induced from h, let mf;@M := e
 f j@M volh. For r > 0,
we put Br(@M) := fx 2M j @M (x)  rg.
For the neighborhoods of the boundaries, we prove absolute volume comparison
results of Heintze-Karcher type ([20]), and relative volume comparison results of
Bishop-Gromov type ([17], [18]) (see Sections 8.3 and 8.4). We prove them by using
comparison results for volume elements, and a geometric study of the cut locus for
the boundary. Furthermore, we obtain volume growth rigidity theorems concerning
the equality cases of the volume comparison results (see Section 8.5).
One of the volume growth rigidity theorems is the following:
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Theorem 1.6 ([46]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f :M ! R be a smooth function. Suppose that @M
is compact. For N 2 [n;1), suppose RicNf;M  (N   1) and Hf;@M  (N   1). If
we have
lim inf
r!1
mf (Br(@M))
sN;;(r)
 mf;@M (@M); (1.18)
then M is isometric to the warped product I;;@M , and for every point z 2 @M
we have f  z = f(z)   (N   n) log s; on I;; moreover, if  and  satisfy the
ball-condition, then M is isometric to Bn; and N = n; in particular, f is constant.
The author [45] has proved Theorem 1.6 in the case where f = 0 and N = n.
Remark 1.2. Under the same setting as in Theorem 1.6, we always have the following
volume comparison inequality (see Lemma 8.11):
lim sup
r!1
mf (Br(@M))
sN;;(r)
 mf;@M (@M): (1.19)
Theorem 1.6 is concerned with rigidity phenomena.
For x 2M , we say that z 2 @M is a foot point on @M of x if dM (x; z) = @M (x).
Notice that every point inM has at least one foot point on @M . We dene a function
@M;f :M ! R by
@M;f (x) := inf
z2@M
Z @M (x)
0
e
 2f(z(a))
n 1 da; (1.20)
where the inmum is taken over all foot points z on @M of x. For r > 0, we put
Br;f (@M) := fx 2M j @M;f (x)  r g.
Under the curvature bound (1.4), we obtain the following rigidity theorem:
Theorem 1.7 ([48]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
@M is compact. Let us suppose that  and  do not satisfy the ball-condition. For
N 2 ( 1; 1] [ [n;1], suppose RicNf;M  (n  1) e
 4f
n 1 and Hf;@M  (n  1)e
 2f
n 1 .
If we have
lim inf
r!1
mn+1
n 1f
(Br;f (@M))
sn;;(r)
 mf;@M (@M); (1.21)
then M is isometric to [0;1) F; @M ; moreover, if N 2 ( 1; 1) [ [n;1], then
for every z 2 @M the function f  z is constant.
Remark 1.3. Under the same setting as in Theorem 1.7, we always have the following
inequality (see Lemma 8.12):
lim sup
r!1
mn+1
n 1f
(Br;f (@M))
sn;;(r)
 mf;@M (@M): (1.22)
Theorem 1.7 is concerned with rigidity phenomena.
Remark 1.4. If  and  satisfy the ball-condition, then the author does not know
whether a similar result to Theorem 1.7 holds (see Remark 8.7).
Under the curvature bound (1.4), we also conclude a volume growth rigidity
theorem in the case where f is bounded from above (see Theorem 8.22). We prove
a volume growth rigidity theorem in the case where the N -weighted Ricci curvature
is bounded from below by a constant for N 2 ( 1; 1] (see Theorem 8.24).
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1.4.4 Eigenvalue rigidity
Let p 2 [1;1), and let  : M ! R be a smooth function. The (1; p)-Sobolev
space W 1;p0 (M;m) on (M;m) with compact support is dened as the completion
of the set of all smooth functions on M whose support is compact and contained
in IntM with respect to the standard (1; p)-Sobolev norm. We denote by k  k the
standard norm induced from g, and by div the divergence with respect to g. The
(; p)-Laplacian ;p  for  2W 1;p0 (M;m) is dened by
;p  :=  e div

e kr kp 2r 

as a distribution on W 1;p0 (M;m). A real number  is said to be a (; p)-Dirichlet
eigenvalue on M if there exists a non-zero  2W 1;p0 (M;m) such that the equality
;p = j jp 2  holds on IntM in a distribution sense on W 1;p0 (M;m). The
Rayleigh quotient R;p( ) for  2W 1;p0 (M;m) n f0g is dened as
R;p( ) :=
R
M kr kp dmR
M j jp dm
:
We put ;p(M) := inf R;p( ), where the inmum is taken over all non-zero func-
tions in W 1;p0 (M;m). The value ;2(M) is equal to the inmum of the spectrum
of ;2 on (M;m). If M is compact, and if p 2 (1;1), then ;p(M) is equal to
the inmum of the set of all (; p)-Dirichlet eigenvalues on M . If  is a constant
function on M , then ;p(M) can be written by 0;p(M).
Let p 2 (1;1). For N 2 (1;1) and D 2 (0; C;] n f1g, let p;N;;;D denote
the positive minimum real number  such that there exists a non-zero function
' : [0; D]! R such that
 j'0(t)jp 2'0(t)0 + (N   1)s0;(t)
s;(t)
 j'0(t)jp 2'0(t)+ j'(t)jp 2'(t) = 0; (1.23)
'(0) = 0; '0(D) = 0:
We recall the notion of model spaces that has been introduced by Kasue in [25].
We say that  and  satisfy the model-condition if the equation s0;(t) = 0 has a
positive solution. We see that  and  satisfy the model-condition if and only if
either (1)  > 0 and  < 0; (2)  = 0 and  = 0; or (3)  < 0 and  2 (0;pjj).
Let  and  satisfy the ball-condition or the model-condition. Suppose that M
is compact. If  and  satisfy the model-condition, then we dene a positive number
D;(M) as follows: If  = 0 and  = 0, then D;(M) := D(M;@M); otherwise,
D;(M) := ft > 0 j s0;(t) = 0g. We say that M is isometric to a (; )-equational
model space if M is isometric to either (1) for  and  satisfying the ball-condition,
the closed geodesic ball Bn;; (2) for  and  satisfying the model-condition, and for
a connected component @M1 of @M , the warped product [0; 2D;(M)] ; @M1;
or (3) for  and  satisfying the model-condition, and for an involutive isometry 
of @M without xed points, the quotient space
 
[0; 2D;(M)]; @M

=G, where
G is the isometry group on [0; 2D;(M)] ; @M whose elements consist of the
identity and the involute isometry ^ dened by ^(t; z) := (2D;(M)  t; (z)).
We conclude the following eigenvalue rigidity theorem:
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Theorem 1.8 ([46]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
M is compact. Let p 2 (1;1). For N 2 [n;1), suppose RicNf;M  (N   1) and
Hf;@M  (N   1). For D 2 (0; C;] n f1g, suppose D(M;@M)  D. Then
f;p(M)  p;N;;;D: (1.24)
If the equality in (1:24) holds, then M is isometric to a (; )-equational model
space; more precisely, the following hold:
(1) if D = C;, then  and  satisfy the ball-condition, M is isometric to B
n
;,
and N = n; in particular, f is constant on M ;
(2) if D 2 (0; C;), then  and  satisfy the model-condition, M is isometric
to a (; )-equational model space, and f  z = f(z)   (N   n) log s; on
[0; D;(M)] for all z 2 @M .
Kasue [25] has proved Theorem 1.8 in the case where f = 0; N = n and p = 2.
It seems that the method of the proof in [25] does not work in our non-linear case
of p 6= 2 (see Remark 9.6). We prove Theorem 1.8 by using a global Laplacian
comparison result for the distance function from the boundary (see Proposition
5.2), and an inequality of Picone type for the p-Laplacian (see Lemma 9.1).
We say that the smooth function f is @M -radial if there exists a smooth function
f : [0;1) ! R such that f = f  @M on M . For the function @M;f : M ! R
dened as (1.20), we put
Df (M;@M) := sup
x2M
@M;f (x): (1.25)
Under the curvature bound (1.4), we establish the following rigidity theorem:
Theorem 1.9 ([48]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f :M ! R be a smooth function. Suppose that M
is compact, and f is @M -radial. Let p 2 (1;1). For N 2 ( 1; 1][ [n;1], suppose
RicNf;M  (n 1) e
 4f
n 1 and Hf;@M  (n 1)e
 2f
n 1 . For  2 R, suppose f  (n 1)
on M . For D 2 (0; C;] n f1g, suppose Df (M;@M)  D. Then we have
n+1
n 1f;p
(M)  e 2p p;n;;;D: (1.26)
If the equality in (1:26) holds, then M is isometric to a
 
e 4; e 2

-equational
model space, and f = (n  1) on M .
Remark 1.5. In Theorem 1.9, the author does not know whether the assumption
that f is @M -radial can be dropped.
For real numbers ;  2 R, we say that  and  satisfy the convex-ball-condition
if they satisfy the ball-condition and  is non-negative. If  is non-positive, then
we see that  and  satisfy the convex-ball-condition if and only if they satisfy the
ball-condition.
In the case where f is not necessarily @M -radial, we obtain the following:
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Theorem 1.10 ([48]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
M is compact. Let p 2 (1;1). Let  and  satisfy the convex-ball-condition. For
N 2 ( 1; 1] [ [n;1], suppose RicNf;M  (n  1) e
 4f
n 1 and Hf;@M  (n  1)e
 2f
n 1 .
For  2 R, suppose f  (n  1) on M . Then we have
f;p(M)  e 2p0;p(Bn;): (1.27)
If the equality in the inequality (1:27) holds, then M is isometric to Bn
e 4;e 2 ,
and f = (n  1) on M .
Remark 1.6. The author does not know whether Theorem 1.10 holds under the
assumption that  and  satisfy the ball-condition.
We also provide an eigenvalue rigidity theorem under the assumption that the
N -weighted Ricci curvature is bounded from below by a constant for N 2 ( 1; 1]
(see Theorem 9.9).
1.4.5 Spectrum rigidity
We show volume estimates for a relatively compact domain inM (see Section 10.1).
From the volume estimates we deduce a lower bound for f;p (see Section 10.2).
By combining the estimate for f;p and Theorem 1.4, we conclude the following
rigidity theorem for manifolds with boundary that are not necessarily compact:
Theorem 1.11 ([46]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary. Let f : M ! R be a smooth function. Suppose that @M
is compact. Let p 2 (1;1). Let  < 0 and  := pjj. For N 2 [n;1), suppose
RicNf;M  (N   1) and Hf;@M  (N   1). Then we have
f;p(M) 

(N   1)
p
p
: (1.28)
If the equality in the inequality (1:28) holds, then M is isometric to [0;1); @M ,
and for all z 2 @M and t 2 [0;1) we have (f  z)(t) = f(z) + (N   n)t.
The author [45] has obtained Theorem 1.11 in the case where f = 0 and N = n.
Under the curvature bound (1.4), from Theorem 1.5 we derive the following:
Theorem 1.12 ([48]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary. Let f : M ! R be a smooth function. Suppose that @M
is compact. Let p 2 (1;1). Let  < 0 and  := pjj. For N 2 ( 1; 1] [ [n;1],
suppose RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 . For  2 R, suppose
f  (n  1) on M . Then we have
f;p(M)  e 2p

(n  1)
p
p
: (1.29)
If the equality in the inequality (1:29) holds, then M is isometric to [0;1)F; @M ;
moreover, if N 2 ( 1; 1) [ [n;1], then for every z 2 @M the function f  z is
constant on [0;1).
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1.5 Plan
By the monotonicity of the curvature bound (1.4) with respect to N , for the proofs
of our main theorems under the curvature bound (1.4), it suces to consider the case
of N 2 ( 1; 1] (see Subsection 1.3). In what follows, when we prove comparison
geometric results under the curvature bound (1.4) for N 2 ( 1; 1] [ [n;1], we
study a Riemannian manifold M with boundary with the curvature bound (1.4) for
N 2 ( 1; 1]. All the claims for N 2 ( 1; 1] discussed below are also valid in the
usual weighted case of N 2 [n;1].
In the proof of our main theorems, the key tools are Laplacian comparisons for
the distance function @M from the boundary. From pointwise Laplacian compar-
isons for the distance function @M we derive inscribed radius rigidity theorems,
splitting theorems and volume growth rigidity theorems. In order to conclude rigid-
ity theorems for the weighted p-Laplacians, we develop the pointwise Laplacian
comparisons, and establish global Laplacian comparisons in a distribution sense.
The key points are to nd a suitable assumption on the function f , and to choose
an appropriate weighted p-Laplace operator and a weighted distance function. In
the case where M has the curvature bound (1.3), we can obtain a global Laplacian
comparison result for the operator f;p and the function @M without any addi-
tional assumption on the function f . In the case where M has the curvature bound
(1.4), by assuming that f  (n  1) for  2 R, we can conclude a global Laplacian
comparison result for the operator f;p and the function @M;. Furthermore, in
that case, assuming that f is @M -radial enables us to prove such a comparison
result for the operator n+1 2p
n 1 ;p
and the function @M;f .
1.6 Organization
In Chapter 2, we prepare some notations and recall the basic facts for weighted
Riemannian manifolds with boundary.
In Chapter 3, we study properties of the cut locus for the boundary. It seems
that such properties are well-known. For the sake of the readers, we give proofs.
In Chapters 4 and 5, we study Laplacian comparisons for the distance function
from the boundary. In Chapter 4, we show pointwise Laplacian comparison results
(see Section 4.2), and rigidity results in the equality cases (see Section 4.4). In
Chapter 5, we develop the pointwise Laplacian comparisons, and establish global
Laplacian comparisons in a distribution sense.
In Chapter 6, we prove Theorems 1.1, 1.2 and 1.3. In Chapter 7, we prove Theo-
rems 1.4 and 1.5, and study the variants of the splitting theorems. In Chapter 8, we
prove various volume comparison theorems around the boundaries, and conclude
Theorems 1.6 and 1.7. In Chapter 9, we prove Theorems 1.8, 1.9 and 1.10, and
study explicit lower bounds of the smallest Dirichlet eigenvalues. In Chapter 10, we
prove Theorems 1.11 and 1.12.
In Chapter 11, we study segment inequalities of Cheeger-Colding type on man-
ifolds with boundary. Cheeger and Colding [10] have proved a segment inequality
for complete Riemannian manifolds under a lower Ricci curvature bound. They
have mentioned in [10] that their segment inequality gives a lower bound for the
smallest Dirichlet eigenvalue for the Laplacian on a closed ball. From our segment
inequality we derive a lower bound for 0;p (see Section 11.3).
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In Chapter 12, we study measure contraction properties of manifolds with bound-
ary. For metric measure spaces, Ohta [40] and Sturm [50] have independently intro-
duced the so-called measure contraction property that is equivalent to a lower Ricci
curvature bound for manifolds without boundary. We prove a measure contraction
inequality around the boundary (see Proposition 12.4). By using our measure con-
traction inequality, we give another proof of a relative volume comparison theorem.
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Chapter 2
Preliminaries
In the present chapter, we review basics of Riemannian manifolds with boundary,
and present some basic facts for weighted Riemannian manifolds with boundary.
We refer to [44] for the basics of Riemannian manifolds with boundary.
2.1 Riemannian manifolds with boundary
LetM be a connected Riemannian manifold with boundary with Riemannian metric
g. Let dM be the Riemannian distance onM induced from g. For r > 0 and A M ,
we denote by Ur(A) the open r-neighborhood of A in M , and by Br(A) the closed
one. For an interval I, we say that a curve  : I ! M is a minimal geodesic if for
all t1; t2 2 I we have dM ((t1); (t2)) = jt1   t2j. If the metric space (M;dM ) is
complete, then the Hopf-Rinow theorem for length spaces (see e.g., Theorem 2.5.23
in [5]) tells us that (M;dM ) is a proper, geodesic space; namely, all closed bounded
subsets of M are compact, and for every pair of points in M we have a minimal
geodesic connecting them.
For i = 1; 2, let Mi be connected Riemannian manifolds with boundary with
Riemannian metric gi. For each i, the boundary @Mi carries the induced Rieman-
nian metric hi. We say that a homeomorphism  : M1 ! M2 is a Riemannian
isometry with boundary from M1 to M2 if  satises the following conditions:
(1) jIntM1 : IntM1 ! IntM2 is smooth, and (jIntM1)(g2) = g1;
(2) j@M1 : @M1 ! @M2 is smooth, and (j@M1)(h2) = h1.
If  : M1 ! M2 is a Riemannian isometry with boundary, then the inverse  1 is
also a Riemannian isometry with boundary.
For manifolds without boundary, we have already known the following (see e.g.,
Theorem 11.1 in [21]):
Lemma 2.1. For i = 1; 2, let Mi be connected Riemannian manifolds (without
boundary) with Riemannian metric gi, and let dMi be the Riemannian distances on
Mi. Suppose that a map  : M1 ! M2 is an isometry between the metric spaces
(M1; dM1) and (M2; dM2). Then  is smooth, and 
gM2 = gM1. Namely,  is a
Riemannian isometry from (M1; gM1) to (M2; gM2).
For manifolds with boundary, we have the following (see e.g., [45]):
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Lemma 2.2. For i = 1; 2, letMi be connected Riemannian manifolds with boundary
with Riemannian metric gi. Then there exists a Riemannian isometry with boundary
from M1 to M2 if and only if the metric space (M1; dM1) is isometric to (M2; dM2).
Proof. For i = 1; 2, we denote by kkgi and by kkhi the canonical norms determined
by gi and by hi on Mi and on @Mi, respectively. For a piecewise smooth curve  in
Mi, let Lgi() denote the length of  determined by gi.
First, we show that if  : M1 ! M2 is a Riemannian isometry with boundary,
then it is an isometry between the metric spaces (M1; dM1) and (M2; dM2). It suces
to show that  is a 1-Lipschitz map from (M1; dM1) to (M2; dM2). Take x; y 2M1.
For  > 0, take a piecewise smooth curve  : [0; l]!M1 with Lg1() < dM1(x; y)+.
For t 2 [0; l] at which  is smooth, if (t) 2 IntM1, then k(  )0(t)kg2 = k0(t)kg1 ,
and if (t) 2 @M1, then k(  )0(t)kh2 = k0(t)kh1 . It follows that Lg2(  ) is
equal to Lg1(). We have dM2((x);(y)) < dM1(x; y) + . This proves that  is a
1-Lipschitz map.
Next, we show that if 	 : M1 ! M2 is an isometry between the metric spaces
(M1; dM1) and (M2; dM2), then it is a Riemannian isometry with boundary. To do
this, we rst show that 	jIntM1 is smooth on IntM1, and (	jIntM1)(g2) = g1. For
a xed x 2 IntM1, take a suciently small r > 0 such that Ur(x) and Ur(	(x)) are
strongly convex in (IntM1; g1) and in (IntM2; g2), respectively. In this case, 	jUr(x)
is an isometry between the metric subspaces Ur(x) and Ur(	(x)). By applying
Lemma 2.1 to the open Riemannian submanifolds Ur(x) and Ur(	(x)), 	jUr(x) is a
smooth Riemannian isometry. Hence 	jIntM1 is smooth, and (	jIntM1)(g2) = g1.
We second show that 	j@M1 is smooth on @M1, and (	j@M1)(h2) = h1. To do
this, we prove that 	j@M1 is an isometry between the metric spaces (@M1; d@M1)
and (@M2; d@M2), where d@M1 and d@M2 are the Riemannian distances on @M1 and
on @M2, respectively. It suces to show that 	j@M1 is a 1-Lipschitz map from
(@M1; d@M1) to (@M2; d@M2). Pick z^; z 2 @M1. For  > 0, take a piecewise smooth
curve  : [0; l]! @M1 satisfying Lh1() < d@M1(z^; z) + . Fix t 2 [0; l] at which  is
smooth. From the fact that 	 is an isometry between (M1; dM1) and (M2; dM2) we
deduce
k0(t)kh1 = k0(t)kg1 = lim
!0
dM1((t); (t+ ))

(2.1)
= lim
!0
dM2((	  )(t); (	  )(t+ ))

:
Since @M2 is smooth, and since h2 is induced from g2, for each z0 2 @M2 we see
lim
z!z0
d@M2(z0; z)
dM2(z0; z)
= 1;
where the limit is taken with respect to d@M2 . This implies
lim
!0
d@M2((	  )(t); (	  )(t+ ))
dM2((	  )(t); (	  )(t+ ))
= 1: (2.2)
Combining (2.1) and (2.2) leads us to
k0(t)kh1 = lim
!0
d@M2((	  )(t); (	  )(t+ ))

: (2.3)
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Integrating the both sides of (2.3) on [0; l] with respect to t, we have
Lh1() =
Z l
0
lim
!0
d@M2((	  )(t); (	  )(t+ ))

dt: (2.4)
The right hand side of (2.4) is equal to the length of 	 with respect to d@M2 (see
e.g., Section 2.7 in [5]), and is greater than or equal to d@M2(	(z^);	(z)). Hence
d@M2(	(z^);	(z)) < d@M1(z^; z) + ; in particular, 	j@M1 is a 1-Lipschitz map. We
conclude that 	j@M1 is an isometry between (@M1; d@M1) and (@M2; d@M2). By
applying Lemma 2.1 to @M1 and @M2, 	j@M1 is smooth, and (	j@M1)(h2) = h1.
We complete the proof of Lemma 2.2. 2
2.2 Jacobi elds orthogonal to the boundary
LetM be a connected Riemannian manifold with boundary with Riemannian metric
g. For x 2 IntM , let TxM and UxM be the tangent space at x and the unit tangent
sphere at x, respectively. For z 2 @M , and for the tangent space Tz@M at z on
@M , let T?z @M be the orthogonal complement of Tz@M in the tangent space at
z on M . For u 2 T?z @M , and for the second fundamental form S of @M , let
Au : Tz@M ! Tz@M denote the shape operator for u dened by
g(Auv; w) := g(S(v; w); u):
For the unit inner normal vector uz at z, the mean curvature Hz at z is dened as
Hz := traceAuz . We denote by z : [0; T ) ! M the geodesic with z(0) = z and
0z(0) = uz. We say that a Jacobi eld Y along z is a @M -Jacobi eld if Y satises
the following initial conditions:
Y (0) 2 Tz@M; Y 0(0) +AuzY (0) 2 T?z @M:
We say that z(t0) is a conjugate point of @M along z if there exists a non-zero @M -
Jacobi eld Y along z with Y (t0) = 0. We denote by 1(z) the rst conjugate value
for @M along z. It is well-known that for all t > 1(z) we have t > @M (z(t)),
and that the function T1 : @M ! (0;1] dened by T1(z) := 1(z) is continuous.
For the normal tangent bundle T?@M :=
S
z2@M T
?
z @M of @M , let 0(T
?@M)
be the zero-section
S
z2@Mf 0z 2 T?z @M g of T?@M . On an open neighborhood
of 0(T?@M) in T?@M , the normal exponential map exp? of @M is dened as
exp?(z; u) := z(kuk) for z 2 @M and u 2 T?z @M .
For the dierential D exp? of exp?, we recall the following Gauss lemma:
Lemma 2.3. Take z 2 @M . For t 2 [0; 1(z)), take u 2 T(z;tuz)T?@M . Then
g

D exp?(z;tuz) u; 
0
z(t)

= g(u?; uz);
where for the direct sum decomposition T(z;tuz)T
?@M = Tz@M T?z @M , we denote
by u? the T?z @M -component of u.
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2.3 Weighted Riemannian manifolds with boundary
LetM be a connected complete Riemannian manifold with boundary with Rieman-
nian metric g, and let f : M ! R be a smooth function. For a smooth function
 :M ! R, the weighted Laplacian f for  is dened by
f :=  + g(rf;r );
where  denotes the Laplacian for  dened as the minus of the trace of its
Hessian. We see that f coincides with the (f; 2)-Laplacian f;2.
The following formula of Bochner type seems to be well-known (see e.g., [13],
and Chapter 14 in [52]).
Proposition 2.4 ([13]). For every smooth function ' :M ! R, we have
 1
2
f kr k2 = Ric1f (r ) + kHess k2   g (rf  ;r ) ;
where kHess k denotes the Hilbert-Schmidt norm of Hess .
Let  : M ! R be a continuous function, and let U be a domain contained in
IntM . For x 2 U , and for a function  ^ dened on an open neighborhood of x, we
say that  ^ is a support function of  at x if we have  ^(x) =  (x) and  ^   . We
also say that  is f-subharmonic on U if for every x 2 U , and for every  > 0, there
exists a smooth, support function  x; of  at x such that f  x;(x)  .
For f -subharmonic functions, we recall the following maximal principle of Calabi
type (see e.g., [6], and Lemma 2.4 in [13]).
Lemma 2.5 ([6]). For a domain contained U in IntM , if an f -subharmonic func-
tion on U takes the maximal value at a point in U , then it must be constant.
2.4 Laplacian comparisons from a single point
LetM be an n-dimensional, connected complete Riemannian manifold with bound-
ary, and let f :M ! R be a smooth function. For N 2 (1;1), and for the diameter
C of M
n
 , we dene a function HN; : (0; C)! R by
HN;(t) :=  (N   1)s
0
(t)
s(t)
: (2.5)
For the distance function from a single point, Qian [43] has obtained a Laplacian
comparison inequality under a lower N -weighted Ricci curvature bound in the case
of N 2 [n;1) (see equation 7 in [43]). In our setting, the Laplacian comparison
inequality holds in the following form:
Lemma 2.6 ([43]). Take x 2 IntM and u 2 UxM . For N 2 [n;1), suppose
RicNf;M  (N   1). Then for all t 2 (0; x(u)) we have
f x(u(t))  HN;(t); (2.6)
where x denotes the function dened as (1:7).
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Remark 2.1. Assume that for some t0 2 (0; x(u)) the equality in (2:6) holds. Choose
an orthonormal basis feu;igni=1 of TxM with eu;n = u. Let fYu;ign 1i=1 be the Jacobi
elds along u with initial conditions Yu;i(0) = 0x and Y
0
u;i(0) = eu;i. Then for all i
we have Yu;i = sEu;i on [0; t0], where fEu;ign 1i=1 are the parallel vector elds along
u with initial condition Eu;i(0) = eu;i. Moreover, we have N = n.
Remark 2.2. Kasue and Kumura [27] have obtained Lemma 2.6 in the case where
N is an integer, and   0.
Wylie and Yeroshkin [55] have proved a Laplacian comparison inequality for
N 2 ( 1; 1] (see Theorem 4.4 in [55]). In our case, the inequality holds as follows:
Lemma 2.7 ([55]). Take x 2 IntM and u 2 UxM . For N 2 ( 1; 1], suppose
RicNf;M  (n  1) e
 4f
n 1 . Then for all t 2 (0; x(u)) we have
f x(u(t))  Hn;(sf;u(t)) e
 2f(u(t))
n 1 ; (2.7)
where sf;u denotes the function dened as (1:8).
Wylie and Yeroshkin [55] have also shown another Laplacian comparison in-
equality in the case where f is bounded (see Corollary 4.11 in [55]). In our setting,
by using the same method of the proof, we have the following:
Lemma 2.8 ([55]). Take x 2 IntM and u 2 UxM . For N 2 ( 1; 1], suppose
RicNf;M  (n   1) e
 4f
n 1 . For  2 R, suppose f  (n   1) on M . Then for all
t 2 (0; x(u)) we have
f x(u(t))  Hn;(e 2t) e
 2f(u(t))
n 1 : (2.8)
Proof. ByH 0n; > 0 and f  (n 1), for every t 2 (0; x(u)) we have sf;u(t)  e 2t.
From (2.7), it follows that
f x(u(t))  Hn;(sf;u(t)) e
 2f(u(t))
n 1  Hn;(e 2t) e
 2f(u(t))
n 1 : (2.9)
We obtain the desired inequality. 2
Wylie and Yeroshkin [55] have also proved a rigidity result in the equality case of
the Laplacian comparison inequality (see Lemma 4.13 in [55]). From the argument
discussed in their proof, we can conclude the following:
Lemma 2.9 ([55]). Under the same setting as in Lemma 2.7, assume that for some
t0 2 (0; x(u)) the equality in (2:7) holds. Choose an orthonormal basis feu;igni=1 of
TxM with eu;n = u. Let fYu;ign 1i=1 be the Jacobi elds along u with initial conditions
Yu;i(0) = 0x and Y
0
u;i(0) = eu;i. Then for all i we have Yu;i = F;uEu;i on [0; t0],
where F;u is the function dened as (1:9), and fEu;ign 1i=1 are the parallel vector
elds along u with initial condition Eu;i(0) = eu;i; moreover, if N 2 ( 1; 1), then
f  u is constant on [0; t0].
Remark 2.3. Under the same setting as in Lemma 2.8, we assume that for some
t0 2 (0; x(u)) the equality in (2:8) holds. Then the equalities in (2.9) hold. In
this case, the equality in (2.7) holds (see Lemma 2.9), and sf;u(t0) = e
 2t0; in
particular, f  u = (n  1) on [0; t0].
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2.5 Warped and twisted product spaces
In order to obtain a splitting theorem of Cheeger-Gromoll type, Wylie [54] has
proved that a twisted product space over R becomes a warped product space under
a non-negativity of the 1-weighted Ricci curvature (see Proposition 2.2 in [54]).
The proof is based on a pointwise calculation, and the same holds true for a twisted
product space over an arbitrary interval.
By the same argument as in the proof of Proposition 2.2 in [54], we can prove
the following in our setting:
Proposition 2.10 ([54]). Let M be a Riemannian manifold with boundary, and let
f :M ! R be a smooth function. Suppose that there exist an interval I in the form
of [0;1) or [0; D] for some positive number D, and a connected component @M1
of @M such that M is isometric to a twisted product I F0;0 @M1. If Ric1f;M  0,
then there exist functions f0 : I ! R and f1 : @M1 ! R such that for all t 2 I and
z 2 @M1 we have f(z(t)) = f0(t)+f1(z); in particular, M is isometric to a warped
product
 
I  @M1; dt2 + e
2f0(t)
n 1 h0

, where we put h0 := e
2
f1 (fj@M1 )
n 1 h.
Proposition 2.10 has been implicitly used in the proof of Theorem 5.1 in [54].
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Chapter 3
Cut locus for the boundary
Throughout this chapter, let M be an n-dimensional, connected complete Rieman-
nian manifold with boundary with Riemannian metric g. We study basic properties
of the cut locus Cut @M for the boundary.
3.1 Cut values
For a point x 2M , we recall that a point z 2 @M is said to be a foot point on @M
of x if we have dM (x; z) = @M (x).
We rst show the following (see e.g., [45]):
Lemma 3.1. For x 2 IntM , let z 2 @M be a foot point on @M of x. Then there
exists a unique minimal geodesic  : [0; l] ! M from z to x such that  = zj[0;l],
where l = @M (x). In particular, 
0(0) = uz and j(0;l] lies in IntM .
Proof. Since M is complete, there exists a minimal geodesic  : [0; l] ! M from
z to x. Since z is a foot point on @M of x, we see that j(0;l] lies in IntM . By
the smoothness of @M , there exists an open neighborhood U of @M such that for
each y 2 U , we have a unique foot point zy on @M of y; moreover, zy j[0;@M (y)] is a
unique minimal geodesic in M from zy to y. If x 2 U n @M , then z is a unique foot
point on @M of x, and  = zj[0;l]. Even if x =2 U n @M , then for every suciently
small t > 0, we see that z is a unique foot point on @M of (t). It follows that
 = zj[0;l]. 2
We have the following relationship between the inscribed radius and the function
 dened as (1.13) (see e.g., [45]):
Lemma 3.2. D(M;@M) = supz2@M (z).
Proof. Put t0 := supz2@M (z). First, we show
D(M;@M)  t0: (3.1)
Take x 2 M , and choose a foot point z on @M of x. Using Lemma 3.1, we see
x = z(@M (x)) and @M (x)  (z). We have @M (x)  t0, and hence (3.1).
We show the opposite of (3.1). In the case of t0 < 1, for every  > 0 there
exists z 2 @M such that
t0    < (z) = @M (z((z)))  D(M;@M);
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in particular, we have the opposite of (3.1). In the case of t0 =1, in a similar way,
we can prove D(M;@M) =1. This completes the proof. 2
Furthermore, we have the following characterization of  (see e.g., [45]):
Lemma 3.3. Take z 2 @M with (z) <1. Let t0 > 0. Then t0 = (z) if and only
if t0 = @M (z(t0)), and at least one of the following holds:
(1) z(t0) is the rst conjugate point of @M along z;
(2) there exists a foot point z 2 @M n fzg on @M of z(t0).
Proof. We rst assume t0 = @M (z(t0)). Then we see t0  (z). If (1) holds, then
we have t0 = 1(z); in particular, t0 = (z). Suppose that (2) holds. We prove
t0 = (z) by contradiction. Assume t0 < (z). Take  > 0 such that t0 +  < (z).
Lemma 3.1 implies z(t0) = z(t0). In the case of 
0
z(t0) =  0z(t0), we have
z(t0 + ) = z(t0   ). From t0  (z) we deduce
@M (z(t0 + )) = @M (z(t0   )) = t0   :
This is in contradiction with t0 +  < (z). In the case of 
0
z(t0) 6=  0z(t0), for all
t 2 (t0; t0 + ] we have
@M (z(t))  dM (z(t); z) < dM (z(t); z(t0)) + dM (z(t0); z) = t:
This contradicts t  t0 +  < (z). Therefore, we conclude t0 = (z).
We next assume t0 = (z). Then we see t0 = @M (z(t0)). It suces to
show that if z is not the rst conjugate point of @M along z, then we have (2).
Assume that z is not the rst conjugate point of @M along z. Take an open
neighborhood U of (z; t0uz) in T
?@M such that exp? jU is a dieomorphism onto
its image. For every suciently large i 2 N, put xi := z(t0 + i 1), and take a
foot point zi on @M of xi. By Lemma 3.1, there exists a unique minimal geodesic
i : [0; li] ! M from zi to xi such that i = zi j[0;li], where li = @M (xi). Since
(M;dM ) is proper, by taking a subsequence if necessary, we may assume that for
some z0 2 @M we have zi ! z0 in @M . Notice that z0 is a foot point on @M of
z(t0). If we suppose z = z0, then for every suciently large i we have (zi; li uzi) 2 U
and exp?(z; (t0 + i 1)uz) = exp?(zi; li uzi). The injectivity of exp? jU implies
t0 + i
 1 = li. This contradicts t0 + i 1 > li. Hence we obtain z 6= z0. This proves
the lemma. 2
Using Lemma 3.3, we prove the following (see e.g., [45]):
Lemma 3.4. The function  is continuous on @M .
Proof. Let zi ! z in @M . First, we prove the upper semi-continuity of  . Put
t^ := lim supi!1 (zi). Suppose t^ < 1. Take a subsequence fzjg of fzig with
(zj)! t^ as j !1. Putting xj := zj ((zj)), we see xj ! z(t^). Furthermore, for
all j we have @M (xj) = (zj). Letting j !1, we obtain @M (z(t^)) = t^. It follows
that t^  (z). In a similar way, we see that if t^ = 1, then (z) = 1. Therefore,
we have shown the upper semi-continuity.
We next prove the lower semi-continuity. Put t := lim infi!1 (zi). We may
assume t < 1. Take a subsequence fzjg of fzig with (zj) ! t as j ! 1. Put
xj := zj ((zj)). Since @M (z(t)) = t, we see t  (z). Lemma 3.3 tells us that for
each j, at least one of the following holds:
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(1) (zj) = 1(zj);
(2) there exists a foot point zj 2 @M n fzjg on @M of xj .
Notice that at least one of (1), (2) holds for innitely many j. If (1) holds for
innitely many j, then the continuity of 1 implies t = 1(z), and hence t  (z).
We now suppose that (2) holds for innitely many j. By the properness of (M;dM ),
for some z 2 @M , there exists a subsequence fzkg of fzjg such that zk ! z in @M as
k !1. We see z(t) = z(t). In the case of z 6= z, the point z(t) has distinct two
foot points z; z on @M , and Lemma 3.3 implies t = (z). In the case of z = z, we
can prove that z(t) is a conjugate point of @M along z. In fact, if we suppose that
z(t) is not a conjugate point, then there exists an open neighborhood U of (z; tuz)
in T?@M such that exp? jU is a dieomorphism onto its image. By z = z, for every
suciently large k we have (zk; (zk)uzk); (zk; (zk)uzk) 2 U . Since zk 6= zk, this
contradicts the injectivity of exp? jU . It follows that z(t) is a conjugate point of
@M along z. Hence we have t  1(z); in particular, t  (z). We complete the
proof of the lower semi-continuity of  . 2
3.2 Cut locus
We put
TD@M :=
[
z2@M
f t uz 2 T?z @M j t 2 [0; (z)) g;
TCut @M :=
[
z2@M
f (z)uz 2 T?z @M j (z) <1g:
We dene D@M := exp
?(TD@M ) and Cut @M := exp?(TCut @M). We call Cut @M
the cut locus for the boundary @M . Note that Cut @M is contained in IntM .
We show the following (see e.g., [45]):
Lemma 3.5. M = D@M t Cut @M .
Proof. We show
M = D@M [ Cut @M: (3.2)
Take x 2 M , and a foot point z on @M of x. Put l := @M (x). By Lemma 3.1,
we have x = z(l). Since l 2 [0; (z)], the point x belongs to the right hand side of
(3.2). This proves (3.2).
Next, we show
Cut @M \D@M = ;: (3.3)
Suppose that there exists a point x that belongs to the left hand side of (3.3). In this
case, there exist z1; z2 2 @M and t0 2 (0; (z2)) such that x = z1((z1)) = z2(t0).
We see t0 = (z1); in particular, z1 6= z2. It follows that x has distinct foot points
z1; z2 on @M . By Lemma 3.3, we have t0 = (z2). This is a contradiction, and
hence (3.3). 2
Using Lemma 3.5, we see the following (see e.g., [45]):
Lemma 3.6. Suppose that @M is compact. Then D(M;@M) < 1 if and only if
M is compact. In particular, if M is non-compact, then there exists z 2 @M such
that (z) =1.
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Proof. If M is compact, then the function @M attains its maximum, and hence
D(M;@M) <1. We suppose D(M;@M) <1. By the compactness of @M , and by
Lemmas 3.2 and 3.4, the set TD@M [ TCut @M is bounded and closed in T?@M ;
in particular, it is compact. Lemma 3.5 implies that M is also compact.
Now, letM be non-compact. We prove that for some z 2 @M we have (z) =1
by contradiction. Suppose that for all z 2 @M we have (z) <1. In this case, the
compactness of @M and Lemma 3.4 imply that the function  attains its maximum.
By Lemma 3.2, we see D(M;@M) < 1. From the result in the rst half, we see
that M is compact. This is a contradiction. 2
Combining Lemmas 3.3 and 3.4, we have the following (see e.g., [45]):
Lemma 3.7. The set TD@M n 0(T?@M) is a maximal domain in T?@M on which
exp? is regular and injective. In particular, exp? jTD@Mn0(T?@M) is a dieomor-
phism onto D@M n @M .
For the distance function @M from @M , we prove the following (see e.g., [45]):
Proposition 3.8. The function @M is smooth on IntM nCut @M . Moreover, for
every x 2 IntM n Cut @M we have r@M (x) = 0(l), where  : [0; l] ! M is the
minimal geodesic from the foot point on @M of x to x.
Proof. Lemma 3.5 implies IntM nCut @M = D@M n @M . Using Lemma 3.7, we see
that for all x 2 IntM n Cut @M , we have @M (x) = k(exp?) 1(x)k. In particular,
@M is smooth on IntM n Cut @M .
Take a vector u 2 TxM , and a smooth curve c : ( ; ) ! IntM tangent to u
at x = c(0). We may assume c(t) 2 IntM n Cut @M when jtj is suciently small.
By Lemma 3.3, there exists a unique foot point c(t) on @M of c(t). Lemma 3.1
enables us to obtain a smooth variation of  by taking minimal geodesics in M
from c(t) to c(t). Applying the rst variation formula to the variation, we obtain
(@M  c)0(0) = g(u; 0(l)). We derive r@M (x) = 0(l). 2
For the volume of the cut locus, we prove the following (see e.g., [45]):
Proposition 3.9. volg Cut @M = 0.
Proof. By Lemma 3.4 and the Fubini theorem, the graph
f (z; (z)) j z 2 @M; (z) <1g
of  is a null set of @M  [0;1). A map  : @M  [0;1) ! T?@M dened by
(z; t) := (z; tuz) is smooth. In particular, TCut @M is also a null set of T
?@M .
Since Cut @M is contained in IntM , the map exp? is smooth on a neighborhood of
TCut @M in T?@M . Hence we have volg Cut @M = 0. 2
3.3 Avoiding the cut locus
For a subset 
 ofM , we denote by 
 the closure of 
 inM , and by @
 the boundary
of 
 in M . For a domain 
 in M such that @
 is a smooth hypersurface in M , we
denote by vol@
 the canonical Riemannian volume measure on @
.
We prove the following lemma to avoid the cut locus for the boundary:
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Lemma 3.10 ([46]). Let 
 be a domain inM such that @
 is a smooth hypersurface
in M . Then there exists a sequence f
kgk2N of closed subsets of 
 such that for
every k 2 N, the set @
k is a smooth hypersurface in M except for a null set in
(@
; vol@
) satisfying the following properties:
(1) for all k1; k2 2 N with k1 < k2, we have 
k1  
k2;
(2) 
 n Cut @M = Sk2N 
k;
(3) for every k 2 N, and for almost every point x 2 @
k \ @
 in (@
; vol@
),
there exists a unique unit outer normal vector for 
k at x that coincides with
the unit outer normal vector on @
 for 
 at x;
(4) for every k 2 N, on @
k n @
, there exists a unique unit outer normal vector
eld k for 
k such that g(k;r@M )  0.
Moreover, if 
 =M , then for every k 2 N, the set @
k is a smooth hypersurface in
M , and satises @
k \ @M = @M .
For the cut locus for a single point, a similar result to Lemma 3.10 has been
already known (see e.g., Theorem 4.1 in [9]). We will prove Lemma 3.10 by a similar
method to the case of the cut locus for a single point.
For 
 M , we say that z 2 @M is a foot point on @M of 
 if there exists x 2 

such that z is a foot point on @M of x. We denote by (
) the set of all foot points
on @M of 
. We put
(
)1 := f z 2 (
) j (z) =1g; (
)0 := (
) n(
)1:
Let d@M denote the Riemannian distance on @M . For A  @M and r > 0, if A 6= ;,
then we denote by U@Mr (A) the set of all points z 2 @M such that d@M (z;A) < r,
and if A = ;, then U@Mr (A) := ;. Put (
)r := (
) n U@Mr ((
)1). We denote
by 
1;r the set of all points x 2 
 such that there exists a foot point on @M of x
that belongs to U@Mr ((
)1). Note that if (
)1 = ;, then (
)r = (
) and

1;r = ;; if (
)0 = ;, then 
 \ Cut @M = ;.
For the proof of Lemma 3.10, we rst show the following:
Lemma 3.11. Let 
 be a domain in M such that @
 is a smooth hypersurface in
M . If (
)0 6= ;, then for every suciently small r > 0, we have (
)r 6= ; and

1;r \ Cut @M = ;.
Proof. If (
)1 = ;, then for every r we have (
)r = (
) and 
1;r = ;, and
hence we complete the proof. Assume (
)1 6= ;. Since (
)0 6= ;, Lemma 3.4
implies that for every suciently small r, we have (
)r 6= ;. We prove by con-
tradiction that for every suciently small r, we have 
1;r \Cut @M = ;. Suppose
that for every k 2 N, we have rk 2 (0; k 1) such that 
1;rk \ Cut @M 6= ;. For
each k 2 N, take xk 2 
1;rk \ Cut @M . We may assume that for some x 2 
, we
have xk ! x in M . In this case, x 2 Cut @M . Take a foot point zk on @M of xk
satisfying zk 2 U@Mrk ((
)1). We may assume that for some z 2 (
) we have
zk ! z in @M . We see that z is a foot point on @M of x. Since (
)1 is closed in
@M , we have z 2 (
)1; in particular, x =2 Cut @M . This is a contradiction. 2
Next, we show the following:
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Lemma 3.12. Let 
 be a domain in M such that @
 is a smooth hypersurface in
M . Assume that for some r > 0 we have (
)r 6= ;. Then there exists an open
subset Ur of @M containing (
)r such that  is nite on Ur, and for every k 2 N
with k 1 2 (0; infz2Ur (z)) there exists a smooth function r;k : Ur ! R such that
for all z 2 Ur we have
r;k(z) 2

(z)  3k + 2
3k(k + 1)
; (z)  3k + 1
3k(k + 1)

:
Proof. By Lemma 3.4, there exists  2 (0; r) such that  is nite on U@M ((
)r).
Put ~Ur := U
@M
=2 ((

)r). Let  : [0;1)! [0;1) be a smooth function such that
(1) j[0;1=2] is constant;
(2) the support of  is contained in [0; 1];
(3) for the volume !n 2 of Sn 2, we have
!n 2
Z 1
0
(t) tn 2 dt = 1:
For  > 0, we put (t) := 
1 n ( 1t). For  2 (0; =2), we dene a function
~ : ~Ur ! R by
~(z) :=
Z
U@M ((

)r)
(z) (d@M (z; z)) d volh(z):
Note that if  is smaller than the inmum of the injectivity radius of @M on the
closure of ~Ur in @M , then ~ is smooth on ~Ur.
Fix  2 (0; =2) such that ~ is smooth on ~Ur. Take z 2 ~Ur. By the Fubini
theorem and the change of variable,Z
U@M ((

)r)
(d@M (z; z)) d volh(z) =
Z
Uz@M
Z 1
0
(t) tn 2
@M (t; u)
(t)n 2
dt du;
where Uz@M is the unit tangent sphere at z on @M , and @M (t; u) is the absolute
value of the Jacobian of the exponential map on Tz@M at (t)u. The right hand
side tends to 1 as  ! 0. For every suciently small , we have
j~(z)  (z)j  (z)
1 
Z
U@M ((

)r)
(d@M (z; z)) d volh(z)

+ sup
z2U@M (z)
j(z)  (z)j
Z
U@M ((

)r)
(d@M (z; z)) d volh(z):
The continuity of  implies that ~(z) tends to (z) as  ! 0.
Put Ur := U
@M
=4 ((

)r). Fix k 2 N with k 1 2 (0; infz2Ur (z)). There exists
k > 0 such that for all  2 (0; k) and z 2 Ur, the function ~ is smooth on Ur,
and satises j~(z)   (z)j < (6k(k + 1)) 1. Fix  2 (0; k). Dene a function
r;k : Ur ! R by
r;k(z) := ~(z)  2k + 1
2k(k + 1)
:
This is a desired one. We complete the proof. 2
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For i = 1; 2, let Mi be smooth manifolds (without boundary). For an open
interval I  R, let  : I M1 ! M2 be a smooth map. For t 2 I, dene a map
t :M1 !M2 by t(x) := (t; x). A transversality theorem (see e.g., [19]) implies
that if  is transversal to a submanifold fM2 in M2, then for almost every t 2 I the
map t is transversal to fM2.
From Lemma 3.12 we deduce the following:
Lemma 3.13. Let 
 be a domain in M such that @
 is a smooth hypersurface
in M . Assume that for some r > 0 we have (
)r 6= ;. Then there exists an
open subset Ur of @M containing (
)r such that  is nite on Ur, and for every
k 2 N with k 1 2 (0; infz2Ur (z)) there exists a smooth function r;k : Ur ! R such
that for all z 2 Ur we have r;k(z) 2 ((z)   k 1; (z)   (k + 1) 1). Moreover, if
the intersection of the set fz(r;k(z)) j z 2 Urg and @
 is non-empty, then they
intersect with each other transversally.
Proof. By Lemma 3.12, there exists an open subset Ur of @M containing (
)r
such that  is nite on Ur, and for every k 2 N with k 1 2 (0; infz2Ur (z)) there
exists a smooth function ~r;k : Ur ! R such that for all z 2 Ur we have
~r;k(z) 2

(z)  3k + 2
3k(k + 1)
; (z)  3k + 1
3k(k + 1)

:
For all z 2 Ur, we see ~r;k(z) 2 ((z)  k 1; (z)  (k + 1) 1).
Put ~Br;k := fz(~r;k(z)) j z 2 Urg. If ~Br;k \ @
 = ;, then a function r;k on Ur
dened by r;k := ~r;k is a desired one. We assume that ~Br;k \ @
 6= ;. Put
Ik :=

  1
3k(k + 1)
;
1
3k(k + 1)

; (3.4)
and dene a map r;k : Ik  Ur !M by
r;k(t; z) := exp
? (z; (~r;k(z) + t)uz) :
The map r;k is dieomorphic on IkUr; in particular, r;k(IkUr) is transversal
to @
. For t 2 Ik, dene a map r;k;t : Ur ! M by r;k;t(z) := r;k(t; z). We
see r;k;0(Ur) = ~Br;k. By a transversality theorem, for almost every t 2 Ik, the set
r;k;t(Ur) and @
 intersect with each other transversally. We x t0 2 Ik satisfying
that r;k;t0(Ur) and @
 intersect with each other transversally, and dene a function
r;k : Ur ! R by r;k(z) := ~r;k(z) + t0. In this case, for all z 2 Ur we have
r;k(z) 2 ((z)  k 1; (z)  (k + 1) 1), and hence r;k is a desired one. 2
Furthermore, we show the following:
Lemma 3.14. Let 
 be a domain in M such that @
 is a smooth hypersurface in
M . Assume that there exists r0 > 0 such that for all r 2 (0; r0), we have (
)r 6= ;
and 
1;r\Cut @M = ;. Assume further that for a xed number r 2 (0; r0), and for
every k 2 N with k 1 2 (0; infz2(
)r (z)), there exists a function r;k : (
)r ! R
such that for all z 2 (
)r we have r;k(z) 2 ((z)  k 1; (z)). Put
Br;k :=

x(r;k(z)) j z 2 (
)r
	
:
Then there exists k0 2 N with k 10 2 (0; infz2(
)r (z)) such that for every k  k0,
the closure of 
1;r in M and Br;k are disjoint.
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Proof. The proof is by contradiction. Suppose that there exists a sequence fkig
with ki !1 such that for each i we have xi 2 
1;r \Br;ki . Take zi 2 (
)r such
that xi = zi(r;ki(zi)). Since r;ki(zi) is smaller than (zi), we have xi =2 Cut @M ;
Lemma 3.3 tells us that zi is a unique foot point on @M of xi. By the denition of

1;r, we have xi 2 @ 
1;r. We may assume that for some x 2 
, we have xi ! x
in M . Notice that x 2 @ 
1;r. Since r 2 (0; r0), we see x =2 Cut @M . Hence for the
foot point z on @M of x, the sequence fzig converges to z in @M . It holds that
@M (xi) > (zi)  k 1i . Letting i!1, we obtain @M (x) = (z). This contradicts
x =2 Cut @M . 2
Now, we prove Lemma 3.10:
Proof of Lemma 3.10. Let 
 be a domain in M such that @
 is a smooth hyper-
surface in M . First, we assume (
)0 6= ;. By Lemma 3.11, for every suciently
small r, we have (
)r 6= ; and 
1;r \ Cut @M = ;. Fix such r. By Lemma 3.13,
there exists an open subset Ur of @M containing (
)r such that  is nite on
Ur, and for every k 2 N with k 1 2 (0; infz2Ur (z)) there exists a smooth function
r;k : Ur ! R such that for all z 2 Ur we have r;k(z) 2 ((z) k 1; (z) (k+1) 1).
Moreover, if the intersection of the set fz(r;k(z)) j z 2 Urg and @
 is non-empty,
then they intersect with each other transversally. For each k, put
Cr;k :=

z(t) j t 2 [0; r;k(z)); z 2 (
)r
	
;
Br;k :=

z(r;k(z)) j z 2 (
)r
	
:
By Lemma 3.14, there exists k0 2 N such that for every k  k0, the closure of 
1;r
in M and Br;k are disjoint. Dene a sequence f
kgk2N of compact subsets of 
 by

k :=
 
(Cr;k+k0 [Br;k+k0) \ 

 [ 
1;r:
We prove that f
kgk2N is a desired sequence satisfying (1){(4) in Lemma 3.10. To
do this, we put k := r;k+k0 ; Bk := Br;k+k0 and Ck := Cr;k+k0 .
For all k1; k2 2 N with k1 < k2, we have k1 < k2 on (
)r. This implies (1).
Take x 2 
 n Cut @M and a unique foot point z on @M of x. From Lemma 3.1 we
derive x = z(@M (x)). If x 2 U@Mr ((
)1), then x belongs to 
1;r. If we have
z 2 (
)r, then for every suciently large k we have @M (x) 2 (0; k(z)). Hence
x 2 
k. This implies (2).
We next prove that f
kgk2N satises (3). The set @
k \ @
 coincides with the
union of Ck \ @
, Bk \ @
 and 
1;r \ @
. Note that if 
 = M , then we see
Ck \ @
 = @
; Bk \ @
 = ; and 
1;r = ;. On the union of Ck \ @
 and 
1;r \ @

that is a smooth hypersurface in M , there exists the unit outer normal vector eld
for 
k that coincides with the unit outer normal vector on @
 for 
. We assume
Bk \ @
 6= ;. Now, the set fz(r;k(z)) j z 2 Urg and @
 intersect with each other
transversally. Hence their intersection is an (n 2)-dimensional submanifold in @
;
in particular, Bk \ @
 is a null set in (@
; vol@
). This implies (3).
We prove that f
kgk2N satises (4). The set @
k n @
 coincides with the union
of Bk \ 
 and (M n Ck) \ @
1;r \ 
. Since the closure of 
1;r in M and Bk are
disjoint, @
1;r is contained in Ck\ 
. Hence @
kn@
 = Bk\
. By the smoothness
of k, and by Bk \ Cut @M = ;, the set @
k n @
 is a smooth hypersurface in M ;
in particular, there exists the unit outer normal vector eld 
;k on @
k n @
 for
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k. Let 
;k be the set of all points z 2 (
) such that there exists x 2 Bk \
 of
which z is a foot point on @M . Put
~C
;k := f (z; t uz) j t 2 [0; k(z)); z 2 
;k g ;
~B
;k := f (z; k(z)uz) j z 2 
;k g :
Note that Bk \ 
 = exp?( ~B
;k), and ~B
;k can be identied by the graph of k in

;k  (0;1). On ~B
;k, we have the unit outer normal vector eld ~
;k for ~C
;k.
Let ~?
;k denote the T
?@M -component of ~
;k, and let u@M the unit inner normal
vector eld on @M . Take x 2 Bk \ 
, and a unique foot point z 2 
;k on @M
of x. Lemma 2.3 implies that g(
;k;r@M )(x) is equal to g(~?
;k; u@M )(z) that is
greater than or equal to 0. This implies (4). We complete the proof of Lemma 3.10
in the case of (
)0 6= ;.
Next, we assume (
)0 = ;. Dene a sequence f
gk2N by 
k := 
. The
denition of f
gk2N implies (1). Since (
)0 = ;, we have 
 \ Cut @M = ;. It
follows that 
 n Cut @M = 
. We see 
 = Sk2N
k. This implies (2). For every
k 2 N, we have @
k = @
; in particular, @
k \ @
 = @
 and @
k n @
 = ;. This
implies (3) and (4).
This completes the proof of Lemma 3.10. 2
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Chapter 4
Laplacian comparisons
In what follows, let M denote an n-dimensional, connected complete Riemannian
manifold with boundary with Riemannian metric g, and let f : M ! R denote a
smooth function. In this chapter, we study pointwise Laplacian comparisons for the
distance function @M from the boundary.
4.1 Riccati inequalities
For N 2 [n;1), we have the following inequality of Riccati type:
Lemma 4.1 ([46]). Take z 2 @M . Let N 2 [n;1). Then for all t 2 (0; (z))
((f@M ) (z(t)))
0  RicNf (0z(t)) +
((f@M ) (z(t)))
2
N   1 : (4.1)
Proof. By Proposition 3.8, the function @M  z is smooth on (0; (z)). We put
fz := f  z and hf;z := (f@M )  z. We rst assume N 2 (n;1). Applying
Proposition 2.4 to the function @M , we have
0 = Ric1f (
0
z(t)) + kHess @Mk2 (z(t))  g (rf@M ;r@M ) (z(t))
=

RicNf (
0
z(t)) +
f 0z(t)2
N   n

+ kHess @Mk2 (z(t))  h0f;z(t):
By the Cauchy-Schwarz inequality,
kHess @Mk2 (z(t))  (@M (z(t)))
2
n  1 =
(hf;z(t)  f 0z(t))2
n  1 : (4.2)
Using (4.2) and N 2 (n;1), we see
0  RicNf (0z(t)) +
f 0z(t)2
N   n +
(hf;z(t)  f 0z(t))2
n  1   h
0
f;z(t) (4.3)
= RicNf (
0
z(t)) +
h2f;z(t)
N   1   h
0
f;z(t)
+
N   n
(N   1)(n  1)

hf;z(t)  (N   1)f
0
z(t)
N   n
2
 RicNf (0z(t)) +
h2f;z(t)
N   1   h
0
f;z(t):
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We have the desired inequality.
Next, we assume N = n. If f is not constant, then Ricnf =  1. Hence it
suces to show in the case where f is constant. In this case, we have f 0z(t) = 0 and
Ric1f (
0
z(t)) = Ric
n
f (
0
z(t)). By applying Proposition 2.4 to @M , and by (4.2),
0 = Ricnf (
0
z(t)) + kHess @Mk2 (z(t))  h0f;z(t)
 Ricnf (0z(t)) +
h2f;z(t)
n  1   h
0
f;z(t):
Therefore, we obtain (4.1). 2
Remark 4.1. Assume that for some t0 2 (0; (z)) the equality in (4.1) holds. Then
the equality in the Cauchy-Schwarz inequality in (4.2) holds; in particular, there
exists a constant c such that Hess @M = c g on the orthogonal complement of r@M
at z(t0). Moreover, if N 2 (n;1), then the equalities in (4.3) hold, and if N = n,
then f 0z(t0) = 0; in particular, (N   n)hf;z(t0) = (N   1)f 0z(t0).
For N 2 ( 1; 1], we have the following:
Lemma 4.2 ([48]). Take z 2 @M . Let N 2 ( 1; 1]. Then for all t 2 (0; (z))
e
2f
n 1 f@M

(z(t))
0
(4.4)
 RicNf (0z(t)) e
2f(z(t))
n 1 +

e
2f
n 1 f@M

(z(t))
2
n  1 e
 2f(z(t))
n 1 :
Proof. Proposition 3.8 tells us that @M z is smooth on (0; (z)). Put fz := f z
and hf;z := (f@M )  z. We apply Proposition 2.4 to @M . We see
0 = Ric1f (
0
z(t)) + kHess @Mk2 (z(t))  g (rf@M ;r@M ) (z(t))
=

RicNf (
0
z(t)) +
f 0z(t)2
N   n

+ kHess @Mk2 (z(t))  h0f;z(t):
The Cauchy-Schwarz inequality implies
kHess @Mk2 (z(t))  (@M (z(t)))
2
n  1 =
(hf;z(t)  f 0z(t))2
n  1 : (4.5)
By (4.5), we have
0  RicNf (0z(t)) +
f 0z(t)2
N   n +
(hf;z(t)  f 0z(t))2
n  1   h
0
f;z(t) (4.6)
= RicNf (
0
z(t)) +
(1 N) f 0z(t)2
(n  1) (n N) +
h2f;z(t)
n  1
 

2hf;z(t) f
0
z(t)
n  1 + h
0
f;z(t)

:
The last term in the right hand side of (4.6) satises
2hf;z(t)f
0
z(t)
n  1 + h
0
f;z(t) = e
 2f(z(t))
n 1

e
2f(z(t))
n 1 hf;z(t)
0
:
32
Put Fz(t) := e
2f(z(t))
n 1 hf;z(t). Since N 2 ( 1; 1], we have
0  RicNf (0z(t)) +
(1 N) f 0z(t)2
(n  1) (n N) +
h2f;z(t)
n  1   e
 2f(z(t))
n 1 F 0z(t) (4.7)
 RicNf (0z(t)) +
h2f;z(t)
n  1   e
 2f(z(t))
n 1 F 0z(t):
It follows that
F 0z(t)  e
2f(z(t))
n 1
 
RicNf (
0
z(t)) +
h2f;z(t)
n  1
!
= RicNf (
0
z(t)) e
2f(z(t))
n 1 +
F 2z (t)
n  1 e
 2f(z(t))
n 1 :
We arrive at the desired inequality (4.4). 2
Remark 4.2. Assume that for some t0 2 (0; (z)) the equality in (4.4) holds. Then
the equality in the Cauchy-Schwarz inequality in (4.5) holds; in particular, there
exists a constant c such that Hess @M = c g on the orthogonal complement of r@M
at z(t0). Moreover, the equalities in (4.7) hold; in particular, (1 N)f 0z(t0) = 0.
Remark 4.3. For the distance function from a single point, Wylie and Yeroshkin [55]
have shown an inequality of Riccati type similar to (4.4) (see Lemma 4.1 in [55]).
4.2 Basic Laplacian comparisons
For every z 2 @M , and for every t 2 (0; (z)), the value @M (z(t)) is equal to
the mean curvature Hz;t of the t-level set of @M at z(t) toward r@M . In our
weighted case, the denition of the weighted Laplacian implies the following:
Lemma 4.3. Take z 2 @M . Then for every t 2 (0; (z)), the value hf;z(t) is equal
to the f -mean curvature Hf;z;t of the t-level surface of @M at z(t) toward r@M
dened as
Hf;z;t := Hz;t + g(rf;r@M )(z(t));
in particular, hf;z(t) converges to Hf;z as t! 0.
For N 2 (1;1), we dene a function HN;; : [0; C;)! R by
HN;;(t) :=  (N   1)
s0;(t)
s;(t)
: (4.8)
Notice that for every t 2 [0; C;) we have
H 0N;;(t) = (N   1)+
H2N;;(t)
N   1 : (4.9)
By Lemma 4.1, we have the following pointwise Laplacian comparison:
Lemma 4.4 ([46]). Take z 2 @M . For N 2 [n;1), suppose that for all t 2 (0; (z))
we have RicNf (
0
z(t))  (N   1), and suppose Hf;z  (N   1). Then for all
t 2 (0;minf(z); C;g) we have
f@M (z(t))  HN;;(t): (4.10)
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Proof. We put hf;z := (f@M ) z. By Lemma 4.1, and by the curvature assump-
tion, for every t 2 (0; (z))
h0f;z(t)  RicNf (0z(t)) +
h2f;z(t)
N   1  (N   1)+
h2f;z(t)
N   1 : (4.11)
Combining (4.9) and (4.11), for all t 2 (0;minf(z); C;g) we have
h0f;z(t) H 0N;;(t) 
h2f;z(t) H2N;;(t)
N   1 : (4.12)
We now dene a function GN;;;z : (0;minff (z); C;g)! R by
GN;;;z := s
2
;

F^z  HN;;

: (4.13)
From (4.12) we derive
G0N;;;z = 2s;s
0
; (hf;z  HN;;) + s2;
 
h0f;z  H 0N;;

(4.14)
 2s;s0; (hf;z  HN;;) + s2;
h2f;z  H2N;;
N   1
=
s2;
N   1 (hf;z  HN;;)
2  0:
By Lemma 4.3, we see
GN;;;z(t)! Hf;z   (N   1):
as t! 0. Since the value Hf;z  (N   1) is non-negative, we conclude GN;;;z  0
on (0;minf(z); C;g). This proves (4.10). 2
Remark 4.4. Assume that for some t0 2 (0;minf(z); C;g) the equality in (4:10)
holds. Then GN;;;z(t0) = 0, where GN;;;z is the function dened as (4.13). From
GN;;;z  0 we deduce GN;;;z = 0 on [0; t0]; in particular, the equality in (4.10)
holds on [0; t0]. Since the equalities in (4.11), (4.12) and (4.14) hold, the equality
in (4.1) also holds on [0; t0] (see Remark 4.1).
We recall that f and sf;z are the functions dened as (1.14) and dened as
(1.15), respectively. Let tf;z : [0; f (z)]! [0; (z)] be the inverse function of sf;z.
By Lemma 4.2, we have the following:
Lemma 4.5 ([48]). Take a point z 2 @M . For N 2 ( 1; 1], we suppose that
for all t 2 (0; (z)) we have RicNf (0z(t))  (n   1) e
 4f(z(t))
n 1 , and we suppose
Hf;z  (n  1)e
 2f(z)
n 1 . Then for all s 2 (0;minff (z); C;g) we have
f@M (z (tf;z(s)))  Hn;;(s) e
 2f(z(tf;z(s)))
n 1 : (4.15)
In particular, for all t 2 (0; (z)) with sf;z(t) 2 (0;minff (z); C;g) we have
f@M (z(t))  Hn;;(sf;z(t)) e
 2f(z(t))
n 1 : (4.16)
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Proof. We dene a function Fz : (0; (z))! R by
Fz :=

e
2f
n 1 f@M

 z:
Furthermore, we dene a function F^z : (0; f (z))! R by
F^z := Fz  tf;z:
Using Lemma 4.2, for every s 2 (0; f (z)) we see
F^ 0z(s) = F
0
z(tf;z(s)) e
2f(z(tf;z(s)))
n 1 (4.17)
 RicNf (0z(tf;z(s))) e
4f(z(tf;z(s)))
n 1 +
F 2z (tf;z(s))
n  1
 (n  1)+ F^
2
z (s)
n  1 :
From (4.9), for all s 2 (0;minff (z); C;g) we derive
F^ 0z(s) H 0n;;(s) 
F^ 2z (s) H2n;;(s)
n  1 : (4.18)
We dene a function Gn;;;z : (0;minff (z); C;g)! R as
Gn;;;z := s
2
;

F^z  Hn;;

: (4.19)
By (4.18), we have
G0n;;;z = 2s;s
0
;

F^z  Hn;;

+ s2;

F^ 0z  H 0n;;

(4.20)
 2s;s0;

F^z  Hn;;

+ s2;
F^ 2z  H2n;;
n  1
=
s2;
n  1

F^z  Hn;;
2  0:
Lemma 4.3 implies that Gn;;;z(s) tends to a non-negative value e
2f(z)
n 1 Hf;z (n 1)
as s! 0; in particular, Gn;;;z  0 on (0;minff (z); C;g). We obtain (4.15). 2
Remark 4.5. Assume that for some s0 2 (0;minff (z); C;g) the equality in (4:15)
holds. Then Gn;;;z(s0) = 0, where Gn;;;z is the function dened as (4.19). This
implies Gn;;;z = 0 on [0; s0]; in particular, the equality in (4.15) holds on [0; s0].
Since the equalities in (4.17), (4.18) and (4.20) hold, the equality in (4.4) holds on
[0; tf;z(s0)] (see Remark 4.2).
We say that  and  satisfy the subharmonic-condition if we have
inf
z2@M
inf
t2(0;(z))

Z t
0
F 20;0;z(a) da   ;
where F0;0;z is the function dened as (1.16). Note that if  = 0 and  = 0, then
they satisfy the subharmonic-condition.
If the curvatures are bounded from below by constants, then we have:
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Lemma 4.6 ([47]). Take a point z 2 @M . For N 2 ( 1; 1], suppose that for
all t 2 (0; (z)) we have RicNf (0z(t))  , and suppose Hf;z  . Then for all
t 2 (0; (z)) we have
f@M (z(t))  F 20;0;z(t)


Z t
0
F 20;0;z(a) da+ 

: (4.21)
In particular, if  and  satisfy the subharmonic-condition, then for all t 2 (0; (z))
f@M (z(t))  0: (4.22)
Proof. We dene a function Fz : (0; (z))! R by
Fz :=

e
2f
n 1 f@M

 z; (4.23)
and a function G^;;z : (0; (z))! R by
G^;;z(t) := Fz(t)  
Z t
0
e
2f(z(a))
n 1 da   e 2f(z)n 1 (4.24)
= e
2f(z)
n 1

F 20;0;z(t)f@M (z(t))  
Z t
0
F 20;0;z(a) da  

:
By Lemma 4.2, for all t 2 (0; (z)) we see
G^0;;z(t) = F
0
z(t)   e
2f(z(t))
n 1 (4.25)
  RicNf (0z(t))   e 2f(z(t))n 1 + F 2z (t)n  1 e 2f(z(t))n 1  0:
Lemma 4.3 implies that letting t! 0, we have
G^;;z(t)! e
2f(z)
n 1 (Hf;z   );
in particular, G^;;z  0 on (0; (z)). We arrive at (4.21). 2
Remark 4.6. Assume that for some t0 2 (0; (z)) the equality in (4:21) holds. Then
G^;;z(t0) = 0, where G^;;z is the function dened as (4.24). This implies G^;;z = 0
on [0; t0]; in particular, the equalities in (4.25) hold on [0; t0]. It follows that the
equality in (4.4) holds on [0; t0] (see Remark 4.2). Moreover, Fz = 0 on [0; t0], and
hence (f @M )  z = 0 on [0; t0], where Fz is the function dened as (4.23).
Remark 4.7. Assume that for some t0 2 (0; (z)) the equality in (4:22) holds. In
this case, the equality in (4:21) also holds (see Remark 4.6).
Remark 4.8. For manifolds with boundary of non-negative Ricci curvature, Perales
[41] has shown a Laplacian comparison inequality for the distance function from
the boundary in a barrier sense. We can prove that the Laplacian comparison
inequalities (4.10), (4.16), (4.21) globally hold in a barrier sense.
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4.3 Cut value comparisons
Lemma 4.4 leads us to the following estimate for  :
Lemma 4.7 ([46]). Take z 2 @M . Let  and  satisfy the ball-condition. For
N 2 [n;1), suppose that for all t 2 (0; (z)) we have RicNf (0z(t))  (N   1), and
suppose Hf;z  (N   1). Then we have (z)  C;.
Proof. The proof is by contradiction. We suppose (z) > C;. By Lemma 4.4, for
all t 2 (0; C;) we have
f@M (z(t))  HN;;(t):
Letting t! C;, we see f@M (z(t))!1. Since the function @M z is smooth
on (0; (z)), this is a contradiction. Hence we have (z)  C;. 2
Remark 4.9. Lemma 4.7 enables us to restate the conclusion of Lemma 4.4 as follows:
For all t 2 (0; (z)) we have (4.10).
For  2 R, we dene a function  : @M ! (0;1] by  := e 2  . We see that
if f  z  (n  1) on (0; (z)), then we have (z)  f (z).
From Lemma 4.5, we conclude the following estimate for f and :
Lemma 4.8 ([48]). Take a point z 2 @M . Let us assume that  and  satisfy
the ball-condition. For N 2 ( 1; 1], suppose that for all t 2 (0; (z)) we have
RicNf (
0
z(t))  (n   1) e
 4f(z(t))
n 1 , and suppose Hf;z  (n   1)e
 2f(z)
n 1 . Then we
have f (z)  C;. In particular, if we assume further that for  2 R we have
f  z  (n  1) on (0; (z)), then (z)  C;.
Proof. We prove by contradiction. If we suppose f (z) > C;, then we see that
(z) > tf;z(C;). From Lemma 4.5, for all t 2 (0; tf;z(C;)) we deduce
f@M (z(t))  Hn;;(sf;z(t)) e
 2f(z(t))
n 1 ;
in particular, f@M (z(t)) ! 1 as t ! tf;z(C;). This contradicts the smooth-
ness of @M  z on (0; (z)). 2
Remark 4.10. By using Lemma 4.8, we can restate the conclusion of Lemma 4.5 as
follows: For all s 2 (0; f (z)) we have (4.15). In particular, for all t 2 (0; (z)) we
have (4.16).
4.4 Equality cases
We recall the following radial curvature equation (see e.g., Theorem 2 in [42]):
Lemma 4.9. Let  be a smooth function dened on a domain in M such that
krk = 1. Let X be a parallel vector eld along an integral curve of r that is
orthogonal to r. Then we have
g(R(X;r)r;X) = g(rrArX;X)  g(ArArX;X);
where R denotes the curvature tensor induced from g, and Ar denotes the shape
operator of the level set of  toward r. In particular, if there exists a function '
dened on the domain of the integral curve such that ArX =  'X, then
g(R(X;r)r;X) =  ('0 + '2)kXk2:
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For the equality case of (4.10), we have the following rigidity result:
Lemma 4.10 ([46]). Under the same setting as in Lemma 4.4, assume that for some
t0 2 (0; (z)) the equality in (4:10) holds. Choose an orthonormal basis fez;ign 1i=1
of Tz@M , and let fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions
Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. Then for all i we have Yz;i = s;Ez;i on
[0; t0], where fEz;ign 1i=1 are the parallel vector elds along z with initial condition
Ez;i(0) = ez;i; moreover, f  z = f(z)  (N   n) log s; on [0; t0].
Proof. Since the equality in (4.10) holds at t0, the equality in (4.1) also holds on
[0; t0] (see Remark 4.1). In this case, there exists a function ' on the set z((0; t0))
such that at each point on z((0; t0)) we have Hess @M = 'g on the orthogonal
complement of r@M (see Remark 4.4). Put 'z := '  z. For each i,
g(Ar@MEz;i; Ez;i) =  Hess @M (Ez;i; Ez;i) =  'z;
and hence Ar@MEz;i =  'z Ez;i. From Lemma 4.9 we deduce
R(Ez;i;r@M )r@M =  ('0z + '2z)Ez;i: (4.26)
We dene a function Fz : [0; t0]! R by
Fz(t) := exp
Z t
0
'z(a) da

:
By (4.26), a vector eld ~Yz;i along zj[0;t0] dened by ~Yz;i := Fz Ez;i is a @M -Jacobi
eld along zj[0;t0] with initial conditions Yz;i(0) = ez;i and Y 0z;i(0) =  Auzez;i. It
follows that Yz;i coincides with ~Yz;i on [0; t0].
We put fz := f  z and hf;z := (f @M )  z. We see
hf;z = HN;;; (N   n)hf;z = (N   1)f 0z (4.27)
on [0; t0]; in particular, fz = f(z)   (N   n) log s; (see Remarks 4.1 and 4.4).
Furthermore, the equality Hess @M = 'g implies that for each t 2 [0; t0] we have
@M (z(t)) =  (n  1)'z(t). From (4.27) we derive
'z(t) =
1
n  1
  hf;z(t) + f 0z(t)
=
1
n  1

 HN;;(t) + (N   n)HN;;(t)
N   1

=
s0;(t)
s;(t)
:
Therefore, Fz(t) = s;(t). We conclude Yz;i = s;Ez;i on [0; t0]. 2
For the equality case of (4.15), we have:
Lemma 4.11 ([48]). Under the same setting as in Lemma 4.5, assume that for
some for some s0 2 (0; f (z)) the equality in (4:15) holds. Choose an orthonormal
basis fez;ign 1i=1 of Tz@M , and let fYz;ign 1i=1 be the @M -Jacobi elds along z with
initial conditions Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. Then for all i we have
Yz;i = F;;z Ez;i on [0; tf;z(s0)], where F;;z is the function dened as (1:16), and
fEz;ign 1i=1 are the parallel vector elds along z with initial condition Ez;i(0) = ez;i;
moreover, if N 2 ( 1; 1), then f  z is constant on [0; tf;z(s0)].
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Proof. Put t0 := tf;z(s0). By the equality assumption, there exists a function '
on z((0; t0)) such that at each point on z((0; t0)) we have Hess @M = 'g on the
orthogonal complement of r@M (see Remarks 4.2 and 4.5). Put 'z := '  z. By
using Lemma 4.9, for each i we see
R(Ez;i;r@M )r@M =  ('0z + '2z)Ez;i:
Hence if we dene a function Fz : [0; t0]! R as
Fz(t) := exp
Z t
0
'z(a) da

;
then we see Yz;i = Fz Ez;i on [0; t0].
Put fz := f  z and hf;z := (f@M )  z. We have e
2fz
n 1 hf;z = Hn;;  sf;z on
[0; t0] (see Remarks 4.2 and 4.5). Since Hess @M = 'g, for each t 2 [0; t0] we have
@M (z(t)) =  (n  1)'z(t). It follows that
'z(t) =
1
n  1

fz(t) 
Z t
0
e
 2f(z(a))
n 1 (Hn;;  sf;z) (a) da
0
:
This implies
Fz(t) = exp

1
n  1

fz(t)  f(z) 
Z t
0
e
 2f(z(a))
n 1 (Hn;;  sf;z)(a) da

= F;;z(t):
We obtain Yz;i = F;;z Ez;i on [0; t0].
Now, (1   N)(f 0z)2 = 0 on [0; t0] (see Remarks 4.2 and 4.5). If N 2 ( 1; 1),
then fz is constant on [0; t0]. This proves the lemma. 2
From Lemma 4.11 we deduce the following:
Lemma 4.12 ([48]). Under the same setting as in Lemma 4.5, assume that for some
t0 2 (0; (z)) the equality in (4:16) holds. Choose an orthonormal basis fez;ign 1i=1
of Tz@M , and let fYz;ign 1i=1 be the @M -Jacobi elds along x with initial conditions
Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. Then for all i we have Yz;i = F;;z Ez;i on
[0; t0], where F;;z is the function dened as (1:16), and fEz;ign 1i=1 are the parallel
vector elds along z with initial condition Ez;i(0) = ez;i; moreover, if N 2 ( 1; 1),
then f  z is constant on [0; t0].
For the equality case of (4.21), we have the following:
Lemma 4.13 ([47]). Under the same setting as in Lemma 4.6, assume that for some
t0 2 (0; (z)) the equality in (4:21) holds. Choose an orthonormal basis fez;ign 1i=1
of Tz@M , and let fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions
Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. Then for all i we have Yz;i = F0;0;z Ez;i on
[0; t0], where F0;0;z is the function dened as (1:16), and fEz;ign 1i=1 are the parallel
vector elds along z with initial condition Ez;i(0) = ez;i; moreover, if N 2 ( 1; 1),
then f  z is constant on [0; t0].
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Proof. By the equality assumption, there exists a function ' on z((0; t0)) such that
at each point on z((0; t0)) we see Hess @M = 'g on the orthogonal complement
of r@M (see Remarks 4.2 and 4.7). Put 'z := '  z. By Lemma 4.9, for each i
R(Ez;i;r@M )r@M =  ('0z + '2z)Ez;i:
If we dene a function Fz : [0; t0]! R as
Fz(t) := exp
Z t
0
'z(a) da

;
then we see Yz;i = Fz Ez;i on [0; t0].
We have (f @M )  z = 0 on [0; t0] (see Remark 4.7). Since Hess @M = 'g,
for each t 2 [0; t0] we have @M (z(t)) =  (n   1)'z(t). If we put fz := f  z,
then 'z(t) = (n  1) 1 f 0z(t). This implies
Fz(t) = exp

fz(t)  f(z)
n  1

= F0;0;z(t):
We obtain Yz;i = F0;0;z Ez;i on [0; t0].
We have (1 N)(f 0z)2 = 0 on [0; t0] (see Remarks 4.2 and 4.7). If N 2 ( 1; 1),
then f 0z = 0 on [0; t0]; in particular, fz is constant. 2
From Lemma 4.13 we deduce the following (see Remark 4.7):
Lemma 4.14 ([47]). Under the same setting as in Lemma 4.6, assume that for some
t0 2 (0; (z)) the equality in (4:22) holds. Choose an orthonormal basis fez;ign 1i=1
of Tz@M , and let fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions
Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. Then for all i we have Yz;i = F0;0;z Ez;i on
[0; t0], where F0;0;z is the function dened as (1:16), and fEz;ign 1i=1 are the parallel
vector elds along z with initial condition Ez;i(0) = ez;i; moreover, if N 2 ( 1; 1),
then f  z is constant on [0; t0].
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Chapter 5
Global Laplacian comparisons
In this chapter, we develop the pointwise Laplacian comparisons for the distance
function from the boundary studied in the previous chapter, and establish global
Laplacian comparisons in a distribution sense. We rst prove a global Laplacian
comparison result under the curvature bound (1.3). Next, under the curvature
bound (1.4), we prove global Laplacian comparison results in the case where f is
bounded from above, and in the case where f is @M -radial. Furthermore, we show
a global Laplacian comparison result under the assumption that the N -weighted
Ricci curvature is bounded from below by a constant for N 2 ( 1; 1].
5.1 Usual weighted cases
Lemma 4.4 tells us the following:
Lemma 5.1 ([46]). Let p 2 (1;1). Take z 2 @M . For N 2 [n;1), suppose that
for all t 2 (0; (z)) we have RicNf (0z(t))  (N   1), and suppose Hf;z  (N   1).
Then for every monotone increasing smooth function ' : [0;1) ! R, and for all
t 2 (0; (z)) we have
f;p ('  @M ) (z(t)) (5.1)
  
 
'0
p 10  HN;;('0)p 1  @M (z(t));
where HN;; is the function dened as (4:8).
Proof. By straightforward computations, for all t 2 (0; (z)) we see
f;p ('  @M ) (z(t)) =  
 
'0
p 10
(t) + f;2@M (z(t))
 
'0
p 1
(t):
By Lemma 4.4, we have (5.1). 2
Remark 5.1. The equality case of Lemma 5.1 results in that of Lemma 4.4 (see
Lemma 4.10).
Under the curvature bound (1.3), we have the following global comparison result:
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Proposition 5.2 ([46]). Let p 2 (1;1). For N 2 [n;1), if we suppose that
RicNf;M  (N   1) and Hf;@M  (N   1), then for every monotone increasing
smooth function ' : [0;1)! R we have
f;p ('  @M )   
 
'0
p 10  HN;;  '0p 1  @M
in a distribution sense on M . More precisely, for every non-negative smooth func-
tion  :M ! R whose support is compact and contained in IntM , we haveZ
M
kr ('  @M ) kp 2g (r ;r ('  @M )) dmf (5.2)
  
Z
M
 
 
'0
p 10  HN;;  '0p 1  @M dmf :
Proof. By Lemma 3.10, there exists a sequence f
kgk2N of closed subsets of M
such that for every k, the set @
k is a smooth hypersurface in M , and satisfying
the following properties: (1) for all k1; k2 with k1 < k2, we have 
k1  
k2 ; (2)
M nCut @M = Sk 
k; (3) @
k \ @M = @M for all k; (4) for each k, on @
k n @M ,
there exists a unique unit outer normal vector eld k for 
k with g(k;r@M )  0.
Put  := '  @M . Let  : M ! R be a non-negative smooth function whose
support is compact and contained in IntM . For the canonical Riemannian volume
measure volk on @
k n @M , put mf;k := e f j@
kn@M volk. By the Green formula,
and by @
k \ @M = @M ,Z

k
krkp 2g (r ;r) dmf
=
Z

k
   g  r  krkp 2 ;r+ krkp 2  f;2 dmf
+
Z
@
kn@M
krkp 2  g (k;r) dmf;k
=
Z

k
 f;p dmf +
Z
@
kn@M
krkp 2  g (k;r) dmf;k:
By Lemma 5.1 and g(k;r@M )  0, we haveZ

k
krkp 2g (r ;r) dmf
  
Z

k
 
 
'0
p 10  HN;;  '0p 1  @M dmf :
By letting k !1, we obtain (5.2). 2
Kasue [23] has proved Proposition 5.2 when f = 0, N = n and p = 2.
Remark 5.2. Assume that the equality in (5.2) holds. Then for a xed z 2 @M ,
and for every t 2 (0; (z)) the equality in (5.1) also holds. The equality case of
Proposition 5.2 results in that of Lemma 5.1 (see Remark 5.1).
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5.2 Bounded cases
For ;  2 R, we say that  and  satisfy the monotone-condition if Hn;;  0
and H 0n;;  0 on [0; C;). Note that  and  satisfy the monotone-condition if
and only if either (1)  and  satisfy the convex-ball-condition; or (2)   0 and
 =
pjj. For  and  satisfying the monotone-condition, if  = 0 and  = 0, then
Hn;; = 0 on [0;1); otherwise, Hn;; > 0 on (0; C;).
We say that  and  satisfy the weakly-monotone-condition if H 0n;;  0 on
[0; C;). We see that  and  satisfy the weakly-monotone-condition if and only if
either (1)   0; or (2)  < 0 and jj  pjj. In particular, if  and  satisfy the
ball-condition, then they do the weakly-monotone-condition. For  and  satisfying
the weakly-monotone-condition, if   0 and jj =pjj, then Hn;; = (n  1) on
[0;1); otherwise, H 0n;; > 0 on [0; C;).
Lemma 4.5 implies the following:
Lemma 5.3 ([48]). Take a point z 2 @M . Let us assume that  and  satisfy the
weakly-monotone-condition. For N 2 ( 1; 1], suppose that for all t 2 (0; (z)) we
have RicNf (
0
z(t))  (n   1) e
 4f(z(t))
n 1 , and suppose Hf;z  (n   1)e
 2f(z)
n 1 . For
 2 R, suppose f  z  (n  1) on (0; (z)). Then for all t 2 (0; (z))
f@M (z(t))  Hn;;(e 2t) e
 2f(z(t))
n 1 : (5.3)
Moreover, if  and  satisfy the monotone-condition, then for all t 2 (0; (z))
f@M (z(t))  Hn;;(e 2t) e 2: (5.4)
Proof. The boundedness of f implies that for all t 2 (0; (z))
sf;z(t)  e 2t; e
 2f(z(t))
n 1  e 2:
By Lemma 4.5 and the monotonicity of Hn;;, for all t 2 (0; (z)) we have
f@M (z(t))  Hn;;(sf;z(t)) e
 2f(z(t))
n 1  Hn;;(e 2t) e
 2f(z(t))
n 1 : (5.5)
Hence we arrive at (5.3). Moreover, if  and  satisfy the monotone-condition, then
(5.3) and the positivity of H; imply
f@M (z(t))  Hn;;(e 2t) e
 2f(z(t))
n 1  Hn;;(e 2t) e 2: (5.6)
This proves the lemma. 2
Remark 5.3. Assume that for some t0 2 (0; (z)) the equality in (5:3) holds. Then
the equalities in (5.5) hold; in particular, the equality in (4.16) holds (see Lemma
4.12). Moreover, if either (1)  > 0; or (2)   0 and jj > pjj, then H 0n;; > 0
on [0; C;), and hence sf;z(t0) = e
 2t0; in particular, f  z = (n  1) on [0; t0].
Remark 5.4. Assume that for some t0 2 (0; (z)) the equality in (5:4) holds. Then
the equalities in (5.6) hold; in particular, the equality in (5.3) holds (see Remark
5.3). Moreover, if either (1)  and  satisfy the convex-ball-condition; or (2)  < 0
and  =
pjj, then we have H; > 0 on (0; C;), and hence e 2f;z(t0) = e 2; in
particular, (f  z)(t0) = (n  1).
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From Lemma 5.3 we deduce the following:
Lemma 5.4 ([48]). Let p 2 (1;1). Take z 2 @M . Let  and  satisfy the
monotone-condition. For N 2 ( 1; 1], suppose that for all t 2 (0; (z)) we have
RicNf (
0
z(t))  (n   1) e
 4f(z(t))
n 1 , and suppose Hf;z  (n   1)e
 2f(z)
n 1 . For  2 R,
suppose f  z  (n  1) on (0; (z)). Then for every monotone increasing smooth
function ' : [0;1)! R, and for all t 2 (0; (z)) we have
f;p ('  @M;) (z(t)) (5.7)
  e 2p
 
'0
p 10  Hn;; ('0)p 1  @M; (z(t));
where the function @M; :M ! R is dened as @M; := e 2@M .
Proof. Put  := '  @M;. Dene a function ' : [0;1)! R by '(t) := '(e 2t).
We see  = '  @M . For each t 2 (0; (z)),
f;p(z(t)) =  
 
'0
p 10
(t) + f;2@M (z(t))
 
'0
p 1
(t):
By using Lemma 5.3, we have
f;p(z(t))   
 
'0
p 10
(t) +Hn;;(e
 2t) e 2
 
'0
p 1
(t): (5.8)
Since  
'0
p 1
(t) = e 2(p 1)
 
'0
p 1
(e 2t); 
'0
p 10
(t) =  e 2p
 
'0
p 10
(e 2t);
the right hand side of (5.8) is equal to that of (5.7). 2
Remark 5.5. The equality case of Lemma 5.4 results in that of Lemma 5.3 (see
Remark 5.4).
Under the curvature bound (1.4), if f is bounded from above, then we have the
following global Laplacian comparison result:
Proposition 5.5 ([48]). Let p 2 (1;1). Let us assume that  and  satisfy
the monotone-condition. For N 2 ( 1; 1], suppose RicNf;M  (n   1) e
 4f
n 1 and
Hf;@M  (n   1)e
 2f
n 1 . For  2 R, suppose f  (n   1) on M . Then for every
monotone increasing smooth function ' : [0;1)! R, we have
f;p ('  @M;)   e 2p
 
'0
p 10  Hn;;  '0p 1  @M;
in a distribution sense on M . More precisely, for every non-negative smooth func-
tion  :M ! R whose support is compact and contained in IntM , we haveZ
M
kr ('  @M;) kp 2g (r ;r ('  @M;)) dmf (5.9)
  e 2p
Z
M
 
 
'0
p 10  Hn;;  '0p 1  @M; dmf :
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Proof. By Lemma 3.10, there exists a sequence f
kgk2N of closed subsets of M
such that for every k, the set @
k is a smooth hypersurface in M , and satisfying
the following properties: (1) for all k1; k2 with k1 < k2, we have 
k1  
k2 ; (2)
M nCut @M = Sk 
k; (3) @
k \ @M = @M for all k; (4) for each k, on @
k n @M ,
there exists a unique unit outer normal vector eld k for 
k with g(k;r@M )  0.
Put  := '  @M;. Let  : M ! R be a non-negative smooth function whose
support is compact and contained in IntM . For the canonical Riemannian volume
measure volk on @
k n @M , put mf;k := e f j@
kn@M volk. From the Green formula
we deriveZ

k
krkp 2g (r ;r) dmf
=
Z

k
   g  r  krkp 2 ;r+ krkp 2  f;2 dmf
+
Z
@
kn@M
krkp 2  g (k;r) dmf;k:
This is equal toZ

k
 f;p dmf +
Z
@
kn@M
krkp 2  g (k;r) dmf;k:
From Lemma 5.4 and g(k;r@M;)  0 we deduceZ

k
krkp 2g (r ;r) dmf
  e 2p
Z

k
 
 
'0
p 10  Hn;;  '0p 1  @M; dmf :
Letting k !1, we have the desired inequality. 2
Remark 5.6. Assume that the equality in (5.9) holds. In this case, for a xed z 2 @M
we see that for every t 2 (0; (z)) the equality in (5.7) also holds. The equality case
of Proposition 5.5 results in that of Lemma 5.4 (see Remark 5.5).
5.3 Radial cases
We suppose that f is @M -radial. In this case, there exists a smooth function
f : [0;1) ! R such that we have f = f  @M on M . We dene a function
sf : [0;1]! [0;1] by
sf (t) :=
Z t
0
e
 2f (a)
n 1 da: (5.10)
Let If denote the image of sf , and let tf : If ! [0;1] be the inverse function of
sf . Notice that the function @M;f dened as (1.20) satises @M;f = sf  @M on
M . Furthermore, for every z 2 @M , we see sf;z = sf and tf;z = tf on [0; (z)] and
on [0; f (z)], respectively.
If f is @M -radial, then we see the following:
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Lemma 5.6 ([48]). Let us suppose that f is @M -radial. Let p 2 (1;1). Take
a point z 2 @M . For N 2 ( 1; 1], suppose that for all t 2 (0; (z)) we have
RicNf (
0
z(t))  (n   1) e
 4f(z(t))
n 1 , and suppose Hf;z  (n   1)e
 2f(z)
n 1 . Then for
every monotone increasing smooth function ' : [0;1)! R, and for all t 2 (0; (z))
n+1 2p
n 1 f;p
('  @M;f ) (z(t)) (5.11)
  e 2pfn 1
 
'0
p 10  Hn;; ('0)p 1  @M;f (z(t)):
Proof. Put  := '  @M;f and 'f := '  sf . In this case, we see  = 'f  @M . For
each t 2 (0; (z)), the left hand side of (5.11) is equal to
 
 
'0f
p 10
(t) + n+1 2p
n 1 f;2
@M (z(t))
 
'0f
p 1
(t):
We have
n+1 2p
n 1 f;2
@M (z(t)) =

f @M   2(p  1)
n  1 g (rf;r@M )

(z(t))
= f @M (z(t))  2(p  1)
n  1 
0
f (t):
By Lemma 4.5, and by sf;z(t) = sf (t) and e
 2f(z(t))
n 1 = s0f (t),
n+1 2p
n 1 f;p
(z(t))   
 
'0f
p 10
(t) +Hn;;(sf (t)) s
0
f (t)
 
'0f
p 1
(t)
  2(p  1)
n  1 
0
f (t)
 
'0f
p 1
(t);
where the function sf is dened as (5.10). Note that 
'0f
p 1
(t) = ('0)p 1(sf (t)) (s0f )
p 1(t); 
'0f
p 10
(t) =
 
('0)p 1
0
(sf (t)) (s
0
f )
p(t) + ('0)p 1(sf (t)) ((s0f )
p 1)0(t)
=
 
('0)p 1
0
(sf (t)) (s
0
f )
p(t)  2(p  1)
n  1 
0
f (t)
 
'0f
p 1
(t):
We also notice that @M;f = sf  @M on M . Therefore, we obtain
n+1 2p
n 1 f;p
(z(t))
  (s0f )p(t)
 
('0)p 1
0
(sf (t)) Hn;;(sf (t))
 
'0
p 1
(sf (t))

=  e 2pfn 1
 
'0
p 10  Hn;; ('0)p 1  @M;f (z(t)):
We conclude the lemma. 2
From Lemma 5.6 we derive the following:
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Proposition 5.7 ([48]). Let us suppose that f is @M -radial. Let p 2 (1;1). For
N 2 ( 1; 1], suppose RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 . Then
for every monotone increasing smooth function ' : [0;1)! R, we have
n+1 2p
n 1 f;p
('  @M;f )   e
 2pf
n 1
 
'0
p 10  Hn;;  '0p 1  @M;f
in a distribution sense on M . More precisely, for every non-negative smooth func-
tion  :M ! R whose support is compact and contained in IntM , we haveZ
M
kr ('  @M;f ) kp 2g (r ;r ('  @M;f )) dmn+1 2p
n 1 f
  
Z
M
 
 
'0
p 10  Hn;;  '0p 1  @M;f dmn+1
n 1f
:
Proof. By Lemma 3.10, there exists a sequence f
kgk2N of closed subsets of M
such that for every k, the set @
k is a smooth hypersurface in M , and satisfying
the following properties: (1) for all k1; k2 with k1 < k2, we have 
k1  
k2 ; (2)
M nCut @M = Sk 
k; (3) @
k \ @M = @M for all k; (4) for each k, on @
k n @M ,
there exists a unique unit outer normal vector eld k for 
k with g(k;r@M )  0.
Put  := '  @M;f . Let  : M ! R be a non-negative smooth function whose
support is compact and contained in IntM . Put
f^ :=
n+ 1  2p
n  1 f:
We also putmf^ ;k := e
 f^ j@
kn@M volk, where volk is the canonical Riemannian volume
measure on @
k n @M . By the Green formula, and by @
k \ @M = @M ,Z

k
krkp 2g (r ;r) dmf^
=
Z

k

  g  r  krkp 2 ;r+ krkp 2  f^ ;2 dmf^
+
Z
@
kn@M
krkp 2  g (k;r) dmf^ ;k;
which is equal toZ

k
 f^ ;p dmf^ +
Z
@
kn@M
krkp 2  g (k;r) dmf^ ;k:
Lemma 5.6 and g(k;r@M;f )  0 implyZ

k
krkp 2g (r ;r) dmf^
  
Z

k
 e
 2pf
n 1
 
'0
p 10  Hn;;  '0p 1  @M;f dmf^
=  
Z

k
 
 
'0
p 10  Hn;;  '0p 1  @M;f dmn+1
n 1f
:
By letting k !1, we arrive at the desired inequality. 2
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5.4 Subharmonic cases
If the curvatures are bounded by constants, then we see the following:
Lemma 5.8 ([47]). Let p 2 (1;1). Take z 2 @M . Let  and  satisfy the
subharmonic-condition. For N 2 ( 1; 1], suppose that for all t 2 (0; (z)) we
have RicNf (
0
z(t))  , and suppose Hf;z  . Then for every monotone increasing
smooth function ' : [0;1)! R, and for all t 2 (0; (z)) we have
f;p ('  @M ) (z(t))   
 
'0
p 10  @M (z(t)): (5.12)
Proof. By straightforward computations, for all t 2 (0; (z)) we see
f;p ('  @M ) (z(t)) =  
 
'0
p 10
(t) + f;2@M (z(t))
 
'0
p 1
(t):
This together with Lemma 4.6 implies (5.12). 2
Remark 5.7. The equality case of Lemma 5.8 results in that of Lemma 4.6 (see
Lemma 4.14).
From Lemma 5.8 we derive the following:
Proposition 5.9 ([47]). Let p 2 (1;1). Let  and  satisfy the subharmonic-
condition. For N 2 ( 1; 1], suppose RicNf;M   and Hf;@M  . Then for every
monotone increasing smooth function ' : [0;1)! R, we have
f;p ('  @M )   
 
'0
p 10  @M
in a distribution sense on M . More precisely, for every non-negative smooth func-
tion  :M ! R whose support is compact and contained in IntM , we haveZ
M
kr ('  @M ) kp 2g (r ;r ('  @M )) dmf (5.13)
  
Z
M
 
 
'0
p 10  @M dmf :
Proof. By Lemma 3.10, there exists a sequence f
kgk2N of closed subsets of M
such that for every k, the set @
k is a smooth hypersurface in M , and satisfying
the following properties: (1) for all k1; k2 with k1 < k2, we have 
k1  
k2 ; (2)
M nCut @M = Sk 
k; (3) @
k \ @M = @M for all k; (4) for each k, on @
k n @M ,
there exists a unique unit outer normal vector eld k for 
k with g(k;r@M )  0.
Put  := '  @M . Let  : M ! R be a non-negative smooth function whose
support is compact and contained in IntM . For the canonical Riemannian volume
measure volk on @
k n @M , put mf;k := e f j@
kn@M volk. From the Green formula
we deduceZ

k
krkp 2g (r ;r) dmf
=
Z

k
   g  r  krkp 2 ;r+ krkp 2  f;2 dmf
+
Z
@
kn@M
krkp 2  g (k;r) dmf;k
=
Z

k
 f;p dmf +
Z
@
kn@M
krkp 2  g (k;r) dmf;k:
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Using Lemma 5.8 and g(k;r@M )  0, we haveZ

k
krkp 2g (r ;r) dmf   
Z

k
 
 
'0
p 10  @M dmf :
By letting k !1, we complete the proof. 2
Remark 5.8. Assume that the equality in (5.13) holds. Then for a xed z 2 @M ,
and for every t 2 (0; (z)) the equality in (5.12) also holds. The equality case of
Proposition 5.9 results in that of Lemma 5.8 (see Remark 5.7).
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Chapter 6
Inscribed radius rigidity
In the present chapter, we prove comparison results and rigidity theorems for the
inscribed radii.
6.1 Inscribed radius comparisons
We prove the following inscribed radius comparison result:
Proposition 6.1 ([46]). Let  and  satisfy the ball-condition. For N 2 [n;1),
suppose RicNf;M  (N   1) and Hf;@M  (N   1). Then we have
D(M;@M)  C;:
Proof. Lemma 3.2 implies D(M;@M) = supz2@M (z). By Lemma 4.8, we obtain
the desired inequality. 2
Under the curvature bound (1.4), we obtain the following:
Proposition 6.2 ([48]). Let  and  satisfy the ball-condition. For N 2 ( 1; 1],
suppose RicNf;M  (n  1) e
 4f
n 1 and Hf;@M  (n  1)e
 2f
n 1 . Then we have
Dgf (M;@M)  C;;
where Dgf (M;@M) is dened as (1:6).
Proof. Take x 2M , and a foot point zx on @M of x. Put l := @M (x). We see

gf
@M (x)  Lgf (zx j[0;l]) =
Z l
0
e
 2f(zx (a))
n 1 da  f (zx)  sup
z2@M
f (z);
where Lgf (zx j[0;l]) denotes the length of zx j[0;l] determined by the Riemannian
metric gf ; in particular, D
gf (M;@M)  supz2@M f (z). By using Lemma 4.8, we
have Dgf (M;@M)  C;. This proves the comparison result. 2
If f is bounded from above, then we have the following:
Proposition 6.3 ([48]). Let  and  satisfy the ball-condition. For N 2 ( 1; 1],
suppose RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 . For  2 R, suppose
f  (n  1) on M . Then we have
D(M;@M)  C;;
where D(M;@M) is dened as (1:11).
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Proof. We see D(M;@M) = e
 2D(M;@M). For the function  : @M ! (0;1]
dened as  := e
 2 , by using Lemma 3.2, we have D(M;@M) = supz2@M (z).
Hence Lemma 4.8 implies D(M;@M)  C;. This completes the proof. 2
6.2 Inscribed radius rigidity
We now prove Theorem 1.1.
Proof of Theorem 1.1. Let  and  satisfy the ball-condition. For N 2 [n;1),
suppose RicNf;M  (N   1) and Hf;@M  (N   1). By Proposition 6.1, we have
the comparison inequality (1.5).
Let x0 2M satisfy @M (x0) = C;. Put

 := fx 2 IntM n fx0g j @M (x) + x0(x) = C;g:
Take a foot point zx0 on @M of x0, and a minimal geodesic 0 : [0; l]!M from zx0
to x0. For all t 2 (0; l), we have 0(t) 2 
. Hence 
 is a non-empty closed subset
of IntM n fx0g.
We show that 
 is open in IntM n fx0g. Fix x 2 
, and take a foot point zx
on @M of x. Note that zx is also a foot point on @M of x0. Let  : [0; l] ! M be
the minimal geodesic from zx to x0. Then j(0;l) passes through x. There exists an
open neighborhood U of x such that x0 and @M are smooth on U , and for every
y 2 U there exists a unique minimal geodesic in M from x0 to y that lies in IntM .
By Lemmas 2.6 and 4.4, for each y 2 U
 f (@M + x0)(y)
N   1 
s0;
s;
(@M (y)) +
s0
s
(x0(y)) =
s;(@M (y) + x0(y))
s;(@M (y))s(x0(y))
 0:
From Lemma 2.5 we deduce U  
. We conclude that 
 is open.
Since IntM n fx0g is connected, it holds that 
 = IntM n fx0g. We have
@M + x0 = C; on M . This implies M = BC;(x0). Furthermore, for each
u 2 Ux0M , we see that x0(u) = C;, and that u is orthogonal to @M at C;.
The equality in (2.6) holds on IntM n fx0g. Choose an orthonormal basis feu;igni=1
of Tx0M with eu;n = u. Let fYu;ign 1i=1 be the Jacobi elds along u with initial
conditions Yu;i(0) = 0x0 and Y
0
u;i(0) = eu;i. For all i we see Yu;i = sEu;i on
[0; C;], where fEu;ign 1i=1 are the parallel vector elds along u with initial condition
Eu;i(0) = eu;i; moreover, N = n (see Remark 2.6). We dene a dieomorphism
 : [0; C;]  Ux0M ! M by (t; u) := u(t). By the rigidity of Jacobi elds, we
see that  is a Riemannian isometry with boundary from Bn; to M . Therefore, M
is isometric to Bn;. We complete the proof of Theorem 1.1. 2
Next, we prove Theorem 1.2.
Proof of Theorem 1.2. Let  and  satisfy the ball-condition. For N 2 ( 1; 1],
suppose RicNf;M  (n 1) e
 4f
n 1 and Hf;@M  (n 1)e
 2f
n 1 . Proposition 6.2 implies
the comparison inequality (1.10).
Suppose that x0 2M satises gf@M (x0) = C;. Put l := @M (x0) and

 := fx 2 IntM n fx0g j @M (x) + x0(x) = lg:
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We see that 
 is a non-empty closed subset of IntM n fx0g.
We show that 
 is open in IntM n fx0g. Fix x 2 
, and take a foot point zx
on @M of x. There exists an open neighborhood U of x such that x0 and @M are
smooth on U , and for every y 2 U there exists a unique minimal geodesic in M
from x0 to y that lies in IntM . By Lemma 2.7 and (4.16), for each y 2 U
 f (@M + x0)(y)
(n  1) e 2f(y)n 1
 s
0
;
s;
(sf;zy(@M (y))) +
s0
s
(sf;uy(x0(y))) (6.1)
=
s;(sf;zy(@M (y)) + sf;uy(x0(y)))
s;(sf;zu(@M (y))) s(sf;uy(x0(y)))
;
where zy denotes a unique foot point on @M of y, and uy denotes the initial velocity
vector at x0 of the minimal geodesic from x0 to y. Let 
gf
x0 :M ! R be the distance
function from x0 induced from gf dened as 
gf
x0(y^) := d
gf
M (y^; x0). From the triangle
inequality for the distance function d
gf
M , we see
sf;zy(@M (y)) + sf;uy(x0(y)) = Lgf (zy j[0;@M (y)]) + Lgf (uy j[0;x0 (y)]) (6.2)
 gf@M (y) + 
gf
x0(y)  gf@M (x0) = C;;
where Lgf (zy j[0;@M (y)]) and Lgf (uy j[0;x0 (y)]) are the length of the curve zy j[0;@M (y)]
and of the curve uy j[0;x0 (y)] determined by the Riemannian metric gf , respectively.
By combining (6.1) and (6.2), we obtain f (@M + x0)(y)  0. By Lemma 2.5, we
have U  
. Hence 
 is open.
Since IntM nfx0g is connected, we have 
 = IntM nfx0g. Hence @M +x0 = l
on M . This implies M = Bl(x0). For each u 2 Ux0M , we have x0(u) = l, and
u is orthogonal to @M at l. The equality in (2.7) holds on IntM n fx0g. Choose
an orthonormal basis feu;igni=1 of Tx0M with eu;n = u. Let fYu;ign 1i=1 be the Jacobi
elds along u with initial conditions Yu;i(0) = 0x0 and Y
0
u;i(0) = eu;i. By Lemma
2.9, for all i we have Yu;i = F;uEu;i on [0; l], where fEu;ign 1i=1 are the parallel vector
elds along u with initial condition Eu;i(0) = eu;i; moreover, if N 2 ( 1; 1), then
f  u is constant on [0; l]. Since the equalities in (6.2) hold, we have sf;u(l) = C;
and F;u(l) > 0; in particular, we have no conjugate point of x0 along u. Dene
a dieomorphism  : [0; l]  Ux0M ! M by (t; u) := u(t). By the rigidity of
Jacobi elds,  is a Riemannian isometry with boundary from [0; l]F Sn 1 to M .
Therefore, M is isometric to [0; l]F Sn 1.
Assume N 2 ( 1; 1). In this case, for some constant  2 R we have f = (n 1)
on M ; in particular, for all t 2 [0; l],
F;u(t) = e
2 s(e
 2t) = se 4(t); l = e
2C; = Ce 4;e 2 :
It follows that [0; l]F Sn 1 can be written as Bne 4;e 2 . We complete the proof
of Theorem 1.2. 2
Furthermore, we prove Theorem 1.3.
Proof of Theorem 1.3. Let  and  satisfy the ball-condition. For N 2 ( 1; 1],
suppose RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 . For  2 R, suppose
f  (n  1) on M . From Proposition 6.3 we derive (1:12).
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Take x0 2M with @M;(x0) = C;. Put l := @M (x0) and

 := fx 2 IntM n fx0g j @M (x) + x0(x) = lg:
The set 
 is a non-empty closed subset of IntM n fx0g.
We show that 
 is open in IntM n fx0g. For each x 2 
, there exists an open
neighborhood U of x such that x0 and @M are smooth on U , and for every y 2 U
there exists a unique minimal geodesic in M from x0 to y that lies in IntM . Let
x0; : M ! R be a function dened by x0; := e 2x0 . By Lemma 2.8 and (5.3),
for each y 2 U
 f (@M + x0)(y)
(n  1) e 2f(y)n 1
 s
0
;
s;
(@M;(y)) +
s0
s
(x0;(y))
=
s;(@M;(y) + x0;(y))
s;(@M;(y)) s(x0;(y))
 0:
Lemma 2.5 implies U  
, and hence 
 is open.
From the connectedness of IntM n fx0g we deduce 
 = IntM n fx0g, and
hence @M + x0 = l on M . This implies M = Bl(x0). For each u 2 Ux0M , we
have x0(u) = l, and u is orthogonal to @M at l. The equality in (2.7) holds on
IntM n fx0g. Choose an orthonormal basis feu;igni=1 of Tx0M with eu;n = u. Let
fYu;ign 1i=1 be the Jacobi elds along u with initial conditions Yu;i(0) = 0x0 and
Y 0v;i(0) = eu;i. For all i we have Yu;i = F;uEu;i on [0; l], where F;u is the function
dened as (1.9), and fEu;ign 1i=1 are the parallel vector elds along u with initial
condition Eu;i(0) = eu;i; moreover, f  u = (n   1) on [0; l] (see Remark 2.3 and
Lemma 2.9). We see that F;u = se 4 on [0; l], and that l = Ce 4;e 2 ; in
particular, we have no conjugate point of x0 along u. Dene a dieomorphism
 : [0; l]  Ux0M ! M by (t; u) := u(t). By the rigidity of Jacobi elds,  is a
Riemannian isometry with boundary from Bn
e 4;e 2 to M . It follows that M is
isometric to Bn
e 4;e 2 . This proves Theorem 1.3. 2
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Chapter 7
Splitting theorems
In this chapter, we prove various splitting theorems.
7.1 Busemann functions and asymptotes
A minimal geodesic  : [0;1) ! M is said to be a ray. For a ray  : [0;1) ! M ,
the Busemann function b :M ! R of  is dened as
b(x) := lim
t!1 (t  dM (x; (t))) :
For the Busemann functions, we show the following (see e.g., [45]):
Lemma 7.1. Suppose that for some z 2 @M we have (z) = 1. Take x 2 IntM .
If bz(x) = @M (x), then x =2 Cut @M . Moreover, for the unique foot point zx on
@M of x, we have (zx) =1.
Proof. We prove by contradiction. Suppose x 2 Cut @M . Take  > 0 such that
B(x) is contained in IntM , and a sequence ftig with ti !1. For each i, we take
a minimal geodesic i : [0; li]!M from x to z(ti). It holds that
ti   dM (x; z(ti)) =  + (ti   dM (i(); z(ti))): (7.1)
Put ui := 
0
i(0) 2 UxM . By taking a subsequence, for some u 2 UxM , we have
ui ! u in UxM . Letting i!1 in (7.1), we see
bz(x) =  + bz(u()): (7.2)
Since @M is 1-Lipschitz, bz  @M on M . By bz(x) = @M (x) and (7.2),
@M (x)   + @M (u()): (7.3)
Note that (7.3) is the opposite inequality of the triangle inequality. Now, we take a
foot point zx on @M of x. Then (7.3) implies
dM (zx; u())  @M (u())  @M (x) +  = dM (zx; x) + dM (x; u());
in particular, u = 0zx((zx)). Furthermore, @M (zx((zx) + )) = (zx) + . This
contradicts the denition of  . Hence x =2 Cut @M , and z is the unique foot point.
Put l := @M (x). For every suciently small  > 0, we see
bz(z(l + )) = @M (z(l + ));
and hence for all t  l we have bz(z(t)) = @M (z(t)). This proves (z) =1. 2
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Let  : [0;1) ! M be a ray. Choose a point x 2 IntM , and a sequence ftig
with ti ! 1. For each i, we take a minimal geodesic i : [0; li] ! M from x to
(ti). We see li !1. Take a sequence fTjg with Tj !1. Since M is proper, we
can take a subsequence f1;ig of fig, and a minimal geodesic x;1 : [0; T1] ! M
from x to x;1(T1) such that 1;ij[0;T1] uniformly converges to x;1. In this manner,
take a subsequence f2;ig of f1;ig and a minimal geodesic x;2 : [0; T2] ! M from
x to x;2(T2) such that 2;ij[0;T2] uniformly converges to x;2, where x;2j[0;T1] = x;1.
By means of a diagonal argument, we obtain a subsequence fkg of fig and a ray
x in M such that for every t > 0 we have k(t)! x(t) as k !1. We call such a
ray x an asymptote for  from x.
For asymptotes for rays, we have the following (see e.g., [45]):
Lemma 7.2. Suppose that for some z 2 @M we have (z) = 1. For l > 0, put
x := z(l). Then there exists  > 0 such that for all y 2 B(x), all asymptotes for
the ray z from y lie in IntM .
Proof. The proof is by contradiction. Suppose that there exists a sequence fxig in
IntM with xi ! x such that for each i, there exists an asymptote i for z from
xi such that i does not lie in IntM . By taking a subsequence of fig, we may
assume that there exists a ray x : [0;1) ! M such that for every t  0, we have
i(t)! x(t) as i!1.
Fix i. Since i is an asymptote for z from xi, there exists a sequence ftikg with
tik !1 as k !1, and for every k there exists a minimal geodesic ik in M from
xi to z(tik) such that for every t > 0 we have ik(t)! i(t) as k !1. For a xed
t > 0, it holds that
tik   dM (xi; z(tik)) =  t+ (tik   dM (ik(t); z(tik))) :
Letting k !1, we see bz(xi) =  t+ bz(i(t)). By letting i!1, we obtain
bz(x) =  t+ bz(x(t)): (7.4)
Since @M is 1-Lipschitz, bz  @M on M . By (7.4) and bz(x) = @M (x),
dM (x(t); z)  @M (x(t))  bz(x(t))
= t+ @M (x) = dM (x(t); x) + dM (x; z):
The equality in the triangle inequality holds. Hence xj[0;1) coincides with zj[l;1).
Now, we put
ti := supft > 0 j i([0; t))  IntMg
and zi := i(ti) 2 @M . From @M (zi) = 0 we deduce
bz(xi) =  ti + bz(zi)   ti:
From bz(xi) ! l, it follows that ftig does not diverge. We may assume that for
some z0 2 @M , the sequence fzig converges to z0. Then z passes through z0. This
contradicts that zj(0;1) lies in IntM . We conclude the lemma. 2
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7.2 Main splitting theorems
To prove splitting theorems, we show the following (see e.g., [45]):
Lemma 7.3. If there exists a connected component @M0 of @M such that  = 1
on @M0, then @M is connected and Cut @M = ;.
Proof. We put
TD@M0 :=
[
z2@M0
ft ux j t > 0g:
By Lemma 3.7, exp? jTD@M0 is a dieomorphism onto its image. It follows that
exp?(TD@M0) is open and closed in IntM . Since IntM is connected, exp?(TD@M0)
coincides with IntM . This proves the lemma. 2
We prove Theorem 1.4.
Proof of Theorem 1.4. Let us assume that   0 and  := pjj. For N 2 [n;1),
suppose RicNf;M  (N   1) and Hf;@M  (N   1).
Suppose that z0 2 @M satises (z0) =1. For the connected component @M0
of @M containing z0, we put

 := fz 2 @M0 j (z) =1g:
By the continuity of  , the set 
 is closed in @M0.
We prove that 
 is open in @M0. Fix z1 2 
. Take l > 0, and put x0 := z1(l).
There exists an open neighborhood U of x0 contained in IntM n Cut @M . Taking
U smaller, we may assume that for each x 2 U the unique foot point on @M of x
belongs to @M0. By Lemma 7.2, there exists  > 0 such that for all x 2 B(x0), all
asymptotes for z1 from x lie in IntM . We may assume U  B(x0). Fix x1 2 U ,
and take an asymptote x1 : [0;1) ! M for z1 from x1. For t > 0, dene a
function bz1 ;t :M ! R by
bz1 ;t(x) := bz1 (x1) + t  dM (x; x1(t)):
We see that bz1 ;t   @M is a support function of bz1   @M at x1. Since x1 lie in
IntM , for every t > 0 the function bz1 ;t is smooth on a neighborhood of x1. By
Lemma 2.6, we have
fbz1 ;t(x1)   HN;(t);
where HN; is the function dened as (2.5). Note that HN;(t)!  (N   1)
pjj as
t!1. Furthermore, @M is smooth on U , and by (4.10) we have
f@M  (N   1)
p
jj
on U . Hence bz1   @M is f -subharmonic on U . The function bz1   @M takes the
maximal value 0 at x1. From Lemma 2.5 we derive bz1 = @M on U . By Lemma
7.1, the set 
 is open in @M0.
Since @M0 is connected, we have 
 = @M0. By Lemma 7.3, @M is connected
and Cut @M = ;. The equality in (4.10) holds on IntM . For each z 2 @M , choose
an orthonormal basis fez;ign 1i=1 of Tz@M . Let fYz;ign 1i=1 be the @M -Jacobi elds
along z with initial conditions Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. By Lemma
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4.12, for all i we see Yz;i = s;Ez;i on [0;1), where fEz;ign 1i=1 are the parallel vector
elds along z with initial condition Ez;i(0) = ez;i. Moreover, if N 2 ( 1; 1), then
f  z is constant on [0;1). Dene a dieomorphism  : [0;1)  @M ! M by
(t; z) := z(t). By the rigidity of Jacobi elds,  is a Riemannian isometry with
boundary from [0;1)F; @M to M . We complete the proof of Theorem 1.4. 2
We next prove Theorem 1.5.
Proof of Theorem 1.5. Let f be bounded from above. Let   0 and  := pjj.
For N 2 ( 1; 1], suppose RicNf;M  (n  1) e
 4f
n 1 and Hf;@M  (n  1)e
 2f
n 1 .
Let z0 2 @M satisfy (z0) = 1. Let @M0 be the connected component of @M
containing z0. Put

 := fz 2 @M0 j (z) =1g:
We see that 
 is closed in @M0.
We show that 
 is open in @M0. Fix z1 2 
. Take l > 0, and put x0 := z1(l).
There exists an open neighborhood U of x0 contained in IntM n Cut @M . Taking
U smaller, we may assume that for each x 2 U the unique foot point on @M of x
belongs to @M0. By Lemma 7.2, there exists  > 0 such that for all x 2 B(x0), all
asymptotes for z1 from x lie in IntM . We may assume U  B(x0). For a xed
x1 2 U , take an asymptote x1 : [0;1) ! M for z1 from x1. For t > 0, dene a
function bz1 ;t :M ! R as
bz1 ;t(x) := bz1 (x1) + t  dM (x; x1(t)):
We see that bz1 ;t   @M is a support function of bz1   @M at x1, and bz1 ;t is
smooth on a neighborhood of x1. From Lemma 2.8 we deduce
fbz1 ;t(x1)   Hn;(e
 2 sup f
n 1 t) e
 2f(x1)
n 1 :
Note that Hn;(s)!  (n  1)
pjj as s!1. Using (4.16), we have
f@M  (n  1)
p
jje 2fn 1
on U . It follows that bz1   @M is f -subharmonic on U . Since bz1   @M takes the
maximal value 0 at x1, Lemma 2.5 implies bz1 = @M on U . Lemma 7.1 tells us
that 
 is open in @M0.
By 
 = @M0 and Lemma 7.3, @M is connected and Cut @M = ;. Furthermore,
the equality in (4.16) holds on IntM . For each z 2 @M , choose an orthonormal
basis fez;ign 1i=1 of Tz@M . Let fYz;ign 1i=1 be the @M -Jacobi elds along z with initial
conditions Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. By Lemma 4.12, for all i we have
Yz;i = F;;z Ez;i on [0;1), where fEz;ign 1i=1 are the parallel vector elds along z
with initial condition Ez;i(0) = ez;i. Moreover, ifN 2 ( 1; 1), then fz is constant
on [0;1). Dene a dieomorphism  : [0;1) @M !M by (t; z) := z(t). The
rigidity of Jacobi elds implies that  is a Riemannian isometry with boundary
from [0;1)F; @M to M . We complete the proof of Theorem 1.5. 2
From Proposition 2.10 we derive the following corollary of Theorem 1.5:
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Corollary 7.4 ([47]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function bounded from
above. Suppose Ric1f;M  0 and Hf;@M  0. Suppose that for some z0 2 @M we
have (z0) =1. Then exist a function f0 : [0;1)! R, and a Riemannian metric
h0 on @M such thatM is isometric to a warped product
 
[0;1)@M; dt2+e 2f0(t)n 1 h0

.
Lemma 3.6 implies the following corollary of Theorem 1.4:
Corollary 7.5 ([46]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Let   0 and
 :=
pjj. For N 2 [n;1), suppose RicNf;M  (N   1) and Hf;@M  (N   1).
If M is non-compact and @M is compact, then M is isometric to [0;1) ; @M ,
and for all z 2 @M and t 2 [0;1) we have (f  z)(t) = f(z) + (N   n)t.
We also have the following corollary of Theorem 1.5:
Corollary 7.6 ([48]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function bounded from
above. Let   0 and  :=pjj. For N 2 ( 1; 1], suppose RicNf;M  (n  1) e 4fn 1
and Hf;@M  (n   1)e
 2f
n 1 . If M is non-compact and @M is compact, then M is
isometric to [0;1) F; @M ; moreover, if N 2 ( 1; 1), then for every z 2 @M
the function f  z is constant on [0;1).
7.3 Weighted Ricci curvature on the boundary
The following lemma seems to be well-known, especially in a submanifold setting
(see e.g., Proposition 9.36 in [4], and Lemma 5.4 in [45]).
Lemma 7.7. Take z 2 @M , and take a unit vector u in Tz@M . Choose an or-
thonormal basis fez;ign 1i=1 of Tz@M with ez;1 = u. Then we have
Rich(u) = Ricg(u) Kg(uz; u) + traceAS(u;u)  
n 1X
i=1
kS(u; ez;i)k2;
where h is the induced Riemannian metric on @M , and Kg(uz; u) is the sectional
curvature at z in (M; g) determined by uz and u.
By using Lemma 7.7, we show the following:
Lemma 7.8 ([47]). Take z 2 @M , and take a unit vector u in Tz@M . Choose an
orthonormal basis fez;ign 1i=1 of Tz@M with ez;1 = u. Then for all N 2 ( 1;1)
RicN 1f j@M (u) = Ric
N
f (u) + g((rf)x; uz) g(S(u; u); uz) (7.5)
 Kg(uz; u) + traceAS(u;u)  
n 1X
i=1
kS(u; ez;i)k2:
Proof. We rst assume N 2 ( 1;1) n fng. We see
h((r(f j@M ))z; u) = g((rf)z; u);
Hess(f j@M )(u; u) = Hess f(u; u) + g ((rf)z; uz) g (S(u; u); uz) :
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It follows that
RicN 1f j@M (u) = Rich(u) + Hess(f j@M )(u; u) 
h((r(f j@M ))z; u)2
(N   1)  (n  1)
= Rich(u) + Hess f(u; u) + g((rf)z; uz) g(S(u; u); uz)  g((rf)z; u)
2
N   n :
By Lemma 7.7, we have (7.5).
We next assume N = n. If f is constant, then RicN 1f j@M (u) = Rich(u) and
RicNf (u) = Ricg(u), and hence Lemma 7.7 implies (7.5). If f is not constant, then
both the left hand side of (7.5) and the right hand side are equal to  1. This
proves the lemma. 2
From Lemma 7.8 we derive the following:
Lemma 7.9 ([48]). Take z 2 @M , and take a unit vector u in Tz@M . If M is
isometric to [0;1)F; @M , then for all N 2 ( 1;1) we have
RicN 1f j@M (u) = Ric
N
f (u) + (n  1)2e
 4f(z)
n 1    e 4f(z)n 1
   g((rf)z; uz) e
 2f(z)
n 1 +
Hess f(uz; uz)
n  1 :
Proof. Let us choose an orthonormal basis fez;ign 1i=1 of Tz@M with ez;1 = u. Let
fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions Yz;i(0) = ez;i
and Y 0z;i(0) =  Auzez;i. Since M is isometric to [0;1) F; @M , there exists a
Riemannian isometry with boundary from M to [0;1)F; @M . Then for all i we
have Yz;i = F;;z Ez;i, where fEz;ign 1i=1 are the parallel vector elds along z with
initial condition Ez;i(0) = ez;i. For all i
Auzez;i =  Y 0z;i(0) =  

g((rf)z; uz)
n  1   e
 2f(z)
n 1

ez;i: (7.6)
By (7.6), for all i 6= 1 we have S(u; ez;i) = 0z, and we also have
S(u; u) =  

g((rf)z; uz)
n  1   e
 2f(z)
n 1

uz; (7.7)
traceAS(u;u) = (n  1)

g((rf)z; uz)
n  1   e
 2f(z)
n 1
2
: (7.8)
The sectional curvature Kg(uz; u) at z in (M; g) determined by uz and u satises
Kg(uz; u) =  g(Y 00z;1(0); u) (7.9)
=  
 
Hess f(uz; uz)
n  1 +

g((rf)z; uz)
n  1
2
  e 4f(z)n 1
!
:
Combining Lemma 7.8, (7.7), (7.8) and (7.9), we obtain
RicN 1f j@M (u) = Ric
N
f (u) 
g((rf)z; uz)2
n  1 +  g((rf)z; uz) e
 2f(z)
n 1
+
Hess f(uz; uz)
n  1 +

g((rf)z; uz)
n  1
2
   e 4f(z)n 1
+ (n  1)

g((rf)z; uz)
n  1   e
 2f(z)
n 1
2
 

g((rf)z; uz)
n  1
2
;
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and hence
RicN 1f j@M (u) = Ric
N
f (u) + (n  1)2e
 4f(z)
n 1    e 4f(z)n 1
   g((rf)z; uz) e
 2f(z)
n 1 +
Hess f(uz; uz)
n  1 :
We arrive at the desired equality. 2
7.4 Multi-splitting
Let M0 be a connected complete Riemannian manifold (without boundary). A
minimal geodesic  : R!M0 is said to be a line.
Wylie [54] has proved the following splitting theorem of Cheeger-Gromoll type
(see Theorem 1.2 and Corollary 1.3 in [54]):
Theorem 7.10 ([54]). Let M0 be a connected complete Riemannian manifold, and
let f0 : M0 ! R be a smooth function bounded from above. For N 2 ( 1; 1] we
suppose RicNf0;M0  0. If M0 contains a line, then there exists a connected complete
Riemannian manifold fM0 such that M0 is isometric to a warped product space over
R fM0; moreover, if N 2 ( 1; 1), then M0 is isometric to R fM0.
From Theorem 7.10 we derive the following corollary of Theorem 1.5:
Corollary 7.11 ([48]). Let M be an n-dimensional, connected complete Rieman-
nian manifold with boundary, and let f :M ! R be a smooth function bounded from
above. Let   0 and  :=pjj. For N 2 ( 1; 1), suppose RicNf;M  (n 1) e 4fn 1
and Hf;@M  (n   1)e
 2f
n 1 . Suppose that for some z0 2 @M we have (z0) = 1.
Then there exist an integer k 2 f0; : : : ; n   1g and an (n   1   k)-dimensional,
connected complete Riemannian manifold g@M containing no line such that @M is
isometric to Rk g@M . In particular, M is isometric to [0;1)F; Rk g@M.
Proof. By Theorem 1.5, M is isometric to [0;1) F; @M , and for each z 2 @M
the function f  z is constant on [0;1). In this case, g((rf)z; uz) = 0 and
Hess f(uz; uz) = 0. From Lemma 7.9, and from   0 and  =
pjj, for every
unit vector u in Tz@M we derive
RicN 1f j@M (u) = Ric
N
f (u) + (n  1)2e
 4f(z)
n 1   e 4f(z)n 1
 RicNf (u) + (n  1)2e
 4f(z)
n 1
 (n  1) e 4f(z)n 1 + (n  1)2e 4f(z)n 1 = 0:
We obtain RicN 1f j@M ;@M  0. We now see that N   1 is smaller than 1. Further-
more, the function f j@M is bounded from above. Applying Theorem 7.10 to @M
inductively, we conclude the corollary. 2
7.5 Variants of splitting theorems
For manifolds with boundary whose boundaries are disconnected, several rigidity
theorems have been obtained by Kasue [24] (and Croke and Kleiner [12], Ichida
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[22]) under a lower Ricci curvature bound. We give generalizations of the rigidity
theorems in our weighted setting.
For A1; A2 M , we put dM (A1; A2) := infx12A1;x22A2 dM (x1; x2).
The following has been proved in [24] (see Lemma 1.6 in [24]):
Lemma 7.12 ([24]). Suppose that @M is disconnected. For the connected compo-
nents f@Migi=1;2;::: of @M , let @M1 be compact. Put D := infi=2;3;::: dM (@M1; @Mi).
Then there exists a connected component @M2 of @M such that dM (@M1; @M2) = D.
Furthermore, for every i = 1; 2 there exists zi 2 @Mi such that dM (z1; z2) = D. The
minimal geodesic  : [0; D]! M from z1 to z2 is orthogonal to @M both at z1 and
at z2, and the restriction j(0;D) lies in IntM .
Wylie [54] has proved the following (see Theorem 5.1 in [54]):
Theorem 7.13 ([54]). Let M be a connected complete Riemannian manifold with
boundary, and let f : M ! R be a smooth function. Suppose that @M is discon-
nected. For the connected components f@Migi=1;2;::: of @M , let @M1 be compact.
Put D := infi=2;3;::: dM (@M1; @Mi). For N 2 ( 1; 1], suppose RicNf;M  0 and
Hf;@M  0. Then M is isometric to [0; D] F0;0 @M1, and for all z 2 @M1 and
t 2 [0; D] we have RicNf (0z(t)) = 0.
For  > 0 and  < 0, put D; := inf f t > 0 j s0;(t) = 0 g.
Using Theorem 7.13, we conclude the following rigidity theorem:
Theorem 7.14 ([46]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
@M is disconnected. For the connected components f@Migi=1;2;::: of @M , let @M1
be compact. Put D := infi=2;3;::: dM (@M1; @Mi). Let  > 0. For N 2 [n;1),
suppose RicNf;M  (N   1) and Hf;@M  (N   1). Then  < 0 and D  2D;.
If D = 2D;, then M is isometric to [0; D] ; @M1, and for every z 2 @M1 we
have f  z = f(z)  (N   n) log s; on [0; D].
Proof. By the monotonicity of RicNf with respect to N , we see Ric
1
f;M  (N   1).
If   0, then Theorem 7.13 implies that M is isometric to [0; D] F0;0 @M1, and
for all z 2 @M1 and t 2 [0; D] we have Ric1f (0z(t)) = 0. This contradicts  > 0, and
hence  < 0.
We prove that if D  D;, then M is isometric to [0; D;]; @M1. Suppose
D  D;. Lemma 7.12 implies that there exists a connected component @M2 of
@M such that dM (@M1; @M2) = D. For each i = 1; 2, let @Mi : M ! R be a
function dened by @Mi(x) := dM (x; @Mi). We put

 := fx 2 IntM j @M1(x) + @M2(x) = Dg:
The set 
 is a non-empty closed subset of IntM .
We show that 
 is open in IntM . Fix x 2 
. For each i = 1; 2, we take a foot
point zx;i 2 @Mi on @Mi of x such that dM (x; zx;i) = @Mi(x). From the triangle
inequality we derive dM (zx;1; zx;2) = D. The minimal geodesic  : [0; D]!M from
zx;1 to zx;2 is orthogonal to @M at zx;1 and at zx;2. Furthermore, j(0;D) lies in
IntM and passes through x. There exists an open neighborhood U of x such that
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@Mi is smooth on U . By using (4.10), for all y 2 U , we see
  f (@M1 + @M2) (y)
N   1 
s0;
s;
(@M1(y)) +
s0;
s;
(@M2(y)) (7.10)
=
s0;(@M1(y) + @M2(y))  s;(@M1(y) + @M2(y))
s;(@M1(y))s;(@M2(y))
:
Since  > 0, the function s0;=s; is monotone decreasing on (0; C;), and satises
s0;(2D;)=s;(2D;) = . By the triangle inequality, and by the assumption
D  D;, we have @M1 + @M2  2D; on U . The inequality (7.10) tells us that
 (@M1 + @M2) is f -subharmonic on U . By Lemma 2.5, 
 is open in IntM .
The connectedness of IntM implies IntM = 
. The equality in (4.10) holds.
For each z 2 @M1, let us choose an orthonormal basis fez;ign 1i=1 of Tz@M . Let
fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions Yz;i(0) = ez;i and
Y 0z;i(0) =  Auzez;i. By Lemma 4.10, for all i we see Yz;i = s;Ez;i on [0; D], where
fEz;ign 1i=1 are the parallel vector elds along z with initial condition Ez;i(0) = ez;i.
Moreover, f  z = f(z)   (N   n) log s; on [0; D]. We see D = 2D;. Dene a
dieomorphism  : [0; D] @M1 !M by (t; z) := z(t). By the rigidity of Jacobi
elds,  is a Riemannian isometry with boundary from [0; D]; @M1 to M . This
completes the proof of the theorem. 2
Under the curvature bound (1.4), we obtain the following:
Theorem 7.15 ([48]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
@M is disconnected. For the connected components f@Migi=1;2;::: of @M , let @M1
be compact. Put D := infi=2;3;::: dM (@M1; @Mi). Let  > 0. For N 2 ( 1; 1],
suppose RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 . For  2 R, suppose
f  (n   1) on M . Then  < 0 and D  2e2D;; moreover, if D = 2e2D;,
then M is isometric to [0; D]F; @M1, and f = (n  1) on M .
Proof. If we assume   0, then Theorem 7.13 tells us that M is isometric to
[0; D]F0;0 @M1, and for all z 2 @M1 and t 2 [0; D] we have RicNf (0z(t)) = 0. This
contradicts  > 0, and hence  < 0.
We prove that if D  2e2D;, then M is isometric to [0; 2e2D;]F; @M1,
and f = (n  1) on M . We suppose D  2e2D;. By Lemma 7.12, there exists a
connected component @M2 of @M such that dM (@M1; @M2) = D. For each i = 1; 2,
let @Mi :M ! R be a function dened as @Mi(x) := dM (x; @Mi). Put

 := fx 2 IntM j @M1(x) + @M2(x) = Dg
Note that 
 is a non-empty closed subset of IntM .
We prove that 
 is open in IntM . For a xed x 2 
, and for each i = 1; 2,
take a foot point zx;i 2 @Mi on @Mi of x such that dM (x; zx;i) = @Mi(x). We
see dM (zx;1; zx;2) = D. The minimal geodesic  : [0; D] ! M from zx;1 to zx;2 is
orthogonal to @M at zx;1 and at zx;2, and j(0;D) lies in IntM and passes through
x. There exists an open neighborhood U of x such that @Mi is smooth on U . Using
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(5.3), for all y 2 U , we have
  f (@M1 + @M2) (y)
(n  1)e 2f(y)n 1
 s
0
;
s;
(@M1;(y)) +
s0;
s;
(@M2;(y)) (7.11)
=
s0;(@M1;(y) + @M2;(y))  s;(@M1;(y) + @M2;(y))
s;(@M1;(y))s;(@M2;(y))
;
where @Mi; : M ! R denotes a function dened as @Mi; := e 2@Mi . From
the triangle inequality and D  2e2D; we deduce @M1; + @M2;  2D; on U .
From (7.11), it follows that  (@M1 + @M2) is f -subharmonic on U . Lemma 2.5
implies that 
 is open in IntM .
Since IntM is connected, we have IntM = 
. Furthermore, the equality in
(5.3) holds. For each z 2 @M1, choose an orthonormal basis fez;ign 1i=1 of Tz@M . Let
fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions Yz;i(0) = ez;i and
Y 0z;i(0) =  Auzez;i. For all i we see Yz;i = F;;zEz;i on [0; D], where fEz;ign 1i=1 are
the parallel vector elds along z with initial condition Ez;i(0) = ez;i. Moreover,
f  z = (n   1) on [0; D] (see Remark 5.3). We see D = 2e2D;. Dene a
dieomorphism  : [0; D]  @M1 ! M by (t; z) := z(t). From the rigidity of
Jacobi elds, we conclude that  is a Riemannian isometry with boundary from
[0; D]F; @M1 to M . This proves the theorem. 2
Furthermore, we prove the following:
Theorem 7.16 ([47]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
@M is disconnected. For the connected components f@Migi=1;2;::: of @M , let @M1 be
compact. Put D := infi=2;3;::: dM (@M1; @Mi). Let  and  satisfy the subharmonic-
condition. For N 2 ( 1; 1], suppose RicNf;M   and Hf;@M  . Then M is
isometric to [0; D] F0;0 @M1; moreover, if N 2 ( 1; 1), then for every z 2 @M1
the function f  z is constant on [0; D].
Proof. By Lemma 7.12, there exists a connected component @M2 of @M such that
dM (@M1; @M2) = D. For each i = 1; 2, let @Mi : M ! R be the distance function
from @Mi dened as @Mi(x) := dM (x; @Mi). Put

 := fx 2 IntM j @M1(x) + @M2(x) = Dg:
We show the openness of 
 in IntM . For a xed point x 2 
, we see that
there exists an open neighborhood U of x such that @Mi is smooth on U . By
using Lemma 4.6, we have f @Mi  0 on U ; in particular,  (@M1 + @M2) is
f -subharmonic on U . From Lemma 2.5, it follows that 
 is open in IntM .
We have IntM = 
, and the equality in (4.22) holds. For each z 2 @M1, choose
an orthonormal basis fez;ign 1i=1 of Tz@M . Let fYz;ign 1i=1 be the @M -Jacobi elds
along z with initial conditions Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. By using
Lemma 4.14, for all i we have Yz;i = F0;0;zEz;i on [0; D], where fEz;ign 1i=1 are the
parallel vector elds along z with initial condition Ez;i(0) = ez;i. Moreover, if
N 2 ( 1; 1), then for every z 2 @M1 the function f  z is constant on [0; D].
Dene a map  : [0; D]  @M1 ! M by (t; z) := z(t). By the rigidity of Jacobi
elds, we see that  is a Riemannian isometry with boundary from [0; D]F0;0 @M1
to M . This completes the proof. 2
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Chapter 8
Volume comparisons
In the present chapter, we prove several volume comparison results for the neigh-
borhoods of the boundaries, and conclude volume growth rigidity theorems.
8.1 Volume element comparisons
Let z 2 @M . For t 2 (0; (z)), we denote by (t; z) the absolute value of the
Jacobian of exp? at (z; tuz) 2 T?@M . We see that (t; z) is equal to the volume
element of the t-level surface of @M at z(t), and satises
 @M (z(t)) =  
0(t; z)
(t; z)
: (8.1)
We put
f (t; z) := e
 f(z(t)) (t; z): (8.2)
By using (8.1), we see
f @M (z(t)) =  
0f (t; z)
f (t; z)
: (8.3)
By Lemma 4.4, we have the following volume element comparison result:
Lemma 8.1 ([46]). Take z 2 @M . For N 2 [n;1), suppose that for all t 2 (0; (z))
we have RicNf (
0
z(t))  (N   1), and suppose Hf;z  (N   1). Then for all
t1; t2 2 [0; (z)) with t1  t2 we have
f (t2; z)
f (t1; z)
 s
N 1
; (t2)
sN 1; (t1)
;
where f (t; z) is dened as (8:2). In particular, for all t 2 [0; (z)) we have
f (t; z)  e f(z) sN 1; (t): (8.4)
Proof. By (4.10) and (8.3), for all t 2 (0; (z))
d
dt
log
f (t; z)
sN 1; (t)
=  f@M (z(t)) +HN;;(t)  0;
where HN;; is the function dened as (4.8). This implies the lemma. 2
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Remark 8.1. Assume that for some t0 2 (0; (z)) the equality in (8.4) holds. Then
the equality in (8.4) holds on [0; t0]; in particular, the equality in (4.10) holds on
[0; t0] (see Lemma 4.10).
For s 2 (0; f (z)), we put
^f (s; z) := f (tf;z(s); z); (8.5)
where tf;z denotes the inverse function of sf;z.
From Lemma 4.5 we deduce the following comparison result:
Lemma 8.2 ([48]). Take a point z 2 @M . For N 2 ( 1; 1], we suppose that
for all t 2 (0; (z)) we have RicNf (0z(t))  (n   1)e
 4f(z(t))
n 1 , and we suppose
Hf;z  (n  1)e
 2f(z)
n 1 . Then for all s1; s2 2 [0; f (z)) with s1  s2 we have
^f (s2; z)
^f (s1; z)
 s
n 1
; (s2)
sn 1; (s1)
;
where ^f (s; z) is dened as (8:5). In particular, for all s 2 [0; f (z)) we have
^f (s; z)  e f(z) sn 1; (s): (8.6)
Proof. From (4.15) and (8.3), for all s 2 (0; f (z)) we deduce
d
ds
log
^f (s; z)
sn 1; (s)
=  

e
2f
n 1 f@M

(z(tf;z(s))) +Hn;;(s)  0:
This leads us to the desired inequality. 2
Remark 8.2. Assume that for some s0 2 (0; f (z)) the equality in (8.6) holds. Then
the equality in (8.6) holds on [0; s0]; in particular, the equality in (4.15) holds on
[0; s0] (see Lemma 4.11).
For  2 R, the function  : @M ! (0;1] is dened as  := e 2 . For
s 2 (0; (z)), we put
^f;(s; z) := f (e
2s; z): (8.7)
If f is bounded from above, then Lemma 5.3 implies the following:
Lemma 8.3 ([48]). Take a point z 2 @M . Let us assume that  and  satisfy the
monotone-condition. For N 2 ( 1; 1], suppose that for all t 2 (0; (z)) we have
RicNf (
0
z(t))  (n   1) e
 4f(z(t))
n 1 , and suppose Hf;z  (n   1)e
 2f(z)
n 1 . For  2 R,
suppose f  z  (n  1) on (0; (z)). Then for all s1; s2 2 [0; (z)) with s1  s2
^f;(s2; z)
^f;(s1; z)
 s
n 1
; (s2)
sn 1; (s1)
;
where ^f;(s; z) is dened as (8:7). In particular, for all s 2 [0; (z)) we have
^f;(s; z)  e f(z) sn 1; (s) (8.8)
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Proof. By (5.4) and (8.3), for all s 2 (0; (z)) we see
d
ds
log
^f;(s; z)
sn 1; (s)
=  f@M

z(e
2s)

e2 +Hn;;(s)  0:
This implies the desired inequality. 2
Remark 8.3. Assume that for some s0 2 (0; (z)) the equality in (8.8) holds. Then
the equality in (8.8) holds on [0; s0]; in particular, the equality in (5.4) holds on
[0; e2s0] (see Remark 5.4).
If the curvatures are bounded by constants, then we have the following:
Lemma 8.4. Take z 2 @M . For N 2 ( 1; 1], suppose that for all t 2 (0; (z))
we have RicNf (
0
z(t))  , and suppose Hf;z  . Then for all t1; t2 2 [0; (z)) with
t1  t2 we have
f (t2; z)  exp

 
Z t2
t1
F 20;0;z(a)


Z a
0
F 20;0;z(b) db+ 

da

f (t1; z);
where f (t; z) is dened as (8:2). In particular, for all t 2 [0; (z)) we have
f (t; z)  exp

 
Z t
0
F 20;0;z(a)


Z a
0
F 20;0;z(b) db+ 

da

e f(z): (8.9)
Proof. Using (4.21) and (8.3), for all t 2 (0; (z)) we have
d
dt
log
f (t; z)
exp

  R t0 F 20;0;z(a)  R a0 F 20;0;z(b) db+  da
=  f@M (z(t)) + F 20;0;z(t)


Z t
0
F 20;0;z(a) da+ 

 0:
This proves the lemma. 2
Remark 8.4. Assume that for some t0 2 (0; (z)) the equality in (8.9) holds. Then
the equality in (8.9) holds on [0; t0]; in particular, the equality in (4.21) holds on
[0; t0] (see Lemma 4.13).
By Lemma 8.4, we see the following:
Lemma 8.5 ([47]). Take z 2 @M . Let  and  satisfy the subharmonic-condition.
For N 2 ( 1; 1], suppose that for all t 2 (0; (z)) we have RicNf (0z(t))  , and
suppose Hf;z  . Then for all t1; t2 2 [0; (z)) with t1  t2 we have
f (t2; z)  f (t1; z);
where f (t; z) is dened as (8:2). In particular, for all t 2 [0; (z)) we have
f (t; z)  e f(z): (8.10)
Remark 8.5. If for some t0 2 (0; (z)) the equality in (8.10) holds, then the equality
in (8.9) also holds (see Remark 8.4).
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8.2 Integration formulas
By Lemma 3.1, we see the following (see e.g., [45]):
Lemma 8.6. For all r > 0, we have
Br(@M) =
[
z2@M
fz(t) j t 2 [0;minfr; (z)g]g:
Proof. We rst show
Br(@M) 
[
z2@M
fz(t) j t 2 [0;minfr; (z)g]g: (8.11)
Take x 2 Br(@M), and a foot point z on @M of x. From Lemma 3.1 we deduce
x = z(l), where l = @M (x). We see l  (z). Since x 2 Br(@M), we have l  r.
This proves (8.11).
We show the opposite inclusion of (8.11). Take z 2 @M and t 2 [0;minfr; (z)g].
From t  (z), it follows that
@M (z(t)) = t  r;
in particular, we see the opposite. 2
We dene a function f : [0;1) @M ! R by
f (t; z) :=
(
f (t; z) if t < (z);
0 if t  (z); (8.12)
where f (t; z) is dened as (8.12).
For the proof of volume comparisons, we show the following (see e.g., [46]):
Lemma 8.7. If @M is compact, then for all r > 0 we have
mf (Br(@M)) =
Z
@M
Z r
0
f (t; z) dt d volh;
where f is the function dened as (8:12).
Proof. Since @M is compact, Br(@M) is also compact; in particular, mf (Br(@M))
is nite. Lemma 8.6 implies
Br(@M) = exp
?
 [
z2@M
ftuz j t 2 [0;minfr; (z)g]g
!
:
By Lemma 3.7, the restriction of the map exp? to the set[
z2@M
ftuz j t 2 (0;minfr; (z)g)g
is a dieomorphism onto its image. Proposition 3.9 tells us that Cut @M is a null
set. Hence, by using the coarea formula (see e.g., Theorem 3.2.3 in [14]) and the
Fubini theorem, we obtain
mf (Br(@M)) =
Z
@M
Z minfr;(z)g
0
f (t; z) dt d volh =
Z
@M
Z r
0
f (t; z) dt d volh :
We arrive at the desired equation. 2
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For r > 0, we put
Ur;f := fz 2 @M j f (z)  rg ; bUr;f := [
z2Ur;f
fz(t) j t 2 [0; (z))g
Vr;f := fz 2 @M j f (z) > rg ; bVr;f := [
z2Vr;f
fz(t) j t 2 [0; tf;z(r)]g :
We show the following:
Lemma 8.8 ([48]). For all r > 0 we have
Br;f (@M) n Cut @M = bUr;f t bVr;f :
Proof. We rst show
Br;f (@M) n Cut @M  bUr;f t bVr;f : (8.13)
Take x 2 Br;f (@M) n Cut @M , and a unique foot point z on @M of x. By Lemma
3.1, we have x = z(l), where l := @M (x). If z 2 Ur;f , then x 2 bUr;f . If z 2 Vr;f ,
then it holds that
sf;z(l) = @M;f (x)  r < f (z);
and hence l  tf;z(r). This proves (8.13).
We next show the opposite of (8.13). For all z 2 Ur;f and t 2 [0; (z)), we see
@M;f (z(t)) = sf;z(t) < f (z)  r:
It follows that bUr;f  Br;f (@M) n Cut @M . Furthermore, for all z 2 Vr;f and
t 2 [0; tf;z(r)], we see tf;z(r) < (z) and sf;z(t)  r; in particular,
@M;f (z(t)) = sf;z(t)  r:
Hence we obtain bVr;f  Br;f (@M) n Cut @M . We have the opposite of (8.13). This
completes the proof. 2
We dene a function f : [0;1) @M ! R by
f (s; z) :=
(
^f (s; z) if s < f (z);
0 if s  f (z);
(8.14)
where ^f (s; z) is dened as (8.5).
We also prove the following integration formula:
Lemma 8.9 ([48]). Suppose that @M is compact. Then for all r > 0
mn+1
n 1f
(Br;f (@M)) =
Z
@M
Z r
0
f (s; z) ds d volh;
where f is the function dened as (8:14).
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Proof. From Proposition 3.9 and Lemma 8.8 we derive
mn+1
n 1f
(Br;f (@M)) = mn+1
n 1f
bUr;f+mn+1
n 1f
bVr;f :
Put
CU :=
Z
Ur;f
Z (z)
0
e
 (n+1)f(z(t))
n 1 (t; z) dt d volh;
CV :=
Z
Vr;f
Z tf;z(r)
0
e
 (n+1)f(z(t))
n 1 (t; z) dt d volh :
From the coarea formula and the Fubini theorem we deduce
mn+1
n 1f
bUr;f = CU ; mn+1
n 1f
bVr;f = CV :
Furthermore, it holds that
CU =
Z
Ur;f
Z (z)
0
f (t; z) s
0
f;z(t) dt d volh
=
Z
Ur;f
Z f (z)
0
^f (s; z) ds d volh =
Z
Ur;f
Z r
0
f (s; z) ds d volh;
and similarly,
CV =
Z
Vr;f
Z tf;z(r)
0
f (t; z) s
0
f;z(t) dt d volh
=
Z
Vr;f
Z r
0
^f (s; z) ds d volh =
Z
Vr;f
Z r
0
f (s; z) ds d volh :
Hence we have
mn+1
n 1f
(Br;f (@M)) = CU + CV =
Z
@M
Z r
0
f (s; z) ds d volh :
We obtain the desired equation. 2
For  2 R and r > 0, put Br;(@M) := fx 2 M j @M;(x)  r g. We dene a
function f; : [0;1) @M ! R by
f;(s; z) :=
(
^f;(s; z) if s < (z);
0 if s  (z);
where ^f;(s; z) is dened as (8.7).
We have the following integration formula:
Lemma 8.10 ([48]). Suppose that @M is compact. Let  2 R. Then for all r > 0
mf (Br;(@M)) = e
2
Z
@M
Z r
0
f;(s; z) ds d volh :
Proof. We see Br;(@M) = Be2r(@M). Using Lemma 8.7, we have
mf (Br;(@M)) =
Z
@M
Z e2r
0
f (t; z) dt d volh
= e2
Z
@M
Z r
0
f;(s; z) ds d volh :
We conclude the lemma. 2
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8.3 Absolute volume comparisons
Bayle [3] has stated the following absolute volume comparison inequality of Heintze-
Karcher type without proof (see Theorem E.2.2 in [3], and also [37]).
Lemma 8.11 ([3]). Suppose that @M is compact. For N 2 [n;1), suppose that we
have RicNf;M  (N   1) and Hf;@M  (N   1). Then for all r > 0
mf (Br(@M))  sN;;(r)mf;@M (@M);
where sN;; is the function dened as (1:17). In particular, we have (1:19).
Proof. By Lemma 8.1, for all t  0 we see
f (t; z)  e f(z) sN 1; (t);
where s; is the function dened as (1:17). Integrate the both sides over [0; r]
with respect to t, and over @M with respect to z. Lemma 8.7 implies the desired
inequality. 2
Under the curvature bound (1.4), we prove the following:
Lemma 8.12 ([48]). Suppose that @M is compact. For N 2 ( 1; 1], suppose
RicNf;M  (n  1) e
 4f
n 1 and Hf;@M  (n  1)e
 2f
n 1 . Then for all r > 0
mn+1
n 1f
(Br;f (@M))  sn;;(r)mf;@M (@M):
In particular, we have (1:22).
Proof. By Lemma 8.2, for all s  0
f (s; z)  e f(z) sn 1; (s);
Integrate the both sides over [0; r] with respect to s, and over @M with respect to
z. From Lemma 8.9, we conclude the lemma. 2
In the case where f is bounded, we have the following:
Lemma 8.13 ([48]). Suppose that @M is compact. Let us assume that  and 
satisfy the monotone-condition. For N 2 ( 1; 1], suppose RicNf;M  (n  1) e
 4f
n 1
and Hf;@M  (n   1)e
 2f
n 1 . For  2 R, suppose f  (n   1) on M . Then for all
r > 0 we have
mf (Br;(@M))  e2sn;;(r)mf;@M (@M):
In particular,
lim sup
r!1
mf (Br;(@M))
sn;;(r)
 e2mf;@M (@M):
Proof. Lemma 8.3 implies that for all s  0
f;(s; z)  e f(z) sn 1; (s):
We integrate the both sides over [0; r] with respect to s, and over @M with respect
to z. From Lemma 8.10 we deduce the lemma. 2
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Furthermore, we show the following:
Lemma 8.14 ([47]). Suppose that @M is compact. For N 2 ( 1; 1], suppose
RicNf;M   and Hf;@M  . Then for all r > 0 we have
mf (Br(@M))

Z
@M
Z minfr;(z)g
0
exp

 
Z t
0
F 20;0;z(a)


Z a
0
F 20;0;z(b) db+ 

da

dt dmf;@M :
In particular, if  and  satisfy the subharmonic-condition, then for all r > 0
mf (Br(@M))  rmf;@M (@M);
and hence
lim sup
r!1
mf (Br(@M))
r
 mf;@M (@M):
Proof. Dene a function ; : [0;1) @M ! R by
;(t; z) :=
(
exp

  R t0 F 20;0;z(a)   R a0 F 20;0;z(b) db+  da if t < (x);
0 if t  (x):
By Lemma 8.4, for all z 2 @M and t  0 we see
f (t; z)  ;(t; z) e f(z):
Integrate the both sides of the inequality over (0; r) with respect to t, and then do
that over @M with respect to z. From Lemma 8.7 we deduce
mf (Br(@M)) 
Z
@M
Z r
0
;(t; z) dt dmf;@M :
This implies the lemma. 2
Remark 8.6. Under a lowerN -weighted Ricci curvature bound by constants, Morgan
[39] has proved an inequality of Heintze-Karcher type in the case of N = 1, and
Milman [38] has done in the case of N 2 ( 1; 1).
8.4 Relative volume comparisons
We prove the following relative volume comparison theorem:
Theorem 8.15 ([46]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f :M ! R be a smooth function. Suppose that @M
is compact. For N 2 [n;1), suppose RicNf;M  (N   1) and Hf;@M  (N   1).
Then for all r;R > 0 with r  R
mf (BR(@M))
mf (Br(@M))
 sN;;(R)
sN;;(r)
: (8.15)
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Proof. From Lemma 8.1, for all t1; t2  0 with t1  t2 we deduce
f (t2; z) s
N 1
; (t1)  f (t1; z) sN 1; (t2):
Integrate the both sides over [0; r] with respect to t1, and then do that over [r;R]
with respect to t2. It follows thatR R
r
f (t2; z) dt2R r
0
f (t1; z) dt1
 sN;;(R)  sN;;(r)
sN;;(r)
:
By Lemma 8.7, we have
mf (BR(@M))
mf (Br(@M))
= 1 +
R
@M
R R
r
f (t2; z) dt2 d volhR
@M
R r
0
f (t1; z) dt1 d volh
 1 + sN;;(R)  sN;;(r)
sN;;(r)
=
sN;;(R)
sN;;(r)
:
This completes the proof. 2
Under the curvature bound (1.4), we have the following:
Theorem 8.16 ([48]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
@M is compact. For N 2 ( 1; 1], suppose that we have RicNf;M  (n   1) e
 4f
n 1
and Hf;@M  (n  1)e
 2f
n 1 . Then for all r;R > 0 with r  R
mn+1
n 1f
(BR;f (@M))
mn+1
n 1f
(Br;f (@M))
 sn;;(R)
sn;;(r)
: (8.16)
Proof. Using Lemma 8.2, for all s1; s2  0 with s1  s2 we see
f (s2; z) s
n 1
; (s1)  f (s1; z) sn 1; (s2):
We integrate the both sides over [0; r] with respect to s1, and then do that over
[r;R] with respect to s2. It follows thatR R
r
f (s2; z) ds2R r
0
f (s1; z) ds1
 sn;;(R)  sn;;(r)
sn;;(r)
:
Lemma 8.9 tells us that
mn+1
n 1f
(BR;f (@M))
mn+1
n 1f
(Br;f (@M))
= 1 +
R
@M
R R
r
f (s2; z) ds2 d volhR
@M
R r
0
f (s1; z) ds1 d volh
 sn;;(R)
sn;;(r)
:
We complete the proof. 2
If f is bounded from above, then we have the following:
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Theorem 8.17 ([48]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
@M is compact. Let  and  satisfy the monotone-condition. For N 2 ( 1; 1],
suppose RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 . For  2 R, suppose
f  (n  1) on M . Then for all r;R > 0 with r  R
mf (BR;(@M))
mf (Br;(@M))
 sn;;(R)
sn;;(r)
: (8.17)
Proof. Lemma 8.3 implies that for all s1; s2  0 with s1  s2,
f;(s2; z) s
n 1
; (s1)  f;(s1; z) sn 1; (s2):
By integrating the both sides over [0; r] with respect to s1, and then doing that over
[r;R] with respect to s2, we haveR R
r
f;(s2; x) ds2R r
0
f;(s1; x) ds1
 sn;;(R)  sn;;(r)
sn;;(r)
:
From Lemma 8.10 we deduce
mf (BR;(@M))
mf (Br;(@M))
= 1 +
R
@M
R R
r
f;(s2; z) ds2 d volhR
@M
R r
0
f;(s1; z) ds1 d volh
 sn;;(R)
sn;;(r)
:
We obtain the desired inequality. 2
Furthermore, we show the following:
Theorem 8.18 ([47]). Let M be a connected complete Riemannian manifold with
boundary, and let f : M ! R be a smooth function. Suppose that @M is compact.
Let us assume that  and  satisfy the subharmonic-condition. For N 2 ( 1; 1],
suppose RicNf;M   and Hf;@M  . Then for all r;R > 0 with r  R we have
mf (BR(@M))
mf (Br(@M))
 R
r
: (8.18)
Proof. By Lemma 8.5, for all t1; t2  0 with t1  t2
f (t2; z)  f (t1; z):
Integrating the both sides over [0; r] with respect to t1, and then do that over [r;R]
with respect to t2, we see R R
r
f (t2; z) dt2R r
0
f (t1; z) dt1
 R  r
r
:
Lemma 8.7 implies
mf (BR(@M))
mf (Br(@M))
= 1 +
R
@M
R R
r
f (t2; z) dt2 d volhR
@M
R r
0
f (t1; z) dt1 d volh
 R
r
:
We obtain the relative volume comparison theorem. 2
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8.5 Volume growth rigidity
To prove Theorem 1.6, we show the following:
Lemma 8.19 ([46]). Under the same setting as in Theorem 8.15, suppose that there
exists R 2 (0; C;] n f1g such that for every r 2 (0; R] the equality in (8:15) holds.
Then we have   R on @M .
Proof. The proof is by contradiction. Suppose that there exists z0 2 @M such that
(z0) < R. Put t0 := (z0), and take  > 0 with t0 +  < R. By Lemma 3.4, there
exists a closed geodesic ball B in @M centered at z0 such that for all z 2 B we have
(z)  t0 + . By Lemma 8.1, we see that mf (BR(@M)) is not larger thanZ
@MnB
Z minfR;(z)g
0
sN 1; (t) dt dmf;@M +
Z
B
Z t0+
0
sN 1; (t) dt dmf;@M :
This is smaller than mf;@M (@M) sN;;(R). On the other hand, sN;;(R) is equal
to mf (BR(@M))=mf;@M (@M). This is a contradiction. 2
We prove Theorem 1.6.
Proof of Theorem 1.6. Suppose that @M is compact. For N 2 [n;1), suppose
RicNf;M  (N   1) and Hf;@M  (N   1). We assume (1.18).
By Lemma 8.11 and Theorem 8.15, for all r;R > 0 with r  R, we have
mf (BR(@M))
sN;;(R)
=
mf (Br(@M))
sN;;(r)
= mf;@M (@M): (8.19)
If  and  satisfy the ball-condition, then for R = C;, and for every r 2 (0; R] the
equality in (8.15) holds; in particular, by Lemma 8.19 we have  = C; on @M .
If  and  do not satisfy the ball-condition, then for every R > 0, and for every
r 2 (0; R] the equality in (8.16) holds; in particular, Lemma 8.19 implies  =1 on
@M . We obtain  = C; on @M .
If  and  satisfy the ball-condition, then Lemma 3.2 implies that D(M;@M)
is equal to C;. By Lemma 3.6, M is compact; in particular, there exists x0 2 M
such that @M (x0) = C;. Due to Theorem 1.1,M is isometric to B
n
;, and N = n.
If  and  do not satisfy the ball-condition, then we see that Cut @M is empty.
Fix z 2 @M . For all t  0 we see f (t; z) = e f(z) sN 1; (t). Let us choose an
orthonormal basis fez;ign 1i=1 of Tz@M , and let fYz;ign 1i=1 be the @M -Jacobi elds
along z with initial conditions Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. For all i we
have Yz;i = s;Ez;i on [0;1), where fEz;ign 1i=1 are the parallel vector elds along
z with initial condition Ez;i(0) = ez;i. Moreover, f  z = f(z)   (N   n) log s;
on [0;1) (see Remark 8.1). Dene a map  : [0;1) @M !M by (t; z) = z(t).
By the rigidity of Jacobi elds,  is a Riemannian isometry with boundary from
[0;1); @M to M . This completes the proof of Theorem 1.6. 2
For the proof of Theorem 1.7, we show the following:
Lemma 8.20 ([48]). Under the same setting as in Theorem 8.16, suppose that there
exists R 2 (0; C;] n f1g such that for every r 2 (0; R] the equality in (8:16) holds.
Then we have f  R on @M .
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Proof. We prove by contradiction. Suppose that z0 2 @M satises f (z0) < R. Put
t0 := f (z0), and take  > 0 satisfying t0 +  < R. By using Lemma 3.4, there
exists a closed geodesic ball B in @M centered at z0 such that for all z 2 B we have
f (z)  t0 + . From Lemma 8.2 we deduce
mn+1
n 1f
(BR;f (@M))

Z
@MnB
Z minfR;f (z)g
0
sn 1; (s) ds dmf;@M +
Z
B
Z t0+
0
sn 1; (s) ds dmf;@M
< mf;@M (@M) sn;;(R):
Since sn;;(R) = mn+1
n 1f
(BR;f (@M))=mf;@M (@M), this is a contradiction. 2
We prove Theorem 1.7.
Proof of Theorem 1.7. Suppose that @M is compact. Suppose that  and  do not
satisfy the ball-condition. For N 2 ( 1; 1], suppose RicNf;M  (n   1) e
 4f
n 1 and
Hf;@M  (n  1)e
 2f
n 1 . We assume (1.21).
Lemma 8.12 and Theorem 8.16 imply that for every R > 0, and for every
r 2 (0; R] the equality in (8.16) holds. From Lemma 8.20 we deduce f = 1 on
@M . Hence  =1 on @M .
We see Cut @M = ;. For a xed point z 2 @M , and for all s  0 we see
f (s; z) = e
 f(z) sn 1; (s). We choose an orthonormal basis fez;ign 1i=1 of Tz@M , and
let fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions Yz;i(0) = ez;i
and Y 0z;i(0) =  Auzez;i. For all i we have Yz;i = F;;z Ez;i on [0;1), where fEz;ign 1i=1
are the parallel vector elds along z with initial condition Ez;i(0) = ez;i. Moreover,
if N 2 ( 1; 1), then f  z is constant on [0;1) (see Remark 8.2). Dene a map
 : [0;1) @M !M by (t; z) = z(t). We see that  is a Riemannian isometry
with boundary from [0;1)F; @M to M . We complete the proof. 2
Remark 8.7. Under the same setting as in Theorem 1.7, if  and  satisfy the ball-
condition, then Lemmas 4.8 and 8.20 imply f = C; on @M . For each z 2 @M
the value (z) can be either nite or innite, and hence it seems to be dicult to
conclude any rigidity results.
Furthermore, we show the following lemma:
Lemma 8.21 ([48]). Under the same setting as in Theorem 8.17, suppose that there
exists R 2 (0; C;] n f1g such that for every r 2 (0; R] the equality in (8:17) holds.
Then we have   R on @M .
Proof. The proof is done by contradiction. Let z0 2 @M satisfy (z0) < R. Put
t0 := (z0), and take  > 0 with t0+  < R. From Lemma 3.4, it follows that there
exists a closed geodesic ball B in @M centered at z0 such that   t0+  on B. By
Lemma 8.3, we have
e 2mf (BR;(@M))

Z
@MnB
Z minfR;(z)g
0
sn 1; (s) ds dmf;@M +
Z
B
Z t0+
0
sn 1; (s) ds dmf;@M
< mf;@M (@M) sn;;(R):
This contradicts sn;;(R) = mf (BR;(@M))=e
2mf;@M (@M). 2
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Using Lemma 8.21, we prove the following volume growth rigidity theorem:
Theorem 8.22 ([48]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
@M is compact. Let  and  satisfy the monotone-condition. For N 2 ( 1; 1],
suppose RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 . For  2 R, suppose
f  (n  1) on M . Suppose
lim inf
r!1
mf (Br;(@M))
sn;;(r)
 e2mf;@M (@M):
Then the following hold:
(1) if  and  satisfy the convex-ball-condition, thenM is isometric to Bn
e 4;e 2 ,
and f = (n  1) on M ;
(2) if   0 and  = pjj, then M is isometric to [0;1) F; @M ; moreover,
the following hold:
(a) if  = 0 and N 2 ( 1; 1), then for every z 2 @M the function f  z is
constant on [0;1);
(b) if  < 0, then f = (n  1) on M .
Proof. By Lemma 8.13 and Theorem 8.17, for all r;R > 0 with r  R,
mf (BR;(@M))
sn;;(R)
=
mf (Br;(@M))
sn;;(r)
= e2mf;@M (@M): (8.20)
If  and  satisfy the convex-ball-condition, then for R = C;, and for every
number r 2 (0; R] the equality in (8.17) holds; in particular, by Lemma 8.21 we
have  = C; on @M . If   0 and  =
pjj, then for every R > 0, and for every
r 2 (0; R] the equality in (8.16) holds; in particular, Lemma 8.21 implies  = 1
on @M . We obtain  = C; on @M .
If  and  satisfy the convex-ball-condition, then Lemma 3.2 tells us that
D(M;@M) is equal to C;. Lemma 3.6 implies that M is compact; in partic-
ular, there exists x0 2 M such that @M;(x0) = C;. Due to Theorem 1.3, M is
isometric to Bn
e 4;e 2 , and f = (n  1) on M .
If   0 and  = pjj, then Cut @M = ;. Theorem 1.5 tells us that M is
isometric to [0;1)F; @M . Moreover, if N 2 ( 1; 1), then for every z 2 @M the
function f  z is constant on [0;1). In the case of  < 0, (8.20) implies that for
all s  0 and z 2 @M we have ^f;(s; z) = e f(z)sn 1; (s); in particular, f = (n  1)
on M (see Remarks 5.4 and 8.3). This completes the proof of Theorem 8.22. 2
We show the following:
Lemma 8.23 ([47]). Under the same setting as in Theorem 8.18, suppose that there
exists R > 0 such that for every r 2 (0; R] the equality in (8:18) holds. Then we
have   R on @M .
Proof. The proof is done by contradiction. Suppose that for some point z0 2 @M
we have (z0) < R. Put t0 := (z0), and take  > 0 with t0 +  < R. By Lemma
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3.4, there exists a closed geodesic ball B in @M centered at z0 such that   t0 + 
on B. Lemma 8.5 implies
mf (BR(@M))  Rmf;@M (@M nB) + (t0 + )mf;@M (B) < Rmf;@M (@M):
On the other hand, mf (BR(@M))=mf;@M (@M) = R. This is a contradiction. 2
We prove the following volume growth rigidity theorem:
Theorem 8.24 ([47]). Let M be a connected complete Riemannian manifold with
boundary, and let f : M ! R be a smooth function. Suppose that @M is compact.
Let us assume that  and  satisfy the subharmonic-condition. For N 2 ( 1; 1],
suppose RicNf;M   and Hf;@M  . If we have
lim inf
r!1
mf (Br(@M))
r
 mf;@M (@M);
then M is isometric to [0;1)F0;0 @M ; moreover, if N 2 ( 1; 1), then for every
z 2 @M the function f  z is constant on [0;1); in particular, M is isometric to
[0;1) @M .
Proof. By Lemma 8.14 and Theorem 8.18, for all r;R > 0 with r  R, we have
mf (BR(@M))
R
=
mf (Br(@M))
r
= mf;@M (@M): (8.21)
For every R > 0, and for every r 2 (0; R] the equality in (8.18) holds; in particular,
Lemma 8.23 implies  =1 on @M .
Since  = 1 on @M , we have Cut @M = ;. Fix z 2 @M . For all t  0 we
see f (t; z) = e
 f(z). Choose an orthonormal basis fez;ign 1i=1 of Tz@M , and let
fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions Yz;i(0) = ez;i and
Y 0z;i(0) =  Auzez;i. For all i we have Yz;i = F0;0Ez;i on [0;1), where fEz;ign 1i=1 are
the parallel vector elds along z with initial condition Ez;i(0) = ez;i. Moreover,
if N 2 ( 1; 1), then f  z is constant on [0;1) (see Remark 8.5). Dene a map
 : [0;1) @M !M by (t; z) = z(t). The rigidity of Jacobi elds imply that 
is a Riemannian isometry with boundary from [0;1)F0;0 @M to M . This proves
Theorem 8.24. 2
By Proposition 2.10, we have the following corollary of Theorem 8.24.
Corollary 8.25 ([47]). Let M be a connected complete Riemannian manifold with
boundary, and let f : M ! R be a smooth function. Suppose that @M is compact.
Suppose Ric1f;M  0 and Hf;@M  0. If we have
lim inf
r!1
mf (Br(@M))
r
 mf;@M (@M);
then there exist a function f0 : [0;1) ! R, and a Riemannian metric h0 on @M
such that M is isometric to a warped product
 
[0;1) @M; dt2 + e2 f0(t)n 1 h0

.
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Chapter 9
Eigenvalue rigidity
In this chapter, we give lower bounds for the smallest Dirichlet eigenvalues for the
weighted p-Laplacian, and study rigidity theorems in the equality cases.
9.1 Lower bounds
We show the following inequality of Picone type that has been obtained by Allegretto
and Huang [1] in a Euclidean setting (see Theorem 1.1 in [1]):
Lemma 9.1 ([1], [46]). Let  and  be functions on M that are smooth on a domain
U in M , and satisfy  > 0 and   0 on U . Then for all p 2 (1;1) we have the
following inequality on U :
kr kp  krkp 2g  r   p 1 p ;r : (9.1)
Proof. For p 2 (1;1), put q := p(p  1) 1. From the Young inequality we deduce
kr k

 krk

p 1
 kr k
p
p
+
1
q

 krk

p
(9.2)
on U . Furthermore, by (9.2) and the Cauchy-Schwarz inequality, we see
kr kp  p    1p 1 kr kkrkp 1   (p  1)    1p krkp (9.3)
 p    1p 1 g(r;r )krkp 2   (p  1)    1p krkp
= krkp 2g  r   p 1 p ;r ;
and hence (9.1). 2
Remark 9.1. Assume that the equality in (9.1) holds on U . Then the equalities in
(9.3) also hold. By the equality in the Young inequality, and by that in the Cauchy-
Schwarz inequality, we see that for some constant c 6= 0 we have kr k =  krk
and r = cr on U ; in particular,  = c  on U .
From Lemma 9.1 we derive the inequality (1:24) in Theorem 1.8.
Proposition 9.2 ([46]). Let M be compact. Let p 2 (1;1). For N 2 [n;1),
suppose RicNf;M  (N   1) and Hf;@M  (N   1). For D 2 (0; C;] n f1g,
suppose D(M;@M)  D. Then we have (1:24).
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Proof. Let '^ : [0; D]! R be a non-zero function satisfying (1.23) for  = p;N;;;D.
We may assume '^j(0;D] > 0. The equation (1.23) is written in the form
j'0(t)jp 2'0(t)sN 1; (t)
0
+  j'(t)jp 2'(t)sN 1; (t) = 0; '(0) = 0; '0(D) = 0:
Hence we see '^0j[0;D) > 0. Put  := '^@M . Take a non-negative, non-zero smooth
function  on M whose support is compact and contained in IntM . From Lemma
9.1 we deduce
kr kp  krkp 2g  r   p1 p ;r (9.4)
on IntM n Cut @M . Using (9.4) and Proposition 5.2, we obtainZ
M
kr kp dmf^
  
Z
M
 p1 p
 
'^0
p 10  HN;;  '^0p 1  @M dmf^
= p;N;;;D
Z
M
 p dmf^ :
Therefore, Rf;p( )  p;N;;;D. This implies (1.24). 2
Remark 9.2. In Proposition 9.2, we assume that there exists a non-negative, non-
zero smooth function  :M ! R whose support is compact and contained in IntM
such that Rf;p( ) = p;N;;;D. Then the equality in (9.4) holds on IntM nCut @M .
Hence for some constant c 6= 0 we have  = c on M (see Remark 9.1); moreover,
we have the equality in Proposition 5.2 (see Remark 5.2).
Next, we prove the inequality (1:26) in Theorem 1.9.
Proposition 9.3 ([48]). Let M be compact, and let f be @M -radial. Let p 2 (1;1).
For N 2 ( 1; 1], we suppose RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 .
For  2 R, we suppose f  (n   1) on M . For D 2 (0; C;] n f1g, suppose
Df (M;@M)  D, where Df (M;@M) is dened as (1:25). Then we have (1:26).
Proof. Let '^ : [0; D]! R be a non-zero function satisfying (1.23) for  = p;n;;;D,
and let '^j(0;D] > 0. We see '^0j[0;D) > 0. Put  := '^  @M;f . Take a non-negative,
non-zero smooth function  onM whose support is compact and contained in IntM .
By Lemma 9.1, we have
kr kp  krkp 2g  r   p1 p ;r (9.5)
on IntM n Cut @M . We now put
f^ :=
n+ 1
n  1f;
f :=
n+ 1  2p
n  1 f:
By f  (n  1) and (9.5),
e2p
Z
M
kr kp dmf^ 
Z
M
e
2pf
n 1 kr kp dmf^ =
Z
M
kr kp dm f (9.6)

Z
M
krkp 2g  r   p1 p ;r dm f :
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The inequality (9.6) and Proposition 5.7 imply
e2p
Z
M
kr kp dmf^
  
Z
M
 p1 p
 
'^0
p 10  Hn;;  '^0p 1  @M;f dmf^
= p;n;;;D
Z
M
 p dmf^ :
It follows that Rf^ ;p( )  e 2pp;n;;;D. This leads us to (1.26). 2
Remark 9.3. In Proposition 9.3, we assume that there exists a non-negative, non-
zero smooth function  :M ! R whose support is compact and contained in IntM
such that Rn+1
n 1f;p
( ) = e 2pp;n;;;D. Then the equalities in (9.6) hold. Since the
equality in (9.5) holds on IntM nCut @M , for some constant c 6= 0 we have  = c
on M (see Remark 9.1). Moreover, we see f = (n  1) on the set where r 6= 0.
We also prove the inequality (1.27) in Theorem 1.10:
Proposition 9.4 ([48]). Suppose that M is compact. Let p 2 (1;1). Let  and 
satisfy the convex-ball-condition. For N 2 ( 1; 1], suppose RicNf;M  (n  1) e
 4f
n 1
and Hf;@M  (n  1)e
 2f
n 1 . For  2 R, suppose f  (n  1). Then we have (1:27).
Proof. A standard argument implies 0;p(B
n
;) = p;n;;;C; . Let '^ : [0; C;]! R
be a non-zero function satisfying (1.23) for  = p;n;;;C; , and let '^j(0;C;] > 0.
It holds that '^0j[0;C;) > 0. By Proposition 6.3, we have D(M;@M)  C;. Put
 := '^  @M;. Take a non-negative, non-zero smooth function  on M whose
support is compact and contained in IntM . By Lemma 9.1,
kr kp  krkp 2g  r   p1 p ;r (9.7)
on IntM nCut @M . We notice that  and  satisfy the model-condition. From (9.7)
and Proposition 5.5, it follows that
e2p
Z
M
kr kp dmf  e2p
Z
M
krkp 2g  r   p1 p ;r dmf
  
Z
M
 p1 p
 
'^0
p 10  Hn;;  '^0p 1  @M; dmf
= p;n;;;C;
Z
M
 p dmf :
We obtain Rf;p( )  e 2pp;n;;;C; . This proves the proposition. 2
Remark 9.4. In Proposition 9.4, we assume that there exists a non-negative, non-
zero smooth function  : M ! R whose support is compact and contained in
IntM such that Rf;p( ) = e
 2p0;p(Bn;). Then the equality in (9.7) holds on
IntM nCut @M . Hence for some constant c 6= 0 we have  = c onM (see Remark
9.1); moreover, we have the equality in Proposition 5.5 (see Remark 5.6).
Furthermore, by Proposition 5.9, we have the following:
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Proposition 9.5 ([47]). Suppose that M is compact. Let p 2 (1;1). Let  and
 satisfy the subharmonic-condition. For N 2 ( 1; 1], suppose RicNf;M   and
Hf;@M  . For D > 0, suppose D(M;@M)  D. Then f;p(M)  p;n;0;0;D.
Proof. Let '^ : [0; D]! R be a non-zero function satisfying (1.23) for  = p;n;0;0;D,
and let '^j(0;D] > 0. We see '^0j[0;D) > 0. Put  := '^  @M . Take a non-negative,
non-zero smooth function  onM whose support is compact and contained in IntM .
By Lemma 9.1
kr kp  krkp 2g  r   p1 p ;r (9.8)
on IntM n Cut @M . From (9.8) and Proposition 5.9 we deriveZ
M
kr kp dmf 
Z
M
krkp 2g  r   p1 p ;r dmf
  
Z
M
 p1 p
 
'^0
p 10  @M; dmf
= p;n;0;0;D
Z
M
 p dmf :
This implies Rf;p( )  p;n;0;0;D. We arrive at the desired inequality. 2
Remark 9.5. In Proposition 9.5, we assume that there exists a non-negative, non-
zero smooth function  :M ! R whose support is compact and contained in IntM
such that Rf;p( ) = p;n;0;0;D. Then the equality in (9.8) holds on IntM nCut @M .
Hence for some constant c 6= 0 we have  = c on M (see Remark 9.1); moreover,
we have the equality in Proposition 5.9 (see Remark 5.8).
9.2 Equality cases
We recall the following fact for eigenfunctions of the weighted p-Laplacian.
Proposition 9.6 ([46], [51]). Let  : M ! R be a smooth function. Suppose that
M is compact. Let p 2 (1;1). Then there exists a non-negative, non-zero function
 in W 1;p0 (M;m) such that R;p( ) = ;p(M). Moreover, for some  2 (0; 1) the
function  is C1;-Holder continuous.
Proposition 9.6 is well-known in the case of  = 0. In that case, the existence
follows from the standard compactness argument, and the regularity follows from
the results by Tolksdorf in [51]. The method of the proof also works in our setting.
For D > 0, we put SD(@M) := fx 2M j @M (x) = D g.
Kasue [25] has shown the following in the proof of Theorem 2.1 in [25]:
Proposition 9.7 ([25]). Let M be compact. Suppose that for some D 2 (0; C;) we
have Cut @M = SD(@M). For each z 2 @M , choose an orthonormal basis fez;ign 1i=1
of Tz@M . Let fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions
Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. Assume further that for all z 2 @M and i we
have Yz;i = s;Ez;i on [0; D], where fEz;ign 1i=1 are the parallel vector elds along
z with initial condition Ez;i(0) = ez;i. Then  and  satisfy the model-condition,
M is isometric to a (; )-equational model space, and D = D;(M).
We now prove Theorem 1.8
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Proof of Theorem 1.8. LetM be compact. Let p 2 (1;1). For N 2 [n;1), suppose
RicNf;M  (N   1) and Hf;@M  (N   1). For D 2 (0; C;] n f1g, suppose
D(M;@M)  D. By Proposition 9.2, we have (1.24).
Assume that the equality in (1.24) holds. By applying Proposition 9.6 to the
function f , there exists a non-negative, non-zero function  in W 1;p0 (M;mf ) such
that Rf;p( ) = p;N;;;D, and  is C
1;-Holder continuous onM . Let '^ : [0; D]! R
be a non-zero function satisfying (1.23) for  = p;N;;;D, and let '^j(0;D] > 0. Put
 := '^  @M . Then  coincides with a constant multiplication of  on M (see
Remark 9.2); in particular,  is also C1;-Holder continuous.
Fix a point z 2 @M . Choose an orthonormal basis fez;ign 1i=1 of Tz@M . Let
fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions Yz;i(0) = ez;i and
Y 0z;i(0) =  Auzez;i. For all i we see Yz;i = s;Ez;i on [0; (z)], where fEz;ign 1i=1 are
the parallel vector elds along z with initial condition Ez;i(0) = ez;i. Moreover,
f  z = f(z)  (N   n) log s; on [0; (z)] (see Remark 9.2).
Let D = C;. Since D is nite,  and  satisfy the ball-condition and D = C;.
There exists x0 2 M such that @M (x0) = D(M;@M). Note that x0 belongs to
Cut @M . Now, we prove @M (x0) = C;. We assume @M (x0) < C;. Let z0
be a foot point on @M of x0. From the property of Jacobi elds, x0 is not the
rst conjugate point of @M along z0 . Hence @M is not dierentiable at x0. Since
 is C1;-Holder continuous, we see '^(@M (x0)) = 0. From '^j[0;D) > 0 we deduce
@M (x0) = D. This contradictsD = C;. Therefore, @M (x0) = C;. By Theorem
1.1, M is isometric to Bn; and N = n.
Let D 2 (0; C;). We prove Cut @M = SD(@M). Since D(M;@M)  D,
we see SD(@M)  Cut @M . We show the opposite. Take x0 2 Cut @M . By the
property of Jacobi elds, @M is not dierentiable at x0. The regularity of  implies
'^(@M (x0)) = 0; in particular, @M (x0) = D. We have Cut @M = SD(@M). By
Proposition 9.7,  and  satisfy the model-condition, M is isometric to a (; )-
equational model space, and D = D;(M). From  = D;(M) on @M , it follows
that f  z = f(z)  (N   n) log s; on [0; D;(M)] for all z 2 @M . We complete
the proof of Theorem 1.8. 2
Remark 9.6. In the case where f = 0; N = n and p = 2, Kasue [25] has proved
Theorem 1.8 relying on the approximation theorem obtained by Greene and Wu
[16]. It seems that the approximation theorem in [16] does not work in our non-
linear case of p 6= 2.
We next prove Theorem 1.9.
Proof of Theorem 1.9. Let M be compact, and let f be @M -radial. Let p 2 (1;1).
For N 2 ( 1; 1], suppose RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 .
For  2 R, we suppose f  (n   1) on M . For D 2 (0; C;] n f1g, we suppose
Df (M;@M)  D. By Proposition 9.3, we have (1.26).
Assume that the equality in (1.26) holds. Applying Proposition 9.6 to the func-
tion (n + 1)(n   1) 1f , we see that there exists a non-negative, non-zero function
 in W 1;p0 (M;mn+1
n 1f
) such that Rn+1
n 1f;p
( ) = e 2pp;n;;;D and  is C1;-Holder
continuous on M . Let '^ : [0; D] ! R be a non-zero function satisfying (1.23) for
 = p;n;;;D, and let '^j(0;D] > 0. Put  := '^  @M;f . Then  coincides with
a constant multiplication of  on M (see Remark 9.3). Since '^0j[0;D) > 0, we see
r 6= 0 on IntM n Cut @M ; in particular, r 6= 0 on IntM n Cut @M . We obtain
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f = (n   1) on M (see Remark 9.3). For the inmum RicM of Ricg on the unit
tangent bundle of M , and for H@M := infz2@M Hz, we have
RicM  (n  1)e 4; H@M  (n  1)e 2; D(M;@M)  De2;
and
0;p(M) = e
 2pp;n;;;D = p;n;e 4;e 2;De2 :
By Theorem 1.8, M is isometric to a
 
e 4; e 2

-equational model space. We
complete the proof of Theorem 1.9. 2
Furthermore, we prove Theorem 1.10.
Proof of Theorem 1.10. Suppose that M is compact. Let p 2 (1;1). Let  and 
satisfy the convex-ball-condition. For N 2 ( 1; 1], suppose RicNf;M  (n 1) e
 4f
n 1
and Hf;@M  (n   1)e
 2f
n 1 . For  2 R, suppose f  (n   1) on M . Proposition
9.4 implies (1.27).
Assume that the equality in (1.27) holds. Note that 0;p(B
n
;) = p;n;;;C; .
By Proposition 9.6, there exists a non-negative, non-zero function  inW 1;p0 (M;mf )
such that Rf;p( ) = e
 2pp;n;;;C; , and  is C
1;-Holder continuous on M . Let
'^ : [0; C;]! R be a non-zero function satisfying (1.23) for  = p;n;;;C; , and let
'^j(0;C;] > 0. Proposition 6.3 tells us that D(M;@M)  C;. Let  := '^  @M;.
In this case,  coincides with a constant multiplication of  on M (see Remark
9.4); in particular,  is also C1;-Holder continuous.
Fix z 2 @M . Let us choose an orthonormal basis fez;ign 1i=1 of Tz@M . Let
fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions Yz;i(0) = ez;i and
Y 0z;i(0) =  Auzez;i. For all i we see Yz;i = F;;z Ez;i on [0; (z)], where fEz;ign 1i=1
are the parallel vector elds along z with initial condition Ez;i(0) = ez;i. Moreover,
f  z = (n  1) on [0; (z)] (see Remark 9.4).
We prove D(M;@M) = C; by contradiction. Assume D(M;@M) < C;.
Since M is compact, for some x0 2M we have @M;(x0) = D(M;@M). The point
x0 belongs to Cut @M . Take a foot point z0 on @M of x0. By @M;(x0) < C;,
and by the property of Jacobi elds, x0 is not the rst conjugate point of @M along
z0 . Hence @M; is not dierentiable at x0. Since  is C
1;-Holder continuous
on M , we have '^0(@M;(x0)) = 0. This contradicts '^0j[0;C;) > 0. We obtain
D(M;@M) = C;. Due to Theorem 1.3, M is isometric to B
n
e 4;e 2 , and
f = (n  1) on M . We conclude Theorem 1.10. 2
Let us suppose thatM is compact. We say that M is isometric to an F0;0-model
space if M is isometric to either (1) for a connected component @M1 of @M , the
twisted product [0; 2D(M;@M)] F0;0 @M1; or (2) for an involutive isometry  of
@M without xed points, the quotient space
 
[0; 2D(M;@M)]F0;0 @M

=G, where
G denotes the isometry group on [0; 2D(M;@M)]F0;0 @M of the identity and the
involute isometry ^ dened by ^(t; z) := (2D(M;@M)   t; (z)). Now, we notice
that if M is isometric to an F0;0-model space, and if for every point z 2 @M the
function f  z is constant on the interval [0; D(M;@M)], then M is isometric to a
(0; 0)-equational model space.
For the proof of Theorem 9.9, we show the following:
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Lemma 9.8 ([47]). Let M be compact. Let  and  satisfy the subharmonic-
condition. For N 2 ( 1; 1], suppose RicNf;M  , and Hf;@M  . For D > 0,
suppose Cut @M = SD(@M). For each z 2 @M , choose an orthonormal basis
fez;ign 1i=1 of Tz@M , and let fYz;ign 1i=1 be the @M -Jacobi elds along z with initial
conditions Yz;i(0) = ez;i and Y
0
z;i(0) =  Auzez;i. Assume further that for all i we
have Yz;i = F0;0;z Ez;i on [0; D], where fEz;ign 1i=1 are the parallel vector elds along
z with initial condition Ez;i(0) = ez;i. Then M is isometric to an F0;0-model space.
Proof. We rst assume that @M is disconnected. Let f@Migi=1;2;::: denote the
connected components of @M . Put D1 := infi=2;3;::: dM (@M1; @Mi). By Theo-
rem 7.16, there exists a connected component @M1 such that M is isometric to
[0; D1] F0;0 @M1. From Cut @M = SD(@M), it follows that D(M;@M) = D and
D1 = 2D. We conclude that M is isometric to an F0;0-model space.
We next assume that @M is connected. By Cut @M = SD(@M), we have
D(M;@M) = D. By the property of Jacobi elds, SD(@M) is a smooth hyper-
surface in M , and every point in SD(@M) has two distinct foot points on @M . For
every z 2 @M , the vector 0z(D) is orthogonal to SD(@M). Hence the number of foot
points on @M of z(D) is equal to two. Dene an involutive isometry  : @M ! @M
without xed points by (z) := z^, where z^ denotes the foot point on @M of z(D)
that is dierent from z. Furthermore, we dene a map  : [0; 2D]@M !M as fol-
lows: If t 2 [0; D], then (t; z) := z(t); if t 2 (D; 2D], then (t; z) := (z)(2D  t).
We see that  is surjective and continuous. For all z 2 @M and t 2 [0; 2D] we have
(t; z) = (2D   t; (z)). Since for all z 2 @M and i we have Yz;i = F0;0;z Ez;i
on [0; D], the map j[0;D) gives an isometry between (UD(@M); g) and the twisted
product space [0; D) F0;0 @M . Therefore, M is isometric to the quotient space 
[0; 2D]F0;0 @M

=G, where G is the isometry group on [0; 2D]F0;0 @M of the
identity and the involute isometry ^ dened by ^(t; z) := (2D   t; (z)). This
implies that M is isometric to an F0;0-model space. 2
For the equality case of Proposition 9.5, we have the following:
Theorem 9.9 ([47]). Let M be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
M is compact. Let p 2 (1;1). Let  and  satisfy the subharmonic-condition.
For N 2 ( 1; 1], suppose RicNf;M   and Hf;@M  . For D > 0, suppose
D(M;@M)  D. Then we have
f;p(M)  p;n;0;0;D: (9.9)
If the equality in (9:9) holds, then we have D(M;@M) = D, and M is isometric to
an F0;0-model space; moreover, if N 2 ( 1; 1), then for every point z 2 @M the
function f  z is constant on the interval [0; D]; in particular, M is isometric to a
(0; 0)-equational model space.
Proof. From Proposition 9.5 we deduce (9.9). Assume that the equality in (9.9)
holds. Proposition 9.6 implies that there exists a non-negative, non-zero function  
in W 1;p0 (M;mf ) such that Rf;p( ) = p;n;0;0;D, and  is C
1;-Holder continuous on
M . Let '^ : [0; D]! R be a non-zero function satisfying (1.23) for  = p;n;0;0;D, and
let '^j(0;D] > 0. Put  := '^  @M . Then  coincides with a constant multiplication
of  on M (see Remark 9.5); in particular,  is also C1;-Holder continuous.
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We x z 2 @M , and choose an orthonormal basis fez;ign 1i=1 of Tz@M . Let
fYz;ign 1i=1 be the @M -Jacobi elds along z with initial conditions Yz;i(0) = ez;i and
Y 0z;i(0) =  Auzez;i. For all i we see Yz;i = F0;0;z Ez;i on [0; (z)], where fEz;ign 1i=1
are the parallel vector elds along z with initial condition Ez;i(0) = ez;i. Moreover,
if N 2 ( 1; 1), then f  z is constant on [0; (z)] (see Remark 9.5).
We show Cut @M = SD(@M). From D(M;@M)  D we deduce that SD(@M)
is contained in Cut @M . We prove the opposite. Take x0 2 Cut @M . By the
property of Jacobi elds, @M is not dierentiable at x0. From the regularity of
, it follows that '^0(@M (x0)) = 0; in particular, @M (x0) = D. Hence we have
Cut @M = SD(@M). This implies D(M;@M) = D. By using Lemma 9.8, we
complete the proof of Theorem 9.9. 2
Let us suppose that M is compact. We say that M is isometric to a warped
model space if there exist a function f0 : [0; 2D(M;@M)] ! R, and a Riemannian
metric h0 on @M such that M is isometric to either (1) for a connected compo-
nent @M1 of @M , the warped product
 
[0; 2D(M;@M)]  @M1; dt2 + e2
f0(t)
n 1 h0

; or
(2) for an involutive isometry  of @M without xed points, the quotient space 
[0; 2D(M;@M)]  @M; dt2 + e2 f0(t)n 1 h0

=G, where G is the isometry group on 
[0; 2D(M;@M)] @M; dt2 + e2 f0(t)n 1 h0

of the identity and the involute isometry ^
dened as ^(t; z) := (2D(M;@M)  t; (z)).
By Proposition 2.10, we have the following corollary of Theorem 9.9:
Corollary 9.10 ([47]). Let M be an n-dimensional, connected complete Rieman-
nian manifold with boundary, and let f : M ! R be a smooth function. Suppose
that M is compact. Let p 2 (1;1). Suppose Ric1f;M  0 and Hf;@M  0. For
D > 0, suppose D(M;@M)  D. Then we have
f;p(M)  p;n;0;0;D: (9.10)
If the equality in (9:10) holds, then M is isometric to a warped model space.
9.3 Explicit lower bounds
By 2;N;0;0;D = 
2(2D) 2, we have the following corollary of Theorem 1.9:
Corollary 9.11 ([48]). Let M be an n-dimensional, connected complete Rieman-
nian manifold with boundary, and let f : M ! R be a smooth function. Suppose
that M is compact, and f is @M -radial. For N 2 ( 1; 1], suppose RicNf;M  0
and Hf;@M  0. For  2 R, suppose f  (n   1) on M . For D > 0, suppose
Df (M;@M)  D. Then
n+1
n 1f;2
(M)  
2
4 e4D2
: (9.11)
If the equality in (9:11) holds, thenM is isometric to a (0; 0)-equational model space,
and f = (n  1) on M .
When f = 0 and  = 0, Li and Yau [32] have obtained the estimate (9.11).
Furthermore, we have the following corollary of Theorem 9.9:
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Corollary 9.12 ([47]). Let M be a connected complete Riemannian manifold with
boundary, and let f :M ! R be a smooth function. Suppose that M is compact. Let
 and  satisfy the subharmonic-condition. For N 2 ( 1; 1], suppose RicNf;M  
and Hf;@M  . For D > 0, suppose D(M;@M)  D. Then
f;2(M)  
2
4D2
: (9.12)
If the equality in (9:12) holds, then D(M;@M) = D, and M is isometric to an F0;0-
model space; moreover, if N 2 ( 1; 1), then for every z 2 @M the function f z is
constant on [0; D]; in particular, M is isometric to a (0; 0)-equational model space.
Kasue [25] has proved the following estimate (see Lemma 1.3 in [25]):
Lemma 9.13 ([25]). For all N 2 (1;1) and D 2 (0; C;] n f1g, we have
2;N;;;D >

4 max
a2[0;D]
Z D
a
sN 1; (b) db
Z a
0
s1 N; (b) db
 1
:
From Lemma 9.13 we derive the following corollary of Theorem 1.8:
Corollary 9.14 ([46]). Let M be an n-dimensional, connected complete Rieman-
nian manifold with boundary, and let f :M ! R be a smooth function. Suppose that
M is compact. For N 2 [n;1), suppose RicNf;M  (N  1) and Hf;@M  (N  1).
For D 2 (0; C;] n f1g, suppose D(M;@M)  D. Then we have
f;2(M) >

4 max
a2[0;D]
Z D
a
sN 1; (b) db
Z a
0
s1 N; (b) db
 1
:
Furthermore, we have the following corollary of Theorem 1.9:
Corollary 9.15 ([48]). Let M be an n-dimensional, connected complete Rieman-
nian manifold with boundary, and let f : M ! R be a smooth function. Let M be
compact, and let f be @M -radial. For N 2 ( 1; 1], suppose RicNf;M  (n 1) e
 4f
n 1
and Hf;@M  (n   1)e
 2f
n 1 . For  2 R, suppose f  (n   1) on M . For
D 2 (0; C;] n f1g, suppose Df (M;@M)  D. Then we have
n+1
n 1f;2
(M) >

4 e4 max
a2[0;D]
Z D
a
sn 1; (b) db
Z a
0
s1 n; (b) db
 1
:
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Chapter 10
Spectrum rigidity
In this chapter, we present lower bounds for the spectrum of the weighted p-
Laplacian, and conclude spectrum rigidity theorems. For a relatively compact do-
main 
 in M whose boundary @
 is a smooth hypersurface in M , we show upper
estimates for the ratio of mf (
) to mf;@
(@
), where for the canonical Rieman-
nian volume measure vol@
 on @
, we put mf;@
 := e
 f j@
 vol@
. From the area
estimates and the relationship between the isoperimetric constant and the Sobolev
constant we derive the lower bounds for the spectrum.
10.1 Area estimates
We prove the following area estimate:
Proposition 10.1 ([46]). For N 2 [n;1), suppose that we have RicNf;M  (N 1)
and Hf;@M  (N   1). Let 
 be a relatively compact domain in M such that @

is a smooth hypersurface in M satisfying @
 \ @M = ;. We put
D1(
) := inf
x2

@M (x); D2(
) := sup
x2

@M (x):
Then we have
mf (
)  sup
t2(D1(
);D2(
))
R D2(
)
t s
N 1
; (a) da
sN 1; (t)
mf;@
 (@
):
Proof. Dene a function '^ : [D1(
); D2(
)]! R by
'^(t) :=
Z t
D1(
)
R D2(
)
a s
N 1
; (b) db
sN 1; (a)
da:
Put  := '^  @M . By Lemma 5.1, on 
 n Cut @M we have
f    
 
'^00  HN;; '^0
  @M = 1: (10.1)
By Lemma 3.10, there exists a sequence f
kgk2N of compact subsets of the clo-
sure 
 of 
 such that for every k, the boundary @
k of 
k is a smooth hypersurface
in M except for a null set in (@
;mf;@
), and satisfying the following: (1) for all
k1; k2 2 N with k1 < k2, we have 
k1  
k2 ; (2) 
 n Cut @M =
S
k2N 
k: (3) for
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every k 2 N, and for almost every point x 2 @
k \ @
 in (@
;mf;@
), there exists
a unique unit outer normal vector for 
k at x that coincides with the unit outer
normal vector on @
 for 
 at x; (4) for every k 2 N, on @
k n @
, there exists a
unique unit outer normal vector eld k for 
k such that g(k;r@M )  0.
For the canonical Riemannian volume measure volk on @
k n @
, we put
mf;k := e
 f j@
kn@
 volk :
Let @
 be the unit outer normal vector on @
 for 
. Integrate the both sides of
(10.1) on 
k. By the Green formula,
mf (
k) 
Z

k
f  dmf
=  
Z
@
kn@

g(k;r) dmf;k  
Z
@
k\@

g(@
;r) dmf;@
:
Since g(k;r)  0 on @
k n @
, we have
mf (
k)   
Z
@
k\@

g(@
;r) dmf;@
:
From the Cauchy-Schwarz inequality we derive
mf (
k) 
Z
@
k\@

 
'^0  @M
 jg(@
;r@M )j dmf;@

 sup
t2(D1(
);D2(
))
'^0(t)mf;@
 (@
):
By letting k !1, we complete the proof. 2
Kasue [26] has obtained Proposition 10.1 in the case where f = 0 and N = n.
Under the curvature bound (1.4), we have the following:
Proposition 10.2 ([48]). Let us assume that  and  satisfy the monotone-condition.
For N 2 ( 1; 1], suppose RicNf;M  (n  1) e
 4f
n 1 and Hf;@M  (n  1)e
 2f
n 1 . For
 2 R, suppose f  (n   1) on M . Let 
 be a relatively compact domain in M
such that @
 is a smooth hypersurface in M satisfying @
 \ @M = ;. For  2 R,
we put
D;1(
) := inf
x2

@M;(x); D;2(
) := sup
x2

@M;(x):
Then we have
mf (
)  e2 sup
s2(D;1(
);D;2(
))
R D;2(
)
s s
n 1
; (a) da
sn 1; (s)
mf;@
 (@
):
Proof. We dene a function '^ : [D;1(
); D;2(
)]! R by
'^(s) :=
Z s
D;1(
)
R D;2(
)
a s
n 1
; (b) db
sn 1; (a)
da;
and we put  := '^  @M;. Lemma 5.4 tells us that on 
 n Cut @M we see
f    e 4
 
'^00  Hn;; '^0
  @M; = e 4: (10.2)
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By Lemma 3.10, there exists a sequence f
kgk2N of compact subsets of the clo-
sure 
 of 
 such that for every k, the boundary @
k of 
k is a smooth hypersurface
in M except for a null set in (@
;mf;@
), and satisfying the following: (1) for all
k1; k2 2 N with k1 < k2, we have 
k1  
k2 ; (2) 
 n Cut @M =
S
k2N 
k: (3) for
every k 2 N, and for almost every point x 2 @
k \ @
 in (@
;mf;@
), there exists
a unique unit outer normal vector for 
k at x that coincides with the unit outer
normal vector on @
 for 
 at x; (4) for every k 2 N, on @
k n @
, there exists a
unique unit outer normal vector eld k for 
k such that g(k;r@M )  0.
For the canonical Riemannian volume measure volk on @
k n @
, let
mf;k := e
 f j@
kn@
 volk :
Let @
 be the unit outer normal vector on @
 for 
. Integrate the both sides of
(10.2) on 
k. Using the Green formula, we have
e 4mf (
k) 
Z

k
f  dmf
=  
Z
@
kn@

g(k;r) dmf;k  
Z
@
k\@

g(@
;r) dmf;@
:
We have g(k;r)  0 on @
k n @
, and hence
e 4mf (
k)   
Z
@
k\@

g(@
;r) dmf;@
:
The Cauchy-Schwarz inequality implies
e 4mf (
k) 
Z
@
k\@

 
'^0  @M;
 jg(@
;r@M;)j dmf;@

 e 2 sup
s2(D;1(
);D;2(
))
'^0(s)mf;@
 (@
):
Letting k !1, we obtain the desired inequality. 2
10.2 Spectrum estimates
For  > 0, the f -Dirichlet -isoperimetric constant ID(M;mf ) of M is dened as
ID(M;mf ) := inf


mf;@
(@
)
(mf (
))
1=
;
where the inmum is taken over all relatively compact domains 
 inM such that @

are smooth hypersurfaces in M satisfying @
\ @M = ;. The f-Dirichlet -Sobolev
constant SD(M;mf ) of M is dened as
SD(M;mf ) := inf
2W 1;10 (M;mf )nf0g
R
M krk dmf R
M jj dmf
1= ;
where the inmum is taken over all non-zero functions  in W 1;10 (M;mf ).
Recall the following relationship between the isoperimetric constant and the
Sobolev constant that has been formally established by Federer and Fleming in [15]
(see e.g., [7], [31]), and later used by Cheeger in [8] for the estimate of the rst
Dirichlet eigenvalue of the Laplacian.
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Proposition 10.3 ([15]). For all  > 0 we have
ID(M;mf ) = SD(M;mf ):
A proof of Proposition 10.3 has been given in [31] in the case of f = 0 (see
Theorem 9.5 in [31]). The method of the proof also works in our weighted setting.
For N 2 (1;1) and D 2 (0; C;], we put
C(N;; ;D) := sup
t2[0;D)
R D
t s
N 1
; (a) da
sN 1; (t)
: (10.3)
Note that C(N;; ;1) is nite if and only if  < 0 and  =pjj; in this case,
C(N;; ;D) = ((N   1)) 1

1  e (N 1)D

:
From Proposition 10.1 we derive the following spectrum estimate:
Theorem 10.4 ([46]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
@M is compact. Let p 2 (1;1). For N 2 [n;1), suppose RicNf;M  (N   1) and
Hf;@M  (N   1). For D 2 (0; C;], suppose D(M;@M)  D. Then
f;p(M)  ( pC(N;; ;D) ) p;
where C(N;; ;D) is the constant dened as (10:3).
Proof. Let 
 be a relatively compact domain inM such that @
 is a smooth hyper-
surface in M with @
 \ @M = ;. Set C := C(N;; ;D). Proposition 10.1 implies
mf (
)  Cmf;@
(@
). By Proposition 10.3, we obtain SD1(M;mf )  C 1. For
all  2W 1;10 (M;mf ) we haveZ
M
jj dmf  C
Z
M
krk dmf : (10.4)
Let  be a non-zero function in W 1;p0 (M;mf ). Put q := p (1   p) 1. In (10.4),
by replacing  with j jp, and by the Holder inequality, we seeZ
M
j jp dmf  pC
Z
M
j jp 1 kr k dmf
 pC
Z
M
j jp dmf
1=q Z
M
kr kp dmf
1=p
:
Considering the Rayleigh quotient Rf;p( ), we complete the proof. 2
Under the curvature bound (1.4), we have the following:
Theorem 10.5 ([48]). LetM be an n-dimensional, connected complete Riemannian
manifold with boundary, and let f : M ! R be a smooth function. Suppose that
@M is compact. Let p 2 (1;1). Let  and  satisfy the monotone-condition. For
N 2 ( 1; 1], suppose RicNf;M  (n   1) e
 4f
n 1 and Hf;@M  (n   1)e
 2f
n 1 . For
 2 R, suppose f  (n   1) on M . For D 2 (0; C;], suppose D(M;@M)  D.
Then we have
f;p(M)  ( p e2 C(n; ; ;D) ) p;
where C(n; ; ;D) is the constant dened as (10:3).
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Proof. Let 
 be a relatively compact domain in M such that @
 is a smooth hy-
persurface in M with @
 \ @M = ;. If we put C := e2 C(n; ; ;D), then by
Proposition 10.2, we have mf (
)  Cmf;@
(@
). From Proposition 10.3 we de-
rive SD1(M;mf )  C 1 , and hence for all  2W 1;10 (M;mf ) we seeZ
M
jj dmf  C
Z
M
krk dmf : (10.5)
Let  be a non-zero function inW 1;p0 (M;mf ), and let q := p (1 p) 1. In (10.5),
we replace  with j jp. Using the Holder inequality, we haveZ
M
j jp dmf  pC
Z
M
j jp 1 kr k dmf
 pC
Z
M
j jp dmf
1=q Z
M
kr kp dmf
1=p
:
By considering the Rayleigh quotient Rf;p( ), we obtain the desired inequality. 2
10.3 Spectrum rigidity
We prove Theorem 1.11.
Proof of Theorem 1.11. Suppose that @M is compact. Let p 2 (1;1). Let  < 0
and  :=
pjj. For N 2 [n;1), suppose RicNf;M  (N 1) and Hf;@M  (N 1).
We see C(N;; ;D) = ((N   1)) 1  1  e (N 1)D, where C(N;; ;D) is
dened as (10:3). Note that the right hand side is monotone increasing as D !1.
Put D^ := D(M;@M). From Theorem 10.4 we derive
f;p(M)  ( pC(N;; ; D^) ) p 

(N   1)
p
p
:
We obtain (1.28).
Assume that the equality in (1.28) holds. By the monotonicity of C(N;; ;D)
with respect to D, we have D^ = 1. Since @M is compact, Lemma 3.6 tells us
that M is non-compact. Due to Corollary 7.5, we conclude Theorem 1.11. This
completes the proof of Theorem 1.11. 2
Next, we prove Theorem 1.12.
Proof of Theorem 1.12. Suppose that @M is compact. Let p 2 (1;1). Let  < 0
and  :=
pjj. For N 2 ( 1; 1], suppose that we have RicNf;M  (n   1) e 4fn 1
and Hf;@M  (n  1)e
 2f
n 1 . For  2 R, suppose f  (n  1) on M .
It holds that C(n; ; ;D) = ((n  1)) 1  1  e (n 1)D. The right hand side
is monotone increasing as D !1. Set D := D(M;@M). By Theorem 10.5,
f;p(M)  e 2p ( pC(n; ; ;D) ) p  e 2p

(n  1)
p
p
:
This proves (1.29).
Assume that the equality in (1.29) holds. From the monotonicity of C(n; ; ;D),
it follows that D =1; in particular, D(M;@M) =1. By Lemma 3.6, M is non-
compact. Using Corollary 7.6, we complete the proof of Theorem 1.12. 2
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Chapter 11
Segment inequalities and
eigenvalue estimates
In this chapter, we show a segment inequality of Cheeger-Colding type under the
assumption that RicM  (n   1) and H@M  (n   1), where RicM denotes the
inmum of Ricg on the unit tangent bundle ofM , and letH@M := infz2@M Hz. Using
the segment inequality, we give a lower bound of the smallest Dirichlet eigenvalue for
the p-Laplacian that is controlled by a constant dened as follows: For N 2 (1;1)
and D 2 (0; C;],
C1(N;; ;D) := sup
a2(0;D)
sup
b2(0;a)
sN 1; (a)
sN 1; (b)
: (11.1)
11.1 Segment inequalities
We prove the following segment inequality of Cheeger-Colding type:
Proposition 11.1 ([45]). Suppose RicM  (n   1) and H@M  (n   1). For
D 2 (0; C;] n f1g, suppose D(M;@M)  D. Let  : M ! R be a non-negative
integrable function on M , and dene a function E :M ! R by
E(x) := inf
z2@M
Z @M (x)
0
(z(a)) da; (11.2)
where the inmum is taken over all foot points z on @M of x. ThenZ
M
E d volg  C1(n; ; ;D)D
Z
M
d volg; (11.3)
where C1(n; ; ;D) is the constant dened as (11:1).
Proof. Put C1 := C1(n; ; ;D). By Lemma 4.4, for all z 2 @M and a 2 (0; (z))
we see
E(z(a)) (a; z)  C1
Z a
0
(z(b)) (b; z) db: (11.4)
Integrating the both sides of (11.4) over (0; (z)) with respect to a, we haveZ (z)
0
E(z(a)) (a; z) da  C1D
Z (z)
0
(z(b)) (b; z) db: (11.5)
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We integrate the both sides of (11.5) over @M with respect to z. By Lemma 3.5
and the Fubini theorem, we arrive at the desired inequality (11.3). 2
11.2 Poincare inequalities
From Proposition 11.1 we derive the following Poincare inequality:
Lemma 11.2 ([45]). Suppose that we have RicM  (n  1) and H@M  (n  1).
For D 2 (0; C;] n f1g, suppose D(M;@M)  D. Let  : M ! R be a smooth
integrable function on M with  j@M = 0. Assume
R
M kr k d volg <1. ThenZ
M
j j d volg  C1(n; ; ;D)D
Z
M
kr k d volg; (11.6)
where C1(n; ; ;D) is dened as (11:1).
Proof. Put  := kr k, and let E be the function dened as (11.2). Using the
Cauchy-Schwarz inequality and  j@M = 0, for each x 2 D@M we see
j (x)j = j (x)   (z)j 
Z @M (x)
0
g(r ; 0z(t)) dt  E(x);
where z denotes a unique foot point on @M of x. We integrate the both sides over
D@M with respect to x. By Propositions 3.9 and 11.1, we obtain (11.6). 2
11.3 Eigenvalue estimates
As one of the applications of our segment inequality, we have the following:
Proposition 11.3 ([45]). Suppose that M is compact. Let p 2 (1;1). Suppose
RicM  (n  1) and H@M  (n  1). For D 2 (0; C;], suppose D(M;@M)  D.
Then we have
0;p(M)  (pC1(n; ; ;D)D) p; (11.7)
where C1(n; ; ;D) is dened as (11:1).
Proof. Let  be a non-zero function in W 1;p0 (M; volg). We may assume that  is
smooth on M . Put q := p (1  p) 1. In Lemma 11.2, by replacing  with j jp, and
by the Holder inequality, we seeZ
M
j jp d volg  pC1(n; ; ;D)D
Z
M
j jp 1 kr k d volg
 pC1(n; ; ;D)D
Z
M
j jp d volg
1=q Z
M
kr kp d volg
1=p
:
Considering the Rayleigh quotient, we conclude (11.7). 2
Remark 11.1. Proposition 11.3 is weaker than Theorem 10.4 in the case where f = 0
and N = n. We can prove that the lower bound (pC1(n; ; ;D)D)
 p for 0;p in
Proposition 11.3 is at most the lower bound (pC(n; ; ;D)) p in Theorem 10.4.
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Chapter 12
Measure contraction properties
In this chapter, we study measure contraction properties of manifolds with bound-
ary. We prove a measure contraction inequality around the boundary under the
assumption that RicM  (n  1) and H@M  (n  1), where RicM is the inmum
of Ricg on the unit tangent bundle of M , and H@M := infz2@M Hz. By using the
measure contraction inequality, we give another proof of Theorem 8.15 in the case
where f = 0 and N = n.
12.1 Measure contraction inequalities
Let t 2 (0; 1). For a point x 2 M , we say that y 2 M is a t-extension point from
@M of x if y satises the following: (1) @M (x)=@M (y) = t; (2) there exists a foot
point z on @M of x with y = z(@M (y)). Let Wt denote the set of all points x 2M
of which there exists a t-extension point from @M .
We have the following property of t-extension points:
Lemma 12.1 ([45]). Let t 2 (0; 1). For every point x 2 Wt, there exists a unique
foot point on @M of x. In particular, every point x 2 Wt has a unique t-extension
point from @M .
Proof. Let x 2 Wt, and let y be a t-extension point from @M of x. We have
a foot point z on @M of x such that y = z(@M (y)). By @M (y)  (z) and
@M (x) = t@M (y), we have @M (x) < (z). Furthermore, Lemma 3.1 implies
x = z(@M (x)). By Lemma 3.3, z is a unique foot point on @M of x.
Suppose that for x, we have distinct t-extension points y1; y2 2 M from @M .
Then we have @M (y1) = @M (y2). For each i = 1; 2, we have a foot point zi on
@M of x such that yi = zi(@M (yi)). From y1 6= y2 we deduce z1 6= z2. This is a
contradiction since x has a unique foot point on @M . 2
Lemma 12.1 tells us that for t 2 (0; 1), we can dene a map t : Wt ! M
by t(x) := y, where y is a unique t-extension point from @M of x. We call t
the t-extension map from @M . We see that the t-extension map t from @M is
surjective and continuous.
For 
 M , we recall that z 2 @M is said to be a foot point on @M of 
 if there
exists x 2 
 such that z is a foot point on @M of x. We denote by (
) the set of
all foot points on @M of 
.
We prove the following property of the t-extension map from @M :
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Lemma 12.2 ([45]). For t 2 (0; 1), let t be the t-extension map from @M . Let 

be a subset of M . Then we have ( 1t (
)) = (
).
Proof. We show (
)  ( 1t (
)). Let z 2 (
). We have x 2 
 such that z is a
foot point on @M of x. We put xt := z(t@M (x)). It suces to show that z is a foot
point on @M of xt, and xt 2  1t (
). From Lemma 3.1 we deduce x = z(@M (x)).
Since @M (x)  (z), we have t@M (x) < (z). Lemma 3.3 implies that z is a
unique foot point on @M of xt. Furthermore, we see @M (xt) = t@M (x). It follows
that x is a t-extension point from @M of xt. By x = t(xt) and x 2 
, we obtain
xt 2  1t (
). This proves z 2 ( 1t (
)).
We next show the opposite. Let z 2 ( 1t (
)). We have a point x 2  1t (
)
such that z is a foot point on @M of x. Lemma 12.1 tells us that z is a unique foot
point on @M of x. We see t(x) = z(@M (t(x))), and hence @M (t(x))  (z).
We conclude that z is a foot point on @M of t(x). From t(x) 2 
 we derive
z 2 (
). This completes the proof. 2
For t 2 (0; 1), let t be the t-extension map from @M . For a subset 
 of M ,
and for z 2 (
), put
I
;t;z := f a 2 (0; t(z)) j z(a) 2  1t (
) g:
We have the following integration formula:
Lemma 12.3 ([45]). For t 2 (0; 1), let t be the t-extension map from @M . Suppose
that a subset 
 of M is measurable, and satises volg 
 1
t (
) <1. Then we have
volg 
 1
t (
) =
Z
(
)
Z
I
;t;z
(a; z) da d volh :
Proof. We put
A := f z(t(z)) 2  1t (
) j z 2 (
); (z) <1g;
B := f z(a) j z 2 (
); a 2 I
;t;zg:
Note that A and B are disjoint.
We prove  1t (
) n @M = A t B. The inclusion A t B   1t (
) n @M follows
from the denition of I
;t;z. We show the opposite. Take x 2  1t (
) n @M , and
a foot point z on @M of x. Lemma 3.1 implies x = z(@M (x)). From Lemma
12.2 we deduce z 2 (
). By x 2 Wt, and by Lemma 12.1, z is a unique foot
point on @M of x, and we have a unique t-extension point y 2 M from @M of x.
We see t@M (y) = @M (x) and y = z(@M (y)). From @M (y)  (z) we derive
@M (x)  t(z). We have the opposite inclusion.
We next prove that A is a null set of M . We put
bA := [
z2(
)
ft(z)uz j (z) <1g:
Note that A = exp?( bA). By Lemma 3.4, and by the Fubini theorem, the graph
f(z; t(z)) j z 2 @M; (z) < 1g of t is a null set of @M  [0;1). Since a map
 : @M  [0;1)! T?@M dened by (z; a) := auz is smooth, the set bA is also a
null set of T?@M . By the smoothness of exp?, the set A is a null set.
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By  1t (
) n @M = A tB and volg A = 0, it suces to show that
volg B =
Z
(
)
Z
I
;t;z
(a; z) da d volh :
Put bB := [
z2(
)
fauz j a 2 I
;t;zg:
Notice that bB is contained in TD@M n0(T?@M), and that B = exp?( bB). By Lemma
3.7, and by using the coarea formula and the Fubini theorem, we have
volg B = volg exp
?( bB) = Z
(
)
Z
I
;t;z
(a; z) da d volh :
Therefore, we obtain the desired formula. 2
We now prove the following measure contraction inequality:
Proposition 12.4 ([45]). Suppose RicM  (n   1) and H@M  (n   1). For
t 2 (0; 1), let t be the t-extension map from @M . Suppose that a subset 
 of M is
measurable. Then we have
volg 
 1
t (
)  t
Z


sn 1;  t@M
sn 1;  @M
d volg :
Proof. We may assume that volg 
 1
t (
) is nite. By Lemma 12.3, we see
volg 
 1
t (
) =
Z
(
)
Z
I
;t;z
(a; z) da d volh : (12.1)
From Lemma 8.1, for all z 2 (
) and a 2 I
;t;z we deduce
(t 1a; z)
(a; z)
 s
n 1
; (t
 1a)
sn 1; (a)
: (12.2)
Using (12.1) and (12.2), we have
volg 
 1
t (
) 
Z
(
)
Z
I
;t;z
sn 1; (a)
sn 1; (t 1a)
(t 1a; z) da d volh : (12.3)
For z 2 (
), we put
I
;z := f a 2 (0; (z)) j z(a) 2 
 g
that coincides with the set fb 2 (0; (z)) j tb 2 I
;t;zg. Putting b := t 1a in (12.3),
we derive
volg 
 1
t (
)  t
Z
(
)
Z
I
;z
sn 1; (tb)
sn 1; (b)
(b; z) db d volh : (12.4)
For the set
U :=
[
z2(
)
fauz j a 2 I
;zg;
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we show exp?(U) = 
 n (Cut @M [ @M). We see that the inclusion
exp?(U)  
 n (Cut @M [ @M)
follows from the denition of I
;z. We show the opposite inclusion. Take a point
x 2 
 n (Cut @M [ @M), and a foot point z on @M of x. Lemma 3.1 implies
x = z(@M (x)). From x =2 Cut @M [ @M we deduce @M (x) 2 (0; (z)). Since
z 2 (
), we have @M (x) 2 I
;z. This proves the opposite
The set U is contained in TD@M n 0(T?@M). By Lemma 3.7 and Proposition
3.9, and by using the coarea formula and the Fubini theorem, we obtain
t
Z
(
)
Z
I
;z
sn 1; (tb)
sn 1; (b)
(b; z) db d volh = t
Z
exp?(U)
sn 1;  t@M
sn 1;  @M
d volg (12.5)
= t
Z


sn 1;  t@M
sn 1;  @M
d volg :
Combining (12.4) and (12.5), we complete the proof. 2
12.2 Another proof of the relative volume comparison
For r;R > 0 with r < R, we put Ar;R(@M) := BR(@M) nBr(@M).
From Proposition 12.4 we derive the following:
Lemma 12.5 ([45]). Let @M be compact. Let t 2 (0; 1). Suppose RicM  (n  1)
and H@M  (n  1). Then for all R 2 (0; C;] n f1g and r 2 (0; R),
volg Ar;R(@M)
volg Atr;tR(@M)

 
t inf
a2(r;R)
sn 1; (ta)
sn 1; (a)
! 1
:
Proof. Let t be the t-extension map from @M . Put 
 := Ar;R(@M). For every
x 2  1t (
), we have
@M (x) = t @M (t(x)) 2 (tr; tR];
in particular,  1t (
)  Atr;tR(@M). By applying Proposition 12.4 to 
, we see
volg Atr;tR(@M)  volg  1t (
)  t inf
a2(r;R)
sn 1; (ta)
sn 1; (a)
volg 
:
We obtain the desired inequality. 2
Lemma 12.5 implies the following:
Lemma 12.6 ([45]). Suppose that @M is compact. Let r2 2 (0; C;] n f1g, and
let r1 2 (0; r2). Put t := r1=r2. For k 2 N, put r := tkr2. Suppose RicM  (n  1)
and H@M  (n  1). Then we have
volg Ar1;r2(@M)
volg Br(@M)

 1X
i=k
ti inf
a2(r1;r2)
sn 1; (t
ia)
sn 1; (a)
! 1
:
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Proof. It holds that Br(@M) n @M =
S1
i=k Atir1;tir2(@M): By Lemma 12.5, we see
volg Br(@M) =
1X
i=k
volg Atir1;tir2(@M)
 volg Ar1;r2(@M)
 1X
i=k
ti inf
a2(r1;r2)
sn 1; (t
ia)
sn 1; (a)
!
:
This proves the lemma. 2
Furthermore, we have the following:
Lemma 12.7. Suppose that @M is compact. Let t 2 (0; 1). Take l;m 2 N with
l < m. Suppose RicM  (n   1) and H@M  (n   1). Then for all r > 0 with
tl 1r 2 (0; C;] n f1g, we have
volg Btl 1r(@M)
volg Btm 1r(@M)

P1
j=l supa2(tjr;tj 1r) s
n 1
; (a)(t
j 1r   tjr)P1
i=m infa2(tir;ti 1r) s
n 1
; (a)(t
i 1r   tir) :
Proof. We x j 2 fl; : : : ;m  1g. Lemma 12.6 tells us that
volg Atjr;tj 1r(@M)
volg Btm 1r(@M)

0@ 1X
i=m j
ti inf
a2(tjr;tj 1r)
sn 1; (t
ia)
sn 1; (a)
1A 1

0@ 1X
i=m j
ti
infa2(tjr;tj 1r) s
n 1
; (t
ia)
supa2(tjr;tj 1r) s
n 1
; (a)
1A 1 :
We notice that0@ 1X
i=m j
ti
infa2(tjr;tj 1r) s
n 1
; (t
ia)
supa2(tjr;tj 1r) s
n 1
; (a)
1A 1 = tj supa2(tjr;tj 1r) sn 1; (a)P1
i=m t
i infa2(tir;ti 1r) s
n 1
; (a)
:
Hence we have
volg Btl 1r(@M)
volg Btm 1r(@M)
= 1 +
m 1X
j=l
volg Atjr;tj 1r(@M)
volg Btm 1r(@M)
 1 +
m 1X
j=l
tj supa2(tjr;tj 1r) s
n 1
; (a)P1
i=m t
i infa2(tir;ti 1r) s
n 1
; (a)

P1
j=l t
j supa2(tjr;tj 1r) s
n 1
; (a)P1
i=m t
i infa2(tir;ti 1r) s
n 1
; (a)
:
We complete the proof. 2
We give another proof of Theorem 8.15 in the case where f = 0 and N = n.
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Proof of Theorem 8.15. Suppose that @M is compact. Suppose RicM  (n   1)
and H@M  (n   1). Let r;R > 0 satisfy r  R. By Proposition 6.1, we may
assume that R 2 (0; C;] n f1g and r < R. Put r0 := Rr. Take a suciently large
L 2 N satisfying L 1 log r 2 (0; 1). Put
t := 1  log r
L
; l := L+ 1; m := min

i 2 N
 i  L logRlog r + 1

:
We see l < m and tm 1r0  r. Notice that if L ! 1, then tl 1r0 ! R and
tm 1r0 ! r. By Lemma 12.7, we have
volg Btl 1r0(@M)
volg Br(@M)
 volg Btl 1r0(@M)
volg Btm 1r0(@M)

P1
j=l supa2(tjr0;tj 1r0) s
n 1
; (a)(t
j 1r0   tjr0)P1
i=m infa2(tir0;ti 1r0) s
n 1
; (a)(t
i 1r0   tir0)
:
By letting L!1, we obtain
volg BR(@M)
volg Br(@M)

R R
0 s
n 1
; (a) daR r
0 s
n 1
; (a) da
=
sn;;(R)
sn;;(r)
:
Thus, we have completed the proof of Theorem 8.15 when f = 0 and N = n. 2
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