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ON THE EQUIVALENCE OF QUATERNIONIC CONTACT STRUCTURES
IVAN MINCHEV AND JAN SLOVA´K
Abstract. Following the Cartans’s original method of equivalence supported by methods of parabolic
geometry, we provide a complete solution for the equivalence problem of quaternionic contact structures,
that is, the problem of finding a complete system of differential invariants for two quaternionic contact
manifolds to be locally diffeomorphic. This includes an explicit construction of the corresponding Cartan
geometry and detailed information on all curvature components.
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1. Introduction
There is the series of important geometries naturally appearing at the generic hypersurfaces in projective
spaces. The Klein models G → G/P for all of them are spheres, i.e. the conformal Riemannian sphere
Sn ⊂ RPn+1, the CR-sphere S2n+1 ⊂ CPn+1, and the quaternionic contact sphere S4n+3 ⊂ HPn+1,
respectively, or other nice homogeneous spaces in the cases of other than positive definite signatures.
All these geometries appear as boundaries of domains, carrying a lot of information – let us mention the
conformal horizons in mathematical physics, the boundaries of domains in complex analysis and function
theory, and the boundaries of quaternionic-Ka¨hler domains.
The corresponding Lie algebras enjoy very similar algebraic structures with gradings
g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2,
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where g0 further splits as h⊕g
′
0, as indicated symbolically in the matrix (the ∗ entries mean those computed
from the symmetries of the matrix) 

h g1 g2
g−1 g
′
0 ∗
g−2 ∗ ∗

 ,
The corresponding Lie algebras g are so(p + 1, q + 1), su(p + 1, q + 1), and sp(p + 1, q + 1). Thus viewing
them as matrix algebras over K = R,C,H, they always have columns and rows of width 1, n, 1, respectively,
and h = K, g−1 = K
n, g1 = K
n∗, g2 is the imaginary part of K (thus vanishing in the case K = R) and g
′
0 is
the algebra of the same type as g of signature (p, q).
All these geometries fit into the class of Cartan geometries with G semisimple and P parabolic and thus
there is the rich general theory explaining the cohomological character of basic invariants. The constructions
of the relevant normalized Cartan connections and detailed analysis of its curvature is well known for decades
in the first two cases, but much less is known in the case of quaternionic contact geometries. This is perhaps
due to the much higher complexity of the analysis to be expected.
Our aim is to fill this gap and provide a full analogy to the construction of the normal Cartan connection
by Chern and Moser in their paper [6], including detailed information on all curvature components. We shall
come back to further motivation for this endeavor below. Let us only mention here that given a quaternionic
contact structure on a manifold, Ivanov and Vassilev [8] have provided an explicit expression for a certain
tensorial quantity whose vanishing is equivalent to the existence of a local diffeomorphism mapping the
starting quaternionic contact structure to that of the standard Sphere (the Klein model). It was shown
in [2] that the tensorial quantity constructed in [8] corresponds precisely to the harmonic curvature of the
associated Cartan connection.
We are going to deliver our construction in terms of the most classical exterior calculus and it should be
completely understandable without direct insight into the general cohomological structure of the curvature.
But of course, it is this knowledge which allows us to know in advance that the individual steps will work.
The first step in understanding the difficulty is the definition of the geometry itself. While the conformal
geometry has got the trivial filtration on the tangent bundle and the geometry itself is one of the most
classical G-structures, the CR geometry is already defined by a contact distribution T−1M ⊂ TM with a
further reduction of the associated graded tangent bundle to a structure group respecting the additional
complex structure on the distribution.
Let us now clarify the CR case carefully from a more abstract point of view. The book [5] can be consulted
for both the general theory and details on CR structures.
The homogeneity zero component of the first Lie algebra cohomologyH1(g/p, g)0 is nontrivial in this case,
thus the extra reduction of the frame bundle. Moreover, the second cohomology H2(g/p, g) is nontrivial
in homogeneities one and two (in all dimensions dimM ≥ 5). In particular, there is no cohomology in
homogeneity zero and thus the algebraic Lie bracket on Gr TM induced by the Lie bracket of vector fields
has to coincide with the Lie bracket on g−2 ⊕ g−1 from the Lie algebra in question. This means that
algebraic bracket on GrTM has to be the imaginary part of a hermitian form on T−1M . Further, the
cochains generating the second cohomology in homogeneity one are of the type Λ2g∗−1⊗g−1 (obstructing the
integrability of the complex structure J on T−1M). This is the torsion of the canonical Cartan curvature,
which automatically vanishes in the case of embedded hypersurfaces in Cn+1.
Another important cohomological information is the automatic vanishing of the cohomology with cochains
of the type g∗−2 ⊗ g
∗
−1 ⊗ g−2, also in homogeneity one. Indeed, any choice of a contact form θ defining the
CR-distribution will split the tangent bundle to TM = T−1M ⊕ T−2M , identify T−2M with M × R (via
the Reeb vector field of θ), the algebraic Lie bracket will get a symplectic form, and thus together with the
complex structure J we also get the Levi-Civita connection for all derivatives in the directions of T−1M .
The latter cohomological information implies that all these objects are fully in compliance with the canonical
Cartan connection for the structure.
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Now, we come to the quaternionic contact geometries. Following the work of Biquard [3], this is a type of
geometric structure describing the Carnot-Carathe´odory geometry of the boundary at infinity of quaternionic
Ka¨hler manifolds. The quaternionic contact geometry also became a crucial geometric tool in finding the
extremals and the best constant in the L2 Folland-Stein Sobolev-type embedding on the quaternionic Heisen-
berg group [9], [10], [11]. Here, the first cohomology H1(g/p, g) appears only in negative homogeneities, thus
the entire geometry is completely defined by the distribution T−1M ⊂ TM of codimension three. This
means that if there were a pre-quaternionic vector space structure on T−1M for which an algebraic bracket
[ , ]alg : Λ
2T−1M → TM/T−1M would be an imaginary part of a hermitian form, then this structure is
unique.
Again, let us skip the lowest dimension first, i.e. dimM ≥ 11. Then the second cohomology H2(g/p, g)
has two components. One of them appears in homogeneity zero, with cochains of the type Λg∗−1⊗ g−2. This
is a tricky point, since this means that if this part of the torsion is non-zero, then the geometric structure is
defined by the distribution and a choice of an algebraic bracket [ , ]alg such that the latter bracket allows for a
pre-quaternionic structure such that it gets the imaginary part of a hermitian form. Of course, the difference
of this bracket and the standard one (defined by the Lie bracket of vector fields) should be normalized
(co-closed in the terms of the Lie algebra cohomology, cf. the appendix).
Dealing with generic hypersurfaces in Hn+1, we should thus expect three very much different possibilities.
First, the distributions with the inherited pre-quaternionic structure and the Lie bracket will satisfy all
the properties (i.e. the bracket will be the imaginary part of suitable hermitian form on T−1M). This is
extremely restrictive and, as shown in [12], can happen only if M is locally isomorphic to the homogeneous
model—the 3-Sasakian sphere.
The second possibility is to require that the inherited distribution and the Lie bracket are allowing for a
pre-quaternionic structure as above. This assumption is much less rigid, but we need an explicit construction
and knowledge of the canonical Cartan connection in order to be able to deal with such examples properly.
This has been the initial main motivation for this paper and we shall come back to such special class of
hypersurfaces in Hn+1 in another future work. In the lowest dimension, seven, this is the most general case,
but there we have also a homogeneity one torsion component.
We shall not deal with the most difficult third option here at all. Let us just mention a preprint by Stuart
Armstrong devoted to a general class of Cartan geometries with this kind of behavior, [1].
Thus, let us assume we are given an abstract quaternionic contact manifoldM , i.e. a distribution equipped
with the right quaternionic contact structure (in any signature). Then, only the other second cohomology
component can give rise to curvature with cochains of the type Λ2g∗−1 ⊗ g
′
0, except for the lowest dimension
dimM = 7, where another torsion with cochains of the type g∗−2 ⊗ g
∗
−1 ⊗ g−2 may appear. In particular,
exactly as in the CR-geometry case, if there is no curvature of the form g∗−2⊗g
∗
−1⊗g−2, then the general first
homogeneity prolongation procedure will again produce the triples of contact forms and their corresponding
Reeb vector fields corresponding to the reductions of the structure group to g′0 (as exploited in the positive
definite case in [3]).
The latter observation will be the starting point in our construction. Morever, the general knowledge of
the total curvature structure deduced in [4, Corollary 3.2] reveals that there is no curvature with values in h.
Thus, in full analogy with the construction by Chern and Moser, we may move straight to the appropriate
frame bundle with structure Lie algebra h = R⊕ sp(1) = H, and work out all our exterior calculus there.
The main results are spread through the text as follows: Theorem 3.3 provides the construction of the
Cartan connection as the canonical coframe at the right principal fiber bundle. Then, right in the beginning
of the next section, Proposition 4.1 displays the complete structure equations of the coframe, thus providing
all the curvature components of the canonical coframe. Next the differential consequences of the Bianchi
identities (cf. Proposition 4.2) are explicitly listed in Proposition 4.3.
The explanation how the coframe and its curvature are related to the Lie algebra structure is presented
in section 5 on the associated Cartan geometry in terms of the principal fiber bundles and the algebraic
normalization conditions. In particular, in 5.2 we verify that the curvature of the constructed canonical
coframe is co-closed and thus coincides with the normal Cartan connection for the quaternionic contact
manifolds. In the very end, the appendix collects brief information on the abstract theory of parabolic
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geometries and provides links of the general concepts to the the individual objects and formulae in the
paper.
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2. Preliminaries
2.1. Conventions concerning the use of complex tensors and indices. Throughout this paper, we
use without comment the convention of summation over repeating indices; the small Greek indices α, β, γ, . . .
will have the range 1, . . . , 2n, whereas the indices s, t, k, l,m will be running from 1 to 3.
Consider the Euclidean vector space R4n with its standard inner product 〈, 〉 (with or without signature)
and a quaternionic structure induced by the identification R4n ∼= Hn with the quaternion coordinate space
Hn. The latter means that we endow R4n with a fixed triple J1, J2, J3 of complex structures which are
Hermitian with respect to 〈, 〉 and satisfy J1 J2 = −J2 J1 = J3. The complex vector space C
4n, being the
complexification of R4n, splits as a direct sum of +i and −i eigenspaces, C4n = W⊕W, with respect to the
complex structure J1. The complex 2-form pi,
pi(u, v)
def
= 〈J2u, v〉+ i〈J3u, v〉, u, v ∈ C
4n,
has type (2, 0) with respect to J1, i.e., it satisfies pi(J1u, v) = pi(u, J1v) = ipi(u, v). Let us fix an 〈, 〉-
orthonormal basis (once and for all)
(2.1) {eα ∈ W, eα¯ ∈ W}, eα¯ = eα,
with dual basis {eα, eα¯} so that pi = e1 ∧ en+1 + e2 ∧ en+2 + · · ·+ en ∧ e2n. Then, we have
(2.2) 〈, 〉 = gαβ¯ e
α ⊗ eβ¯ + gα¯β e
α¯ ⊗ eβ , pi = piαβ e
α ∧ eβ ,
where, for the positive definite case, we take
(2.3) gαβ¯ = gβ¯α =
{
1, if α = β
0, if α 6= β
, piαβ = −piβα =


1, if α+ n = β
−1, if α = β + n
0, otherwise,
and for the case of signature, we take −1 instead of 1 for the respective coefficients. In fact, the precise
values of the constants gαβ¯ and piαβ are completely irrelevant for the forthcoming developments; the only
thing that matters is that gαβ¯ is non-degenerate and hermitian (i.e. gαβ¯ = gβ¯α), pi is non-degenerate and
skew-symmetric (i.e. piαβ = −piβα), and that
gστ¯piασpiτ¯ β¯ = −gαβ¯, piτ¯ β¯
def
= piτβ,
where gαβ¯ = gβ¯α denotes the inverse of gαβ¯ , i.e. g
ασ¯gσ¯β = δ
α
β (δ
α
β is the Kronecker delta).
Any array of complex numbers indexed by lower and upper Greek letters (with and without bars) corre-
sponds to a tensor, e.g., {A βγ¯α . . } corresponds to the tensor
A βγ¯α . . e
α ⊗ eβ ⊗ eγ¯ .
Clearly, the vertical as well as the horizontal position of an index carries information about the tensor. For
two-tensors, we take Bαβ to mean B
α
β . , i.e., the lower index is assumed to be first. We use gαβ¯ and g
αβ¯ to
lower and raise indices in the usual way, e.g.,
A βα . γ = gσ¯γ A
βσ¯
α . . , A
α¯βγ¯ = gα¯σA βγ¯σ . . .
1This article reflects only the author’s views and the EU is not liable for any use that may be made of the information
contained therein.
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We use also the following convention: Whenever an array {A βγ¯α . . } appears, the array {A
β¯γ
α¯ . . } will be
assumed to be defined, by default, by the complex conjugation
A β¯γα¯ . . = A
βγ¯
α . . .
This means that we interpret {A βγ¯α . . } as a representation of a real tensor, defined on R
4n, with respect to
the fixed complex basis (2.1); the corresponding real tensor in this case is
A βγ¯α . . e
α ⊗ eβ ⊗ eγ¯ +A
β¯γ
α¯ . . e
α¯ ⊗ eβ¯ ⊗ eγ .
Notice that piασ¯ pi
σ¯
β = − δ
α
β . We introduce a complex antilinear endomorphism j of the tensor algebra of
R4n, which takes a tensor with components Tα1...αkβ¯1...β¯l... to a tensor of the same type, with components
(jT )α1...αkβ¯1...β¯l..., by the formula
(2.4) (jT )α1...αkβ¯1...β¯l... =
∑
σ¯1...σ¯kτ1...τl...
piσ¯1α1 . . . pi
σ¯k
αk
piτ1
β¯1
. . . piτl
β¯l
. . . Tσ¯1...σ¯kτ1...τl....
By definition, the group Sp(n) consists of all endomorphisms of R4n that preserve the inner product 〈, 〉
and commute with the complex structures J1, J2 and J3. With the above notation, we can alternatively
describe Sp(n) as the set of all two-tensors {Uαβ } satisfying
(2.5) gστ¯U
σ
αU
τ¯
β¯
= gαβ¯, piστU
σ
αU
τ
β = piαβ .
For its Lie algebra, sp(n), we have the following description:
Lemma 2.1. For a tensor {Xαβ¯}, the following conditions are equivalent:
(1) {Xαβ¯} ∈ sp(n).
(2) Xαβ¯ = −Xβ¯α, (jX)αβ¯ = Xαβ¯ .
(3) Xαβ = pi
ασYσβ for some tensor {Yαβ} satisfying Yαβ = Yβα and (jY )αβ = Yαβ.
Proof. The equivalence between (1) and (2) follows by differentiating (2.5) at the identity. To obtain (3),
we define the tensor {Yσβ} by Yσβ = −piστX
τ
β = −pi
τ¯
σXβτ¯ .

2.2. Quaternionic contact manifolds. Let M be a (4n + 3)-dimensional manifold and H be a smooth
distribution on M of codimension three. The pair (M,H) is said to be a quaternionic contact (abbr. qc)
structure if around each point of M there exist 1-forms ηˆ1, ηˆ2, ηˆ3 with common kernel H, a non-degenerate
inner product gˆ on H (with or without signature), and endomorphisms Iˆ1, Iˆ2, Iˆ3 of H, satisfying
(Iˆ1)
2 = (Iˆ2)
2 = (Iˆ3)
2 = −idH , Iˆ1 Iˆ2 = −Iˆ2 Iˆ1 = Iˆ3,(2.6)
dηˆs(X,Y ) = 2gˆ(IˆsX,Y ) for all X,Y ∈ H.
As we mentioned in the introduction, the qc structures may be considered as a quaternion analog of the
CR manifolds of hypersurface type known from the complex analysis; one should, however, be aware of a
few differences. First, for each qc manifold (M,H), the linear span of the pointwise quaternionic structure
Iˆ1, Iˆ2, Iˆ3 is a 3-dimensional subbundle of End(H) which is uniquely determined by the distribution H and
does not need to be prescribed in advance. Secondly, there is an essential part in the definition of a CR
manifold, called integrability condition, that requires for the holomorphic CR distribution to satisfy the
Frobenius condition. The qc counterpart to the latter is the existence of Reeb vector fields, namely a triple
ξˆ1, ξˆ2, ξˆ3 of vector fields on M satisfying for all X ∈ H ,
(2.7) ηˆs(ξˆt) = δ
s
t , dηˆs(ξˆt, X) = −dηˆt(ξˆs, X)
(δst being the Kronecker delta). As shown in [3], the Reeb vector fields always exist if dim(M) > 7. In the
seven dimensional case this is an additional integrability condition on the qc structure (cf. [7]) which we will
assume to be satisfied.
Let us define the 2-forms ωˆ1, ωˆ2, ωˆ3 by
(2.8) ξˆsyωˆt = 0, ωˆs(X,Y ) = 2gˆ(IˆsX,Y ), X, Y ∈ H.
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Then, as it can be easily verified, the existence of Reeb vector fields allows us to express the exterior
derivatives dηˆs in the form
(2.9) dηˆs = −αˆts ∧ ηˆt + 2ωˆs, αˆst = −αˆts.
Explicitly, the one-forms αˆst are given by

αˆ12 = ξˆ1ydηˆ2 +
1
2
(
− dηˆ1(ξˆ2, ξˆ3) + dηˆ2(ξˆ3, ξˆ1) + dηˆ3(ξˆ1, ξˆ2)
)
ηˆ3 + dηˆ1(ξˆ1, ξˆ2)ηˆ1
αˆ23 = ξˆ2ydηˆ3 +
1
2
(
dηˆ1(ξˆ2, ξˆ3)− dηˆ2(ξˆ3, ξˆ1) + dηˆ3(ξˆ1, ξˆ2)
)
ηˆ1 + dηˆ2(ξˆ2, ξˆ3)ηˆ2
αˆ31 = ξˆ3ydηˆ1 +
1
2
(
dηˆ1(ξˆ2, ξˆ3) + dηˆ2(ξˆ3, ξˆ1)− dηˆ3(ξˆ1, ξˆ2)
)
ηˆ2 + dηˆ3(ξˆ3, ξˆ1)ηˆ3
.
3. Solution to the quaternionic contact equivalence problem
It is well known that to each qc manifold (M,H) one can associate a unique, up to a diffeomorphism,
regular, normal Cartan geometry, i.e., a certain principle bundle P1 →M endowed with a Cartan connection
that satisfies some natural normalization conditions (see the Appendix and the references therein for more
details on the topic). Our goal here is to provide an explicit construction for both the bundle and the
connection in terms of geometric data generated entirely by the qc structure of M . We are using essentially
the original Cartan’s method of equivalence that had been applied later with a great success by Chern and
Moser in [6] for solving the respective equivalence problem in the CR case. The method is based entirely on
classical exterior calculus and does not require any preliminary knowledge concerning the theory of parabolic
geometries or the related Lie algebra cohomology. The main result here is Theorem 3.3.
Let ηˆ1, ηˆ2, ηˆ3, Iˆ1, Iˆ2, Iˆ3, gˆ be as in (2.6). If η˜1, η˜2, η˜3 are any (other) 1-forms satisfying (2.6) for some
symmetric and positive definite g˜ ∈ H∗ ⊗ H∗ and endomorphisms I˜s ∈ End(H) in place of gˆ and Iˆs
respectively, then it is known (see for example the appendix of [12]) that there exists a positive real-valued
function µ and an SO(3)-valued function Ψ = (ast)3×3 so that
η˜s = µats ηˆt, g˜ = µ gˆ, I˜s = ats Iˆt.
In intrinsic terms, this means that we have a principle bundle Po over M with structure group CSO(3) =
R+×SO(3) whose local sections are exactly the triples of 1-forms (ηˆ1, ηˆ2, ηˆ3) satisfying (2.6). The functions
µ ∈ R+ and (ast)3×3 ∈ SO(3) may be considered as local fiber coordinates on Po with respect to a fixed
local section (ηˆ1, ηˆ2, ηˆ3). On Po, we have globally defined intrinsic one-forms η1, η2, η3 which, in terms of the
local fiber coordinates, have the expression
(3.1) ηs = µats pi
∗
o(ηˆt),
with pio : Po →M being the principle bundle projection. We will call a differential forms on Po semibasic if
its contraction with any vector field tangent to the fibers of pio vanishes.
Lemma 3.1. In a neighborhood of each point of Po, we can find real one-forms ϕ0, ϕ1, ϕ2, ϕ3 and semibasic
complex one-forms θα so that

dη1 = −ϕ0 ∧ η1 − ϕ2 ∧ η3 + ϕ3 ∧ η2 + 2igαβ¯ θ
α ∧ θβ¯
dη2 = −ϕ0 ∧ η2 − ϕ3 ∧ η1 + ϕ1 ∧ η3 + piαβ θ
α ∧ θβ + piα¯β¯ θ
α¯ ∧ θβ¯
dη3 = −ϕ0 ∧ η3 − ϕ1 ∧ η2 + ϕ2 ∧ η1 − ipiαβ θ
α ∧ θβ + ipiα¯β¯ θ
α¯ ∧ θβ¯ ,
where gαβ¯ = gβ¯α and piαβ = −piβα are the same (fixed) constants as in Section 2.1.
Proof. Let us consider the distribution H ⊂ TM as a vector bundle over M and take H → Po to be
the corresponding pull-back bundle via pio. To each point p ∈ Po, we can associate a natural triple of
endomorphisms I1, I2, I3 and a symmetric 2-tensor g of the fibers Hp of H given by
(3.2) Is = ats Iˆt, g = µ gˆ
(with the obvious identification Hp ∼= Hπo(p)). Then,
(3.3) (I1)
2 = (I2)
2 = (I3)
2 = −idH, I1 I2 = −I2 I1 = I3.
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The complexification of Hp (which we will denote again by Hp) splits as Hp = Wp ⊕W p with Wp and W p
being the eigenspaces of +i and −i with respect to the endomorphism I1. We denote by pi the skew-symmetric
2-tensor on H given by
pi(u, v) = g(I2u, v) + ig(I3u, v), u, v ∈ H,
which is easily seen to be of type (2, 0) with respect to I1, i.e., we have pi(I1u, v) = pi(u, I1v) = ipi(u, v).
Let us pick a local coframing
(3.4) {θα ∈W ∗, θα¯ ∈W ∗}, θα¯ = θα
for the (complexified) vector bundle H so that
(3.5) g = gαβ¯θ
α ⊗ θβ¯ + gβ¯αθ
β¯ ⊗ θα and pi = piαβθ
α ∧ θβ ,
where gαβ¯ = gβ¯α and piαβ = −piβα are given by (2.3) (this is always possible by a standard linear algebra
argumentation).
The two-forms ωˆ1, ωˆ2, ωˆ3 given by (2.8) may be regarded as two-tensors on the fibers of H. We will need
the following identities:
(3.6)


2µas1 ωˆs = 2igαβ¯θ
α ∧ θβ¯
2µas2 ωˆs = piαβ θ
α ∧ θβ + piα¯β¯ θ
α¯ ∧ θβ¯
2µas3 ωˆs = −ipiαβ θ
α ∧ θβ + ipiα¯β¯ θ
α¯ ∧ θβ¯ .
Indeed, if u, v ∈ Hp, then
2µas1 ωˆs(u, v) = 2g(as1 Iˆsu, v) = 2g(I1u, v) = 2igαβ¯θ
α(u)θβ¯(v) − 2igα¯βθ
α¯(u)θβ(v)
gives the first identity in the list. The second identity follows by the computation
2µas2 ωˆs(u, v) = 2g(as2 Iˆsu, v) = 2g(I2u, v) = pi(u, v) + pi(u, v).
The third identity we obtain similarly by
2µas3 ωˆs(u, v) = 2g(as3 Iˆsu, v) = 2g(I3u, v) = −ipi(u, v)− ipi(u, v).
Let ξˆ1, ξˆ2, ξˆ3 be the Reeb vector fields corresponding to ηˆ1, ηˆ2, ηˆ3 (cf. (2.7)). For each p ∈ Po, we have the
map
(3.7) TpPo
πo−→ Tπo(p)M −→ Hπo(p)
∼=
−→ Hp,
where the second arrow denotes the projection on the first factor in Tπo(p)M = Hπo(p)⊕ span{ξˆ1, ξˆ2, ξˆ3}. By
(3.7), we can consider θα, θα¯ and ωˆs as 1-forms on Po. Then, clearly, the identities (3.6) remain valid. Notice
also that, since (ast)3×3 ∈ SO(3), we have asl atl = δst and thus the expression asl datl is skew-symmetric in
s, t. By differentiating (3.1), we get
(3.8) dηs = dµ ∧ atsηˆt + µ dats ∧ ηˆt + µats (−αˆltηˆl + 2ωˆt︸ ︷︷ ︸
by (2.9)
)
= µatl
(
µ−1δlsdµ+ akldaks − aklamsαˆkm
)
∧ ηˆt + 2µats ωˆt
= µ−1dµ ∧ ηs + akl(daks − amsαˆkm) ∧ ηl + 2µats ωˆt.
Since akl(daks− amsαˆkm) is skew symmetric in l, s, it can be represented by a triple of one-forms ϕ1, ϕ2, ϕ3.
Explicitly, we define 

ϕ0 = −µ
−1dµ
ϕ1 = −ak2(dak3 − am3αˆkm)
ϕ2 = −ak3(dak1 − am1αˆkm)
ϕ3 = −ak1(dak2 − am2αˆkm).
Then, the Lemma follows by (3.8) and (3.6).

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Lemma 3.2. If ϕ0, ϕ1, ϕ2, ϕ3, θ
α are any one-forms that satisfy the assertion of Lemma 3.1, then
η1, η2, η3, θ
α, θα¯, ϕ0, ϕ1, ϕ2, ϕ3 are pointwise linearly independent.
Any other one-forms ϕ˜0, ϕ˜1, ϕ˜2, ϕ˜3, θ˜
α will satisfy the assertion of Lemma 3.1 if and only if they are given
by the formulas
(3.9)


θ˜α = Uαβ θ
β + irαη1 + pi
α
σ¯ r
σ¯(η2 + iη3)
ϕ˜0 = ϕ0 + 2Uβσ¯r
σ¯θβ + 2Uβ¯σr
σθβ¯ + λ1η1 + λ2η2 + λ3η3
ϕ˜1 = ϕ1 − 2iUβσ¯r
σ¯θβ + 2iUβ¯σr
σθβ¯ + 2rσr
ση1 − λ3η2 + λ2η3,
ϕ˜2 = ϕ2 − 2piστU
σ
β r
τθβ − 2piσ¯τ¯U
σ¯
β¯
rτ¯ θβ¯ + λ3η1 + 2rσr
ση2 − λ1η3,
ϕ˜3 = ϕ3 + 2ipiστU
σ
β r
τθβ − 2ipiσ¯τ¯U
σ¯
β¯
rτ¯θβ¯ − λ2η1 + λ1η2 + 2rσr
ση3,
where Uαβ , r
α, λs are some appropriate functions; λ1, λ2, λ3 are real, and {U
α
β } satisfy (2.5), i.e., {U
α
β } ∈
Sp(n) ⊂ End(R4n).
Proof. Let us begin by taking ϕ0, ϕ1, ϕ2, ϕ3, θ
α to be the one-forms constructed in the prof of Lemma 3.1.
For these one-forms, it is obvious that {η1, η2, η3, θ
α, θα¯, φ0, φ1, φ2, φ3} is a coframing for TPo. Let
ϕ˜0, ϕ˜1, ϕ˜2, ϕ˜3, θ˜
α be any other one-forms satisfying the assertion of Lemma 3.1. Then, by subtracting the
corresponding equations, we obtain
0 = −(ϕ˜0 − ϕ0) ∧ η1 − (ϕ˜2 − ϕ2) ∧ η3 + (ϕ˜3 − ϕ3) ∧ η2 + 2igαβ¯ (θ˜
α ∧ θ˜β¯ − θα ∧ θβ¯)
0 = −(ϕ˜0 − ϕ0) ∧ η2 − (ϕ˜3 − ϕ3) ∧ η1 + (ϕ˜1 − ϕ1) ∧ η3 + piαβ (θ˜
α ∧ θ˜β − θα ∧ θβ)
+ piα¯β¯ (θ˜
α¯ ∧ θ˜β¯ − θα¯ ∧ θβ¯)
0 = −(ϕ˜0 − ϕ0) ∧ η3 − (ϕ˜1 − ϕ1) ∧ η2 + (ϕ˜2 − ϕ2) ∧ η1 − ipiαβ (θ˜
α ∧ θ˜β − θα ∧ θβ)
+ ipiα¯β¯ (θ˜
α¯ ∧ θ˜β¯ − θα¯ ∧ θβ¯).
(3.10)
Since, by assumption, θ˜α are semibasic, i.e., their contractions with vector fields tangent to to the fibers of
pio vanish, we have that
(3.11) θ˜α = Uαβ θ
β + Uα
β¯
θβ¯ +Aαs ηs
for some appropriate coefficients Uαβ , U
α
β¯
, Aαs .
Wedging the first identity of (3.10) with η2 ∧ η3 ∧ θ
1 ∧ · · · ∧ θ2n ∧ θ1 ∧ · · · ∧ θ2n yields
(ϕ˜0 − ϕ0) ∧ η1 ∧ η2 ∧ η3 ∧ θ
1 ∧ · · · ∧ θ2n ∧ θ1 ∧ · · · ∧ θ2n = 0
and hence (ϕ˜0 − ϕ0) ∈ span{η1, η2, η3, θ
α, θα¯}. Proceeding similarly for ϕ˜1 − ϕ1, ϕ˜2 − ϕ2 and ϕ˜3 − ϕ3, we
arrive at the equations
(3.12)


ϕ˜0 = ϕ0 + bαθ
α + bα¯θ
α¯ + bsηs
ϕ˜1 = ϕ1 + cαθ
α + cα¯θ
α¯ + csηs
ϕ˜2 = ϕ2 + dαθ
α + dα¯θ
α¯ + dsηs
ϕ˜3 = ϕ3 + eαθ
α + eα¯θ
α¯ + esηs
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with bα, cα, dα, eα, bs, cs, ds, es being some appropriate functions. Substituting (3.11) and (3.12) back into
(3.10) gives
0 =
(
b2 + e1 + 2igαβ¯(A
α
1A
β¯
2 −A
α
2A
β¯
1 )
)
η1 ∧ η2 −
(
d2 + e3 − 2igαβ¯(A
α
2A
β¯
3 −A
α
3A
β¯
2 )
)
η2 ∧ η3
−
(
b3 − d1 + 2igαβ¯(A
α
3A
β¯
1 −A
α
1A
β¯
3 )
)
η3 ∧ η1
+
(
− bα − 2iUασA
σ
1 + 2iUασ¯A
σ¯
1
)
θα ∧ η1 +
(
− bα¯ + 2iUα¯σ¯A
σ¯
1 − 2iUα¯σA
σ
1
)
θα¯ ∧ η1
+
(
eα − 2iUασA
σ
2 + 2iUασ¯A
σ¯
2
)
θα ∧ η2 +
(
eα¯ + 2iUα¯σ¯A
σ¯
2 − 2iUα¯σA
σ
2
)
θα¯ ∧ η2
+
(
− dα − 2iUασA
σ
3 + 2iUασ¯A
σ¯
3
)
θα ∧ η3 +
(
− dα¯ + 2iUα¯σ¯A
σ¯
3 − 2iUα¯σA
σ
3
)
θα¯ ∧ η3
− 2i
(
gαβ¯ − gστ¯ U
σ
α U
τ¯
β¯
+ gστ¯ U
σ
β¯
U τ¯α
)
θα ∧ θβ¯
+ igστ¯
(
Uσα U
τ¯
β − U
σ
β U
τ¯
α
)
θα ∧ θβ + igστ¯
(
Uσα¯ U
τ¯
β¯
− Uσ
β¯
U τ¯α¯
)
θα¯ ∧ θβ¯ ;
(3.13)
0 = −
(
b1 − e2 − 2piαβA
α
1A
β
2 − 2piα¯β¯A
α¯
1A
β¯
2
)
η1 ∧ η2
+
(
b3 + c2 + 2piαβA
α
2A
β
3 + 2piα¯β¯A
α¯
2A
β¯
3
)
η2 ∧ η3
−
(
c1 + e3 − 2piαβA
α
3A
β
1 − 2piα¯β¯A
α¯
3A
β¯
1
)
η3 ∧ η1
+
(
− eα + 2piστ U
σ
αA
τ
1 + 2piσ¯τ¯ U
σ¯
αA
τ¯
1
)
θα ∧ η1 +
(
− eα¯ + 2piσ¯τ¯ U
σ¯
α¯A
τ¯
1 + 2piστ U
σ
α¯A
τ
1
)
θα¯ ∧ η1
+
(
− bα + 2piστ U
σ
αA
τ
2 + 2piσ¯τ¯ U
σ¯
αA
τ¯
2
)
θα ∧ η2 +
(
− bα¯ + 2piσ¯τ¯ U
σ¯
α¯A
τ¯
2 + 2piστ U
σ
α¯A
τ
2
)
θα¯ ∧ η2
+
(
cα + 2piστ U
σ
αA
τ
3 + 2piσ¯τ¯ U
σ¯
αA
τ¯
3
)
θα ∧ η3 +
(
cα¯ + 2piσ¯τ¯ U
σ¯
α¯A
τ¯
3 + 2piστ U
σ
α¯A
τ
3
)
θα¯ ∧ η3
+ 2
(
piστ U
σ
α U
τ
β¯
+ piσ¯τ¯ U
σ¯
α U
τ¯
β¯
)
θα ∧ θβ¯
−
(
piαβ − piστU
σ
α U
τ
β − piσ¯τ¯U
σ¯
α U
τ¯
β
)
θα ∧ θβ −
(
piα¯β¯ − piστU
σ
α¯ U
τ
β¯
− piσ¯τ¯U
σ¯
α¯ U
τ¯
β¯
)
θα¯ ∧ θβ¯ ;
(3.14)
0 = −
(
c1 + d2 + 2ipiαβA
α
1A
β
2 − 2ipiα¯β¯A
α¯
1A
β¯
2
)
η1 ∧ η2
+
(
− b2 + c3 − 2ipiαβA
α
2A
β
3 + 2ipiα¯β¯A
α¯
2A
β¯
3
)
η2 ∧ η3
+
(
b1 + d3 − 2ipiαβA
α
3A
β
1 + 2ipiα¯β¯A
α¯
3A
β¯
1
)
η3 ∧ η1
+
(
dα − 2ipiστ U
σ
αA
τ
1 + 2ipiσ¯τ¯ U
σ¯
αA
τ¯
1
)
θα ∧ η1 +
(
dα¯ + 2ipiσ¯τ¯ U
σ¯
α¯A
τ¯
1 − 2ipiστ U
σ
α¯A
τ
1
)
θα¯ ∧ η1
−
(
cα + 2ipiστ U
σ
αA
τ
2 − 2ipiσ¯τ¯ U
σ¯
αA
τ¯
2
)
θα ∧ η2 −
(
cα¯ − 2ipiσ¯τ¯ U
σ¯
α¯A
τ¯
2 + 2ipiστ U
σ
α¯A
τ
2
)
θα¯ ∧ η2
−
(
bα + 2ipiστ U
σ
αA
τ
3 − 2ipiσ¯τ¯ U
σ¯
αA
τ¯
3
)
θα ∧ η3 −
(
bα¯ − 2ipiσ¯τ¯ U
σ¯
α¯A
τ¯
3 + 2ipiστ U
σ
α¯A
τ
3
)
θα¯ ∧ η3
+ 2i
(
− piστ U
σ
α U
τ
β¯
+ piσ¯τ¯ U
σ¯
α U
τ¯
β¯
)
θα ∧ θβ¯
+ i
(
piαβ − piστU
σ
α U
τ
β + piσ¯τ¯U
σ¯
α U
τ¯
β
)
θα ∧ θβ − i
(
piα¯β¯ + piστU
σ
α¯ U
τ
β¯
− piσ¯τ¯U
σ¯
α¯ U
τ¯
β¯
)
θα¯ ∧ θβ¯ .
(3.15)
Since η1, η2, η3, θ
α, θα¯ are pointwise linearly independent, all the coefficients in (3.13),(3.14) and (3.15)
must vanish. The vanishing of the coefficients of θα ∧ θβ in (3.14) and (3.15) gives
(3.16) piαβ = piστU
σ
α U
τ
β
This implies that the array {Uαβ } corresponds to an invertible endomorphism of R
4n. Furthermore, the
vanishing of the coefficients of θα ∧ θβ¯ in (3.14) and (3.15) yields piστ U
σ
α U
τ
β¯
= 0 and hence Uα
β¯
= 0, since
both piαβ and U
α
β are invertible. Furthermore, the vanishing of the coefficients of θ
α ∧ θβ¯ in (3.13) implies
(3.17) gαβ¯ = gστ¯ U
σ
α U
τ¯
β¯
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and thus {Uαβ } ∈ Sp(n).
The vanishing of the coefficients of θα ∧ ηs in (3.13),(3.14) and (3.15) gives
(3.18)


bα = 2iUασ¯A
σ¯
1 = 2piστU
σ
αA
τ
2
cα = −2piστU
σ
αA
τ
3 = −2ipiστU
σ
αA
τ
2
dα = 2iUασ¯A
σ¯
3 = 2ipiστU
σ
αA
τ
1
eα = −2iUασ¯A
σ¯
2 = 2piστU
σ
αA
τ
1
from which we deduce that Aα3 = iA
α
2 = −pi
α
σ¯A
σ¯
1 . Thus, by setting r
α def= −iAα1 , we obtain
(3.19)
Aα1 = ir
α, Aα2 = pi
α
σ¯ r
σ¯, Aα3 = ipi
α
σ¯ r
σ¯ ,
bα = 2Uασ¯r
σ¯, cα = −2iUασ¯r
σ¯ , dα = −2piστU
σ
αr
τ , eα = 2ipiστU
σ
αr
τ .
We substitute (3.19) back into (3.13), (3.14), (3.15) and consider the coefficients of η1 ∧ η2, η2 ∧ η3 and
η3 ∧ η1 to obtain
(3.20)
0 = b2 + e1 = b3 − d1 = b1 − e2 = b3 + c2 = −b2 + c3 = b1 + d3,
4rαr
α = c1 + d2 = c1 + e3 = d2 + e3.
Let us define
(3.21) λ1 = b1, λ2 = b2, λ3 = b3.
Then, the equations (3.20) imply that
(3.22)
c1 = 2rαr
α, c2 = −λ3, c3 = λ2,
d1 = λ3, d2 = 2rαr
α, d3 = −λ1,
e1 = −λ2, e2 = λ1, e3 = 2rαr
α.
Now, the equations (3.9) follow by substituting (3.19),(3.21) and (3.22) into (3.11) and (3.12). It remains
only to show that the one-forms η1, η2, η3, θ˜
α, θ˜α¯, ϕ˜0, ϕ˜1, ϕ˜2, ϕ˜3 are pointwise linearly independent. Indeed,
we have the relation
(3.23)


η1
η2
η3
θ˜α
θ˜α¯
ϕ˜0
ϕ˜1
ϕ˜2
ϕ˜3


=


1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
irα piασ¯ r
σ¯ ipiασ¯ r
σ¯ Uαβ 0 0 0 0 0
−irα¯ piα¯σ r
σ −ipiα¯σ r
σ 0 U α¯
β¯
0 0 0 0
λ1 λ2 λ3 2Uβσ¯r
σ¯ 2Uβ¯σr
σ 1 0 0 0
2rσr
σ −λ3 λ2 −2iUβσ¯r
σ¯ 2iUβ¯σr
σ 0 1 0 0
λ3 2rσr
σ −λ1 −2piστU
σ
β r
τ −2piσ¯τ¯U
σ¯
β¯
rτ¯ 0 0 1 0
−λ2 λ1 2rσr
σ 2ipiστU
σ
β r
τ −2ipiσ¯τ¯U
σ¯
β¯
rτ¯ 0 0 0 1




η1
η2
η3
θβ
θβ¯
ϕ0
ϕ1
ϕ2
ϕ3


,
which is clearly a non-singular transformation, since {Uαβ } ∈ Sp(n) is non-singular.

Let us denote by G1 the set of all matrices (transformations) A(U
α
β , r
α, λs) given by (3.23) for some real
numbers λs, complex numbers r
α, and {Uαβ } ∈ Sp(n) . Then, it is easy to see that G1 is a group; for any
two matrices A(Uαβ , r
α, λs), (U˜
α
β , r˜
α, λ˜s) ∈ G1,
A(Uαβ , r
α, λs) · A(U˜
α
β , r˜
α, λ˜s) = A(Uˆ
α
β , rˆ
α, λˆs) ∈ G1,
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where
(3.24)


Uˆαβ = U
α
σ U˜
σ
β
rˆα = Uασ r˜
σ + rα
λˆ1 = λ1 + λ˜1 + 2iUαβ¯r˜
αrβ¯ − 2iUα¯β r˜
α¯rβ
λˆ2 = λ2 + λ˜2 + 2pi
σ¯
αUσ¯β r˜
αrβ + 2piσα¯Uσβ¯ r˜
α¯rβ¯
λˆ3 = λ3 + λ˜3 − 2ipi
σ¯
αUσ¯β r˜
αrβ + 2ipiσα¯Uσβ¯ r˜
α¯rβ¯ .
We have also the following formula for the inverse matrix
(3.25)
(
A(Uαβ , r
α, λs)
)−1
= A
(
(Uα. β), (−U
α
. σr
σ), (−λs)
)
.
(Notice that, according to our conventions, {Uα. β} is the inverse of {U
α
β = U
α
β . }; this is because {U
α
β } ∈ Sp(n)
is an orthogonal transformation of R4n).
To describe the corresponding representation of the Lie algebra g1, we differentiate the representation
(3.23) of G1 at the identity matrix Id = A(δ
α
β , 0, 0) and introduce the following parameterization for g1
(being the tangent space of G1 at Id):
(3.26) Γαβ
def
= piασ(dU
σ
β )|Id, φ
α def= −(drα)|Id, ψs
def
= −(dλs)|Id.
Then, the representation of g1 on TPo is given by the transformations of the form
(3.27)


0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
−iφα −piασ¯φ
σ¯ −ipiασ¯φ
σ¯ −piασΓσβ 0 0 0 0 0
iφα¯ −piα¯σφ
σ ipiα¯σφ
σ 0 −piα¯σ¯Γσ¯β¯ 0 0 0 0
−ψ1 −ψ2 −ψ3 −2φβ −2φβ¯ 0 0 0 0
0 ψ3 −ψ2 2iφβ −2iφβ¯ 0 0 0 0
−ψ3 0 ψ1 −2piσβφ
σ −2piσ¯β¯φ
σ¯ 0 0 0 0
ψ2 −ψ1 0 2ipiσβφ
σ −2ipiσ¯βφ
σ¯ 0 0 0 0




η1
η2
η3
θβ
θβ¯
ϕ0
ϕ1
ϕ2
ϕ3


,
where Γαβ , φ
α are complex, ψs are real and the following equations are satisfied:
(3.28) Γαβ = Γβα, (jΓ)αβ = Γαβ ,
i.e., {piασΓσβ} ∈ sp(n) (cf. Lemma 2.1).
By Lemma 3.1 and Lemma 3.2, it follows that the manifold Po has an induced G1-structure. Denote
by P1 its principle G1-bundle and let pi1 : P1 → Po be the corresponding principle bundle projection. The
local sections of P1 are precisely the local coframings {η1, η2, η2, θ
α, θα¯, ϕ0, ϕ1, ϕ2, ϕ3} for TPo for which the
assertion of Lemma 3.1 is satisfied. In P1 there are intrinsically (and hence globally) defined one-forms (for
which we keep the same notation) η1, η2, η2, θ
α, θα¯, ϕ0, ϕ1, ϕ2, ϕ3 which are everywhere linearly independent
and satisfy the structure equations
(3.29)


dη1 = −ϕ0 ∧ η1 − ϕ2 ∧ η3 + ϕ3 ∧ η2 + 2igαβ¯ θ
α ∧ θβ¯
dη2 = −ϕ0 ∧ η2 − ϕ3 ∧ η1 + ϕ1 ∧ η3 + piαβ θ
α ∧ θβ + piα¯β¯ θ
α¯ ∧ θβ¯
dη3 = −ϕ0 ∧ η3 − ϕ1 ∧ η2 + ϕ2 ∧ η1 − ipiαβ θ
α ∧ θβ + ipiα¯β¯ θ
α¯ ∧ θβ¯ .
Theorem 3.3. On P1, there exists a unique set of complex one-forms Γαβ, φ
α and real one-forms ψ1, ψ2, ψ3
such that
(3.30) Γαβ = Γβα, (jΓ)αβ = Γαβ .
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and the equations
(3.31)


dθα = −iφα ∧ η1 − pi
α
σ¯φ
σ¯ ∧ (η2 + iη3)− pi
ασΓσβ ∧ θ
β − 12 (ϕ0 + iϕ1) ∧ θ
α − 12pi
α
β¯
(ϕ2 + iϕ3) ∧ θ
β¯
dϕ0 = −ψ1 ∧ η1 − ψ2 ∧ η2 − ψ3 ∧ η3 − 2φβ ∧ θ
β − 2φβ¯ ∧ θ
β¯
dϕ1 = −ϕ2 ∧ ϕ3 − ψ2 ∧ η3 + ψ3 ∧ η2 + 2iφβ ∧ θ
β − 2iφβ¯ ∧ θ
β¯
dϕ2 = −ϕ3 ∧ ϕ1 − ψ3 ∧ η1 + ψ1 ∧ η3 − 2piσβφ
σ ∧ θβ − 2piσ¯β¯φ
σ¯ ∧ θβ¯
dϕ3 = −ϕ1 ∧ ϕ2 − ψ1 ∧ η2 + ψ2 ∧ η1 + 2ipiσβφ
σ ∧ θβ − 2ipiσ¯β¯φ
σ¯ ∧ θβ¯ ,
are satisfied.
Furthermore, the set
(3.32) {η1, η2, η2, θ
α, θα¯, ϕ0, ϕ1, ϕ2, ϕ3} ∪ {Γαβ : α ≤ β} ∪ {φ
α, φα¯, ψ1, ψ2, ψ3}
is a global coframing for the (complexified) tangent bundle TP1.
In particular, if we suppose that M ′ is a second qc manifold whose corresponding objects are denoted by
dashes, then, in order that there is locally a diffeomorphism which maps the qc structure of M to this of M ′,
it is necessary and sufficient that there is a diffeomorphism of P1 to P
′
1 under which the forms in (3.32) are
respectively equal to the forms with dashes.
Proof. The exterior differentiation of the structure equations (3.29) gives:
0 = − dϕ0 ∧ η1 +
(
dϕ3 + ϕ1 ∧ ϕ2
)
∧ η2 −
(
dϕ2 + ϕ3 ∧ ϕ1
)
∧ η3 − igα¯β
(
2dθα¯ + φ0 ∧ θ
α¯
+ piα¯σ (ϕ2 − iϕ3) ∧ θ
σ
)
∧ θβ + igαβ¯
(
2dθα + ϕ0 ∧ θ
α + piασ¯ (ϕ2 + iϕ3) ∧ θ
σ¯
)
∧ θβ¯ ;
0 = −
(
dϕ3 + ϕ1 ∧ ϕ2
)
∧ η1 − dϕ0 ∧ η2 +
(
dϕ1 + ϕ2 ∧ ϕ3
)
∧ η3 + piαβ
(
2dθα + ϕ0 ∧ θ
α
+ iϕ1 ∧ θ
α + ipiασ¯ ϕ3 ∧ θ
σ¯
)
∧ θβ + piα¯β¯
(
2dθα¯ + ϕ0 ∧ θ
α¯ − iϕ1 ∧ θ
α¯ − ipiα¯σ ϕ3 ∧ θ
σ
)
∧ θβ¯ ;
0 =
(
dϕ2 + ϕ3 ∧ ϕ1
)
∧ η1 −
(
dϕ1 + ϕ2 ∧ ϕ3
)
∧ η2 − dϕ0 ∧ η3 − ipiαβ
(
2dθα + ϕ0 ∧ θ
α
+ iϕ1 ∧ θ
α + piασ¯ ϕ2 ∧ θ
σ¯
)
∧ θβ + ipiα¯β¯
(
2dθα¯ + ϕ0 ∧ θ
α¯ − iϕ1 ∧ θ
α¯ + piα¯σ ϕ2 ∧ θ
σ
)
∧ θβ¯ .
(3.33)
From this, it follows that dθα ≡ 0 modulo {ηs, θ
β , θβ¯}. Letting
(3.34) dθα ≡ Xαβ ∧ θ
β +Xα
β¯
∧ θβ¯ mod ηs,
for some one forms Xαβ , X
α
β¯
, and substituting back into (3.33), we compute modulo ηs (i.e., by ignoring the
therms involving ηs):
0 ≡ −
(
Xαβ −Xβα + piαβ(ϕ2 − iϕ3)
)
∧ θα ∧ θβ
+
(
Xα¯β¯ −Xβ¯α¯ + piα¯β¯(ϕ2 + iϕ3)
)
∧ θα¯ ∧ θβ¯ + 2
(
Xαβ¯ +Xβ¯α + gαβ¯ϕ0
)
∧ θα ∧ θβ¯ ;
0 ≡
(
piσ¯αXβσ¯ − pi
σ¯
βXασ¯ + piαβ(ϕ0 + iϕ1)
)
∧ θα ∧ θβ
+
(
piσα¯Xβ¯σ − pi
σ
β¯
Xα¯σ + piα¯β¯(ϕ0 − iϕ1)
)
∧ θα¯ ∧ θβ¯ + 2
(
piσ¯αXβ¯σ¯ − pi
σ
β¯
Xασ + igαβ¯ϕ3
)
∧ θα ∧ θβ¯ ;
0 ≡ −i
(
piσ¯αXβσ¯ − pi
σ¯
βXασ¯ + piαβ(ϕ0 + iϕ1)
)
∧ θα ∧ θβ
+ i
(
piσα¯Xβ¯σ − pi
σ
β¯
Xα¯σ + piα¯β¯(ϕ0 − iϕ1)
)
∧ θα¯ ∧ θβ¯ − 2i
(
piσ¯αXβ¯σ¯ + pi
σ
β¯
Xασ + gαβ¯ϕ2
)
∧ θα ∧ θβ¯ .
(3.35)
Adding the third equation of (3.35), multiplied by i, to the second gives
(3.36) 2
(
piσ¯αXβσ¯ − pi
σ¯
βXασ¯ + piαβ(ϕ0 + iϕ1)
)
∧ θα ∧ θβ
+ 2piσ¯α
(
2Xβ¯σ¯ + piβ¯σ¯(ϕ2 + iϕ3)
)
∧ θα ∧ θβ¯ ≡ 0 mod ηs,
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from which we deduce that both the expressions in the large parentheses vanish modulo {θα, θα¯, ηs}. Let
(3.37) 2Xβ¯σ¯ + piβ¯σ¯(ϕ2 + iϕ3) ≡ Yβ¯σ¯γ θ
γ + Yβ¯σ¯γ¯ θ
γ¯ mod ηs
for some functions Yβ¯σ¯γ , Yβ¯σ¯γ¯ . Then, by substituting back into (3.36) and considering only the coefficient of
θα ∧ θβ¯ ∧ θγ¯ , we obtain the symmetry Yβ¯σ¯γ¯ = Yγ¯σ¯β¯ . Therefore, we have that
(3.38) dθα ≡ Xαβ ∧ θ
β + gασ¯Xβ¯σ¯ ∧ θ
β¯ ≡ Xαβ ∧ θ
β + gασ¯
(
Xβ¯σ¯ −
1
2
Yβ¯σ¯γ¯ θ
γ¯
)
∧ θβ¯
(3.37)
≡ Xαβ ∧ θ
β + gασ¯
(
−
1
2
piβ¯σ¯(ϕ2 + iϕ3) +
1
2
Yβ¯σ¯γ θ
γ
)
∧ θβ¯
≡ Xαβ ∧ θ
β +
1
2
Y α
β¯ . γ
θγ ∧ θβ¯ −
1
2
piα
β¯
(ϕ2 + iϕ3) ∧ θ
β¯
≡
(
Xαβ −
1
2
Y αγ¯ . β θ
γ¯
)
∧ θβ −
1
2
piα
β¯
(ϕ2 + iϕ3) ∧ θ
β¯ mod ηs.
This means that among all the one-forms Xαβ , X
α
β¯
, for which (3.34) is satisfied, we can find such that
(3.39) Xα
β¯
= −
1
2
piα
β¯
(ϕ2 + iϕ3).
Assuming (3.39), we have
(3.40) dθα ≡ Xαβ ∧ θ
β −
1
2
piα
β¯
(ϕ2 + iϕ3) ∧ θ
β¯ mod ηs
and the equations (3.35) (modulo ηs) become:
0 ≡
(
Xαβ¯ +Xβ¯α + gαβ¯ϕ0
)
∧ θα ∧ θβ¯ ;
0 ≡
(
piσ¯αXβσ¯ − pi
σ¯
βXασ¯ + piαβ(ϕ0 + iϕ1)
)
∧ θα ∧ θβ
+
(
piσα¯Xβ¯σ − pi
σ
β¯
Xα¯σ + piα¯β¯(ϕ0 − iϕ1)
)
∧ θα¯ ∧ θβ¯ ;
0 ≡
(
piσ¯αXβσ¯ − pi
σ¯
βXασ¯ + piαβ(ϕ0 + iϕ1)
)
∧ θα ∧ θβ
−
(
piσα¯Xβ¯σ − pi
σ
β¯
Xα¯σ + piα¯β¯(ϕ0 − iϕ1)
)
∧ θα¯ ∧ θβ¯ .
(3.41)
Let us define
(3.42) Γ˜αβ
def
= piσ¯α
(
Xβσ¯ +
1
2
gβσ¯(ϕ0 + iϕ1)
)
.
Then, (3.40) and (3.41) yield
(3.43)


dθα ≡ −piασΓ˜σβ ∧ θ
β − 12 (ϕ0 + iϕ1) ∧ θ
α − 12pi
α
β¯
(ϕ2 + iϕ3) ∧ θ
β¯
(piσ¯αΓ˜σ¯β¯ + pi
σ
β¯
Γ˜σα) ∧ θ
α ∧ θβ¯ ≡ 0
(Γ˜αβ − Γ˜βα) ∧ θ
α ∧ θβ ≡ 0
mod ηs
The third equation of (3.43) implies the the existence of (unique) functions Cαβγ satisfying
(3.44)


Γ˜αβ − Γ˜βα ≡ Cαβγθ
γ mod ηs
Cαβγ = −Cβαγ
Cαβγ + Cβγα + Cγαβ = 0.
Let Dαβγ
def
= 13 (Cαβγ + Cαγβ) and
Γˆαβ
def
= Γ˜αβ −Dαβγ θ
γ .
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Then, modulo ηs,
Γˆαβ − Γˆβα ≡ Γ˜αβ − Γ˜βα − (Dαβγ −Dβαγ)θ
γ ≡ Cαβγθ
γ − (Dαβγ −Dβαγ)θ
γ
≡ Cαβγθ
γ −
1
3
(Cαβγ + Cαγβ − Cβαγ − Cβγα)θ
γ
≡ Cαβγθ
γ −
1
3
(3Cαβγ −Cαβγ − Cγαβ − Cβγα︸ ︷︷ ︸
=0 by (3.44)
)θγ ≡ 0.
And since Dαβγ = Dαγβ , the equations (3.43) become
(3.45)


dθα ≡ −piασΓˆσβ ∧ θ
β − 12 (ϕ0 + iϕ1) ∧ θ
α − 12pi
α
β¯
(ϕ2 + iϕ3) ∧ θ
β¯
(piσ¯αΓˆσ¯β¯ + pi
σ
β¯
Γˆσα) ∧ θ
α ∧ θβ¯ ≡ 0
Γˆαβ − Γˆβα ≡ 0
mod ηs
By the second identity of (3.45), piσ¯αΓˆσ¯β¯ + pi
σ
β¯
Γˆσα ≡ 0 mod {θ
α, θα¯, ηs}. Hence there exists functions
Aαβγ , Bαβγ so that
(3.46) piσ¯αΓˆσ¯β¯ + pi
σ
β¯
Γˆσα ≡ pi
σ
β¯
Aασγ θ
γ + piσ¯α Bσ¯β¯γ¯θ
γ¯ mod ηs
and Aαβγ = Aγβα, Bαβγ = Bαγβ . We multiply (3.46) by pi
β¯
τ and sum over β¯ to obtain
(3.47) (jΓˆ)ατ − Γˆτα ≡ −Aατγ θ
γ + piσ¯α pi
β¯
τ Bσ¯β¯γ¯θ
γ¯ mod ηs.
Since, by the third identity of (3.45), the LHS of the (3.47) is symmetric (modulo ηs) in the indices α, τ , so
is the RHS. This implies that both Aαβγ and Bαβγ are totally symmetric in α, β, γ.
Applying the map j to both sides of (3.47) gives
Γˆατ − (jΓˆ)ατ ≡ pi
µ¯
α pi
ν¯
τ
(
−Aµ¯ν¯γ¯ θ
γ¯ + piσµ¯ pi
β
ν¯ Bσβγθ
γ
)
≡ Bατγθ
γ − piµ¯α pi
ν¯
τ Aµ¯ν¯γ¯ mod ηs,
which, by comparison with the initial equation (3.47), yields Aαβγ = Bαβγ .
If we set
Γ˘αβ
def
= Γˆαβ −Aαβγ θ
γ ,
then, by (3.45), (3.47), and the just established properties of Aαβγ = Bαβγ , we obtain that
(3.48)
{
(jΓ˘)αβ ≡ Γ˘αβ
Γ˘αβ ≡ Γ˘βα
mod ηs
and
(3.49) dθα = −piασΓ˘σβ ∧ θ
β −
1
2
(ϕ0 + iϕ1) ∧ θ
α −
1
2
piα
β¯
(ϕ2 + iϕ3) ∧ θ
β¯ + (Xs)
α ∧ ηs,
for some one-forms (Xs)
α.
Substituting (3.49) back into (3.33) yields:
0 = −
(
dϕ0 − 2igα¯β(X1)
α¯ ∧ θβ + 2igαβ¯(X1)
α ∧ θβ¯
)
∧ η1 +
(
dϕ3 + ϕ1 ∧ ϕ2 + 2igα¯β(X2)
α¯ ∧ θβ
− 2igαβ¯(X2)
α ∧ θβ¯
)
∧ η2 −
(
dϕ2 + ϕ3 ∧ ϕ1 − 2igα¯β(X3)
α¯ ∧ θβ + 2igαβ¯(X3)
α ∧ θβ¯
)
∧ η3
− 2ipiσ
β¯
(
Γ˘σα − (jΓ˘)ασ
)
∧ θα ∧ θβ¯ ;
(3.50)
0 = −
(
dϕ3 + ϕ1 ∧ ϕ2 + 2piαβ(X1)
α ∧ θβ + 2piα¯β¯(X1)
α¯ ∧ θβ¯
)
∧ η1 −
(
dϕ0 + 2piαβ(X2)
α ∧ θβ
+ 2piα¯β¯(X2)
α¯ ∧ θβ¯
)
∧ η2 +
(
dϕ1 + ϕ2 ∧ ϕ3 − 2piαβ(X3)
α ∧ θβ − 2piα¯β¯(X3)
α¯ ∧ θβ¯
)
∧ η3
+ 2Γ˘αβ ∧ θ
α ∧ θβ + 2Γ˘α¯β¯ ∧ θ
α¯ ∧ θβ¯ ;
(3.51)
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0 =
(
dϕ2 + ϕ3 ∧ ϕ1 + 2ipiαβ(X1)
α ∧ θβ − 2ipiα¯β¯(X1)
α¯ ∧ θβ¯
)
∧ η1 −
(
dϕ1 + ϕ2 ∧ ϕ3
− 2ipiαβ(X2)
α ∧ θβ + 2ipiα¯β¯(X2)
α¯ ∧ θβ¯
)
∧ η2 −
(
dϕ0 − 2ipiαβ(X3)
α ∧ θβ + 2ipiα¯β¯(X3)
α¯ ∧ θβ¯
)
∧ η3
− 2iΓ˘αβ ∧ θ
α ∧ θβ + 2iΓ˘α¯β¯ ∧ θ
α¯ ∧ θβ¯ .
(3.52)
Notice that, by (3.48), the last summands in the above three equations vanish modulo ηs. Hence if we
wedge (3.50) with η2 ∧ η3, (3.51) with η3 ∧ η1, and take the difference, we obtain
(3.53) 0 =
(
− 2igα¯β((X1)
α¯ − ipiα¯τ (X2)
τ ) ∧ θβ + 2igαβ¯((X1)
α + ipiατ¯ (X2)
τ¯ ) ∧ θβ¯
)
∧ η1 ∧ η2 ∧ η3 + . . . ,
the unwritten terms being of the form
(∧2
{θα, θα¯}
)
∧ η1 ∧ η2 ∧ η3, which yields that
(X1)
α + ipiατ¯ (X2)
τ¯ ≡ 0 mod {θα, θα¯, ηs}.
Similarly, by wedging (3.50) with η2∧η3, (3.52) with η1∧η2, and considering the difference of the resulting
two equations, we obtain that
(X1)
α − piατ¯ (X3)
τ¯ ≡ 0 mod {θα, θα¯, ηs}.
Therefore, if we set
φ˘α
def
= i(X1)
α,
we have
(3.54)


(X1)
α = −iφ˘α
(X2)
α = −piασ¯ φ˘
σ¯ + Y αβ θ
β + Y α
β¯
θβ¯ + . . .
(X3)
α = −ipiασ¯ φ˘
σ¯ + Zαβ θ
β + Zα
β¯
θβ¯ + . . . ,
where the omitted terms are linear expressions in ηs and Y
α
β , Y
α
β¯
, Zαβ , Z
α
β¯
are some appropriate coefficients.
Let us wedge (3.52) with η1 ∧ η2, (3.51) with η3 ∧ η1 and take the difference. We obtain
0 =
(
2piαβ((X2)
α + i(X3)
α) ∧ θβ + 2piα¯β¯((X2)
α¯ − i(X3)
α¯) ∧ θβ¯
)
∧ η1 ∧ η2 ∧ η3
+ ∗ θα ∧ θβ ∧ η1 ∧ η2 ∧ η3 + ∗ θ
α¯ ∧ θβ¯ ∧ η1 ∧ η2 ∧ η3
(3.54)
=
(
− 2piσα(Y
σ
β¯
+ iZσ
β¯
) + 2piσ¯β¯(Y
σ¯
α − iZ
σ¯
α)
)
θα ∧ θβ¯ ∧ η1 ∧ η2 ∧ η3
+ ∗ θα ∧ θβ ∧ η1 ∧ η2 ∧ η3 + ∗ θ
α¯ ∧ θβ¯ ∧ η1 ∧ η2 ∧ η3,
where the asterisk represents coefficients which are irrelevant at the moment. It follows that
piσα(Y
σ
β¯
+ iZσ
β¯
) = piσ¯β¯(Y
σ¯
α − iZ
σ¯
α).
Similarly, by considering the sum of (3.51), wedged with η1 ∧ η2, and (3.52), wedged with η3 ∧ η1, we
obtain that
piσα(Y
σ
β¯
+ iZσ
β¯
) = −piσ¯β¯(Y
σ¯
α − iZ
σ¯
α).
Hence Zα
β¯
= iY α
β¯
. Setting
φˆα
def
= φ˘α + piασ¯Y
σ¯
β θ
β ,
the equations (3.54) become
(3.55)


(X1)
α = −iφˆα + ipiασ¯Y
σ¯
β θ
β
(X2)
α = −piασ¯ φˆ
σ¯ + Y αβ θ
β + . . .
(X3)
α = −ipiασ¯ φˆ
σ¯ + Zαβ θ
β + . . .
(the dots represent terms which are linear in ηs).
We define
(3.56) Γαβ
def
= Γ˘αβ − igασ¯ Y
σ¯
β η1 − piασ Y
σ
β η2 − ipiασ Z
σ
β η3.
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Substituting (3.56) and (3.55) into (3.49), we obtain
(3.57) dθα = −piασΓσβ ∧ θ
β −
1
2
(ϕ0 + iϕ1) ∧ θ
α −
1
2
piα
β¯
(ϕ2 + iϕ3) ∧ θ
β¯ − iφˆα ∧ η1
− piασ¯ φˆ
σ¯ ∧ (η2 + iη3) + (Cst)
αηs ∧ ηt,
where (Cst)
α = −(Cst)
α are some appropriate coefficients.
Finally, if we set
φα
def
= φˆα +
(
piασ¯ (C12)
σ¯ − (C23)
α − ipiασ¯ (C31)
σ¯
)
η1 + i
(
− (C12)
α + piασ¯ (C23)
σ¯ + i(C31)
α
)
η2
+
(
− (C12)
α − piασ¯ (C23)
σ¯ + i(C31)
α
)
η3,
then, by (3.57), we obtain that
(3.58) dθα = −piασΓσβ ∧ θ
β −
1
2
(ϕ0 + iϕ1) ∧ θ
α −
1
2
piα
β¯
(ϕ2 + iϕ3) ∧ θ
β¯ − iφα ∧ η1 − pi
α
σ¯φ
σ¯ ∧ (η2 + iη3).
So far, we have shown, by (3.48) and (3.56), that the equations Γαβ ≡ Γβα and (jΓ)αβ ≡ Γαβ are satisfied
only modulo ηs. Let us assume
(3.59)
{
piσ
β¯
(
(jΓ)ασ − Γσα
)
= (As)αβ¯ ηs
Γαβ − Γβα = (Bs)αβ ηs
for some functions (As)αβ¯ and (Bs)αβ = −(Bs)βα.
Substituting (3.58) and (3.59) back into (3.33) gives:
0 = −
(
dϕ0 + 2φβ ∧ θ
β + 2φβ¯ ∧ θ
β¯ − 2i(A1)αβ¯θ
α ∧ θβ¯
)
∧ η1
+
(
dϕ3 + ϕ1 ∧ ϕ2 − 2ipiαβφ
α ∧ θβ + 2ipiα¯β¯φ
α¯ ∧ θβ¯ + 2i(A2)αβ¯θ
α ∧ θβ¯
)
∧ η2
−
(
dϕ2 + ϕ3 ∧ ϕ1 + 2piαβφ
α ∧ θβ + 2piα¯β¯φ
α¯ ∧ θβ¯ − 2i(A3)αβ¯θ
α ∧ θβ¯
)
∧ η3;
(3.60)
0 = −
(
dϕ3 + ϕ1 ∧ ϕ2 − 2ipiαβφ
α ∧ θβ + 2ipiα¯β¯φ
α¯ ∧ θβ¯ − (B1)αβθ
α ∧ θβ − (B1)α¯β¯θ
α¯ ∧ θβ¯
)
∧ η1
−
(
dϕ0 + 2φβ ∧ θ
β + 2φβ¯ ∧ θ
β¯ − (B2)αβθ
α ∧ θβ − (B2)α¯β¯θ
α¯ ∧ θβ¯
)
∧ η2
+
(
dϕ1 + ϕ2 ∧ ϕ3 − 2iφβ ∧ θ
β + 2iφβ¯ ∧ θ
β¯ + (B3)αβθ
α ∧ θβ + (B3)α¯β¯θ
α¯ ∧ θβ¯
)
∧ η3;
(3.61)
0 =
(
dϕ2 + ϕ3 ∧ ϕ1 + 2piαβφ
α ∧ θβ + 2piα¯β¯φ
α¯ ∧ θβ¯ − i(B1)αβθ
α ∧ θβ + i(B1)α¯β¯θ
α¯ ∧ θβ¯
)
∧ η1
−
(
dϕ1 + ϕ2 ∧ ϕ3 − 2iφβ ∧ θ
β + 2iφβ¯ ∧ θ
β¯ + i(B2)αβθ
α ∧ θβ − i(B2)α¯β¯θ
α¯ ∧ θβ¯
)
∧ η2
−
(
dϕ0 + 2φβ ∧ θ
β + 2φβ¯ ∧ θ
β¯ + i(B3)αβθ
α ∧ θβ − i(B3)α¯β¯θ
α¯ ∧ θβ¯
)
∧ η3.
(3.62)
By wedging the equation (3.60) with η2 ∧ η3 and subtracting from the result the equation (3.60) wedged
with η3 ∧ η1, we see that
(3.63) 2i(A1)αβ¯θ
α ∧ θβ¯ ∧ η1 ∧ η2 ∧ η3 = −(B2)αβθ
α ∧ θβ ∧ η1 ∧ η2 ∧ η3 − 2(B2)α¯β¯θ
α¯ ∧ θβ¯ ∧ η1 ∧ η2 ∧ η3,
and hence (A1)αβ¯ = 0, (B2)αβ = 0. Proceeding similarly, we obtain (As)αβ¯ = 0, (Bs)αβ = 0 and thus, by
(3.59), the properties (3.30). A substitution back into (3.60), (3.61) and (3.62) yields:
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0 = −
(
dϕ0 + 2φβ ∧ θ
β + 2φβ¯ ∧ θ
β¯
)
∧ η1 +
(
dϕ3 + ϕ1 ∧ ϕ2 − 2ipiαβφ
α ∧ θβ
+ 2ipiα¯β¯φ
α¯ ∧ θβ¯
)
∧ η2 −
(
dϕ2 + ϕ3 ∧ ϕ1 + 2piαβφ
α ∧ θβ + 2piα¯β¯φ
α¯ ∧ θβ¯
)
∧ η3;
0 = −
(
dϕ3 + ϕ1 ∧ ϕ2 − 2ipiαβφ
α ∧ θβ + 2ipiα¯β¯φ
α¯ ∧ θβ¯
)
∧ η1 −
(
dϕ0 + 2φβ ∧ θ
β
+ 2φβ¯ ∧ θ
β¯
)
∧ η2 +
(
dϕ1 + ϕ2 ∧ ϕ3 − 2iφβ ∧ θ
β + 2iφβ¯ ∧ θ
β¯
)
∧ η3;
0 =
(
dϕ2 + ϕ3 ∧ ϕ1 + 2piαβφ
α ∧ θβ + 2piα¯β¯φ
α¯ ∧ θβ¯
)
∧ η1 −
(
dϕ1 + ϕ2 ∧ ϕ3 − 2iφβ ∧ θ
β
+ 2iφβ¯ ∧ θ
β¯
)
∧ η2 −
(
dϕ0 + 2φβ ∧ θ
β + 2φβ¯ ∧ θ
β¯
)
∧ η3.
(3.64)
These imply the existence of real one-forms As, Bst so that
(3.65)


dϕ0 = −2φβ ∧ θ
β − 2φβ¯ ∧ θ
β¯ +As ∧ ηs
dϕ1 = −ϕ2 ∧ ϕ3 + 2iφβ ∧ θ
β − 2iφβ¯ ∧ θ
β¯ +Bs1 ∧ ηs
dϕ2 = −ϕ3 ∧ ϕ1 − 2piσβφ
σ ∧ θβ − 2piσ¯β¯φ
σ¯ ∧ θβ¯ +Bs2 ∧ ηs
dϕ3 = −ϕ1 ∧ ϕ2 + 2ipiσβφ
σ ∧ θβ − 2ipiσ¯β¯φ
σ¯ ∧ θβ¯ +Bs3 ∧ ηs.
Substituting (3.65) into (3.64), we obtain the relations
B11 = B22 = B33 = 0, B23 = −B32 = A1, B31 = −B13 = A2, B12 = −B21 = A3.
Hence, if setting
ψs
def
= −As,
the one-forms Γαβ , φ
α, ψs satisfy (3.31) and are as required in the theorem.
To prove the uniqueness, assume that Γˆαβ , φˆ
α, ψˆs are any other one-forms satisfying the requirements of
the theorem and let
(3.66) Lαβ = Γαβ − Γˆαβ , M
α = φα − φˆα, Ns = ψs − ψˆs.
Then, Lαβ = Lβα, (jL)αβ = Lαβ and by subtraction, we obtain the identities
(3.67)


0 = −iMα ∧ η1 − pi
α
σ¯M
σ¯ ∧ (η2 + iη3)− pi
ασLσβ ∧ θ
β
0 = −N1 ∧ η1 −N2 ∧ η2 −N3 ∧ η3 − 2Mβ ∧ θ
β − 2Mβ¯ ∧ θ
β¯
0 = −N2 ∧ η3 +N3 ∧ η2 + 2iMβ ∧ θ
β − 2iMβ¯ ∧ θ
β¯
0 = −N3 ∧ η1 +N1 ∧ η3 − 2piσβM
σ ∧ θβ − 2piσ¯β¯M
σ¯ ∧ θβ¯
0 = −N1 ∧ η2 +N2 ∧ η1 + 2ipiσβM
σ ∧ θβ − 2ipiσ¯β¯M
σ¯ ∧ θβ¯ .
It follows that
(3.68)


Lαβ = Lαβγθ
γ + Lαβγ¯θ
γ¯ + (Ls)αβηs
Mα =Mαβ θ
β +Mα
β¯
θβ¯ + (Ms)
αηs
Ns = (Ns)βθ
β + (Ns)β¯θ
β¯ +Ntsηt,
where Lαβγ , Lαβγ¯ , (Ls)αβ , M
α
β , M
α
β¯
, (Ms)
α, (Ns)
α, Nst are some appropriate coefficients, and also
(3.69) Lαβγ = Lβαγ , Lαβγ¯ = pi
µ¯
αpi
ν¯
βLµ¯ν¯γ¯ , (Ls)αβ = (Ls)βα, (Ls)αβ = pi
µ¯
αpi
ν¯
β(Ls)µ¯ν¯ .
We substitute (3.68) into the first equation of (3.67). The vanishing of the coefficient of θβ∧θγ¯ gives Lσβγ¯ = 0
which, by the second identity of (3.69), implies that also Lαβγ = 0. Proceeding similarly, we easily obtain
that the rest of the coefficients in (3.68) vanish as well and hence the uniqueness of the one-forms Γαβ , φ
α,
ψs.
Finally, the fact that the one-forms
(3.70) {η1, η2, η2, θ
α, θα¯, ϕ0, ϕ1, ϕ2, ϕ3} ∪ {Γαβ : α ≤ β} ∪ {φ
α, φα¯, ψ1, ψ2, ψ3}
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are pointwise linearly independent is easily derived form the observation that, by construction,
η1, η2, η2, θ
α, θα¯, ϕ0, ϕ1, ϕ2, ϕ3 are pointwise linearly independent and semibasic (w.r.t. the projection
pi1 : P1 → Po), whereas
{Γαβ : α ≤ β} ∪ {φ
α, φα¯, ψ1, ψ2, ψ3}
are independent modulo {η1, η2, η2, θ
α, θα¯, ϕ0, ϕ1, ϕ2, ϕ3}. The latter is a consequence of the structure equa-
tions (3.31).

4. The Curvature and the Bianchi identities
In order to understand the curvature components and their properties, we shall have to compute the full
structure equations, the corresponding Bianchi identities and some of their differential consequences, all in
parallel. Thus we shall first provide three collections of the resulting formulae (in the next three propositions)
and then go through all the computations in one package. Perhaps reading the computations will enlighten
the three propositions best. Further links are available in the appendix.
Proposition 4.1 (Curvature components). On P1, there exist unique, globally defined, complex-valued func-
tions
(4.1) Sαβγδ, Vαβγ , Lαβ , Mαβ, Cα, Hα, P, Q, R
so that:
(I) Each of the arrays {Sαβγδ}, {Vαβγ}, {Lαβ}, {Mαβ} is totally symmetric in its indices.
(II) We have
(4.2)


(jS)αβγδ = Sαβγδ
(jL)αβ = Lαβ
R = R.
(III) The exterior derivatives dΓαβ, dφα and dψs are given by
dΓαβ = − pi
στΓασ ∧ Γτβ + 2pi
σ¯
α(φβ ∧ θσ¯ − φσ¯ ∧ θβ) + 2pi
σ¯
β(φα ∧ θσ¯ − φσ¯ ∧ θα)
+ piσ
δ¯
Sαβγσ θ
γ ∧ θδ¯ +
(
Vαβγ θ
γ + piσ¯α pi
τ¯
β Vσ¯τ¯ γ¯ θ
γ¯
)
∧ η1
− ipiσγ¯ Vαβσ θ
γ¯ ∧ (η2 + iη3) + i(jV)αβγ θ
γ ∧ (η2 − iη3)
− iLαβ (η2 + iη3) ∧ (η2 − iη3) +Mαβ η1 ∧ (η2 + iη3) + (jM)αβ η1 ∧ (η2 − iη3),
(4.3)
dφα =
1
2
(ϕ0 + iϕ1) ∧ φα +
1
2
piαγ(ϕ2 − iϕ3) ∧ φ
γ − piσ¯α Γσ¯γ¯ ∧ φ
γ¯ −
i
2
ψ1 ∧ θα
−
1
2
piαγ(ψ2 − iψ3) ∧ θ
γ − ipiσ
δ¯
Vαγσ θ
γ ∧ θδ¯ +Mαγ θ
γ ∧ η1 + pi
σ¯
α Lσ¯γ¯ θ
γ¯ ∧ η1
+ iLαγ θ
γ ∧ (η2 − iη3)− ipi
σ
γ¯ Mασ θ
γ¯ ∧ (η2 + iη3)− Cα(η2 + iη3) ∧ (η2 − iη3)
+ Hα η1 ∧ (η2 + iη3) + ipiασ C
σ η1 ∧ (η2 − iη3),
(4.4)
dψ1 = ϕ0 ∧ ψ1 − ϕ2 ∧ ψ3 + ϕ3 ∧ ψ2 − 4iφγ ∧ φ
γ + 4piσ
δ¯
Lγσ θ
γ ∧ θδ¯ + 4Cγ θ
γ ∧ η1
+ 4Cγ¯ θ
γ¯ ∧ η1 − 4ipiγ¯σ¯ C
σ¯ θγ¯ ∧ (η2 + iη3) + 4ipiγσ C
σ θγ ∧ (η2 − iη3)
+ P η1 ∧ (η2 + iη3) + P η1 ∧ (η2 − iη3) + iR (η2 + iη3) ∧ (η2 − iη3),
(4.5)
dψ2 + i dψ3 = (ϕ0 − iϕ1) ∧ (ψ2 + iψ3) + i(ϕ2 + iϕ3) ∧ ψ1 + 4piγδφ
γ ∧ φδ + 4ipiσ¯γ Mσ¯δ¯ θ
γ ∧ θδ¯
+ 4ipiσ¯γ Cσ¯ θ
γ ∧ η1 − 4Hγ¯ θ
γ¯ ∧ η1 − 4iCγ¯ θ
γ¯ ∧ (η2 + iη3)− 4ipi
σ¯
γ Hσ¯ θ
γ ∧ (η2 − iη3)
− iR η1 ∧ (η2 + iη3) + Q η1 ∧ (η2 − iη3)− P (η2 + iη3) ∧ (η2 − iη3).
(4.6)
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In order to describe further relations and differential consequences between the curvature components
defined by Proposition 4.1, we introduce the following list of one-forms:
(4.7) S∗αβγδ
def
= dSαβγδ − S˜
∗
αβγδ
S˜∗αβγδ = pi
τνΓνα Sτβγδ + pi
τνΓνβ Sατγδ + pi
τνΓνγ Sαβτδ + pi
τνΓνδ Sαβγτ + ϕ0 Sαβγδ + 2i
(
piατ Vδβγ+
piβτ Vαγδ + piγτ Vαβδ + piδτ Vαβγ
)
θτ + 2i
(
gατ¯ (jV)δβγ + gβτ¯ (jV)αδγ + gγτ¯ (jV)αβδ + gδτ¯ (jV)αβγ
)
θτ¯
(4.8) V∗αβγ
def
= dVαβγ − V˜
∗
αβγ
V˜∗αβγ = pi
τνΓνα Vτβγ + pi
τνΓνβ Vατγ + pi
τνΓνγ Vαβτ + ipi
σ
τ¯ φ
τ¯ Sαβγσ +
1
2
(
3ϕ0 + iϕ1
)
Vαβγ−
1
2
(
ϕ2 − iϕ3
)
(jV)αβγ − 2
(
piατ Mβγ + piβτ Mαγ + piγτ Mαβ
)
θτ − 2
(
gατ¯ Lβγ + gβτ¯ Lαγ + gγτ¯ Lαβ
)
θτ¯
(4.9) L∗αβ
def
= dLαβ − L˜
∗
αβ
L˜∗αβ = pi
τσΓσα Lτβ + pi
τσΓσβ Lατ + 2ϕ0 Lαβ +
1
2
(
ϕ2 + iϕ3
)
Mαβ +
1
2
(
ϕ2 − iϕ3
)
(jM)αβ + φ
σ Vαβσ+
piµ¯α pi
ν¯
β φ
σ¯ Vµ¯ν¯σ¯ + 2i
(
piατCβ + piβτCα
)
θτ + 2i
(
gατ¯ pi
σ¯
β Cσ¯ + gβτ¯ pi
σ¯
α Cσ¯
)
θτ¯
(4.10) M∗αβ
def
= dMαβ − M˜
∗
αβ
M˜∗αβ = pi
τσΓσαMτβ + pi
τσΓσβ Mατ +
(
2ϕ0 + iϕ1
)
Mαβ −
(
ϕ2 − iϕ3
)
Lαβ − 2pi
σ
τ¯ φ
τ¯ Vαβσ+
2
(
piατHβ + piβτHα
)
θτ + 2i
(
gατ¯ Cβ + gβτ¯ Cα
)
θτ¯
(4.11) C∗α
def
= dCα − C˜
∗
α
C˜∗α = pi
τσΓσα Cτ +
1
2
(
5ϕ0 + iϕ1
)
Cα − pi
σ¯
α
(
ϕ2 − iϕ3
)
Cσ¯ − 2ipi
σ
τ¯ φ
τ¯ Lασ + iφ
τ Mατ +
i
2
(
ϕ2+
iϕ3
)
Hα −
1
2
piατ P θ
τ +
1
2
gατ¯ R θ
τ¯
(4.12) H∗α
def
= dHα − H˜
∗
α
H˜∗α = pi
τσΓσαHτ +
1
2
(
5ϕ0 + 3iϕ1
)
Hα +
3i
2
(
ϕ2 − iϕ3
)
Cα − 3pi
σ
τ¯ φ
τ¯ Mασ +
1
2
piατ Q θ
τ +
i
2
gατ¯ P θ
τ¯
(4.13) R∗
def
= dR− R˜∗, R˜∗ = 3ϕ0R−
(
ϕ2 + iϕ3
)
P−
(
ϕ2 − iϕ3
)
P− 8φτ Cτ + 8φ
τ¯ Cτ¯
(4.14) P∗
def
= dP− P˜∗, P˜∗ =
(
3ϕ0 + iϕ1
)
P−
i
2
(
ϕ2 − iϕ3
)
Q+
3
2
(
ϕ2 − iϕ3
)
R+ 4iφτHτ − 12piτ¯ σ¯φ
τ¯ Cσ¯
(4.15) Q∗
def
= dQ− Q˜∗, Q˜∗ =
(
3ϕ0 + 2iϕ1
)
Q− 2i
(
ϕ2 − iϕ3
)
P+ 16piτ¯ σ¯φ
τ¯Hσ¯
Using (4.2) we easily obtain that one-forms S∗αβγδ, V
∗
αβγ , L
∗
αβ , M
∗
αβ are totally symmetric in their indices
and
(4.16)


(jS∗)αβγδ = S
∗
αβγδ
(jL∗)αβ = L
∗
αβ
R∗ = R∗.
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Proposition 4.2 (Bianchi identities). The following identities are satisfied:
(4.17) d2Γαβ = pi
σ
δ¯
S∗αβγσ ∧ θ
γ ∧ θδ¯ + V∗αβγ ∧ θ
γ ∧ η1 + pi
µ¯
α pi
ν¯
β V
∗
µ¯ν¯γ¯ ∧ θ
γ¯ ∧ η1
− ipiσγ¯ V
∗
αβσ ∧ θ
γ¯ ∧
(
η2 + iη3
)
+ ipiµ¯α pi
ν¯
β pi
ξ¯
γ V
∗
µ¯ν¯ξ¯
∧ θγ ∧
(
η2 − iη3
)
− iL∗αβ ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
+M∗αβ ∧ η1 ∧
(
η2 + iη3
)
+ piµ¯α pi
ν¯
βM
∗
µ¯ν¯ ∧ η1 ∧
(
η2 − iη3
)
= 0;
(4.18) d2φα = − ipi
ν
γ¯ V
∗
αβν ∧ θ
β ∧ θγ¯ + piµ¯α L
∗
µ¯β¯
∧ θβ¯ ∧ η1 +M
∗
αβ ∧ θ
β ∧ η1
− ipiν
β¯
M∗αν ∧ θ
β¯ ∧
(
η2 + iη3
)
+ iL∗αβ ∧ θ
β ∧
(
η2 − iη3
)
− C∗α ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
+ ipiµ¯α C
∗
µ¯ ∧ η1 ∧
(
η2 − iη3
)
+H∗α ∧ η1 ∧
(
η2 + iη3
)
= 0;
(4.19) d2ψ1 = 4pi
µ
γ¯ L
∗
βµ ∧ θ
β ∧ θγ¯ + 4C∗β ∧ θ
β ∧ η1 + 4C
∗
γ¯ ∧ θ
γ¯ ∧ η1 + 4ipi
µ¯
β C
∗
µ¯ ∧ θ
β ∧
(
η2 − iη3
)
− 4ipiµγ¯ C
∗
µ ∧ θ
γ¯ ∧
(
η2 + iη3
)
+ P∗ ∧ η1 ∧
(
η2 + iη3
)
+ P∗ ∧ η1 ∧
(
η2 − iη3
)
+ iR∗ ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
= 0;
(4.20) d2
(
ψ2 + iψ3
)
= 4ipiµ¯β M
∗
µ¯γ¯ ∧ θ
β ∧ θγ¯ + 4ipiµ¯β C
∗
µ¯ ∧ θ
β ∧ η1 − 4H
∗
γ¯ ∧ θ
γ¯ ∧ η1 − 4C
∗
γ¯ ∧ θ
γ¯ ∧
(
η2 + iη3
)
− 4ipiµ¯β H
∗
µ¯ ∧ θ
β ∧
(
η2 − iη3
)
− iR∗ ∧ η1 ∧
(
η2 + iη3
)
+ Q∗ ∧ η1 ∧
(
η2 − iη3
)
− P∗ ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
= 0.
Proposition 4.3 (The secondary derivatives). On P1, there exist unique, globally defined, complex valued
funct ions
Aαβγδǫ, Bαβγδ, Cαβγδ, Dαβγ , Eαβγ , Fαβγ , Gαβ , Xαβ , Yαβ , Zαβ ,
(N1)α, (N2)α, (N3)α, (N4)α, (N5)α, Us, Ws
(4.21)
so that:
(I) Each of the arrays {Aαβγδǫ}, {Bαβγδ}, {Cαβγδ}, {Dαβγ}, {Eαβγ}, {Fαβγ}, {Gαβγ}, {Xαβ}, {Yαβ},
{Zαβ} is totally symmetric in its indices.
(II) We have
dSαβγδ = S˜
∗
αβγδ +Aαβγδǫ θ
ǫ − piσǫ¯ (jA)αβγδσ θ
ǫ¯ +
(
Bαβγδ + (jB)αβγδ
)
η1 + iCαβγδ
(
η2 + iη3
)
− i(jC)αβγδ
(
η2 − iη3
)
dVαβγ = V˜
∗
αβγ + Cαβγǫ θ
ǫ + piσǫ¯ Bαβγσ θ
ǫ¯ +Dαβγη1 + Eαβγ
(
η2 + iη3
)
+ Fαβγ
(
η2 − iη3
)
dLαβ = L˜
∗
αβ − (jF)αβǫ θ
ǫ−piσǫ¯ Fαβσ θ
ǫ¯ + i
(
(jZ)αβ − Zαβ
)
η1 + iGαβ
(
η2 + iη3
)
− i(jG)αβ
(
η2 − iη3
)
dMαβ = M˜
∗
αβ − Eαβǫ θ
ǫ + piσǫ¯
(
(jF)αβσ − iDαβσ
)
θǫ¯ + Xαβη1 + Yαβ
(
η2 + iη3
)
+ Zαβ
(
η2 − iη3
)
dCα = C˜
∗
α + Gαǫ θ
ǫ − ipiσǫ¯ Zασ θ
ǫ¯ + (N1)αη1 + (N2)α
(
η2 + iη3
)
+ (N3)α
(
η2 − iη3
)
dHα = H˜
∗
α − Yαǫ θ
ǫ + ipiσǫ¯
(
Gασ − Xασ
)
θǫ¯ + (N4)αη1 + (N5)α
(
η2 + iη3
)
+
(
(N1)α + ipi
σ¯
α(N3)σ¯
)(
η2 − iη3
)
dR = R˜∗ + 4piσ¯ǫ (N3)σ¯ θ
ǫ + 4piσǫ¯ (N3)σ θ
ǫ¯ + i
(
U3 − U3
)
η1 − i
(
U1 +W3
)(
η2 + iη3
)
+ i
(
U1 +W3
)(
η2 − iη3
)
dP = P˜∗ − 4(N2)ǫ θ
ǫ − 4
(
(N3)ǫ¯ + ipi
σ
ǫ¯ (N1)σ
)
θǫ¯ + U1η1 + U2
(
η2 + iη3
)
+ U3
(
η2 − iη3
)
dQ = Q˜∗ + 4(N5)ǫ θ
ǫ + 4ipiσǫ¯
(
(N2)σ + (N4)σ
)
θǫ¯ +W1η1 +W2
(
η2 + iη3
)
+W3
(
η2 − iη3
)
(4.22)
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Proof of Propositions 4.1, 4.2 and 4.3. A differentiation of the first equation of (3.31), after some calcula-
tions using (3.31), yields
0 = d2θα = piασ
(
− dΓσβ − pi
ντΓσν ∧ Γτβ + 2pi
τ¯
σ(φβ ∧ θτ¯ − φτ¯ ∧ θβ) + 2pi
τ¯
β(φσ ∧ θτ¯ − φτ¯ ∧ θσ)
)
∧ θβ
+ i
(
− dφα − piασΓσγ ∧ φ
γ +
1
2
(ϕ0 − iϕ1) ∧ φ
α −
1
2
piαγ¯ (ϕ2 + iϕ3) ∧ φ
γ¯
+
i
2
ψ1 ∧ θ
α +
1
2
piαγ¯ (ψ2 + iψ3) ∧ θ
γ¯
)
∧ η1
+ piα
β¯
(
− dφβ¯ − piβ¯σ¯Γσ¯γ¯ ∧ φ
γ¯ +
1
2
(ϕ0 + iϕ1) ∧ φ
β¯ −
1
2
piβ¯γ (ϕ2 − iϕ3) ∧ φ
γ
−
i
2
ψ1 ∧ θ
β¯ +
1
2
piβ¯γ (ψ2 − iψ3) ∧ θ
γ
)
∧ (η2 + iη3)
If we set
Xαβ =dΓαβ + pi
ντΓαν ∧ Γτβ − 2pi
τ¯
α(φβ ∧ θτ¯ + φτ¯ ∧ θβ)− 2pi
τ¯
β(φα ∧ θτ¯ − φτ¯ ∧ θα)
Y α =dφα + piασΓσγ ∧ φ
γ −
1
2
(ϕ0 − iϕ1) ∧ φ
α +
1
2
piαγ¯ (ϕ2 + iϕ3) ∧ φ
γ¯
−
i
2
ψ1 ∧ θ
α −
1
2
piαγ¯ (ψ2 + iψ3) ∧ θ
γ¯ ,
(4.23)
the above equation reads as
(4.24) piασXσβ ∧ θ
β + iY α ∧ η1 + pi
α
β¯
Y β¯ ∧ (η2 + iη3) = 0.
Consequently, there exist one-forms Aαβγ so that
Xαβ ≡ Aαβγ ∧ θ
γ mod {η1, η2 + iη3}.
A small calculation using (4.23) shows that
(4.25) Xαβ = Xβα, (jX)αβ = Xαβ,
and therefore,
Aαβγ ∧ θ
γ ≡ piσ¯α pi
τ¯
β Aσ¯τ¯ γ¯ ∧ θ
γ¯ mod {η1, η2 + iη3, η2 − iη3}.
It follows that Aαβγ ≡ 0 modulo {θ
γ , θγ¯ , η1, η2 + iη3, η2 − iη3} and thus, there exist functions Aαβγδ, Aαβγδ¯
so that
Xαβ ≡ Aαβγδ θ
γ ∧ θδ +Aαβγδ¯ θ
γ ∧ θδ¯ mod {η1, η2 + iη3, η2 − iη3}
and
(4.26)


Aαβγδ = Aβαγδ
Aαβγδ = −Aαβδγ
Aαβγδ¯ = Aβαγδ¯.
Substituting back into (4.24) gives Aαβγδ¯ θ
γ ∧ θδ¯ ∧ θβ = 0 and therefore, the array {Aαβγδ¯} is totally
symmetric in the indices α, β, γ. We have also
0 = (jX)αβ −Xαβ = pi
σ¯
α pi
τ¯
β Aσ¯τ¯ γ¯δ¯ θ
γ¯ ∧ θδ¯ + piσ¯α pi
τ¯
β Aσ¯τ¯ γ¯δ θ
γ¯ ∧ θδ
−Aαβγδθ
γ ∧ θδ −Aαβγδ¯θ
γ ∧ θδ¯ + . . .
where the omitted terms are vanishing modulo {η1, η2 + iη3, η2 − iη3}. Therefore, Aαβγδ = 0 (in view of the
second line of (4.26)) and
(4.27) Aαβγδ¯ = −pi
σ¯
α pi
τ¯
β Aσ¯τ¯ δ¯γ .
Let us define
(4.28) Sαβγδ
def
= −piσ¯δ Aαβγσ¯.
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Then, since the array {Aαβγδ¯} is totally symmetric in the indices α, β, γ, equation (4.27) implies that the
array {Sαβγδ} is totally symmetric in all of its indices and (jS)αβγδ = Sαβγδ. Furthermore, we have
(4.29) Xαβ ≡ pi
σ
δ¯
Sαβγσ θ
γ ∧ θδ¯ + (B1)αβ ∧ η1 + (B2)αβ ∧ (η2 + iη3) + (B3)αβ ∧ (η2 − iη3)
for some appropriate one-forms (Bs)αβ .
On the other hand, (4.24) implies that the two-forms Y α and piα
β¯
Y β¯ are vanishing modulo {θγ , η1, η2+iη3}
and thus, the same holds true for Y α¯. Therefore, there exist functions Cα¯βγ¯ for which
(4.30) Y α ≡ Cα. βγ¯ θ
β ∧ θγ¯ mod ηs.
We substitute (4.29) and (4.30) into (4.24) to obtain, modulo {η1 ∧ η2, η2 ∧ η3, η3 ∧ η1},
(4.31) piασ(B1)σβ ∧ η1 ∧ θ
β + piασ(B2)σβ ∧ (η2 + iη3) ∧ θ
β + piασ(B3)σβ ∧ (η2 − iη3) ∧ θ
β
+ iCα. βγ¯θ
β ∧ θγ¯ ∧ η1 + pi
α
σ¯C
σ¯
. γ¯βθ
γ¯ ∧ θβ ∧ (η2 + iη3) ≡ 0.
Consequently, {
(B1)αβ ≡ 0 mod {θ
γ , θγ¯ , ηs}
(B3)αβ ≡ 0 mod {θ
γ , ηs}
By (4.25), we have that (B2)αβ = pi
σ¯
α pi
τ¯
β (B3)σ¯τ and therefore, there exist functions (B1)αβγ , (B1)αβγ¯ and
(B3)αβγ so that 

(B1)αβ ≡ (B1)αβγ θ
γ + (B1)αβγ¯ θ
γ¯
(B2)αβ ≡ pi
σ¯
α pi
τ¯
β(B3)σ¯τ¯ γ¯ θ
γ¯ mod ηs
(B3)αβ ≡ (B3)αβγ θ
γ .
On the account of (4.25) and (4.29), we obtain that the arrays {(B1)αβγ}, {(B1)αβγ¯}, {(B3)αβγ} are
symmetric in α, β and satisfy
(4.32) (B1)αβγ¯ = pi
σ¯
α pi
τ¯
β(B1)σ¯τ¯ γ¯ .
Substituting back into (4.31) yields
piασ(B1)σβγ θ
β ∧ θγ ∧ η1 + g
ασ¯
(
− piτ¯β(B1)σ¯τ¯ γ¯ + iCσ¯βγ¯
)
θβ ∧ θγ¯ ∧ η1
+ piασ
(
piτ¯σ pi
µ¯
β (B3)τ¯ µ¯γ¯ + Cσγ¯β
)
θβ ∧ θγ¯ ∧ (η2 + iη3) + pi
ασ (B3)σβγ θ
β ∧ θγ ∧ (η2 − iη3) = 0.
It follows that the arrays {(B1)αβγ} and {(B3)αβγ} are totally symmetric in their indices, and we have the
identities
−piτ¯β(B1)σ¯τ¯ γ¯ + iCσ¯βγ¯ = 0, pi
τ¯
σ pi
µ¯
β (B3)τ¯ µ¯γ¯ + Cσγ¯β = 0.
Hence,
Cα¯βγ¯ = −ipi
σ¯
β (B1)α¯σ¯γ¯
and also
(B3)αβγ = −pi
σ¯
α pi
τ¯
βCσ¯γτ¯ = ipi
σ¯
α pi
τ¯
β pi
µ¯
γ (B1)σ¯τ¯ µ¯.
Setting
Vαβγ
def
= (B1)αβγ ,
we obtain 

(B1)αβ ≡ Vαβγ θ
γ + piσ¯α pi
τ¯
βVσ¯τ¯ γ¯ θ
γ¯
(B2)αβ ≡ −ipi
σ
γ¯Vαβσ θ
γ¯
(B3)αβ ≡ i(jV)αβγ θ
γ
Y α ≡ −ipiσ¯β V
α
. σ¯γ¯ θ
β ∧ θγ¯ .
mod ηs
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Thus, for some appropriate functions (As)αβ , we have
Xαβ =pi
σ
δ¯
Sαβγσ θ
γ ∧ θδ¯ +
(
Vαβγ θ
γ + piσ¯α pi
τ¯
β Vσ¯τ¯ γ¯ θ
γ¯
)
∧ η1
− ipiσγ¯ Vαβσ θ
γ¯ ∧ (η2 + iη3) + i(jV)αβγ θ
γ ∧ (η2 − iη3)
+ (A1)αβ η1 ∧ (η2 + iη3) + (A2)αβ η1 ∧ (η2 − iη3) + (A3)αβ(η2 + iη3) ∧ (η2 − iη3).
(4.33)
Clearly, by (4.25), {(As)αβ} are symmetric in the α, β and satisfy
(4.34) (A2)αβ = pi
σ¯
α pi
τ¯
β (A1)σ¯τ¯ , (A3)αβ = −pi
σ¯
α pi
τ¯
β (A3)σ¯τ¯ .
Using one more time the argument that both Y α and Y α¯ are vanishing modulo {θγ , η1, η2 + iη3}, we
deduce that there exist functions Cα, Dαβ, Fαβ¯ , and one-forms Eα so that
Y α = −ipiσ¯β V
α
. σ¯γ¯ θ
β ∧ θγ +Dα
β¯
θβ¯ ∧ (η2 + iη3) + F
α
β θ
β ∧ (η2 − iη3)
+ Cα(η2 + iη3) ∧ (η2 − iη3) + E
α ∧ η1.
(4.35)
Substituting (4.33) and (4.35) back into (4.24) gives
(4.36) piασ(A1)σβ θ
β ∧ η1 ∧ (η2 + iη3) + pi
ασ(A2)σβ θ
β ∧ η1 ∧ (η2 − iη3)
+ piασ(A3)σβ θ
β ∧ (η2 + iη3) ∧ (η2 − iη3)− iF
α
β θ
β ∧ η1 ∧ (η2 − iη3)
− iDα
β¯
θβ¯ ∧ η1 ∧ (η2 + iη3)− pi
α
σ¯ D
σ¯
β θ
β ∧ (η2 + iη3) ∧ (η2 − iη3)
+ iCαη1 ∧ (η2 + iη3) ∧ (η2 − iη3) + pi
α
β¯
Eβ¯ ∧ η1 ∧ (η2 + iη3) = 0.
By considering the coefficients of θβ ∧ η1 ∧ (η2 − iη3) and θ
β ∧ (η2 + iη3) ∧ (η2 − iη3), we obtain
(4.37)
{
Fαβ = −ipi
ασ(A2)σβ
(4.34)
= ipiσ¯β (A1)
α
σ¯
Dαβ = −(A3)αβ
and thus, (4.36) simplifies to
(4.38) piασ(A1)σβ θ
β ∧ η1 ∧ (η2 + iη3)− iD
α
β¯
θβ¯ ∧ η1 ∧ (η2 + iη3)
+ iCαη1 ∧ (η2 + iη3) ∧ (η2 − iη3) + pi
α
β¯
Eβ¯ ∧ η1 ∧ (η2 + iη3) = 0.
By (4.38), we obtain
(4.39) Eα = Eαβ θ
β + Eα
β¯
θβ¯ + (E1)
αη1 + (E2)
α(η2 + iη3) + (E3)
α(η2 − iη3),
where Eαβ , E
α
β¯
and (Es)
α are some appropriate coefficients. Furthermore, by substituting (4.39) into (4.38),
we get
(4.40)


Eαβ = (A1)αβ
Eαβ = −ipi
ασDσβ
(4.37)
= ipiασ(A3)σβ
(E2)
α = −ipiασ¯ C
σ¯.
Setting
(4.41)


Lαβ
def
= i(A3)αβ
Mαβ
def
= (A1)αβ
Cα
def
= Cα
Hα
def
= −(E3)
α,
we obtain, by (4.23), (4.33), (4.35), (4.37), (4.37), (4.40) and (4.41), the relations (4.3) and (4.4).
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We proceed by differentiating (4.3) and (4.4) one more time. After some rather long but straightforward
calculations, we obtain
(4.42) 0 = d2Γαβ = pi
σ
δ¯
[
dSαβγσ − pi
τνΓνα Sτβγσ − pi
τνΓνβ Sατγσ − pi
τνΓνγ Sαβτσ − pi
τνΓνσ Sαβγτ
− ϕ0 Sαβγσ − 2i
(
piατ Vσβγ + piβτ Vασγ + piγτ Vαβσ + piστ Vαβγ
)
θτ − 2i
(
gατ¯ (jV)σβγ
+ gβτ¯ (jV)ασγ + gγτ¯ (jV)αβσ + gστ¯ (jV)αβγ
)
θτ¯
]
∧ θγ ∧ θδ¯
+
[
dVαβγ − pi
τνΓνα Vτβγ − pi
τνΓνβ Vατγ − pi
τνΓνγ Vαβτ + ipi
σ
τ¯ φ
τ¯ Sαβγσ −
1
2
(
3ϕ0 + iϕ1
)
Vαβγ
+
1
2
(
ϕ2 − iϕ3
)
(jV)αβγ + 2
(
piατ Mβγ + piβτ Mαγ + piγτ Mαβ
)
θτ
+ 2
(
gατ¯ Lβγ + gβτ¯ Lαγ + gγτ¯ Lαβ
)
θτ¯
]
∧ θγ ∧ η1
+ piµ¯α pi
ν¯
β
[
dVµ¯ν¯γ¯−pi
τ¯ σ¯Γσ¯µ¯ Vτ¯ ν¯γ¯−pi
τ¯ σ¯Γσ¯ν Vµ¯τ¯ γ¯−pi
τ¯ σ¯Γσ¯γ¯ Vµ¯ν¯τ¯ − ipi
σ¯
τ φ
τ Sµ¯ν¯γ¯σ¯−
1
2
(
3ϕ0− iϕ1
)
Vµ¯ν¯γ¯
+
1
2
(
ϕ2 + iϕ3
)
(jV)µ¯ν¯γ¯ + 2
(
piµ¯τ¯ Mν¯γ¯ + piν¯τ¯ Mµ¯γ¯ + piγ¯τ¯ Mµ¯ν¯
)
θτ¯
− 2
(
gτµ¯Lν¯γ¯ + gτ ν¯ Lµ¯γ¯ + gτ γ¯ Lµ¯ν¯
)
θτ
]
∧ θγ¯ ∧ η1
− ipiσγ¯
[
dVαβσ − pi
τνΓνα Vτβσ − pi
τνΓνβ Vατσ − pi
τνΓνσ Vαβτ + ipi
ν
τ¯ φ
τ¯ Sαβσν −
1
2
(
3ϕ0+ iϕ1
)
Vαβσ
+
1
2
(
ϕ2 − iϕ3
)
(jV)αβσ + 2
(
piατ Mβσ + piβτ Mασ + piστ Mαβ
)
θτ
+ 2
(
gατ¯ Lβσ + gβτ¯ Lασ + gστ¯ Lαβ
)
θτ¯
]
∧ θγ¯ ∧
(
η2 + iη3
)
+ ipiµ¯α pi
ν¯
β pi
ξ¯
γ
[
dVµ¯ν¯ξ¯−pi
τ¯ σ¯Γσ¯µ¯ Vτ¯ ν¯ ξ¯−pi
τ¯ σ¯Γσ¯ν Vµ¯τ¯ ξ¯−pi
τ¯ σ¯Γσ¯ξ¯ Vµ¯ν¯τ¯−ipi
σ¯
τ φ
τ Sµ¯ν¯ξ¯σ¯−
1
2
(
3ϕ0−iϕ1
)
Vµ¯ν¯ξ¯
+
1
2
(
ϕ2 + iϕ3
)
(jV)µ¯ν¯ξ¯ + 2
(
piµ¯τ¯ Mν¯ξ¯ + piν¯τ¯ Mµ¯ξ¯ + piξ¯τ¯ Mµ¯ν¯
)
θτ¯
− 2
(
gτµ¯Lν¯ξ¯ + gτ ν¯ Lµ¯ξ¯ + gτ ξ¯ Lµ¯ν¯
)
θτ
]
∧ θγ ∧
(
η2 − iη3
)
− i
[
dLαβ − pi
τσΓσα Lτβ − pi
τσΓσβ Lατ − 2ϕ0 Lαβ −
1
2
(
ϕ2 + iϕ3
)
Mαβ −
1
2
(
ϕ2 − iϕ3
)
(jM)αβ
− φσ Vαβσ − pi
µ¯
α pi
ν¯
β φ
σ¯ Vµ¯ν¯σ¯ − 2i
(
piατCβ + piβτCα
)
θτ
− 2i
(
gατ¯ pi
σ¯
β Cσ¯ + gβτ¯ pi
σ¯
α Cσ¯
)
θτ¯
]
∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
+
[
dMαβ − pi
τσΓσαMτβ − pi
τσΓσβ Mατ −
(
2ϕ0 + iϕ1
)
Mαβ +
(
ϕ2 − iϕ3
)
Lαβ + 2pi
σ
τ¯ φ
τ¯ Vαβσ
+ 2
(
piατHβ + piβτHα
)
θτ − 2i
(
gατ¯ Cβ + gβτ¯ Cα
)
θτ¯
]
∧ η1 ∧
(
η2 + iη3
)
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+ piµ¯α pi
ν¯
β
[
dMµ¯ν¯ − pi
τ¯ σ¯Γσ¯µ¯Mτ¯ ν¯ − pi
τ¯ σ¯Γσ¯ν¯ Mµ¯τ¯ −
(
2ϕ0 − iϕ1
)
Mµ¯ν¯ +
(
ϕ2 + iϕ3
)
Lµ¯ν¯ + 2pi
σ¯
τ φ
τ Vµ¯ν¯σ¯
+ 2
(
piµ¯τ¯Hν¯ + piν¯τ¯Hµ¯
)
θτ¯ + 2i
(
gτµ¯ Cν¯ + gτ ν¯ Cµ¯
)
θτ
]
∧ η1 ∧
(
η2 − iη3
)
and
(4.43) 0 = d2φα =
i
2
[
dψ1 − ϕ0 ∧ ψ1 + ϕ2 ∧ ψ3 − ϕ3 ∧ ψ2 + 4iφβ ∧ φ
β − 4piσγ¯ Lβσ θ
β ∧ θγ¯
− 4
(
Cβ θ
β + Cβ¯ θ
β¯
)
∧ η1 + 4ipi
σ
β¯
Cσ θ
β¯ ∧
(
η2 + iη3
)
− 4ipiσ¯β Cσ¯ θ
β ∧
(
η2 − iη3
)]
∧ θα
+
1
2
piα
δ¯
[
d
(
ψ2+ iψ3
)
−
(
ϕ0− iϕ1
)
∧
(
ψ2+ iψ3
)
− i
(
ϕ2+ iϕ3
)
∧ψ1−4piβγ φ
β∧φγ−4ipiσ¯β Mσ¯γ¯ θ
β∧θγ¯
+ 4
(
− ipiσ¯β Cσ¯ θ
β +Hβ¯ θ
β¯
)
∧ η1 + 4Cβ¯ θ
β¯ ∧
(
η2 + iη3
)
+ 4ipiσ¯β Hσ¯ θ
β ∧
(
η2 − iη3
)]
∧ θδ¯
− igαµ¯ piν¯β
[
dVµ¯ν¯γ¯−pi
τ¯ σ¯Γσ¯µ¯ Vτ¯ ν¯γ¯−pi
τ¯ σ¯Γσ¯ν Vµ¯τ¯ γ¯−pi
τ¯ σ¯Γσ¯γ¯ Vµ¯ν¯τ¯−ipi
σ¯
τ φ
τ Sµ¯ν¯γ¯σ¯−
1
2
(
3ϕ0−iϕ1
)
Vµ¯ν¯γ¯
+
1
2
(
ϕ2 + iϕ3
)
(jV)µ¯ν¯γ¯ + 2
(
piµ¯τ¯ Mν¯γ¯ + piν¯τ¯ Mµ¯γ¯ + piγ¯τ¯ Mµ¯ν¯
)
θτ¯
− 2
(
gτµ¯Lν¯γ¯ + gτ ν¯ Lµ¯γ¯ + gτ γ¯ Lµ¯ν¯
)
θτ
]
∧ θβ ∧ θγ¯
+ piαµ
[
dLµβ − pi
τσΓσµ Lτβ − pi
τσΓσβ Lµτ − 2ϕ0 Lµβ −
1
2
Mµβ
(
ϕ2 + iϕ3
)
−
1
2
(jM)µβ
(
ϕ2 − iϕ3
)
− φσ Vµβσ − pi
τ¯
µ pi
ν¯
β φ
σ¯ Vτ¯ ν¯σ¯ − 2i
(
piµτCβ + piβτCµ
)
θτ
− 2i
(
gµτ¯ pi
σ¯
β Cσ¯ + gβτ¯ pi
σ¯
µ Cσ¯
)
θτ¯
]
∧ θβ ∧ η1
+
[
dMα
β¯
+ piασΓστ M
τ
β¯
− piτ¯ σ¯Γσ¯β¯ M
α
τ¯ −
(
2ϕ0 − iϕ1
)
Mα
β¯
+
(
ϕ2 + iϕ3
)
Lα
β¯
+ 2piσ¯τ φ
τ Vα
. β¯σ¯
+ 2
(
piατ¯ Hβ¯ + piβ¯τ¯H
α
)
θτ¯ + 2i
(
δατ Cβ¯ + gτ β¯ C
α
)
θτ
]
∧ θβ¯ ∧ η1
+ ipiν¯β
[
dMαν¯ + pi
ασΓστ M
τ
ν¯ − pi
τ¯ σ¯Γσ¯ν¯ M
α
τ¯ −
(
2ϕ0 − iϕ1
)
Mαν¯ +
(
ϕ2 + iϕ3
)
Lαν¯ + 2pi
σ¯
τ φ
τ Vα. ν¯σ¯
+ 2
(
piατ¯ Hν¯ + piν¯τ¯H
α
)
θτ¯ + 2i
(
δατ Cν¯ + gτ ν¯ C
α
)
θτ
]
∧ θβ ∧
(
η2 − iη3
)
− i
[
dLα
β¯
+ piασΓστ L
τ
β¯
− piτ¯ σ¯Γσ¯β¯ L
α
τ¯ − 2ϕ0L
α
β¯
−
1
2
(
ϕ2 − iϕ3
)
Mα
β¯
−
1
2
(
ϕ2 + iϕ3
)
(jM)α
β¯
− φσ¯ Vα
. β¯σ¯
− piαµ piν
β¯
φσ Vµνσ + 2i
(
− piατ¯ Cβ¯ + piβ¯τ¯C
α
)
θτ¯
+ 2i
(
δατ pi
σ
β¯
Cσ + gτ β¯ pi
ασ Cσ
)
θτ
]
∧ θβ¯ ∧
(
η2 + iη3
)
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+
[
dCα + piασΓστ C
τ −
1
2
(
5ϕ0 − iϕ1
)
Cα − piασ¯
(
ϕ2 + iϕ3
)
Cσ¯ + 2ipiασ φτ Lστ + iφ
τ¯ Mατ¯
+
i
2
(
ϕ2 − iϕ3
)
Hα
]
∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
+ ipiαµ¯
[
dCµ¯ + piµ¯σ¯Γσ¯τ¯ C
τ¯ −
1
2
(
5ϕ0 + iϕ1
)
Cµ¯ − piµ¯σ
(
ϕ2 − iϕ3
)
Cσ − 2ipiµ¯σ¯ φτ¯ Lσ¯τ¯ − iφ
τ Mµ¯τ
−
i
2
(
ϕ2 + iϕ3
)
Hµ¯
]
∧ η1 ∧
(
η2 + iη3
)
+
[
dHα+piασΓστ H
τ −
1
2
(
5ϕ0−3iϕ1
)
Hα+
3i
2
(
ϕ2+ iϕ3
)
Cα−3piασ φτ (jM)στ
]
∧η1∧
(
η2− iη3
)
Using (4.7) - (4.12), by (4.42) we obtain the first of the Bianchi identities (4.17), whereas (4.43) reads as
(4.44) 0 = d2φα = −
i
2
gαβ¯ Ψ ∧ θ
β¯ −
1
2
piαβΦ ∧ θ
β − ipiνγ¯ V
∗
αβν ∧ θ
β ∧ θγ¯ + piµ¯α L
∗
µ¯β¯
∧ θβ¯ ∧ η1
+M∗αβ ∧ θ
β ∧ η1 − ipi
ν
β¯
M∗αν ∧ θ
β¯ ∧
(
η2 + iη3
)
+ iL∗αβ ∧ θ
β ∧
(
η2 − iη3
)
− C′α ∧
(
η2 + iη3
)
∧
(
η2 − iη3
)
+ ipiµ¯α C
′
µ¯ ∧ η1 ∧
(
η2 − iη3
)
+H′α ∧ η1 ∧
(
η2 + iη3
)
= 0,
with Ψ, Φ being two-forms defined by
(4.45) Ψ
def
= dψ1 − ϕ0 ∧ ψ1 + ϕ2 ∧ ψ3 − ϕ3 ∧ ψ2 + 4iφβ ∧ φ
β − 4piσγ¯ Lβσ θ
β ∧ θγ¯ − 4
(
Cβ θ
β + Cβ¯ θ
β¯
)
∧ η1
+ 4ipiσ
β¯
Cσ θ
β¯ ∧
(
η2 + iη3
)
− 4ipiσ¯β Cσ¯ θ
β ∧
(
η2 − iη3
)
,
(4.46) Φ
def
= d
(
ψ2 + iψ3
)
−
(
ϕ0 − iϕ1
)
∧
(
ψ2 + iψ3
)
− i
(
ϕ2 + iϕ3
)
∧ ψ1 − 4piβγ φ
β ∧ φγ
− 4ipiσ¯β Mσ¯γ¯ θ
β ∧ θγ¯ + 4
(
− ipiσ¯β Cσ¯ θ
β +Hβ¯ θ
β¯
)
∧ η1 + 4Cβ¯ θ
β¯ ∧
(
η2 + iη3
)
+ 4ipiσ¯β Hσ¯ θ
β ∧
(
η2 − iη3
)
,
and C′α, H
′
α being one-forms given by
(4.47) C′α
def
= dCα − pi
τσΓσα Cτ −
1
2
(
5ϕ0 + iϕ1
)
Cα + pi
σ¯
α
(
ϕ2 − iϕ3
)
Cσ¯ + 2ipi
σ
τ¯ φ
τ¯ Lασ − iφ
τ Mατ
−
i
2
(
ϕ2 + iϕ3
)
Hα,
(4.48) H′α
def
= dHα − pi
τσΓσαHτ −
1
2
(
5ϕ0 + 3iϕ1
)
Hα −
3i
2
(
ϕ2 − iϕ3
)
Cα + 3pi
σ
τ¯ φ
τ¯ Mασ.
An immediate consequence of (4.17) and (4.44) is that
(4.49)


S∗αβγδ = Sαβγδ,ǫ θ
ǫ + Sαβγδ,ǫ¯ θ
ǫ¯ + (S1)αβγδ η1 + (S2)αβγδ
(
η2 + iη3
)
+ (S3)αβγδ
(
η2 − iη3
)
V∗αβγ = Vαβγ,ǫ θ
ǫ + Vαβγ,ǫ¯ θ
ǫ¯ + (V1)αβγ η1 + (V2)αβγ
(
η2 + iη3
)
+ (V3)αβγ
(
η2 − iη3
)
L∗αβ = Lαβ,ǫ θ
ǫ + Lαβ,ǫ¯ θ
ǫ¯ + (L1)αβ η1 + (L2)αβ
(
η2 + iη3
)
+ (L3)αβ
(
η2 − iη3
)
M∗αβ = Mαβ,ǫ θ
ǫ +Mαβ,ǫ¯ θ
ǫ¯ + (M1)αβ η1 + (M2)αβ
(
η2 + iη3
)
+ (M3)αβ
(
η2 − iη3
)
C′α = Cα,ǫ θ
ǫ + Cα,ǫ¯ θ
ǫ¯ + (C1)α η1 + (C2)α
(
η2 + iη3
)
+ (C3)α
(
η2 − iη3
)
H′α = Hα,ǫ θ
ǫ +Hα,ǫ¯θ
ǫ¯ + (H1)α η1 + (H2)α
(
η2 + iη3
)
+ (H3)α
(
η2 − iη3
)
.
for some appropriate coefficients Sαβγδ,ǫ, Sαβγδ,ǫ¯, (Ss)αβγδ, Vαβγ,ǫ, Vαβγ,ǫ¯, (Vs)αβγ , Lαβ,ǫ, Lαβ,ǫ¯, (Ls)αβ ,
Mαβ,ǫ, Mαβ,ǫ¯, (Ms)αβ , Cα,ǫ, Cα,ǫ¯, (Cs)α, Hα,ǫ, Hα,ǫ¯, (Hs)α.
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Substituting (4.49) back into (4.17), we consider only the terms involving θǫ ∧ θγ ∧ θδ¯ and θǫ¯ ∧ θγ ∧ θδ¯.
Then,
piσ
δ¯
(
Sαβγσ,ǫ θ
ǫ + Sαβγσ,ǫ¯ θ
ǫ¯
)
∧ θγ ∧ θδ¯ = 0
and it follows that the array {Sαβγσ,ǫ} must be totally symmetric. By the first line of (4.2) (which we have
already proved),
S∗αβγδ = pi
µ¯
α pi
ν¯
β pi
σ¯
γ pi
τ¯
δ S
∗
µ¯ν¯σ¯τ¯
and therefore,
Sαβγδ,ǫ¯ = pi
µ¯
α pi
ν¯
β pi
σ¯
γ pi
τ¯
δ Sµ¯ν¯σ¯τ¯ ,ǫ¯.
Hence, defining
(4.50) Aαβγδǫ
def
= Sαβγδ,ǫ,
we obtain
(4.51) Sαβγδ,ǫ = −pi
σ
ǫ¯ (jA)αβγδσ.
The vanishing of the coefficients of θγ∧θδ¯∧η1, θ
γ∧θδ¯∧(η2+iη3) and θ
γ∧θδ¯∧(η2−iη3) (after substituting
(4.49) into (4.17)) yields
piσ
δ¯
(S1)αβγσ − Vαβγ,δ¯ + pi
µ¯
α pi
ν¯
β Vµ¯ν¯δ¯,γ = 0
piσ
δ¯
(S2)αβγσ − ipi
σ
δ¯
Vαβσ,γ = 0
piσ
δ¯
(S3)αβγσ − ipi
µ¯
α pi
ν¯
β pi
τ¯
γ Vµ¯ν¯τ¯ ,δ¯ = 0.
Therefore, if we define {
Bαβγδ
def
= −piσ¯δ Vαβγ,σ¯
Cαβγδ
def
= −i(S2)αβγδ,
we obtain that the arrays {Bαβγδ} and {Cαβγδ} are totally symmetric and
(S1)αβγδ = Bαβγδ + (jB)αβγδ, (S2)αβγδ = iCαβγδ, (S3)αβγδ = −i(jC)αβγδ,(4.52)
Vαβγ,ǫ = Cαβγǫ, Vαβγ,ǫ¯ = pi
δ
ǫ¯ Bαβγδ.
Similarly, the coefficients of θγ ∧ η1 ∧ (η2 + iη3), θ
γ¯ ∧ η1 ∧ (η2 + iη3) and θ
γ ∧ (η2 + iη3) ∧ (η2 − iη3) give
the equations
(V2)αβγ +Mαβ,γ = 0
ipiσγ¯ (V1)αβσ +Mαβ,γ¯ + pi
µ¯
α pi
ν¯
β(V3)µ¯ν¯γ¯ = 0
ipiµ¯α pi
ν¯
β pi
τ¯
γ(V3)µ¯ν¯τ¯ + iLαβ,γ = 0.
Defining 

Dαβγ
def
= (V1)αβγ
Eαβγ
def
= (V2)αβγ
Fαβγ
def
= (V3)αβγ ,
we deduce that
Lαβ,γ = −(jF)αβγ , Lαβ,γ¯ = −pi
σ
γ¯ Fαβσ,(4.53)
Mαβ,γ = −Eαβγ , Mαβ,γ¯ = −ipi
σ
γ¯ Dαβσ − pi
µ¯
α pi
ν¯
β Fµ¯ν¯γ¯ .
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Another consequence of (4.44) is that the two-forms Ψ and Φ must be contained in Λ2{θα, θα¯, ηs} and
therefore, there should exist functions (Xs)αβ = −(Xs)βα and (Ys)αβ¯ = −(Ys)β¯α so that
dψ1 − ϕ0 ∧ ψ1+ϕ2 ∧ ψ3 − ϕ3 ∧ ψ2 + 4iφβ ∧ φ
β + 4piσ
β¯
Lασ θ
α ∧ θβ¯ ≡
≡ (X1)αβ θ
α ∧ θβ + (X1)α¯β¯ θ
α¯ ∧ θβ¯ + (Y1)αβ¯ θ
α ∧ θβ¯
dψ2 − ϕ0 ∧ ψ2+ϕ3 ∧ ψ1 − ϕ1 ∧ ψ3 + 2piαβ φ
α ∧ φβ
+ 2piα¯β¯ φ
α¯ ∧ φβ¯ + 2ipiσ
β¯
(
Mασ − (jM)ασ
)
θα ∧ θβ¯
≡ (X2)αβ θ
α ∧ θβ + (X2)α¯β¯ θ
α¯ ∧ θβ¯ + (Y2)αβ¯ θ
α ∧ θβ¯
dψ3 − ϕ0 ∧ ψ3+ϕ1 ∧ ψ2 − ϕ2 ∧ ψ1 − 2ipiαβ φ
α ∧ φβ
+ 2ipiα¯β¯ φ
α¯ ∧ φβ¯ − 2piσ
β¯
(
Mασ + (jM)ασ
)
θα ∧ θβ¯
≡ (X3)αβ θ
α ∧ θβ + (X3)α¯β¯ θ
α¯ ∧ θβ¯ + (Y3)αβ¯ θ
α ∧ θβ¯
mod ηs(4.54)
Substituting (4.54) into (4.44), we obtain that
(4.55) 0 =
i
2
[
(X1)βγ θ
β ∧ θγ + (X1)β¯γ¯ θ
β¯ ∧ θγ¯ + (Y1)βγ¯ θ
β ∧ θγ¯
]
∧ θα
+
1
2
piα
δ¯
[(
(X2)βγ + i(X3)βγ
)
θβ ∧ θγ +
(
(X2)β¯γ¯ + i(X3)β¯γ¯
)
θβ¯ ∧ θγ¯
+
(
(Y2)βγ¯ + i(Y3)βγ¯
)
θβ ∧ θγ¯
]
∧ θδ¯,
which yields the system of equations
(X1)αβ = 0,
(X2)αβ − i(X3)αβ = 0,
i
(
gβα¯(Y1)γδ¯ − gγα¯(Y1)βδ¯
)
= 2piα¯δ¯
(
(X2)βγ + i(X3)βγ
)
,(
piα¯δ¯ (Y2)βγ¯ − piα¯γ¯ (Y2)βδ¯ + ipiα¯δ¯ (Y3)βγ¯ − ipiα¯γ¯ (Y3)βδ¯
)
= 2igα¯β(X1)γ¯δ¯.
(4.56)
If we multiply the third line of (4.56) by gβα¯ and take the sum in α¯ and β we obtain that
(Y1)γδ¯ = −
2i
4n− 1
piσ
δ¯
(
(X2)γσ + i(X3)γσ
)
.
Substituting back into (4.56) gives
2
4n− 1
[
gβα¯ pi
σ
δ¯
(
(X2)γσ + i(X3)γσ
)
− gγα¯ pi
σ
δ¯
(
(X2)βσ + i(X3)βσ
)]
= 2piα¯δ¯
(
(X2)βγ + i(X3)βγ
)
Now, we multiply the latter by piα¯δ¯ and take the sum in α¯ and δ¯ to arrive at
−
4
4n− 1
(
(X2)βγ + i(X3)βγ
)
= 8n
(
(X2)βγ + i(X3)βγ
)
.
This together with the second line of (4.56) implies that (X2)αβ = (X3)αβ = 0. Proceeding similarly with
the forth line of (4.56), we conclude that (Xs)αβ = 0 and (Ys)αβ¯ = 0.
By considering the coefficients of θβ ∧ θγ ∧ η1, θ
β ∧ θγ¯ ∧ η1, θ
β ∧ θγ ∧ (η2 + iη3), θ
β ∧ θγ¯ ∧ (η2 + iη3),
θβ ∧ θγ ∧ (η2 − iη3) and θ
β ∧ θγ¯ ∧ (η2 − iη3) in (4.44), we easily obtain that
Ψ = U η1 ∧
(
η2 + iη3
)
+ U η1 ∧
(
η2 − iη3
)
+ iW
(
η2 + iη3
)
∧
(
η2 − iη3
)
Φ = V1 η1 ∧
(
η2 + iη3
)
+ V2 η1 ∧
(
η2 − iη3
)
+ V3
(
η2 + iη3
)
∧
(
η2 − iη3
)(4.57)
for some appropriate coefficients U , Vs and W = W . Substituting back into (4.44) and considering the
coefficients of θβ¯∧η1∧(η2+iη3), θ
β¯∧η1∧(η2+iη3), θ
β∧η1∧(η2−iη3), θ
β¯∧η1∧(η2−iη3), θ
β∧(η2+iη3)∧(η2−iη3)
and θβ¯ ∧ (η2 + iη3) ∧ (η2 − iη3) separately, we obtain the equations
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Hα,β + (M2)αβ −
1
2
piαβV2 = 0
Hα,β¯ −
i
2
gαβ¯ U + pi
µ¯
α(L3)µ¯β¯ + ipi
ν
β¯
(M1)αν = 0
Cα,β¯ − ipi
σ¯
α (M3)σ¯β¯ + pi
σ¯
α (L1)σ¯β¯ −
i
2
gαβ¯V1 = 0
Cαβ +
1
2
piαβ U + i(L2)αβ = 0
Cαβ −
1
2
piαβ V3 + i(L2)αβ = 0
Cα,β¯ + ipi
σ
β¯
(M3)ασ −
1
2
gαβ¯W = 0.
(4.58)
By the third and the sixth lines of (4.58), we have
1
2
piαβ(W + iV 1) = (L1)αβ + i(M3)αβ − ipi
µ¯
α pi
ν¯
β(M3)µ¯ν¯
and hence
V1 = −iW, (L1)αβ = −i(M3)αβ + ipi
µ¯
α pi
ν¯
β(M3)µ¯ν¯ .
Whereas, the forth and the fifth lines of (4.58) yield
V3 = −U.
Therefore, if we define 

P
def
= U
Q
def
= V2
R
def
= W,
we get the structure equations (4.5) and (4.6), which completes the proof of Proposition 4.1.
Furthermore, defining 

Gαβ
def
= −i(L2)αβ
Xαβ
def
= (M1)αβ
Yαβ
def
= (M2)αβ
Zαβ
def
= (M3)αβ ,
we obtain that
(4.59)
(L1)αβ = i
(
(jZαβ)− Zαβ
)
, (L2)αβ = iGαβ , (L3)αβ = −i(jG)αβ ,
Cα,β = Gαβ −
1
2
piαβ P, Cα,β¯ = −ipi
σ
β¯
Zασ +
1
2
gαβ¯ R,
Hα,β = −Yαβ +
1
2
piαβ Q, Hα,β¯ = ipi
σ
β¯
(
Gασ − Xασ
)
+
i
2
gαβ¯ P.
Now, substituting (4.57) into (4.44) and using the above relations, we get the second of the Bianchi
identities (4.18).
We proceed by differentiating both sides of the equations (4.5) and (4.6). After some straightforward
calculations we arrive at the third (4.19) and the forth (4.20) of the Bianchi identities, which completes the
proof of Proposition 4.2.
One immediate consequence of (4.19) and (4.20) is that the one forms P∗, Q∗ and R∗ must be vanishing
modulo {θα, θα¯, ηs}. Let
(4.60)


P∗ = Xǫ θ
ǫ + Yǫ¯ θ
ǫ¯ + P1 η1 + P2
(
η2 + iη3
)
+ P3
(
η2 − iη3
)
Q∗ = Zǫ θ
ǫ +Wǫ¯ θ
ǫ¯ + Q1 η1 + Q2
(
η2 + iη3
)
+ Q3
(
η2 − iη3
)
R∗ = Uǫ θ
ǫ + Uǫ¯ θ
ǫ¯ + R1 η1 + R2
(
η2 + iη3
)
+ R2
(
η2 − iη3
)
,
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where Xǫ, Yǫ, Zǫ, Wǫ, Uǫ, Ps, Qs and Rs are some appropriate functions. Substituting (4.60) and (4.49) into
(4.19), (4.20) and considering the coefficients of θα ∧ η1 ∧ (η2+ iη3), θ
α¯ ∧ η1 ∧ (η2+ iη3), θ
α ∧ η1 ∧ (η2 − iη3),
θα¯ ∧ η1 ∧ (η2 − iη3), θ
α ∧ (η2 + iη3) ∧ (η2 − iη3), θ
α¯ ∧ (η2 + iη3) ∧ (η2 − iη3) and η1 ∧ (η2 + iη3) ∧ (η2 − iη3)
separately, we obtain the equations
Xα + 4(C2)α = 0
Uα − 4pi
σ¯
α(C3)σ¯ = 0
Yα + 4(C3)α − 4ipi
σ¯
α(C1)σ¯ = 0
Uα + 4i(H3)α − 4i(C1)α = 0
Wα + 4ipi
σ¯
α
(
(C2)σ¯ + (H1)σ¯
)
= 0
Zα − 4(H2)α = 0
Yα − 4ipi
σ¯
α(H3)σ¯ = 0
R1 − i
(
P3 − P3
)
= 0
R2 + i
(
P1 + Q3
)
= 0.
(4.61)
From these we easily deduce that if we define
U1
def
= P1, U2
def
= P2, U3
def
= P3,
W1
def
= Q1, W2
def
= Q2, W3
def
= Q3,
(N1)α
def
= (C1)α, (N2)α
def
= (C2)α, (N3)α
def
= (C3)α,
(N4)α
def
= (H1)α, (N5)α
def
= (H2)α,
then we have that
Xα = −4(N2)α, Yα = 4
(
ipiσ¯α(N1)α − (N3)α
)
,
Zα = 4(N5)α, Wα = −4ipi
σ¯
α
(
(N2)σ¯ − (N4)σ¯
)
,
Uα = 4pi
σ¯
α(N3)σ¯, R1 = i
(
U3 − U3
)
, R2 = −i
(
U1 +W3
)
,
(H3)α = (N1)α + ipi
σ¯
α(N3)σ¯.
This completes the proof of Proposition 4.3. 
5. The associated Cartan geometry
Our next goal is to check that the construction of the canonical coframe from Theorem 3.3 coincides with
the general normalization used for all parabolic geometries (and explained briefly in the appendix).
First we compare the structure equations from the Proposition 4.1 with those of the homogeneous model
G→ G/P . This verifies that our coframe lives on the principal fibre bundle with the right structure group.
Next, we express the Kostant’s codifferential on the cochains explicitly, and we obtain that indeed, the
curvature components from Proposition 4.1 are normalized in the canonical way.
5.1. A few algebraic constructions. Consider the standard action of the group Sp(n + 1, 1) on R4n+8
defined by some (fixed) identification R4n+8 ∼= Hn+2. Let J1, J2, J3 be the induced invariant quaternionic
structure on R4n+8 and let 〈, 〉 be the corresponding inner product of signature
(
+ (4n + 4),−4
)
. The
complexification C4n+8 of R4n+8 splits as a direct sum of i and −i eigenspaces with respect to the complex
structure J1,
C
4n+8 =W ⊕W.
Let us fix a basis {v1, v2, eα,w1,w2} of W for which
(5.1) J2(v1) = v2, J2(eα) = pi
β¯
αeβ¯ , J2(w1) = w2
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and
(5.2)
〈v1, v1〉 =0 〈v1, v2〉 =0 〈v1, eα¯〉 =0 〈v1,w1〉 =1 〈v1,w2〉 =0
〈v2, v1〉 =0 〈v2, v2〉 =0 〈v2, eα¯〉 =0 〈v2,w1〉 =0 〈v2,w2〉 =1
〈eα, v1〉 =0 〈eα, v2〉 =0 〈eα, eβ¯〉 =gαβ¯ 〈eα,w1〉 =0 〈eα,w2〉 =0
〈w1, v1〉 =1 〈w1, v2〉 =0 〈w1, eα¯〉 =0 〈w1,w1〉 =0 〈w1,w2〉 =0
〈w2, v1〉 =0 〈w2, v2〉 =1 〈w2, eα¯〉 =0 〈w2,w1〉 =0 〈w2,w2〉 =0.
The group Sp(n+1, 1) consists of all endomorphisms ofW that take {v1, v2, eα,w1,w2} into a bases with the
same properties (5.1), (5.2). By differentiating these at the identity, we obtain the Lie algebra g = sp(n+1, 1)
as the set of all matrices of the form
(5.3)


− 12 (ϕ0 + iϕ1) −
1
2 (ϕ2 − iϕ3) 2igβσ¯ φ
σ¯ iψ1 (ψ2 − iψ3)
1
2 (ϕ2 + iϕ3) −
1
2 (ϕ0 − iϕ1) 2ipiβσ φ
σ −(ψ2 + iψ3) −iψ1
iθα −ipiασ¯ θ
σ¯ piασ Γσβ 2iφ
α −2ipiασ¯ φ
σ¯
i
2η1
1
2 (η2 − iη3) igβσ¯ θ
σ¯ 1
2 (ϕ0 − iϕ1) −
1
2 (ϕ2 − iϕ3)
− 12 (η2 + iη3) −
i
2η1 ipiβσ θ
σ 1
2 (ϕ2 + iϕ3)
1
2 (ϕ0 + iϕ1)

 ,
where ηs, ϕs, ψs are real, and θ
α, φα,Γαβ are complex so that
Γαβ = Γβα, (jΓ)αβ = Γαβ .
We may interpret ηs, θ
α, ϕ0, ϕs,Γαβ, φ
α, ψs as left-invariant one-forms on the Lie group Sp(n+ 1, 1). We
immediately derive (by using just matrix multiplication) the structure equations of the group:
(5.4)
dη1 = −ϕ0 ∧ η1 − ϕ2 ∧ η3 + ϕ3 ∧ η2 + 2igαβ¯ θ
α ∧ θβ¯
dη2 = −ϕ0 ∧ η2 − ϕ3 ∧ η1 + ϕ1 ∧ η3 + piαβ θ
α ∧ θβ + piα¯β¯ θ
α¯ ∧ θβ¯
dη3 = −ϕ0 ∧ η3 − ϕ1 ∧ η2 + ϕ2 ∧ η1 − ipiαβ θ
α ∧ θβ + ipiα¯β¯ θ
α¯ ∧ θβ¯
dθα = −iφα ∧ η1 − pi
α
σ¯φ
σ¯ ∧ (η2 + iη3)− pi
ασΓσβ ∧ θ
β −
1
2
(ϕ0 + iϕ1) ∧ θ
α −
1
2
piα
β¯
(ϕ2 + iϕ3) ∧ θ
β¯
dϕ0 = −ψ1 ∧ η1 − ψ2 ∧ η2 − ψ3 ∧ η3 − 2φβ ∧ θ
β − 2φβ¯ ∧ θ
β¯
dϕ1 = −ϕ2 ∧ ϕ3 − ψ2 ∧ η3 + ψ3 ∧ η2 + 2iφβ ∧ θ
β − 2iφβ¯ ∧ θ
β¯
dϕ2 = −ϕ3 ∧ ϕ1 − ψ3 ∧ η1 + ψ1 ∧ η3 − 2piσβφ
σ ∧ θβ − 2piσ¯β¯φ
σ¯ ∧ θβ¯
dϕ3 = −ϕ1 ∧ ϕ2 − ψ1 ∧ η2 + ψ2 ∧ η1 + 2ipiσβφ
σ ∧ θβ − 2ipiσ¯β¯φ
σ¯ ∧ θβ¯
dΓαβ = −pi
στΓασ ∧ Γτβ + 2pi
σ¯
α(φβ ∧ θσ¯ − φσ¯ ∧ θβ) + 2pi
σ¯
β (φα ∧ θσ¯ − φσ¯ ∧ θα)
dφα =
1
2
(ϕ0 − iϕ1) ∧ φ
α −
1
2
piαγ¯ (ϕ2 + iϕ3) ∧ φ
γ¯ − piασ Γσγ ∧ φ
γ +
i
2
ψ1 ∧ θ
α +
1
2
piαγ¯ (ψ2 + iψ3) ∧ θ
γ¯
dψ1 = ϕ0 ∧ ψ1 − ϕ2 ∧ ψ3 + ϕ3 ∧ ψ2 − 4iφγ ∧ φ
γ
dψ2 + i dψ3 = (ϕ0 − iϕ1) ∧ (ψ2 + iψ3) + i(ϕ2 + iϕ3) ∧ ψ1 + 4piγδφ
γ ∧ φδ.
Notice that the equations (5.4) are formally identical with the corresponding structure equations (3.29),
(3.31), (4.3), (4.4), (4.5), (4.6) for the global coframing on P1 constructed in Theorem 3.3, if assuming that
all curvature components vanish,
(5.5) Sαβγδ = Vαβγ = Lαβ = Mαβ = Cα = Hα = P = Q = R = 0.
The Killing form of the Lie algebra g = sp(n+ 1, 1), which we will denote by B, is defined as B(A,B) =
trace
(
C 7→ [A, [B,C]]
)
, A,B ∈ g. Using the above notation, we compute
(5.6) B(A,B) = −(4n+ 6)
(
ηs(A)ψs(B) + ψs(A)ηs(B)
)
+ (2n+ 6)ϕ0(A)ϕ0(B)− (2n+ 4)ϕs(A)ϕs(B)
− 4(2n+ 7)
(
θα(A)φ
α(B) + φα(A)θα(B) + θα¯(A)φ
α¯(B) + φα¯(A)θα¯(B)
)
− 7 Γαβ(A)Γ
αβ(B)
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Notice that the sum Γαβ(A) Γ
αβ(B) produces always a real number, since we have
Γαβ(A) Γ
αβ(B) = (jΓ)αβ(A) (jΓ)
αβ(B) =
(
piσ¯αpi
τ¯
βΓσ¯τ¯ (A)
)(
piαµ¯pi
β
ν¯Γ
µ¯ν¯(B)
)
= Γα¯β¯(A) Γ
α¯β¯(B).
Furthermore, the Lie algebra g has a splitting (which is also a |2|-grading)
g = g−2 ⊕ g−1 ⊕ R⊕ sp(1)⊕ sp(n)︸ ︷︷ ︸
g0
⊕g1 ⊕ g2,
that dualizes the splitting
{ηs}, {θ
α}, {ϕ0}, {ϕs}, {Γαβ}, {φ
α}, {ψs}
of the left-invariant one-forms. Let
(5.7) {Es ∈ g−2}, {Zα, Zα¯ ∈ g−1}
be a frame (of the complexification) of g−
def
= g−2 ⊕ g−1 dual to the coframe {ηs}, {θ
α, θα¯}, i.e. such that
ηs(Et) = δst, θ
α(Zβ) = δ
α
β , θ
α¯(Zβ) = 0, Zβ¯ = Zβ,
and let {Eˆs ∈ g2}, {Zˆ
α, Zˆα¯ ∈ g1} be the corresponding frame of g1 ⊕ g2 dual to (5.7) with respect to the
Killing form B, i.e. such that
B(Es, Eˆt) = δst, B(Zα, Zˆ
β) = δβα, B(Zα, Zˆ
β) = 0, Zˆα¯ = Zˆα.
Then, the map ∂∗ : Λ2(g−)
∗ ⊗ g −→ (g−)
∗ ⊗ g, given, for any A ∈ g−, by
(5.8) (∂∗K)(A) = 2
[
Eˆs,K(A,Es)
]
+ 2
[
Zˆα,K(A,Zα)
]
+ 2
[
Zˆα¯,K(A,Zα¯)
]
−K
(
[Eˆs, A]−, Es
)
−K
(
[Zˆα, A]−, Zα
)
−K
(
[Zˆα¯, A]−, Zα¯
)
,
where X− denotes the projection of X ∈ g onto g−, is known as the Kostant codifferential (cf. [5], p. 261 or
[13], p. 468).
Lemma 5.1. If K ∈ Λ2(g−)
∗ ⊗
(
sp(n)⊕ g1 ⊕ g2
)
⊂ Λ2(g−)
∗ ⊗ g, then for any A ∈ g−, we have
(∂∗K)(A) =
1
4(2n+ 7)
(
i
(
K(Zα, Zα)−K(Z
α¯, Zα¯)
)
η1(A)− pi
αβ K(Zα, Zβ)
(
η2(A) + iη3(A)
)
− piα¯β¯ K(Zα¯, Zβ¯)
(
η2(A)− iη3(A)
))
− 2piβσΓα¯σ
(
K(A,Zα¯)
)
Zˆβ − 2pi
β¯σ¯Γασ¯
(
K(A,Zα)
)
Zˆβ¯
+
i4(2n+ 3)
2n+ 7
(
φα
(
K(A,Zα)
)
− φα¯
(
K(A,Zα¯)
))
Eˆ1 +
4(2n+ 3)
2n+ 7
piασ¯ φ
σ¯
(
K(A,Zα)
)(
Eˆ2 + iEˆ3
)
+
4(2n+ 3)
2n+ 7
piα¯σ φ
σ
(
K(A,Zα¯)
)(
Eˆ2 − iEˆ3
)
Proof. By (5.6), it follows that
ψs(Eˆt) = −
δst
4n+ 6
, φα(Zˆ
β) = −
δβα
4(2n+ 7)
, φα¯(Zˆ
β) = 0.
Let A ∈ g− and B ∈ sp(n)⊕ g1 ⊕ g2 be any two matrices. Then, using the structure equations (5.4) of g,
we compute that
(5.9)
[
Eˆs, B
]
= − (4n+ 6)ψt
(
[Eˆs, B]
)
Eˆt = (4n+ 6)dψt(Eˆs, B)Eˆt = 0,[
Zˆα, B
]
= − 4(2n+ 7)φβ
(
[Zˆα, B]
)
Zˆβ − 4(2n+ 7)φ
β¯
(
[Zˆα, B]
)
Zˆβ¯ − (4n+ 6)ψs
(
[Zˆα, B]
)
Eˆs
= 4(2n+ 7) dφβ(Zˆα, B)Zˆβ + 4(2n+ 7) dφ
β¯(Zˆα, B)Zˆβ¯ + (4n+ 6) dψs(Zˆ
α, B)Eˆs
= −gατ¯ piβ¯σ¯ Γσ¯τ¯ (B)Zˆβ¯ +
i(4n+ 6)
2n+ 7
φα(B)Eˆ1 +
(4n+ 6)
2n+ 7
piασ¯ φ
σ¯(B)
(
Eˆ2 + iEˆ3
)
,
[
Zˆα¯, B
]
= − gα¯τ piβσ Γστ (B)Zˆβ −
i(4n+ 6)
2n+ 7
φα¯(B)Eˆ1 +
(4n+ 6)
2n+ 7
piα¯σ φ
σ(B)
(
Eˆ2 − iEˆ3
)
,
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and, similarly,
(5.10)
[
Eˆs, A
]
−
= 0,[
Zˆα, A
]
−
= θβ
(
[Zˆα, A]
)
Zβ + θ
β¯
(
[Zˆα, A]
)
Zβ¯ + ηs
(
[Zˆα, B]
)
Es
= −dθβ(Zˆα, A)Zβ − dθ
β¯(Zˆα, A)Zβ¯ − dηs(Zˆ
α, A)Es
= −
piαβ
(
η2(A) + iη3(A)
)
4(2n+ 7)
Zβ +
igαβ¯η1(A)
4(2n+ 7)
Zβ¯ ,
[
Zˆα¯, A
]
−
= −
piα¯β¯
(
η2(A)− iη3(A)
)
4(2n+ 7)
Zβ¯ −
igα¯βη1(A)
4(2n+ 7)
Zβ .
Substituting (5.9) and (5.10) into (5.8) gives the lemma.

The subalgebra p = g0⊕g1⊕g2 ⊂ g determines a parabolic subgroupP ⊂ Sp(n+1, 1), which, alternatively,
can be described as the stabilizer of the complex 2-plane span{v1, v2} ⊂ W in Sp(n + 1, 1). Explicitly, P
consists of all matrices of the form
(5.11)


A −A
(
Uβσ¯ r
σ¯
Uβτ¯ pi
τ¯
σ r
σ
)
A
(
− 12rσ r
σ + iλ1 −λ2 + iλ3
λ2 + iλ3 −
1
2rσ r
σ − iλ1
)
...
...
0 0
...
...
Uαβ
...
...
rα piασ¯ r
σ¯
...
...
0 0
0 0
. . . 0 . . .
. . . 0 . . .
1
detA
A


,
where
A ∈ CSp(1) =
{(
a1 −a2
a2 a1
)
: a1, a2 ∈ C, a
2
1 + a
2
2 6= 0
}
,
U = (Uαβ ) ∈ Sp(n), r = (r
α) ∈ C2n and λ1, λ2, λ3 are real numbers.
In general, a qc structure whose curvature components, given by Proposition 4.1, satisfy (5.5) is called
flat. Conversely, it follows from the theorem of Frobenius that every flat qc structure is locally equivalent to
the qc structure of the homogeneous model Sp(n+ 1, 1)/P (i.e., the Sphere with its standard qc structure).
It is a well known result from the general theory of parabolic geometries [5] that actually the vanishing of
Sαβγδ alone is enough to ensure the flatness of the qc structure, since the remaining curvature components
can be expressed as components of the covariant derivatives of Sαβγδ; the precise formulas for this are given
here by Proposition 4.3. The functions Sαβγδ represent the so called harmonic curvature of the qc structure
and it is well known [5] that this part of the curvature can be pushed down to produce a tensor field on the
base manifold M . In general it is, however, a highly nontrivial task to obtain an explicit expression for this
tensor field on the base manifold. For the qc case, Ivanov and Vassilev have obtained such an expression [8]
in terms of the so called Biquard connection and its differential invariants.
5.2. The normal Cartan connection. Let (M,H) be a quaternionic contact manifold and take pr : P1 →
M to be the composition of the two principal bundle projections
P1
π1→ P0
π0→M,
as constructed in Section 3. We can consider the global coframing
(5.12) {η1, η2, η2, θ
α, θα¯, ϕ0, ϕ1, ϕ2, ϕ3} ∪ {Γαβ : α ≤ β} ∪ {φ
α, φα¯, ψ1, ψ2, ψ3}
of the (complexified) tangent bundle TP1 (cf. Theorem 3.3) as a map ω : TP1 → g (g = sp(n + 1, 1)), by
declaring ω = Ω(ηs, θ
α, ϕ0, ϕs,Γαβ , φ
α, ψs) to be the matrix given by formula (5.3).
Recall that the local sections of P1 are precisely the local coframings ηs, θ
α, θα¯, ϕ0, ϕs on TPo for which
the assertion of Lemma 3.1 is satisfied, and observe that the equations in the lemma coincide with the first
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three of the structure equations (5.4) for the corresponding left-invariant one-forms on Sp(n + 1, 1). Since
the adjoint action of P (cf. (5.11)) on g preserves (5.4), we can use it to define a natural action of P on the
manifold P1 that will preserve the fibers of the projection pr. In fact, one can show that pr : P1 → M is a
principle bundle with structure group P/Z2. Moreover, the uniqueness part of Theorem 3.3 ensures that the
g-valued form ω on P1 will be P - equivariant and therefore it gives a Cartan connection on pr : P1 →M .
The curvature of the Cartan connection ω is a function K ∈ C∞
(
P1,Λ
2(g−)
∗⊗
(
sp(n)⊕ g1⊕ g2
))
which,
by (4.3), (4.4), (4.5), (4.6) and (5.4), is given by
Γαβ(K) = pi
σ
δ¯
Sαβγσ θ
γ ∧ θδ¯ +
(
Vαβγ θ
γ + piσ¯α pi
τ¯
β Vσ¯τ¯ γ¯ θ
γ¯
)
∧ η1
− ipiσγ¯ Vαβσ θ
γ¯ ∧ (η2 + iη3) + i(jV)αβγ θ
γ ∧ (η2 − iη3)
− iLαβ (η2 + iη3) ∧ (η2 − iη3) +Mαβ η1 ∧ (η2 + iη3)
+ (jM)αβ η1 ∧ (η2 − iη3),
φα(K) = −ipi
σ
δ¯
Vαγσ θ
γ ∧ θδ¯ +Mαγ θ
γ ∧ η1 + pi
σ¯
α Lσ¯γ¯ θ
γ¯ ∧ η1
+ iLαγ θ
γ ∧ (η2 − iη3)− ipi
σ
γ¯ Mασ θ
γ¯ ∧ (η2 + iη3)− Cα(η2 + iη3) ∧ (η2 − iη3)
+ Hα η1 ∧ (η2 + iη3) + ipiασ C
σ η1 ∧ (η2 − iη3),
ψ1(K) = 4pi
σ
δ¯
Lγσ θ
γ ∧ θδ¯ + 4Cγ θ
γ ∧ η1 + 4Cγ¯ θ
γ¯ ∧ η1 − 4ipiγ¯σ¯ C
σ¯ θγ¯ ∧ (η2 + iη3)
+ 4ipiγσ C
σ θγ ∧ (η2 − iη3) + P η1 ∧ (η2 + iη3) + P η1 ∧ (η2 − iη3)
+ iR (η2 + iη3) ∧ (η2 − iη3),
ψ2(K) + i ψ3(K) = 4ipi
σ¯
γ Mσ¯δ¯ θ
γ ∧ θδ¯ + 4ipiσ¯γ Cσ¯ θ
γ ∧ η1 − 4Hγ¯ θ
γ¯ ∧ η1 − 4iCγ¯ θ
γ¯ ∧ (η2 + iη3)
− 4ipiσ¯γ Hσ¯ θ
γ ∧ (η2 − iη3)− iR η1 ∧ (η2 + iη3) + Q η1 ∧ (η2 − iη3)
− P (η2 + iη3) ∧ (η2 − iη3).
The properties of the curvature components (cf. Proposition 4.1)
Sαβγδ, Vαβγ , Lαβ , Mαβ , Cα, Hα, P, Q, R
imply that
gαβ¯K(Zα, Zβ¯) = 0, pi
αβK(Zα, Zβ) = 0, Γαβ
(
K(Zβ, .)
)
= 0,
φα
(
K(Zα, .)
)
= 0, piαβφα
(
K(Zβ, .)
)
= 0,
and therefore, by Lemma (5.1), we have ∂∗K = 0. Thus (P1, ω) coincides with the regular, normal Cartan
geometry associated with the quaternionic contact manifold (M,H).
6. Appendix
This section serves as a brief collection of basic facts on Cartan geometries. All the details and much
more information can be found in the book [5]. At the same time, we provide links to the general structure
theory to our computations.
6.1. Cartan geometries. Elie Cartan’s generalized spaces (espace generalise´) are curved analogs of the
homogeneous space G/P for Lie groups P ⊂ G. They are defined as right invariant absolute parallelism
ω on a principal P–bundle G reproducing the fundamental vector fields. Let us write g and p for the Lie
algebras lof G and P , respectively.
A Cartan geometry (G, ω) of type G/P is a principal fiber bundle G with structure group P , equipped
with a smooth one-form ω ∈ Ω1(G, g) satisfying
(1) ω(ζZ)(u) = Z for all u ∈ G and fundamental fields ζZ , Z ∈ p
(2) (rp)∗ω = Ad(p−1)øω for all ∈ P
(3) ω|TuG : TuG → g is a linear isomorphism for all u ∈ G.
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In particular, each X ∈ g defines the constant vector field ω−1(X) defined by ω(ω−1(X)(u)) = X , u ∈ G.
The one forms with latter three properties are called Cartan connections.
The homogeneous model G → G/P together with the Maurer Cartan form ω is an example of such
geometry.
The morphisms between parabolic geometries (G, ω) and (G′, ω′) are principal fiber bundle morphisms φ
which preserve the Cartan connections, i.e. φ : G → G′ and φ∗ω′ = ω.
The structure equations dω + 12 [ω, ω] = K define the horizontal smooth form K ∈ Ω
2(G, g) called the
curvature of the Cartan connection ω. The curvature function κ : G→ ∧2g∗−⊗ g is then defined by means of
the parallelism
κ(u)(X,Y ) = K(ω−1(X)(u), ω−1(Y )(u)) = [X,Y ]− ω([ω−1(X), ω−1(Y )]).
In particular, the curvature function is valued in the cochains for the second cohomology H2(g/p, g).
The curvature vanishes if and only if the geometry is locally equivalent to its homogeneous model.
6.2. Parabolic geometries. If we consider a semisimple Lie group G and its parabolic subgroup P , we call
the Cartan geometries parabolic.
It well known that the choice of the parabolic subalgebra p ⊂ g is equivalent to its grading
g = g−k ⊕ . . . g−1 ⊕ g0 ⊕ g1 ⊕ · · · ⊕ gk
where gi = g
∗
−i with respect to the Killing form.
Then there are two ways how to split the curvature function κ now. We may consider the target com-
ponents κi according to the values in gi. The whole g−–component κ− is called the torsion of the Cartan
connection ω. The other possibility is to consider the homogeneity of the bilinear maps κ(u), i.e.
κ =
3k∑
ℓ=−k+2
κ(ℓ), κ
(ℓ)
|gi×gj
: gi × gj → gi+j+ℓ.
Since we deal with semisimple algebras only, there is the codifferential ∂∗ which is adjoint to the Lie
algebra cohomology differential ∂. Consequently, there is the Hodge theory on the cochains which enables
to deal very effectively with the curvatures. In particular, we may use several restrictions on the values of
the curvature which turn out to be quite useful.
The parabolic geometry (G, ω) with the curvature function κ is called flat if κ = 0, torsion–free if κ− = 0,
normal if ∂∗ ◦ κ = 0, and regular if κ(j) = 0 for all j ≤ 0.
If all curvature κ(j) vanish for j < 0, then the filtration obtained from the grading of the Lie algebra and
the absolute parallelism ω is compatible with brackets of Lie vector fields, and if k(0) vanishes as well, then
these brackets even coincide with the algebraic bracket inherited by the absolute parallelism from g≤0.
6.3. Regular filtrations on manifolds. Let us fix the graded g and p as above. Starting with a filtration
TM = T−kM ⊃ · · · ⊃ T−1M , assume that its associated graded vector bundle Gr TM , with its algebraic
bracket induced by the Lie bracket of vector fields, is pointwise isomorphic to the negative part of the graded
Lie algebra g−k⊕· · ·⊕g−1. If g0 is smaller than the entire gl(g−1), then assume the frame bundle of GrTM
has been reduced to the structure group G0. We call such filtrations regular infinitesimal flag structures of
type g/p.
Theorem 6.1. There is the bijective correspondence between the isomorphism classes of regular normal
parabolic geometries of type G/P and the regular infinitesimal flag structures of type g/p on M , except for
one series of one–graded, and one series of two–graded Lie algebras g for which H1(g−, g) is nonzero in
homogeneous degree one.
Although this general theorem is proved in a constructive way, cf. [5] or [13], the explicit and effective
construction is far from trivial in the individual cases as soon as the grading is of length k ≥ 2. Thus the
arguments leading to the theorem are rather serving as guidelines for the explicit constructions.
The entire section 5 provides the links of the Cartan connection from the above theorem to our construction
in the paper. In particular, the matrix of one-forms (5.3) is just the explicit expression of ω, the comparison
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of the structure equations for the Lie group Sp(n + 1, 1) with the structure equations for this ω shows the
right equivariance and we have computed there that the normality condition is satisfied too.
The uniqueness part from the latter theorem then implies that we have constructed the canonical regular
and normal Cartan connection ω.
6.4. The curvature. We are now in position to say more about the structure of the curvature. Each
representation ρ of the entire group G on a vector space V defines the natural bundle G ×ρ V over the
manifolds M with the regular infinitesimal flag structures. Moreover, the unique extension ω˜ : T G˜ → g of
the canonical Cartan connection ω to the extended bundle G˜ = G ×P G provides the canonical covariant
derivative on all such natural bundles (as a principal connection on G˜). The adjoint representation of G on g
is the best example leading to the so called adjoint tractor bundle A and the curvature κ can be interpreted
as a two-form on the manifold M with values in A.
The splitting of g into irreducible G0 components corresponds to the splitting of the adjoint tractor bundle
into components seen whenever we reduce the structure group to G0. In our case, we have g0 = h ⊕ sp(n)
and there is the only harmonic component Sαβγδ which corresponds to cochains Λ
2g∗−1 ⊗ sp(n). This is
the only component of homogeneity two and all the potentially nonzero components of κ as deduced in the
Proposition 4.1, are listed in the table.
homogeneity the cochains object in Proposition 4.1
2 g−1 ∧ g−1 → sp(n) Sαβγδ
3 g−2 ⊗ g−1 → sp(n) Vαβγ
3 g−1 ∧ g−1 → g1 Vαβγ
4 g−2 ∧ g−2 → sp(n) Lαβ ,Mαβ
4 g−2 ⊗ g−1 → g1 Lαβ ,Mαβ
4 g−1 ∧ g−1 → g2 Lαβ ,Mαβ
5 g−2 ∧ g−2 → g1 Cα,Hα
5 g−2 ⊗ g−1 → g2 Cα,Hα
6 g−2 ∧ g−2 → g2 P,Q,R
Notice that it is the ∂∗κ = 0 normalization which enforces several potentially different components to
coincide.
Since the second Lie algebra cohomology H2(g/p, g) is completely reducible with trivial action of g>0,
the harmonic curvature components living in the kernel of both ∂∗ and ∂ are well defined tensors on M . A
great general result of the so called BGG calculus reads that the entire curvature of a regular and normal
Cartan connection is obtained as the image of the harmonic part under a suitable natural linear differential
operator.
Although we have not delivered this linear differential operator explicitely, we came quite close in Propo-
sition 4.3. Indeed, notice that the expression for the differential dSαβγδ contains known combination of the
curvature components and the new quantities identified in the proposition. A straightforward check of the
involved symmetries and relations reveals that we can actually compute the quantities Vαβγ in terms of the
differential of Sαβγδ. Similarly, the next line allows to express the component composed of Mαβ and Lαβ
depending on second order derivatives of Sαβγδ and first derivatives of Vαβγ . This goes on, until we finally
express P, Q, and R from the lines involving the differentials of Cα andHα. The latter expression will involve
fourth derivatives of Sαβγδ, as expected.
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