We deal with the problem of computing rigorous bounds to the position of 3-D points obtained by stereo triangulation when both the camera matrix and the coordinates of image points are affected by measurement errors. By "rigorous bounds" we mean that the true unknown 3-D points are guaranteed to lie within the intervals computed by our method with mathematical certainty. To this end, we first model the calibration process by assuming a bounded error in the localization of the reference points in the image, then we compute narrow intervals for the entries of the camera matrix by using numerical methods based on Interval Analysis. Finally, we apply triangulation and obtain cuboids that bound point coordinates. We employed two state-of-the-art methods for the solution of linear systems of interval equations, namely Rump's and Shary's methods. Our conclusion is that a careful selection of numerical techniques allows to use Interval Analysis as a tool for obtaining realistic bounds on the output error even in presence of significant errors in the input data.
I. INTRODUCTION
Being an empirical science, Computer Vision has to deal with measurements affected by errors.
The problem of propagating errors from input data to results in Computer Vision is not new; in fact, it has been addressed in [1] , [2] and in a landmark workshop [3] . Consolidated techniques are based on statistical analysis of error propagation: given an input error distribution, a closed form expression for the output error distribution is derived.
In this work we take a different approach, based on Interval Analysis. Data are represented by intervals containing unknown quantities, and error bounds are modeled by intervals. Arithmetic operations are then performed on these intervals, with the guarantee that the resulting interval contains the exact result.
In this paper we deal with error propagation in three-dimensional (3-D) reconstruction from stereo, i.e we seek a bound on the accuracy of the position of 3-D points obtained by triangulation.
We assume that in this process both camera matrices and the corresponding points in the image are affected by bounded errors. We also model error propagation in the calibration process by computing bounds to the entries of the camera matrix. We concentrate in particular on calibration and triangulation methods based on the solution of (over-determined) linear systems of equations.
Error propagation in the solution of linear systems have been widely studied (see [4] ). Interval Analysis has the appeal of computing error bounds simultaneously with the solution, instead of July 30, 2004 DRAFT estimating the error from perturbation analysis. Moreover, it does not make any assumption on the underlying statistical error distribution, apart from being bounded.
A. Related work
For the most part, error analysis in Computer Vision is based on statistical methods. Assuming that the input data has a certain error distribution, one desires to determine the output error distribution. In principle this should be done by propagating the input distribution through the steps of the algorithm, but this approach is not practical except for simple algorithms. An approximation of this method is usually employed, assuming that the distribution is characterized by its first and second moments only. The theory of covariance propagation in Computer Vision have been developed in [1] , [5] , where the authors address the problem of propagating the covariance of x through f (x) when f is known explicitly (by linearisation) and when f is specified implicitly as the minimiser of a scalar cost function. In [6] the authors criticize the use of covariance and propose an information theoretic criterion to estimate the probability distribution function of the parameter being estimated, rather than concentrating on certain moments only.
A framework for performing statistical analysis of geometric algorithms has been introduced in [2] .
Marik et al. [7] first suggested to use interval analysis for the study of error propagation in
Computer Vision. These authors propose two error models, one based on covariance propagation, and another (called min/max value propagation) based on Interval Arithmetic. As the bounds obtained with direct application of the rules of Interval Arithmetic are usually too pessimistic, they conclude that "the min/max model is very appropriate for studying the effect of the machine precision on some computation." [7] As we shall see, however, a careful selection of suitable techniques allowed us to use Interval Analysis [8] as a tool for obtaining realistic bounds on the output error even in presence of a significant error on the input data.
In the specific case of calibrated stereo-based reconstruction, several authors have found expressions for the error probability distribution (under various assumptions) [9] , [2] , [1] , [10] , [11] , while others performed empirical evaluations [12] .In [13] , [14] confidence intervals for 3-D reconstruction from stereo are derived. These are random intervals which capture the true value of the parameter being estimated with a given probability. In Interval Analysis, instead, intervals are guaranteed to contain the true values of the unknowns. 
where
models the pinhole camera, and it is called camera matrix.
A. Calibration
Calibration consists in estimating as accurately as possible the elements of the camera matrix P . If enough correspondences between world points and image points are available, it is possible to solve the perspective projection equation for the unknown entries of P .
Given N reference points, not coplanar, each correspondence between an image point m i = (u i , v i ) T , and a reference point w i gives a pair of equations, derived from (1):
The unknown camera matrix has 12 elements, however, being defined up to a scale factor, it has only 11 free parameters. We can choose p 34 = 1, thus reducing the number of unknowns to 11, obtaining the following two equations:
For N points we obtain a linear system of 2N equations in 11 unknowns: 6 non coplanar points are sufficient. In practice more points are available, and one has to solve a linear least-squares problem.
If we assume that the pixel coordinate measurements m i are affected by bounded errors (e.g.,
±0
.5 pixel), this translates in bounding some of the entries of the coefficients matrix and the right hand side vector of the linear system (4).
B. Triangulation
Given the matrices of the two cameras and the coordinates of the projections on the image planes of a 3-D point, its coordinates can be recovered by a simple linear algorithm. Geometrically, the process consists in intersecting the optical rays of the two image points, and this is the reason why it is known as triangulation.
Let P and P be the two camera matrices, let w be the unknown coordinates of the 3-D point, and let m = (u, v) T and m = (u , v ) T be the image coordinates of a conjugate pair. From (1) we obtain a linear system of four equations in the unknown 3-vector w:
Again, a bounded error affecting P , m and m translates into bounds to the entries of the coefficient matrix and the right hand side vector of (5).
In the next section we see how arithmetic operations can be defined on intervals, allowing to find rigorous bounds to the solution of linear systems of equations.
III. INTERVAL ANALYSIS
Interval Arithmetic is an arithmetic defined on intervals, rather than on real numbers. In the beginning, Interval Arithmetic was mainly employed for bounding the measurement errors of physical quantities for which no statistical distribution was known. Later on it was leveraged to a broad new field of applied mathematics, aptly named Interval Analysis [8] , where rigorous proofs are the consequence of numerical computations.
In this paper we follow the notation used in [16] , where intervals are denoted by boldface.
Scalar quantities and vectors are denoted by lower case letters and matrices are denoted by upper case, brackets '[·]' will delimit intervals, while parentheses '(·)' will delimit vectors and matrices.
Underscores and overscores will represent respectively lower and upper bounds of intervals. An interval x is called degenerate when x = x = x. IR and IR n stand respectively for the set of real intervals and the set of interval vectors of dimension n. The midpoint of an interval x is denoted by m(x). The width of x ∈ IR n is defined as
Finally, the topological interior of a set S is denoted by int(S).
If x = [x, x] and y = y, y , a binary operation in the ideal Interval Arithmetic between x
and y is defined as:
x op y {x op y | x ∈ y and y ∈ y} , for op ∈ {+, −, ×, ÷} .
Thus, the ranges of the four elementary interval operations are exactly the ranges of the corresponding real operations. The operational definitions for the four elementary Interval Arithmetic operations are
x × y min x y, x y, x y, x y , max x y, x y, x y, x y ,
x ÷ y x × 1/y.
The above definitions imply the ability to perform the four elementary operations with arbitrary precision. When implemented in a digital computer, however, truncation errors occur, that may In order to avoid this effect, the result corresponding to the lower endpoint of the interval must be rounded down to the nearest machine number less than the mathematically correct result, and the upper endpoint must be rounded up to the nearest machine number greater than the mathematically correct result. This mode of operation, called direct rounding, is available on any machine supporting the IEEE floating point standard.
is defined as any function of the n intervals x 1 , x 2 , . . . , x n that evaluates to the value of f when its arguments are the degenerate intervals x 1 , x 2 , . . . , x n :
The natural interval extension of a function is obtained by replacing variables with intervals and executing all operations according to the rules above. For instance,
The following theorem is known as the fundamental theorem of Interval Analysis [8] :
¿From this theorem it follows immediately that
In the previous example, by setting x = [0, 1] we have
which necessarily includes the exact range f
A. Interval linear systems
Interval linear systems are useful to calculate rigorous bounds to the solutions of linear systems of equations. They have the form 
In general Σ (A, b) is a star-shaped polygonal set, with up to 2 n spikes for a system of dimension n [4] . Thus, we must accept to compute only the interval hull Σ(A, b) of the solution, i.e., the smallest hyperrectangle containing the solution set. It has been shown [17] that the calculation of the interval hull is an NP-complete problem. However, practical methods give a reasonable inclusion of the solution set with a computational cost of O(n 3 ).
The first practitioners of Interval Analysis realized very soon that the naive application of standard numerical algorithms like Gaussian elimination to interval data gives very poor results.
This problem [4] has received a lot of attention during the last three decades, and today there are many algorithms specific to the solution of interval linear systems. Among these we have considered the method implemented by the verifylss function in the INTLAB toolbox for MATLAB [18] , [19] by Rump, and the method introduced by Shary [20] .
1) INTLAB method:
The following description is based on [19] . The first stage of the algorithm implemented by the verifylss function is an iterative method introduced by Rump [21] , based on the well-known Krawcyzk operator [22] (see also [4] ).
Assuming that there is an interval vector
where C = m(A) i is a preconditioner. Hence,
and this gives the Krawcyzk iteration:
Rump's method, instead, proceeds by enclosing the error with respect to an approximate solutionx = C m(b). By applying (19) to an enclosure d i of Σ(A, b−Ax), gives the following
The solution to the original problem isx + d i .
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Starting from the Brower [23] fixed point theorem, the following implication holds:
, which is used to check convergence.
If there is no success after seven iterations, the algorithm described in [24] is applied. 
2) Shary
which resolves into finding an algebraic solution to the interval equation:
Unfortunately, most of the existing computational approaches are not directly applicable to this problem, because IR ex is not a linear space. Shary defines then an immersion map that identifies an interval vector of IR ex with a real vector of
Thus, the original problem of finding the zeroes of the function ψ(x) = Cx x + b, is transformed into the equation
The existence of a solution to the fixed point equation (23) is related to the spectral radius of C. In order to extend the applicability domain and to get a sharper enclosure, a suitable pre-conditioning step must be performed. Shary employs the fixed point equation (23), where
The search of the zeros of (26) is done using a variation of Newton's method, known as subdifferential Newton's method. All the details are in [20] . The convergence of the method and its
properties are further studied in [26] .
3) Overdetermined Interval Linear Systems:
There are two ways of casting an overdetermined linear system of equations Ax = b into a square one. The most common is the normal equation:
which has the advantage of keeping the size small, but it worsens the conditioning of the system. The other way is to use the augmented system: 
which keeps the conditioning unchanged at the price of doubling the size of the system. This solution is recommended by Rump [21] for the solution of overdetermined interval linear systems.
IV. EXPERIMENTAL RESULTS
In this section we report some experimental results obtained by applying interval analysis techniques to the calibration and triangulation problems. The performances of Shary's and INTLAB's methods have been compared on both synthetic and real data.
A. Calibration
Synthetic data consist of the 128 reference points of a calibration jig depicted in Fig In each trial, interval camera matrices P were computed by solving the linear system (4) with the two methods introduced in Sec. III-A. The projections of 3-D reference points onto the image plane with these camera matrices are not points but rectangles, as P is an interval matrix. Fig. 1 reports the square root of the average area of the rectangles over the image and over 100 independent trials versus the width of the intervals representing the position of the points in the image plane. The value on the y-axis can be taken as a measure of the "effective width" of P .
Experiments were also performed on the real calibration jig shown in Fig. 2 In both synthetic and real experiments, Shary's method performed significantly better.
B. Triangulation
Interval triangulation was tested in the same conditions used in calibration. In each trial, two random views were selected and both were calibrated assuming a 1 pixel wide enclosure for the position of the points in the image. The resulting interval camera matrices and the corresponding image points were used to perform interval triangulation, solving (5) with both methods. As in the previous case, the position of the points in the image was enclosed by intervals of width 0.1, 0.5, 1 and 1.5 pixel. The output (Fig. 4) was a set of cuboids that contains the true 3-D points and bounds the error. Fig. 5 reports the cubic root of the average (over the image and over 100 independent trials) volume of the reconstructed cuboids versus the width of the intervals representing the position of the points in the image.
We performed a synthetic experiment where the distance separating the two cameras (baseline) was progressively decreased. If we assume a finite size pixel, the result of triangulation is a diamond-shaped solid, whose volume approaches infinity as the baseline vanishes. This behaviour was correctly reproduced by interval reconstruction, as the average volume of the interval reconstruction consistently increased.
Interval reconstruction was also tested on the same real images used for calibration (Fig. 2) .
Starting from the interval camera matrices previously obtained, triangulation was applied to each In another experiment (Fig. 7) we applied the interval reconstruction technique to a view pair whose camera matrices had been obtained from autocalibration [27] . The procedure is much more complex than the calibration described here, but the results are again two interval camera matrices. Assuming that feature points in the images are contained in 2 pixel wide intervals, the average side length of the 3-D intervals enclosing the true solution was about 14 cm with INTLAB's, and 12 cm with Shary's method 1 .
Although in this case INTLAB's accuracy is comparable to Shary's, the second method produced significantly sharper inclusions in all the other synthetic and real experiments, confirming the outcome of the calibration experiments.
V. CONCLUSIONS
In this paper we showed how to obtain realistic bounds to the reconstruction error using 
