Abstract. Short proofs are given to various characterizations of the (circum-)Euclidean squared distance matrices. Linear preserver problems related to these matrices are discussed.
molecule's 3-dimensional structure from information about its interatomic distances is the problem of finding a matrix of 3-dimensional Euclidean distances that satisfies certain constraints, as in [4] .
It turns out that it is more convenient to encode the squares of the distances between the points, and define a Euclidean (squared) distance (ESD) matrix A = (a ij ) as a matrix for which there exists x 1 , . . . , x n ∈ k such that a ij = x i − x j 2 for a certain positive integer k. Let S n denote the set of n × n symmetric matrices and let ESD(n) denote the subset of ESD matrices. Then ESD(n) is a convex cone in S n with many intriguing properties.
In this paper, we study ESD matrices and circum-Euclidean (squared) distance (CESD) matrices, i.e., A = ( x i − x j 2 ) with x 1 = · · · = x n . In Section 2, we provide short proofs (some new) of a number of well-known characterizations of ESD matrices. In Section 3, we give characterizations of (CESD) matrices. In Section 4, we characterize linear maps leaving invariant subsets of ESD(n) and CESD(n). This can be regarded as a special instance of the general research of linear preserver problems; see [9] .
2. Characterizations. Characterizations of distance matrices are mathematically elegant, but also genuinely useful to researchers in other disciplines. In the following, we provide short proofs of several well-known characterizations of Euclidean (squared) distance matrices.
It follows immediately from the definition that an ESD matrix A = (a ij ) with a ij = x i − x j 2 , where x 1 , . . . , x k ∈ R k , is a real, symmetric, nonnegative, hollow (a ii = 0) matrix. These properties are necessary but not sufficient for a matrix to be an ESD matrix (a matrix with these properties is called a pre-distance or dissimilarity matrix). If k is the smallest dimension for which such a construction is possible, then k is the embedding dimension of A. Furthermore, the choice of x 1 , . . . , x n is not unique, for
w jxj = 0 ∈ R k , so we can assume without loss of generality that n j=1 w j x j = 0 ∈ R k . For notation simplicity, we often assume that n j=1 w j = 1.
Let e 1 , . . . , e n denote the coordinate unit vectors in R n and let I denote the n × n identity matrix. Set e = e 1 + · · · + e n and J = ee t . Given w ∈ R n such that e t w = 1, define the linear mapping τ w : S n → S n by
Given w ∈ R n , we say that x 1 , . . . , x n ∈ R k is w-centered if and only if n j=1 w j x j = 0.
Theorem 2.1. Suppose that A is an n × n real, symmetrix, hollow matrix. Let w be any vector in R n such that e t w = 1 and let U be any n × (n − 1) matrix for which the n × n matrix V = ( e √ n |U ) is orthogonal. Then the following conditions are equivalent.
(a) There exists a w-centered spanning set of R k , {x 1 , . . . , x n }, for which A = (
is negative semidefinite of rank k.
(e) The matrix A 0 = 0 e t e A has has one positive and k + 1 negative eigenvalues.
(f) There is an n × n permutation matrix P for which the matrix 0 e t e P t AP has rank k + 2, and, for j = 2, . . . , k + 2, each j × j leading principal minor is nonzero and has sign (−1) j−1 .
Proof. We first establish the equivalence of conditions (a), (b), and (c).
. . , v n denote the rows of V and let u 1 , . . . , u n denote the rows of U . It follows from
It remains to show that x 1 , . . . , x n spans R k . The range space of U is e ⊥ . If z ∈ e ⊥ , then
hence, U t and U t (I − we t ) have the same range space. Furthermore, because
Furthermore, it follows from (2.2) that I − we t (e i − e j ) = e i − e j , so
Notice that this argument demonstrates that τ w is injective on the hollow symmetric matrices.
Thus, B = U t AU and conditions (c) and (d) are equivalent.
Now we establish the equivalence of conditions (d), (e), and (f).
(d) ⇒ (e). Because V is orthogonal, so is V 0 and it follows from (2.5) that A 0 andÂ 0 have the same eigenvalues. By interchanging the first two rows ofÂ 0 and performing Gaussian elimination, we see that rank A 0 = rankÂ 0 = 2+rank B = 2+k.
Because 0 0 0 B has no positive eigenvalues and is a principal submatrix ofÂ 0 , it follows from the interlacing inequalities thatÂ 0 , hence A 0 , has at most one positive eigenvalue. But the leading 2×2 principal submatrix of A 0 has a negative determinant and therefore one positive and one negative eigenvalue; hence, by the interlacing inequalities, A 0 has at least one positive eigenvalue. Thus, A 0 has exactly one positive eigenvalue and, because rank A 0 = k + 2, k + 1 negative eigenvalues.
(e) ⇒ (d). We have already argued that rank
where c = e t Ae/n. Notice that det(D) = −nb. where P is an n × n permutation matrix, must have the same eigenvalues as A 0 . It follows from (e) that any such matrix must have rank k + 2. We choose P so that, for j = 2, . . . , k + 2, the j × j leading principal submatrices of (2.6) have no zero eigenvalues. Then the 2 × 2 leading principal submatrix is 0 1 1 0 , which has a positive eigenvalue. Hence, for j = 2, . . . , k + 2, each j × j leading principal submatrix will have one positive and j − 1 negative eigenvalues and the corresponding minors will have signs (−1) j−1 .
(f ) ⇒ (e). Because (2.6) has rank k + 2, so does A 0 . Because the 2 × 2 leading principal minor of (2.6) is negative, the 2 × 2 leading principal submatrix has one positive and one negative eigenvalue. Because the 3 × 3 leading principal minor of (2.6) is positive, it follows from the interlacing inequalities that the 3 × 3 leading principal submatrix has one positive and two negative eigenvalues. Continuing in this manner, we conclude that the (k + 2) × (k + 2) leading principal submatrix, hence (2.6), hence A 0 , has one positive and k + 1 negative eigenvalues.
Let us make some remarks about the characterizations established in Theorem 2.1. We have already noted that the requirement that x 1 , . . . , x n is w-centered entails no loss of generality; hence, condition (a) is simply the definition of a k-dimensional ESD matrix, i.e., an ESD matrix with embedding dimension k. Historically, condition (f) was the first alternate characterization discovered. Condition (b) is useful in finding a set of points satisfying the distance matrix. Theoretically, condition (c) is most useful. In the literature, it is sometimes stated slightly differently.
Remark 2.2. In Theorem 2.1, the statement in condition (c) that U t AU is negative semi-definite can be restated as
a ij y i y j ≤ 0 whenever n i=1 y i = 0, with equality whenever y is in some n − 1 − k-dimensional subspace of e ⊥ .
Proof. Note that e t y = n i=1 y i = 0 is equivalent to y = U x for some x ∈ R n−1 . Hence n i,j=1 a ij y i y j = y t Ay = x t U t AU x ≤ 0 exactly when U t AU is negative semidefinite. Note that we can replace the inequality with an equality exactly when x is in the n−1−k-dimensional null space of U t AU , hence y is in some n−1−k-dimensional subspace of e ⊥ .
Using either statement for condition (c), we see that ESD(n) is a convex cone in S n , with embedding dimension increasing up to n. It is not easy to check this only using the definition of ESD matrices. Also, from conditions (c) and (e), we can easily deduce the possible ranks of an ESD matrix. [7] ). If A ∈ ESD(n) has embedding dimension k, then rank(A) equals k + 1 or k + 2.
Corollary 2.3 (Gower
Proof. It follows from Theorem 2.1 (c) that U t AU has k negative eigenvalues. Because U t AU is a submatrix of V t AV , it follows from the interlacing inequalities that V t AV , hence A, has at least k negative eigenvalues. Furthermore, because trace(A) = 0, A has at least one positive eigenvalue. Hence, rank(A) is at least k + 1. Finally, it follows from (e) that rank(A 0 ) = k + 2. Because A is a submatrix of A 0 , rank(A) is at most k + 2.
Gower [7, Theorem 6] distinguished between these two possible cases by demonstrating that rank(A) = k + 1 if and only if the points that generate A lie on a sphere. We will give a proof of this fact and some related results in the next section.
Circum-Euclidean Squared Distance Matrices
2 ) such that all x 1 = · · · = x n . Recall that C is a correlation matrix if C is a positive semidefinite matrix with all diagonal entries equal to one. We have the following characterization of CESD matrices, and the minimum r such that A = ( x i − x j 2 ) with r = x 1 = · · · = x n . Its proof depends heavily on the canonical form of A in (c). 
Then there exists a vector z ∈ R n−1 such that v = Bz, i.e., v lies in the column space of B. (e) rank(A) = k + 1.
(f) sup{w t Aw : e t w = 1} < ∞. (g) There is w ∈ R n and β ∈ with e t w = 1 such that Aw = βe.
|U ) be an orthogonal matrix such that
Moreover, if these equivalent conditions hold and if
where B is the matrix in condition (d), and b 0 , b 1 , . . . , b k , λ 1 , . . . , λ j are the quantities in (c).
Proof. We prove the equivalence of these all but the last statement by pairs.
where λ = 2r 2 and C = (x t i x j )/r 2 is a correlation matrix.
Conversely, if A = λ(ee t − C), where C is a correlation matrix. Then C = (y t i y j ) for some unit vectors y 1 , . . . , y n . Let
(b) ⇔ (h). Suppose V is such that V t AV has the form (3.1). Because Λ = U t AU is negative semidefinite of rank k, λ 1 , . . . , λ k > 0. Suppose (b) holds. Writing C = ee t − A/λ, it follows from (3.1) that
Because λC, hence V t CV , is positive semidefinite, so are the principal submatrices
2) is positive semidefinite if and only if S t V t CV S is positive definite where S is an invertible matrix. In particular, let
. . , 1) and P is an orthogonal matrix so that the first two rows of P t are
(1, 0, . . . , 0) and
. Then
which is positive semidefinite if and only if
It follows that λC = λee t − A is positive semidefinite and C is a correlation matrix whenever
By the argument in the preceding paragraph, we see that whenever
The last assertion follows. The next result is noted in [5, p. 535] , as a corollary of an elegant but complicated general theory of cuts and metrics. Here we provide a direct proof and some refinements.
Theorem 3.2. The set CESD(n) is dense in ESD(n), i.e., ESD(n) equals the closure of CESD(n).
Proof. Suppose A ∈ ESD(n) has rank m. If A has embedding dimension m − 1, then A ∈ CESD(n). Otherwise, let A = ( x i − x j 2 ) such that x 1 , . . . , x n ∈ R m−2 so that n j=1 x j = 0. Let X be the (m − 2) × n matrix with x 1 , . . . , x n as column. Then there is an (n − m + 1) × n matrix so that the columns of X t and Y t together form an orthonormal basis for e ⊥ . For ε > 0, let Z ε be the (n − 1) × n matrix with the top m − 2 rows from the matrix X, and the bottom n − m + 1 rows from the matrix εY . Let y 1 , . . . , y n ∈ R n−m+1 be the column of Y . Then
has embedding dimension n − 1, and hence belongs to CESD(n). Evidently, A ε approaches A as ε → 0.
Linear preservers.
In this section, we study linear maps leaving invariant the cones of ESD(n) and CESD(n). Actually, using the correspondence between positive semidefinite matrices, ESD matrices and CESD matrices, we can obtain better results. We begin by characterizing the linear operators that preserve PSD matrices with specific ranks.
Then a linear operator T : S n−1 → S n−1 satisfies T (C) = C if and only if there exists an invertible matrix R such that
Proof. If T (C) = R t CR with R invertible, then it follows from Sylvester's Law of Inertia that T (C) has the same number of positive, negative and zero eigenvalues, i.e. is PSD of the same rank. Thus we see that T (C) = C. It remains to establish the converse. Let
We claim thatĈ k = cl(C k ), the closure of C k .
Then C i ∈ C k and C i − C = 1/i → 0 as i → ∞, so each C ∈Ĉ k is the limit point of a sequence inĈ k . This proves thatĈ k ⊆ cl(C k ). It also demonstrates that int(Ĉ k ), the relative interior ofĈ k , is contained in C k . Because C k ⊆Ĉ k andĈ k is closed, cl(C k ) ⊆Ĉ k . We have also shown that because C k is open inĈ k , int(Ĉ k ) = C k . Now suppose that T (C) = C. Because T is continuous, T Ĉ km = T (cl (C)) = cl (C) =Ĉ km . We continue to "peel the onion" in this manner, i.e., using an inductive argument, concluding that T (C 1 ) = C 1 . It then follows from Theorem 3 in [8] that T is of the form T (C) = ±R t CR. Because C and T (C) are positive semidefinite, we conclude that T (C) = R t CR.
Next we set w = e and characterize the linear operators that preserve subsets of G e (n) containing matrices with specific ranks. Proof. Fix w = e and U , any n × (n − 1) matrix for which ( e √ n |U ) is orthogonal.
Then W = U t (I − ee t n ) = U
