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SVAZEK 21 (1976) A P L I K A C E M A T E M A T I K Y ČÍSLO 5 
BIBLIOGRAPHY ON MARKOV CHAINS WITH 
A GENERAL STATE SPACE 
ZBYNEK SIDAK 
This publication contains a bibliography of papers dealing entirely (or almost 
entirely) with homogeneous Markov chains (i.e. discrete-time Markov processes) 
with a general state space (i.e. non-denumerable, possibly abstract state space, pos­
sibly continuous state space in an Euclidean space). The bibliography covers the 
years 1932— 1974. The papers are roughly classified according to their basic contents 
into the following four sections: I. Transition probabilities, their properties, con­
vergence. II. Distributions of random variables. III. Passage and sojourn problems, 
properties of realizations. IV. General and miscellanea. In each section, the papers 
are arranged by the year of their publication, and, within each year, alphabetically 
by the name of the author. Transliteration of the names of Russian authors and 
journals is essentially as in Mathematical Reviews. 
This bibliography has been compiled from different sources on the basis of the 
author's personal notes taken over the years. Thus it represents an effort of a single 
person only, and hence, naturally, I cannot claim its being complete. Some of the 
intentional omissions are, e.g.: First, I have omitted the papers dealing mostly with 
some different topic and containing only shorter paragraphs on our topic in question. 
Second, I have omitted the paperj on those Markov chains which arise as sums of 
independent random variables, since this is a very vast and much specialized area 
with its own problems and methods. Third, I have omitted books, since there is 
a large number of books containing some paragraphs or sections on our topic in 
question, and since I believe it is much easier to find books than papers; as an excep­
tion, I quote now only three books, which have been published not long ago, and 
which are devoted entirely to general state space Markov chains: 
1. Foguel: The ergodic theory of Markov processes. Van Nostrand Reinhoid 
Company, New York 1969. 
2. Orey: Lecture notes on limit theorems for Markov chain transition probabilities. 
Van Nostrand Reinhoid Company, New York 1971. 
3. Rosenblatt: Markov processes. Structure and asymptotic behavior. Springer-
Verlag, Berlin, Heidelberg, New York 1971. 
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In spite of possible different inadequacies and gaps, intentional and unintentional, 
I do hope that this bibliography contains the most important papers, and that it 
might be of some use for mathematicians specializing in this area. 
I. Transition probabilities, their properties, convergence 
1. Fréchet: Sur le comportement de certains noyaux de Fredholm itérés indéfiniment 
et sur les probabilités en chaîne. C. R. Acad. Sri. Paris 195 (1932), 590 to 
592. 
2. Fréchet: On the behavior of the n-th iterate of a Fredholm kernel as n becomes 
infinite. Proc. Nat. Acad. Sci. USA 18 (1932), 671-673. 
3. Fréchet: Sur l'allure asymptotique des densités itérées dans le problème des 
probabilités en chaîne. Bull. Soc. Math. France 62 (1934), 68 — 83. 
4. Fréchet: Sur l'allure asymptotique de la suite des itérés d'un noyau de Fredholm. 
Quart. J. Math. Oxford 5 (1934), 106-144. 
5. Pospisil: Sur un problème de M. M. S. Bernstein et A. Kolmogoroff. Cas. pëst. 
mat. fys. 65 (1936), 64 -76 . 
6. Doeblin: Éléments d'une théorie générale des chaînes constantes simples de 
Markoff. C R. Acad. Sci. Paris 205 (1937), 7 - 9 . 
7. Fortet: Sur l'itération des substitutions algébriques linéaires à une infinité 
de variables et ses applications à la théorie des probabilités en chaîne. Rev. Ci., 
Lima 40 (1938), 185-261, 337-447, 481-528. 
8. Doeblin: Sur certains mouvements aléatoires discontinus. Skand. aktuarietidskr. 
22(1939), 211-222. 
9. Blackwell: Idempotent Markoff chains. Ann. of Math. (2) 43 (1942), 560-567. 
10. Foguel: Weak and strong convergence for Markov processes. Pacific J. Math. 
10(1960), 1221-1234. 
11. Isaac: Some generalizations of Doeblin's decomposition. Pacific J. Math. 11 
(1961), 603-608. 
12. Foguel: Markov processes with stationary measure. Pacific J. Math. 12 (1962), 
505-510. 
13. Foguel: Existence of invariant measures for Markov processes. Proc. Amer. 
Math. Soc. 13 (1962), 833-838. 
14. Isaac: Markov processes and unique stationary probability measures. Pacific J. 
Math. 12(1962), 273-286. 
15. Nagaev: An ergodic theorem for discrete-time Markov processes. (In Russian.) 
Dokl. Akad. Nauk UzSSR 1962, No. 9, 5 - 6 . 
16. Sidâk: Integral representations for transition probabilities of Markov chains 
with a general state space. Czech. Math. J. 12 (87) (1962), 492-522. 
17. Finch: A limit theorem for Markov chains with continuous state space. J. Austral. 
Math. Soc. 3 (1963), 351-358. 
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18. Isaac: A general version of Doeblin's condition. Ann. Math. Statist. 34 (1963), 
668-671. 
19. Lamperti: Monotonic solutions of certain integral equations. Arch. Rat. Mech. 
Anal. 13(1963), 309-320. 
20. Brown: Approximation theorems for Markov operators. Pacific J. Math. 16 
(1966), 13 -23 . 
21. Foguel: The ergodic theorem for Markov processes. Israel J. Math. 4 (1966), 
11-22. 
22. Foguel: Existence of invariant measures for Markov processes. II. Proc. Amer. 
Math. Soc. 17 (1966), 387-389. 
23. Foguel: Limit theorems for Markov processes. Trans. Amer. Math. Soc. 121 
(1966), 200-209. 
24. Krengel: On the global limit behaviour of Markov chains and of general non-
singular Markov processes. Z. Wahrscheinlichkeitstheorie 6 (1966), 302 — 316. 
25. Isaac: On the ratio-limit theorem for Markov processes recurrent in the sense 
of Harris. Illinois V Math. 11 (1967), 608-615. 
26. Natarajan, Raghavan, Viswanath: On stochastic matrices and kernels. Teor. 
Verojatnost. i Primenen. 12 (1967), 337-341. 
27. Foguel: Existence of a a-flnite invariant measure for a Markov process on a local-
ly compact space. Israel J. Math. 6 (1968), 1 —4. 
28. Foguel: Convex combinations of Markov transition functions. Proc. Amer. Math. 
Soc. 19(1968), 345-349. 
29. Horowitz: Some limit theorems for Markov processes. Israel J. Math. 6 (1968), 
107-118. 
30. Isaac: Some topics in the theory of recurrent Markov processes. Duke Math. 
J. 35 (1968), 641-652. 
31. Foguel: Ergodic decomposition of a topological space. Israel J. Math. 7 (1969), 
164-167. 
32. Foguel: Ratio limit theorems for Markov processes. Israel J. Math. 7 (1969), 
384-392. 
33. Foguel: Positive operators on C(X). Proc. Amer. Math. Soc. 22 (1969), 295-297. 
34. Horowitz: L^-limit theorems for Markov processes. Israel J. Math. 7 (1969), 
60 -62 . 
35. Horowitz: Markov processes on a locally compact space. Israel J. Math. 7 (1969), 
311-324. 
36. Horowitz: Strong ergodic theorems for Markov processes. Proc. Amer. Math. 
Soc. 23 (1969), 328-334. 
37. Jain: The strong ratio limit property for some general Markov processes. Ann. 
Math. Statist. 40 (1969), 986-992. 
38. Jamison, Orey: An optional stopping theorem. Ann. Math. Statist. 40 (1969), 
677-678. 
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39. Klimko: A uniform operator ergodic theorem. Ann. Math. Statist, 40 (1969), 
1126-1129. 
40. Omstein: On a theorem of Orey. Proc. Amer. Math. Soc. 22 (1969), 549-551. 
41. Horowitz: A note on cr-finite invariant measures. Contrib. to Ergodic Theory and 
Prob., Proc. Conf., Ohio State Univ., Columbus 1970, pp. 64 — 70. Springer-
Verlag, Berlin 1970. 
42. Jamison: Irreducible Markov operators on C(S). Proc. Amer. Math. Soc. 24 
(1970), 366-370. 
43. Levitan: Some ratio limit theorems for a general state space Markov process. 
Z. Wahrscheinlichkeitstheorie 15 (1970), 2 9 - 5 0 . 
44. Lin: Mixed ratio limit theorems for Markov processes. Israel J. Math. 8 (1970), 
357-366. 
45. Omstein, Sucheston: An operator theorem on Lx convergence to zero with ap-
plications to Markov kernels. Ann. Math. Statist. 41 (1970), 1631-1639. 
46. Foguel: On the "zero-two" law. Israel J. Math. 10 (1971), 275-280. 
47. Fritz: An information-theoretical proof of limit theorems for reversible Markov 
processes. Trans. 6th Prague Conf. Inf. Theory, Stat. Dec. Functions, Random 
Proc. 1971; Academia, Prague 1973, pp. 183-197. 
48. Levitan: A generalized Doeblin ratio limit theorem. Ann. Math. Statist. 42 
(1971), 904-911. 
49. Neveu: Une generalisation d'un theoreme limite-quotient. Trans. 6th Prague 
Conf. Inf. Theory, Stat. Dec. Functions, Random Proc. 1971; Academia, Prague 
1973, pp. 675-682. 
50. Foguel, Lin: Some ratio limit theorems for Markov operators. Z. Wahrscheinlich-
keitstheorie 23 (1972), 55 -66 . 
51. Horowitz: Transition probabilities and contractions of L^. Z. Wahrscheinlich-
keitstheorie 24 (1972), 263-274. 
52. IsaacLimit theorems for Markov transition functions. Ann. Math. Statist. 43 
(1972), 621-626. 
53. Jamison: A result in Doeblin's theory of Markov chains implied by Susiin's 
conjecture. Z. Wahrscheinlichkeitstheorie 24 (1972), 287-293. 
54. Kim: Approximation theorems for Markov operators. Z, Wahrscheinlichkeits-
theorie 21 (1972), 207-214 . 
55. Kim; Approximations of positive contractions on L°°[0, 1]. Z. Wahrscheinlich-
keitstheorie 24 (1972), 335-337. 
56. Lin; Strong ratio limit theorems for Markov processes. Ann. Math. Statist. 43 
(1972), 569-579. 
57. Metivier: Theoremes limite quotient pour chaines de Markov recurrentes au 
sens de Harris. Ann. Inst. H . Poincare, B, 8 (1972), 93-105 . 
58. Neveu: Sur l'irreductibilite des chaines de Markov. Ann. Inst. H. Poincare, B, 
8(1972), 249-254. 
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59. Rosenblatt: Uniform ergodicity and strong mixing. Z. Wahrscheinlichkeitstheorie 
24(1972), 79 -84 . 
60. Roudier: Chaine de Markov /x-continue a Pinfini. Ann. Inst. H. Poincare, B, 
8(1972), 241-248. 
61. Isaac: Theorems for conditional expectations, with applications to Markov 
processes. Israel J. Math. 16 (1973), 362-374. 
62. Lange: Decompositions of substochastic transition functions. Proc. Amer. 
Math. Soc. 37 (1973), 575-580. 
63. Levitan, Smolowitz: Limit theorems for reversible Markov processes. Ann. 
Prob. 1 (1973), 1014-1025. 
64. Lin: Convergence of the iterates of a Markov operator. Z. Wahrscheinlichkeits-
theorie 29 (1974), 153-163. 
65. Sine: Convergence theorems for weakly almost periodic Markov operators. 
Israel J. Math. 19 (1974), 246-255 . 
66. Tweedie: Quasi-stationary distributions for Markov chains on a general state 
space. J. Appl. Prob. 11 (1974), 726-741 . 
67. Tweedie: K-theory for Markov chains on a general state space I: Solidarity 
properties and K-recurrent chains. Ann. Prob. 2 (1974), 840 — 864. 
68. Tweedie: R-theory for Markov chains on a general state space II: r-subinvariant 
measures for r-transient chains. Ann. Prob. 2 (1974), 865 — 878. 
II. Distributions of random variables 
1. Onicescu, Mihoc: Sur les sommes de variables enchainees. II. Bull. Math. Soc. 
Roum. Sci. 41 (1939), 99-116. 
2. Onicescu, Mihoc: Sur P application des equations fonctionnelles de Chapman et 
Smoluchovsky dans la theorie des chaines de Markoff. Bull. Sect. Acad. Roum. 
21 (1939), 110-112. 
3. Epstein: The distribution of extreme values in samples whose members are 
subject to a Markoff chain condition. Ann. Math. Statist. 20 (1949), 590-594. 
4. Dynkin: On some limit theorems for Markov chains. (In Russian.) Ukrain. Mat. 
Z. 6(1954), 21 -27 . 
5. Gnedenko: Limit theorems for sums of independent summands and for Markov 
chains. Ukrain. Mat. Z. 6 (1954), 5 -20 . 
6. Billingsley: The invariance principle for dependent random variables. Trans-
Amer. Math. Soc. 83 (1956), 250-268. 
7. Darling, Siegert: On the distribution of certain functionals of Markoff chains 
and processes. Proc. Nat. Acad. Sci. USA 42 (1956), 525-529 . 
8. Skorohod: On a class of limit theorems for Markoff chains. (In Russian.) Dokl. 
Akad. Nauk SSSR 106 (1956), 781-784. 
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9. Bellman: On a generalization of the fundamental identity of Wald. Proc. 
Cambridge Philos. Soc. 53 (1957), 258-260. 
10. Marušin: The central limit theorem for continuous Markov chains. (In Russian.) 
Trudy Taganrog. Radioteh. Inst. 3 (1957), 221-235. 
11. Nagaev: On some limit theorems for homogeneous Markov chains. (In Russian.) 
Dokl. Akad. Nauk SSSR 115 (1957), 237-239. 
12. Nagaev: Some limit theorems for homogeneous Markov chains. (In Russian.) 
Teor. Verojatnost. i Primenen. 2 (1957), 389-416. 
13. Cogburn: Termes variationnels des chaines de Markov. C R. Acad. Sci. Paris 
247(1958), 2281-2283. 
14. Malécot: Variances, covariances et moments des processus de Markoff a moyen-
nes linéaires. Ann. Univ. Lyon 1958, A, No. 21, 33 — 66. 
15. Tweedie: Generalizations of Wald's fundamental identity of sequential analysis 
to Markov chains. Proc Cambridge Phil. Soc. 56 (1960), 205-214 . 
16. Žanbyrbaev: Refinement of the local theorem for homogeneous Markov chains 
with a continuous set of states. (In Russian.) Učen. Zap. Kazah. Gos. Ped. Inst. 
22(1960), No. 2, 3-10, 11-13. 
17. Aleškevičiene: A local limit theorem for sums of random variables related to 
a homogeneous Markov chain, for the case of a stable limit distribution. Litovsk. 
Mat. Sb. 1 (1961), No. 1 - 2 , 5 - 13. 
18. Hasminskii: On limit distributions of sums of conditionally independent random 
variables. (In Russian.) Teor. Verojatnost. i Primenen. 6 (1961), 119—125. 
19. Lamperti: A new class of probability limit theorems. Bull. Amer. Math. Soc. 
67 (1961), 267-269. 
20. Nagaev: Refinement of limit theorems for homogeneous Markov chains. (In 
Russian.) Teor. Verojatnost. i Primenen. 6 (1961), 67 — 86. 
21. Skorohod: A limit theorem for Markov chains. (In Russian.) Dopovidi Akad. 
Nauk Ukrain. RSR 1961, No. 11, 1408-1411. 
22. Lamperti: A new class of probability limit theorems. J. Math. Mech. 11 (1962), 
748-772. 
23. McGregor: The approximate distribution of the correlation between two station­
ary linear Markov series. Biometrika 49 (1962), 379 — 388. 
24. Nagaev: The central limit theorem for Markov processes in discrete time. (In 
Russian.) Izv. Akad. Nauk UzSSR 1962, No. 2, 12-20. 
25. Žanbyrbaev: On large deviations for homogeneous Markov chains with a conti­
nuous set of possible states. (In Russian.) Vestnik Akad. Nauk Kazah. SSR 1962, 
9 6 - 9 8 . 
26. Aleškevičiene: On a refinement of limit theorems for homogeneous Markov 
chains. (In Russian.) Litovsk. Mat. Sb. 3 (1963), 9-20 . 
27. Rosenblatt-Roth: Sur la dispersion des sommes de variables aléatoires enchainées. 
C R. Acad. Sci. Paris 256 (1963), 5499-5501. 
370 
28. Skorohod: A limit theorem for homogeneous Markov chains. (In Russian.) 
Teor. Verojatnost. i Primenen. 8 (1963), 67 — 75. 
29. Aleškevičiene: Large deviations for homogeneous Markov chains. (In Russian.) 
Litovsk. Mat. Sb. 5 (1965), 199-209. 
30. Craven: Serial dependence of a Markov process. J. Austral. Math. Soc. 5 (1965), 
299-314. 
31. McGregor, Bielenstein: The approximate distribution of the correlation between 
two stationary linear Markov series. II. Biometrika 52 (1965), 301 —302. 
32. Aleškevičius: On the central limit problem for sums of random variables defined 
on a Markov chain. (In Russian.) Litovsk. Mat. Sb. 6 (1966), 15 — 22. 
33. Aleškevičius: Some limit theorems for sums of random variables defined on 
a homogeneous regular Markov chain. (In Russian.) Litovsk. Mat. Sb. 6 (1966), 
297-311. 
34. Aleškevičius: Limit theorems for sums of random variables defined on a Markov 
chain. (In Russian.) Litovsk. Mat. Sb. 6 (1966), 633-634. 
35. Litvínov: An asymptotic analysis of the distributions of random variables con­
nected in a Markov chain. (In Russian.) Ukrain. Mat. Ž. 18 (1966), 11—21. 
36. Litvínov: Asymptotic behavior of the distribution of random variables connected 
in a Markov chain. Dopovidi Akad. Nauk Ukrain. RSR 1966, 859-861. 
37. Formanov: A local limit theorem for random variables connected in a Markov 
chain. (In Russian.) DokL Akad. Nauk UzSSR (1967), No. 12, 3 - 5 . 
38. Formanov: On local theorems for Markov chains. (In Russian.) Izv. Akad. 
Nauk UzSSR (1967), No. 3, 34-39. 
39. Manevič: On the extension of a uniform theorem of A. N. Kolmogorov for 
homogeneous Markov chains. (In Russian.) Dokl. Akad. Nauk SSSR 176 (1967), 
778-779. 
40. Siraždinov, Formanov: On a limit theorem for Markov chains. (In Russian.) 
Izv. Akad. Nauk UzSSR (1967), No. 2, 31-37. 
41. Van-An, Ezov: A limit theorem for a sequence of series of random variables 
connected in a homogeneous Markov chain. (In Ukrainian.) Dopovidi Akad. 
Nauk Ukrain. RSR 29 (1967), 577-599; 31 (1969), 108-110, 184. 
42. Formanov: A bound for a remainder term in the central limit theorem for homo­
geneous Markov chains. (In Russian.) Izv. Akad. Nauk UzSSR (1968), No. 6, 
25-29. 
43. Litvínov, Repin: On the closeness of the distributions of two Markov sums of 
random variables which are not uniformly infinitesimal. (In Russian.) Wiss. 
Z. Tech. Hochschule Karl-Marx-Stadt 10 (1968), 519. Dopovidi Akad. Nauk 
Ukrain. RSR 32 (1970), 774-777. Ukrain. Mat. Ž. 23 (1971), 248-253. 
44. Rosenblatt-Roth: La méthode de M. Paul Levy, les fonctions opératorielles carac-
téristiques et les chaines de Markov. C R. Acad. Sci. 267 (1968), A, 163 — 165. 
45. Litvínov: Some local limit theorems for random variables connected in a Markov 
chain. (In Ukrainian.) Dopovidi Akad. Nauk Ukrain. RSR 31 (1969), 13-17 . 
371 
46. Misevicius: A limit theorem with large deviations for homogeneous Markov 
chains. (In Russian.) Litovsk. Mat. Sb. 9 (1969), 406-407 . 
47. Presman: Factorization methods and the limit problem for sums of random 
variables defined on a Markov chain. (In Russian.) Izv. Akad. Nauk SSSR 33 
(1969), 861-900. 
48. Cogburn: The central limit theorem for Markov processes. Proc. 6th Berkeley 
Symp. 1970, vol. 11,485-512. 
49. Litvinov: Limit theorems for lattice and absolutely continuous random variables 
connected in a Markov chain. (In Russian.) Ukrain. Mat. Z. 22 (1970), 97—102. 
50. Misevicius: A local theorem with large deviations for homogeneous Markov 
chains/(In Russian.) Litovsk. Mat. Sb. 10 (1970), 101-107. 
51. Pakshirajan, Sreehari: The law of the iterated logarithm for a Markov process. 
Ann. Math. Statist. 41 (1970), 945-955. 
52. Saulis, Statulevicius: Asymptotic expansion for probabilities of large deviations 
for sums of random variables connected in a Markov chain. (In Russian.) 
Litovsk. Mat. Sb. 10 (1970), 359-366. 
53. Grigorescu, Popescu: A central limit theorem for a class of Markov chains. Proc. 
4th Conf. Prob. Theory, Brasov 1971, 153-166. 
54. Misevicius: Local theorems with large deviations for homogeneous Markov 
chains. (In Russian.) Litovsk. Mat. Sb. 11 (1971), 607-625. 
55. Formanov: On the speed of convergence in the multidimensional limit theorem 
for homogeneous Markov chains. (In Russian.) Dokl. Akad. Nauk SSSR 204 
(1972), 4 9 - 5 1 . 
56. Formanov: A uniform bound for the remainder term in the multidimensional 
limit theorem for homogeneous Markov chains with respect to the class of all 
measurable convex functions. I. II. (In Russian.) Izv. Akad. Nauk UzSSR 
(1972), No. 3, 33 -37 ; No. 6, 35 -42 . 
57. Misevicius: Integral theorems with large deviations for homogeneous Markov 
chains. (In Russian.) Litovsk. Mat. Sb. 12 (1972), 195-198. 
58. O'Brien: A note on comparisons of Markov processes. Ann. Math. Statist. 43 
(1972), 365-368. 
59. Misevicius: Decompositions of local large deviations for homogeneous Markov 
chains. (In Russian.) Litovsk. Mat. Sb. 13 (1973), 119-124. 
60. Craven: Asymptotic rate of a Markov process. Adv. Appl. Prob. 6 (1974), 
732-746. 
61. Lifsic: On the central limit theorem for sums of random variables connected in 
a Markov chain. (In Russian.) Dokl. Akad. Nauk SSSR 219 (1974), 797-799. 
62. Misevicius: An integral theorem with large deviations for homogeneous Markov 
chains. (In Russian.) Litovsk. Mat. Sb. 14 (1974), 8 9 - 9 5 . 
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III. Passage and sojourn problems, properties of realizations 
1. Spitzer: A combinatorial lemma and its application to probability theory. Trans. 
Amer. Math. Soc. 82 (1956), 323-339. 
2. Baxter: An operator identity. Pacific J. Math. 8 (1958), 649-663. 
3. Gihman: A limit theorem for the number of maxima in a sequence of random 
variables in a Markov chain. (In Russian.) Teor. Verojatnost. i Primenen. 3 
(1958), 166-172. 
4. Lamperti: Some limit theorems for stochastic processes. J. Math. Mech. 7 (1958), 
433-448. 
5. Zoutendijk: Markov runs in an arbitrary set. Abstr. short commun. intern, congr. 
math. Edinburgh 1958, 133-134. 
6. Fan ell: Limit theorems for stopped random walks. Ann. Math. Statist. 35 (1964), 
1332-1343. 
7. Pelli: Sur le maximum d'un processus aleatoire. Comm. Math. Helv. 43 (1968), 
137-160. 
8. Ezov: On the distribution of the excess over a given level In a sequence of maxi-
mums of random variables governed by a Markov chain. (In Russian.) Ukrain. 
Mat. Z. 21 (1969), 831-836. 
9. Ornstein: Random walks. V II. Trans. Amer. Math. Soc. 138 (1969), 1-43; 
4 5 - 6 0 . 
10. Derriennic: Sur la frontiere de Martin des processus de Markov a temps discret. 
Ann. Inst. H. Poincare, B, 9 (1973), 233-258. 
11. Kalasnikov: The property of y-recurrence for Markov sequences. (In Russian.) 
Dokl. Akad. Nauk SSSR 213 (1973), 1243-1246. 
12. Jamison, Sine: Sample path convergence of stable Markov processes. Z. Wahr-
scheinlichkeitstheorie 28 (1974), 173-177 . 
IV. General and miscellanea 
1. Fréchet: Les probabilités continues "en chaîne". Comment. Math. Helv. 5 
(1933), 175-245. 
2. Hostinsky: On the theory of Markov chains and integration of linear transfor-
mations. (In Czech.) Casopis Pest. Mat, Fys. 63 (1934), 167-185 . 
3. Doeblin: Sur le cas continu des probabilités en chaîne. Atti Accad. Naz. Lincei, 
Rend., VI. s. 25 (1937), 170-176 . 
4. Doeblin: Sur les propriétés asymptotiques de mouvement régis par certains 
types de chaînes simples. Bull. Math. Soc. Roum. Sci. 39 (1937), No. V 57—115, 
No. 2 , 3 - 6 1 . 
5. Doeblin, Fortet: Sur deux notes de M. M. KrylofTet Bogoliouboff. C R. Acad. 
Sci. Paris 204 (1937), 1699- 1701. 
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6. Fortet: Sur des probabilités en chaînes. C R. Acad. Sci. Paris 204 (1937), 
315-317. 
7. Fouillade: Recherches sur ľitération des substitutions fonctionnelles linéaiгes. 
Mém. Soc. Roy. Sci. Liège, IV. s. 2 (1937), 159-245. 
8. Fouillade: Sur une conception de la théorie des probabilités en chaîne. Bull. 
Sci. Math. II. s. 61 (1937), 269-287, 295-302. 
9. Krylov, Bogoljubov: Les propriétés ergodiques des suites des probabilités en 
chaîne. C R. Acad. Sci. Paris 204 (1937), 1454-1456. 
10. Krylov, Bogoìjubov: Sur les probabilités en chaîne. C R. Acad. Sci. Paris 204 
(1937), 1386-1388. 
11. DOOb; Stochastic processes with an integral-valued parameter. Trans. Amer. 
Math. Soc. 44 (1938), 8 7 - 150. 
12. Yosida, Kakutani: Application of mean egodic theorem to the problems of 
MarkofГs process. Proc. Imp. Acad. Jap. 14 (1938), 333-339. 
13. Yosida: Оperator-theoretical treatment of the Markoífs process. I, II. Proc. 
Imp. Acad. Jap. 14 (1938), 363-367, 15 (1939), 127-130. 
14. Kakutani: Some results in the operator-theoretical treatment of the Markoff 
proceзs. Proc. Imp. Acad. Jap. 15 (1939), 260-264. 
15. Krylov, Bogoljubov: Sur quelques problèmes de théorie ergodique de systèmes 
stochastiques. Ann. Chaire Phys. Math. Kiev 4 (1939), 243-287. 
16. Doebîin: Eléments ďune théorie générale des chaînes simples constantes de 
Markoff. Ann. École Normale, III. s. 57 (1940), 61 - 111. 
17. Kakutani: Ergodic theorems and the Markoff process with a stable distribution. 
Proc. Imp. Acad. Jap. 16 (1940), 49-54. 
18. Yosida: The Markoff process with a stable distribution. Proc. Imp. Acad. Jap. 
16(1940), 43-48 . 
19. Beboutoff: Markoff chains with a compact state space. C R. Sci. URSS, N. S. 
30(1941),482-483. 
20. Yosida, Kakutani: Оperator-theoretical treatment of Markofiľs process and 
mean ergodic theorem. Ann. of Math. (2) 42 (1941), 188-228. 
21. Beboutoff: Markoff chains with a compact state space. Mat. Sbornik N. S. 10 
(52) (1942), 213-238. 
22. Blackwell: The existence of anormal chains. Bull. Amer. Math. Soc. 51 (1945), 
465-468. 
23. Sarymsakov: Un nouveau critère nécessaire at suffisant pour la régularité des 
chaînes de Markoff dont ľensemble des états possibles est continu. Dokl. Akad. 
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S o u h r n 
BIBLIOGRAFIE O MARKOVOVÝCH ŘETĚZCÍCH 
S OBECNÝM PROSTOREM STAVŮ 
ZBYNĚK ŠIDÁK 
V bibliografii jsou citovány články, publikované v období 1932—1974, zabývající 
se zcela (nebo téměř zcela) homogenními Mar kovovými řetězci (tj. Markovovými 
procesy v diskrétním čase) s obecným prostorem stavů (tj. nespočetným, buď abstrakt­
ním prostorem, nebo spojitým prostorem stavů v Euklidově prostoru). Články jsou 
zhruba klasifikovány podle svého základního obsahu do následujících čtyř oddílů: 
I. Pravděpodobnosti přechodu, jejich vlastnosti, konvergence. II. Rozložení náhod­
ných veličin. III. Problémy příchodů a pobytů, vlastnosti realizací. IV. Obecné 
a různé. 
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