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Re´sume´ – Dans cet article, nous pre´sentons un algorithme de de´codage simplifie´ des codes LDPC non-binaires, appele´ EMS. Cet algorithme
est une simplification de l’algorithme somme-produit dans le domaine logarithmique, qui permet des gains en terme de complexite´ et de stabi-
lite´ nume´rique. Nous proposons e´galement diffe´rentes variantes d’implantation de l’algorithme EMS. Les diffe´rentes variantes pre´sente´es sont
compare´es en termes de courbes de performances (FER) et complexite´.
Abstract – In this paper, we introduce a simplified log-domain decoding algorithm for LDPC codes over GF(q), named EMS. While this
algorithm is a simplification of the conventional sum-product algorithm, the log-domain decoding has advantages in terms of implementation,
computation complexity and numerical stability. Further, we propose some variants of implementation for the EMS algoritm, yielding a lower
computational complexity. The different variants are compared both in terms of simulated FER performance and computational complexity.
1 Introduction
Pour des tailles mod·er·ees des mots de code, une des solu-
tions les plus efcaces pour obtenir de bonnes performances
d’erreur est d’utiliser des codes LDPC construits sur des corps
de Galois non binaires d’ordre q (GF(q)) [2]. Cependant, les
d·ecodeurs associ·es ont le d·esavantage d’avoir une complexit·e
variant en O(q2) [2, 4]. En cons·equence, aucun corps d’ordre
plus grand que q = 16 ne peut etre consid·er·e pour une im-
plantation hardware. Dans cet article nous pr·esentons un al-
gorithme propos·e dans [5], qui r·eduit le nombre d’op·erations
n·ecessaires pour la mise a jour des noeuds de parit·e, tout en
conservant des performances proches du d·ecodage par propa-
gation de croyances (BP). L’algorithme propos·e est bas·ee sur
une g·en·eralisation de l’algorithme Min-Sum utilis·e pour les
d·ecodeurs LDPC binaires, et a ·et·e appell·e EMS (Extended Min-
Sum). Nous ·etudions en d·etail dans cet article la complexit·e
algorithmique du d·ecodeur EMS, et pr·esentons des r·esultats
de simulation exhaustifs permettant de quantier pr·ecis·ement
la complexit·e n·ecessaire a une mise en uvre num·erique. Ces
r·esultats donnent des indications quant a la complexit·e requise
ainsi que le choix des parametres du codeur et du d·ecodeur
qu’il faut utiliser en fonction des performances d·esir·ees. Les
r·esultats de d·ecodage obtenus sont a notre connaissance les
meilleurs que l’on puisse obtenir pour des trames courtes et
pour une complexit·e de d·ecodage raisonnable.
2 Notations et position du proble`me
Un code LDPC dansGF (q) est d·eni par une matrice de pa-
rit·e H creuse de dimension M × N (R = M−NN est le rende-
ment) dont les ·el·ements non nuls appartiennent a GF (q). Les
multiplications effectu·ees dans le corps GF (q) seront not·ees
⊗ et tout ·el·ement d’un corps GF(q) peut etre d·ecrit en fonction
d’un ·el·ement primitif du corps α. Le corps de Galois est donc
compos·e des ·el·ements {0, α0, α1, ..., αq−2}.
La repr·esentation graphique des codes LDPC non-binaires
consiste a connecter l’ensemble des N nuds de variables aux
M nuds de parit·e. Dans le cas de codes LDPC r·eguliers,
les nuds de variables sont connect·es a dv branches et les
nuds de parit·e a dc branches. Le d·ecodage par propagation
de croyances du code LDPC consite en la mise a jour des mes-
sages circulant sur les branches de cette repr·esentation gra-
phique [2, 3]. Les messages circulant sur les branches du trelli
repr·esentent les densit·es de probabilit·e des symboles du code
et sont donc des vecteurs de taille q. On va noter les vecteurs
des messages rentrant (respectivement sortant) dans un noeud
de parit·e par U (respectivement V ).
L’algorithme de propagation de croyances consiste en deux
·etapes de calcul. Premierement le passage par les nuds de
donn·ees est une multiplication termes a termes des dv−1 mes-
sages entrants. Deuxiemement, le passage par les nuds de
parit·e consite en une marginalisation des dc messages entrant




ht ⊗ ct = 0 (1)
ou ht sont des ·el·ements non-nuls de la matriceH et ct les sym-
boles correspondants du mot de code. Cette deuxieme ·etape est
tres complexe et repr·esente l’obstacle majeur au d·ecodage de
code LDPC dans des corps d’ordre ·el·ev·es. La complexit·e par
nud de parit·e est de l’ordre de O(q2), et peut etre ramen·ee
a une complexit·e moindre O(q ∗ log(q)) lorsqu’on effectue le
calcul dans le domaine de Fourier [2, 3]. Cependant, sous cette
forme l’algorithme de propagation de croyance requiert des
multiplications et des divisions, ce qui est dommageable a toute
implantation pratique. En vue d’une implantation hardware des
codes LDPC non-binaires, il est donc n·ecessaire de proposer un
d·ecodeur utilisant des log-rapports de vraisemblance comme
messages, ne n·ecessitant que des additions.
3 L’algorithme Extended Min-Sum dans
le domaine logarithmique (EMS)
3.1 Pre´sentation ge´ne´rale de l’algorithme
L’algorithme EMS est une g·en·eralisation de l’algorithme min-
sum utilis·e fr·equemment pour le d·ecodage des codes binaires,
et fait partie de la vaste classe des algorithme sous-optimaux,
dont le but est de simplier la complexit·e des calculs r·ealis·es
sur l’ensemble des noeuds de parit·e.
Nous utiliserons par la suite une repr·esentation logarithmique
des messages (Log-Density-Ratio: LDR). Un message
U = {U [k]}k=0..q−1 est d·eni par q− 1 rapports comme suit :





A l’aide des notations de la FIG. 1, les 3 ·etapes d’une it·eration
de d·ecodage de l’algorithme EMS sont d·ecrites dans la suite de
cette section:
 1. Mise a jour des noeud variable de degr·e dv:
Uvp[k] = L[k] +
dv∑
v=1,v 6=c
Vpv[k]− offset k = 0 . . . q − 1
ou L repr·esente les LDR des symboles provenant du canal. La
m·ethode consistant a introduire un facteur de correction (off-
set) est r·egulierement utilis·ee pour compenser la perte due a
l’utilisation d’algorithmes sous-optimaux [5].
 2. Etape de permutations des messages:
Cette ·etape est une cons·equence directe de l’·equation de parit·e
(1). En effet, l’algorithme de propagation de croyance employ·e
pour la mise a jour des noeuds de parit·e utilise le produit entre
les symboles du mot de code et leur valeur ht correspondante.
Cette multiplication se traduit par une permutation des LDR
des symboles.
Upc[ht ⊗ αk] = Uvp[αk] k = 0 . . . q − 1
La transformation du graphe factoriel FIG.1 permet l’·ecriture
du processus de mise a jour de noeud de parit·e sous la forme
d’un produit de convolution, similaire au cas binaire.
La transformation en sens inverse (Vcp → Vpv) est faite a
l’aide des valeurs h−1t .
 2. Mise a jour des noeud de parit·e de degr·e dc:
Le principe de l’algorithme EMS est de n’utiliser qu’une partie
des valeurs des messages Upc, an de construire une fonction
abilit·e sous-optimale. Celle-ci est utilis·ee pour la mise a jour
des noeud de parit·e, elle doit etre tres peu couteuse en nombre
d’op·erations et d·epend de l’·equation de v·erication de parit·e.
L’algorithme EMS peut etre implant·e d’une maniere efcace
via la m·ethode r·ecursive propos·ee dans [2] pour la mise a jour
U pc

















FIG. 1: Structure en graphe factoriel d’un noeud de parit·e pour
un code LDPC non-binaire
des noeuds de parit·e.
Cette m·ethode s’interprete comme une implantation type For-
ward/Backward du calcul des abilit·es. A chaque ·etape de
r·ecursion, appel·ee ·etape ·el·ementaire, on considere seulement
deux messages entrants pour effectuer le calcul des abilit ·es
FIG.2. Notre approche pour pr·esenter les d·etails de l’·etape de
mise a jour des noeud de parit·e est bas·ee sur le principe de la
m·ethode r·ecursive, chaque processus interm·ediaire de v·ericati-
on de parit·e comportant deux entr·ees.
Ainsi deux types de messages sont consid·er·es dans la descrip-
tion de l’algorithme. Les messages de type U sont des mes-
sages Upc, venant du graphe, les messages I sont des messages
interm·ediaires n·ecessaires a l’implantation r·ecursive. Nous ver-
rons dans la section suivante que cette distinction de deux types
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FIG. 2: La structure r·ecursive de l’algorithme EMS pour un
noeud de parit·e de degr·ee dc = 5
Conform·ement a la repr·esentation en graphe factoriel de la
m·ethode r·ecursive FIG.2, pour des valeurs de dc > 4 on dis-
tingue trois types d’·etapes ·el·ementaires:
 Les deux messages entrants sont de type U: ·etape U-U.
 Un des messages entrant est de type U et l’autre de type
I: ·etape U-I.
 Les deux messages entrants sont de type I: ·etape I-I.
3.2 De´tails d’une e´tape e´le´mentaire
Soient {Xt}t=1,2 les messages entrant dans un nud de pa-
rit·e ·el·ementaire, c’est-a-dire une des ·etapes d·ecrites ci des-
sus (U-U), (U-I) ou (I-I), et Y3 le message sortant. L’algo-
rithme EMS commence par s·electionner dans les messages Xt
les {rt}t=1,2 plus grandes valeurs que l’on note x(kc)t , kc =
1...rt. On note de plus α(kc)t les valeurs des ·el·ements de GF(q)
correspondant a ces valeurs maximales.
A l’aide de ces valeurs α(kc)t et des contraintes de parit·e du















3 = 0 ∀kc = 1 . . . rt
}







t i = 0 . . . q − 1
On pr·ecise que pour certaines valeurs particulieres de {rt}t=1,2,
il existe des ensembles S(α(i)3 ) qui peuvent etre vides, ce qui
implique un probleme de convergence pour l’EMS. Une solu-



















3 = 0 ∀k = 0 . . . q − 1
}
Cet ensemble n’est jamais vide et garantit la mise a jour de
toutes les valeurs de Y3[αi3], ∀αi3 = 0 . . . q − 1.
Les valeurs L(αi3) expriment la abilit·e, que l’·equation de pa-
rit·e soit satisfaite lorsque h3 ⊗ c3 est suppos·e ·egal a αi3. Dans












L(αi3) i = 1 . . . q − 1
la fonction maximum servant a choisir la conguration la plus
able.
4 Evaluation de la complexite´ de l’algo-
rithme EMS
Nous ·evaluons la complexit·e de l’algorithme EMS en comp-
tant le nombre d’op·erations basiques (additions r·eelles, addi-
tions dans GF(q), comparaisons) par nud de parit·e.
Le nombre d’op·erations par ·etape ·el·ementaire est 3r1r2 dans
le cas de messages entrants a r1 et r2 valeurs maximales (une
addition r·eelle, une addition dans GF(q) et une comparaison).
Pour la totalit·e d’un noeud de parit·e de degr·e dc, la complexit·e









L’int·eret de l’implantation r·ecursive de l’algorithme EMS re-
pose sur la pr·esence des messages interm·ediaires (I), qui au
niveau compromis complexit·e - performances nous offre des
degr·es de libert·e suplimentaires, notamment sur le choix des
parametres r1 et r2.
La complexit·e de l’algorithme EMS d·epend des valeurs prises
par r1 et r2 dans les diff·erent (U-U, U-I, I-I) ·etapes de l’im-
plantation r·ecursive.
Ainsi, le choix suivant:
 U-U : (r1 = r2 = q)U-I : (r1 = r2 = q)I-I : (r1 = r2 = q)
Correspond a l’algorithme pr·esent·e en [4], et ·egalement a la
complexit·e la plus grande (infaisable pour des corps d’ordre
trop ·elev·es) pour l’algorithme EMS.
Une version moins couteuse de l’algorithme correspond au choix
de parametres suivants:
(A)
 U-U : (r1 = r2 = nm  q)U-I : (r1 = nmr2 = q)I-I : (r1 = r2 = q)
Avec ce choix de parametres, on se ramene a la meme com-
plexit·e que l’implantation bloc (non-r·ecursive) propos·ee dans




2n2m + (2dc − 4)nmq + (dc − 4)q2
} (3)
Nous avons fait une ·etude exhaustive de la comparaison de
complexit·e bas·e sur l’·equation (3).
Pour quantier la performance des algorithmes de d·ecodage,
nous calculons le seuil δ de convergence du d·ecodeur en uti-
lisant un algorithme d’·evolution de densit·e, outil d·esormais
classique pour l’·etude des codes LDPC [1]. Ce seuil corres-
pond au (Eb/N0) minimal au dela duquel un code de taille in-
ni atteind une probabilit·e d’erreur nulle. Ainsi, plus le seuil
δ est faible, meilleures sont les performances. Nous utilise-
rons le code r·egulier (dv = 2, dc = 4) de rendement 0.5
comme base d’·etude, et ce pour des ordres de corps de Galois
q = 64, 128, 256.
La gure FIG.3 trace le logarithme de la complexit·e par
nud de parit·e de l’approche r·ecursive (3) en fonction de la
valeur du seuil de convergence δ. Tres logiquement, la com-
plexit·e requise augmente de fac‚on tres importante lorsqu’on
tente de se rapprocher du seuil de convergence optimal, donn·e
par le seuil de l’algorithme BP non-simpli·e sur GF(256). No-
tons ·egalement que les codes dans GF(64) sont les plus simples
a d·ecoder, mais qu’il sont limit·es en performances puisque leur
seuil minimal se trouve a 0.15dB de la limite (seuil BP). Enn,
ces courbes montrent qu’a performance donn·ee, un plus gros
effort est n·ecessaire pour passer de GF(128) a GF(256) que
pour passer de GF(64) a GF(128). La conclusion est donc que
si le code le permet, pour une performance donn·ee, il est plus
avantageux de consid·erer le plus petit corps possible.
1. On ne´glige la complexite´ due a` S0(α
(i)
3 ) car l’utilisation de cet ensemble
peut eˆtre re´duite a` seulement certaines e´tapes

























FIG. 3: Comparaison de complexit·es de l’algorithme EMS-(A)
pour diff·erants ordre de corps
5 Algorithme EMS a` complexite´ mini-
male
Pour un choix de nm (nombre de maximums) donn·e, la com-
plexit·e minimale de l’implantation r·ecursive est obtenue avec
les parametres :
(B)
 U-U : (r1 = r2 = nm)U-I : (r1 = r2 = nm)I-I : (r1 = r2 = nm)
La complexit·e de cette approche est d’ordre O(n2m) et la valeur
exacte est donn·ee par:
C = 3× 3(dc − 2)n2m (4)
L’un des int·erets de la m·ethode propos·ee ci-dessus r·eside dans
la complexit·e bien moindre que celle donn·ee par la formule (3).
Dans la suite, on pr·esente une comparaison complexit·e -
performances entre deux versions de complexit·es diff·erentes
de l’algorithme EMS. La premiere version, est bas·ee sur l’hy-
pothese que chaque message (U ou I) utilis·e pour le calcul d’un
noeud de parit·e prend en compte seulement nm valeurs (choix
parametres (B)), la deuxieme version de complexit·e corres-
pond au choix des parametres (A) .
La FIG.4 pr·esente la perte de performances entre les deux ver-
sions de complexit·e, la moins complexe gure en trait plein et
la plus complexe en pointill·e, pour un code LDPC non-binaire
sur GF(256) (dv = 2, dc = 4) comportant K=1504 bits d’in-
formation.
L’·ecart entre les deux algorithmes s’explique par l’utilisation
partielle de l’information apport·ee par les messages U et I. Cet
·ecart est fortement d·ependant de l’ordre du corps mais semble






Suite a cette observation, nous nous sommes int·eress·es a l’in-
uance de nm sur les performances de d·ecodage de l’algo-
rithme EMS, pour r·eduire l’·ecart entre les courbes tout en conser-
vant un important gain de complexit·e.
Dans le cadre de l’exemple de la gure FIG. 4, il suft de
choisir nm = 20 pour l’algorithme EMS a complexit·e mini-
male (EMS-(B)) pour r·ecup·erer toute la perte de performance.
Meme avec cette valeur plus grande de nm, le gain de com-
plexit·e entre l’algorithme EMS-(B) et EMS-(A) est d’un ordre
de grandeur 10.















FIG. 4: Performances compar·ees des algorithmes EMS-(B) et
EMS-(A) pour diff·erants valeurs de nm
6 Conclusion
Dans cet article, nous avons propos·e une implantation r·ecur-
sive de l’algorithme EMS [5] qui nous a permis de d·evelopper
de nouvelles versions de l’algorithme EMS a complexit·e r·eduite
(EMS-(B)). L’algorithme EMS-(B) est un bon candidat pour
une ·eventuelle implantation hardware d’un d·ecodeur LDPC non-
binaire en raison de sa complexit·e inf·erieure a celle des autres
algorithmes existants. De plus la degradation des performances
constat·ee est n·egligable.
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