ABSTRACT Co-clustering is rapidly becoming a powerful data analysis technique in varied fields, such as gene expression analysis, data and web mining, and market baskets analysis. In this paper, two co-clustering methods based on smooth plaid model (SPM) and parallel factor decomposition with sparse latent factors (SLF-PARAFAC) are respectively applied to synthetic data set and investors' transaction-level data set from the China Financial Futures Exchange. We present the comparison between two methodologies. Both SLF-PARAFAC and SPM are efficient, robust, and well suited for discovering trading ecosystems in modern financial markets. We recognize temporal pattern differences of various trader types. The results help to develop a thorough understanding of trading behaviors, and to detect patterns and irregularities.
I. INTRODUCTION
Nowadays, electronic markets have become popular venues for different types of financial assets, such as stocks, commodities, options, and futures, etc.. The introduction of electronic trading has reduced the floor's advantage by increasing anonymity and obfuscated the roles, relationships, and designations in the original trading ecosystems. The ever-increasing complexity of financial trading and markets, makes it difficult to consider the basic problems of recognizing and categorizing market participants, for example, fully understand the present effect of various participants on financial markets, let alone to develop policies and regulatory interventions that are robust to developments of financial ecosystem. Although there have been various attempts in the literature to classify traders' behaviors over a feature space containing the summary statistics and derived variables, it still has some issues in real life financial scenarios. For example, the sample is usually characterized by highdimensional features; it is necessary to work with new feature selection approach [1] , [2] in data mining to eliminate noisy and irrelevant features and enhance the feature quality.
In the financial market, usually only certain traders participate in the specific transaction pattern, and only some trading characteristics of certain traders in a time window will reflect the trading behavior patterns to be investigated. For example, high frequency trading accounts may engage in establishing and liquidating positions in very short timeframes when financial markets around the world plunge and fluctuate wildly. Therefore, to accurately characterize the roles and functions of the market participants, it is necessary to identify the trader groups that participate in certain pattern characteristics or the pattern characteristics associated with certain trader groups. Three-way clustering can be seen as a ''local" clustering, which can be determined by a subset of traders in a temporal pattern, or by a subset of the characteristics of certain trader group. Transaction-level data encompasses rich and extensive information on trading activities. Mining these data may reveal insights into trading mechanisms. [3] presents a method referred as the smooth plaid model to designate traders into five distinct categories which are consistent with the results recovered manually by Kirilenko et al. [4] .
Another co-clustering method, SLF-PARAFAC, proposed by [5] is designed for multi-way data and implements a modified version of k-means based on multilinear decomposition with sparse latent factors. The imposition of latent sparsity allows stable identification of a great many overlapping coclusters in the data.
In this study, to validate SLF-PARAFAC and compare it with the smooth plaid model, we employ two methods on both synthetic data and transaction data in china financial futures market and analyzes different co-clusters to prove the meaningfulness of co-clusters in the financial market ecosystem. This study first explores the sequential trading patterns of different participants in the Chinese financial derivatives market.
The structure of this paper is organized as follow: We start with an overview of related works in Section II. In Section III, we briefly summarize two methodologies, SPM and SLF-PARAFAC. Section IV is devoted to applications and case studies. We conclude with a discussion of this study in the last section.
II. RELATED WORKS
Clustering analysis is an important tool for statistical analysis, which is widely recognized and well implemented in a variety of scientific fields, including pattern recognition, signal processing, and biological information, etc. [6] . Regular clustering algorithms discover groups based on the data of full features. This process comes with several limitations. First of all, when the clustering algorithm is used to express clustering data, to measure the similarity between the objects, we should use the expression level of the object under all the attributes, or feature clustering takes advantage of the level of expression of all objects under the attribute. A method that treats all objects or attributes equally will make it impossible to find all similar groups of objects in the expression matrix data [7] , [8] . Secondly, because the traditional clustering algorithm can only classify the objects into a cluster, and thus artificially conclude that each object has only a single function, this conflicts with the actual situation. In reality, a large number of objects assume different functions under different characteristics or different time level, which means they have different path patterns. In this area, the most representative applications include identification of distinctive checkerboard patterns in gene expression microarray [9] and information retrieval and text mining of document subgroups with similar properties relative to subgroups of attributes [10] . A series of efficient formulations for sub-matrix analysis have been proposed in [9] and [11] - [14] .
Classical clustering is in a single dimension, called oneway clustering, clustering only rows (objects) or columns (attributes), and cannot cluster rows and columns simultaneously. Two-way clustering (bi-clustering), also known as subspace clustering or co-clustering, is clustering the rows and columns of the matrix at the same time. That is to say, co-clustering methods will cluster objects and properties simultaneously. The concept of two-way clustering was proposed by Hartigan [15] in 1972, and in 2000 by Cheng and Church introduced into the analysis of gene expression profiles. This technique has played a key role in the gene expression analysis, such as clustering the two modes of the gene-condition matrix simultaneously, and extracting a subset pair as a co-cluster consisting of a subset of genes and a subset of conditions with significant correlations. Thus such a co-cluster unravels a particular pattern.
Nowadays, multi-way arrays, such as color images ([row, column, color]) [16] , [17] , microarray data ([gene, condition, time]) [18] , [19] , pipe failure records ([pipe, attributes, time]) [20] , scientific impact ([publication, citation, time]) [21] , [22] are widely emerged in many tasks of real-world clustering analysis, demanding effective techniques that can facilitate the detection of meaningful coclusters hidden in such data sets [5] , [23] - [25] . [24] proposed a method based on a relation graph model. Another method developed in [5] to detect possibly overlapping co-clusters is based on multi-linear decomposition with sparse latent factors.
III. METHODS
An unsupervised multidimensional factor analysis technique called the SLF-PARAFAC model is implemented in this study. If X ∈ R I ×J ×N is a given three-way tensor, its PARAFAC decomposition [26] in K rank-one components is defined as the sum of outer products of three vectors:
where
Alternately, the PARAFAC decomposition can be represented by the factor matrices A ∈
c k as columns respectively. Paper [5] shows that sparsity on the latent factors of PARAFAC can help multi-way co-clustering to eliminate noise and separate overlapping co-clusters correctly. This can be implemented by adding penalties on the l 1 norm of the factors:
F is the squared Frobenius norm. The minimum is taken over only those (a k , b k , c k ) that are either both zero or both nonzero. It is explained in [5] that having only one zero vector cannot be optimal. Notice that any a k ≥ 0 can be written as σ kãk , with 0 ≤ã k ≤ 1 and σ k := max i a k (i); and likewise for b k and c k . Hence it makes sense to penalize ã k 1 instead of a k 1 while imposing sparsity on a k > 0 and retaining scaling freedom simultaneously.
If X and the latent factors have real-valued elements, then the problem can be formulated as whereρ = max i,j,n |X (i, j, n)| and vectors a k , b k and c k are normalized to unit norm. Furthermore, [5] shows that sparsity produces additivity property of co-clusters. Another type of three-way co-clustering analysis to be implemented in this study is the smooth plaid model (SPM) of [3] , which extends [27] and seeks up-or down-regulated time responses. If the data array X (t) at time t is represented as
where ({r
ijk }) indicate whether a co-cluster is active at time t. The objective function is given by min
where W is the length of lookback time window to be considered andẐ (t) is the residual data array in a given time t. SPM seeks co-clusters S, V where S and V denote a set of samples and a set of variables respectively such that all samples in S manifest a similar time response across all subjects in V . Such a method helps alleviate the effects of transient patterns and strengthen the monitoring of structural regularities in the data (see [3] ).
In our study, we benefit greatly from the work of researchers who developed algorithms for two prescribed methods. Note that associated codes are publicly available.
IV. EXPERIMENTAL RESULTS
In this section, we first compare the SLF-PARAFAC approach with smooth plaid model corresponding to the synthetic data. We also assess the impact of various parameter settings of SLF-PARAFAC in the process. Next we turn to a transaction-level dataset, and finally, illustrate and validate the performance of two methods. variables. Finally, sample the time uniformly between 1 and 10 and achieve 10 observed slices (t = 1, 2, · · · , 10). Table 1 illustrates examples of the raw data. As obviously seen, these sets overlap highly in both space and time. Table 2 shows the estimated co-clusters effects. We report results from running the smooth plaid model for three times. These results are labeled as SPM-1, SPM-2, and SPM-3 respectively. We also present results from setting the parameters for SLF-PARAFAC to equal 30. We see that two methodologies can reveal the correct matrix groups.
Results of the experiments concerning the setting parameter are shown in Figure 2 . We can see a clear boost in performance with between 30 and 40. SLF-PARAFAC obtains a performance above 90% over precision rate and recall rate. Commission announced the volume of CSI 300 stock index futures reached 1.9 trillion on April 2015, and exceeded E-Mini S&P 500 index futures (average volume 47 billion), and became the world's largest stock index futures product.
We collect and extract the real dataset from the China financial futures market intraday, tick by tick transaction level data, containing the following variables: number of trades, trading volume, change in inventory, cumulative net inventory, inter-trade duration for each trader. We calculate all the variables within a fixed time period of 15 minutes. All variables are same as in [3] excepted for the defined time period as 600 transactions. We give a concise explanation of each variable as follows.
• Number of trades is recorded for each trader as the total number of transactions made in a given time period. Number of trades contains significant information on transaction management strategies of a trader, such as the execution time horizons.
• Trading volume for each trader is the sum of the total number of contracts transacted during a given time period. This variable measures the overall trading activity and contains information that is useful to infer trading motivations of a trader.
• Change in inventory is the difference between total open long (buy) position and short (sell) position in contracts held by a particular trader during a given time period. Change in inventory might be useful to show the risk exposure level of a trader accumulated during a time period.
• Cumulative net inventory held by a trader is computed by accumulating the net inventory from the market opening time to the end of the current time period. This variable measures the risk exposure level of a trader accumulated from the market opening time.
• Inter-trade duration is measured by the time (in seconds) between two consecutive transactions involving a given trader. Take inter-trade duration as the median if a trader has at least one transaction during a sample period, otherwise take 900 seconds.
1) CLASSIFICATION OF TRADERS
We use a summary version of the data expressed in a three-way array of size 5000 × 5 × 328, comprising the transaction-level time series data over one month (spanning from March 2, 2015 to March 30, 2015) indexed by sample, variable, and time period. We first compress the data range using a logarithmic transformation: X is mapped to X as follows:
We then fit a SLF-PARAFAC model for λ a = λ b = λ c = 10 and SPM with the bandwidth of 1 to extract the dominant co-clusters. Extracted co-clusters unravel different groups and their temporal profiles. Table 3 and 4 presents a summary of classification results for two methods. 1 Next we will use ''Method-Ck'' to represents the cluster k identified by SLF-PARAFAC or SPM methods, where k = 1, · · · , 5.
As shown in Figure 3 , we find SLF-PAR-C1 and SPM-C1 are in line with the characteristics of small/residual/ noisy traders that trade at the lowest frequencies with the longest average inter-trade duration. On the other hand, SLF-PAR-C2 and SPM-C2,C3,C5 reflect the frequent trade character of HFTs and intra-day traders, and are therefore grouped into the HFT-like category. It can also be clearly seen from traders in SLF-PAR-C4 and SPM-C4 that the persistence is medium for trade intensity and classified as the medium-frequency-like traders (MFTs) group. Although SLF-PAR-C3, C5 lack any persistent pattern, their trading activity bifurcates between medium-frequency-like traders group and small-like traders group.
2) COMPARISONS OF METRICS OF TRADING ACTIVITY
This subsection provides a comparison of time-series trading activity among different trader types.
Our first dimension of trader behavior is defined as a trader's portion of the total market volume. This measure is closely related to key features of trader activity. In general, high frequency traders (HFTs) alike are expected to be more active than other traders. [28] shows that the participation rate of HFT firms is 68.3% of dollar volume across the full sample of NASDAQ Datasets. In the E-Mini Datasets, HFT group containing 65 trading accounts produced 54.4% of market volume in [29] as compared to the 34.2% estimated in [4] . [30] indicates that 46.7% of volume during the period between September 17, 2010 and November 1, 2010 are generated by the designated HFT group of 30 accounts.
The second metric of trading activity is the absolute day-end inventory (the sum of all signed trading volumes) divided by daily trading volume, denoted by inventory/trade ratio. HFTs alike strive to have low inventory/trade ratio as positions held overnight are subject to clearing and capital costs. Figure 4 shows that the market shares of various trader types range between 7.4% and 38.5%. Although there is no consensus on the precise share of HFT-like in overall trading volumes, it is very considerable for both two methods(ranking 1st in SLF-PARAFAC with 38.5% and the top three in SPM with 25.8%, 20.6% and 19.1%). Figure 4 shows HFT-like category has persistent lowest position compared to the trade volume. The average inventory/ trade among medium-frequency traders group ranks 1st and 2nd in SLF-PAR and SPM respectively. This group likely fits the fundamental category, and captures institutional investors, who are generally considered informed(see [31] and [32] ).
In the study of U.S. financial derivatives market [3] , traders can be designated into five persistent categories. The boundaries between the different types of participants are quite clear, and the statistical characteristics among the various types of traders are obviously at different levels.
3) IMPACT OF CHOICE OF SLF-PARAFAC MODEL PARAMETER λ
We show the impact of regularization parameter λ. For this purpose, we choose the transaction-level data. Figure 5 shows the number of iterations as well as running time versus λ using the transaction data. With the exception of a few occasional problems with local minima, the general result is clearly consistent with [5] : the number of iterations and running time until convergence are both decreasing functions of λ. This results from that the higher λ's are, more elements are zeroouted. 
V. CONCLUSION
In this study, we present a brief description and comparison of co-clustering method and especially show how it can be applied to the classification of specific group of traders.
Both SLF-PARAFAC and SPM are effective methods on discovering overlapping co-clusters often occur in application. It is a challenging problem in clustering trader types in financial market. From the implementation of two methods on transaction-level data, it is seen that each trader may be designated into two or more categories which is difficult to recover by one-way clustering methods, such as k-means.
These methods are scalable to large dataset, easy for application setting with a fewer tuning parameters.
SPM simply gives qualitative results, while SLF-PARAFAC can give quantitative results, indicating the degree of each elements belonging to a co-cluster. As a result, the application of SLF-PARAFAC is eventually a parameter design problem and it is necessary to determine threshold for the outputs to determine the membership between elements and categories.
From a regulatory point of view, a better picture of the actual scope of various market participants would be desirable. However, it is difficult for regulators to have comprehensive and accurate understanding of the ecosystem of financial market. The selection of indicators and standards is a complex multi-criteria problem including both quantitative and qualitative factors which may be uncertain or at most lack of robustness. This study supports the expression of various trader types in the financial market concerning trading practices in temporal pattern. We further conjecture that co-clustering is more informative and robust than summary statistic based approach, and it is appropriate for capturing new behavior patterns of market participants. SLF-PARAFAC and SPM, as two more advanced datamining methodology recognizing persistent patterns in the multi-way data, are helpful for academic, policy and regulatory analysis.
Future work will mainly need to deal with bigger data sets generated by more features over different time periods and select relevant and important features for various market participants. This will provide more better metrics to measure traders' behaviors and offer important insights to their latent effects on such important economic issues as the price formation processes and market quality, etc.. 
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