Joint modeling of longitudinal and survival data has been studied extensively, where the Cox proportional hazards model has frequently been used to incorporate the relationship between survival times and covariates. Although the proportional odds model is an attractive alternative to the Cox proportional hazards model by featuring the dependence of survival times on covariates via cumulative covariate effects, this model is rarely discussed in the joint modeling context. To fill up this gap, we investigate joint modeling of survival and longitudinal data where the proportional odds model is employed to feature survival data, and longitudinal covariates are postulated using measurement error models. An estimation method based on the expectation maximization algorithm is developed. In addition, the impact of naive analyses, which fail to address errors occurring in longitudinal measurements, is assessed. The performance of the proposed method is evaluated through simulation studies, and a real example is invoked for illustration.
INTRODUCTION
In biomedical studies and clinical trials, it is often the case that data consist of times to an event of interest and covariates that are repeatedly measured over a time period. A typical example is that in HIV/AIDS clinical trials, the time to death is of interest, while the biomarker CD4 lymphocyte counts are measured at regularly scheduled intervals over a certain follow-up period. We are interested in not only identifying the risk factors to death, and the trend of the CD4 counts, but also the relationship between time to death and longitudinal CD4 counts measurements. Regression models are usually employed to describe the relationship between response and covariate variables. For time to event data, popularly used regression models include the Cox proportional hazards (PH) model [7] , and the accelerated failure time (AFT) model [8] . When longitudinal covariates are time-varying, it is typical to require that time dependent covariates are observed at all failure times in order to carry out valid inferences. This requirement is rarely possible in practice, most longitudinal covariates are only measured at intermediate scheduled times. In addition, longitudinal covariates may be subject to substantial measurement error. Naive methods which ignore these issues often yield biased estimates.
Two stage approaches [9, 27] and joint modeling methods [11, 18] have been developed to overcome the difficulties discussed above. With the two stage approaches, missing covariate values are first imputed through a longitudinal prediction model, and in the second stage, a survival model is fitted to the imputed data. This two stage method can only partially correct for bias as opposed to the naive method which ignores missing observations. Further difficulties arise from the informative dropout which incurred in longitudinal covariates due to the occurrence of the event time. The joint modeling method, on the other hand, uses information from both longitudinal and survival processes to improve the efficiency of parameter estimates and to correct for the bias. There has been extensive research on addressing joint modeling of survival data and longitudinal covariate measurements. See [11, 18, 22, 23, 26, 29, 32] , among many others.
A large number of inference methods have been developed for joint modeling of survival data with longitudinal covariates, in which the Cox PH model [7, 31] is frequently employed to modulate the survival process, and longitudinal covariates are treated as time varying covariates. This treatment basically requires time varying covariates to be observed at all time points at which failures occur. However, in reality those observations of longitudinal covariates are often not available at failure times. To get around this problem, it is a common practice that covariate measurements at the latest time points are used as approximated versions. This approach can produce approximate analysis results, but it is not ideal. In this paper, we use a different approach to handle this issue. We particularly take into account the differences of the true covariates and observed measurements by embedding the problem into the framework with covariates measurement error models.
The Cox proportional hazards model has been popularly used in survival data analysis by both researchers and analysts. The main reason is that the baseline hazard function in the proportional hazards model does not need to be specified, and the partial likelihood inferential procedure makes its implementation easy. Moreover, elegantly theoretical justifications are available to support its use. The availability of various statistical software packages makes inferential procedures based on the Cox proportional hazards models ready to be used. Although the Cox proportional hazards model enjoys wide applications, this model can be restrictive for real applications. A key condition in using such a model is the proportionality assumption for the hazard functions. This is a strong assumption that often fails in practice. To overtime this inflexibility, many alternative models have been proposed to handle data with distinct features. Among them, the proportional odds (PO) model is a useful tool, and this model has been widely used in areas such as epidemiological and biomedical studies [33] .
The proportional odds model has often been suggested as an attractive alternative to the Cox PH model when the ratio of the two hazard functions is not constant over time, but is changing along the time [10, 24] . For instance, when the treatment effects diminish over time, the ratio of the hazard functions of different treatment groups is typically not a constant, and using the proportional hazards model to feature such a scenario is apparently not feasible. The proportional odds model can be, however, a useful alternative to characterizing this case.
Regression parameters in the proportional odds model have a clear interpretation in terms of log odds ratios. Inference procedures for the proportional odds model have been studied by many authors [1, 6, 20, 21, 33] . Despite the usefulness of such a model, there is no investigation on joint modeling of survival data that are posited by the proportional odds model, along with longitudinal covariates subject to measurement error. Aiming to fill up this gap to provide an alternative to the Cox model, we develop inferential procedures to jointly analyze survival and longitudinal data, with survival data being postulated directly to the proportional odds model, and the longitudinal covariates being subject to measurement error. Furthermore, we assess the impact of naive analyses that fail to address error incurring in longitudinal measurements on the estimation of the model parameters of interest.
Our work is partially motivated by the Mediterranean fruit fly egg-laying data [4] . The data set consists of the lifetime and complete records of the numbers of eggs produced daily until death from 1,000 female Mediterranean fruit flies. We are interested in investigating the relationship between reproduction and longevity.
The remainder of the paper is organized as follows. Section 2 presents the notation and model formulation. Section 3 describes the joint modeling estimation procedures. In Section 4, the performance of the proposed method is evaluated by simulation studies. The proposed method is applied to the Mediterranean fruit fly egg-laying data in Section 5 for illustration. Discussion and concluding remarks are provided in the last section.
NOTATION AND MODEL FORMULATION
Let T i and C i be the survival time and censoring time for the ith subject, respectively, i = 1, . . . , n. The observed time is denoted by V i = min(T i , C i ), and δ i represents the censoring indicator, taking 1 if T i ≤ C i and 0 otherwise. Let Z i be the vector of time independent covariates and X i (t) be the vector of time-varying covariates. Assume that T i and C i are independent conditional on the covariates.
In the absence of time-varying covariates X i (t), the proportional odds model for the survival time associated with time independent covariate Z i is defined as
where S(t|Z i ) is the survival function given covariate Z i , S 0 (t) denotes the baseline survival function, and β z is the parameter vector. Equivalently, (1) can be written as a form by differentiating both sides of (1) with respect to time t.
That is, let r(t;
To accommodate time varying covariates X i (t) into the PO model, it is more convenient to use (2) then (1) [25] . Specifically, we set the model
and this model yields the survival function linking T i and covariates {X i (t), Z i }:
T is the vector of regression parameters. Under model (3), the cumulative distribution function of T i is given by 
As noted in [17] , under the joint modeling setup, leaving the baseline survival function completely unspecified may result in inexplicit maximum likelihood estimates of the associated parameters. A viable strategy is to use a parametric or weakly parametric model to postulate the baseline survival function. While step functions or regression splines can be used to model baseline functions, here we employ a parametric form to posit the baseline survival function, and use α to denote the associated parameter vector.
To complete modeling, we modulate the longitudinal covariate vector X i (t) by
where
T is a r-dimensional vector of random effects, and
T is a vector of functions of t. Different specification of ρ i (t) allows flexibility in modeling various time trajectories. Other modeling schemes can be used to model longitudinal covariates as well. For instance, [32] introduced the simple linear model; [16] and [30] considered Gaussian processes; [2] and [22] discussed representing the time trajectory via the polynomial model, and [3] and [12] proposed the B-splines approach. Here we assume the random effects U i to follow a multivariate normal distribution N(μ, Σ u ) as often discussed in the literature [15, 26, 32] , and let ζ denote the vector of associated parameters.
In practice, longitudinal processes can not be fully observed, but are measured intermittently at certain time points and they are often subject to measurement error. Let t i1 < · · · < t imi ≤ V i denote the time points at which longitudinal covariates are assessed, and write
. , m i } be the covariates X i (t) at all the longitudinal assessment points, and X * ij be the observed version of covariate X i (t ij ), j = 1, . . . , m i . X * ij and X i (t ij ) are assumed to follow a classical additive measurement error model [5] .
where the measurement error e ij , independent of other variables, is assumed to follow a multivariate normal distribution with mean zero and covariance matrix Σ e = [σ kl ] with σ kk denoted as σ 2 e . We use Δ to denote the vector of associated parameters.
ESTIMATION PROCEDURES
T be the vector of the unknown parameters, where β is the vector of regression parameters, α is the vector of parameters associated with the baseline survival function S 0 (t), and γ = (ζ T , Δ T ) T denotes the parameters characterizing the random effect model and the measurement error process.
We estimate η by maximizing the joint observed likelihood which can be constructed by integrating out random effects with the assumption of nondifferential measurement error. The observed likelihood function contributed by subject i by integrating out random effects is obtained:
where f (X * ij |U i ) is determined by (7) and (8), and with the undifferential measurement error mechanism, the survival density function is derived from (5) and (6) 
gives the maximum likelihood estimator of η, denoted by η.
Under regularity conditions, √ n( η − η) has an asymptotic normal distribution with mean 0 and covariance
The observed likelihood method is conceptually straightforward, but its implementation can be computational difficult due to complex integrals involved. Alternatively, an expectation-maximization method can be developed for inferences. Below we describe this method in detail, proceeded with two naive methods.
Naive method
In naive analyses, measurement error is often ignored and X i (t) is treated as constant. Here we discuss two naive methods that are used in practice.
Naive method 1
A naive method is to directly replace the true covariate X i (t) with the last observed surrogate X * imi , and treat it as constant over the integral, therefore, leading to the approximation
Naive method 2
A less naive method is to approximate X i (t) with constants over small intervals formed by the time points {t i1 , t i2 , . . . , t imi }. Specifically, we use the following approximation to simplify the likelihood function L i (η):
EM algorithm
To fully incorporate the measurement error in the longitudinal covariate measurements, we now develop an expectation-maximization (EM) algorithm to obtain an estimate of η. With models (6), (7), and 8, the complete data likelihood for subject i is given by
where nondifferential measurement error is assumed.
Since
, an alternative way to view this likelihood is to replace X i (t) with model (7), leading to
for some functions f * (X * ij |U i ). In the formulation (10), random effect U i is the only unobserved variable.
Let
At the E-step, we compute the expected log-likelihood of the complete data, E{ * (η)}, conditional on the observed data and the estimate η (k) of the parameters from the previous iteration k, where the conditional density function is given by
To evaluate the conditional expectation E{ * (η)|η (k) }, we use the Gauss-Hermite quadrature approximation [19] . Specifically if a function g(x) has the form g(x) = h(x)φ(x; a, b), where φ(x; a, b) is a Gaussian density function with mean a and standard deviation b, then
where M is the number of sample points used for the approximation, c i are the roots of the Hermite polynomial, and w i are associated weights.
In the M-step, we maximize the resulting approximation of E{ * (η)|η (k) } and obtain a new updated estimate η
of the parameter η. Iterate between the E-step and M-step until the parameter estimate converges. The associated standard errors are calculated by the bootstrap method.
In implementing the EM iterations, convergence is declared if either of the following two conditions is satisfied:
where tol 1 = 1.490116·10 −8 is the square root of the machine precision, and we set tol 2 = 10 −3 and tol 3 = 10 −4 .
SIMULATION STUDIES
We carry out extensive simulation studies to assess the performance of the proposed method. We focus on the situation of a single time-varying covariate X i (t) and a single time independent covariate Z i . The sample size is n = 200. Five hundred simulations are run at each parameter setting. The covariate Z i is generated from the binomial distribution BIN(1, 0.5). The longitudinal component X i (t) is generated from the linear growth curve model
Random effects 
where S 0 (t) is the baseline survival function. We particularly consider two parametric modeling for S 0 (t): (1) an exponential distribution S 0 (t) = exp (−t/α 1 ) with α 1 = 30, and (2) a log-logistic distribution S 0 (t) = 1/1 + (α 1 t) α2 with α 1 = 0.05 and α 2 = 2. We set β x = − log(2) and β z = 0.5.
Censoring times are generated independently from the exponential distribution with three different means: 1) a fixed mean of 110 weeks, 2) a fixed mean resulting in roughly 20% censoring rate and 3) a fixed mean resulting in about 40% censoring rate.
We compare the performance of the three methods: (1) the naive method 1 with the true covariate X i (t) directly replaced by the last observed surrogate X * imi ; (2) the naive method 2 with the integration involved in the survival function approximated by treating X i (t) as constant over the intervals formed by the grid {t i1 , t i2 , . . . , t imi }; and (3) the EM method. Here we report on the results of the biases of the estimates (Bias), the empirical standard errors (SEE), the bootstrap standard errors (SEB), and the coverage rates (CR) for 95% confidence intervals of the parameters. Tables 1 and 2 report the results for the case that the baseline function follows an exponential distribution. In Table 1 . Table 1 , we report the results for the regression coefficients and the baseline function parameters, while Table 2 reports the results for the estimates of parameters associated with the distribution function of the random effect and measurement error. Similarly, Tables 3 and 4 display the results for the case that the baseline function follows a log-logistic distribution. The estimates from the naive method 1 have the largest bias and the worst coverage of the 95% confidence interval compared to the other two methods. As the censoring rate gets higher, the biases of the estimates of the regression coefficients decrease while the associated standard errors tend to become bigger. The corresponding coverage rates for the 95% confidence intervals are far off the nominal level. For the parameters of the baseline distribution function, as the censoring rate gets higher, the biases of the estimates and the standard errors increase and consequently, the corresponding coverage rates for the 95% confidence intervals decrease.
Simulation Results on the Regression Coefficients and Baseline Function Parameters Obtained from the Naive Methods and Proposed Method. The True Baseline Distribution Follows an Exponential Distribution
Naive method 2, as expected, leads to more accurate approximation than naive method 1. The estimates from naive method 2 have smaller biases and standard errors than those from naive method 1. As the censoring rate gets higher, the biases of the point estimates decrease while the associated standard errors increase, thus the coverage rates for the 95% confidence intervals increase.
In implementing the EM integration algorithm, we use the bootstrap method with 100 runs for each configuration to calculate standard errors. This method remarkably Table 3 . outperforms the two naive methods. It produces reasonably small finite sample biases for the estimates of both the regression coefficients and the baseline parameters. The standard errors obtained from the EM approach are larger than those obtained from the naive methods, but the corresponding coverage rates are reasonably close to the nominal value. The biases of the estimates of regression coefficients and the associated standard errors increase as the censoring rate gets higher. Meanwhile the biases of the estimates of the baseline parameters are quite stable regardless of the change of censoring rate. In addition to estimating β and α, we also assess the performance of the estimates of the nuisance parameters γ = (μ T , Σ u , σ 2 e ). As shown, in Tables 2 and 4 , the estimates have reasonably small finite sample biases and the coverage rates of the 95% confidence intervals are close to the nominal value. The point estimates and standard errors of γ from the proposed method do not appear to be obviously affected by varying the censoring rate.
Simulation Results on the Regression Coefficients and Baseline Function Parameters Obtained from the Naive Methods and Proposed Method. The True Baseline Distribution Follows a Log-logistic Distribution
We comment that the proposed joint modeling method relies on the parametric modeling of the baseline survival function. A natural concern is on the effects of misspecifying baseline survival functions. Our simulation study demonstrates that biased estimates of covariate effects can be yielded, if the baseline survival function is misspecified, as seen in Table 5 where the true Gumbel distribution is misspecified as Exponential distribution. To increase modeling flexibility, one scheme is to approximate the baseline survival function through weakly parametric approaches, such as regression splines [14] . The weakly parametric methods can approximate the baseline survival function reasonably well for many applications, and this modeling scheme allows a finite number of parameters thus retaining the validity of the proposed method. In summary, the naive analyses would often lead to biased results due to the inherent nature of ignoring the measurement error. Naive method 2 partially improves the estimation compare to the naive method 1, nevertheless, the improvement is limited and not entirely satisfactory. The EM method behaves the best and outperforms the two naive methods. This method is advantageous in that it adjusts for the measurement error effects on estimation of the covariate effects and the parameters for the baseline distribution function simultaneously; it produces reasonable estimates for the model parameters.
APPLICATION TO MEDITERRANEAN FRUIT FLY FECUNDITY DATA
As an illustration, we apply the proposed method to the egg-laying data originated from [4] . The data set consists of the lifetime and complete records of the numbers of eggs produced daily until death from 1,000 female Mediterranean fruit flies. We are interested in investigating the relationship between reproduction and longevity. Such an investigation is much needed, given that reproduction is a fundamental life history trait of uttermost importance in the study of evolutionary biology. A key to the proposed procedure is a suitable parametric longitudinal model. The following parametric longitudinal process is suggested by [4, 26] to describe the individual fly's fecundity profile
T is assumed to follow a bivariate normal distribution with mean (μ 1 , μ 2 )
T and a covariance matrix with parameters (σ 11 , σ 12 , σ 22 ).
It is acknowledged that the daily egg production X * ij is subject to random daily fluctuations. The classic measurement error model (8) provides a good way to link the underlying reproductive process to the actual observed daily egg-laying. The measurement error is assumed to follow a normal distribution e ij ∼ N(0, σ 2 e ). To overcome the problem that in some days there are eggs laid, it is common to take the logarithmic transformation to the daily egg-laying plus one
Following the criteria of other authors who analyzed this data set [26] , we include only the flies that produced more than 1,150 eggs in their lifetime. The effective sample size is 251 flies, with lifetimes ranging from 22 to 99 days. The first two days contain zero counts for all flies and therefore were left out from the analysis. To test our procedure in the presence of irregular sampling plans on the longitudinal data, we randomly set the measurement at any of the days to be missing with probability 0.1 for all flies except the baseline at day three.
The Cox PH regression model assumption is evaluated by the plot of scaled Schoenfeld residuals versus time [12] . The PH model was rejected at p-value = 0.0004. [26] explored this data by the joint modeling approach with the AFT assumption for the survival component. [13] studied this data by the Bayesian approach for joint models. Specifically, they compared the performance of Cox PH, AFT and PO survival models and suggested that the PO model predictively outperforms the other survival specifications. Here we fit the data to the proportional odds model in conjunction with longitudinal data, with baseline survival function following either exponential distribution and log-logistic distribution.
The estimated model parameters with baseline function postulated by an exponential model or a log-logistic model are reported in Tables 6 and 7 . The negative regression coefficient suggests that the odds of survival increases with increasing egg counts, i.e, reproduction activity is positively associated with longevity.
We compared the estimated survival functions from the exponential baseline function and log-logistic baseline function with the Kaplan-Meier estimate of the survival function. Figure 2 shows that the fitted survival curve for the log-logistic is much closer to the nonparametric KaplanMeier curve than the exponential baseline model, which suggests that log-logistic baseline survival function better describe the baseline survival function. Other weakly parametric models, such as spline based approach, may be worth investigating for this data set.
DISCUSSION
In this paper, we explore the joint modeling of longitudinal and survival data under the proportional odds model. Longitudinal covariates subject to measurement error are assumed to follow a linear mixed effects model. The procedure is based on maximizing the joint likelihood of both longitudinal and survival processes. The EM algorithm is used to estimate the parameters. Our simulation studies and real data analysis show that the performance of the proposed method is reasonably satisfactory. Our method can not only correct for the measurement error effects on estimation of the covariate and the parameters for the baseline distribution function, but also produce accurate estimates for the parameters of random effect.
As seen in the simulation studies, the proposed joint modeling method relies on the parametric modeling of the baseline survival function, and the estimates may be biased if the baseline survival function is misspecified. Weakly parametric approaches, such as step functions or regression splines [14] , can be invoked to approximate baseline survival function to both increasing modeling flexibility and retain the validity of the proposed method.
When estimating the standard error of the parameters, we encounter the difficulty that the exact information matrix of parameters of interest cannot be obtained directly in the EM algorithm. In such a case, the use of the bootstrap estimates of standard deviations is desirable. This technique works well in the simulation studies and data illustration. Nevertheless, it is computationally intensive. Another difficulty that needs to be further addressed in the future study is the requirement for numerical integration with respect to the random effects. The integration is conventionally performed using Gaussian quadrature rules or the Monte Carlo algorithm. However due to its increasing computational complexity with the dimension of the random-effects vector, this algorithm is time consuming.
