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ABSTRACT
This thesis consists of two distinct parts. The first concerns prefactorization and
vertex algebras associated to holomorphic fibrations and the second describes a no-
tion of averaging on the space of unlabeled networks. Factorization algebras provide
a geometric encoding of the algebra of observables and their symmetries in pertur-
bative quantum field theory. Vertex algebras provide a concrete algebraic realization
of the symmetry algebra of two dimensional conformal field theories. A theorem
of Costello-Gwilliam connects these two worlds. Given a translation invariant holo-
morphic (pre)factorization algebra on the complex plane, one can associate a unique
vertex algebra. The aim of the first part of this thesis is to construct a prefactorization
algebra associated to a holomorphic fibration and describe the corresponding vertex
algebra. Specializing to the case in which the fiber is a torus, we recover a vertex al-
gebra naturally associated to an (n+1)-toroidal algebra, a multi-loop generaliztion of
Kac-Moody algebras. The second part of this dissertation concerns averages of unla-
beled, undirected networks with edge weights. It is becoming increasingly common to
vii
see large collections of network data objects, and as a result there is a need to develop
basic statistical tools. We introduce a space parameterizing such networks, charac-
terize some relevant topological and geometric properties, and use these properties to
establish the asymptotic behavior of a generalized notion of an empirical mean. The
lack of vertex labeling necessitates working with a quotient space in which we mod
out permutations of labels, resulting in a nontrivial geometry which has implications
on the types of probabilistic and statistical results that may be obtained and the
techniques needed to obtain them.
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1Chapter 1
Introduction
The first part of this thesis is devoted to a general construction of a class of prefac-
torization algebras in the formalism developed by Kevin Costello and Owen Gwilliam
in [13]. Our construction takes as inputs a locally trivial holomorphic fibration
pi : E → X with fiber F , a Lie algebra (g, 〈, 〉) with invariant bilinear form, and
produces a prefactorization algebra Fg,pi on X. As will be explained below, Fg,pi
can be viewed as a factorization envelope with coefficients in the algebra H∗(F,OF ).
When X = C, and F is a smooth complex affine variety, a result of Costello-Gwilliam
extracts from Fg,pi (or more precisely, a certain dense subalgebra) a vertex algebra
V (Fg,pi). V (Fg,pi) can be described as an induced module for a central extension ĝF
of the Lie algebra
g⊗H0(F,OF )[z, z−1] (1.1)
(here H0(F,O) denotes the C-algebra of regular functions on F ), that is universal
when g is simple. When F is a point and pi : E 7→ X the identity map, ĝF is isomorphic
to the affine Kac-Moody algebra ĝ associated to (g, 〈, 〉), and the corresponding vertex
algebra is the affine vacuum module. When F is a torus (C∗)n, ĝF is the (n + 1)–
toroidal algebra, and we thus obtain a natural vertex realization of toroidal algebras.
The remainder of this section introduces the main ingredients in our construction.
21.1 (Pre)factorization algebras
The formalism of (pre)factorization algebras was developed by Kevin Costello and
Owen Gwilliam in [13] to describe the algebraic structure of observables in quantum
field theory as well as their symmetries. Roughly speaking, a prefactorization algebra
F on a manifold X assigns to each open subset U ⊂ X a cochain complex F(U), and
to each inclusion
U1 unionsq U2 unionsq · · · unionsq Un ⊂ V
of disjoint open subsets Ui of V , a map
mU1,··· ,UnV : F(U1)⊗ · · · · · · F(Un) 7→ F(V ) (1.2)
subject to some natural compatibility conditions. If F is the prefactorization algebra
of observables in a quantum field theory, the cohomology groups H i(F(U)) can be
interpreted as the observables of the theory on U as well as their (higher) symmetries.
This structure is reminiscent of a multiplicative co-sheaf, and just as in the theory
of sheaves/co-sheaves a gluing axiom distinguishes factorization algebras from mere
prefactorization algebras.
An important source of prefactorization algebras is the factorization envelope con-
struction, which proceeds starting with a fine sheaf L of dg or L∞ algebras on X.
Denoting by Lc the cosheaf of compactly supported sections of L, we have maps
⊕ni=1 Lc(Ui) ∼= Lc(U1 ∪ · · · ∪ Un) 7→ Lc(V ) (1.3)
for disjoint opens Ui ⊂ V , where the map on the right is extension by 0. Applying
the functor CLie∗ of Chevalley chains to (1.3) yields maps
⊗ni=1CLie∗ (Lc(Ui)) 7→ CLie∗ (Lc(V ))
3The argument just sketched shows that the assignment
U 7→ CLie∗ (Lc(U)) (1.4)
defines a prefactorization algebra. It is called the factorization envelope of L and
denoted UL.
Costello-Gwilliam showed that there is a close relationship between a certain class
of prefactorization algebras on X = C and vertex algebras. More precisely, if F
satisfies a type of holomorphic translation-invariance and is equivariant with respect
to the natural S1 action on C by rotations, then the vector space
V (F) :=
⊕
l∈Z
H∗(F (l)(C)) (1.5)
has the structure of a vertex algebra, where F (l)(C) denotes the l-th eigenspace of S1
in F(C).
1.2 Affine Kac-Moody algebras, toroidal algebras, and asso-
ciated vertex algebras
Affine Kac-Moody algebras are a class of infinite-dimensional Lie algebras which play
a central role in representation theory and conformal field theory. Given a finite-
dimensional complex simple Lie algebra g, the corresponding affine Lie algebra ĝ
is the universal central extension of the loop algebra g[z, z−1] = g ⊗ C[z, z−1] by a
one-dimensional center Ck. I.e., there is a short exact sequence
0→ Ck→ ĝ→ g[z, z−1]→ 0 (1.6)
As a complex vector space ĝ = g[z, z−1]⊕ Ck, with bracket
[J ⊗ f(z), J ′ ⊗ g(z)] = [J, J ′]⊗ f(z)g(z) + k〈J, J ′〉Resz=0fdg,
4where J, J ′ ∈ g, and 〈, 〉 denotes the Killing form. In physics, affine algebras appear
as symmetries of conformal field theories (CFT’s) such as the WZW model, and tools
adapted from CFT, notably vertex algebras, play a crucial role in studying their
representation theory. In particular, for each K ∈ C, the vacuum module
VK(ĝ) = Ind
ĝ
ĝ+
CK
(where ĝ+ = g[z]⊕Ck, and CK denotes its one-dimensional representation on which
the first summand acts trivially and k acts by K ) has the structure of a vertex
algebra. The representation theory of ĝ and VK(ĝ) are inextricably linked - VK(ĝ)
picks out interesting categories of representations of ĝ, and provides computational
tools for studying these.
One may consider a generalization of the universal central extension (1.6) where
C[z, z−1] is replaced by an arbitrary commutative C–algebra R. That is, one begins
instead with the Lie algebra gR = g⊗R with Lie bracket defined by
[J ⊗ r, J ′ ⊗ s] = [J, J ′]⊗ rs.
It is shown in [26] that gR has a central extension of the form
0→ Ω1R/dR→ ĝR → gR → 0.
where Ω1R denotes the module of Kahler differentials, and d : R→ Ω1R is the universal
derivation. Thus
ĝR ∼= g⊗R⊕ Ω1R/dR,
as a vector space, with bracket
[J ⊗ r, J ′ ⊗ s] = [X, Y ]⊗ rs+ 〈X, Y 〉rds,
5where ω denotes the class of ω ∈ Ω1R in Ω1R/dR. When g is simple, the central
extension ĝR is universal.
An important example occurs when R = C[t±11 , · · · , t±1n ] - the ring of algebraic
functions on the n–torus. In this case ĝR is a higher loop generalization of ĝ called
the n–toroidal algebra. We note that for n > 1, the central term Ω1R/dR is infinite-
dimensional over C.
It is a natural question whether one can associate to ĝR, and in particular to
toroidal algebras, a natural vertex algebra V (ĝR) along the same lines that Vk(g) is
associated to ĝ. In this paper, we provide an affirmative answer in the case when
R = A[z, z−1] for some C–algebra A, and give a geometric construction of V (ĝR) in
terms of prefactorization algebras. Other connections between toroidal algebras and
vertex algebras have been explored in the works [5, 20,31,35].
1.3 Prefactorization algebras from holomorphic fibrations
In this paper we construct prefactorization algebras starting with two pieces of data:
• A locally trivial holomorphic fibration pi : E → X of complex manifolds with
fiber F .
• A Lie algebra (g, 〈, 〉) with invariant bilinear form.
We begin with a sheaf of DGLA’s
gpi = (g⊗ pi∗Ω0,∗E , ∂)
on X with bracket
[J ⊗ α, J ′ ⊗ β] = [J, J ′]⊗ α ∧ β, J, J ′ ∈ g, α, β ∈ pi∗Ω0,∗E .
6gpi has an L∞ central extension ĝpi whose underlying complex of sheaves is of the form
ĝpi = gpi ⊕Kpi,
with Kpi a certain three-term complex. Our prefactorization algebra is
Fpi,g := CLie∗ (ĝpi,c),
where ĝpi,c denotes the cosheaf of sections with compact support. This is an instance
of the factorization envelope construction (1.4) described above.
When F is a smooth affine complex variety, and E = X × F is a trivial fibration,
we may pass to a somewhat ”smaller” prefactorization envelope Galgpi,g built starting
with the sheaf of DGLA’s
(g⊗H0(F,O)⊗ Ω0,∗X , ∂)
There is a map
Galgpi,g → Fpi,g (1.7)
induced by the map of DGLA’s
(g⊗H0(F,O)⊗ Ω0,∗X , ∂)→ (g⊗ pi∗Ω0,∗E , ∂)
Galgpi,g is more manageable from technical standpoint, as it avoids certain analytic com-
plications involving completions of Dolbeault cohomology of products. We note that
the map 1.7 depends on a choice of trivialization of E.
When X = C (and E is necessarily trivial), we may apply Costello-Gwilliam’s
result above to the prefactorization algebra Galgpi,g , recovering a vertex algebra V (Galgg,pi )
as in 1.5. It has the following simple description. Let ĝF denote universal central
extension of the Lie algebra g ⊗H0(F,OF )[z, z−1] (i.e. this is ĝR above, where R =
7H0(F,OF )[z, z−1]), and let ĝ+F be the sub-algebra corresponding to the non-negative
powers of z. Then as a representation of ĝF
V (Galgg,pi ) ' Indĝĝ+F C, (1.8)
where C is the trivial representation of ĝ+F .
We may view these results as follows. When X is a (arbitrary) Riemann surface,
and p ∈ X a point, we may choose a coordinate z centered at p, and a local trivializa-
tion of E near p. The cohomology prefactorization algebra H∗(Fpi,g) is then locally
modeled by the vertex algebra V (ĝF ) via the dense inclusion (1.7).
In section (2.1) we recall universal central extensions, the construction of ĝR, and
vertex algebras. We also show how to associate to the algebra R = A[z, z−1], where A
is a commutative C–algebra a vertex algebra generalizing the affine vacuum module.
Our later geometric construction will be a special case of this. In section (2.2) we
recall some basic facts about prefactorization algebras. The construction of Fg,pi and
the related prefactorization algebra Galgg,pi happens in section (2.3). Finally, in section
(2.4) we consider the special case when X = C, and relate Galgg,pi to the vertex algebra
V (ĝF ).
1
1.4 Unlabeled Networks
Over the past 15-20 years, as the field of network science has exploded with activity,
the majority of attention has been focused upon the analysis of (usually large) indi-
vidual networks. See [24,28,36], for example. While it is unlikely that the analysis of
individual networks will become any less important in the near future, it is likely that
in the context of the modern era of ‘big data’ there will soon be an equal need for the
analysis of (possibly large) collections of (sub)networks, i.e., collections of network
1The work in chapter 2 appears in the paper [37].
8data objects.
We are already seeing evidence of this emerging trend. For example, the analysis
of massive online social networks like Facebook can be facilitated by local analyses,
such as through extraction of ego-networks (e.g., [23]). Similarly, the 1000 Functional
Connectomes Project, launched a few years ago in imitation of the data-sharing model
long-common in computational biology, makes available a large number of fMRI func-
tional connectivity networks for use and study in the context of computational neuro-
science (e.g, [?biswal2010toward]). It would seem, therefore, that in the near future
networks of small to moderate size will themselves become standard, high-level data
objects.
Faced with databases in which networks are the fundamental unit of data, it will
be necessary to have in place a network-based analogue of the ‘Statistics 101’ tool
box, extending standard tools for scalar and vector data to network data objects. The
extension of such classical tools to network-based datasets, however, is not immedi-
ate, since networks are not inherently Euclidean objects. Rather, formally they are
combinatorial objects, defined simply through two sets, of vertices and edges, respec-
tively, possibly with an additional corresponding set of weights. Nevertheless, initial
work in this area demonstrates that networks can be associated with certain natural
Euclidean subspaces and furthermore demonstrates that through a combination of
tools from geometry, probability theory, and statistical shape analysis it should be
possible to develop a comprehensive, mathematically rigorous, and computationally
feasible framework for producing the desired analogues of classical tools.
For example, in the recent work [22] we have characterized the geometry of the
space of all labeled, undirected networks with edge weights, i.e., consisting of graphs
G = (V,E,W ), for weights wij = wji ≥ 0, where equality with zero holds if and only
if {i, j} /∈ E. This characterization allowed us in turn to establish a central limit
9theorem for an appropriate notion of a network empirical mean, as well as analogues
of classical one- and two-sample hypothesis testing procedures. Other results of this
type include additional work on asymptotics for network empirical means [38] and
regression modeling with a network response variable, where for the latter there have
been both frequentist [12] and Bayesian [19] proposals. Work in this area continues
at a quick pace – see, for example, [2] which proposes a classification model based
on network-valued inputs and [18] which proposes a nonparametric Bayes model for
distributions on populations of networks. Earlier efforts in this space have focused
on the specific case of trees. Contributions of this nature include work on central
limit theorems in the space of phylogenetic trees [4, 11] and work by Marron and
colleagues [3, 40] in the context of so-called object-oriented data analysis with trees.
To the best of our knowledge, all such work to date pertains to the case of la-
beled networks: that is, to networks in which the vertices V have unique labels, e.g.,
V = {1, . . . , d}. In fact, unlabeled networks have received decidedly less attention in
the network science literature as a whole but nevertheless arise in various important
settings. The quintessential example of how such networks may arise in practice ar-
guably is that of the study of ego-centric network structure in social network analysis.
There, traditionally, individuals (‘egos’) are surveyed for a list of other individuals
(‘alters’) with whom they share a certain relationship (e.g., friendship, colleague, etc.)
and only common patterns across networks in the structure of the relationships among
the individuals within each network are of interest. This leads to analyses that either
ignore vertex labels or for which vertex labels are simply not available (e.g., through
de-identification). See [33], for example.
In this thesis, the focus is on averages of unlabeled, undirected networks with
edge weights. Adopting a perspective similar to that in our previous work [22], we
(i) characterize a certain notion of the space of all such networks, (ii) describe key
10
topological and geometric properties of this space relevant to doing probability and
statistics thereupon, and (iii) use these properties to establish the asymptotic behavior
of a generalized notion of an empirical mean under sampling from a distribution
supported on this space. In particular, adopting the notion of a Fre´chet mean, we
establish a corresponding strong law of large numbers and a central limit theorem.
In contrast to [22], where the corresponding space of networks was found to form a
smooth manifold, here the lack of vertex labeling necessitates working with a quotient
space modding out permutations of labels. As a result, we have only an orbifold
– a more general geometric structure – which in turn is found to have important
implications on the types of probabilistic and statistical results that may be obtained
and the techniques needed to obtain them.
The nature of our work is in the spirit of statistics on manifolds and statistical
shape analysis, which employs the geometry of manifolds or shape spaces for defining
Fre´chet means and developing large sample theory of their sample counterparts for
inference. See [7] for a rather comprehensive treatment on the subject. Our approach
to studying the entire family of networks subject to an equivalence relation under
a group action, via forming the associated quotient or moduli space, is a common
theme in modern geometry, including gauge theory [16], symplectic topology [34],
and algebraic geometry [14, 39]. The appearance of orbifolds, often much more com-
plicated than in our case, is quite common. Finally, there is a large literature on
graph limits, for which substantial work has been done on analysis of appropriate
spaces of networks (e.g., [32]). But the focus therein typically is, by definition, on
the case of a single network asymptotically increasing in size. Here, the focus is on
asymptotics in many networks, with the dimension fixed.
The organization of this chapter is as follows. In Section 3.1 we present our char-
acterization of the space of unlabeled networks. Results from our investigation of the
11
asymptotic behavior of the Fre´chet empirical mean are then provided in Section 3.2.
While a strong law of large numbers is found to emerge under quite general conditions,
establishing just when conditions dictated by the current state of the art for central
limit theorems on manifolds hold turns out to be a decidedly more subtle exercise.
This latter is the focus of Section 3.3. The Appendices discuss implementation issues
for the theoretical results in the chapter.2
2This introduction, §1.4, appears in the [29] verbatim, and is not my work. The work in chapter 3
appears verbatim in the paper [29]. I am solely responsible for the work appearing in the appendices,
code, and example 3.3.1.
Chapter 2
Prefactorization and vertex algebras
associated to holomorphic fibrations, and
the toroidal algebra
2.1 Lie algebras and vertex algebras
2.1.1 Conventions
An L∞ structure on a graded vector space h is the data of a square 0, cohomological
degree 1 coderivation d˜ of
CLie∗ (h) := Sym(h[1])
We may write d˜ =
∑∞
m=1 lm, where
lm : h
⊗m → h[m− 2]
and the lm are extended to CLie∗ (h) as co-derivations. An ordinary Lie algebra corre-
sponds to the case where lm = 0 for m 6= 2, and l2 is the Lie bracket, and a DGLA to
the case where lm = 0 for m > 2. We note that (h, l1) has the structure of a cochain
complex, and H∗(h, l1) the structure of a graded Lie algebra. We refer to CLie∗ (h, d˜)
as the complex of Chevalley chains (even though it’s cohomologically graded), and
its dual
C∗,Lie(h) = Sym(h∗[−1], d˜∗)
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as the complex of Chevalley cochains. For more on L∞ algebras, we refer the reader
to [13].
2.1.2 Central extensions
Given a complex Lie algebra g with invariant bilinear form 〈•, •〉, and a commutative
C-algebra R, gR := g ⊗C R carries a natural complex Lie algebra structure with
bracket
[J ⊗ r, J ′ ⊗ s] = [J, J ′]⊗ rs.
It is shown by Kassel [26] that there exists a universal central extension of the form
0→ HLie2 (gR)→ ĝR → gR → 0.
Furthermore, when g is simple and 〈•, •〉 the Killing form, there is an isomorphism of
the Lie algebra homology H2(gR) ∼= Ω1R/C/dR where Ω1R/C is the R-module of Ka¨hler
differentials of R/C and d : R→ Ω1R is the universal derivation. The bracket on
ĝR ∼= g⊗R⊕ Ω1R/dR, (2.1)
is given by
[J ⊗ r, J ′ ⊗ s] = [J, J ′]⊗ rs+ 〈J, J ′〉rds
= [J, J ′]⊗ rs+ 1
2
〈J, J ′〉(rds− sdr)
where ω denotes the class of ω ∈ Ω1R in Ω1R/dR. We will find the second form of the
central cocycle more convenient to use.
Example 2.1.1. Let n ≥ 0 be an integer. An important class of examples is obtained
by taking
R := C[t±10 , · · · , t±−1n ].
This is the algebra of functions on the (n+ 1)-dimensional algebraic torus.
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When n = 0, the vector space Ω1R/dR is one-dimensional with an explicit isomor-
phism given by the residue
Res : Ω1R/dR
∼=−→ C.
The resulting Lie algebra ĝR is the ordinary affine Kac-Moody algebra usually denoted
by ĝ. For n ≥ 1 the vector space Ω1R/dR is infinite dimensional. Indeed, let us denote
ki = t
−1
i dti. The space Ω
1
R/dR is generated over the ring C[t±10 , . . . , t±1n ] by the
symbols k0, . . . , kn subject to the relation
n∑
i=0
mit
m0
0 · · · tmnn ki = 0
where (m0, . . . ,mn) is any n-tuple of integers. The Lie algebra ĝR is called the (n+1)-
toroidal Lie algebra associated to g.
It will be useful for us to have an L∞-model for the Lie algebra ĝR. This model
amounts to replacing the vector space Ω1R/dR appearing as the central term by the
cochain complex
KR = Ker(d)[2]→ R[1] d−→ Ω1R.
Just as the Lie algebra ĝR is a central extension of gR = g ⊗ R, the L∞ model we
wish to construct is a central extension of gR = g⊗R by the cochain complex KR.
The central extension is determined by a cocycle φ ∈ C∗(gR,KR) of total degree
two. The cocycle is of the form φ = φ(0) + φ(1) where
φ(1) : (gR)
⊗2 → Ω1R
(J ⊗ r)⊗ (J ′ ⊗ s) 7→ 1
2
〈J, J ′〉(rds− sdr)
and
φ(0) : (gR)
⊗3 → R
(J ⊗ r)⊗ (J ′ ⊗ s)⊗ (J ′′ ⊗ t) 7→ 1
2
〈[J, J ′], J ′′〉rst
Lemma 2.1.2. The functional φ defines a cocycle in C∗(gR,KR) of total degree two.
Proof. The differential in the cochain complex C∗(gR,KR) is of the form d+dCE where
d is the de Rham differential defining the complex KR, and dCE is the Chevalley-
Eilenberg differential encoding the Lie bracket of gR. It is immediate that dφ
(1) = 0,
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dCEφ
(0) = 0 by the Jacobi identity for g and invariance of 〈•, •〉, and dφ(0)+dCEφ(1) =
0 by direct calculation. Thus (dCE + d)φ = 0 as desired.
The cocycle φ defines an L∞ central extension
KR → g˜R → gR.
As a vector space, g˜R = gR ⊕KR, and the L∞ operations are defined by `1 = d, `2 =
[·, ·]gR + φ(1), and `3 = φ(0). The following is immediate from our definitions:
Lemma 2.1.3. There is an isomorphism of Lie algebras H∗(g˜R, `1) = ĝR.
Proof. The cohomology of g˜R is concentrated in degree zero, and isomorphic to
gR ⊕H0(KR) = gR ⊕ Ω1R/dR
as a vector space. Our definition of φ implies that
φ(0)((J ⊗ r)⊗ (J ′ ⊗ s)) = 1
2
〈J, J ′〉(rds− sdr) = rds mod dR
so that the resulting Lie bracket is the same as that of ĝR.
2.1.3 Vertex algebras
We proceed to briefly recall the basics of vertex algebras and discuss an important
class of examples, which will later be constructed geometrically via factorization al-
gebras. We refer the reader to [21,25] for details.
Definition 2.1.4. A vertex algebra (V, |0〉, T, Y ) is a complex vector space V along
with the following data:
• A vacuum vector |0〉 ∈ V .
• A linear map T : V → V (the translation operator).
• A linear map Y (−, z) : V → End(V )Jz±1K (the vertex operator). We write
Y (v, z) =
∑
n∈ZA
v
nz
−n where Avn ∈ End(V ).
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satisfying the following axioms:
• For all v, v′ ∈ V there exists an N  0 such that Avnv′ = 0 for all n > N . (This
says that Y (v, z) is a field for all v).
• (vacuum axiom) Y (|0〉, z) = idV and Y (v, z)|0 ∈ v + zV JzK for all v ∈ V .
• (translation) [T, Y (v, z)] = ∂zY (v, z) for all v ∈ V . Moreover T |0〉 = 0.
• (locality) For all v, v′ ∈ V , there exists N  0 such that
(z − w)N [Y (v, z), Y (v′, w)] = 0
in End(V )Jz±1, w±1K.
In order to prove that a given (V, |0〉, T, Y ) forms a vertex algebra, the following
”reconstruction” or ”extension” theorem is very useful. It shows that any collection
of local fields generates a vertex algebra in a suitable sense.
Theorem 2.1.5 ( [21], [15]). Let V be a complex vector space equipped with: an
element |0〉 ∈ V , a linear map T : V → V , a set of vectors {as}s∈S ⊂ V indexed by a
set S, and fields As(z) =
∑
n∈ZA
s
nz
−n−1 for each s ∈ S such that:
• For all s ∈ S, As(z)|0〉 ∈ as + zV JzK;
• T |0〉 = 0 and [T,As(z)] = ∂zAs(z);
• As(z) are mutually local;
• and V is spanned by {As1j1 · · ·Asmjm |0 } as the j′is range over negative integers.
Then, the data (V, |0〉, T, Y ) defines a unique vertex algebra satisfying
Y (as, z) = As(z).
Remark 2.1.6. The version stated above appears in [15], and is slightly more general
than the version stated in [21].
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2.1.4 The vertex algebras V (ĝ) and V (ĝR)
A number of vertex algebras are constructed from vacuum representations of affine Lie
algebras and their generalizations. We proceed to review the vertex algebra structure
on the affine Kac-Moody vacuum module V (ĝ) and extend the construction to vacuum
representations of ĝR, where R = A[t, t
−1] for some C-algebra A.
V (ĝ)
Let ĝ = g[t, t−1]⊕Ck be the affine Kac-Moody algebra, ĝ+ = g[t] denote the positive
sub-algebra, and C denote the trivial representation of ĝ+. For J ∈ g, denote J ⊗ tn
by Jn, and 1 ∈ C by |0〉
It is well-known (see for instance [21]) that the induced vacuum representation
V (ĝ) := Indĝĝ+ C := U(ĝ)⊗U(g[t]) C
has a C[k]-linear vertex algebra structure, which is generated, in the sense of the
above reconstruction theorem, by the fields
J i(z) := Y (J i−1|0〉, z) =
∑
n∈Z
J inz
−n−1,
where {J i} is a basis for g. These satisfy the commutation relations
[J i(z), Jk(w)] = [J i, Jk](w)δ(z − w) + 〈J i, Jk〉k∂wδ(z − w)
where
δ(z − w) =
∑
m
zmw−m−1
The translation operator T is determined by the properties
T |0〉 = 0, [T, J in] = −nJ in−1.
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Remark 2.1.7. The construction above produces a generic version of the affine Kac-
Moody vacuum module, in the sense that k is not specialized to be a complex number.
In the vertex algebra literature one typically specifies a level K ∈ C, and defines
VK(ĝ) := Ind
ĝ
g[t]⊕CkC,
where C denotes the one-dimensional representation of g[t] ⊕ Ck on which the first
factor acts by 0 and k acts by K. We have an isomorphism
V (ĝ)/I ' VK(g)
where I is the vertex ideal generated by K|0〉 − k|0〉. V (g) can therefore be viewed
as a family of vertex algebras over spec(C[k]), with fiber VK(g) at k = K.
V (ĝR)
In this section we generalize the construction of the affine Kac-Moody vacuum module
above to the Lie algebra ĝR, for R = A[t, t
−1], where A is a commutative C–algebra.
The construction specializes to V (ĝ) for A = C.
Let A be a commutative C-algebra, R = A[t, t−1] := A⊗C[t, t−1], and ĝR the Lie
algebra (2.1). We have a Lie subalgebra
ĝ+R := g⊗ A[t]⊕ Ω1A[t]/dA[t] ↪→ ĝR.
Let
V (ĝR) := Ind
ĝR
ĝ+R
C (2.2)
where C denotes the trivial representation of ĝ+R. Our goal is to define the structure
of a vertex algebra on V (ĝR).
The vacuum vector is simply |0〉 := 1 ∈ C. The fields of the vertex algebra split
into three classes and are defined as follows.
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Ju(z) := Y (J ⊗ ut−1|0〉, z) :=
∑
n∈Z
(J ⊗ utn)z−n−1, (2.3)
Ku dt
t
:= Y (t−1udt|0〉, z) :=
∑
n∈Z
(utn−1dt)z−n, (2.4)
Kt−1ω := Y (t
−1ω|0〉, z) :=
∑
n∈Z
(tnω)z−n−1 (2.5)
where J ∈ g, u ∈ A, ω ∈ Ω1A.
The commutation relations between these fields are easily checked to be
[J1u(z), J
2
v (w)] =
(
[J1, J2]uv(w) + 〈J1, J2〉Kt−1udv(w)
)
δ(z−w)+〈J1, J2〉Kuv dt
t
(w)∂wδ(z−w)
with all other commutators 0.
The operator T , corresponding to the Lie derivative L−∂t , is defined by
T |0〉 = 0, [T, J i ⊗ ftn] = −nJ i ⊗ ftn−1, [T, ftndt] = −nftn−1dt, [T, tnω] = −ntn−1ω
Theorem 2.1.8. The above field assignments, together with T equip V (ĝR) with the
structure of a vertex algebra.
Proof. We begin by checking that the field assignment above is well-defined. This
amounts to verifying that Y (d(t−1u)|0〉, z) = 0. We have
Y (d(t−1u)|0〉, z) = Y (t−1du|0〉, z)− Y (ft−2u|0〉, z)
= Y (t−1du|0〉, z)− Y ([T, t−1udt]|0〉, z)
= Y (t−1du|0〉, z)− ∂zY (t−1udt|0〉, z)
=
∑
n
(tndu+ ntn−1u)z−n−1 =
∑
n
d(tnu)z−n−1 = 0
The result now follows by applying the reconstruction theorem 2.1.5 to V (ĝR) and
the fields {Ju(z), Ku dt
t
, Kt−1ω} for J ∈ g, f ∈ A, ω ∈ Ω1A.
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2.2 (Pre)-factorization algebras and examples
In this section we recall basic notions pertaining to pre-factorization algebras. We
refer the reader to [13] for details.
Let X be a smooth manifold, and C⊗ a symmetric monoidal category.
Definition 2.2.1. A prefactorization algebra F on X with values in C⊗ consists of
the following data:
• for each open U ⊂M , an object F(U) ∈ C⊗,
• for each finite collection of pairwise disjoint opens U1, . . . , Un and an open V
containing every Ui, a morphism
mU1,··· ,UnV : F(U1)⊗ · · · ⊗ F(Un)→ F(V ), (2.6)
and satisfying the following conditions:
• composition is associative, so that the triangle⊗
i
⊗
j F(Tij)
⊗
iF(Ui)
F(V )
commutes for any disjoint collection {Ui} contained in V , and disjoint collections
{Tij}j ⊂ Ui
• the morphisms mU1,··· ,UnV are equivariant under permutation of labels, so that
the triangle
F(U1)⊗ · · · ⊗ F(Un) F(Uσ(1))⊗ · · · ⊗ F(Uσ(n))
F(V )
'
commutes for any σ ∈ Sn.
In this chapter, we will take the target category C⊗ to be Vect, dg-Vect, or their
smooth enhancements DVS described below.
21
A factorization algebra is a prefactorization algebra satisfying a descent (or gluing)
axiom with respect to a class of special covers called Weiss covers. In this chapter,
we will not be concerned with verifying that our constructions satisfy this additional
property, and refer the interested reader to [13] for details.
Example 2.2.2 ([13]). Given an associative algebra over C, one can construct a pref-
actorization algebra FA in Vect on R by declaring FA(I) = A for a connected open
interval I ⊂ R, and defining the structure maps in terms of the multiplication on A.
For instance, if I = (a, b), J = (c, d), K = (e, f), with e < a < b < c < d < f , the
structure map is
FA(I)⊗FA(J) 7→ FA(K)
a⊗ b 7→ ab
FA has the property that it is locally constant, in the sense that if I ⊂ I ′ are connected
intervals, then FA(I) 7→ FA(I ′) is an isomorphism. It is shown in [13] that locally
constant prefactorization algebras on R in Vect correspond precisely to associative
algebras.
Prefactorization algebras can be pushed forward under smooth maps as follows.
Suppose f : X 7→ Y is a smooth map of smooth manifolds, and F a prefactorization
algebra on X. One then defines the prefactorization algebra f∗F on Y by
f∗F(U) := F(f−1(U))
The structure maps of f∗F are defined in the obvious way.
If F ,G are prefactorization algebras on X with values in C⊗, then a morphism
φ : F → G is the data of maps
φU : F(U)→ G(U) ∈ HomC⊗(F(U),G(U))
for each open U ⊂ X, compatible with all structure maps (2.6).
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2.2.1 (Pre)factorization envelopes
Our construction of factorization algebras from holomorphic fibrations is an instance
of the factorization envelope construction, which we proceed to briefly review follow-
ing [13].
Let L be a fine sheaf of L∞ algebras, and Lc its associated cosheaf of sections with
compact support. The factorization envelope of L, UL is the complex of Chevalley
chains of Lc. In other words, for each open U ⊂ X
UL(U) := CLie∗ (Lc(U)) (2.7)
The factorization structure maps are given explicitly as follows. Let U1, · · · , Uk be
disjoint open subsets of an open V ⊂ X. The cosheaf Lc induces a map of L∞–
algebras
⊕ki=1Lc(Ui) 7→ Lc(V )
Applying the Chevalley chains functor (which sends sums to tensor products) to this
sequence yields maps
⊗ki=1CLie∗ (Lc(Ui)) 7→ CLie∗ (Lc(V )).
The following is proved in [13]
Theorem 2.2.3. If L is a fine cosheaf of L∞ algebras, then UL is a prefactorization
algebra in dg-Vect. The cohomology H∗(UL) is a prefactorization algebra in Vect.
Example 2.2.4 ([13]). Let X = R, and gdR := (g ⊗ Ω∗R, ddR) the sheaf of DGLA’s on
R obtained by tensoring g with the de Rham complex. The factorization envelope
U(gdR) is locally constant, and the cohomology factorization algebra H
∗(U(g⊗Ω∗))
is a locally constant factorization algebra in Vect, corresponding to the enveloping
algebra U(g) as in Example (2.2.2).
Example 2.2.5 ([13]). Let X = Cn, and (g ⊗ Ω0,∗Cn , ∂) the sheaf of DGLA’s on Cn
obtained by tensoring g with the Dolbeault complex of forms of type (0, q), q ≥ 0. As
explained below, when n = 1, the factorization algebra U(g ⊗ Ω0,∗C , ∂) allows one to
recover the affine vertex algebra V (ĝ) (at level 0).
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2.2.2 Differentiable vector spaces
The prefactorization algebras considered in this chapter typically assign to each
open subset U ⊂ X a cochain complex of infinite-dimensional vector spaces. This
is apparent already in the example 2.2.4 above, where the graded components of
U(gdR) = U(g ⊗ Ω∗)(U) for U ⊂ R are tensors in g ⊗ Ω∗(U)c. The structure maps
(2.6) are thus multilinear maps between such complexes. In order to formulate the
notion of translation-invariance for prefactorization algebras in the next section, we
will have to discuss what it means for these to depend smoothly on the positions
of the open sets Ui ⊂ X. This raises some functional-analytic issues, which in turn
complicate homological algebra involving these objects.
In [13] these technical issues are resolved by introducing the category DVS of
Differentiable Vector Spaces together with certain sub-categories. DVS provides a
flexible framework within which one can discuss smooth families of smooth maps
between infinite-dimensional cochain complexes parametrized by auxilliary manifolds,
and carry out homological constructions. We briefly sketch this category below, and
refer to [13] for all details.
Definition 2.2.6. Let C∞ denote the sheaf of rings on the site of smooth manifolds
sending each manifold M to the ring of smooth functions C∞(M), and assigning
to each smooth map f : M → N the pullback f ∗ : C∞(N) → C∞(M). A C∞-
module F is a sheaf of modules over C∞. In other words, F assigns to each M a
C∞(M)-module F(M), and to f : M → N a pullback map F(f) : F(N)→ F(M) of
C∞(N)-modules. A differentiable vector space is a C∞-module equipped with a flat
connection. Explicitly, this means a flat connection
∇ : F(M)→ F(M)⊗C∞(M) Ω1(M)
for each manifoldM , compatible with pullbacks. The objects of the categoryDV S are
differentiable vector spaces, and the morphisms HomDV S(F ,G) maps of C∞-modules
intertwining the connections.
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Any locally convex topological vector space V gives rise to a differentiable vector
space as follows. There is a good notion of a smooth map from any manifold M to V
introduced by Kriegl and Michor (see [30]), and we denote by C∞(M,V ) the space of
such. The space C∞(M,V ) is naturally a C∞(M)-module, and carries a natural flat
connection whose horizontal sections are constant maps M → V . The assignment
M → C∞(M,V ) thus produces an object of DVS. Multi-linear maps
F1 ×F2 × · · · × Fr 7→ G Fi,G ∈ DVS (2.8)
equip DVS with the structure of a multi-category (or equivalently, a colored operad)
by inserting the output of a multilinear map into another. We denote the space of
such maps by DVS(F1, · · · ,Fr|G).
The multicategory DVS allows us to formulate the notion of a smooth family of
multilinear operations parametrized by an auxiliary manifold M . For F ∈ DVS, one
first defines the mapping space C∞(M,F) ∈ DVS as the differentiable vector space
given by the assignment N 7→ F(N ×M). As explained in [13], it has a natural flat
connection along N .
Definition 2.2.7. Let F1, · · · ,Fr,G ∈ DVS. A smooth family of multilinear oper-
ations F1 × · · · Fr 7→ G parametrized by a manifold M is by definition an element
of
DVS(F1, · · · ,Fr|C∞(M,G))
where C∞(M,G) is as explained in the preceding paragraph.
DVS has several good properties. Among these are:
• DVS is complete and co-complete.
• DVS is a Grothendieck Abelian Category.
The second property ensures that all standard constructions in homological al-
gebra behave well in DVS. This is in contrast to the category of topological vector
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spaces, which is not even Abelian. As the authors explain in [13], this is because DVS
has essentially been defined as the category of sheaves on a site.
Finally, we review some examples of differentiable vector spaces which will be
useful to us.
Example 2.2.8. The following is an important example from [13]. Suppose p : W → X
is a vector bundle over the manifold X. Then V = Γ(X,W ) is naturally a Frechet
space, and so locally convex. C∞(M,V ) is then identified with Γ(M × X, pi∗XE),
where piX : M ×X → X is the projection on X. In particular, taking W to be the
trivial bundle, we have C∞(M,C∞(X)) = C∞(M ×X). The same line of reasoning
shows that the space of compactly supported sections of W , V ′ = Γc(X,W ) has a
DVS structure.
Example 2.2.9. The following generalization of the previous example will be useful in
Sections 2.3, 2.4. Let pi : E → X be a smooth map, and p : W → E a vector bundle
on E. Denote by W the sheaf of smooth sections of W on E. Then V = Γ(X, pi∗W)
yields a differentiable vector space, with C∞(M,V ) = Γ(M × X, p˜i∗W˜), where p˜i :
E ×M → X ×M is defined by p˜i(e,m) = (pi(e),m), and W˜ denotes the sheaf of
sections of pi∗EW on E ×M , with piE : E ×M → E the projection on the first factor.
The connection is determined by the condition that the horizontal sections are those
constant in the M direction. When E = X and pi = idX , this example reduces to the
previous one. We may similarly equip V ′ = Γc(X, pi∗W) with a DVS structure.
Example 2.2.10. Suppose that F ∈ DVS, and V is any vector space (note that we
don’t specify a topology on V ). Then the assignment M 7→ F(M) ⊗R V , with the
connection acting trivially on the V factor, yields an object of DVS which we denote
FV , When V is finite-dimensional, this amounts to a finite direct sum of F .
Monoidal structures on DVS
To discuss prefactorization algebras with values in DVS, we must specify a symmet-
ric monoidal structure, which is used in defining the structure maps 2.6. Certain
subtleties arise on this point, typical of the issues one encounters when trying to
define tensor products of inifinite-dimensional topological vector spaces. We restrict
ourselves to a few brief remarks, and refer the interested reader to [13] for details.
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• Given F ,GinDVS, we can define F ⊗ G as the sheafification of the presheaf
X 7→ F(X)⊗C∞(X)G(X), equipped with the flat connection ∇F⊗Id+Id⊗∇G.
When F = C∞(M),G = C∞(N), and X = pt is a point, this yields F⊗G(pt) =
C∞(M)⊗RC∞(N). We call this symmetric monoidal structure the naive tensor
product in DVS.
• The naive tensor product has certain shortcomings. Most importantly, it does
not represent the space of multilinear maps (2.8). In order to remedy this
situation, a certain completed tensor product ⊗ˆβ has to be introduced. This
operation is only defined on a certain sub-category of DVS however. In the
last example, we would obtain F⊗ˆβG(pt) = C∞(M ×N). We will refer to this
operation as the completed tensor product.
Using ⊗ˆβ rather than ⊗ is important if one wishes to obtain a factorization, rather
than merely a prefactorization algebra. As we work with prefactorization algebras
in this chapter, the naive tensor product is adequate, and will be the symmetric
monoidal structure on DVS throughout.
2.2.3 Translation-invariant (pre)factorization algebras
Our construction in Section 2.3, when applied to the trivial fibration E = F ×
Cn 7→ Cn, produces a prefactorization algebra which is holomorphically translation-
invariant. This property will be used when extracting a vertex algebra in Section 2.4
in the case n = 1. We proceed to briefly review this notion and refer the interested
reader to [13] for details.
Discrete translation-invariance
Suppose now that F is prefactorization algebra on Cn in the category of complex
vector spaces. Cn acts on itself by translations. For an open subset U ⊂ Cn and
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x ∈ Cn, let
τxU := {y ∈ Cn|y − x ∈ U}
Clearly, τx(τyU) = τx+yU . We say that F is discretely translation-invariant if we are
given isomorphisms
φx : F(U)→ F(τxU) (2.9)
for each x ∈ Cn compatible with composition and the structure maps of F . We refer
to section 4.8 of [13] for details.
Example 2.2.11. For any Lie algebra g, U(g ⊗ Ω0,∗Cn) in Example 2.2.5 is discretely
translation-invariant.
Smooth and holomorphic translation-invariance
A refined version of translation-invariance expresses the fact that the maps φx, and
hence the structure maps mU1,··· ,UnV depend smoothly/holomorphically on the positions
of the open sets Ui. This notion is operadic in flavor.
For z ∈ Cn and r > 0 let PD(z, r) denote the polydisk
PDr(z) = {w ∈ Cn||wi − zi| < r, 1 ≤ i ≤ n}
and let
PD(r1, · · · , rk|s) ⊂ (Cn)k
denote the open subset (z1, · · · , zk) ∈ (Cn)k such that the polydisks PDri(zi) have
disjoint closures and are all contained in PDs(0). The collections PD(r1, · · · , rk|s)
form an R>0–colored operad in the category of complex manifolds under insertions of
polydisks.
Suppose that F is a discretely translation-invariant prefactorization algebra on
Cn with values in DVS. We may then identify F(PDr(z)) ' F(PDr(z′)) for any
two z, z′ ∈ Cn using the isomorphisms (2.9), and denote the corresponding complex
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simply by Fr. For each p ∈ PD(r1, · · · , rk|s), we have a multilinear map
m[p] : Fr1 × · · · × Frk 7→ Fs (2.10)
As explained in Section 2.2.2, we say that m[p] depends smoothly on p if
m ∈ DVS(Fr1 , · · · ,Frk ,C∞(PD(r1, · · · , rk|s),Fs)).
To formulate the definition of smooth translation-invariance, we will need the notion
of a derivation of a prefactorization algebra.
Definition 2.2.12 ([13]). A degree k derivation of a prefactorization algebra F is a
collection of maps DU : F(U) 7→ F(U) of cohomological degree k for each open subset
U ⊂ M , with the property that for any finite collection U1, · · · , Un ⊂ V of disjoint
opens and elements αi ∈ F(Ui), the following version of the Leibniz rule holds
DVm
U1,··· ,Un
V (α1, · · · , αn) =
∑
i
(−1)k(|α1|+···+|αi−1)|mU1,··· ,UnV (α1, · · · , αi−1, DUiαi, · · · , αn)
As shown in [13], the derivations of F form a DGLA, with bracket [D,D′]U =
[DU , D
′U ] and differential d given by dDU = [dU , DU ], where dU is the differential on
F(U).
The notion of smoothly translation-invariant prefactorization algebra F on Cn
can now be formulated as follows:
Definition 2.2.13 ([13]). A prefactorization algebra F on Cn with values in DVS is
(smoothly) translation-invariant if:
1. F is discretely translation-invariant.
2. The maps (2.10) are smooth as functions of p ∈ PD(r1, · · · , rk|s)
3. F carries an action of the complex Abelian Lie algebra Cn by derivations com-
patible with differentiating m[p].
We can further refine the notion of translation-invariance to consider the holo-
morphic structure. We say that F is holomorphically translation invariant if
29
• F is smoothly translation invariant.
• There exist degree −1 derivations ηi : F → F such that
– [d, ηi] =
∂
∂z¯i
(as derivations of F)
– [ηi, ηj] = [ηi,
∂
∂z¯j
] = 0
for i = 1, · · · , n, and where d is the differential on F .
This condition means that anti-holomorphic vector fields act homotopically triv-
ially on F .
As explained in [13], if F is a holomorphically translation-invariant prefactoriza-
tion algebra, then upon passing to cohomology, the induced structure maps
m[p] : H∗(Fr1)× · · · ×H∗(Frk) 7→ H∗(Fs) (2.11)
are holomorphic as functions of p ∈ PD(r1, · · · , rk|s). In other words, m can be
viewed as a map
m : H∗(Fr1)× · · · ×H∗(Frk) 7→ Hol(PD(r1, · · · , rk|s), H∗(Fs)) (2.12)
where Hol denotes the space of holomorphic maps in DVS.
Example 2.2.14. For any Lie algebra g, the holomorphic factorization envelope U(g⊗
Ω0,∗Cn) of Example 2.2.5 is holomorphically translation-invariant, with ηi =
d
d(dzi)
2.3 Factorization algebras from holomorphic fibrations
In this section, we describe our main construction of prefactorization algebras from
locally trivial holomorphic fibrations.
Our starting point is the following data:
• Complex manifolds F,X.
• (g, 〈, 〉) a Lie algebra with an invariant bilinear form.
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• A locally trivial holomorphic fibration pi : E → X with fiber F (i.e. locally
isomorphic to X × F )
We begin by constructing a sheaf ĝE of L∞ algebras on the total space E of the
fibration. Let
gE = g⊗ Ω0,∗E
gE is a sheaf of DGLA’s on E with bracket
[X ⊗ α, Y ⊗ β] = [X, Y ]⊗ α ∧ β
and differential ∂. Let KE be the complex
KE := C[2]→ Ω0,∗E [1] ∂→ Ω1,∗E .
where the first arrow is an inclusion, and the second is given by ∂. KE can be viewed
as a double complex, with ∂ acting as vertical differential on Ωp,∗E , p = 0, 1. Let
KE = Tot(KE) - the totalization of this double complex.
Let
φ(1) : (gE)
⊗2 → Ω1,∗E
φ(1)((J ⊗ α)⊗ (J ′ ⊗ β)) = 1
2
〈J, J ′〉(α ∧ ∂β − (−1)|α|∂α ∧ β), α, β ∈ Ω0,∗E
and
φ(0) : (gE)
⊗3 → Ω0,∗E [1]
φ(0)((J ⊗ α)⊗ (J ′ ⊗ β)⊗ (J ′′ ⊗ γ)) = 1
2
〈[J, J ′], J ′′〉α ∧ β ∧ γ
We may view φ = φ(0) + φ(1) as an cochain in the cohomological Chevalley-Eilenberg
complex
C∗(gE,KE)
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of total degree 2. A short calculation shows the following:
Lemma 2.3.1. φ defines a cocycle in C∗(gpi,KE) of total degree 2.
We can now use the cocycle φ to equip
ĝE := gE ⊕KE
with the structure of an L∞ central extension of gE. Explicitly, this means that
d˜ = d+ dCE + φ is a differential of cohomological degree 1 on the complex of sheaves
on E
CLie∗ (ĝE) := Sym(ĝE[1]),
where
• d = ∂ + dKE is the differential on ĝE (with the summands acting on gE,KE
respectively)
• dCE is the Chevalley-Eilenberg differential of gE
• φ is extended to Sym(ĝE[1]) as a co-derivation.
2.3.1 The prefactorization algebra Fg,pi
We proceed to construct a prefactorization algebra on X - the base of the fibration
pi : E → X. For an open subset U ⊂ X, let
ĝcpi(U) = Γc(U, pi∗(ĝE)) (2.13)
In other words, ĝcpi is the cosheaf of sections with compact support of pi∗(ĝE). ĝ
c
pi has
the structure of a complex of pre-cosheaves of L∞ algebras on X.
Let
Fg,pi := CLie∗ (ĝcpi) (2.14)
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be the corresponding homology Chevalley-Eilenberg complex, which for each open
U ⊂ X assigns the complex
Fg,pi(U) = CLie∗ (ĝcpi(U)) (2.15)
ĝcpi is equipped with a DVS structure as in Example 2.2.9, and therefore so is Fg,pi,
being constructed from (naive) tensor products of ĝcpi.
Proposition 2.3.2. Fg,pi has the structure of a pre-factorization algebra on X valued
in dg −DVS. When X = Cn, n ≥ 1, Fg,pi is holomorphically translation-invariant.
Proof. We begin by noting that if pi : E → X is a locally trivial fibration and W is
a smooth vector bundle on E, then pi∗W˜ is fine. The smooth translation-invariance
of Fg,pi is established just as in the example of the free scalar field in Section 4.8 of
[13]. Finally, ηi =
d
d(dzi))
are degree (−1) derivations satisfying the conditions in the
definition of holomorphic translation-invariance.
2.3.2 The prefactorization algebra Gg,pi
In this section we discuss some prefactorization algebras closely related to Fg,pi, which
are more convenient from a computational standpoint. While the definition of Fg,pi
is reasonably simple, explicit calculations of H∗(Fg,pi(U)) for an open subset U ⊂
X require the ∂-cohomology of the complex Γc(U, pi∗(ĝE)) in (2.13). This complex
involves forms with compact support along the baseX and arbitrary support along the
fiber F , and its ∂-cohomology even when E is a trivial fibration is a certain completion
of H0,∗c (U) ⊗ H0,∗(F ) whose explicit description involves non-trivial analytic issues,
due to the failure of naive Kunneth-type theorems for Dolbeault cohomology.
Let us first suppose that E = X × F is a trivial fibration. We have a map of
co-sheaves
Ωp,qX,c ⊗ Γ(F,Ωp
′,q′
F )→ (pi∗Ωp+p
′,q+q′
E )c
where the subscript c denotes sections with compact support. Explicitly, for an open
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subset U ⊂ X, this map is
Ωp,qX,c(U)⊗ Γ(F,Ωp
′,q′
F )→ Γc(U, pi∗Ωp+p
′,q+q′
E )
α⊗ β → α ∧ β
It is injective provided all three factors are non-zero.
We may now define a sub-cosheaf ĝ#cpi of ĝ
c
pi by
ĝ#cpi := g⊗ Ω0,∗X,c ⊗ Γ(F,Ω0,∗F )⊕K#pi
where
K#pi := Tot(Ω0,∗X,c ⊗ Γ(F,Ω0,∗F ) ∂→ Ω1,∗X,c ⊗ Γ(F,Ω0,∗F )⊕ Ω0,∗X,c ⊗ Γ(F,Ω1,0F ))
where ∂ acts ”vertically” within each term. ĝ#cpi may be equipped with a dg − DVS
structure as in Example 2.2.10.
The L∞ structure on ĝcpi induces one on the sub-complex ĝ
#c
pi . The advantage of
ĝ#cpi lies in the fact that it’s constructed from ordinary (algebraic) tensor products of
complexes whose cohomology is easy to describe. We now define the prefactorization
algebra Gg,pi on X by
Gg,pi := CLie∗ (ĝ#cpi )
The arguments of the previous section show:
Proposition 2.3.3. Gg,pi has the structure of a pre-factorization algebra on X. When
X = Cn, n ≥ 1, Gg,pi is holomorphically translation-invariant.
Suppose now that pi : E → X is a general locally trivial fibration. We may then
construct a map
Gg,pi → Fg,pi
locally, depending on certain choices. Suppose x ∈ X, and z1, · · · zn a system of
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holomorphic coordinates centered at x. These identify a neighorhood U of x with a
subset of Cn. If we choose a trivialization E|U ' X × F , we may proceed as above
to construct a map of DGLA’s ĝ#cpi → ĝcpi, inducing a map Gg,pi → Fg,pi. This map
depends on both the choice of local coordinate and trivialization.
Galgg,pi
When the fiber F is a smooth complex affine variety and X = Cn, we may further
refine Gg,pi to obtain a prefactorization algebra Galgg,pi with stronger finiteness properties,
by considering the algebraic rather than analytic cohomology of OF . This variation
will be important in the next section, when we make contact with vertex algebras.
Let OalgF denote the sheaf of algebraic regular functions on F , and Ω1,alg the sheaf of
Kahler differentials. Since F is affine, hence Stein, we have
H0(F,OalgF ) ⊂ H0(F,OF ) ↪→ (Ω0,∗F , ∂)
H0(F,Ω1,algF ) ⊂ H0(F,Ω1F ) ↪→ (Ω1,∗F , ∂)
We define
ĝ#c,algpi := g⊗ Ω0,∗X,c ⊗H0(F,OalgF )⊕K#,algpi
where
K#,algpi := Tot(Ω0,∗X,c ⊗H0(F,OalgF ) ∂→ Ω1,∗X,c ⊗H0(F,OalgF )⊕ Ω0,∗X,c ⊗H0(F,Ω1,algF ))
and ∂ acts vertically on Ω∗,∗X,c. Now take Galgg,pi := CLie∗ (ĝ#cpi ), with the structure maps
induced from those of Gg,pi. ĝ#c,algpi may be equipped with the DVS structure of
Example 2.2.10, yielding a prefactorization algebra in dg −DVS.
Proposition 2.3.4. Suppose that F is a smooth complex affine variety and X = Cn.
Then Galgg,pi has the structure of a holomorphically translation-invariant pre-factorization
algebra valued in dg −DVS.
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The reasoning at the end of the previous section shows that for a general locally
trivial fibration pi : E → X, a choice of point x ∈ X, local coordinates z1, · · · , zn on
x ∈ U ⊂ X, and trivialization of E|U , yields prefactorization algebra maps
Galgg,pi → Gg,pi → Fg,pi|U
2.4 X = C and vertex algebras
In [13], it is shown that prefactorization algebras on X = C which are holomorphically
translation-invariant and S1-equivariant for the natural action by rotations are closely
related to vertex algebras. More precisely, given such a prefactorization algebra F ,
V (F) = ⊕lH∗(F (l)(C)), the direct sum of S1-eigenspaces in H∗(F(C)) has a vertex
algebra structure. We begin by reviewing this correspondence following [13], and then
apply it to the case of the prefactorization algebra Galgg,pi , where pi : C× F 7→ C is the
trivial fibration on C with fiber a smooth complex affine variety F . We show that
resulting vertex algebra is isomorphic to V (ĝR) where R = H
∗(F,OalgF ) from Section
2.1.4. As a special case, when F = (C∗)k, we recover a toroidal vertex algebra.
2.4.1 Prefactorization algebras on C and vertex algebras
We review here the correspondence between prefactorization algebras on C and vertex
algebras established in [13], where we refer the reader for details. Recall that S1
acts on C by rotations via z 7→ exp(iθ)z. Suppose that F is a prefactorization
algebra on C that is holomorphically translation-invariant and S1-equivariant. Let
F(r) := F(D(0, r)) be the complex assigned by F to a disk of radius r (we allow
here r = ∞, in which case D(0,∞) = C), and F (l)(r) ⊂ F(r) be the lth eigenspace
for the S1-action. The following theorem from [13] establishes a bridge between
prefactorization and vertex algebras:
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Theorem 2.4.1 (Theorem 5.2.2.1 [13]). Let F be a unital S1-equivariant holomor-
phically translation invariant prefactorization algebra on C. Suppose
• The action of S1 on F(r) extends smoothly to an action of the algebra of dis-
tributions on S1.
• For r < r′ the map
F (l)(r)→ F (l)(r′)
is a quasi-isomorphism.
• The cohomology H∗(F (l)(r)) vanishes for l 0.
• For each l and r > 0 we require that H∗(F (l)(r)) is isomorphic to a countable
sequential colimit of finite dimensional vector spaces.
Then V (F) := ⊕l H∗(F (l)(r)) (which is independent of r by assumption) has the
structure of a vertex algebra.
We briefly sketch how the vertex algebra structure on V (F) can be extracted from
the prefactorization structure on F .
• Polydisks in one dimension are simply disks, and we denote PD(r1, · · · , rk|s) by
Discs(r1, · · · , rk|s). If r′i < ri, we obtain an inclusion
Discs(r1, · · · , rk|s) ⊂ Discs(r′1, · · · , r′k|s) (2.16)
In the limit limri→0, these spaces approach Confk, the configuration space of k
distinct points in C.
• The structure maps 2.12 are compatible with the maps Fr′i 7→ Fri and the
inclusions 2.16, and one may take limri→0, s =∞, obtaining maps
m : (lim
r→0
H∗(Fr))⊗k → Hol(Confk, H∗(F(C)) (2.17)
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• We set k = 2, and fix one of the points to be the origin. There is a natural map
V (F) 7→ limr→0H∗(Fr), as well as projections H∗(F(C)) → H∗(F (l)(C)). Pre
and post-composing by these in 2.17, yields a map
m0,z : V (F)⊗ V (F)→
∏
l
Hol(C×, V (F)l) (2.18)
where V (F)l = H∗(F (l)(C)). Laurent expanding m0,z we obtain
m0,z : V (F)⊗ V (F)→
∏
l
V (F)l[[z, z−1]]
whose image can be shown to lie in V (F)((z)). The vertex operator can now
be defined by
Y : V (F)→ End(V (F))[[z, z−1]]
Y (v, z)v′ = m0,z(v′, v)
• Holomorphic translation invariance yields an action of ∂z
∂z : F (l)(r)→ F (l−1)(r).
which descends toH∗(F l(r)). This induces the translation operator T : V (F)→
V (F).
• The vacuum vector is obtained from the unit in F(∅).
2.4.2 The main theorem
Our goal in this section is to prove the following theorem
Theorem 2.4.2. Let F be a smooth complex affine variety, and pi : C× F → C the
trivial fibration with fiber F . Then
1. The prefactorization algebra Galgg,pi satisfies the hypotheses of Theorem 2.4.1
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2. The vertex algebra V (Galgg,pi ) is isomorphic to V (ĝR), with R = H0(F,OalgF )[t, t−1]
Throughout this section, R will denote the algebra H0(F,OalgF )[t, t−1]. We will
denote H0(F,OalgF ) simply by C[F ], so R = C[F ][t, t−1]. Recall that
ĝR = g⊗ C[F ][t, t−1]⊕ Ω1C[F ][t,t−1]/d(C[F ][t, t−1])
= g⊗ C[F ][t, t−1]⊕ C[t, t
−1]⊗ Ω1C[F ] ⊕ C[F ]⊗ Ω1C[t,t−1]
〈tkdu+ ktk−1udt〉
Recollections on Dolbeault cohomology and preliminary computations
In this section we recall some facts regarding ordinary and compactly supported
Dolbeault cohomology and apply these to compute H∗(Galgg,pi (U)) over opens U ⊂ C.
These results will be used in proving Theorem 2.4.2.
Recall that Stein manifolds are complex analytic analogues of smooth affine vari-
eties over C. In particular, C and all open subsets U ⊂ C are Stein. We recall the
following basic result:
Theorem 2.4.3 (Cartan’s Theorem B). Let X be a Stein manifold. Then
Hk(Ωp,∗(X), ∂) =
0 k 6= 0ΩpX k = 0
where ΩpX denotes the space of holomorphic p-forms on Z.
On a complex manifold X of dimension n, there is a non-degenerate pairing be-
tween ordinary and compactly supported forms
Ωp,qX,c ⊗ Ωn−p,n−qX → C
α⊗ β →
∫
X
α ∧ β
thus compactly supported forms yield continuous linear functionals on forms. At the
level Dolbeault cohomology, one obtains the following corollary to Threorem 2.4.3
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noted by Serre:
Corollary 2.4.4. Let X be a Stein manifold. Then
Hk(Ωp,∗c (X), ∂) =
0 k 6= dim(X)(Ωn−pX (X))∨ k = n = dim(X)
where (Ωn−pX (X))
∨ denotes the continuous dual to the space of holomorphic n − p
forms with respect to the Frechet topology.
With X = C, F a complex affine variety, and the trivial fibration pi : X×F → X,
the cosheaf ĝ#c,algpi on C has the form
ĝ#c,algpi := g⊗ C[F ]⊗ Ω0,∗X,c ⊕K#,algpi
where K#,algpi is the total complex of the following double complex
Ω0,1c ⊗ C[F ] Ω1,1c ⊗ C[F ]⊕ Ω0,1c ⊗ Ω1C[F ]
Ω0,0c ⊗ C[F ] Ω1,0c ⊗ C[F ]⊕ Ω0,0c ⊗ Ω1C[F ]
∂+d
∂+d
∂ ∂
in which Ωp,qc denote cosheaves of compactly supported forms on C, and Ω1C[F ] is the
space of algebraic 1-forms (i.e. Kahler differentials) on F .
Galgg,pi = CLie∗ (ĝ#c,algpi ) = Sym(ĝ#c,algpi [1], d˜)
where the co-derivation d˜ may be decomposed as d˜ = d1 + d2 + d3, with
di : Sym
i(ĝ#c,algpi [1])→ ĝ#c,algpi [1]
of degree 1. We have
d1 = ∂ + dK#,algpi
The complex CLie∗ (ĝ#c,algpi ) has an increasing filtration by symmetric degree, leading to
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a spectral sequence whose E0 page is Sym(ĝ
#c,alg
pi [1], d1), as d2 and d3 lower symmetric
degree. We have
H∗(Sym(ĝ#c,algpi [1], d1)) = Sym(H
∗(ĝ#c,algpi [1], d1))
Now (ĝ#c,algpi , d1) is the direct sum of the complexes (g ⊗ C[F ] ⊗ Ω0,∗c , ∂) and K#,algpi .
Applying Theorem 2.4.3 on an open Stein subset U ⊂ C, the cohomology of the first
is
g⊗ C[F ]⊗ (Ω1(U))∨.
Similarly, by first computing the ∂ cohomology in K#,algpi , we have
H∗(K#,algpi (U)) = Coker
(
(Ω1X(U))
∨ ⊗ C[F ]) 1⊗∂+∂∨⊗1→
(Ω1X(U))
∨ ⊗ Ω1C[F ] ⊕ (O(U))∨ ⊗ C[F ]
)
(2.19)
where ∂∨ denotes the transpose of ∂ : Ωn−1X (U) 7→ ΩnX(U). We have the following:
Lemma 2.4.5. Let U ⊂ C be an open subset. Then
H∗(ĝ#c,algpi (U), d1) = g⊗ (Ω1X(U))∨ ⊗ C[F ]
⊕
Coker
(
(Ω1X(U))
∨ ⊗ C[F ]) 1⊗∂+∂∨⊗1→
(Ω1X(U))
∨ ⊗ Ω1C[F ] ⊕ (O(U))∨ ⊗ C[F ]
)
where ∂∨ denotes the transpose of ∂ : OX(U) 7→ Ω1X(U).
It follows that H∗(ĝ#c,algpi [1], d1) is concentrated in degree 0. Since d˜ has coho-
mological degree 1, this means that the spectral sequence computing H∗(Galgg,pi (U))
collapses at E1, and we have an isomorphism of vector spaces
H∗(Galgg,pi (U)) ' Sym(H∗(ĝ#c,algpi (U)[1], d1))
Suppose now that U ⊂ C is a disk or annulus centered at 0. We have a non-
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degenerate residue pairing
Ω1(C∗)⊗O(C∗)→ C
ω ⊗ f → Resz=0 fω
which yields maps Ω1(C∗)→ (O(U))∨ and O(C∗)→ (Ω1(U))∨.
Lemma 2.4.6. Let z be a global coordinate on C, and U = D(0, r) a disk. There is
an isomorphism of vector spaces
V (Galgg,pi ) ' Sym(ĝS/ĝ+S ) ' U(ĝS)⊗U(ĝ+S C (2.20)
where S = C[F ][z, z−1].
Proof. We introduce the vector spaces
S+ = C[F ][z]
S− = C[F ]⊗ z−1C[z−1]
Ω1S+ = Ω
1
C[F ] ⊗ C[z]⊕ C[z]dz ⊗ C[F ]
Ω1S− = Ω
1
C[F ] ⊗ z−1C[z−1]⊕ z−1C[z−1]dz ⊗ C[F ]
We have S = S+⊕S− and Ω1S = Ω1S+⊕Ω1S− as vector spaces, and these decompositions
are moreover compatible with the differential, in the sense that d(S±) ∈ Ω1S± . Hence
Ω1S/dS ' Ω1S+/dS+ ⊕ Ω1S−/dS−
which implies that as vector spaces
ĝS/ĝ
+
S ' g⊗ S− ⊕ Ω1S−/dS−
We note that the S1 action on C extends naturally to ĝ#c,algpi (D(0, r)) and Galgg,pi (D(0, r)),
and that the differential d˜ on the latter is S1-equivariant. Using the residue pairing
to identify C[z, z1] with a subspace of (Ω1(U))∨ and C[z, z−1]dz with a subspace of
(O(D(0, r)))∨, we obtain that
H∗(ĝ#c,algpi (D(0, r)), d1)
(l) ' g⊗C[F ]⊗{zl}⊕(Ω1C[F ] ⊗ {zl} ⊕ C[F ]⊗ {zl−1dz}) / im(d˜)
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when l ≥ 0 and 0 otherwise. Therefore, as vector spaces
V (Galgg,pi ) = Sym
(⊕
l≥0
H∗(ĝ#c,algpi (D(0, r)), d1)
(l)
)
= Sym(g⊗ S− ⊕ Ω1S−/dS−)
= Sym(ĝS/ĝ
+
S )
Verifying the hypotheses of Theorem 2.4.1
We proceed to verify the hypotheses of Theorem 2.4.1, establishing part (1) of The-
orem 2.4.2 above.
• The first hypothesis is verified as in Section 5.4.2 of [13]
• The second and third hypotheses follow from Lemma 2.4.6, from which it follows
in particular that H∗((Galgg,pi (D(0, r)))(l)) is non-zero only if l ≤ 0
• The last hypothesis requires some attention. We note that it is necessary to
ensure that the structure map mz,0 possesses a Laurent expansion. By Lemma
2.4.6 H∗((Galgg,pi (D(0, r)))(l)) may be identified with the elements of weight l in
Sym
(
g⊗ S− ⊕ Ω1S−/dS−
)
where z and dz have S1 - weight 1. We begin by showing that C[F ] and Ω1C[F ]
are naturally a sequential colimit of finite-dimensional vector spaces. This can
be done as follows. Embed F ⊂ AN = SpecC[x1, · · · , xN ]. This induces an
increasing filtration F kC[F ], k ≥ 0, where F kC[F ] is spanned by the images of
polynomials of degree ≤ k in x1, · · · , xN . C[F ] and by the same reasoning Ω1C[F ]
can therefore be expressed as a countable union of finite-dimensional vector
spaces. This induces a filtration on ĝ#c,algpi compatible with the DVS structure,
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which in turn induces one on H∗((Galgg,pi (D(0, r)))(l)).
Constructing the isomorphism
We proceed to prove part (2) of Theorem 2.4.2. The proof is a variation on the
approach taken in Williams with respect to the Virasoro factorization algebra, and
involves three main steps:
1. Showing that V (Galgg,pi ) has the structure of a ĝR-module.
2. Showing that V (Galgg,pi ) ' V (ĝR) as ĝR-modules.
3. Checking that the vertex algebra structures agree by using the reconstruction
theorem 2.1.5.
Let ρ : C× → R>0 be the map ρ(z) = zz = |z|2. As explained in example
??, the universal enveloping algebra U(ĝR), being an associative algebra, defines a
prefactorization algebra on R>0 which we denote AU(ĝR).
Lemma 2.4.7. There is a homomorphism φ : AU(ĝR)→ ρ∗H∗(Galgg,pi ) of prefactoriza-
tion algebras on R>0.
Proof. • It is shown in [13] that a map of prefactorization algebras on R>0 is
determined by the maps φI on connected open intervals. For each open interval
I ⊂ R>0, AI = ρ−1(I) is an annulus. We choose for each such a bump function
fI : AI → R having the properties
– f is a function of r2 = zz only.
– f ≥ 0 and f is supported in AI .
–
∫
A
fdzdz = 1.
φI is uniquely determined by where it sends the generators of ĝR. We define φI
by the assignments:
φI(J ⊗ utk) = −[J ⊗ uzk+1fIdz]
φI(t
kω) = [zk+1fIω ∧ dz]
φI(t
kudt) = [uzk+1fIdzdz]
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where J ∈ g, u ∈ C[F ], ω ∈ Ω1C[F ], and [α] ∈ H∗(Galgg,pi (ρ−1(I))) denotes the
cohomology class of α. The elements on the right are clearly closed for the
differential d˜, and the corresponding cohomology classes are easily seen to be
independent of the choice of the function f .
• We first check that φI is well-defined, which amounts to verifying that
φI(d(ut
k)) = φI(t
kdu+ ktk−1udt) = [0] ∈ H∗(Galgg,pi (ρ−1(I))
for each u ∈ C[F ], k ∈ Z. We have
φI(t
kdu+ ktk−1udt) = −[zk+1fIdzdu]− [kzkufIdzdz]
We note that this cohomology class lies in the image of the natural map
Ω1,1c (ρ
−1(I))⊗C[F ]⊕Ω0,1c (ρ−1(I))⊗Ω1C[F ] ⊂ (ĝ#c,algpi (ρ−1(I)))cl → H∗(Galgg,pi (ρ−1(I))
(2.21)
where (ĝ#c,algpi (ρ
−1(I)))cl denotes the subspace of sections closed for the differ-
ential d1, and therefore d˜. The projection 2.21 may be factored by first taking
the quotient by im(∂), in other words as
Ω1,1c (ρ
−1(I))⊗ C[F ]⊕ Ω0,1c (ρ−1(I))⊗ Ω1C[F ] →
(Ω1X(U))
∨ ⊗ Ω1C[F ] ⊕ (O(U))∨ ⊗ C[F ]→ H∗(Galgg,pi (ρ−1(I))
We calculate
−[zk+1fIdudz]− [kzkufIdzdz] + [dK#,algpi (zk+1ufIdz)]
= −[zk+1fIdudz]− [kzkufIdzdz]+
= [zk+1fIdudz + (k + 1)z
kufIdzdz + uz
k+1∂f ∧ dz]
= +[u(zkfIdzdz + z
k+1∂f ∧ dz)]
It therefore suffices to show that [zkfIdzdz + z
k+1∂zfI ∧ dz] = [0] ∈ (OX(U))∨,
or equivalently, that∫
U
zm ∧ (zkfIdzdz + zk+1∂f ∧ dz) = 0 ∀m ∈ Z
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This follows from the identities∫
U
zafIdzdz = δa,0 ,
∫
U
zb∂f ∧ dz = −δb,1 (2.22)
which can be established integrating by parts.
• Consider three disjoint open intervals I1, I2, I3 ⊂ R>0, such that Ii+1 is located
to the right of Ii, all contained in a larger interval I. Their inverse images under
ρ correspond to three nested annuli AIi inside a larger annulus AI . We have
structure maps
•i,i+1 : ρ∗H∗(Galgg,pi )(Ii)⊗ ρ∗H∗(Galgg,pi )(Ii+1)→ ρ∗H∗(Galgg,pi )(I) i = 1, 2
To show that φ is a prefactorization algebra homomorphism, we have to check
that for X, Y ∈ ĝR,
φI1(X) •1,2 φI2(Y )− φI2(Y ) •2,3 φI3(X) = φI([X, Y ])
Let
Fm(z, z) = z
m
zz∫
0
(fI1(s)− fI3(s))ds
Then on AI2 , Fm = z
m, and moreover,
∂Fm(z, z) = z
m∂(
zz∫
0
(fI1(s)− fI3(s))ds)
= zm
∂(zz)
∂z
∂
∂(zz)
(
zz∫
0
(fI1(s)− fI3(s))ds)dz
= zm+1(fI1(zz)− f3(zz))dz
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Let J1, J2 ∈ g, u, v ∈ C[F ]. Then
φI1(J1ut
k) •1,2 φI2(J2vtl)− φI2(J2vtl) •2,3 φI3(J1utk)− φI2([J1utk, J2vtl])
= φI1(J1ut
k) •1,2 φI2(J2vtl)− φI2(J2vtl) •2,3 φI3(J1utk)
− φI2
(
[J1, J2]uvt
k+l +
1
2
〈J1, J2〉(utkd(vtl)− vtld(utk))
)
=
(
[J1uz
k+1fI1dz] · [J2vzl+1fI2dz]− [J2vzl+1fI2dz] · [J1uzk+1fI3dz]
)
+
+ [[J1, J2]uvz
k+l+1fI2dz] +
1
2
〈J1, J2〉[zk+l+1fI2
= (udv − vdu)dz + (l − k)uvzk+lfI2dzdz]
We also have
d˜
(
[J1uFk] · [J2vzl+1fI2dz]
)
=
(
[J1uz
k+1fI1dz] · [J2vzl+1fI2dz]− [J2vzl+1fI2dz] · [J1uzk+1fI3dz]
)
= +[[J1, J2]uvz
k+l+1fI2dz]
+
1
2
〈J1, J2〉[uFk∂(vzl+1fI2dz)− ∂(Fku) ∧ (zl+1vfI2dz)]
=
(
[J1uz
k+1fI1dz] · [J2vzl+1fI2dz]− [J2vzl+1fI2dz] · [J1uzk+1fI3dz]
)
= +[[J1, J2]uvz
k+l+1fI2dz]
+
1
2
〈J1, J2〉[zk+l+1(udv − vdu)fI2dz
= +uv((l − k + 1)fI2zk+ldzdz − zk+l+1∂fI2 ∧ dz)]
where we have used the fact that over the support of fI2 , Fk = z
k. Using the
identities 2.22, we obtain
[(l − k + 1)zk+lfI2dzdz − zk+l+1∂fI2 ∧ dz] = [(l − k)zk+lfI2dzdz].
It follows that
φI1(J1ut
k) •1,2 φI2(J2vtl)− φI2(J2vtl)•2,3
φI3(J1ut
k)− φI2([J1utk, J2vtl]) = 0 ∈ ρ∗H∗(Galgg,pi )(I) (2.23)
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proving the lemma.
The homomorphism φ of Proposition (2.4.7) equips V (Galgg,pi ) with the structure of
a ĝR-module. Let us fix 0 < r < r
′ < R We have the following commutative diagram:
H∗(Galgg,pi (D(0, r)))⊗H∗(Galgg,pi (A(r′, R))) H∗(Galgg,pi (D(0, R))
V (Galgg,pi )⊗AU(ĝR) V (Galgg,pi )
m
ι⊗φ ι
where ι denotes the inclusion of V (Galgg,pi ) ⊂ H∗(Galgg,pi (D(0, r))) (for any r), and m is
the prefactorization structure map. As explained in [13], the existence of the dotted
arrow (i.e. the fact that the U(ĝR)-action preserves the subspace V (Galgg,pi )) follows
from the fact that the structure map m is S1-equivariant.
In concrete terms, the action of X ∈ ĝR on v ∈ V (Galgg,pi ) is given as follows: we
may represent v by a closed chain v˜ ∈ CLie∗ (ĝ#c,algpi (D(0, r)) - then X · v is represented
by φ(r′,R)(X) · v˜.
Lemma 2.4.8. There is an isomorphism of ĝR-modules
η : V (ĝR)→ V (Galgg,pi )
which sends |0〉 ∈ V (ĝR) to 1 ∈ V (Galgg,pi ).
Proof. Let h(z, z) =
∫ zz
0
f(s)ds. By the chain rule, we have that
∂(znh(z, z)) = zn+1f(zz)dz
Thus in H∗(Galgg,pi (D(0, R)), we have in the notation of ??, for k ≥ 0
φ(r′,R)(Jut
k) = [Juzk+1f(zz)dz] = d˜(Juzkh(z, z))
φ(r′,R)(t
kudv) = [zk+1f(zz)udzdv] = d˜(zkh(z, z)udv)
φ(r′,R)(ut
kdt) = [uzk+1f(zz)dzdz] = d˜(uzkh(z, z)dz)
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In other words, if X ∈ ĝ+R, then φ(r′,R)(X) = 0 ∈ H∗(Galgg,pi (D(0, R)). This shows that
the vector 1 ∈ V (Galgg,pi ) is annihilated by ĝ+R. It follows that there exists a unique
map of ĝR-modules η : V (ĝR) → V (Galgg,pi ) sending |0〉 → 1. It remains to show this
is an isomorphism, which can be done as in ?? for the affine and Virasoro algebra,
so we will be brief. V (ĝR) and V (Galgg,pi ) have the structure of filtered U(ĝR)-modules,
where in each case the filtration is induced by symmetric degree. It is straightforward
to verify that η induces an isomorphism at the level of associated graded modules,
proving the result.
To complete the proof of Theorem 2.4.2, we check that η induces an isomorphism
of vertex algebras. Suppose that z ∈ A((r′, R)). Recall that the operation
Y : V (Galgg,pi )⊗ V (Galgg,pi )→ V (Galgg,pi )((z))
is induced from the diagram
V (Galgg,pi )⊗ V (Galgg,pi )
H∗(Galgg,pi (D(z, )))⊗H∗(Galgg,pi (D(0, r))) H∗(Galgg,pi (D(0, R)))
ι⊗ιz
mz,0
as the Laurent expansion of the map mz,0 ◦ ι ⊗ ιz. By the Reconstruction Theorem
2.1.5, it suffices to show that the generating field assignments agree, that is we need
to verify that for v ∈ V (Galgg,pi ),
mz,0(ιz(η(Jut
−1 · |0〉)), ι(v)) =
∑
n∈Z
(φ(Jutn) · v)z−n−1
mz,0(ιz(η(ut
−1dt · |0〉)), ι(v)) =
∑
n∈Z
(φ(utn−1dt) · v)z−n
mz,0(ιz(η(t
−1ω · |0〉)), ι(v)) =
∑
n∈Z
(φ(tnω) · v)z−n−1
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ιz(η(Jut
−1 ·|0〉)) may be identified with the element Juψz ∈ g⊗C[F ]⊗(Ω1(D(z, )))∨,
where ψz ∈ (Ω1(D(z, )))∨ is defined by
ψz(h(w)dw) =
1
2pii
∮
C(z,δ)
h(w)dw
w − z
By the residue theorem, for h(w)dw ∈ Ω1(A(r, R)), we may switch contours, to write∮
C(z,δ)
h(w)dw
w − z =
∮
C(0,R−δ)
h(w)dw
w − z −
∮
C(0,r′+δ)
h(w)dw
w − z
=
∑
n≥0
(
∮
C(0,R−δ)
w−n−1h(w)dw)zn +
∑
n<0
(
∮
C(0,r′+δ)
w−n−1h(w)dw)zn
where in the second line we have expanded 1
w−z into a geometric series in the domains
|w| > |z| and |w| < |z| respectively. Using the fact that
Res0h(w)w
−n−1dw =
∫
A(r′,R)
h(w)w−nf(r,R)dwdw
and φ(Jut−n−1) · v = [Juz−nf(r′,R)dz] · v we obtain the first identity. Similarly, we
may identify ιz(η(ut
−1dt · |0〉)) with the element uξz ∈ C[F ]⊗ (O(D(z, )))∨, where
ξz(h(w)) = h(z) =
1
2pii
∮
C(z,δ)
h(w)dw
w − z
and ιz(η(t
−1ω · |0〉)) with ωψz ∈ Ω1C[F ] ⊗ (Ω1(D(z, )))∨. Expanding these in contour
integrals centered at 0, and identifying the coefficients with appropriate elements in
the image of φ as above proves the remaining two identities.
Chapter 3
Averages of Unlabeled Networks
3.1 The space of unlabeled networks
Our ultimate focus in this chapter is on a certain well-defined notion of an ‘average’ on
elements drawn randomly from a ‘space’ of unlabeled networks and on the statistical
behavior of such averages. Accordingly, we need to establish and understand the rel-
evant topology and geometry of this space. We do so by associating labeled networks
with vectors and mapping those to unlabeled networks through the use of equiva-
lence classes in an appropriate quotient space. In this section we provide relevant
definitions, characterization, and illustrations of this space of unlabeled networks.
3.1.1 The topological space of unlabeled networks
Let G = (V,E) be a labeled, undirected graph/network with weighted edges and with
d vertices/nodes. We always think of E as having D :=
(
d
2
)
elements, where some of
the edge weights can be zero. We think of the edge weight between vertices i and j
as the strength of some unspecified relationship between i and j.
Let Σd be the group of permutations of {1, 2, . . . , d}. A permutation σ ∈ Σd of the
d vertex labels technically produces a new graph σG, but with no new information.
To define σG precisely, note that the weight function wG : E → R≥0 can be thought
of as a symmetric function wG : V × V → R≥0, with wG(i, j) the weight of the edge
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joining vertex i and vertex j in G. Therefore the action of Σd on wG is given by
(σ · wG)(i, j) = wG(σ−1(i), σ−1(j)).
(The inverse guarantees that (στ) ·wG = σ · (τ ·w)G.) Note that for general G, not all
permutations of the entries of wG are of the form σ ·wG, as wG may have [d(d−1)/2]!
distinct permutations and Σd has d! elements
In summary, σG is defined to be the graph on d vertices with weight function
σ · wG : E → R≥0. Let G = Gd be the set of all labeled graphs with d vertices. Then
the quotient space
Ud = Gd/Σd
is the space of unlabeled graphs, the object we want to study. This means that an
unlabeled network [G] ∈ Ud is an equivalence class
[G] := {σ ·G : σ ∈ Σd}.
As we now explain, Gd looks like an explicit subset of Rd, and so is easy to picture.
In contrast, the quotient space Ud is difficult to picture. Nevertheless, as we describe in
the following paragraphs, the topology of Ud may be characterized through standard
point-set topology techniques, with the conclusion that everything works as well as
possible.
Fix an ordering of the vertices 1, ..., d, and take the lexicographic ordering {(i, j) :
1 ≤ i < j ≤ d} on the set of edges. (Thus (i, j) < (k, `) if i < k or i = k and j < `.)
Given this ordering, we get an injection
α : Gd → RD, α(G) = (w1(G), . . . , wD(G)),
where wi(G) is the weight of the i
th edge of G. The image of α is the first “octant”
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OD = {~x = (x1, . . . , xD) : xi ≥ 0}. For simplicity, we choose the standard Euclidean
metric on OD. This pulls back via α to a metric on Gd with the desirable property
that two networks are close iff their edge weights are close. Similarly, the standard
topology on OD (an open ball in OD is the intersection of an open RD-Euclidean ball
with OD) pulls back to a topology on GD. (This just means that A ⊂ GD is open iff
α(U) is open in OD. This makes α a homeomorphism.) Just as in RD, the metric and
topology are compatible: a sequence of graphs/weight vectors ~xi in OD converges to
a graph/weight vector ~x in the topology of OD iff the distance from ~xi to ~x goes to
zero.
Via the bijection α, the action of Σd on Gd transfers to an action on OD. First, σ ∈
Σd acts on {1, . . . , D} by σ ·i = j if i corresponds to the edge (i1, i2) and j corresponds
to the edge (σ(i1), σ(i2)). Then σ acts on OD by σ · ~x = (xσ−1(1), . . . , xσ−1(D)). Since
we’ve arranged the actions to be compatible with α : Gd → OD, we get a well defined
bijection α:
Ud = Gd/Σd α→ OD/Σd, α[G] = [α(G)].
From now on, we just denote α by α.
To complete the topological discussion, we note that α : Ud → OD/Σd is a homeo-
morphism if we give both sides the quotient topology: for the map q : Gd → Ud taking
a graph to its equivalence class, a set U ⊂ Ud is open iff q−1(U) is open in OD. The
quotient topology on OD/Σd is defined similarly.
3.1.2 Examples of quotient spaces
As a warmup, we first give a simple example of a quotient space resulting from the
action of a finite group on a Euclidean space. This particular example is important
in providing a relevant non-network analogy to our network-based results. We will
revisit it frequently throughout the chapter.
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Example 3.1.1. The group Z4 = {0, 1, 2, 3} acts on the plane R2 by rotation coun-
terclockwise by 90 degrees: specifically, for k ∈ Z4 and z ∈ R2 = C,
k · z = eikpi/2 · z.
Thus 0 · z = z, 1 · z = eipi/2z, etc. A point in the quotient space C/Z4 is the set
[z0] = {eikpi/2z0 : k ∈ Z4}. The set [z0] is called the orbit of z0 under Z4. Note that
every orbit is a four element set except for the exceptional orbit [~0] = {~0}.
The closed first quadrant F = {(x, y) : x ≥ 0, y ≥ 0} is a fundamental domain
for this action; i.e., each orbit [z0] has a unique representative/element in F , except
possibly for the orbits of points on the boundary ∂F = {(x, y) : x = 0 or y = 0} of
F . Orbits of boundary points like [(5, 0)] have two representatives (5, 0), (0, 5) in F ,
while the origin of course has only one representative.
Here is a precise definition of a fundamental domain for the action of a group G
on a set S:
Definition 3.1.2. F ⊂ S is a fundamental domain for the action of G if (i) S is the
union of the orbits of F (S = ∪k∈Gk · F );
(ii) orbits can intersect only at boundary points (k1 ·F ∩k2 ·F = ∅ or k1 ·F ∩k2 ·F ⊂
∂(k1 · F ) ∩ ∂(k2 · F )).
In this example, G = Z4 and S = C. It follows that the quotient map q : F → C/Z4
is surjective, a homeomorphism on the interior of F (where C/Z4 has the quotient
topology), and finite-to-one on the boundary of F .
If we want to picture a set that is bijective to C/Z4, we could take e.g. F ′ to be
F minus the positive y-axis. This is not so helpful topologically or geometrically, as
the points [(5, 0)] and [(0, 5.01)] have close representatives (5, 0), (5.01, 0) in F , while
their representatives (5, 0) and (0, 5.01) are not close in F ′. In particular, the sequence
(10−k, 5) does not converge in F ′, but the orbits [10−k, 5] converge to [0, 5] = [5, 0] in
C/Z4. Thus F ′ does not give us a good picture of C/Z4 topologically.
In summary, it is much better to keep both positive axes in F , and to consider
C/Z4 as (in bijection with) F with the boundary points (a, 0) and (0, a) “glued
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x
y
~0 (5, 0)
(0, 5)
(−5, 0)
(0,−5)
F
[~0]
[(5, 0)]
C/Z4
Figure 3·1: In the figure on the left, F is a fundamental domain F
for the action of Z4 on C. The four point orbit of (5, 0) and the one
point orbit of ~0 are shown. In the figure on the right, the quotient space
C/Z4 is drawn as a hollow cone given by taking F and gluing (x, 0) to
(0, x).
together.” More precisely, we have a bijection
β : F := F
(a, 0) ∼ (0, a) → C/Z4,
where the denominator indicates that the two point set {(a, 0), (0, a)} (a 6= 0) is one
point of F , while all other points of F correspond to a single point in F . At the price of
this gluing, we now have that β is a homeomorphism: in particular, limi→∞ xi = x in
F iff limi→∞ β(xi) = β(x) in C/Z4. (Technical remark: F gets the quotient topology
from the standard topology on F and the obvious surjection q : F → F .)
Although this seems a little involved, it is quite easy to perform the gluing in F
in rubber sheet topology: stretching the interior of F to allow the gluing of the two
axes shows that F and hence C/Z4 is a hollow cone. See Figure 3·1.
Example 3.1.3. We discuss the case of a network with three vertices. This is a
deceptively easy case, as 3 = d = D implies that every permutation of the D edge
weights comes from a permutation in Σd. In higher dimensions, the details are more
complicated.
We describe the quotient space U3 of unlabeled graphs directly. However, it is
easier to picture U3 by finding a fundamental domain F inside O3 for the action
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of Σ3. As in the previous example, F is a closed set such that the quotient map
q|F : F → U3 is a continuous surjection, a homeomorphism from the interior of F to
its image, and a finite-to-one map on the boundary ∂F of F . Thus F represents U3
bijectively except for some gluings on the boundary. This is illustrated in Figure 2,
where F = {(x, y, z) : x ≥ y ≥ z ≥ 0}. Again, the case d = 3 is deceptively easy, as
F is a bijection even on ∂F.
The situation is more complicated for graphs with 4 (or more) vertices. For
d = 4, if we label the edges as (1, 2), . . . , (3, 4), then the weight vectors (1, 1, 1, 0, 0, 0)
and (1, 1, 0, 1, 0, 0) have the same distributions of ones and zeros, but correspond
to binary graphs which are not in the same orbit of Σ4. In particular, the region
{(x1, . . . , x6) : x1 ≥ x2 ≥ . . . ≥ x6} is not a fundamental domain for the action of Σ4.
While a fundamental domain is harder to find in high dimensions (see Section 4),
the overall structure of Ud for general d is similar to the d = 3 case, with just increased
notation.
Theorem 3.1.4. The space of unlabeled graphs Ud = G/Σd = OD/Σd is a stratified
space.
By Lange, RD/Σd is PL or Lipschitz homeomorphic to RD−1×R≥0, but the proof
does not give a cell decomposition of RD/Σd, much less of Ud. We do have information
about the topology of Ud: it can be shown that Ud is contractible, and more surpris-
ingly, that the natural slice of Ud given by the hyperplane
∑D
i=1 xi = 1 is contractible.
The practical implication of these results is that the usual topological invariants of
Ud and its slice (the fundamental group, the homology/cohomology groups) provide
no information.
3.2 Network averages and their asymptotic behavior
In this section we define the mean of a distribution Q on the space of networks and
investigate the asymptotic behavior of the empirical (or sample) mean network based
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y
z
x = y
y = z
x = 01
3
2
P
0
3
2
1
2
2
2
3
2
1
1
1
0
0
0
Figure 3·2: As explained in Section 4.1, the infinite solid cone, which
is the region {x ≥ y ≥ z ≥ 0}, is a fundamental domain F for unlabeled
networks with three nodes. With the convention that the bottom side
of the triangle has weight x, the left side has weight y, and the right
side has weight z, the network with edge weights 1, 2, 3 corresponds to
the point P in the interior of the cone. Other networks shown are color
coded to correspond to points on faces or edges of the cone.
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on an i.i.d sample of networks fromQ. Statistical inference can be carried out based on
the asymptotic distribution of the empirical mean. We illustrate with an example from
hypothesis testing. The results of the previous section, characterizing the topology
and geometry of the space of unlabeled networks, are essential for achieving our goals
in this section.
3.2.1 Network averages through Fre´chet means
Let Q be some distribution on a general metric space (M,ρ). One can define the
Fre´chet function f(p) on M as
f(p) =
∫
M
ρ2(p, z)Q(dz) (p ∈M). (3.1)
If f is finite on M and has a unique minimizer
µ = argminp f(p), (3.2)
then µ is called the Fre´chet mean of Q (with respect to the metric ρ). Otherwise, the
minimizers of the Fre´chet function form a Fre´chet mean set CQ. Given an i.i.d sample
X1, . . . , Xn ∼ Q on M , the empirical Fre´chet mean can be defined by replacing Q
with the empirical distribution Qn =
1
n
∑n
i=1 δXi(·), that is,
µn = argminp
1
n
n∑
i=1
ρ2(p,Xi). (3.3)
When M is a manifold, one can equip M with a metric space structure through
an embedding into some Euclidean space or employing a Riemannian structure of
M . Respectively, ρ can be taken to be the Euclidean distance after embedding (ex-
trinsic distance) or the geodesic distance (intrinsic distance), giving rise to extrinsic
and intrinsic means. Asymptotic theory for extrinsic and intrinsic analysis has been
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developed in [7, 9, 10], and applied to many manifolds of interest (see e.g., [6], [17]).
Now take M = Ud, the space of unlabeled networks with d nodes, our space of
interest, and let Q be a distribution on Ud. Given an i.i.d sample X1, . . . , Xn from
Q, in order to define the Fre´chet mean µ of Q and empirical Fre´chet mean µn of
Qn, one needs an appropriate choice of distance on Ud. Given the quotient space
structure characterized in the previous section, i.e., Ud = Gd/Σd, a natural choice for
the distance ρ is the Procrustean distance dP , where
dP ([~x], [~y]) := min
σ1,σ2∈Σd
dE(σ1 · ~x, σ2 · ~y), (3.4)
for unlabeled networks [~x], [~y] ∈ Ud, with ~x denoting the vectorized representation of
a representative network x. We recall that Gd is the set of all labeled graphs with d
vertices and Σd is the group of permutations of {1, 2, . . . , d}.
In order to carry out statistical inference based on µn, defined with respect to the
distance (3.4), some natural and fundamental questions related to µ and µn need to
be addressed, which we aim to do in the following subsections. Here are some of the
most crucial ones:
1. (Consistency.) What are the consistency properties of the network empirical
mean µn, i.e., is µn a consistent estimator of the population Fre´chet mean µ?
Can we establish some notion of a law of large numbers for µn?
2. (Uniqueness of Fre´chet mean.) This question is concerned with establishing
general conditions on Q for uniqueness of the Fre´chet mean µ. In general this a
challenging task – indeed, the lack of general uniqueness conditions for Fre´chet
means is still one of the main hurdles for carrying out intrinsic analysis on
manifolds [27]. To date the most general results in the literature for generic
manifolds [1] force the support of Q to be a small geodesic ball to guarantee
uniqueness of the intrinsic Fre´chet mean. We address this question for the space
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of unlabeled networks in Section 3.3.
3. (CLT.) Once conditions for uniqueness of µ are provided, the next key question
is whether one can derive the limiting distribution for µn for purposes of sta-
tistical inference, e.g., proving a central limit type of theorem for µn, which in
turn might be used for hypothesis testing.
We first illustrate the difficult nature of these problems (in particular for question
2 above) through the example C = R2/Z4 in Section 3.1, by explicitly constructing a
distribution on C that has non-unique Fre´chet means.
Example 3.2.1 (Example C = R2/Z4 continued). As in Example 3.1.1 in Section
3.1, the quotient C = R2/Z4 is a cone. Working in polar coordinates and taking
F0 = [0,∞) × [−pi/4, pi/4) to be a fundamental domain, we consider probability
distributions of the form ν(r, θ) = 1
Z
R(r)χ(θ), where Z =
∫
F0
R(r)χ(θ)dr dθ.
We can explicitly compute the Fre´chet function f(x) with respect to ν. For
x = (r, θ) ∈ F0, Fθ = [0,∞) × [−pi/4 + θ, pi/4 + θ) is a fundamental domain. For
y ∈ Fθ, dP ([x] , [y]) = dE(x, y). Then
f(x) =
∫
Fθ
||x− y||2ν(y)dy = 1
Z
(
c1χ1r
2 − 2c2χ2(θ)r + c3χ1
)
,
where
ck =
∞∫
0
rkR(r)dr for k = 1, 2, 3
χ1(θ) =
θ+pi/4∫
θ−pi/4
χ(t)dt
χ2(θ) =
θ+pi/4∫
θ−pi/4
χ(t) cos(θ − t)dt.
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The Fre´chet mean occurs when ∂f/∂r = ∂f/∂θ = 0, which is difficult to compute
in general. Consider the special case
ν(r, θ) =
1
Z
exp(−(r − α)2) , (3.5)
where α is a fixed constant, χ(θ) ≡ 1, Z = (pi3/2/4)(1 + erf(α)); this distribution for
α = 15 is plotted in Figure 3. The minimum for this f occurs at
r0 =
√
2
(
2α +
√
pieα
2
(2α2 + 1) (erf(α) + 1)
)
pi3/2eα2α(erf(α) + 1) + pi
,
with θ arbitrary. When α is large, r0 ≈ 2
√
2
pi
α. For α = 15, r0 ≈ 13.5348. This
shows that ν has a circle’s worth of Fre´chet means; the θ-independence of ν implies θ-
independence of the Fre´chet means. One can see this in Figure 3·4 where the Fre´chet
function f(x) is minimal and most blue on a circle of radius approximately 13.53
(corresponding to the red circle on the cone in Figure 3·3).
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Figure 3·3: Plot of the probability distribution ν(r, θ) in (3.5), with
α = 15. The distribution peaks in the red region where ν is large, and
is small in the blue region. The left hand side shows the plot on R2,
and the right hand side shows that plot on the cone.
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Figure 3·4: Plot of the Fre´chet function f(x) with α = 15 on R2 and
on the cone. The Fre´chet mean occurs in the “most blue” region, on a
circle of radius approximately 13.53.
3.2.2 A strong law of large numbers
Before establishing the limiting distribution for µn, a natural first step is to explore
the consistency properties of µn.Drawing on Theorem 3.3 in [7] for general metric
spaces, we have the following result.
Theorem 3.2.2. Let Q be a distribution on Ud, let CQ be the set of means of Q
with respect to the Procrustean distance dP , and let CQn be the set of empirical means
with respect to a sample of unlabeled networks X1, . . . , Xn. Assume that the Fre´chet
function is everywhere finite. Then the following holds: (a) the Fre´chet mean set CQ
is nonempty and compact; (b) for any  > 0, there exists a positive integer-valued
random variable N ≡ N() and a Q-null set Ω() such that
CQn ⊆ CQ .= {p ∈ Ud : dP (p, CQ) < } ∀ n ≥ N (3.6)
outside of Ω(); (c) if CQ is a singleton, i.e., the Fre´chet mean µ is unique, then µn
converges to µ almost surely.
Proof. We first prove that every closed and bounded subset of M = Ud is compact.
Let F be a fundamental domain for the action of Σd on Gd, as defined in Sec-
tion 4, with the associated projection q : F → Ud. This map is continuous and a
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diffeomorphism on the interior of F. Take a closed and bounded set S in Ud. Be-
cause q is continuous, q−1(S) is closed. We now show that q−1(S) is also bounded.
S is contained in a ball centered at some [~z] ∈ Ud with radius r, so dP ([~z], [~x]) < r
for [~x] ∈ S. Now say that the largest entry in [~z] (in any ordering of the entries
of ~z) is C. If the largest entry in ~x (in any ordering) is greater than C + r, then
dP ([~z], [~x]) > (C + r)− C, a contradiction. (This holds because under any permuta-
tion σ of the entries of ~x, one entry in dE(~z, σ · ~x) is greater than (C + r)−C.) Thus
for any choice of ~x ∈ [~x] ∈ S, ‖~x‖ ≤ √D(C + r). Thus q−1(S) is contained in the ball
of radius
√
D(C + r) centered at the origin, and thus is bounded.
Since F is a closed subset of RD, the closed and bounded set q−1(S) is compact.
Since q is continuous, S is compact.
Then by Theorem 3.3 in [7], (a) and (b) follow.
Part (c) follows from [41] under the uniqueness of Fre´chet mean.
Remark 3.2.3. For every model
Q ∈ Q = {Q : CQ is a singleton with a finite Fre´chet function} , (3.7)
the sample Fre´chet mean µn is a strongly consistent estimate of µ with respect to this
model.
3.2.3 A central limit theorem
The goal of this section is to derive a central limit theorem for the empirical Fre´chet
mean, as an important precursor for statistical inference. One of the key challenges is
to establish geometric conditions on distributions on Ud which ensure the uniqueness
of the population Fre´chet mean. We discuss and address the uniqueness issue in detail
in Section 4. Here, our central limit theorem assumes that the uniqueness conditions
of Section 4 are met.
Let q : OD → Ud be the projection from the space of labeled networks to the space
of unlabeled networks.
Theorem 3.2.4. Assume Q′ has support on a compact set K ′ ⊂ OD defined in
Theorem 3.3.7, so that the pushdown measure Q = q∗Q′ supported on K = q(K ′) has
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a unique Fre´chet mean µ. Let µn be the empirical Fre´chet mean of an i.i.d sample
X1, . . . , Xn ∼ Q with respect to the distance (3.4). Let φ = q−1. Then we have
√
n (φ(µn)− φ(µ)) L−→ N(0,Σ), (3.8)
where Σ = Λ−1CΛ−1 with the Hessian matrix
Λ = (E[Dr,s‖φ(µ)− φ(X1)‖])r,s=1,...,D ,
and C is the covariance matrix of {Dr‖φ(µ)− φ(X1)‖}r=1,...,D.
Here Dr denotes the partial derivative with respect to the r
th direction, Dr,s
denotes second partial derivatives, and
L−→ means convergence in law or distribution.
Proof. Since µn converges to µ almost surely under our support condition for Q
′, one
can find a small open neighborhood U of µ inside K such as that P (µn ∈ U)→ 1. Let
S = q−1(U) which is an open subset of RD. Note that φ : U → S is a homeomorphism.
By Theorem 3.3.7, the projection map q is a Euclidean isometry. Therefore, for any
vectorized network ~x ∈ S and [~z] ∈ U , one has
d2P ([~x], [~z]) = d
2
P (φ
−1(~x), [~z]) = ‖~x− ~z‖2,
where ~z = φ([~z]). Thus d2P (φ
−1(~x), [~z]) is twice differentiable in ~x for any [~z] ∈ U .
Tracing through the definition of the smooth structure on U induced from the stan-
dard structure on RD, we see that d2P ([~x], [~z]) is twice differentiable in [~x]. One can
also verify the conditions (A5) and (A6) on the Hessian matrices of Theorem 2.2 in
[8], and our Theorem follows.
As an immediate consequence of this central limit theorem, we can define natural
analogues of classical hypothesis tests. For example, consider the construction of
a statistical test for two or more independent samples using the same framework.
Assume that we have k independent sets of networks on d vertices, and consider the
problem of testing whether or not these sets have in fact been drawn from the same
population. Formally, we have independent samples Xij ∼ Qj, for i = 1, . . . , nj and
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j = 1, . . . , k. Each of these k populations has an unknown mean, denoted µ(j). Then,
as a direct corollary to Theorem 3.2.4, we have the following asymptotic result.
Corollary 3.2.5. Assume that the distributions Q1, . . . , Qk satisfy the conditions of
Theorem 3.2.4. Moreover, also assume that nj/n → pj for every sample, with n :=∑
j nj, and 0 < pj < 1. Then, under H0 : φ(µ
(1)) = . . . = φ(µ(k)), we have
Tk :=
k∑
j=1
nj
(
φ(µj,nj)− φ(µn)
)′
Ξ̂−1
(
φ(µj,nj)− φ(µn)
) −→ χ2(k−1)D,
where µj,nj denotes the empirical mean of the j
th sample, µn represents the grand
empirical mean of the full sample, and Ξ̂ :=
∑k
j=1 Ξ̂j/nj is a pooled estimate of
covariance, with the Ξ̂j’s denoting the individual covariance matrices estimates of
each subsample.
As previously noted, this central limit theorem and such corollaries hold only if
the population Fre´chet mean(s) is unique. This depends crucially on the nontrivial
geometry of the space of unlabeled networks. The following section deals exclusively
with this issue.
3.3 Geometric requirements for uniqueness of the Fre´chet
mean
Underlying the central limit theorem in Theorem 3.2.4, the basic question is: which
compact subsets K of Ud have a unique Fre´chet mean? We have seen in Section 3.1
that Ud may be difficult to work with, while a fundamental domain F ⊂ OD for the
action of Σd on the space of labeled networks OD seems more tractable. Indeed,
finding the Fre´chet mean for a distribution supported in F is a standard center of
mass calculation in Euclidean space. However, it is not clear that this Fre´chet mean
in F projects to the Fre´chet mean in the quotient space Ud = OD/Σd, because the
metric used to compute Fre´chet means in Ud is the Procrustean distance, which may
or may not equal the Euclidean distance.
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In §4.1, we find a fundamental domain F by a standard procedure (Lemma 3.3.2),
and find compact subsets K ′ ⊂ F for which the Fre´chet mean in Od is guaranteed
to project to the Fre´chet mean of K ⊂ Ud, where K = q(K ′) is the projection of
K ′ under the quotient/projection map q : OD → Ud = OD/Σd. This is the content
of the main result in this section (Theorem 3.3.7). We also show that this result in
our particular setting is an improvement of the best result for general Riemannian
manifolds due to Afsari [1] (see Figure 6). In §4.2, we generalize Theorem 3.3.7 in
two different directions: Theorem 3.3.9 allows distributions with small tails outside
the compact set K above, and Theorem 3.3.10 shows that a unique Fre´chet mean can
be found for any compact set K after first embedding K isometrically into a larger
Banach space.
3.3.1 The main result on the uniqueness of the Fre´chet mean
We now discuss the construction of a fundamental domain F . By Definition 3.1.2, a
fundamental domain is characterized by: (i) every weight vector x can be permuted by
some σ ∈ Σd to a network σ ·x in F , (ii) if ~w ∈ OD has ~w ∈ F ∩σF for σ ∈ Σd, σ 6= Id,
then ~w ∈ ∂F. (As a technical note, we always consider ∂F with respect to the induced
topology on OD from the standard topology on RD. ) Once F has been constructed,
we are guaranteed that the projection map q : OD → Ud, q(~w) = [~w] restricts to
a surjective map q : F → Ud which is a homeomorphism from the interior F o of F
to q(F o). (In fact, q is a diffeomorphism on this region by definition of the smooth
structure on q(F o).)
It is convenient to center a choice of fundamental domain on a weight vector with
trivial stabilizer.
Definition 3.3.1. A vector ~w = (w1, . . . , wD) ∈ OD is distinct if it has trivial stabi-
lizer for the action of Σd: i.e., if σ · ~w 6= ~w for all σ ∈ Σd, σ 6= id.
A vector with trivial stabilizer is also called a vector with trivial automorphism
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Figure 3·5: Two networks of identical connectivity with (G1) and
without (G2) distinct weight vectors.
group. Weight vectors with all different entries are distinct, which implies that the
distinct vectors are dense in OD.
For example, consider the two graphs G1 and G2 in Figure 3·5. Both share the
same connectivity pattern (i.e., are isomorphic), but have different weight vectors.
The weight vector ~w1 = (20, 20, 7, . . .) of G1 satisfies σ · ~w1 = ~w1 for σ = (23) ∈ Σ7.
In contrast, for all σ ∈ Σ7 \ {id}, σ · ~w2 6= ~w2, where ~w2 is the weight vector of
G2, because the two 20’s belong to nodes with different valences. Thus even though
~w1, ~w2 have the same set of weights, ~w2 is distinct, while ~w1 is not.
We now explain a standard procedure to construct a fundamental domain as one
region in the Voronoi diagram of the orbit of a distinct vector. (Geometers call this
a Dirichlet domain.) Let dP be the Procrustean distance on OD/Σd. From now on,
we just write ~w instead of [~w] for elements of Ud.
Lemma 3.3.2. Fix a distinct vector ~w ∈ OD. Set
F = F~w = {~w′ ∈ OD : dE(~w, ~w′) ≤ dE(~w, σ · ~w′), ∀σ ∈ Σd}
= {~w′ ∈ OD : dE(~w, ~w′) = dP (~w, ~w′)}.
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Then
(i) F is a fundamental domain for the action of Σd on Gd.
(ii) F is a solid cone with polyhedral cross section.
In the proof, we use the fact that ~w is distinct just below (3.9).
Proof. (i) First, for fixed ~w1, a minimum of dE(~w, σ · ~w1) is attained, since Σd is finite.
Thus every network (characterized by its weight vector ~w1) has a permutation in F .
Second, we can rewrite F as
F = {~w1 ∈ OD : dE(~w, ~w1) ≤ dE(σ · ~w, ~w1), ∀σ ∈ Σd}.
Let ~w1 ∈ F ∩ σF . Then σ−1 ~w1 ∈ F , and
dE(~w, ~w1) = min
τ
dE(~w, τ ~w1), dE(~w, σ
−1 ~w1) = min
τ
d(~w, τσ−1 ~w1)
= min
τ
d(~w, τ ~w1).
Thus
dE(~w, ~w1) = dE(~w, σ
−1 ~w1) = dE(σ ~w, ~w1), (3.9)
so ~w1 is equidistant to ~w and σ ~w. Since ~w is distinct, σ ~w 6= ~w for σ 6= id. Thus ~w1
lies on a hyperplane in OD defined by (3.9), and any ball around ~w′ contains points
that are closer to ~w than to σ ~w, and points that are farther from ~w than from σ ~w.
Therefore ~w1 ∈ ∂F.
(ii) We can construct F ′ for the action of Σd on all of RD by taking the set of
hyperplanes Hσ of points equidistant from ~w and σ ~w for σ ∈ Σd, and taking the
connected component of OD \ ∪σHσ containing ~w. Since these hyperplanes all pass
through the origin, this component is a solid cone on the origin. The boundary
is given by a union of hyperplanes, so the cross section is a polyhedron. (Not all
hyperplanes contribute edges to the cross sectional polygon; see the next example.)
Moreover, Σd preserves OD, so a fundamental domain in OD is given by F = F ′∩OD.
The boundary planes of F are either boundary planes of F ′ or (subspaces of) the
boundary of OD.
This Dirichlet/Voronoi fundamental domain depends on a choice of ~w. In particu-
lar, for a fixed distinct ~w0, we can guarantee that ~w0 is in the interior of F by setting
~w = ~w0 in the lemma.
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F is a solid cone cut out by at most d! − 1 + D hyperplanes, where d! − 1 is
the order of Σd \ {Id} and D is the number of coordinate hyperplanes. Thus this
construction of F is not very practical except in low dimensions. Looking back at
Figure 2, the infinite solid cone is the fundamental domain for the distinct vector
(3, 2, 1). See Appendix A.1 for an algorithm that computes the fundamental domain
and examples for d = 3, 4.
We now give more information about F . The following result, although interesting,
is not used below.
Proposition 3.3.3. Let F be the fundamental domain associated to a distinct vector
~w ∈ OD. All distinct vectors in F have a representative in the interior F o of F .
Proof. See Supplement B of [29].
Remark 3.3.4. Any nondistinct vector ~w′ has an arbitrarily close distinct vector ~w.
Then dP (~w, ~w
′) = dE(~w, ~w′), and this remains true for vectors close to ~w. Therefore,
~w′ is in the interior F o of F = F~w. Thus for any nondistinct vector ~w′, we can find a
fundamental domain that contains ~w′ in its interior.
The next lemma gives a sense of the minimal size of F . Let Fc denote the solid
cone with vertex at the origin, axis ~w, and cone angle c. Let a = a~w be the smallest
angle between ~w and σ · ~w for σ ∈ Σd, for σ 6= id. Of course, a/2 is the smallest angle
between ~w and a hyperplane boundary of F .
Lemma 3.3.5. F contains the solid cone Fa/2.
Proof. We claim that for vectors ~u, ~`, ~v, the angles formed by them satisfy
∠(~u, ~`) + ∠(~`, ~v) ≥ ∠(~u,~v).
To prove this, we may assume the ~u,~v, ~` are unit vectors. Let ~`′ be the projection
of ~` into the plane of ~u and ~v. Assume that ∠(~u, ~`′) + ∠(~`′, ~v) = ∠(~u,~v). Then
cos(∠(~u, ~`′)) = ~u · ~`′/|~`′| ≥ ~u · ~`′, and cos(∠(~u, ~`)) = ~u · ~`= ~u · ~`′ + ~u · (~`− ~`′) = ~u · ~`′,
since ~`− ~`′ is normal to the (~u,~v)-plane. Thus ∠(~u, ~`′) ≤ ∠(~u, ~`). Similarly, ∠(~`′, ~v) ≤
∠(~`, ~v). Thus ∠(~u, ~`) + ∠(~`, ~v) ≥ ∠(~u, ~`′) + ∠(~`′, ~v) = ∠(~u,~v). The other possibility
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is that ∠(~u, ~`′)− ∠(~`′, ~v) = ∠(~u,~v) or the same with ~u and ~v switched. In this case,
cos(∠(~u, ~`)) = ~u · ~`′ ≤ cos(∠(~u, ~`′)) implies ∠(~u, ~`) ≥ ∠(~u,~v).
Thus for a fixed permutation σ, we have ∠(~`, ~u) + ∠(~u, σ · ~`) ≥ ∠(w, σ · w) ≥ a.
Therefore
~u ∈ Fa/2 =⇒ ∠(~u, σ · ~`) ≥ a/2. (3.10)
We may assume that |~`| = |~u|. Because ~u and the σ · ~` all lie on the sphere of radius
|~`|, the distances between ~u, ~`, σ · ~` are proportional to the angles they form with the
origin. Thus (3.10) implies that dE(~u, σ · ~`) ≥ dE(~u, ~`), so ~u ∈ F.
Although the topology of the interior F o and its image q(F o) are the same, their
geometries are very different; this underlies the difference in general between the
Fre´chet means in F o and q(F o).
Example 3.3.6 (Example C = R2/Z4 continued). F o is the open first quadrant. Let
~v, ~` ∈ F o cut out angles α, β with the positive x-axis, respectively. By the law of
cosines, the Euclidean distance between ~v, ~` is less than the distance between ~v and
Rpi/2~`, the rotation of ~` by pi/2 radians counterclockwise, iff |α − β| < pi/4. Thus for
|α− β| > pi/4, dE(~v, ~w) < dP ([~v], [~`]). Thus distances in F o and C are different.
This affects the Fre´chet means. Let ν = (4/3pi)rdrdθ be the uniform probability
measure on F supported on {(r, θ) ∈ [1, 2] × [0, pi/2]}. The Fre´chet mean on F is
the center of mass (3/2, 3/2). The cone C has a circle action which rotates points
equidistant from the vertex, and the Procrustean distance is clearly invariant under
this action. This implies that if [(r0, θ0)] is a Fre´chet mean on C, so is [(r0, θ)] for all θ.
Therefore, we can compute the Fre´chet mean at θ = pi/4. Since |(pi/4)−β| ≤ pi/4 in F ,
dE((r0, pi/4), (r, θ)) = dP ((r0, pi/4), (r, θ)) for all (r, θ) ∈ F. The previous computation
gives r0 = 3/2. We conclude that the Fre´chet mean on C is the entire circle r = 3/2.
We now find a sub-cone of F such that the Fre´chet mean of a compact convex set
K inside this sub-cone projects to the unique Fre´chet mean of the associated quotient
space K = q(K ′) inside Ud. As explained at the beginning of this section, this allows
us to derive a central limit theorem on K.
Theorem 3.3.7. Let K ⊂ Ud be such that there exists a compact convex set K ′ ⊂ Fa/4
with q : K ′ → K a homeomorphism. Then the Fre´chet mean µK of K is unique and
satisfies q(µK′) = µK.
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See Figure 3·6 for a schematic picture. This result is discussed without a full proof
in [?Jainb2016,?Jaina2016]. Note that µ(K) can be computed by finding the center
of mass µK′ of K
′ (with respect to the pullback of a distribution Q supported in K)
by standard integrals, and then projecting to Ud.
Proof. Take ~u,~v ∈ Fa/4 with |~u| = |~v| = 1. As in the previous lemma, ∠(~u, ~`) +
∠(~`, ~v) ≥ ∠(~u,~v), with equality iff ~u,~v, ~` are coplanar. Thus
∠(~u,~v) ≤ 2(a/4).
On the other hand, for σ 6= id, we have as above
∠(~u, σ · ~v) + ∠(σ · ~v, σ · ~`) ≥ ∠(~u, σ · ~`)⇒ ∠(~u, σ · ~v) ≥ ∠(~u, σ · ~`)− ∠(~v, ~`).
Let the plane containing ~0, ~u, σ · ~` intersect ∂F at a line containing the unit vector ~z.
Then
∠(~u, σ · ~`) = ∠(~u, ~z) + ∠(~z, σ · ~`) ≥ (a/2− a/4) + a/2 = 3a/4.
Therefore
∠(~u, σ · ~v) ≥ 3a/4− a/4 = a/2 ≥ ∠(~u,~v).
Since |~u| = |~v| = |σ · ~v| = 1, the distance between these vectors is proportional to
their angles. This implies that
dE(~u,~v) = dP ([~u], [~v])
on Fa/4.
As a compact convex subset of Euclidean space, K ′ has a unique Fre´chet mean. It
follows that K is compact convex. q : K ′ → K is a homeomorphism, so for [~x] ∈ K,
the Fre´chet functions on K ′ and K satisfy
f([~x]) =
∫
K
d2P ([~x], [~y])q∗Q(d[~y]) =
∫
K′
d2E(~x, ~y)Q(d~y) = f(~x).
Thus the Fre´chet mean µK′ of f on K
′ projects to µK , the unique Fre´chet mean of f
on K.
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From Thm. 3.3.7, we derive the main result Thm. 3.2.4.
We now prove that Thm. 3.3.7 is a quantitative improvement over the optimal
estimate for general Riemannian manifolds due to Afsari:
Theorem 3.3.8. [1, Thm. 2.1] Let M be a complete Riemannian manifold with sec-
tional curvatures at most ∆ and injectivity radius ιM . Set
ρ0 =
1
2
min
{
ιM ,
pi
∆
}
,
with the convention that pi
∆
= ∞ if ∆ ≤ 0. For any ρ < ρ0, a geodesic ball of radius
ρ in M has a unique Fre´chet mean.
The injectivity radius is the supremum of r > 0 such that every geodesic ball of
radius r is a topological ball. Afsari’s theorem does not apply to Ud, which is not a
manifold. We also cannot apply this theorem to the more tractable interior F ow of Fw,
which is diffeomorphic to Ud minus a set of measure zero, because F ow is not complete
in the Euclidean metric, and has zero injectivity radius.
However, we can compare Afsari’s result to Thm. 3.3.7 on (the locally complete)
geodesic balls inside Fa, as these are ordinary Euclidean balls. The Euclidean metric
has zero curvature, so pi/∆ =∞ in our convention. Therefore, we need the injectivity
radius of the smooth points of cone Fa. Take ~v lying on the cone axis. A ball B~v
centered at ~v and tangent to the cone at a point P determines a right triangle ∆O~vP .
This ball has radius |~v| sin(a/2), so this is the injectivity radius ιB~v in Thm. 3.3.8.
Thus Afsari’s theorem applies to a ball of half this radius, denoted B~v (|~v| sin(a/2)/2) .
For Thm. 3.3.7, we can take any compact set K ′ inside Fa/4. To show that this The-
orem improves the general Afsari result, we find such aK ′ containingB~v (|~v| sin(a/2)/2) .
This follows if the Fa/4 cone contains the cone containing B~v (|~v| sin(a/2)/2), which
has cone angle sin−1(sin(a/2)/2). Since sin is increasing for a ∈ (0, pi/2), it suffices to
show that
sin(a/4) ≥ sin(a/2)/2. (3.11)
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Figure 3·6: K ⊂ Fa/4, the blue cone. K and K ′ are homeomorphic
via q. The Euclidean distance between points ~x, ~y ∈ Fa/4 is the same
as the Procrustean distance between their orbits [~x], [~y], so K ′ and K
are actually isometric. The Fre´chet means of K and K ′ are related by
µK = q(µK′). In particular, the Fre´chet mean of K is unique.
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This follows from sin(2θ) = 2 sin(θ) cos(θ) ≤ 2 sin(θ).
As a result, K ′ = q(K) ⊂ Ud has a unique Fre´chet mean, even though its ra-
dius is larger than the bound in Thm. 3.3.8. This just says that the Afsari bound,
which is universal for all Riemannian manifolds, may have an improvement on specific
manifolds. Figure 3·7 illustrates this improvement.
3.3.2 Generalizations of Thm. 3.3.7
Thm. 3.3.7 can be improved in two directions. The first improvement, Theorem 3.3.9,
is a technical analytic extension which shows that the uniqueness of the Fre´chet mean
still holds for smooth distributions that are close to compactly supported distributions
supported in the Fa/4 cone. In practical terms, this means that distributions may have
small tails outside the Fa/4 cone and still have a unique Fre´chet mean. The second
improvement, Theorem 3.3.10 shows that any compact subset E ⊂ Ud has a unique
Fre´chet mean after isometrically embedding E into the Banach space of bounded
functions on E in the sup norm. While this is more appealing, the new Fre´chet mean
may not lie in the image of E and may be hard to compute.
Theorem 3.3.9. Let Q be a smooth probability distribution with support inside a
compact set E ⊂ Fa/4. There exists ζ > 0 such that for every Q′ ∈ B3Q(ζ) ∩ Cc(F ),
the Fre´chet function fQ′ has a unique minimum.
Here B3Q(ζ) denotes a ball of radius ζ around Q in a Sobolev 3-norm, and Cc(F )
denotes continuous functions with compact support in F . The proof is in Supplement
C in [29].
Secondly, we prove that any compact subset E of Ud admits an isometric embed-
ding in a normed space B(E) such that any smooth distribution supported in E has
a unique Fre´chet mean in B(E). This Fre´chet mean may not lie in the image of E.
Theorem 3.3.10. Let Q be a continuous probability distribution with support in a
compact subset E of Ud There is an isometric embedding ι of E into B(E), the space of
74
~0
~w F
~v r∗r∗2
a
3
K ′
Figure 3·7: A cross-section of the fundamental domain F showing the
improvement of Thm. 3.3.7 over the Afsari result. The Afsari work
gives a unique Fre´chet mean of the image in Ud to the ball of radius
r∗/2, where r∗ is the injectivity radius at ~v. Thm. 3.3.7 gives a unique
Fre´chet mean to the image in Ud of the larger compact set K ′ inside
the a/3 cone. The boundary of K ′ can extend down to ~0, outwards as
far as the walls of the a/3 cone, and to any finite height.
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bounded functions on E in the sup norm, such that the Fre´chet function fQ extends
to a function fQ on the closed convex hull of ι(E) and such that fQ has a unique
minimum.
The proof is also in Supplement C in [29].
We end this section with an example of the difficulties of handling a graph with
a non-distinct weight vector.
Example 3.3.11. As in Figure 2, take the distinct weight vector ~w = (3, 2, 1). The
fundamental domain is F = F~w = {x ≥ y ≥ z}. The proof of Corollary 3.3.5 shows
that every ~w1 ∈ Fa/2 has a neighborhood U on which
dP ([~w2], [~w3]) = dE(~w2, ~w3), for all ~w2, ~w3 ∈ U. (3.12)
In fact, we can take U = Fa/2 (See Example B.1 for a stronger statement.)
We now show that the vector (1, 1, 1) ∈ ∂F has no neighborhood U in F on which
(3.12) holds. Note that the stabilizer group of (1, 1, 1) is all of Σ3.
Take ~w2 = (1 + a1, 1 + a2, 1 + a3) with a1 > a2 > a3 > 0, and ~w3 = (1 + b1, 1 +
b2, 1+b3) with b1 > b2 > b3 > 0. For small a’s and b’s, these vectors will be arbitrarily
close to (1, 1, 1). Then
d2E(~w2, ~w3) =
3∑
i=1
(ai − bi)2.
Take
b1 ≈ a2, b2 ≈ a3 ≈ b3 (3.13)
and let σ = (132). Then
d2P ([~w2], [~w3]) < d
2
E(~w2, ~w3) (3.14)
if
3∑
i=1
(ai − bi)2 >
3∑
i=1
(ai − bσ(i))2. (3.15)
The left hand side of (3.15) is approximately (a1 − a2)2 + (a2 − a3)2, and the right
hand side is approximately (a1 − a3)2. Thus (3.15) holds if
(a1 − a2)2 + (a2 − a3)2 > (a1 − a3)2, i.e. if a22 + 2a1a3 > a2a1 + a2a3.
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Since a22 > a2a3, we just need
2a3 > a2. (3.16)
So once we choose the a’s and b’s to satisfy (3.13),(3.16), we obtain (3.14), which
proves the claim.
We conclude that there is no neighborhood U of (1, 1, 1) inside R3 (not just inside
F ) on which Euclidean distances in U agree with Procrustean distances in q(U) ⊂ U3.
This illustrates the impossibility of applying [1] to the singular point [(1, 1, 1)] of U3.
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Appendix A
Appendix
A.1 Computing fundamental domains
In the two appendices, we discuss the computational difficulties of implementing the
theory in Section 4. In this appendix, we show that the fundamental domain F~w is
highly sensitive to the choice of distinct vector ~w as axis.
We use a Dirichlet fundamental domain for the action of Σd on RD≥0. By Lemma
3.3.2, F = F~w =
⋂
σ∈Σn{z ∈ RD≥0 : dE(~w, ~z) ≤ dE(~w, σ~z)} for a distinct vector
~w ∈ RD≥0. This is the intersection of d! + D − 1 half-spaces, where the D coordinate
half-spaces are given by the inequalities zj ≥ 0. The cone F is a convex, non-compact
polyhedral region in RD≥0. The d! − 1 half-space regions are given by the linear
inequalities:
D∑
j=1
(wσ(j) − wj)zj ≤ 0,
for σ 6= Id.
Sage provides efficient tools for converting an input system of linear inequalities
into a minimal description of the polyhedral output region; see Supplement B.
We consider the simplest nontrivial example of graphs with four vertices: d = 4,
D =
(
d
2
)
= 6.
Example A.1.1. Choose the distinct vector ~w = (1, 2, 3, 4, 5, 6). Sage gives Fw as
the intersection of 7 half-spaces or the convex hull of 7 rays [see Figure A·1].
Example A.1.2. Now choose ~w = (1, 2, 3, 4, 5, 6.1). F~w is now described as the
convex hull of 79 rays, or the intersection of 18 half-spaces [see Figure A·2].
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Figure A·1: Sage output for computation of a fundamen-
tal domain centered at the distinct vector ~w = (1, 2, 3, 4, 5, 6).
F.Hrepresentation() lists the half-spaces whose intersection is the fun-
damental domain. Note that we started with 4! +
(
4
2
)− 1 = 29 inequal-
ities, and have narrowed it down to 7. F.V representation() lists the 7
rays whose convex hull is the fundamental domain.
A.2 Computation of the Fre´chet integral
In this Appendix, we highlight the difficulty of computing the Fre´chet integral f([~x]) =∫
Ud d
2
P ([~x], [~y])dQ
′([~y]) for all [~x]. (Here Q′ = q∗Q in the notation of Thm 3.3.7.) Even
when a fundamental domain F~x has been explicitly determined for a fixed ~x, so
that f([~x]) =
∫
F~x
d2E(~x, ~y)dQ(~y), we have seen in Appendix A.1 that the shape of F~x
depends delicately on [~x].
We can instead divide RD≥0 into d! regions Fσ(~x) = {~y ∈ RD≥0 : dP ([~x] , [~y]) =
dE(~x, σ ·~y)}. Note that Fσ(~x) is a fundamental domain for σ ·~x. Since F~w =
⋃
σ∈Σd
F~w∩
Fσ·~x for a fixed distinct vector ~w, the Fre´chet integral is given by
f(~x) =
∫
Ud
d2P ([~x] , [~y])dQ
′([~y]) =
∑
σ∈Σd
∫
F~w∩Fσ·~x
d2E(~x, σ · ~y)dQ(~y).
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Figure A·2: A partial Sage output for computation of a funda-
mental domain centered at the distinct vector ~w = (1, 2, 3, 4, 5, 6.1).
F.Hrepresentation() lists the half-spaces whose intersection is the fun-
damental domain. Note that we started with 4! +
(
4
2
)− 1 = 29 inequal-
ities, and have narrowed it down to 18. F.V representation() lists the
79 rays whose convex hull is the fundamental domain.
Although on the right hand side we now have a sum of Euclidean integrals for each
~x, as in Appendix A.1 it is difficult to explicitly compute F~w ∩ Fσ·~x.
We illustrate this computation in the simple case d = 3. Already for d = 4, the
computation becomes too lengthy for inclusion here.
Example A.2.1. d = 3. First we show that the fundamental domain F~x can be
chosen to depend only on the ordering ord(~x) (e.g. from largest to smallest, as
in Figure 2) of the components of a distinct vector ~x. The Procrustean distance
between two points is dP ([~x] , [~y]) = minσ∈Σ3 dE(~x, σ · ~y). To minimize the Euclidean
distance, we choose σ which reorders ~y to match the ordering of ~x, as any other
σ cannot decrease the distance. (This uses the special fact that Σd=3 is the full
permutation group of the D = 3 set of weight vectors). Therefore, we can choose
F = F~x = {~y ∈ R3≥0 : dE(~x, ~y) = dP ([~x], [~y])} = {~y ∈ R3≥0 : ord(~y) = ord(~x)} to be
independent of the distinct vector ~x. The Fre´chet integral for a compactly supported
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probability measure Q′ on U3 (or equivalently for Q on F ) equals
f([~x]) =
∫
F
dE(~x, ~y)
2dQ(~y)
= ‖~x‖2
∫
F
dQ(~y)− 2~x ·
∫
F
~y dQ(~y) +
∫
F
‖~y‖2dQ(~y)
= ‖~x‖2 − 2~x ·
∫
F
~y dQ(~y) +B
= ‖~x‖2 − 2
∑
i
Cix
i +B,
where the second integral on the last line is the dot product of a vector and a vector
valued integral, Ci =
∫
F
yidQ(~y), and B =
∫
F
‖~y‖2dQ(~y). Thus f is quadratic in
~x on distinct vectors. Since the distinct vectors are dense in Euclidean space, f is
quadratic on all vectors. Therefore, f is strictly convex. Since we are minimizing over
a convex region, f has a unique global minimum. To explicitly compute it, note that
F has eight strata in varying dimensions 0, 1, 2, and 3; these are labeled (1), . . . , (8)
in the table below. The restriction to each stratum is smooth away from the lower
dimensional boundaries, so we can simply minimize on each open piece to find eight
local minima x∗.
# dim Region x∗ =
(1) 3 x3 ≥ 0 and 0 < x1 < x2 < x3 (C1, C2, C3)
(2) 2 x1 = 0 and 0 < x2 < x3 (0, C2, C3)
(3) 2 0 < x1 = x2 < x3
(
1
2
(C1 + C2),
1
2
(C1 + C2), C3
)
(4) 2 0 < x1 < x2 = x3
(
C1,
1
2
(C2 + C3),
1
2
(C2 + C3)
)
(5) 1 x1 = x2 = 0 and x3 > 0 (0, 0, C3)
(6) 1 x1 = 0 and 0 < x2 = x3
(
0, 1
2
(C2 + C3),
1
2
(C2 + C3)
)
(7) 1 0 < x1 = x2 = x3 (C
′, C ′, C ′)
(8) 0 x1 = x2 = x3 = 0 (0,0,0)
Here C ′ = (1/3)(C1 + C2 + C3). The true global minimum will depend on the
values of C1, C2, and C3.
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