In this paper, we propose an unsupervised approach to select representative face samples (models) 
Introduction
Among face recognition algorithms [11] , the appearance-based or exemplar-based approach has recently gained much attention. This is due to its conceptual simplicity and strong support from studies on human perception [8] . Generally, this category of algorithms operates directly on instances of face objects and processes the images as 2D holistic patterns, therefore avoiding the difficulties associated with 3D modelling and landmark detection. While traditional image-based approaches require many training face images in order to recognize faces in a variety of viewing conditions, the key aspect of the appearance-based scheme is the use of only a small amount of data (the most representative samples) for recognition, thus leading to low memory requirement and high speed processing. However, finding these representative samples or exemplars is not an easy task, as they should resume well the intra-class variability in face appearances caused by different poses and illumination changes. In addition to these factors, the non-rigidity of face objects complicates the selection task even more. For instance, by only varying the facial expression, a face can take an infinity of different forms. The question that arises then is how to select proper face exemplars?
In [4] , the authors adopted K-means clustering to extract the exemplars from video sequences. However, such an approach generally fails to discover meaningful clusters when the data consists of complex objects embedded in a high dimensional space. The EM approach has similar drawbacks. An alternative which consists of first mapping the images onto a lower dimensional space using PCA or MDS and then performing K-means, cannot discover the non-linear structures of face images. A different approach has been adopted in [9] , in which the representative face samples were extracted from video sequences by tracking a set of facial features. For each tracking failure, the corresponding frame is added to the set of exemplars. Recently, Krueger and Zhou presented a probabilistic approach for exemplar extraction [3] .
Unlike all these approaches, in this work we propose an efficient unsupervised scheme which does not rely on extracting or tracking facial features, involves simple algorithmic implementation and avoids nonlinear optimization formulations that are prone to local minima. In a way, our approach is related to spectral clustering in which eigenvectors of matrices derived from the data are used to find clusters (See [10] for a review). However, the novelty of our approach lies in the use of an elegant and recently proposed algorithm, Locally Linear Embedding (LLE) [6] , for mapping the data onto a low-dimensional embedding space instead of the traditional eigen decomposition used in spectral clustering. Once the embedding space is obtained, K-means clustering is performed. The set of exemplars is then defined as the cluster centers. Our strategy is motivated by the demonstrated simplicity and efficiency of LLE to recover meaningful low-dimensional structures hidden in complex and high dimensional data such as face images.
To assess our analysis, we conducted a set of experiments on the CMU MoBo database [1] which contains 96 face sequences of 24 subjects. We applied the proposed approach to select face exemplars from the training video sequences and then built an appearance-based face recognition system using PCA (Principal Component Analysis) and LDA (Linear Discriminant Analysis) as baseline methods. Additionally, we considered two other alternatives to provide low-dimensional embedding: Isomap [7] and SelfOrganizing Map (SOM) [2] . We analyze the performance of these algorithms and compare the results to those obtained with traditional methods.
Selecting Representative Samples from Face Sequences
Given a training face sequence G such as shown in Fig. 1 ,
we are interested in selecting the most representative samples (or exemplars)
in order to consider them as models for appearance-based face recognition. The desirable samples are those which summarize the content of the face sequence G. In other words, they should capture the within-class variability due to illumination changes, poses, facial expressions and other factors. A straightforward approach is to apply K-means directly to the data and pick up one or a few sample(s) from each cluster. In such a way, one may not find meaningful clusters especially for complex and high-dimensional data. Our approach, however, is based on two steps: first embedding the face images in a low-dimensional space in which "similar" faces are close to each other, and then applying the K-means clustering algorithm. The exemplars can be defined then as the cluster centers. Instead of using the classical manifold learning and dimensionality reduction techniques, we adopt the recently proposed algorithm LLE to represent the faces in a low-dimensional space. For a comprehensive analysis and comparison, we also considered SOM-based and Isomap-based methods to select the exemplars. A brief description of these three different schemes is presented in Sections 2.1-2.3
LLE
LLE [6] is an unsupervised learning algorithm which maps high dimensional data onto a low-dimensional, neighbor-preserving embedding space. Considering a face sequence G and organizing the faces into a matrix X (where each column vector represents a face), the LLE algorithm involves the following three steps:
1. Find the nearest neighbors of each point X i . 2. Compute the weights W ij that best reconstruct each data point from its neighbors, minimizing the cost:
where D is the dimension of the input data) best reconstructed by the weights W ij minimizing the quadratic form:
The aim of the two first steps of the algorithm is to preserve the local geometry of the data in the low-dimensional space, while the last step discovers the global structure by integrating information from overlapping local neighborhoods. The details of the algorithm can be found in [6] . An example of LLE embedding of a face sequence in 2D is shown in Fig. 2 . Once the embedding is computed, K-means is performed and the exemplars are thus defined as the cluster centers. The results of applying K-means to a face sequence in a 2D embedded space is also shown in Fig. 2. 
Isomap
Isomap [7] is another new algorithm for non-linear dimensionality reduction and manifold learning. It computes the geodesic distances along a manifold and then applies MDS to find the embedding. Though LLE and Isomap are inspired by different intuitions, they are similar in their aims. Isomap attempts to preserve the global geometric properties of the manifold, as characterized by the geodesic distances between faraway points, while LLE attempts to preserve the local geometric properties of the manifold as characterized by the linear coefficients of local reconstructions.
For Isomap-based exemplar selection, we proceed in a similar manner as in the LLE-based method, by performing K-means in the embedding space provided by Isomap.
SOM
Self-Organizing Map (SOM) [2] is a popular and wellestablished non-linear dimensionality reduction and unsupervised learning method based on neural networks. It maps high-dimensional input into a grid of nodes in which similar data are close to each other. In contrast to LLE and Isomap, SOM does not map the data by preserving pairwise distances but by preserving neighborhood relations. Therefore, it allows the mapping either to stretch or shrink some regions of the manifold when necessary. In [5] , a SOM was used to learn the appearance models for view-based texture recognition using texture features as input data. We adopted a similar approach here for face exemplar extraction but using the raw pixels as input data. The training faces in G are fed to an L * L SOM map. After the training phase, the input data is mapped into the 2D SOM map in which similar faces are close to each other. The representative models are selected by considering one or more sample(s) in each local neighborhood. For instance, for extracting 5 exemplars, one sample from each corner of the SOM map in addition to the center sample are chosen.
Experimental results
To assess the performance of different approaches of extracting the exemplars, we conducted a set of experiments on the CMU MoBo database [1] which contains 96 face sequences of 24 subjects walking on a treadmill. 4 different walking situations are considered: slow walking, fast walking, incline walking and carrying a ball. Each sequence consists of 300 frames. From each video sequence, we cropped the face regions, thus obtaining face images of 40*40 pixels. An example of a face sequence is shown in Fig. 1 . Since the database contains videos in 4 different situations, we considered one situation for training and the others for testing. We report the average recognition rates for the 4 combinations: 1 training situation and 3 testing situations.
We applied the proposed approaches to select face exemplars from the training video sequences and then built appearance-based face recognition systems using PCA and LDA as baseline methods. To determine the identity of a test video B, we use the probabilistic voting strategy over all frames in B. This strategy consists of combining the recognition confidences in every frame to decide on the person identity in the probe video B.
Before extracting the exemplars, we first determined the dimensionality of the embedding space which corresponds to the intrinsic dimension of the face sequences. For visualization, 2D and 3D are usually considered. However, in our case, more dimensions can be used since our aim is clustering using K-means rather than visualization. We used the residual variance [7] to determine the intrinsic dimension of the face images. Note that the residual variance characterizes how well the low-dimensional Euclidean embedding captures the geodesic distances. Lower residuals indicate better-fitting solutions with less metric distortion. Fig. 3 shows the relation between the dimensionality and the residual variance when applying Isomap. We noticed that for most of the face sequences, the residual variance does not change for dimensions ≥ 6. Therefore, we choose the dimension of the embedding space equal to 6 in the experiments. Fig. 1 in 2D space using LLE. Although the intrinsic dimensionality of the faces is higher than two, LLE provides rather well embedding. The result of applying the K-means is also shown First, we applied LLE to the training face sequences and then performed K-means clustering (with K = 3, 5, 8) in the obtained 6-dimensional embedding space. Thus, we selected K exemplars from each training video sequence. Fig. 1 shows an example of a face sequence and the selected exemplars (K = 5). We also considered the exemplars computed by applying Isomap and SOM. For the SOM-based approach, we used a 5x5 map. Table 1 shows the face recognition results using the different approaches for extracting the exemplars which are used in the appearance-based recognition. Additionally, we report the results for some classical approaches such as random selection of exemplars ( 1 st row), applying K-means in the high-dimensional space (2 nd row) and using PCA for dimensionality reduction (3 rd row).
The results clearly indicate that the approaches (LLE, Isomap and SOM) selected better (more representative) models than the traditional approaches (K-means, PCA+K-means and random selection) since they yield better recognition rates (comparison between the first and last 3 rows in Table 1 ). For instance, random selection of 5 face samples from the training videos and using them as models yield recognition rates of only 49.1% and 46.7% for PCA and LDA methods, respectively. Although applying K-means on raw data in the high-dimensional space improves the performance, the results (64.5% and 67.0% ) are still poor in comparison to those obtained with LLE, for example (87.1% and 90.8%).
We also noticed that the SOM-based technique gave almost as good results as the LLE and Isomap methods. Indeed, LLE performed only slightly better than SOM and Isomap (see Table 1 ). However, an important advantage of LLE over the other two methods lies in its computational efficiency as it involves a sparse matrix. In comparison to SOM, the implementations of LLE and Isomap are straightforward and involve only one free parameter. However, at the price of more parameters and complexity SOM behaves generally in a more tolerant and robust way in case of imperfect manifolds containing outliers, for example. 
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Discussion and Conclusion
We presented new schemes to select models from video sequences and built an appearance-based face recognition system. Our approach is based on two steps: first embedding the face images in a low-dimensional space in which "similar" faces are close to each other, and then applying K-means clustering. The novelty of the approach lies in the use of an elegant and recently proposed algorithm (LLE) for mapping the face images onto the low-dimensional space in which the clusters are more "obvious".
We conducted extensive experiments on the CMU MoBo video database. The results clearly showed that the LLEbased approach selected better models than those found using traditional methods such as K-means, PCA+K-means and random selection. We noticed considerable recognition performance enhancements using our proposed approach. Additionally, we considered two other methods for selecting the exemplars: Isomap and SOM. Although these two methods performed rather well, slightly better recognition rates were obtained with LLE. The main advantages of LLE and Isomap over SOM reside in their simplicity and noniterative optimization. As a counterpart, SOM can map a wider class of manifolds.
In all our experiments, we considered the raw pixels as input data to the algorithms. For LLE and Isomap, this guarantees the smoothness of the manifold especially when the images arise from video sequences. However, one may more easily adopt other features for SOM as the approach is tolerant to different kinds of inputs.
One drawback to using K-means clustering is the choice of the number of clusters (which defines the number of models) as it has to be fixed in advance. We experimented with different values and the tests have confirmed the validity of our approach. It is of interest to extend the approach to automatically select the optimal number of exemplars.
