The SIR infections disease model is an important biologic model. In this paper, the split-step forward Milstein method, is used for solving numerically stochastic SIR model. The stability of this method is better than the Milsteins methods.
Introduction
W. O. Kermack and A. G. McKendrick introduced a model SIR model. In this model: S(t) shows susceptible to the disease. I(t) represents the number of individuals who have been infected with the disease and R(t) is individuals who have been infected and then removed from the disease. In modeling the spread process of infectious diseases, many classical epidemic models have been proposed and studied, such as SIR, SEIR and SIRS [1] [2] [3] [4] . Despite of a century of thorough work, the problem of mathematical description of spread of an epidemic is still an actual question, see for example the review [5] , the book [6] and references therein. In recent years, a SIR model with distributed delay has been studied, for example, H.W. Hethcote [7] , Hale, S. Verduyn Lunel [8] , W. O. Kermack and A. G. Mckendrick [9] .
The SIR models is defined as: 
where, ( ), ( = 1, 2, 3) are independent Brownian motions. F. Hosseini Shekarabi et al. [10] , introduced application of operational matrices to numerical solution of stochastic SIR model. Here we use the split-step forward Milstein method for solving numerically stochastic SIR model.
Iterative methods (Overview)
It is difficult to deal with the SDEs analytically because of the highly non differentiable the realization of the Wiener process. There are different, iterative methods that can be used to integrate SDE systems. The most widely-used ones are introduced in the following sections.
 Explicit order 0.5 strong Taylor scheme  Explicit order 1.0 strong Taylor scheme Milstein and derivative-free Milstein (Runge-Kutta approach)  Explicit order 1.5 strong Taylor scheme Explicit order 0.5 strong Taylor scheme Euler-Maruyama method The simplest stochastic numerical approximation is the Euler-Maruyama method that requires the problem to be described using the Itˆo scheme. For Stratonovich interpretation, one can use the Euler-Heun method. This approximation is a continuous time stochastic process that satisfy the iterative scheme [11] . As the order of convergence for the Euler-Maruyama method is low (strong order of convergence 0.5, weak order of convergence 1), the numerical results are inaccurate unless a small step size is used. In fact, EulerMaruyama represents the order 0.5 strong Taylor scheme. By adding one more term from the stochastic Taylor expansion, one obtains a 1.0 strong order of convergence scheme known as Milstein scheme [12] .
Euler-Heun method
If a problem is described using the Stratonovich scheme, then the Euler-Heun method has to be used instead of the Euler-Maruyama method that is only valid for Itˆo SDEs [15, 18] . 
is the first derivative of . The iterative method defined by (2.9) must be used with Itˆo SDEs whether (2.10) has to be applied to Stratonovich SDEs. Note that when additive noise is used, i.e. when is constant and not anymore a function of Y then both Itˆo and Stratonovich interpretations are equivalent ( ′ = 0).
Derivative-free Milstein method
The drawback of the previous method is that it requires the analytic specification of the first derivative of (Y ), analytic expression that can become quickly highly complexe. The following implementation approximates this derivative thanks to a Runge-Kutta approach [11] .
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where (2.12) and (2.13) must be applied respectively to Itˆo and Stratonovich SDEs.
Explicit order 1.5 strong Taylor scheme
By adding more terms from a stochastic Taylor expansion than in Milstein scheme, higher strong orders can be obtained. A method to generate a strong order 1.5 method is by introduced Burrage & Platen [14, 15] . For the need of this method, a random variable is introduced.
which is a Gaussian distributed with mean zero, variance 
Stochastic Runge-Kutta
This implementation allows to achieve a 1.5 strong order of converge. This is the highest strong order obtained with a Runge-Kutta approach that keeps a "simple" structure. This implementation makes use of the ∆ introduced in (2.16) [14, 15] . Note that this method has been designed for Itˆo SDEs. 
Convergence
An approximation converges with strong order > 0 if there exists a constant such that [14] (| − |) ≤ · ℎ (2.21) for step sizes ℎ ∈ (0, 1), with being the true solution at time and the approximation. The symbol stands for expectation. It appears that Euler-Maruyama scheme converges only with strong order = 0.5. Strong approximation is tightly linked to the use of the original increments of the Wiener process [14] . However in several applications, it is not needed to simulate a pathwise approximation of a Wiener process. For instance, one could be only interested in the moments of the solution of a SDE. A discrete time approximation converges with weak order > 0 if for any polynomial (·) there exists a constant such that
for step sizes ℎ ∈ (0, 1). It turns out that Euler-Maruyama scheme converges with weak order = 1.0 [16] .
Split -step forward Milstein method
Let (Ω,F,P) be probability space with t ∈ [t 0 , T ]. Consider the following SDE ( ) = ( ( )) + ( ( )) ( ), (3.23)
Let ′ denote vector of length with ith component equal to
Suppose that [16, 17] :
A1. For any 1 , 2 ∈ , the functions f, g and gg ′ satisfy the Lipschitz condition:
A2. The functions , and ′ satisfy a linear growth condition; that is, The split-step forward Milstein (SSFM) method for SDE (3.30 ) is [17, 18] : The SSFM method is consistent with order 2 in the mean and order (3.32) considered in [13] .
Application of SSFM method is applied to solve SIR model
Consider the SIR model in Eq. (1.2). Applying split -step forward Milstein discretization in (3.32) for this system of equations we have:
(4.33)
After solving this nonlinear system (4.33), we find , , and finally ( ), ( ), ( ) are approximated.
Numerical example
For an example and in order to confirm above results, Put: Table 3 : Mean and confidence interval for R(t).
Conclusion
This paper suggested a numerical method for solving SIR model by using SSFM method. The significant feature of our method is its better stability [18] as compared to the Milstein method and three stage Milstein methods. From the numerical result (SIR model), it is also clear that the SSFM method is suitable for solving stiff stochastic differential equations. However we believe there is considerable scope for researchers to make important contributions in these areas. 
95%

