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Abstract
Adaptive importance sampling (AIS) uses past samples to update the sampling policy qt at each stage
t. Each stage t is formed with two steps : (i) to explore the space with nt points according to qt and
(ii) to exploit the current amount of information to update the sampling policy. The very fundamental
question raised in this paper concerns the behavior of empirical sums based on AIS. Without making
any assumption on the allocation policy nt, the theory developed involves no restriction on the split
of computational resources between the explore (i) and the exploit (ii) step. It is shown that AIS is
asymptotically optimal : the asymptotic behavior of AIS is the same as some “oracle” strategy that
knows the targeted sampling policy from the beginning. From a practical perspective, weighted AIS is
introduced, a new method that allows to forget poor samples from early stages.
1 Introduction
The adaptive choice of a sampling policy lies at the heart of many fields of Machine Learning where former
Monte Carlo experiments guide the forthcoming ones. This includes for instance reinforcment learning
[20, 28, 31] where the optimal policy maximizes the reward; inference in Bayesian [6] or graphical models [22];
optimization based on stochastic gradient descent [35] or without using the gradient [19]; rejection sampling
[12]. Adaptive importance sampling (AIS) [26, 2], which extends the basic Monte Carlo integration approach,
offers a natural probabilistic framework to describe the evolution of sampling policies. The present paper
establishes, under fairly reasonable conditions, that AIS is asymptotically optimal, i.e., learning the sampling
policy has no cost asymptotically.
Suppose we are interested in computing some integral value
∫
ϕ, where ϕ : Rd → R is called the integrand.
The importance sampling estimate of
∫
ϕ based on the sampling policy q, is given by
n−1
n∑
i=1
ϕ(xi)
q(xi)
, (1)
where (x1, . . . xn)
i.i.d.∼ q. The previous estimate is unbiased. It is well known, e.g., [17, 13], that the optimal
sampling policy, regarding the variance, is when q is proportional to |ϕ|. A slightly different context where
importance sampling still applies is Bayesian estimation. Here the targeted quantity is
∫
ϕpi and we only
have access to an unnormalized version piu of the density pi = piu/
∫
piu. Estimators usually employed are
n∑
i=1
ϕ(xi)piu(xi)
q(xi)
/
n∑
i=1
piu(xi)
q(xi)
. (2)
In this case, the optimal sampling policy q is proportional to |ϕ− ∫ ϕpi|pi (see [9] or Remark 6 below).
Both previous frameworks, namely, the classical integration problem and the Bayesian estimation problem,
are examples where the sampling policy can be chosen appropriately. Because appropriate policies naturally
depend on ϕ or pi, we generally cannot simulate from them. They are then approximated adaptively, by
densities from which we can simulate, using the information gathered from the past stages. This is the very
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spirit of AIS. At each stage t, the value It, standing for the current estimate, is updated using i.i.d. new
samples xt,1, . . . xt,nt from qt, where qt is a probability density function that might depend on the past stages
1, . . . t− 1. The distribution qt, called the sampling policy, targets some optimal, at least suitable, sampling
policy. The sequence (nt) ⊂ N∗, called the allocation policy, contains the number of particles generated at
each stage.
The following algorithm describes the AIS schemes for the classical integration problem. For the Bayesian
problem, it suffices to change the estimate according to (2). This is a generic representation of AIS as no
explicit update rule is specified (this will be discussed just below).
Algorithm 1 (AIS).
Inputs: The number of stages T ∈ N∗, the allocation policy (nt)t=1,...T ⊂ N∗, the
sampler update procedure, the initial density q0.
Set S0 = 0, N0 = 0. For t in 1, . . . T :
(i) (Explore) Generate (xt,1, . . . xt,nt) from qt−1
(ii) (Exploit)
(a) Update the estimate: St = St−1 +
nt∑
i=1
ϕ(xt,i)
qt−1(xt,i)
Nt = Nt−1 + nt
It = N
−1
t St
(b) Update the sampler qt
Pioneer works on adaptive schemes include [21] where, within a two-stages procedure, the sampling policy
is chosen out of a parametric family; this is further formalized in [14]; [26] introduces the idea of a multi-stages
approach where all the previous stages are used to update the sampling policy (see also [30] regarding the
choice of the loss function); [27] investigates the use of control variates coupled with importance sampling; the
population Monte Carlo approach [3, 2] offers a general framework for AIS and has been further studied using
parametric mixtures [8, 9]; see also [5, 33] for a variant called multiple adaptive importance sampling ; see [11]
for a recent review. In [34, 24], using kernel smoothing, nonparametric importance sampling is introduced.
The approach of choosing qt out of a parametric family should also be contrasted with the non parametric
approach based on particles often refereed to as sequential Monte Carlo [6, 4, 10] whose context is different
as traditionally the targeted distribution changes with t. The distribution qt−1 is then a weighted sum of
Dirac masses
∑
i wt−1,iδxt−1,i , and updating qt follows from adjustment of the weights.
The theoretical properties of adaptive schemes are difficult to derive due to the recycling of the past
samples at each stage and hence to the lack of independence between samples. Among the update based on
a parametric family, the convergence properties of the Kullback-Leibler divergence between the estimated
and the targeted distribution are studied in [8]. Properties related to the asymptotic variance are given in
[9]. Among nonparametric update, [34] establishes fast convergence rates in a two-stages strategy where the
number of samples used in each stage goes to infinity. For sequential Monte Carlo, limit theorems are given
for instance in [6, 4, 10]. All these results are obtained when T is fixed and nT →∞ and therefore misses
the true nature of the adaptive schemes for which the asymptotic should be made with respect to T .
Recently, a more realistic asymptotic regime was considered in [23] in which the allocation policy (nt) is a
fixed growing sequence of integers. The authors establish the consistency of the estimate when the update is
conducted with respect to a parametric family but depends only on the last stage. They focus on multiple
adaptive importance sampling [5, 33] which is different than AIS (see Remark 2 below for more details).
In this paper, folllowing the same spirit as [8, 9, 2], we study parametric AIS as presented in the AIS
algorithm when the policy is chosen out of a parametric family of probability density functions. Our analysis
focuses on the following 3 key points which are new to the best of our knowledge.
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• A central limit theorem is established for the AIS estimate It. It involves high-level conditions on
the sampling policy estimate qt (which will be easily satisfied for parametric updates). Based on the
martingale property associated to some sequences of interest, the asymptotic is not with T fixed and
nT →∞, but with the number of samples n1 + · · ·+ nT →∞. In particular, the allocation policy (nt)
is not required to grow to infinity. This is presented in section 2.
• The high-level conditions are verified in the case of parametric sampling policies with updates taking
place in a general framework inspired by the paradigm of empirical risk minimization (several concrete
examples are provided). This establishes the asymptotic optimality of AIS in the sense that the rate
and the asymptotic variance coincide with some “oracle” procedure where the targeted policy is known
from the beginning. The details are given in section 3.
• A new method, called weighted AIS (wAIS) is designed in section 4 to eventually forget bad samples
drawn during the early stages of AIS. Our numerical experiments shows that (i) wAIS accelerates
significantly the convergence of AIS and (ii) small allocation policies (nt) (implying more frequent
updates) give better results than large (nt) (at equal number of requests to ϕ). This last point supports
empirically the theoretical framework adopted in the paper.
All the proofs are given in the supplementary material.
2 Central limit theorems for AIS
For the sake of generality and because it will be useful in the treatment of normalized estimators, we consider
the multivariate case where ϕ = (ϕ1, . . . ϕp) : Rd → Rp. In the whole paper,
∫
ϕ is with respect to the
Lebesgue measure, ‖ · ‖ is the Euclidean norm.
To study the AIS algorithm, it is appropriate to work at the sample time scale as described below rather
than at the sampling policy scale as described in the introduction. The sample xt,i (resp. the policy qt) of
the previous section (t is the block index and i the sample index within the block) is now simply denoted xj
(resp. qj), where j = n1 + . . . nt + i is the sample index in the whole sequence 1, . . . n, with n = NT . The
following algorithm is the same as Algorithm 1 (no explicit update rule is provided) but is expressed at the
sample scale.
Algorithm 2 (AIS at sample scale).
Inputs: The number of stages T ∈ N∗, the allocation policy (nt)t=1,...T ⊂ N∗, the
sampler update procedure, the initial density q0.
Set S0 = 0. For j in 1, . . . n :
(i) (Explore) Generate xj from qj−1
(ii) (Exploit)
(a) Update the estimate: Sj = Sj−1 +
ϕ(xj)
qj−1(xj)
Ij = j
−1Sj
(b) Update the sampler qj whenever j ∈ {Nt =
∑t
s=1 ns : t > 1}
2.1 The martingale property
Define ∆j as the j-th centered contribution to the sum Sj : ∆j = ϕ(xj)/qj−1(xj)−
∫
ϕ. Define, for all n > 1,
Mn =
n∑
j=1
∆j .
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The filtration we consider is given by Fn = σ(x1, . . . xn). The quadratic variation of M is given by
〈M〉n =
∑n
j=1 E
[
∆j∆
T
j |Fj−1
]
. Set
V (q, ϕ) =
∫ (
ϕ(x)− q(x) ∫ ϕ) (ϕ(x)− q(x) ∫ ϕ)T
q(x)
dx. (3)
Lemma 1. Assume that for all 1 6 j 6 n, the support of qj contains the support of ϕ, then the sequence
(Mn,Fn) is a martingale. In particular, In is an unbiased estimate of
∫
ϕ. In addition, the quadratic
variation of M satisfies 〈M〉n =
∑n
j=1 V (qj−1, ϕ).
2.2 A central limit theorem for AIS
The following theorem describes the asymptotic behavior of AIS. The conditions will be verified for parametric
updates in section 3 (see Theorem 3).
Theorem 1 (central limit theorem for AIS). Assume that the sequence qn satisfies
V (qn, ϕ)→ V∗, a.s. (4)
for some V∗ > 0 and that there exists η > 0 such that
sup
j∈N
∫ ‖ϕ‖2+η
q1+ηj
<∞, a.s. (5)
Then we have
√
n
(
In −
∫
ϕ
)
d→ N (0, V∗).
Remark 1 (zero-variance estimate). Suppose that p = 1 (recalling that ϕ : Rd → Rp). Theorem 1 includes
the degenerate case V∗ = 0. This happens when the integrand has constant sign and the sampling policy
is well chosen, i.e. qn → |ϕ|/
∫ |ϕ|. In this case, we have that √n(In − ∫ ϕ) = op(1), meaning that the
standard Monte Carlo convergence rate (1/
√
n) has been improved. This is inline with the results presented
in [34] where fast rates of convergence (compared to standard Monte Carlo) are obtained under restrictive
conditions on the allocation policy (nt). Note that other techniques such as control variates, kernel smoothing
or Gaussian quadrature can achieve fast convergence rates [25, 29, 1, 7].
Remark 2 (adaptive multiple importance sampling). Another way to compute the importance weights,
called multiple adaptive importance sampling, has been introduced in [33] and has been successfully used in
[27, 5]. This consists in replacing qj−1 in the computation of Sj by q¯j−1 =
∑j
i=1 qi−1/j, xj still being drawn
under qj−1. The intuition is that this averaging will reduce the effect of exceptional points xj for which
|ϕ(xj)|  qj−1(xj) (but |ϕ(xj)| 6 q¯j−1(xj)). Our approach is not able to study this variant, simply because
the martingale property described previously is not anymore satisfied.
2.3 Normalized AIS
The normalization technique described in (2) is designed to compute
∫
ϕpi, where pi is a density. It is useful in
the Bayesian context where pi is only known up to a constant. As this technique seems to provide substantial
improvements compared to unnormalized estimates (i.e., (1) with ϕ replaced by ϕpi), we recommend to use it
even when the normalized constant of pi is known. Normalized estimators are given by
I(norm)n =
In(ϕpi)
In(pi)
, with In(ψ) = n−1
n∑
j=1
ψ(xj)/qj−1(xj).
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Interestingly, normalized estimators are weighted least-squares estimates as they minimize the function
a 7→ ∑nj=1(pi(xj)/qj−1(xj))(ϕ(xj) − a)2. In contrast with In, I(norm)n has the following shift-invariance
property : whenever ϕ is shifted by µ, I(norm)n simply becomes I
(norm)
n + µ. Because In(ψ) is of the same kind
as In defined in the second AIS algorithm, a straightforward application of Theorem 1 (with (ϕTpi, pi)T in
place of ϕ) coupled with the delta-method [32, chapter 3] permits to obtain the following result.
Corollary 1 (central limit theorem for normalized AIS). Suppose that (4) and (5) hold with (ϕTpi, pi)T (in
place of ϕ). Then we have
√
n
(
I(norm)n −
∫
ϕpi
)
d→ N (0, uTV∗u),
with u = (1,− ∫ ϕTpi)T .
3 Parametric sampling policy
From this point forward, the sampling policies qt, t = 1, . . . T (we are back again to the sampling policy scale
as in Algorithm 1), are chosen out of a parametric family of probability density functions {qθ : θ ∈ Θ}. All
our examples fit the general framework of empirical risk minimization over the parameter space Θ ⊂ Rq,
where θt is given by
θt ∈ argminθ∈Θ Rt(θ), (6)
Rt(θ) =
t∑
s=1
ns∑
i=1
mθ(xs,i)
qs−1(xs,i)
,
where qs is a shortcut for qθs , mθ : Rd → R might be understood as a loss function (see the next section for
examples). Note that Rt/Nt is an unbiased estimate of the risk r(θ) =
∫
mθ.
3.1 Examples of sampling policy
We start by introducing a particular case, which is one of the simplest way to implement AIS. Then we will
provide more general approaches. In what follows, the targeted policy, denoted by f , is chosen by the user
and represents the distribution from which we wish to sample. It often reflects some prior knowledge on the
problem of interest. If ϕ : Rd → Rp, with p = 1, then (as discussed in the introduction) f ∝ |ϕ| is optimal for
(1) and f ∝ |ϕ − ∫ ϕpi|pi is optimal for (2). In the Bayesian context where many integrals ∫ (ϕ1, . . . ϕp)dpi
need to be computed, a usual choice is f = pi. All the following methods only require calls to an unnormalized
version of f .
Exact method of moments with Student distributions. In this case (qθ)θ∈Θ is just the family of
multivariate Student distributions with ν > 2 degrees of freedom (fixed parameter). The parameter θ contains
a location and a scale parameter µ and Σ. This family has two advantages: the parameter ν allows tuning
for heavy tails, and estimation is easy because moments of qθ are explicitly related to θ. A simple unbiased
estimate for µ is (1/Nt)
∑t
s=1
∑ns
i=1 xs,if(xs,i)/qs−1(xs,i), but, as mentioned in section 2.3, we prefer to use
the normalized estimate (using the shortcut qs for qθs):
µt =
t∑
s=1
ns∑
i=1
xs,i
f(xs,i)
qs−1(xs,i)
/
t∑
s=1
ns∑
i=1
f(xs,i)
qs−1(xs,i)
, (7)
Σt =
(
ν − 2
ν
) t∑
s=1
ns∑
i=1
(xs,i − µt)(xs,i − µt)T f(xs,i)
qs−1(xs,i)
/
t∑
s=1
ns∑
i=1
f(xs,i)
qs−1(xs,i)
. (8)
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Generalized method of moments (GMM). This approach includes the previous example. The policy
is chosen according to a moment matching condition, i.e.,
∫
gqθ =
∫
gf for some function g : Rd → RD. For
instance, g might be given by x 7→ x or x 7→ xxT (both are considered in the Student case). Following [18],
choosing θ such that the empirical moments of g coincide with
∫
gqθ might be impossible. We rather compute
θt as the minimum of ∥∥∥∥∥Eθ(g)−
(
t∑
s=1
ns∑
i=1
g(xs,i)
f(xs,i)
qs−1(xs,i)
/
t∑
s=1
ns∑
i=1
f(xs,i)
qs−1(xs,i)
)∥∥∥∥∥
2
.
Equivalently,
θt ∈ argminθ∈Θ
t∑
s=1
ns∑
i=1
‖Eθ(g)− g(xs,i)‖2 f(xs,i)
qs−1(xs,i)
,
which embraces the form given by (6), with mθ = ‖Eθ(g)− g‖2f .
Kullback-Leibler approach. Following [32, section 5.5], define the Kullback-Leibler risk as r(θ) =
− ∫ log(qθ)f . Update of θt is done by minimizing the current estimator of Ntr(θ) given by
Rt(θ) = Rt−1(θ)−
nt∑
i=1
log(qθ(xt,i))f(xt,i)
qt−1(xt,i)
. (9)
Variance approach. Another approach, when ϕ : Rd → Rp with p = 1, consists in minimizing the variance
over the class of sampling policies. In this case, define r(θ) =
∫
ϕ2/qθ, and follow a similar approach as before
by minimizing at each stage,
Rt(θ) = Rt−1(θ) +
nt∑
i=1
ϕ(xt,i)
2
qθ(xt,i)qt−1(xt,i)
. (10)
This case represents a different situation than the Kullback-Leibler approach and the GMM. Here, the
sampling policy is selected optimally with respect to a particular function ϕ whereas for KL and GMM the
sampling policy is driven by a targeted distribution f .
Remark 3 (computation cost). The update rule (6) might be computationally costly but alternatives exist.
For instance, when qθ is a family of Gaussian distributions, closed formulas are available for (10). In fact
we are in the case of weighted maximum likelihood estimation for which we find exactly (7) and (8), with
ν =∞. This is computed online at no cost. Another strategy to reduce the computation time is to use online
stochastic gradient descent in (6).
Remark 4 (block estimator). In [23], the authors suggest to update θ based only on the particles from the last
stage. For the Kullback-Leibler update, (9) would be replaced by Rt(θ) = −
∑nt
i=1 log(qθ(xt,i))f(xt,i)/qt−1(xt,i).
While this update makes easier the theoretical analysis (assuming that nt →∞), its main drawback is that
most of the computing effort is forgotten at each stage as the previous computations are not used.
3.2 Consistency of the sampling policy and asymptotic optimality of AIS
The updates described before using GMM, the Kullback-Leibler divergence or the variance, all fit within the
framework of empirical risk minimization, given by (6), which rewritten at the sample scale gives
Rj(θ) = Rj−1(θ) +
mθ(xj)
qj−1(xj)
− if j ∈ {Nt : t > 1} then : θj ∈ argminθ∈Θ Rj(θ)
qj = qθj
− else : qj = qj−1.
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The proof follows from a standard approach from M -estimation theory [32, Theorem 5.7] but a particular
attention shall be payed to the uniform law of large numbers because of the missing i.i.d. property of the
sequences of interest.
Theorem 2 (concistency of the sampling policy). Set M(x) = supθ∈Θmθ(x). Assume that Θ ⊂ Rq is a
compact set and that∫
M(x)dx <∞, sup
θ∈Θ
∫
M(x)2
qθ(x)
dx <∞, and ∀θ 6= θ∗, r(θ) =
∫
mθ >
∫
mθ∗ . (11)
If moreover, for any x ∈ Rd, the function θ 7→ mθ(x) is continuous on Rq, then
θn → θ∗, a.s.
The conclusion given in Theorem 2 permits to check the conditions of Theorem 1. This leads to the
following result.
Theorem 3 (asymptotic optimality of AIS). Under the assumptions of Theorem 2, if there exists η > 0 such
that supθ∈Θ
∫ ‖ϕ‖2+η/q1+ηθ <∞, then, we have
√
n (In − I) d→ N
(
0, V (qθ∗ , ϕ)
)
,
where V (·, ·) is defined in Equation (3).
Remark 5 (the oracle property). From (11), we deduce that qθ∗ is the unique minimizer of the risk function
r. The risk function based on GMM or the Kullback-Leibler approach (described in section 3.1) is derived
from a certain targeted density f in such a way that if qθ = f , then r(θ) is a minimum. Hence under the
identifiability conditions of Theorem 2, whenever f ∈ {qθ : θ ∈ Θ}, we have qθ∗ = f . This means that
asymptotically, AIS achives the same variance as the “oracle” importance sampling method based on the (fixed)
sampler f .
Remark 6 (optimal policy for normalized AIS). For normalized AIS, the asymptotic variance is uTV (qθ∗ , (ϕTpi, pi)T )u,
V and u are given in Corollary 1. Minimizing w.r.t. qθ∗ , we obtain the result (recalled in the introduction for
nonadaptive strategies) that the optimal sampling policy for normalized AIS is proportional to |ϕ− ∫ ϕpi|pi
(see section B.1 in the supplementary material).
4 Weighted AIS
We follow ideas from [9, section 4] to develop a novel method to estimate
∫
ϕpi. The method is called
weighted adaptive importance sampling (wAIS), and will automatically re-weights each sample depending
on its accuracy. It allows in practice to forget poor samples generated during the early stages. For clarity,
suppose that ϕ : Rd → Rp with p = 1. Define the weighted estimate, for any function ψ,
I
(α)
T (ψ) = N
−1
T
T∑
t=1
αT,t
nt∑
i=1
ψ(xt,i)
qt−1(xt,i)
.
Note that for any sequence (αT,1, . . . αT,T ) such that
∑T
t=1 ntαT,t = Nt, I
(α)
T (ψ) is an unbiased estimate of
∫
ψ.
Let σ2t = E[V (qt−1, ϕ)] where V (·, ·) is defined in Equation (3). The variance of I(α)T (ϕ) is N−2T
∑T
t=1 α
2
T,tntσ
2
t
which minimized w.r.t. (α) gives αT,t ∝ σ−2t , for each t = 1, . . . T . In [9], a re-weighting is proposed using
estimates of σt (based on sample of the t-th stage). We propose the following weights
α−1T,t ∝
nt∑
i=1
(
pi(xt,i)
qt−1(xt,i)
− 1
)2
, (12)
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satisfying the constraints
∑T
t=1 ntαT,t = Nt. The wAIS estimate is the (weighted and normalized) AIS
estimate given by
I
(α)
T (ϕpi)/I
(α)
T (pi). (13)
In contrast with the approach in [9], because our weights are based on the estimated variance of pi/qt−1, our
proposal is free from the integrand ϕ and thus reflects the overall quality of the t-th sample. This makes
sense whenever many functions need to be integrated making inappropriate a re-weighting depending on
a specific function. Another difference with [9] is that we use the true expectation, 1, in the estimate of
the variance, rather than the estimate (1/nt)
∑nt
i=1 pi(xt,i)/qt−1(xt,i). This permits to avoid the situation
(common in high dimensional settings) where a poor sampler qt−1 is such that pi(xt,i)/qt−1(xt,i) ' 0, for all
i = 1, . . . nt, implying that the classical estimate of the variance is near 0, leading (unfortunately) to a large
weight.
5 Numerical experiments
In this section, we study a toy Gaussian example to illustrate the practical behavior of AIS. Special interest is
dedicated to the effect of the dimension d, the practical choice of (nt) and the gain given by wAIS introduced
in the previous section. We set NT = 1e5 and we consider d = 4, 8, 16. The code is made available at
https://github.com/portierf/AIS.
The aim is to compute µ∗ =
∫
xφµ∗,σ∗(x)dx where φµ,σ : Rd → R is the probability density of N (µ, σ2Id),
µ∗ = (5, . . . 5)T ∈ Rd, σ∗ = 1, and Id is the identity matrix of size (d, d). The sampling policy is taken
in the collection of multivariate Student distributions of degree ν = 3 denoted by {qµ,Σ0 : µ ∈ Rd} with
Σ0 = σ0Id(ν − 2)/ν and σ0 = 5. The initial sampling policy is set as µ0 = (0, . . . 0) ∈ Rd. The mean µt is
updated at each stage t = 1, . . . T following the GMM approach as described in section 3, leading to the
simple update formula
µt =
t∑
s=1
ns∑
i=1
xs,i
f(xs,i)
qs−1(xs,i)
/
t∑
s=1
ns∑
i=1
f(xs,i)
qs−1(xs,i)
,
with f = φµ∗,σ∗ . In section C of the supplementary file, other results considering the update of the variance
within the student family are provided.
As the results for the unnormalized approaches were far from being competitive with the normalized
ones, we consider only normalized estimators. The (normalized) AIS estimate of µ∗ is simply given by µt as
displayed above. The wAIS estimate of µ∗ is computed using (13) with weights (12).
We also include the adaptive MH proposed in [15], where the proposal, assuming that Xi−1 = x, is given
by N (x, (2.4)2(Ci + Id)/d), if i > i0, and N (x, Id), if i 6 i0, with Ci the empirical covariance matrix of
(X0, X1, . . . Xi−1), i0 = 1000 and  = 0.05 (other configurations as for instance using only half of the chain
have been tested without improving the results). Finally we consider a so called “oracle” method : importance
sampling with fix policy φµ∗,σ∗ .
For each method that returns µ, the mean square error (MSE) is computed as the average of ‖µ− µ∗‖2
computed over 100 replicates of µ.
In Figure 1, we compare the evolution of all the mentioned algorithms with respect to stages t = 1, . . . T = 50
with constant allocation policy nt = 2e3 (for AIS and wAIS). The clear winner is wAIS. Note that the policy
φµ∗,σ∗ , which is not the optimal one (see Remark 6), seems to give worse results than the the policy φµ∗,5, as
wAIS with sig_0 performs better than the “oracle” after some time.
In Figure 2, we examine 3 constant allocation policies given by T = 50 and nt = 2e3; T = 20 and nt = 5e3;
T = 5 and nt = 2e4. We clearly notice that the rate of convergence is influenced by the number of update
steps (at least at the beginning). The results call for updating as soon as possible the sampling policy. This
empirical evidence supports the theoretical framework studied in the paper which imposes no condition on
the growth of (nt).
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Figure 1: From left to right d = 2, 4, 8, 16. AIS and wAIS are computed with T = 50 with a constant allocation
policy nt = 2e3. Plotted is the logarithm of the MSE (computed for each method over 100 replicates) with
respect to the number of requests to the integrand.
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Figure 2: From left to right d = 2, 4, 8, 16. AIS and wAIS are computed with T = 5, 20, 50, each with a
constant allocation policy, resp. nt = 2e4, 5e3, 2e3. Plotted is the logarithm of the MSE (computed for each
method over 100 replicates) with respect to the number of requests to the integrand.
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A Proofs of the stated results
A.1 Proof of Lemma 1
For the first statement, it suffices to note that E[∆j |Fj−1] = 0 because xj is drawn according to qj−1. For
the second statement, the conditional independence implies that
E
[
∆j∆
T
j |Fj−1
]
= V (qj−1, ϕ).
A.2 Proof of Theorem 1
We need to show that for each γ ∈ Rp, 〈√n(In −
∫
ϕ), γ〉 d→ N (0, γTV ∗γ). This reduces the proof to the
case where ϕ is a real-valued function, which is assumed below.
Since
√
n (In −
∫
ϕ) = n−1/2Mn, this theorem will be a consequence of Corollary 3.1 p. 58 in [16] if we
can prove that the martingale increments
Xn,j =
1√
n
∆j
satisfy the following two conditions:
n∑
j=1
E[X2n,j |Fj−1]→ V∗, in probability, (14)
∀ε > 0,
n∑
j=1
E[X2n,j1|Xn,j |>ε|Fj−1]→ 0, in probability. (15)
Reformulating Proposition 1, we get
n∑
j=1
E[X2n,j |Fj−1] = n−1〈M〉n = V∗ + n−1
n∑
j=1
(V (qj−1, ϕ)− V∗).
By the Cesaro Lemma, using (4), the right term in the previous display goes to 0 a.s., i.e., n−1〈M〉n → V∗.
Concerning (15), we have
n∑
j=1
E[X2n,j1|Xn,j |>ε|Fj−1] =
1
n
n∑
j=1
E[∆2j1|∆j |>ε√n|Fj−1]. (16)
Let us recall that
∆j = wj(xj)−
∫
ϕ,
wj(x) =
ϕ(x)
qj−1(x)
,
and introduce I =
∫
ϕ. Thus
E[∆2j1|∆j |>ε√n|Fj−1]
=
∫
(wj(x)− I)21{|wj(x)−I|>ε√n}qj−1(x)dx
6
∫
2(wj(x)
2 + I2)1{|wj(x)|>ε√n−|I|}qj−1(x)dx
= 2
∫
ϕ(x)2
qj−1(x)
1{|wj(x)|>ε√n−|I|}dx+ 2I
2
∫
1{|wj(x)|>ε√n−|I|}qj−1(x)dx.
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Let η > 0. Assuming that
√
n > |I|/ and applying 2 times Markov inequality we obtain that
E[∆2j1|∆j |>ε√n|Fj−1]
6 2
(ε
√
n− |I|)η
∫ |ϕ(x)|2+η
qj−1(x)1+η
dx+
2
(ε
√
n− |I|)I
2
∫ ∣∣∣∣ ϕ(x)qj−1(x)
∣∣∣∣ qj−1(x)dx
6 2
(ε
√
n− |I|)η supj∈N
∫ |ϕ(x)|2+η
qj(x)1+η
dx+
2|I|2
ε
√
n− |I|
∫
|ϕ(x)|dx
which together with (16) implies (15).
A.3 Proof of Theorem 2
Following [32, Theorem 5.7], we just need to show that
sup
θ∈Θ
|n−1Rn(θ)− r(θ)| → 0 a.s. (17)
∀ε > 0, inf
θ∈Θ, ‖θ−θ∗‖>
∫
mθ >
∫
mθ∗ . (18)
Since Θ is compact, the second equation is satisfied because the integrability of M implies, by the Lebesgue
theorem, that the function θ 7→ ∫ mθ is contituous.
Concerning (17), we shall apply Theorem 4 (given in Section B.2 of the present supplementary material)
with
H(θ) = H(θ, ω) =
mθ(X)
q0(X)
, where X ∼ q0
Hj(θ) = Hj(θ, ω) =
mθ(xj)
qj−1(xj)
.
The two assumptions to verify, (H1) and (H2), are stated in Section B.2. In fact, we only have to show
that (19), (20) and (21), expressed in (H1), hold true as the continuity of θ 7→ H(θ, ω) almost surely, for
each θ ∈ Θ, required in (H2), is a consequence of the continuity of θ 7→ mθ(x). Notice that we have indeed
E[H(θ)] =
∫
mθ, as (11) implies that for each θ, the support of M is included in the support of q0.
For (19), we apply Theorem 5 (given in Section B.3 of the present supplementary material) firstly with
Uj = Hj(θ0)+. Since E[Uj |Fj−1] =
∫
mθ0(x)+dx, we get
E[Sn] =
∫
mθ0(x)+dx,
and
Var(Sn) =
n∑
j=1
Var(Uj) 6
n∑
j=1
E[U2j ],
where the previous equality follows from Cov(Ui, Uj) = 0, for all i < j. But, for each j,
E[U2j ] = E
[
mθ0(xj)
2
qj−1(xj)2
]
= E
∫
mθ0(x)
2
qj−1(x)
dx 6 sup
θ∈Θ
∫
mθ0(x)
2
qθ(x)
dx.
This proves that (19) holds with Hj(θ0)+ instead of Hj(θ0). But similarly it holds with Hj(θ0)− and we
conclude for Hj(θ0) by linearity. Now (20) reduces to∫
sup
θ∈Θ
|mθ(x)|dx <∞
14
which is true by assumption. Concerning (21), we work similarly with
Uj = sup
θ∈B
|Hj(θ)−Hj(θ0)|.
Now
E[Sn] = n
∫
sup
θ∈B
|mθ(x)−mθ0(x)|dx = E
[
sup
θ∈B
∣∣H(θ)−H(θ0)∣∣],
and
Var(Sn) =
n∑
j=1
Var(Uj) 6
n∑
j=1
E[U2j ],
with
E[U2j ] =E
∫
supθ∈B |mθ(x)−mθ0(x)|2
qj−1(x)
dx 6 2 sup
θ∈Θ
∫
supθ∈Bmθ(x)
2
qθ(x)
dx.
This leads similarly to (21).
A.4 Proof of Theorem 3
Condition (11) and the Lebesgue dominated convergence theorem gives that θ 7→ V (qθ, ϕ) is continuous.
Hence, in virtue of the continuous mapping theorem and the conclusion of Theorem 2, Condition (4) is
satisfied. Condition (5) is trivially satisfied.
B Auxiliary results
B.1 Algebra related to Remark 6
We have
V (q, (ϕpi, pi)) =
(
ρ21 − ρ¯21 ρ1ρ2 − ρ¯1
ρ1ρ2 − ρ¯1 ρ22 − 1
)
, ρ1 =
ϕpi
q
, ρ2 =
pi
q
,
where the bar means the expectation under q(x)dx. The gradient of (s,m) 7→ s/m at the limit (ρ1, 1) is
u = (1,−ρ1). From Corollary 1, the asymptotic variance is
uTV (q, (ϕpi, pi))u = (ρ21 − ρ¯21) + ρ¯21(ρ22 − 1)− 2ρ¯1(ρ1ρ2 − ρ¯1)
= ρ21 + ρ¯
2
1ρ
2
2 − 2ρ¯1ρ1ρ2
= Eq[(ρ1 − ρ2ρ¯1)2]
= Eq[ρ2ρ2(ρ1/ρ2 − ρ¯1)2]
=
∫
[q−1pi2(ϕ− I)2].
Using Theorem 6.5 in [13], we derive the optimal sampling policy as claimed in Remark 6.
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B.2 A uniform law of large numbers
We consider a compact metric space (Θ, d), and a sequence of stochastic processes Hi(ω) = Hi(θ, ω) : Ω→ Rd,
i > 1, θ ∈ Θ, such that:
(H1) There exists a stochastic processes H(θ) = H(θ, ω), such that for all θ0 ∈ Θ
1
n
n∑
i=1
Hi(θ0) −→ E
[
H(θ0)
]
a.s. (19)
In addition
E
[
sup
θ∈Θ
∣∣H(θ)∣∣] < ∞ (20)
and for any ball B with center θ0
1
n
n∑
i=1
sup
θ∈B
∣∣Hi(θ)−Hi(θ0)∣∣ −→ E[ sup
θ∈B
∣∣H(θ)−H(θ0)∣∣] a.s. (21)
The measurability of the supremum is part of the assumptions.
(H2) For each θ0 ∈ Θ, almost surely (this subset of Ω of probability 1 may depend on θ0), the function
θ 7→ H(θ, ω) is continuous at θ0.
Theorem 4. (Uniform law of large numbers) Under (H1) and (H2), the function
h(θ) = E
[
H(θ)
]
is continuous and with probability 1
lim
n
sup
θ∈Θ
∣∣∣h(θ)− 1
n
n∑
i=1
Hi(θ)
∣∣∣ = 0. (22)
Proof. Let us consider, for any θ0 ∈ Θ, the function
fθ0(η) = E
[
sup
d(θ,θ0)<η
∣∣H(θ)−H(θ0)∣∣].
Then fθ0(η) tends to 0 as η tends to 0, because of (H2) and Lebesgue’s dominated convergence Theorem.
This implies in particular the continuity of h(θ) since clearly
sup
d(θ,θ0)<η
∣∣h(θ)− h(θ0)∣∣ = sup
d(θ,θ0)<η
∣∣E[H(θ)−H(θ0)]∣∣ 6 fθ0(η).
Fix ε > 0. For any θ0, there exists η(θ0) > 0 such that fθ0(η(θ0)) < ε. The open balls centered at θ ∈ Θ with
radius η(θ) form a covering of cover Θ; by compacity, a finite sub-covering exists:
Θ = ∪Jj=1Bj , Bj =
{
θ : d(θ, θj) < η(θj)
}
.
For any θ ∈ Θ, consider j = j(θ) the smallest j such that θ ∈ Bj , and write:
1
n
n∑
i=1
Hi(θ)− h(θ) = 1
n
n∑
i=1
{Hi(θ)−Hi(θj)}+ 1
n
n∑
i=1
{Hi(θj)− h(θj)}+ (h(θj)− h(θ)).
These three terms are functions of θ, and we need to bound the uniform norm of them, not forgetting that
j depends on θ. The supremum of the third one is smaller that ε; the supremum of the second one Zn(J)
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tends to 0 as n tends to infinity: J depends on  but is finite, hence there exists a set A such that P(A) = 1
and ∀ω ∈ A, Zn(J)→ 0. Then set A = ∩k>1A1/k, it holds that ∀ω ∈ A, Zn(J)→ 0. The first term is the
only difficult one; its uniform norm is smaller than:
ϕn = sup
j
1
n
n∑
i=1
sup
θ∈Bj
∣∣Hi(θ)−Hi(θj)∣∣.
But with probability 1, by virtue of (21)
lim
n
ϕn = sup
j
fθj (η) 6 ε.
We have shown that the l.h.s. of (22) is asymptotically smaller than 2ε; since ε is arbitrary, it actually
vanishes.
B.3 A law of large numbers
We present here a simple way to obtain the law of large numbers. This will be used for checking (19) and
(21).
Theorem 5. Let Un, n > 1 be a sequence of random variables and Sn = U1 + U2 + ...Un such that:
Un > 0 w.p.1
n−1E[Sn] −→ l
Var(Sn) 6 cn
for some real numbers c > 0 and l > 0, then
Sn
n
−→ l w.p.1.
Proof. The trick in this proof is to first derive the result for Sn2/n2. Then a sandwich formula will permit to
conclude for Sn/n. We have
E
[∑
n
(
Sn2 − E[Sn2 ]
n2
)2]
6
∑
n
c
n2
<∞.
Thus ∑
n
(
Sn2 − E[Sn2 ]
n2
)2
is finite w.p.1,
implying that (Sn2 − E[Sn2 ])/n2 converges to zero, almost surely. Hence Sn2/n2 converges to l. Notice that
if n2 6 k 6 (n+ 1)2:
Sn2
n2
n2
(n+ 1)2
6 Sk
k
6
S(n+1)2
(n+ 1)2
(n+ 1)2
n2
and since both side terms tend to l, the result is proved.
17
C Additional numerical illustrations
In the numerical experiments furnished in the paper, the family of sampling policy has a fixed variance. Now
we update the sampling policy according to the mean and the variance.
As detailed in the paper, we wish to compute µ∗ =
∫
xφµ∗,σ∗(x)dx where φµ,σ : Rd → R is the probability
density of N (µ, σ2Id), µ∗ = (5, . . . 5)T ∈ Rd, σ∗ = 1, and Id is the identity matrix of size (d, d). In contrast
with the situation described in the paper, the sampling policy is now chosen in the collection of multivariate
Student distributions of degree ν = 3 denoted by {qµ,Σ : µ ∈ Rd, Σ ∈ Rd×d}. The initial sampling policy
is set as µ0 = 0 and Σ0 = σ0Id(ν − 2)/ν with σ0 = 5. The mean µt and the variance Σt are updated at
each stage t = 1, . . . T following the GMM approach as described in section 3 of the paper, leading to the
simple update formulas, (7) for µt and (8) for Σt, with f = φµ∗,σ∗ (quoted equations are given in the paper).
The variance estimation will be tuned : (i) complete variance estimation as described by (8), refereed to as
sig_1; (ii) estimation restricted to the diagonal with 0 elsewhere, refereed to as sig_1/2; (iii) and without
estimating the variance at all, refereed to as sig_0. To avoid degeneracy of the variance estimation in (i) and
(ii), we add σ0/max(1, N
(eff)
t )
1/2 in the diagonal of Σt, with N
(eff)
t =
∑t
t=1
∑nt
i=1 φµ∗,σ∗(xs,i)/qs−1(xs,i). The
method described in (iii), sig_0, is the one considered in the paper.
For each method that returns µ, the mean square error (MSE) is computed as the average of ‖µ− µ∗‖2
computed over 100 replicates of µ.
In Figure 3, we compare the evolution of all the mentioned algorithms with respect to stages t = 1, . . . T = 50
with constant allocation policy nt = 2e3 (for AIS and wAIS). The clear winner is wAIS without estimating the
variance sig_0. Estimating the variance from the beginning of the procedure is slowing down the convergence
especially in high dimension. This is because the larger the variance, the more exhaustive the exploration of
the space.
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Figure 3: From left to right p = 2, 4, 8, 16. AIS and wAIS are computed with T = 5, 20, 50, each with
a constant allocation policy, resp. nt = 2e4, 5e3, 2e3. Different options are considered for estimating the
variance : sig_1, sig_1/2, sig_0 (see in the text). Plotted is the logarithm of the MSE (computed for each
method over 100 replicates) with respect to the number of requests to the integrand.
19
