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Abstract
In this paper, a linear model of diffusion processes with unknown drift
and diagonal diffusion matrices is discussed. We will consider the es-
timation problems for unknown parameters based on the discrete time
observation in high-dimensional and sparse settings. To estimate drift
matrices, the Dantzig selector which was proposed by Cande´s and Tao in
2007 will be applied. Then, we will prove two types of consistency of the
estimator of drift matrix; one is the consistency in the sense of lq norm for
every q ∈ [1,∞] and the other is the variable selection consistency. More-
over, we will construct an asymptotically normal estimator of the drift
matrix by using the variable selection consistency of the Dantzig selector.
1 Introduction
Let us consider the following model given by the linear stochastic differential
equation:
Xt = X0 +
∫ t
0
ΘTφ(Xs)ds+ σWt, (1)
where {Xt}t≥0 = {(X1t , . . . , Xpt )}t≥0 is a p-dimensional process, {Wt}t≥0 :=
{(W 1t , . . . ,W pt )}t≥0 be a p-dimensional standard Brownian motion, Θ is a p× p
sparse deterministic matrix, and σ = diag(σ1, . . . , σp) is a p×p diagonal matrix
and φ(x) = (φ1(x1), . . . , φp(xp)) for x = (x1, . . . , xp) ∈ Rp is a smooth Rp-
valued function. We will propose some estimators for the drift matrix Θ and
the diffusion matrix σ based on the observation of {Xt}t≥0 at n+1 equidistant
time points 0 =: tn0 < t
n
1 < . . . < t
n
n, under the high-dimensional and sparse
setting, i.e., p≫ n and the number of nonzero components of the true value Θ0
is relatively small.
To deal with such high-dimensional and sparse parameters, various kinds of
estimators for regression models have been discussed. One of the most famous
estimation methods is the l1-penalized method called Lasso proposed by [11],
which has been studied for regression models with high-dimensional and sparse
parameters including the models of stochastic processes. On the other hand, the
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relatively new estimation procedure called the Dantzig selector was proposed
for linear regression models in [2]. The Dantzig selector has some properties
similar to Lasso estimator for linear regression models in some theoretical senses
[1]. Moreover, it is well known that the Dantzig selector for linear models has
computational advantages since it can be solved by a linear programming, while
Lasso demands a convex program.
The estimation problems for models of diffusion processes based on discretely
observed data have been studied by many researchers in low dimensional set-
tings. Especially, the quasi-likelihood methods have been used to estimate the
unknown parameter, for instance, see [15], [5], and [7]. In addition, the pe-
nalized estimators for discretely observed multi-dimensional models of diffusion
processes were discussed by [6] and [8] in low-dimensional settings.
Pioneering work of high-dimensional linear diffusion processes was done by
[9]. They studied the various models of multi-dimensional diffusion processes
observed continuously in high-dimensional settings including the following p-
dimensional linear models:
Xt = X0 +
∫ t
0
ΘTXsds+Wt. (2)
These models may be useful for various fields such as statistical physics, chemical
reactions and network systems. They proposed the Lasso type estimator of the
drift matrix Θ and prove the variable selection consistency of the estimator. In
this paper, we will apply the Dantzig selector for the linear models of stochastic
processes (1), which is similar to the model (2), to estimate the drift matrix Θ
and prove the consistency in the sense of lq norm for every q ∈ [1,∞] and the
variable selection consistency under some appropriate conditions. Moreover,
using the variable selection consistency, we will construct the new estimator
which has an asymptotic normality.
This paper is organized as follows. In Section 2, we will introduce our model
setups and some regularity conditions. The construction and the consistency
of the estimator of diffusion matrix are described in Section 3. The estimation
procedure for the drift matrix and the lq consistency of the estimator are pre-
sented in Section 4. Then, we will prove the variable selection consistency in
Section 5. Moreover, we will construct the new estimator by using the variable
selection consistency of the drift estimator and prove the asymptotic normal-
ity of the new estimator in this section. Finally, some concluding remarks and
future works are described in Section 6.
Throughout this paper, we denote by ‖ · ‖q the lq norm of vector for every
q ∈ [1,∞], i.e. for v = (v1, v2, . . . , vp)T ∈ Rp, we define that
‖v‖q =

 p∑
j=1
|vj |q


1
q
, q <∞;
‖v‖∞ = sup
1≤j≤p
|vj |.
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In addition, for a m× n matrix A, where m, n ∈ N, we define ‖A‖∞ by
‖A‖∞ := sup
1≤i≤m
sup
1≤j≤n
|Aji |,
where Aji denotes the (i, j)-component of the matrix A. For a vector v ∈ Rp,
and an index set T ⊂ {1, 2, . . . , p}, we write vT for the |T |-dimensional sub-
vector of v restricted by the index set T , where |T | is the number of elements in
the set T . Similarly, for a p × p matrix A and index sets T, T ′ ⊂ {1, 2, . . . , p},
we define the |T | × |T ′| sub-matrix AT,T ′ by
AT,T ′ := (Ai,j)i∈T,j∈T ′ .
For a R-valued random variable X on a probability space (Ω,F , P ), we define
the Lq norm of X by
‖X‖Lq := (E[|X |q])
1
q ,
where E[·] is the expectation with respect to the probability measure P .
2 Preliminaries
Let {W 1t }t≥0, {W 2t }t≥0, . . . be independent standard Brownian motions on a
probability space (Ω,F , P ). Define the filtration {Ft}t≥0 as follows.
Ft := F0 ∨ σ(W js , j = 1, 2, . . . : s ∈ [0, t]), t ≥ 0,
where F0 is a σ-field independent of {Wt}t≥0. We consider the following p-
dimensional linear stochastic differential equation (1) defined on the stochastic
basis (Ω,F , {Ft}t≥0, P ):
Xt = X0 +
∫ t
0
ΘTφ(Xs)ds+ σWt,
where {Xt}t≥0 = {(X1t , . . . , Xpt )}t≥0 is a p-dimensional process, {Wt}t≥0 :=
{(W 1t , . . . ,W pt )}t≥0 be a p-dimensional standard Brownian motion, Θ is a p× p
deterministic matrix, and σ = diag(σ1, . . . , σp) is a p × p diagonal matrix and
φ(x) = (φ1(x1), . . . , φp(xp)), x = (x1, . . . , xp) is a smooth R
p-valued function.
Assume that X0 is F0-measurable. Note that {X it}t≥0 for each i = 1, 2, . . . , p
satisfies the following equation.
X it = X
i
0 +
∫ t
0
ΘTi φ(Xs)ds+ σiW
i
t ,
where Θi is an i-th row of matrix Θ. In this paper, we consider the estimation
problem of Θ and σ. We observe the process {Xt}t≥0 at n + 1 discrete time
points:
0 =: tn0 < t
n
1 < . . . < t
n
n, t
n
k =
ktnn
n
, k = 0, 1, . . . , n.
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Write T i0 for the support of Θ
0
i for every i ∈ {1, 2, . . . , p}, i.e., T i0 = {j : Θ0ij 6= 0}.
Let Si be the number of elements in the index set T
i
0. Hereafter, we assume the
following high-dimensional and sparse setting for the true value Θ0.
p = pn ≫ n, sup
1≤i<∞
Si =: S
∗ ≪ n,
where S∗ > 0 is a constant which does not depend on n. We introduce the
log-quasi-likelihood given by
ln(Θi, σi) :=
1
n∆n
n∑
k=1
{
−1
2
log(2πσ2∆n)−
|X itn
k
−Xtn
k−1
−ΘTi Xtnk−1∆n|2
2σ2i∆n
}
,
where ∆n := t
n
k − tnk−1 = tnn/n. We assume the following conditions.
Assumption 2.1. (i) Suppose that pn → ∞ as n → ∞, log pn = o(
√
n∆n),
and ∆n ≍ n−α, for some α ∈ (1/2, 1). Especially, the last condition
implies that n∆n = Tn →∞, ∆n → 0 and n∆2n → 0 as n→∞.
(ii) The functions φi’s are uniformly bounded and satisfy global Lipschitz condi-
tion, i.e., there exist positive constants L and L′ which satisfy the following
conditions for every x, y ∈ R.
sup
1≤i<∞
sup
x∈R
|φi(x)| ≤ L
sup
1≤i<∞
|φi(x)− φi(y)| ≤ L′|x− y|.
(iii) For every ν ≥ 1, there exists C˜ν such that
sup
1≤i<∞
sup
t∈[0,∞)
E
[|X it |ν] ≤ C˜ν .
Note that this assumption implies that
sup
t∈[0,∞)
E
[
sup
1≤i≤pn
|X it |ν
]
≤ pnC˜ν .
(iv) There exist positive constants K1, K2, K3 and K4 for the true values Θ
0,
σ0 such that
K2 < inf
1≤i<∞, j∈T i
0
|Θ0ij | ≤ sup
1≤i,j<∞
|Θ0ij | < K1,
K4 < inf
1≤i<∞
|σ0i | ≤ sup
1≤i<∞
|σ0i | < K3.
(v) The RSi-valued process {XtT i
0
}t∈[0,Tn] is ergodic for Θ = Θ0, σ = σ0 and
every i ∈ N with invariant measure µi0.
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Assumption (iii) is satisfied if X0 is a Gaussian random variable. In particu-
lar, for the process {Xt}t≥0 which satisfies (1), Assumption (iii) implies that for
every ν ≥ 1, there exists a constant Cν > 0 such that for all n, i = 1, 2, . . . , pn
and k = 1, 2, . . . , n,
E
[
sup
s∈[tn
k−1
,tn
k
]
|X is −X itn
k−1
|ν
]
≤ Cν∆
ν
2
n .
3 Estimators for diffusion coefficients
It is well known that we can ignore the influence of Θ when we estimate the
diffusion coefficients σ. So we take Θ = 0 and define the estimator of σi by the
solution σˆn,i to the following equation :
∂
∂σi
ln(0, σi) = 0.
Note that σˆn,i can be written explicitly by the following form:
σˆ2i := σˆ
2
n,i =
1
n∆n
n∑
k=1
|X itn
k
−X itn
k−1
|2.
The next theorem states the consistency of σˆi uniformly in i.
Theorem 3.1. Under Assumption 2.1, it holds that
sup
1≤i≤pn
|σˆ2i − (σ0i )2| →p 0, n→∞.
Proof. It is clear that
σˆ2i =
1
n∆n
n∑
k=1
∣∣∣∣∣
∫ tnk
tn
k−1
(Θ0i )
Tφ(Xs)ds+ σ
0
i (Wtnk −Wtnk−1 )
∣∣∣∣∣
2
=
1
n∆n
n∑
k=1
∣∣∣∣∣
∫ tnk
tn
k−1
(Θ0i )
Tφ(Xs)ds
∣∣∣∣∣
2
+
2σ0i
n∆n
n∑
k=1
(∫ tnk
tn
k−1
(Θ0i )
Tφ(Xs)ds
)(
Wtn
k
−Wtn
k−1
)
+
(σ0i )
2
n∆n
n∑
k=1
(Wtn
k
−Wtn
k−1
)2.
Thus we have that
σˆ2i − (σ0i )2 = (I) + (II) + (III),
where
(I) =
1
n∆n
n∑
k=1
∣∣∣∣∣
∫ tnk
tn
k−1
(Θ0i )
Tφ(Xs)ds
∣∣∣∣∣
2
,
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(II) =
2σ0i
n∆n
n∑
k=1
(∫ tnk
tn
k−1
(Θ0i )
Tφ(Xs)ds
)(
Wtn
k
−Wtn
k−1
)
and
(III) =
(σ0i )
2
n∆n
n∑
k=1
{(W itn
k
−W itn
k−1
)2 −∆n}.
Using Markov’s inequalty and Schwartz’s inequality, we can evaluate (I) for
every δ > 0 uniformly in i as follows
P

 sup
1≤i≤pn
1
n∆n
n∑
k=1
∣∣∣∣∣
∫ tnk
tn
k−1
(Θ0i )
Tφ(Xs)ds
∣∣∣∣∣
2
≥ δ


≤ 1
n∆nδ
n∑
k=1
E

 sup
1≤i≤pn
∣∣∣∣∣
∫ tnk
tn
k−1
(Θ0i )
Tφ(Xs)ds
∣∣∣∣∣
2


≤ 1
n∆nδ
n∑
k=1
E
[
sup
1≤i≤pn
∆n
∫ tnk
tn
k−1
∣∣(Θ0i )Tφ(Xs)∣∣2 ds
]
≤ 1
nδ
n∑
k=1
∫ tnk
tn
k−1
E
[
sup
1≤i≤pn
‖Θ0i ‖21max
l∈T i
0
|φl(X ls)|2
]
ds
≤ 1
δ
sup
1≤i≤pn
‖Θ0i ‖21S∗C˜2∆2n.
The right-hand side of this inequality converges to 0 if we put δ = ∆n. This
yields that (I)→p 0 uniformly in i.
Using Markov’s inequality, Schwartz’s inequality and Orlitz norm ‖·‖Φ2 with
respect to the function Φ2(x) = e
x2 − 1, we can evaluate (II) for every δ > 0
uniformly in i as follows
P
(
sup
1≤i≤pn
2σ0i
n∆n
n∑
k=1
∣∣∣∣∣
(∫ tnk
tn
k−1
(Θ0i )
Tφ(Xs)ds
)(
W itn
k
−W itk−1n
)∣∣∣∣∣ ≥ δ
)
≤ 2 supi σ
0
i
n∆nδ
n∑
k=1
E
[
sup
1≤i≤pn
∣∣∣∣∣
(∫
tn
k−1
(Θ0i )
Tφ(Xs)ds
)(
W itn
k
−W itn
k−1
)∣∣∣∣∣
]
≤ 2 supi σ
0
i
n∆nδ
n∑
k=1

E

 sup
1≤i≤pn
∣∣∣∣∣
∫
tn
k−1
(Θ0i )
Tφ(Xs)ds
∣∣∣∣∣
2




1
2 ∥∥∥∥ sup
1≤i≤pn
W itn
k
−W itn
k−1
∥∥∥∥
L2
≤ 2 supi σ
0
i
n∆nδ
n∑
k=1
(S∗C˜2∆
2
n)
1
2K log(1 + pn) sup
1≤i≤pn
∥∥∥W itn
k
−W itn
k−1
∥∥∥
Φ2
≤ 2 supi σ
0
i
n∆nδ
n∑
k=1
(S∗C˜2∆
2
n)
1
2K log(1 + pn)
(
8∆n
3
) 1
2
,
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where K is a positive constant which does not depend on n. If we put δ = ∆
1/3
n ,
the right-hand side of this inequality converges to 0. So we have that (II)→p 0
uniformly in i.
(III) is a terminal value of {Ftn
k
}k≥0-martingale. We apply Bernstein’s
inequality for martingales (See [12], Lemma 8.9.) to the following process:
M in :=
n∑
k=1
{(W itn
k
−W itn
k−1
)2 −∆n}.
To do this, we shall evaluate the next moment for every integer m ≥ 2,
1
n
n∑
k=1
E[|(W itn
k
−W itn
k−1
)2 −∆n|m|Ftn
k−1
].
Noting that W itn
k
−W itn
k−1
is independent of Ftn
k−1
, we have that
1
n
n∑
k=1
E[|(W itn
k
−W itn
k−1
)2 −∆n|m|Ftn
k−1
]
=
1
n
n∑
k=1
E[|(W itn
k
−W itn
k−1
)2 −∆n|m]
≤ 1
n
n∑
k=1
m∑
r=0
(
m
r
)
∆m−rn E[(W
i
tn
k
−W itn
k−1
)2r]
= ∆mn +
m∑
r=1
(
m
r
)
∆m−rn (2r − 1)!!∆rn
= ∆mn +
m∑
r=1
(2r − 1)!!
r!(m− r)!m!∆
m
n
<
m∑
r=0
2rm!∆mn
<
m!
2
(2∆n)
m−24∆2n.
So it follows from Bernstein’s inequality that for every ǫ > 0,
P (|M in| ≥ ǫ) ≤ 2 exp
(
− ǫ
2
2(2∆nǫ+ 4n∆2n)
)
.
We write ‖ · ‖Φ1 for the Orlicz norm with respect to Φ1(x) := ex − 1. Using
Lemma 2.2.10 from [14] to deduce that there exist a constant L1 > 0 depending
only on Φ1 such that∥∥∥∥ sup
1≤i≤pn
|M in|
∥∥∥∥
Φ1
≤ L1{2∆n log(1 + pn) +
√
4n∆2n log(1 + pn)}.
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So we obtain from Markov’s inequality that
P
(
sup
1≤i≤pn
|M in| ≥ ǫ
)
≤ Φ1
(
ǫ
L1{2∆n log(1 + pn) +
√
4n∆2n log(1 + pn)}
)−1
.
If we put ǫ = log(1+pn), then the right-hand side of above inequality converges
to 0. Note that
P
(
sup
1≤i≤pn
∣∣∣∣∣ (σ
0
i )
2
n∆n
n∑
k=1
{(W itn
k
−W itn
k−1
)2 −∆n}
∣∣∣∣∣ ≥ (σ
0
i )
2ǫ
n∆n
)
= P
(
sup
1≤i≤pn
|M in| ≥ ǫ
)
.
If we take ǫ = log(1+pn), it holds under Assumption 2.1 that (σ
0
i )
2ǫ/n∆n → 0,
which yields the conclusion. ✷
Note that Theorem 3.1 and Assumption 2.1 imply that there exists a constant
K˜1 such that
lim
n→∞
P
(
sup
1≤i≤pn
σˆ−2i ≥ K˜1
)
= 0.
4 Estimators for drift coefficients
In this section, we define the estimator of Θi by plugging σˆi in quasi-log-
likelihood ln. Hereafter, we write ψn(Θi) for the gradient of ln(Θi, σˆi) with
respect to Θi, and V
i
n for Hessian of −ln(Θi, σˆi), i.e.,
ψn(Θi) :=
1
n∆nσˆ2i
n∑
k=1
φ(Xtn
k−1
)(X itn
k
−X itn
k−1
−ΘTi φ(Xtnk−1)∆n)
V in :=
1
nσˆ2i
n∑
k=1
φ(Xtn
k−1
)φ(Xtn
k−1
)T .
Note that Hessian matrix does not depend on Θ. Define the Dantzig selector
type estimator Θˆn,i of Θi by
Θˆn,i := Θˆi := arg min
Θi∈Cin
‖Θi‖1, Cin := {Θi ∈ Rpn : ‖ψn(Θi)‖∞ ≤ γn},
where γn is a tuning parameter. The goal of this section is to prove the consis-
tency of Θˆi.
4.1 Some discussions on the gradient
Here, we’ll prove that
sup
1≤i≤pn
‖ψn(Θ0i )‖∞ ≤ γn
with large probability. To do this, we decompose that
ψjn(Θ
0
i ) = A
i,j
n +B
i,j
n ,
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where
Ai,jn :=
1
n∆nσˆ2i
n∑
k=1
φj(X
j
tn
k−1
)
∫ tnk
tn
k−1
(Θ0i )
T (φ(Xs)− φ(Xtn
k−1
))ds,
and
Bi,jn :=
σ0i
n∆nσˆ2i
n∑
k=1
φj(X
j
tn
k−1
)(W itn
k
−W itn
k−1
).
Hereafter, we assume that γn = O(log(1 + p
2
n)/
√
n∆n).
Lemma 4.1. Under Assumption 2.1, it holds that
lim
n→∞
P
(
sup
1≤i,j≤pn
|Ai,jn | ≥ γn and sup
1≤i≤pn
σˆ−2i ≤ K˜1
)
= 0.
Proof. Using Markov’s inequality, we have that
P
(
sup
1≤i,j≤pn
|Ai,jn | ≥ γn and sup
1≤i≤pn
σˆ−2i ≤ K˜1
)
≤ K˜1
n∆nγn
n∑
k=1
E
[
sup
1≤i,j≤pn
|φj(Xjtn
k−1
)|
∣∣∣∣∣
∫ tnk
tn
k−1
(Θ0i )
T (φ(Xs)− φ(Xtn
k−1
))ds
∣∣∣∣∣
]
≤ K˜1L
n∆nγn
n∑
k=1
E
[
sup
1≤i≤pn
∣∣∣∣∣
∫ tnk
tn
k−1
(Θ0i )
T (φ(Xs)− φ(Xtn
k−1
))ds
∣∣∣∣∣
]
≤ K˜1L
n∆nγn
n∑
k=1
∫ tnk
tn
k−1
E
[
sup
1≤i≤pn
‖Θ0i ‖1 sup
l∈T i
0
|φl(X ls)− φl(X ltn
k−1
)|
]
ds
≤ K˜1LL
′ sup1≤i≤pn ‖Θ0i ‖1
n∆nγn
n∑
k=1
∫ tnk
tn
k−1
E
[
sup
l∈T i
0
|X ls −X ltn
k−1
|
]
ds
≤ K˜1LL
′ sup1≤i≤pn ‖Θ0i ‖1
n∆nγn
· n · S∗∆
3
2
n .
The right-hand side of the above inequality converges to 0 under our assump-
tions. So we obtain the conclusion. ✷
Lemma 4.2. Under Assumption 2.1, it holds that
lim
n→∞
P
(
sup
1≤i,j≤pn
|Bi,jn | ≥ γn and sup
1≤i≤pn
σˆ−2i ≤ K˜1
)
= 0.
Proof. We apply Bernstein’s inequality for martingales to the following termi-
nal value of martingale :
M˜ i,jn =
n∑
k=1
φj(X
j
tn
k−1
)(W itn
k
−W itn
k−1
).
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For all integers m ≥ 2, it holds that
1
n
n∑
k=1
E
[
|φj(Xjtn
k−1
)|m|W itn
k
−W itn
k−1
|m|Ftn
k−1
]
=
1
n
n∑
k=1
|φj(Xjtn
k−1
)|mE[|W itn
k
−W itn
k−1
|m]
≤ Lm∆
m
2
n
2
m
2 Γ(m+12 )
π
1
2
≤ m!
2
(L
√
2∆n)
m−2L2(2∆n).
Put
K := L
√
2∆n, R
2 := L2(2∆n).
It follows from Bernstein’s inequality that for all ǫ > 0
P (|M˜ i,jn | ≥ ǫ) ≤ 2 exp
(
− ǫ
2
2(ǫK + nR2)
)
.
Using Lemma 2.2.10 from [14], we have that there exists a constant L2 > 0
depending only on Φ1 such that∥∥∥∥ sup
1≤i,j≤pn
|M˜ i,jn |
∥∥∥∥
Φ1
≤ L2{K log(1 + p2n) +
√
nR2 log(1 + p2n)}.
Using Markov’s inequality for ǫ = n∆nγn/(σ
0
i K˜1), we obtain that
P
(
sup
1≤i,j≤pn
|Bi,jn | ≥ γn and sup
1≤i≤pn
σˆ−2i ≤ K˜1
)
≤ P
(
sup
1≤i,j≤pn
|M˜ i,jn | ≥ ǫ
)
≤ Φ1
(
ǫ
L2{K log(1 + p2n) +
√
nR2 log(1 + p2n)}
)−1
→ 0.
✷
Using the above lemmas, we obtain the next theorem.
Theorem 4.3. Under Assumption 2.1, it holds that
lim
n→∞
P
(
sup
1≤i≤pn
‖ψn(Θ0i )‖∞ ≥ 2γn
)
= 0.
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Proof. It is obvious that Lemma 4.1 and 4.2 imply that
P
(
sup
1≤i≤pn
‖ψn(Θ0i )‖∞ ≥ 3γn and sup
1≤i≤pn
σˆ−2i ≤ K˜1
)
→ 0.
Noting that
P
(
sup
1≤i≤pn
‖ψn(Θ0i )‖∞ ≥ 3γn
)
= P
(
sup
1≤i≤pn
‖ψn(Θ0i )‖∞ ≥ 3γn and sup
1≤i≤pn
σˆ−2i ≤ K˜1
)
+P
(
sup
1≤i≤pn
‖ψn(Θ0i )‖∞ ≥ 3γn and sup
1≤i≤pn
σˆ−2i ≥ K˜1
)
and that
P
(
sup
1≤i≤pn
‖ψn(Θ0i )‖∞ ≥ 3γn and sup
1≤i≤pn
σˆ−2i ≥ K˜1
)
≤ P
(
sup
1≤i≤pn
σˆ−2i ≥ K˜1
)
→ 0,
we obtain the conclusion. ✷
4.2 Some discussions on the Hessian
Define the following factors for V in.
Definition 4.4. For every index set T ⊂ {1, 2, · · · , pn} and h ∈ Rpn , hT is
a R|T | dimensional sub-vector of h constructed by extracting the components of
h corresponding to the indices in T . Define the set CT by
CT := {h ∈ Rpn : ‖hT c‖1 ≤ ‖hT‖1}.
We introduce the following factors.
(i) Compatibility factor
κ(T i0, V
i
n) := inf
06=h∈C
Ti
0
S
1
2
i (h
TV inh)
1
2
‖hT i
0
‖1
(ii) Weak cone invertibility factor
Fq(T
i
0, V
i
n) := inf
06=h∈C
Ti
0
S
1
q
i h
TV inh
‖hT i
0
‖1‖h‖q , q ∈ [1,∞),
F∞(T
i
0, V
i
n) := inf
06=h∈C
Ti
0
(hTV inh)
1
2
‖h‖∞ .
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(iii) Restricted eigenvalue
RE(T i0, V
i
n) := inf
06=h∈C
Ti
0
(hTV inh)
1
2
‖h‖2 .
We assume that κ(T i0, V
i
n) satisfies the following condition.
Assumption 4.5. For every ǫ > 0, there exist δ > 0 and n0 ∈ N such that for
all n ≥ n0,
P
(
inf
1≤i≤pn
κ(T i0, V
i
n) > δ
)
≥ 1− ǫ.
Noting that ‖hT i
0
‖q1 ≥ ‖hT i
0
‖qq for all q ≥ 1, we can see that κ(T i0;V in) ≤
2
√
SiRE(T
i
0;V
i
n), and κ(T
i
0;V
i
n) ≤ Fq(T i0;V in). So under Assumption 4.5, RE(T i0;V in)
and Fq(T
i
0;V
i
n) also satisfy the corresponding conditions. See [13] for details of
the matrix conditions to deal with the sparsity.
4.3 The consistency of the drift estimator
The next theorems give the lq consistency of Θˆi uniformly in i for every q ∈
[1,∞].
Theorem 4.6. Under Assumption 2.1 and 4.5, the following (i) and (ii) hold
true.
(i) It holds that
lim
n→∞
P
(
sup
1≤i≤pn
‖Θˆi −Θ0i ‖22 ≥
4 sup1≤i≤pn ‖Θ0i ‖1γn
inf1≤i≤pn RE
2(T i0, V
i
n)
)
= 0.
In particular, it holds that sup1≤i≤pn ‖Θˆi −Θ0i ‖2 →p 0.
(ii) It holds that
lim
n→∞
P
(
sup
1≤i≤pn
‖Θˆi −Θ0i ‖2∞ ≥
4 sup1≤i≤pn ‖Θ0i ‖1γn
inf1≤i≤pn F
2
∞(T
i
0, V
i
n)
)
= 0.
In particular, it holds that sup1≤i≤pn ‖Θˆi −Θ0i ‖∞ →p 0.
Proof. It is sufficient that sup1≤i≤n ‖ψn(Θ0i )‖∞ ≤ γn implies that
sup
1≤i≤pn
‖Θˆi −Θ0i ‖22 ≤
4 sup1≤i≤pn ‖Θ0i ‖1γn
inf1≤i≤pn RE
2(T i0, V
i
n)
.
By the definition of Θˆi, we have that
sup
1≤i≤pn
‖ψn(Θˆi)‖∞ ≤ sup
1≤i≤pn
γn = γn.
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It follows from triangle inequality that
sup
1≤i≤pn
‖ψn(Θˆi)− ψn(Θ0i )‖∞ ≤ 2γn.
Put hi := Θˆi − Θ0i , then we can show that hi ∈ CT i
0
by the same way as [3].
Using Taylor expansion, we have that
hTi [ψn(Θˆi)− ψn(Θ0i )] = hTi V inhi.
So it holds that
sup
1≤i≤pn
hTi V
i
nhi = sup
1≤i≤pn
hTi [ψn(Θˆi)− ψn(Θ0i )]
≤ sup
1≤i≤pn
‖hi‖1‖ψn(Θˆi)− ψn(Θ0i )‖∞
≤ 4 sup
1≤i≤pn
‖Θ0i ‖1‖ψn(Θ0i )‖∞
≤ 4 sup
1≤i≤pn
‖Θ0i ‖1γn.
By the definition of RE(T i0, V
i
n), we obtain that
RE2(T i0, V
i
n)‖hi‖22 ≤ hTi V inh
sup
1≤i≤pn
RE2(T i0, V
i
n)‖hi‖22 ≤ 4 sup
1≤i≤pn
‖Θ0i ‖1γn
sup
1≤i≤pn
‖Θˆi −Θ0i ‖22 ≤
4 sup1≤i≤pn ‖Θ0i ‖1γn
inf1≤i≤pn RE
2(T i0, V
i
n)
.
This yields our conclusion in (i). Using the factor F∞(T
i
0, V
i
n) in place of
RE(T i0, V
i
n), we obtain the conclusion in (ii) by the similar way. ✷
Theorem 4.7. Under Assumption 2.1 and 4.5, the following (i) and (ii) hold
true.
(i) It holds that
lim
n→∞
P
(
sup
1≤i≤pn
‖Θˆi −Θ0i ‖1 ≥
8S∗γn
inf1≤i≤pn κ
2(T i0, V
i
n)
)
= 0.
In particular, it holds that sup1≤i≤pn ‖Θˆi −Θ0i ‖2 →p 0.
(ii) It holds for every q ∈ [1,∞) that
lim
n→∞
P
(
sup
1≤i≤pn
‖Θˆi −Θ0i ‖q ≥
4S∗
1
q γn
inf1≤i≤pn Fq(T
i
0, V
i
n)
)
= 0.
In particular, it holds that sup1≤i≤pn ‖Θˆi −Θ0i ‖q →p 0.
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Proof. It follows from the proof of Theorem 4.6 that
sup
1≤i≤pn
hTi V
i
nhi ≤ 2 sup
1≤i≤pn
‖hi‖1γn.
So by the definition of κ(T i0, V
i
n), we have that
κ2(T i0, V
i
n) sup
1≤i≤pn
‖hi‖21 ≤ 4S∗ sup
1≤i≤pn
hTi V
i
nhi
≤ 8S∗ sup
1≤i≤pn
‖hi‖1γn
We therefore obtain that
sup
1≤i≤pn
‖hi‖1 ≤ 8S
∗γn
inf1≤i≤pn κ
2(T i0, V
i
n)
.
This yields our conclusion in (i).
On the other hand, by the definition of the factor Fq(T
i
0, V
i
n), we have that
Fq(T
i
0, V
i
n) ≤
4S∗
1
q γn
‖hi‖q .
This yields our conclusion in (ii). ✷
5 Variable selection by the Dantzig selector
5.1 Estimator for the support index set of the drift coef-
ficients
In this subsection, we propose the estimator of the support index set T i0 of the
true value Θ0i as follows.
Tˆ in := {j : |Θˆij | > γ
1
2
n }.
Then, we can prove that Tˆ in = T
i
0 for sufficiently large n with large probability.
Theorem 5.1. Under Assumption 2.1 and 4.5, it holds that
lim
n→∞
P
(
Tˆ in = T
i
0 for all i ∈ {1, 2, . . . , pn}
)
= 1.
Proof. We have that
lim
n→∞
P
(
sup
1≤i≤pn
‖Θˆi −Θ0i ‖∞ > γ
1
2
n
)
= 0
by Theorem 4.6. Therefore, it is sufficient to show that the next inequality
sup
1≤i≤pn
‖Θˆi −Θ0i ‖∞ ≤ γ
1
2
n
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implies that
Tˆ in = T
i
0, for all i = 1, 2, . . . , pn.
For every j ∈ T i0, it follows from the triangle inequality that
|Θ0ij | − |Θˆij | ≤ |Θˆij −Θ0ij | ≤ γ
1
2
n .
Then, we have that
|Θˆij | ≥ |Θ0ij | − γ
1
2
n > γ
1
2
n
for sufficiently large n, which implies that T i0 ⊂ Tˆ in for every i ∈ {1, 2, . . . , pn}.
On the other hand, for every j ∈ T ic0 , we have that
|Θˆij −Θ0ij | = |Θˆij | ≤ γn
since it holds that Θ0ij = 0. Then, we can see that j ∈ Tˆ icn which implies that
Tˆ in ⊂ T i0 for every i ∈ {1, 2, . . . , pn}. We thus obtain the conclusion. ✷
5.2 New estimator for drift coefficients after variable se-
lection
We construct the new estimator Θˆ
(2)
i by the solution to the next equation
ψn(ΘiTˆ in
)Tˆ in
= 0, ΘiTˆ icn
= 0. (3)
We will prove the asymptotic normality of the estimator Θˆ
(2)
iTˆ in
for every i ∈
{1, 2, . . . , pn}. To do so, we define the Si × Si matrix QiT i
0
,T i
0
by
QiT i
0
,T i
0
:=
1
(σ0i )
2
∫
R
Si
φ(x)T i
0
φ(x)TT i
0
µi0(dx).
Hereafter, we assume that this matrix Qi
T i
0
,T i
0
is invertible. The next lemma
states that V i
nT i
0
,T i
0
is approximated by Qi
T i
0
,T i
0
with large probability for suffi-
ciently large n.
Lemma 5.2. Under Assumption 2.1, the random sequence ǫin defined by
ǫin := ‖V inT i
0
,T i
0
−QiT i
0
,T i
0
‖∞, i ∈ {1, 2, . . . , pn}
converges to 0 in probability.
Proof. Note that
V inT i
0
,T i
0
=
1
nσˆ2i
n∑
k=1
φ(Xtn
k−1
T i
0
)T i
0
φ(Xtn
k−1
T i
0
)TT i
0
.
It holds that
ǫin ≤ (I) + (II) + (III),
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where
(I) :=
∥∥∥∥∥V inT i0 ,T i0 − 1Tnσˆ2i
∫ Tn
0
φ(XtT i
0
)T i
0
φ(XtT i
0
)TT i
0
dt
∥∥∥∥∥
∞
,
(II) :=
∥∥∥∥∥ 1Tnσˆ2i
∫ Tn
0
φ(XtT i
0
)T i
0
φ(XtT i
0
)TT i
0
dt− 1
σˆ2i
∫
RSi
φ(x)T i
0
φ(x)TT i
0
µi0(dx)
∥∥∥∥∥
∞
and
(III) :=
∥∥∥∥ 1σˆ2i
∫
R
Si
φ(x)T i
0
φ(x)TT i
0
µi0(dx) −QiT i
0
,T i
0
∥∥∥∥
∞
.
It is obvious that (II) and (III) are op(1) by Assumption 2.1 and Theorem 3.1.
To complete the proof, it is sufficient to prove that
P
(∥∥∥∥∥V inT i0 ,T i0 − 1Tnσˆ2i
∫ Tn
0
φ(XtT i
0
)T i
0
φ(XtT i
0
)TT i
0
dt
∥∥∥∥∥
∞
≥ δ and sup
1≤i≤pn
σˆ−2i ≤ K˜1
)
→ 0
as n→∞ for every δ > 0. Using Markov’s inequality, we can see that
P
(∥∥∥∥∥V inT i0 ,T i0 − 1Tnσˆ2i
∫ Tn
0
φ(XtT i
0
)T i
0
φ(XtT i
0
)TT i
0
dt
∥∥∥∥∥
∞
≥ δ and sup
1≤i≤pn
σˆ−2i ≤ K˜1
)
≤ K˜1
n∆nδ
n∑
k=1
∫ tnk
tn
k−1
E
[
sup
j,l∈T i
0
|φj(Xjt )φl(X lt)− φj(Xjtn
k−1
)φl(X
l
tn
k−1
)|
]
dt.
Moreover, it follows from triangle inequality and Schwartz’s inequality that
E
[
sup
j,l∈T i
0
|φj(Xjt )φl(X lt)− φj(Xjtn
k−1
)φl(X
l
tn
k−1
)|
]
≤ E
[
sup
j,l∈T i
0
|φl(X lt)(φj(Xjt )− φj(Xjtn
k−1
))|
]
+E
[
sup
j,l∈T i
0
|φj(Xjtn
k−1
)(φl(X
l
t)− φl(X ltn
k−1
))|
]
≤
(
E
[
sup
l∈T i
0
|φl(X lt)|2
]) 1
2
(
E
[
sup
j∈T i
0
|φj(Xjt )− φj(Xjtn
k−1
)|2
]) 1
2
+
(
E
[
sup
j∈T i
0
|φj(Xjtn
k−1
)|2
]) 1
2
(
E
[
sup
l∈T i
0
|φl(X lt)− φl(X ltn
k−1
)|2
]) 1
2
≤ 2S∗LL′∆
1
2
n .
We thus have that
P
(∥∥∥∥∥V in − 1Tnσˆ2i
∫ Tn
0
XtX
T
t dt
∥∥∥∥∥
∞
≥ δ and sup
1≤i≤pn
σˆ−2i ≤ K˜1
)
≤ 2K˜1LL
′S∗
n∆nδ
· n∆
3
2
n .
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If we put δ = n−η for η ∈ (0, α/2), then the right-hand-side of this inequality
converges to 0, which means that (I) = op(1). ✷
Now, we are ready to prove the asymptotic normality of Θˆ
(2)
iTˆ in
in the following
sense.
Theorem 5.3. It holds for every i ∈ N that√
tnn(Θˆ
(2)
iTˆ in
−Θ0iT i
0
)1{Tˆ in=T i0}
→d N(0, Qi−1
T i
0
,T i
0
)
as n→ ∞. Note that for every i ∈ N, it holds that i < pn for sufficiently large
n.
Proof. Using Taylor expansion, we have that
ψn(Θˆ
(2)
iTˆ in
)Tˆ in
= ψn(Θ
0
iTˆ in
)− V i
nTˆ inTˆ
i
n
(Θˆ
(2)
nTˆ in
−Θ0
iTˆ in
).
It follows from the definition of the estimator Θˆ
(2)
i that√
tnnV
i
nTˆ inTˆ
i
n
(Θˆ
(2)
iTˆ in
−Θ0iT i
0
)1{Tˆ in=T i0}
=
√
tnnψn(Θ
0
iT i
0
)T i
0
1{Tˆ in=T i0}
.
We can decompose that
√
tnnψn(Θ
0
iT i
0
)T i
0
= (I) + (II) + (III), where
(I) =
σ0i√
n∆nσˆ2i
n∑
k=1
φ(Xtn
k−1
T i
0
)T i
0
∫ tnk
tn
k−1
(Θ0iT i
0
)T {φ(XsT i
0
)T i
0
− φ(Xtn
k−1
T i
0
)T i
0
}ds,
(II) =
(
σ0i√
n∆nσˆ2i
− 1√
n∆nσ0i
) n∑
k=1
φ(Xtn
k−1
T i
0
)T i
0
(W itn
k
−W itn
k−1
)
and
(III) =
1√
n∆nσ0i
n∑
k=1
φ(Xtn
k−1
T i
0
)T i
0
(W itn
k
−W itn
k−1
)
We can show that (I) = op(1) by the similar way to the proof of Lemma 4.1.
Next, we will apply the martingale central limit theorem for (III). Define the
martingale differences {ξk}k=1,2,...,n by
ξk :=
1√
n∆nσ0i
φ(Xtn
k−1
T i
0
)T i
0
(W itn
k
−W itn
k−1
).
It holds for every j, l ∈ T i0 that
n∑
k=1
E
[
1√
n∆n(σ0i )
2
φj(X
j
tn
k−1
)φl(X
l
tn
k−1
)|Ftn
k−1
]
=
1
n∆n(σ0i )
2
n∑
k=1
φj(X
j
tn
k−1
)φl(X
l
tn
k−1
)E[(W itn
k
−W itn
k−1
)2]
=
1
n(σ0i )
2
n∑
k=1
φj(X
j
tn
k−1
)φl(X
l
tn
k−1
).
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We can see that right-hand side converges to the (j, l)-component of the matrix
Qi
T i
0
T i
0
in probability by the same way of the proof of Lemma 5.2. Moreover, we
can check the Lyapnov’s condition:
n∑
k=1
E
[
‖ξk‖2+δ2 |Ftnk−1
]
→p 0
for δ = 2, which implies Lindeberg’s condition:
n∑
k=1
E
[
‖ξk‖221{‖ξk‖2>ǫ}|Ftnk−1
]
→p 0,
for every ǫ > 0. Then, we obtain that
1√
n∆nσ0i
n∑
k=1
φ(Xtn
k−1
T i
0
)T i
0
(W itn
k
−W itn
k−1
)→d N(0, QiT i
0
T i
0
)
by martingale central limit theorem. Noting that
(II) =
(
(σ0i )
2
σˆ2i
− 1
)
1√
n∆nσ0i
n∑
k=1
φ(Xtn
k−1
T i
0
)T i
0
(W itn
k
−W itn
k−1
)
and (III) = Op(1), we obtain that (II) = op(1) since σˆi is a consistent estimator
for σ0i . Using the above results and Lemma 5.2, we have that√
tnn(Θˆ
(2)
iTˆ in
−Θ0iT i
0
)1{Tˆ in=T i0}
= Qi−1
T i
0
T i
0
√
tnnψn(Θ
0
iT i
0
)T i
0
1{Tˆ in=T i0}
+ op(1).
Since it holds that 1{Tˆ in=T i0}
→p 1 by Theorem 5.1, we can use Slutsky’s theorem
to derive our conclusion. ✷
6 Concluding remarks
In summary, we can construct the asymptotically good estimator for our model
even in high-dimensional settings if the sparsity of the parameter is fixed or
bounded. If the sparsity is not bounded, we may not reduce the dimension of
the parameter. In such cases, the asymptotically normal estimator can not be
constructed by the equation (3).
In this paper, we assume that the diffusion coefficients σi’s are constants.
However, it may be possible to consider the case when each σi has more com-
plicated structures. For example, we can consider the following model:
X it = X
i
0 +
∫ t
0
ΘTi φ(Xs)ds+
∫ t
0
exp(βTi ϕ(Xs))dW
i
s , i = 1, 2, . . . , p,
where βi ∈ Rp and ϕ(·) is an appropriate smooth function. According to [4],
we can construct estimators for βi by the Dantzig selector and prove the lq
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consistency of the estimators for every q ∈ [1,∞]. Therefore, we may prove
the same asymptotic properties of Θ even for the above model which has high-
dimensional parameters in diffusion coefficients.
Besides, variable selection consistency of the estimator of drift matrix is
important for applications such as graphical modeling which can be seen in [10]
and [9]. In future, we would like to consider such applications and present some
numerical results.
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