Transverse field effect on thermodynamic properties of the spin-3/2 BlumeCapel model on rectangular lattice in which the interactions in perpendicular directions differ in signs is studied within the mean field approximation.
Introduction
Modern statistical theory of condensed media pays great attention to studies of the Ising model extensions that include single-ion anisotropy and higher-order types of exchange interactions. The strong interest in these models arises partly on account of the rich phase transition (PT) behaviour they display [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and partly due to the fact that they find applications to a wide class of real objects [14, 15] . Thus, the spin-3/2 Blume-Emery-Griffiths
Capel model
on the rectangular lattice with the ferromagnetic bilinear short-range interaction (K F > 0) in one direction and the antiferromagnetic one (K AF < 0)
in the perpendicular direction (as in KEr(MoO 4 ) 2 ). Γ z and Γ x are the longitudinal and transverse magnetic fields, D is the single-ion anisotropy.
Mean field approximation
Within the mean field approximation [26, [29] [30] [31] Hamiltonian (1) 
In order to obtain the free energy
of model (1) within MFA we need to calculate first the one-particle partition functions Z 1α . One-particle Hamiltonian (3) is defined on a one-spin basis which consists of four eigenstates of the S z i operator.
In this representation, the one-particle Hamiltonian reads
Based on (6) and (8) we obtain
where the eigenvalues (E α ) ν of matrix (8) are roots of the following equation of the 4 th order
Here we use the notations:
It should be noted that the roots (E α ) ν depend on both m α and m β (see (4) and (11)).
Within the MFA the thermal expectation values m α = S z iα can be determined [19, [29] [30] [31] [32] from the conditions of extremum of the free energy with respect to them (∂F/∂m A = ∂F/∂m B = 0). These conditions yield the following system of equations for m α :
where
Numerical analysis results
In this section we discuss the results of numerical calculation of model (1) for the case Γ z = 0 within the MFA.
Let us introduce the quantity x which characterizes coupling between the interactions K AF and K F :
We emphasize that in a general case the solutions of the system of equations (12) 
It should be noted that in cases (1) and (A.1) the lattices are divisible into sublattices in different manner.
In this section we shall use the following notation for the relative quantities (see also (14) ):
and the following three phases will be distinguished (see Refs. [8, 9, 11-13, 20, 22, 24, 25] ):
• antiferromagnetic-3/2 phase (AF 3/2 );
• antiferromagnetic-1/2 phase (AF 1/2 );
• paramagnetic phase (P).
Here the identification of phases AF 3/2 and AF 1/2 has not a robust criterion It should be mentioned that such a classification of the ordered phases not only is far from perfection at h x = 0, but also makes sense, basically, only in studies of the temperature dependencies of sublattice magnetizations. Moreover, sometimes we can not distinguish between phases AF 3/2 and AF 1/2 . In this case we will denote this phase as AF.
We are able to distinguish these antiferromagnetic phases AF 3/2 and AF 1/2 in the following cases:
(i) in the ground state at h x = 0;
(ii) in the ground state at h x = 0 in particular cases, provided that we have graphs of temperature dependencies of sublattice magnetizations in a sufficiently wide temperature interval and respective phase diagrams;
(iii) near the phase transition AF 3/2 ↔ AF 1/2 ;
(iv) at t > 0 outside of the phase transition AF 3/2 ↔ AF 1/2 region in particular cases only (provided that we have graphs of temperature dependencies of magnetizations in a sufficiently wide temperature interval and respective phase diagrams).
Let us note that within the MFA for the Γ z = 0 case phase transitions between different antiferromagnetic phases can be only of the first order and transitions between antiferromagnetic and paramagnetic phases can be only of the second order.
It will be easier to understand the effects produced by the transverse field, if we at first briefly consider the results obtained for the case of zero transverse field [20, 33] . In For d ≫ d CP (see Fig. 1 ) the topology of the (h x , t) phase diagrams is the same as the topology of the diagram given in Fig. 2 . At |h
is the coordinate of the ground state phase boundary point) the system undergoes the PT AF 3/2 → P on increasing temperature. At |h
If single-ion anisotropy is close to d CP and d 0P (see Fig. 1 ) the topology of (h x , t) phase diagrams can be of nine different types. Figs. 3 -11 illustrate the major aspect of the changes in the topologies of (h x , t) phase diagrams as we change d.
The phase diagram presented in Fig. 3 has a double re-entrant topology.
A cascade of temperature phase transitions AF 3/2 → P → AF 3/2 → P is (Fig. 4) has a double re-entrant topology and the CP inside the AF phase. The system undergoes the tem-
, two PTs AF 1/2 → AF 3/2 and AF → P at |h
CP is a coordinate of the critical point), one PT AF → P at |h x | ∈]h ].
At
PT is absent. It should be noted that in this case the AF → P phase transition can be identified as AF 3/2 → P or AF 1/2 → P only at those values of |h x |, which are much lower or much higher than h x CP , respectively. At d = −1.7 the (h x , t) phase diagram contains the CP inside the AF phase (see Fig. 5 ). The MFA yields the temperature PT AF → P at |h
, two transitions AF 1/2 → AF 3/2 and AF → P at |h
] and no PT at |h x | > h 
the system is in the paramagnetic phase at any temperature. and AF → P at |h
and no PT at |h
In the case d = −1.945 (see Fig. 10 ) the (h x , t) phase diagram has topology with the CP inside the AF phase and in the case d = −1.96 (Fig. 11) it has topology without a CP. In the case d = −1.945 at |h x | < h x CP the system undergoes the PT AF → P. In the cases d = −1.945 and d = −1.96
, respectively, the system undergoes two transitions AF 3/2 → AF 1/2 and AF → P. At |h
] for d = −1.945
for the both cases the temperature transitions are absent. Fig. 1 ) the topology of the (h x , t) phase diagrams within the MFA is the same as that of the diagram given in Fig. 12 . At |h
the system undergoes the temperature PT AF 1/2 → P. At |h x | > h x 0P no temperature PT is expected by MFA.
Finally, let us briefly consider re-entrant phenomena. In our opinion the re-entrant and double re-entrant transitions both between ordered and disordered phases of the second order and between different ordered phases of the first order are caused by the competitions of the bilinear interactions (which in the considered model are described only by one parameter K) with the transverse field and the negative single-ion anisotropy. A similar re-entrances have been found, for example, in Refs. [2-4, 8, 12, 13, 28, 34] (see also [35] ) within various techniques for different Ising models with spin
During the detailed investigation we have found that re-entrant and double re-entrant temperature PTs considered in this work occur in narrow regions (ranges) of parameters h x and d (for the double re-entrant transitions between ordered and disordered phases of the second order see Fig. 13 ).
They appear due to the cooperative effect: competition between K and Γ x as well as competition between K and negative D. There is no dominative contribution and none of the mentioned competitions leads to the re-entrant behaviour in its own right.
It should be noted that re-entrant topologies are equally well defined on the phase diagrams both in (h x , t) and in (d, t) planes (for the case of double re-entrant temperature PTs between ordered and disordered phases of the second order see the insert in Fig. 13 ).
Only a part of the phase diagram projection on the (h x , d) plane is presented in Fig. 13 , where a region with cascades of double re-entrant phase transitions between ordered and disordered phases of the second order is marked. The regions, where re-entrant and double re-entrant temperature PTs between different ordered phases of the first order occur, have a qualitative appearance similar to the one shown in Fig. 13 . 
Conclusions
The (K 1 + K 2 ), m α = S z iα and Z 1α are one-particle partition functions (9) in which (E α ) ν are roots of equation (10) Here we use the notation (13).
Thus, due to the fact that the field κ α depends only on the magnetization of sublattice β, we have the equation for m A and the expression for m B , but not a system of equations for the sublattice magnetizations.
