



aktualisierung „on demand“ und der Ausweitung der Kompetenzen auf ein breiteres 
Aufgabenumfeld (Mülder 2016, S. 22–33). Vom Wandel betroffene Tätigkeitsumfelder sind 
auch die Maschinenüberwachung und Entstörung in der Produktion. Assistenzsysteme 
können hier Mitarbeiter entlasten und unterstützen, sodass es für sie möglich wird, den 
steigenden Anforderungen nachzukommen und neue Fertigkeiten zu erlernen.  
Augmented Reality wurde in diesem Zusammenhang bereits in mehreren Nutzerstudien als 
vielversprechende Technologie für die Mitarbeiterassistenz im industriellen Umfeld bestätigt 
(Friedrich 2004) . Dennoch schafften es viele der entwickelten Assistenzsystem nicht über den 
Prototypenstatus heraus. Als ein Grund für diesen Umstand wird die fehlende Intelligenz der 
Assistenzsysteme genannt (Junghans et al. 2014, S. 331). Ein Ansatz zur Lösung dieses 
Problems ist die Zuschaltung von Experten, welche den Laien mit Hilfe von Augmented Reality 
Instruktionen vermitteln (Masoni et al. 2017; Wang et al. 2014). Weitere Ansätze basieren auf 
der automatisierten Auswertung von Videomaterial mit Hilfe von Machine Learning (Petersen 
und Stricker 2015) und der Modellierung von Situationsbegebenheiten mit Hilfe von Graphen 
und Ontologie-basierten Sprachen (Wang et al. 2016; Zhu et al. 2014). 
Das in diesem Beitrag vorgestellte Assistenzsystem begegnet den genannten 
Herausforderungen mit Hilfe einer regelbasierten kognitiven Architektur, welche eine flexible 
Erfassung und Interpretation der Situation ermöglicht. Auf Grundlage dieses Situations-
bewusstseins kann das System Aktionen zur Problembehebung planen und durchführen.  
Um das für eine Situationsinterpretation notwendige Wissen über das Arbeitssystem 
abzubilden, wird der Nutzungskontext des Systems analysiert und mit Hilfe von Zuständen und 
Zustandsübergängen beschrieben (siehe Kapitel 2). Der im Anschluss beschriebene Prototyp 
des Systems kann auf Basis dieses erhobenen Wissens eine Möglichkeit der Fehlerbehebung 
auswählen. Dies kann die eigenständige Bedienung der Maschine oder die Anleitung eines 
Mitarbeiters bei der Fehlerbehebung sein. 
 
2 ANALYSE DES NUTZUNGSKONTEXTS 
Ein zentraler Bestandteil des menschzentrierten Entwicklungsprozesses zu Entwicklung von 
gebrauchstauglichen interaktiven Systemen ist die Analyse des Nutzungskontexts (DIN EN 
ISO 9241-210, S. 17–18) inklusive der  Arbeitsaufgabe. Diese wird als die „zur Erreichung 
eines vorgesehenen Arbeitsergebnisses erforderliche Aktivität oder Anzahl von Aktivitäten des 
Arbeitenden“ (DIN EN ISO 6385: 2016, S. 9) definiert.  
Im untersuchten Anwendungsfall der Instandhaltung einer Produktionsanlage ist das 
angestrebte Arbeitsergebnis die Herbeiführung und Beibehaltung eines Zustands der 
Produktionsanlage, in dem das gewünschte Produkt fehlerfrei produziert wird. Die 
erforderlichen Aktivitäten des Nutzers, die zum Erreichen bzw. Aufrechterhalten dieses 
Zielzustands nötig sind, wurden u.a. durch Selbstbeobachtung analysiert und  in 
wiederkehrende Sinnabschnitte (Teilaufgaben) gruppiert (Schlagowski et al. 2017). Das 
 
erhobene Wissen wurde dabei so strukturiert, dass wie bei der Ziele-Mittel-Analyse (means-
ends analysis, (Newell und Simon 1972)) nach der Durchführung einer oder mehrerer 
Teilaufgaben jeweils ein eindeutig nachvollziehbarer Zustand der Produktionsanlage 
vorherrscht, ein sog. Teilziel (vgl. Abbildung 1: Kreise mit „TZ“).  
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Tabelle 1: Teilziele (Auszug) und verknüpfte Teilaufgaben im Anwendungsfall 
Quelle: Eigene Darstellung 
Teilziel Teilaufgaben Merkmale des Teilziels 
TZ1: Steuerungen online 3x Hauptschalter betätigen, warten Steuerungen antworten über TCP 
TZ2: Druckluft liegt an Kompressor einschalten, warten Sensorik an den Druckrelais „true“ 
TZ3: Anlage zurückgesetzt 3x Schlüssel drehen, 3x Taste 
betätigen 
Auslesen von Daten der Steuerung 
TZ4: Magazine nachgefüllt 2x Lager leeren, 4x Magazin füllen Magazinsensoren alle „true“, 
Bestätigung durch Operateur 
 
Tabelle 2: Störungen (Auszug) im Anwendungsfall 
Quelle: Eigene Darstellung 
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3 SYSTEMENTWURF UND PROTOTYP 
Das Assistenzsystem das den Operateur bei der Inbetriebnahme und Entstörung des 
Mechatronik-Trainingssystems unterstützen soll, orientiert sich an typischen Schritten der 
menschlichen Informationsverarbeitung im kognitiven Prozess (Onken und Schulte 2010; 
Putzer und Onken 2003):  
 Umgebungswahrnehmung,  
 Situationsinterpretation,  
 Zielbestimmung,  
 Aktionsplanung und  
 Aktionsdurchführung. 
Diese Schritte finden sich unmittelbar in der Systemarchitektur wieder. Für die 
Implementierung der Architekturkomponenten Situationsinterpretation, Zielbestimmung und 
Aktionsplanung wird ein Kernel der kognitiven Architektur Soar (Laird 2012) eingesetzt. Dieser 
erfasst zyklisch die verfügbaren Informationen über den Zustand der Produktionsanlage und 
vergleicht diese Daten mit den bekannten Zuständen, die zuvor durch die Analyse des 
Nutzungskontextes erfasst wurden. Anschließend wird ermittelt, welches nächste Teilziel 
angestrebt werden soll und welche Aktionen dafür notwendig sind. Nachdem die nächste 
durchzuführende Aktion ausgewählt wurde, kann deren Umsetzung an die aktuelle Situation 
angepasst werden, um den Zustand des Arbeiters zu berücksichtigen. Dazu zählen die 
Erwägung einer direkten und eigenständigen Einflussnahme auf die Produktionsanlage, oder 
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eine Anweisungsübermittlung bzw. Unterstützung des Maschinenbedieners bei der 
Durchführung einer erforderlichen Aktivität.  
Der Prototyp nutzt das Augmented Reality Head-Mounted Display HoloLens des Herstellers 
Microsoft für die Nutzerinteraktion. Dieses kann dafür auf ein breites Spektrum an Ein- und 
Ausgabemodalitäten zugreifen (z.B. Gesten- und Sprachsteuerung, Audioausgabe und AR-
Displays) und empfängt die vom Soar-Kernel generierten Instruktionen über TCP/IP. Für die 
Zustandsüberwachung und die direkte Einflussnahme auf die Produktionsanlage wurde ein 
Motion Logic Programming Interface (MLPI) des Herstellers Bosch Rexroth eingesetzt, 
welches Lese-und Schreibvorgänge an Zustandsvariablen der SPS-Einheiten ermöglicht. 
 
Abbildung 2: Sicht eines Maschinenbedieners bei der Nutzung des Demonstrators in der Lernfabrik 
Quelle:  eigene Darstellung 
 
Abbildung 2 zeigt den Prototypen im Einsatz am Mechatronik-Trainingssystem in der 
Lernfabrik mit der augmentierten Sicht des Maschinenbedieners. Diese enthält die Anweisung, 
ein durch einen Pfeil gekennzeichnetes Auswurflager zu entleeren um die Anlage zu entstören.  
Um eine zeiteffiziente Entwicklung des Assistenzsystems zu gewährleisten, wurde zusätzlich 
ein HoloLens-Emulator eingesetzt und eine Simulations-Software entwickelt, die das 
Verhalten der Produktionsanlage ähnlich einem digitalen Zwilling mimen kann. 
 
4 ZUSAMMENFASSUNG UND AUSBLICK 
Zusammenfassend konnten wichtige Ergebnisse für die Entwicklung eines kognitiven 
Augmented Reality Assistenzsystems erzielt werden. So konnte mit Hilfe der verwendeten 
Methoden für die Analyse des Nutzungskontextes ein Teil des Verhaltens der 
Produktionsanlage beschrieben und simuliert werden. Weiterhin wurden die für die 
Kommunikation mit dem Assistenzsystem erforderlichen technischen Schnittstellen zum AR-
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Headset und zu den SPS-Einheiten implementiert und ein Testbed für die Integration der 
kognitiven Architektur geschaffen. Mit Hilfe dieser Software-Komponenten konnten erste 
Funktionalitäten auf Basis eines Soar-Kernels umgesetzt werden. 
Zukünftig soll eine Anbindung von Smart Watches, welche zur Mitteilungen von 
Entstörungsaufträgen vorgesehen sind, implementiert werden. Weiterhin soll eine Schnittstelle 
für das Einpflegen von Authoring-Inhalten mit Hilfe des AR-Headsets eine benutzer-
freundliche Integration von Daten über den Nutzungskontext ermöglichen. Außerdem soll die 
Aktionsplanung des Assistenzsystems erweitert werden, um die Expertise und die mentale 
Beanspruchung des Operateurs bei der Aktionsplanung zu berücksichtigen. 
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