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Abstract
To effectively connect activities and architecture of the ner-
vous system to behavioral output, it is crucial to have a
precise, accurate and complete description of stereotyped
behavioral components (“motifs”) and how they are assem-
bled to form observed behaviors. While some motifs have
been uncovered and detailed in rats via human observation,
discovering behavioral repertoires in this way is imprecise,
slow and contaminated with biases and individual differ-
ences. As a replacement, we propose a framework for un-
biased, efficient and precise mapping of rat locomotor ac-
tivities. We propose that locomotion possesses multiscale
structures – it is assembled from motifs of specific postures,
movement of segments, and exploration patterns. We mod-
eled the layered structure of behavior for the first time with
multiple, parallel Markov chains that were obtained with
hidden Markov models (HMM). We showed that even at
minute-long timescale, observed behaviors are composed of
motifs. In addition, the motifs are not only computation-
ally distinct but biologically significant. We found that mo-
tif assembly is a heterogeneous Markov process. Finally,
using layered computational models, we showed that motif
assembly is strongly constrained to a few fixed behavioral
“phrases”. The motifs potentially reflect outputs of canonical
underlying neural circuits. Our approach and results for the
first time capture behavioral dynamics at different spatial-
temporal scales, painting a complete and detailed picture of
how behaviors are organized.
1 Introduction
Intuitively, animal behaviors are produced at different
scales, ranging from motor primitives to overarching strate-
gies. For example, as a person haves lunch, the motor prim-
itives involve her placing the spoon on the plate and then
in her mouth; on a larger scale, she returns to her office
after she’s done eating. To adequately describe the behav-
ior of lunch-having, one must be able to capture behavioral
motifs at multiple scales, transition structures between mo-
tifs at each scale, and mapping between motifs at different
scales [35]. A more abstract representation of co-existing
different behavioral scales is illustrated in Fig. 1.1 (b). The
complexity of multiscale dynamics brings considerable in-
conveniences to behavioral neuroscience. Slow and large-
scale dynamics are less apparent to human observers than
fast, immediate ones, leading to slowly-evolving variations in
fast dynamics that appear to be beyond deterministic expla-
nation. Difficulties with describing behavioral dynamics are
exacerbated by the field’s long-standing reliance on human
observation and intuition to parse out individual, ethologi-
cally meaningful segments of behavior. These segments are
sometimes poorly aligned with their supposed ethological
meaning.
The lack of precise, complete and coherent description of
animal behavioral dynamics has far-reaching consequences
on biological sciences. Consider rats, one of the most com-
monly used model organisms across fields. In many inves-
tigations, especially those interested in behaviors and their
neural substrates (e.g. neuroscience, psychopharmacology),
stereotyped behaviors of rats are used as critical measure-
ments. Noted applications of rat behavioral measurement
include the open field (OF) test and the elevated plus maze
(EPM) for anxiety-like behaviors, forced swimming test for
depression-like behaviors, the Von Frey assay for mechanical
nocioceptive sensitivity and so on [11, ?, 17, 31, 33]. Behav-
ioral assays of rats are well-established components of rodent
models of neural functions and psychiatric conditions from
spatial memory and empathy to autism spectrum disorder
and major depression [2, 16, 20, 24]. Due to the feasibil-
ity of large-scale, automated data collection (via tracking
systems, for example), locomotion is the most frequently
analyzed behavior. Locomotion is also part of virtually any
behavioral assay. In addition, stereotyped behaviors have
also been defined and used in behavioral assays. The link
between a stereotyped behavior and its ethological meaning,
such as boxing and lateral threat for social aggression[8],
thigmotaxis for anxiety[29] , and licking and grooming for
maternal care[23], are proposed based on human intuition,
derived from observing rat behaviors, and detected by hu-
man observers using often imprecise definitions. While ex-
isting movement-to-meaning connections have validity, ad-
ditional meaningful locomotive patterns that can be readily
discovered by an unbiased algorithm are likely to exist.
Relying on convention and intuition for experimental analy-
sis leads to limited possibilities and an inaccurate represen-
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1 INTRODUCTION
tation of the reality. To illustrate one common limitation,
the EPM, considered to be a specific test for anxiety-like
states, has an injective but not bijective relationship with
anxiety analogs. In other words, variations in EPM read-
outs may reflect hidden states other than anxiety. Behav-
ioral metrics are vulnerable to variations in experimental
setup, and sometimes these variations have interactions with
the hidden states of interest. For example, metrics reflect-
ing anxiety-like behaviors in the Elevated Plus Maze test
are sensitive to rats’ prior experience with human handling
and the illumination of the test room. These factors selec-
tively sensitize rats to some anxiolytic treatments but not
others[?]. Finally, in locomotion analyses the exact defini-
tions are often based on arbitrary hunches. For instance,
it is well known that thigmotaxis, rodents’ preference to be
located near the boundaries of testing environments, is an
index of anxiety[29]. However, how much of the area around
the boundaries should be defined as peripheral? Such ques-
tions are currently answered arbitrarily.
Without systematic investigations and adequate knowledge
of the repertoire and dynamics of rat behaviors, what hu-
man coders define as “stereotyped behaviors” can be poorly
aligned with actual repeated and meaningful behavioral mo-
tifs in the animals; the behavioral markers that human ob-
servers have associated with hidden states of interest may
not be the most precise or accurate. Understanding animal
behaviors with this approach is akin to understanding a for-
eign language with no knowledge of either its vocabulary or
grammatical structures. Being able to parse out what are
the real stereotyped motifs (“vocabulary”), and how they are
organized and assembled into observed behavioral sequences
(“syntax”), will greatly aid efforts to understand the mean-
ings of behaviors. This calls for an assumption-free, unbi-
ased identification approach.
There have been some successful attempts to use fully un-
supervised, unbiased mathematical models to map out be-
havioral repertoires in animals[6, 9, 34]. In these efforts,
distinguishable and stereotyped motifs are identified from
behavioral output computationally, seeding identification of
behavioral repertoires. Yet, such approaches to date have
ignored the multi-scale embedding structure of behavioral
motifs. Importantly, as evident from Fig. 1.1 (b), the geom-
etry of large-scale motifs cannot be described by the assem-
bly principles of small-scale motifs. Thus, the single-scale
modeling approach that is prevalent in animal behavioral
modeling cannot capture the full repertoire of behaviors,
particularly the larger-scale ones. In addition, some of the
previous mathematical models of behaviors use straightfor-
ward clustering algorithms (e.g. K-means, see [14]), which
overlook transition dynamics between motifs.
We propose a new computational approach that, for the first
time, reveals the existence, geometry and transition dynam-
ics of rat behavioral trajectories at multiple timescales. In
terms of model design, we combined hidden Markov model-
ing (HMM) with a segmentation-decomposition procedure,
Figure 1.1: Multi-scale structure of locomotor trajectory
motifs calls for a segmentation-decomposition procedure.
(a) The segmentation-decomposition procedure. Granular-
ity was forced at interval τ onto HMMs by segmenting the
data series first and decomposing them using principle com-
ponent analysis. (b) Motifs in rat locomotor trajectories ex-
ist in parallel on different spatial-temporal scales. Fully de-
scribing the trajectory illustrated here, for instance, requires
mapping of the geometry of lower and higher timescale mo-
tifs, as well as the assembly rules at two different scales.
Their linear representations in the PC space (shown here
in the third step) are fed into HMMs. (c) Autocorrelation
function of locomotor data. (d) Period spectrum (period be-
ing the reciprocal of frequency) from Fourier decomposition
of locomotor trajectories. [2] is a blown-up view of parts of
[1].
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which forced predetermined, explicit constraints on the spa-
tial scales of motifs and the temporal scales of dynamics.
The result is a model that views behavioral trajectories as
the outcome of multiple Markov processes organized hier-
archically based on their respective scales. We tested the
validity of this view, as well as the experimental significance
of the discovered motifs. Our approach shows the limita-
tions of traditional single-scale modeling and identification
of behavioral sequences, Our results motivate a new, multi-
scale perspective on animal behavior modeling.
2 Materials and Methods
2.1 Experimental set-up
The basic paradigm for the experiments has been described
in detail before [2, 3, 4, 28]. In the behavioral experiments,
an adult male Sprague-Dawley (SD) rat was placed into
a custom-built Plexiglas restrainer individually. Restrain-
ers have a door on only one side that can only be opened
from the outside through physical action (no electronic but-
tons/levers etc.). Each restrainer is placed in the center of a
50–by–50 cm arena, walled off with Plexiglas panels. The rat
in the restrainer is hereby referred to as the “trapped rat”.
In each arena, another adult male SD rat of similar age and
size was placed outside of the restrainer. Rats that were al-
lowed to move freely in the arenas are hereby referred to as
“free rats”. In each experimental “session”, the restrainer and
the trapped rat were placed in the center of the arena and
the free rat was introduced to the arena; if the free rat did
not open the restrainer and release the trapped rat within
40 minutes, an experimenter propped the door half-open 40
minutes after the session had started; the free rat was then
given 20 minutes in the arena. If the free rat opened the
door at any point, the session continued until an hour was
up. Therefore all sessions lasted for an hour. Each free rat
was tested for one session per day for 12 days.
2.2 Data collection
In the particular dataset used here, a total of 24 free rats
and 24 trapped rats were tested for 288 sessions (12 for each
pair of free rat and trapped rat). Only the first seven days of
sessions were analyzed (N=168). Moreover, the same 16 free
rats received an intraperitoneal (i.p.) injection of nadolol 15
minutes before each session and the remaining 8 free rats
received an i.p. injection of propranolol. The injections
took place before all the sessions. Trapped rats received no
injections. Originally the data were collected to test the
effects of propranolol and nadolol treatment on prosocial
behaviors in rats. The nadolol data were previously reported
in [4].
During behavioral testing, a wide-angle CCD camera was
placed above each arena, fastened with a custom-built
camera holder for stability. All behavioral sessions were
videotaped thusly. After behavioral testing had finished,
the videos were analyzed off-line using the EthoVision
software[22]. The software allows automated video-based
tracking of the subjects in the arenas throughout the session.
To allow the software to distinguish the trapped rat and the
free rat in each session, the rats were marked with markers
of different colors during testing. Tracking was performed
at 15 frames per second, generating a 2-tuple coordinate (X-
Y) for each frame. No further analysis was performed in the
software, and the raw tracking data were exported for fur-
ther analysis. The raw data for each session were therefore a
two-dimensional time series that spans across 60 minutes at
15 frames per second (~54,000 tuples of coordinates). Since
rats were being placed into the arenas in the first 5 min-
utes of the session, and the last 20 minutes of each session
involves a half-open restrainer door instead of the standard
closed door, they were not included in any analysis.
The 24 free rats were tested for 12 sessions, each with 35
minutes of tracking at 15 frames per second, resulting in ~9
million tuples of coordinates.
2.3 Analysis outline
The main aim of the current analysis is to discover stereo-
typed, repeated motifs in behavioral (specifically, locomo-
tor) trajectories, and identify the rules that govern their
assembly into the observed locomotive behaviors. The com-
plete locomotive trajectories were first segmented at differ-
ent timescales, resulting in short trajectory segments at var-
ious levels of granularity. Next, linear dimensionality reduc-
tion was performed on the segments with principle com-
ponent analysis (PCA), representing each segment in a 5-
dimensional principle component space. We then obtained
low-dimensional representations of the segments, and deter-
mined the order of their assembly in complete trajectories.
We investigated whether there exist stereotyped, repeated
segments (which we term “motifs”), and whether they are as-
sembled according to certain rules by fitting hidden Markov
models (HMM). Assumptions about motifs and their tran-
sition dynamics were tested by comparing HMMs against
mixture models. We then tested whether the motif assem-
bly satisfies the assumption of Markov property by exam-
ining two statistical signatures. We found that HMMs are
appropriate models for identifying motifs and their assembly
rules in rat locomotor data, and went on to perform other
analyses using the motifs and rules identified by HMMs. A
steo-by-step description of these analyses is offered below.
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2.4 Multi-timescale feature extraction
2.4.1 Multi-timescale feature extraction through
lateral decomposition
A valuable step to reduce the dimensionality of locomotor
data is to discover high-dimensional stereotyped patterns,
which in turn can be used to reconstruct original locomo-
tor sequences combinatorially. A frequently used approach
in similar dimensionality reduction problems (e.g. speech
recognition, motion recognition) is to discover instantaneous
motifs (i.e. duration of one frame) that can be sequentially
combined to form locomotion trajectories. This approach
may be favorable for cases where each frame has a high de-
gree of freedom, such as when modeling pose trajectories[34].
However, locomotor data at each frame has a very low de-
gree of freedom. Therefore, modeling locomotor data in this
way is unlikely to capture trajectories of interest. There are
extended versions of the HMM, such as the Autoregressive
Hidden Markov Model, ARHMM, and the Hierarchical Hid-
den Markov Model, HHMM, that include some slower dy-
namics by either expanding the transition matrix to include
motifs further back in time (in the case of ARHMM, see [32])
or adding “meta-motifs” each of which has its own transition
matrix of motifs (in the case of HHMM). However, they
make constraining assumptions about the structure of the
meta-motifs and are therefore ill-suited for multi-timescale
motif discovery[1].
We employed a different approach that we term the
“segmentation-decomposition” procedure. It relies on lateral
decomposition of locomotor trajectories (e.g., each sequence
is the weighted sum of several “eigensequences”), instead of a
sequential combination as outlined above. A key difference
between the two approaches is that while sequential addition
of motifs can use motifs of the same length to recover mean-
ingful behavioral structures of different lengths (by fitting a
transition probability matrix, for instance), lateral additive
combination requires the length of the locomotion segments
to be predetermined. In other words, the locomotion trajec-
tories must be segmented first, and decomposed second. A
diagram illustrating the procedure is offered in Fig. 1.1 (b).
Determining the temporal-spatial scales of motifs in locomo-
tor data is a central problem when parsing animal behavior
data into meaningful segments (for discussion and solutions
of this issue in non-rat organisms, see [6, 9, 34]). In our
case, there are two scales of interest – the timescale of motif
assembly (e.g. how long is each motif used before it transits
into a different motif?), and the spatial scale of motif geom-
etry (the spatial-temporal scale of each motif). Temporal
and spatial scales are related by constraints of rats’ velocity.
In addition, motifs may exist at multiple scales simultane-
ously (as is assumed here), further complicating scale selec-
tion. Mitigating the problem is the fact that the timescales
of segmentation selected here do not dictate the timescale
of data structures (e.g. one-second segmentation can reveal
five-second structures via specific transition structures).
In the current analysis, the trajectories were segmented at
1, 5, 10, 15, 30, and 60 second intervals. While these selec-
tions are somewhat arbitrary, note that segments created at
each interval contain information about slower dynamics in
the assembly rules. The manual selection of these intervals
was guided by a few analyses. First, the autocorrelation
of locomotor data drops below the level of permuted data
at around 300 seconds (Fig. 1.1(c)). This creates an upper
bound for the timescale of structured locomotor trajectories.
Second, the period spectrum, constructed with the Fourier
transform of locomotor data (Fig. 1.1 (d)), shows a linearly
increasing amplitude across periods. We hereby denote the
length of segmentation as τ .
Once created, the segments of locomotor trajectories were
rotated and displaced to always start from the origin and
in the direction of the Y-axis. Separate principle compo-
nent analyses (PCA) were then performed on the result-
ing segments to extract principle components of different
scales. Surprisingly, the PCAs showed that the segments
at different timescales could be efficiently decomposed into
only a few eigen-trajectories. While this is less unexpected
for the 2-second timescale, where each segment is merely
60-dimensional, it is unusual that segments taken at longer
timescales (e.g. 30 seconds, where they are 900-dimensional)
could also be decomposed efficiently. In all timescales ana-
lyzed, the first five principle components could explain over
85% of the total variance. The first two principle compo-
nents are dominant across timescales, accounting for 70% of
the variance. These results reveal highly manifolded struc-
ture in locomotor trajectories, paving the road for further
analyses. Eigen-trajectories and percent variance explained
are shown in Supplementary Materials.
2.5 Unbiased motif discovery with Gaus-
sian Hidden Markov Models
The PCA of segments of different sizes (τ) represents a
dramatic dimensionality reduction of the high-dimensional
locomotor trajectories. This is especially true for larger
timescales (e.g. at 30 seconds, the 900-dimensional seg-
ment is represented in a 5-dimensional principle compo-
nent space). This allows efficient modeling of rat behav-
iors at supra-second timescales. To determine if there are
stereotypical segments (i.e. motifs) and non-trivial transi-
tion dynamics between such motifs, Gaussian-emission hid-
den Markov models (HMM) were fitted to segments in the
principle component space.
The structure of the model can be summarized as follows.
The segments are represented as vectors in the 5-dimensional
principle component space (“PC space”). The model at-
tempts to discover clusters in the principle component space,
each of which may be a stereotypical behavioral motif that
the rat reuses. Each behavioral motif is represented as
a multivariate Gaussian distribution, specified with means
and a covariance matrix between dimensions in the PC
4
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space. Since the model also has access to the sequential
structure of these motifs, it infers the transition probability
matrix between the motifs. In other words, for N sequen-
tial observations in a D-dimensional space with K motifs
(K is manually entered as a parameter), the model gener-
ates and fits an N -by-N transition probability matrix (A),
K multivariate Gaussian distributions, each with a mean
vector µ of size D and a D-by-D covariance matrix (Σ),
and the probabilities of the motifs for the first observation,
specified by a vector of size K (Π). The implicit hypothe-
ses of HMM are therefore that there exist K stereotypical
behavioral motifs, and that they have a Markovian transi-
tion structure. Another notation of use is a state vector
S of size N , which represents which motif is employed at
different time points. We use St ∈ {0, 1, 2, . . . ,K} to de-
note which motif is used at timepoint t. The model is fitted
with the forward-backward algorithm[5], embedded in the
expectation-maximization (EM) algorithm[19]. After the
model had been fitted, Viterbi algorithm[12] found the mo-
tifs most likely for each behavioral segment. Parameters of
the model were initialized by performing K-means clustering
on the data. [7] offers a detailed look at implementations of
these algorithms. A discussion of HMMs is offered in Sup-
plementary Materials.
Null hypotheses can be tested by fitting the data with al-
ternative models and performing model selection. To test
the hypothesis that transition probabilities are dependent
on the current behavioral motif, we fitted a Gaussian Mix-
ture Model (GMM) with K components onto the data. Like
the HMM, GMM assumes the existence of K motifs, each
represented by a multivariate Gaussian distribution. How-
ever, while in the HMM p(St+1) is conditioned on St (as
specified by the transition matrix), p(St+1) is time-invariant
in GMMs. In other words, motif selection in a GMM is
stochastically drawn from a fixed probability distribution.
To test the hypothesis that there are multiple stereotypi-
cal behavioral motifs, we fitted the data with a special case
of GMM where K = 1 (which we simply refer to as the
Gaussian model, or GM, since there’s no “mixture”). This
model assumes that all observed vectors in the PC space can
be explained by a single multivariate Gaussian probability
distribution.
The three competing models (HMM, GMM, GM) were com-
pared by judging how well they fit randomly selected held-
out locomotion trajectories, using maximized likelihood as
a measure.
2.6 Discovering cross-timescale hierarchies
with Layered Hidden Markov Models
To recap, to extract patterns of different timescales, we
performed principle component analysis of trajectory seg-
ments sampled from the locomotion trajectories at different
lengths, and then fitted individual HMMs for the decom-
posed version of these segments in the principle component
space. However, this approach parses behavioral motifs at
different timescales independently and does not propose a
projection from lower-timescale motifs to higher-timescale
motifs, which would offer insight into how long-term motifs
are supported and exhibited in the short term.
A natural model structure for this purpose is layered hid-
den Markov model (LHMM). LHMMs are widely used in
machine learning to extract higher-order hidden states (e.g.
intent in motor actions, phonemes in speech recognition)
from lower-order observations (e.g. movement trajectories
and auditory recordings [10, 21, 30]). Conceptually, LHMMs
posit that the hidden states in the data may have a hierarchi-
cal structure - lower level hidden states, such as movement
motifs, may give rise to higher-order hidden states, such as
motor intentions. More formally, in an LHMM, several in-
dependently fitted HMMs are layered on top of each other,
with the output of the lower layer passed onto the next layer
as input. In its most basic form, if we denote the HMM at
layer l as HMMl, which is specified by a set of parame-
ters {Al,pil,µl,Σl}, fitted on input vectors Ol and gives an
output vector of labels Kl, then we have
l ∈ [1, L] : Ol = Kl−1.
and the lowest-level HMM is directly fitted onto the obser-
vations themselves.
An important modification to the standard LHMM made
in the current study is that instead of merely the labels,
which represent a winner-take-all strategy for the competing
behavioral motifs, lower-level HMMs pass the means of each
modes as observation symbols to higher levels. Formally,
l ∈ [1, L] : Ol = µl−1.
Both higher layers of the LHMM and HMM fitted to seg-
ments created at long intervals extract large-timescale pat-
terns, but there is a crucial difference in our particular ap-
plication. Recall that the segments were translated to start
at the origin and rotated to initially traverse along the Y
axis. For the HMM, this means that the long-interval seg-
ments tend to end further away from the origin, and a large
component of the variance comes from displacement; how-
ever, since lower-layer models in the LHMM take in shorter
segments, which are all displaced and rotated, displacement
is reduced as a source of variance. Therefore, using parallel
HMMs allows discovery of the geometry of high-timescale
motifs, while LHMM informs of the assembly rules of low-
timescale motifs.
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3 Results
3.1 Rat locomotion is composed of distinct
motifs across scales
At the timescales considered in the current analysis (1 sec
to 60 sec), HMMs and GMMs (both of which assume more
than one stereotyped motifs) are favored over GM, which
assumes a single motif. To determine how many behavioral
motifs exist at each timescale, multiple HMMs and GMMs
with different values for K were fitted over data and K with
the highest likelihood was selected. Models were tested on
randomly selected held-out data (30% of entire dataset) to
generate the statistics for model comparison. It is important
to note that since best-fit likelihood is a function of sample
size[15], we standardized the sample size to the mean length
of a behavioral session for the purpose of model selection.
Nevertheless, across the timescales analyzed in the current
study, HMMs and GMMs outperformed their GM coun-
terpart, supporting the existence of discrete, stereotyped
behavioral motifs. HMMs also consistently outperformed
GMMs, supporting the existence of non-uniform transition
structures at these timescales (Fig. 3.1, top panels). Since
the model is tested on held-out data, model likelihood does
not monotonically increase as a function of K. Therefore,
the best fitting HMM is selected to be the one with the
highest likelihood (Fig. 3.1, bottom panel).
Motifs can be reconstructed by linearly combining principle
components. We reconstructed the most common 3 motifs
at each timescale. They are shown in Fig. 3.2.
3.2 Motifs assembly rules are Markovian
A stochastic process is said to possess the Markov property
if the probability distributions of states at the next time
point are conditioned upon the state at the current time
point and only the current time point[27]. In the context
of behaviors, this essential means that the selection of the
next motif depends and only depends on what motif is be-
ing used currently. For instance, if the rat is alternating
between walking and sniffing consistently, then the process
likely possesses the Markov property. Formally, we can write
p(St+1|St) = p(St+1|St, St−1, . . . , S1).
Modeling with HMMs explicitly assumes that transition be-
tween locomotive motifs is Markovian. Hence, it is worth-
while to test whether this is true. Markov property can be
violated in two ways. The first possibility is that motif se-
lection has no history dependence at all (i.e., p(St+1|St) =
p(St+1)). To see whether this is true, note that if p(St+1)
is conditioned upon St, then one would expect a non-zero
mutual information between the random variables St+1 and
St. Therefore, whether the generative process has history
Figure 3.1: Model comparison consistently favors HMMs
across timescales, suggesting stereotyped motifs and transi-
tion structure. Top panel: log likelihood-based evaluation
of Gaussian mixture models (GMM), hidden Markov model
(HMM) and Gaussian model (GM) on held-out dataset.
Bottom panel: Best fitting K across timescales.
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Figure 3.2: Most common 3 motifs at each timescale were re-
constructed through linear recombination. X-Y dimensions
describe the arena floor. Unit in centimeters.
dependence can be determined by computing the mutual
information between consecutive motifs in the HMMs. Note
that using mutual information instead of autocorrelation as
measurement allows non-converging transition dynamics to
be included. To compute the mutual information, we use
[18]:
MI(St+1;St)
=
∑K
k
∑K
j p(St+1 = k, St = j)log
p(St+1=k, St=j)
p(St+1=k)p(St=j)
.
(3.1)
Since p(St+1 = k, St = j) = p(St+1 = k, |S = j)p(St = j),
the first term of which is specified by the transition matrix,
all one needs is to estimate the marginal probabilities. Note
that since all the transition matrices fitted are positive recur-
rent, they are bound to converge. Therefore, the marginal
probabilities are dependent on how long the Markov pro-
cess is allowed to run. To estimate the mutual information
within realistic experimental timescale, we thus simply esti-
mated them empirically by observing the frequency of motif
usage in the data analyzed. Finally, to see how history de-
pendence is a function of jump size (i.e. how far apart two
motifs are in time), we computed the mutual information at
different jump sizes (Fig. 3.3 (a)). Note that a shuffled motif
sequence analytically has zero mutual information between
any two motifs. Therefore, the non-zero mutual information
between adjacent motifs signals history dependence.
Another possible violation of Markov property is that the
generative process has history dependence beyond the im-
mediately previous motif. To test this possibility, we simply
saw if the Chapman-Kolmogorov equation holds[13]. In our
particular case, the equation states that
p(St|St−a) =
∑
p(St|St−b)p(St−b|St−a)dSt−a a > b > 0.
(3.2)
Multiplying both sides of eq.(3.2) with p(St−a), it is equiv-
alent to the easier-to-verify
p(St, St−a) = T aSt−a, (3.3)
where T is the transition matrix. The disagreement be-
tween both sides of eq.(3.2) was quantified by computing the
Kullback-Leibler divergence between the two distributions.
The divergence was computed at different jump sizes. The
results are shown in Fig. 3.3 (b). It can also be quantified
by the maximum prediction accuracy of incidences of actual
transitions using computed joint probability distributions.
Equivalently, we computed the minimum Hamming loss of
predictions at different timescales and different jump sizes.
Results are shown in Fig. 3.3 (c). For this computation, a
lower bound for Hamming loss given the complete marginal
distribution of true motifs and distribution of motifs was
first derived(an informal proof is offered in Supplementary
Materials). The bound states
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Figure 3.3: Statistical tests for Markov property in motif
transition. (a) Mutual information between adjacent mo-
tifs decreases with increasing timescale and increasing jump
size. (b) Deviation from Chapman-Kolmogorov equation,
measured in Kullback-Leibler Divergence (DKL). (c) Same
deviation as (b), measured in maximum prediction accuracy
(minimum Hamming loss).
LH(S, Sˆ) ≥ 1
2
∑
k,j
|p(St, St−a)− T aSt−a|.
Analysis using both metrics suggests that the Markov prop-
erty is more valid with larger-timescale motifs, as the two
sides of the Chapman-Kolmogorov equations have less dis-
agreement. Implication of deviations from Markov property
is discussed below.
3.3 Long-timescale history dependence
Figure 3.3 shows that there are failures of Markov property
in the observed data, especially at lower timescales. In other
words, while motif selection is largely dependent on what
motif was being used previously, it also depends on motifs
used further in the past. To investigate whether the fail-
ures are random or structured and what the non-Markovian
history dependence is, we analyzed another important signa-
ture of Markov property – memorylessness. The duration of
each motif in a memoryless process should obey a probabil-
ity density function (pdf) that exponentially decays across
time. We therefore computed the pdfs of different motifs
and simply fitted exponential functions to them.
Remarkably, the pdfs are fitted almost perfectly with expo-
nential functions (Fig. 3.4). For motifs of sizes of 1 second
and 5 seconds, coefficient of determination (r2) of fitting the
duration pdfs with exponential functions (in the form of y =
aebT + c, where a, b, c are parameters) are well above 0.99 (1
sec, r¯2 = 0.997, r˜2 = 0.999; 5 secs, r¯2 = 0.997, r˜2 = 1.000).
To ensure that the apparent memorylessness is not an arti-
fact of transition structure assumptions in hidden Markov
models, we performed analogous analysis on motifs labeled
by Gaussian mixture models at 1 sec and found similar lev-
els of goodness-of-fit (r¯2GMM = 0.997, r˜2GMM = 1.000; 5
secs, r¯2GMM = 0.994, r˜2GMM = 0.999). The analysis was
repeated to see if memorylessness is a property of the gener-
ative process at different timescales, and exponential func-
tions were reliably good fits for the duration pdfs (Fig. 3.4).
This shows that features of rat locomotion behaviors at dif-
ferent timescales are generated by memoryless processes.
3.4 Spatial-temporal context influences
motif assembly
So far it has been established that the the assembly of mo-
tifs into locomotor trajectories have deviations from the
Chapman-Kolmogorov equation, pointing to potential non-
Markovian history dependence, and yet the processes are
strictly memoryless, since motif duration follows exponen-
tially decaying probability distributions. These findings
paint an interesting picture for motif selection policies in the
rats. A plausible process that is consistent with both find-
ings is a heterogeneous Markov process (e.g. the transition
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Figure 3.4: Coefficient of determination (r2) of fitting du-
ration pdfs with exponential functions. (a) Histogram of
r2from exponential function fitting across motifs at τ = 1.
(b) An example showing exponential function fitting of one
motif atτ = 1. (c) Histogram of r2from exponential function
fitting across motifs at τ = 5. (d) An example showing ex-
ponential function fitting of one motif atτ = 5. (e) Statistics
of r2 across timescales.
rules between motifs change over time). The heterogeneity
could be due to either noise, or more interestingly, inherent
heterogeneity in motif selection policies. Here, we test the
hypothesis that heterogeneity is responsible for the apparent
deviations from Markov property.
3.4.1 Existence of heterogeneity
Behavioral motif usage and transition are subject to sev-
eral constraints that are not homogeneous across time-space.
The local physical environment, for example, is not bound-
less and has inconsistencies within it - in our particular
set up, the center of the arena features a restrainer with
a trapped conspecific. In addition, latent states such as
anxiety or physical energy expenditure may not be uni-
form across space-time. Therefore, while over all the ses-
sions the models fitted K motifs, at each point in space-
time only a subset of them (Ksub) are available. This in
turn constrains the transition structure - the full K-by-K
transition structure gives way to a Ksub-by-Ksub transition
structure. In other words, temporal-spatial heterogeneity of
the generative process of locomotion trajectories constrains
marginal and conditional probabilities, making them func-
tions of space-time. In the parlance of hidden state model-
ing, there are additional high order hidden variables (space-
time, which is not available in the trajectory segments and
therefore hidden) that account for transition structures in
first-order hidden variables (behavioral motifs).
Such heterogeneity can be straightforwardly shown by in-
vestigating if the marginal and conditional probabilities
are functions of space-time by computing them at differ-
ent points in space-time. In terms of space, the arena floor
is divided into a 15-by-15 grid. The results are shown in
Fig. 3.5 (a). We can similarly compute the observed joint
probability distribution p(St+1, St) using this approach (Fig.
3.5(b)). For ease of illustration, we show the means and
standard deviations of the marginal probabilities (i.e. motif
usage probabilities) across the spatial grid; for joint prob-
abilities(i.e. first-order transition probabilities), we show
the entropy of the probability distribution of each transition
across the grid. Results suggest that, as one would expect,
rat locomotion has strong spatial heterogeneity. However,
it is worth noting that the variability demonstrated here is
not simply the variability of traces (e.g., U-turns are more
common at edges than at the center), but variability of be-
havioral motifs (e.g. gait, posture, locomotion strategies).
3.4.2 Structure of heterogeneity
Once the models have been fitted, parameter sets that de-
scribe the motifs are fixed. From here, labeling each seg-
ment with a motif, given the motif parameters (µ,Σ) and
the transition probabilities (A), becomes a high-order multi-
label classification problem. Directly, the model labels each
9
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Figure 3.5: Transition probabilities and marginal probabilities show variability across space. (a) Variability of 1, 5, 10,
15, 30, 60-sec motifs across space. (b) Entropy of probability distributions of possible transitions over space. (τ = 1) (c)
Image showing the physical landscape of arenas. (d) Heatmap of motif #2 usage across space showing spatial structure of
transition heterogeneity. Heatmaps use 60–by–60 bins and 2-dimensional Gaussian filters for smoothing (σ = 5) (e) Motif
#2 Self-transition probability. (f) Overall placement of subjects across space. (g) Prediction of first-order transition has
structured errors. Error is calculated as computed distribution minus observed distribution.
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segment with a label St, the correct answer of which can-
not be accessed; however, on higher orders, the model labels
transitions (e.g. label adjacent segments with St, St+1) in
two ways. In the approach taken previously, given the pa-
rameter set of the model {A,pi,µ,Σ} we used the Viterbi
algorithm to find the most likely sequence of labels that ex-
plain the data. We thus obtained a sequence of labels from
which first-order transitions (or higher) can be found. The
probability distribution of second-order transitions (i.e. the
joint distribution p(St, St+1)) can be thus computed from
the “observed” sequence of labels. Alternatively, this joint
distribution can be computed using the observed marginal
distributions of motifs (p(St)) and the transition matrix (e.g.
the conditional, p(St + 1|St)). If the transition matrix per-
fectly captures the transition dynamics in the generative
process, then given a long enough sequence of segments,
where the probability distributions are fully explored, one
should expect:
N →∞ : p(St, St+1)observed = p(St + 1|St)p(St).
However, if the transition dynamics are not homogeneous
in the generative process, fitting it with a fixed transition
matrix creates inevitable prediction errors. Here we focus
on first-order transition (jump size of one) and observe the
structure of the error by simply comparing the observed and
computed probability distributions (Fig. 3.5 (g)). This com-
parison is equivalent to checking both sides of the Chapman-
Kolmogorov equality (Eq. 3.3) when a = 1. Of note, error
is not proportional to joint probabilities. This suggests that
the source of the error has motif-dependent structure (on
the contrary, errors from undersampling of probability dis-
tributions or stationary Gaussian heterogeneity in transition
structure would predict a probability-proportional error).
We next investigated the structure of spatial heterogene-
ity, specifically how motif usage (marginal probability) and
self-transition (joint probability of adjacent labels being the
same motif) are dependent on physical space. To be precise,
we found that the motif usage probability is conditioned on
location p(St = k|Coor = (x, y)) (examples shown in Fig.
3.5(d)), as well as on the motif self-transition probability
p(St+1 = k|Coor = (x, y), St = k) (Fig. 3.5 (e)). As a ref-
erence, an image of the arena floor is shown in Fig. 3.5 (c),
and a heatmap of rats’ overall placement across the arena is
offered in Fig. 3.5 (f).
3.5 Motif usage and assembly are experi-
mentally significant
In previous experimental investigations using the restrainer
paradigm (the experimental setup in the current study),
prosocial behaviors between rats were studied[2, 3, 4, 28].
In short, if the free rat in the arena opens the restrainer
door and releases the trapped rat, this is determined to be
a prosocial act (validity of this claim was demonstrated in
[4]). Further, in these investigations, a free rat is designated
an “opener” if it opens from the trapped rat three times in
a row among 12 testing sessions. We can likewise classify
the sessions used in the current study into those of openers
(N=63) and those of non-openers (N=105). Importantly,
rats were classified into the two categories in an analysis
independent of the current one.
Next, we asked if rats of different levels of prosociality have
diverging behavioral motif usage, transition dynamics, and
spatial heterogeneities. In terms of motif usage, we again
ranked the motifs by overall usage, with motif #1 being the
mostly frequently used motif overall. We then divided the
sessions into those of openers and those of non-openers, and
compared the usage between groups for each session. We
used Student’s t test for significance and Bonferroni cor-
rection to counter multiple comparison error. Among 1-sec
motifs, four are used significantly differently different be-
tween the two groups (motifs #1 and #7, p<0.01; motifs
#6 and #27, p<0.05; after Bonferroni correction; Fig. 3.6
(a)). Similarly, we found that openers and non-openers have
different transition dynamics (Fig. 3.6 (b)-(e)).
3.6 Syntactic constraints on motif assem-
bly
Without constraints, motifs on a lower scale can theoreti-
cally be assembled into a large variety of sequences. For
instance, the 33 1-sec motifs can be assembled into roughly
4× 107different 5-sec long sequence and exponentially more
sequences for longer intervals. However, the syntax of motif
assembly will likely strongly constrain the patterns of com-
binations allowed. We here investigated these constraints by
identifying “phrases” – sequences of motifs that are stereo-
typed and repeatedly used. Towards this end, layered hid-
den Markov models (LHMM) were used to discover whether
such combinations exist.
The structure of an LHMM has been described in the Meth-
ods section. In short, we first built and fitted an HMM for
1-sec motifs (the model is described by {A1,pi1,µ1,Σ1}).
We then used the model to classify the 1-sec segments
into the motifs, generating a label vector K1 of size N .
We built a matrix K˜1 of size N -by-D, where each col-
umn is the mean vector of the corresponding label in K1
(i.e. K˜1n = µ1,k, where k = K1n). We then used the
segmentation-decomposition procedure and segmented K˜1
into segments of size τ , creating a tensor of size Nτ ′ -by-D-
by-τ . This tensor was used as the input for the higher-layer
HMM. A diagram of this process is offered in Fig. 3.7 (a).
We evaluated whether behavioral phrases exist, and, if so,
how they are organized using the same model evaluation
approach shown in Fig. 3.1. In short, we built a Gaussian
model (GM), which does not assume the existence of distinct
“phrases”; a Gaussian mixture model (GMM), which as-
sumes existence of phrases; and a Gaussian-emission HMM
11
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Figure 3.6: Motif usage and assembly are governed by differ-
ent probability distributions between opener rats and non-
opener rats. (a) Marginal probabilities of motifs on 1-sec
timescale diverge between opener rats and non-opener rats.
* shows p<0.00125; ** p<0.00025. Bonferroni corrected for
multiple comparison. (b) Transition matrix for opener rats.
(c) Transition matrix for non-opener rats. (d) Difference
between transition matrices. (e) Enlarged view of a portion
of (d).
(which we simply refer to as HMM), which assumes existence
of phrases and Markov transition between said phrases. The
models were then evaluated on randomly held-out data (30%
of total dataset), using log likelihood as the metric. The re-
sults, shown in Fig. 3.7 (b), suggest that HMM outperforms
both GMM and GM. These results indicate that there are
stereotyped 5-sec long combinations of 1-sec long motifs, and
that the transition between these combinations has history
dependence.
3.6.1 Motifs converge with increasing timescale fol-
lowing strong constraints
Next, we investigated the relationship between motifs at dif-
ferent timescales. Note that the dimensionality reduction
from lower timescale to higher timescale is remarkable – if
the motif usage probabilities are uniform, 33 1-sec motifs
could form almost 4× 107different 5-sec long sequences, in-
stead of the 25 observed. This suggests that there are strict
constraints on the transition dynamics (e.g. the conditional
probability p(St+1|St)) at a low timescale (only a few 5-sec
long sequences are dominantly likely) and/or the motif us-
age probabilities (e.g. the marginal probability p(St)).
To test whether the marginal probabilities (p(St)) are signif-
icantly non-uniform, we compared the distributions against
uniform probability distributions at different timescales,
using the Kullback-Leibler divergence (DKL) as metric.
Specifically, for each marginal probability vector Pm that
the model HMMm gives, we generated a same-size vector
Pˆm where all elements are equal and sum to unity. Note
that both vectors are of size Km, since each motif in the
model has its marginal probability and there are K motifs
in each model. Also note that the model used for different
timescales have different K, therefore each model has its
own K, denoted as Km. To control for differences caused
by vector size, we also generated vectors of size Km where
each probability is randomly drawn from a uniform distribu-
tion and then normalized such that the vector sums to unity.
We denote these vectors P˜m. Kullback-Leibler divergence is
computed as
DKL(Pm||Pˆm) =
Km∑
k
(Pm)klog
(Pm)k
( ˆPm)k
.
Results suggest that observed marginal probabilities at low
timescales are widely different from uniform, supporting the
hypothesis that lower-timescales have constrained marginal
probabilities (Fig. 3.7 (d)). This would suggest that lower-
timescale motif usage is subject to more constraints than
higher-timescale motif usage, which can be explained by the
fact that biomechanical constraints are more prominent at
lower timescales then higher ones.
Suiting conditional probability (i.e. the transition matrix)
could restore uniformity in the joint probability distributions
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despite highly constrained marginals. To discover if that is
the case, we computed the joint probability structures for
2, 3, 4 adjacent motifs. These structures give a probability
for every possible combination of motifs of length 2, 3, and
4, and therefore are in the shape of K2 squares, K3 cubes,
and K4 tesseracts, respectively. For ease of illustration, we
show the 2-dimensional case in Fig. 3.7 (c).
4 Discussion
In the current study, we used an innovative, multi-scale ap-
proach to uncover the vocabulary and syntax of rat locomo-
tor behaviors. In the analogy of locomotion as a language,
we mapped out “phonemes” (short, basic level motifs) as
well as “expressions” (long, large-scale motifs), and the syn-
tactical rules that govern their assembly into the locomotor
trajectories that we observe. Importantly, we challenge the
long-held implicit assumption in animal behavior modeling
that behavioral sequences can be adequately described with
motifs on one scale. Instead, our results suggest that lo-
comotor trajectories are the combined outcome of several
stochastic processes that run in parallel on different spatial-
temporal scales. Behavior “sequence” becomes a misnomer,
because behavior cannot simply be decomposed into one be-
havior after another. Instead, an organism is performing
multiple behaviors on multiple scales at any time point. A
complete description of his behaviors must include behav-
ioral motifs and how motifs are assembled on each of these
scales. The multi-scale dynamics of behavior has implica-
tions for investigations of neural circuits generative of be-
haviors. Circuits are not merely generating motor patterns
at one scale and receiving modulations from long-timescale
processes. Instead, circuits are simultaneously supporting
patterns on different scales. How slow dynamics influence
fast dynamics in behaviors, or vice versa, may reflect how
slow modulation affects circuit activity in the nervous sys-
tem. In addition, our approach produces a reduced represen-
tation of rodent behavior that can be used towards building
more mechanistic models (e.g. [26]).
To capture multi-scale behavioral dynamics, we devel-
oped and employed computational methods that are well-
suited for multi-scale modeling. We used a segmentation-
decomposition procedure and multiple parallel hidden
Markov models (HMM) to overcome existing methods’
single-scale limit. The segmentation-decomposition proce-
dure is an important step towards efficiently modeling supra-
second dynamics in behavior. As explained previously, a
primary challenge in modeling long-timescale behavior is
that larger-scale motifs contain more variance than small-
scale motifs. Consequently, large motifs dominate over small
motifs in dimensionality reduction. On the other hand,
fast dynamics in observed behaviors tend to dominate over
slow dynamics in models of time series. The segmentation-
decomposition procedure circumvented the issue of larger-
scale motifs dominating over small-scale motifs by imposing
Figure 3.7: Transition matrix further constrains probabil-
ity of transitions. (a). Diagram illustrating how output
from a lower level HMM is processed into input for a higher
layer. (b). Comparison of model performance on the higher
layer HMM based on maximum likelihood. HMM is favored.
(c) Left panel: Transition probability structure (p(St+1|St))
is not uniform. Mid panel: marginal probability of motifs
(p(St)) is not uniform. Right panel: Joint probability of ad-
jacent motifs (p(St+1, St)) is further lopsided. (d) Kullback-
Leibler divergence between observed marginal probabilities
and uniform probabilities decreases across timescales.
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strong constraints on the motif size that can be discovered.
Performing dimensionality reduction at different scales al-
lows the relevant features of each scale to be captured si-
multaneously. As a result, the same locomotor trajectory
is segmented and decomposed at different levels of gran-
ularity in parallel. This approach cannot be substituted
with modified versions of HMM (e.g. autoregressive HMM,
layered HMM). This is because these models can capture
large scale assembly rules of small scale motifs, but not the
morphology of the large scale motifs. Our results also of-
fer a detailed look at advantages and limitations of applying
HMMs (and Markov process models) to supra-second behav-
ioral data. On one hand we successfully discovered motifs
related to prosociality in rats, demonstrating experimental
significance of the behavioral vocabulary that we discovered.
On the other hand, we found strong heterogeneity in motif
usage and transition that is not captured by homogeneous
Markov processes. Importantly, such heterogeneity is space-
dependent, and therefore can hardly be captured by adding
time-dependent hidden variables to the model.
While our approach imposes significantly less constraint on
the structure of slow dynamics than competing approaches
(e.g. ARHMM), there are still limitations. First, we relied
on PCA for dimensionality reduction of locomotor trajec-
tories. Since the success of PCA relies on linear separa-
bility of trajectories in the data space, the length of tra-
jectory segments is limited. In our case, one minute ap-
pears to be the upper limit for a 5-component PCA-based
decomposition. This issue could be circumvented by incor-
porating trajectory-informed kernels in the decomposition
process[25]. Second, we note that our model does not take
feedforward-feedback between slow dynamics and fast dy-
namics into consideration. Including such connections in the
model would lead to exponential growth of free parameters
in the model and require much larger datasets to fit. Simpli-
fications of slow dynamics may help trim down parameters
and prevent overfitting.
As biomechanical systems, physical bodies of rats have a
high degree of freedom. Looked at individually, the joints,
limbs, muscles of them can contract, bend, twist, relax in
seemingly uncountable ways. The same can be said for lo-
comotor trajectories – as moving objects, rats could move
in trajectories that are straight, twisty, circular and so on.
However, we found that the observed trajectories are highly
constrained. First, high-dimensional trajectories are effec-
tively represented by linear combinations of 5 principle com-
ponents. In other words, 5 features on each timescale can
adequately describe the range of motion that rats under-
take. Second, trajectories on each level are composed of at
most dozens of motifs. This suggests a limited behavioral
repertoire. Finally, very few out of the numerous combina-
tions of motifs are possible and actually observed. On one
hand, these findings paint a promising picture for using au-
tomated approaches to parse out behavioral observations,
since the possible behaviors are limited to a relatively small
repertoire. On the other hand, the findings offer insights
into the dynamics of motor-pattern-generating neural cir-
cuits. Viewed as dynamical systems, these circuits must
have limited stable states that they oscillate between.
There are limitations and obvious next steps that are not
addressed in the current study. First of all, there are few
metrics that can guide the granularity selection for the
segmentation-decomposition procedure. To err on the side
of redundancy, we performed the procedure on many levels
of granularity, which may not have been necessary. A possi-
ble solution is to segment trajectories at increasing intervals
and compare at which intervals HMMs fit best. Second, the
heterogeneity discovered can be and should be incorporated
back into the hidden Markov models. The transition ma-
trix will be a function of external factors (or, as in the case
of autoregressive models, the Markov process itself), rather
than being time-invariant. Prominent candidates for exter-
nal modulation of transition dynamics are, as we showed,
location in the physical space, and the motif being used at
other timescales. The modulations make intuitive sense: an
organism makes behavioral decisions based on external in-
put, and what it’s higher-level “motivation” is.
Despite the widespread use of behavioral assays involving
rat locomotion, the design and interpretation of these as-
says does not stem from an understanding of the underlying
organizational dynamics. Discovering the building blocks
and rules of rat behaviors is central to correctly identify-
ing the neural substrates that produce behaviors. By finally
knowing what are the stereotyped behaviors that animals
perform, and under what circumstances they are performed,
we move closer to mechanistic explanations of behaviors. In
addition, since our approach captures dynamics at different
scales simultaneously, it forms an important framework for
studying state-dependent behaviors.
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5 Supplementary materials
5.1 PCA decomposition of trajectory seg-
ments
The extracted eigen-trajectories suggest distinct features at
different timescales (Fig. 5.1). At a short timescale (here,
1-second-long segments), the dominant elementary trajecto-
ries are uniform motions (constant speed, fixed direction);
less dominant eigen-trajectories, however, show oscillations
in both the X-time plane (suggesting back-and-forth mo-
tion) and the Y-time plane (suggesting swiveling motion).
5.2 Fitting hidden Markov models (HMM)
to behavioral sequences
Hidden Markov models (HMM) are commonly used for mod-
eling time series (Bishop, 2006). While its application to
animal behavior data is relatively new, HMM and its vari-
ants have long been applied to human behavior data, such
as human speech recognition and synthesis (Huang et al.,
1990; Mqasuko et al., 1996) and human handwriting recog-
nition (Hu et al., 1996). As discussed in the main text, the
fundamental assumptions of HMM-based modeling is that
the time series is composed of repeated, stereotyped modes,
and that mode selection is Markovian. Given stereotyped
behaviors that have been discovered through human obser-
vation, it is reasonable to assume the existence of other
such modes in animal behavior. In addition, HMMs have
Figure 5.1: Top to bottom: principle components of seg-
ments created at 1, 5, 10, 15, 30, and 100 second intervals.
Empty markers mark starting points and filled markers stop-
ping points. X-Y axes are dimensions in physical space (ar-
bitrary length unit).
Figure 5.2: Principle component analysis reveals highly
manifolded structure of locomotor trajectories.
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several other advantageous features. First, mixture mod-
els are special cases of HMMs (where p(St+1|St) = p(St+1).
This means that if actual behavioral mode selection has no
history dependence, HMM would not force history depen-
dence on the model. Second, HMMs have good time-warp
invariance (Bishop, 2006) – that is, if the behavioral mo-
tifs are warped across time and/or space, they can still be
well recognized and correctly classified. This is particularly
useful for locomotor trajectories, which are prone to warp-
ing. Finally, classifying trajectory segments into identified
motifs with HMMs takes trajectory history into account, un-
like straightforward clustering algorithms (e.g. K-means in
Gehring et al., 2015).
5.3 Lower bound for Hamming loss
Hamming loss between two same-sized vectors of labels in
the same label space is defined as the Hamming distance be-
tween the labels divided by the sequence size N . Hamming
distance between two sequences is the number of minimum
edits required to equate the two vectors. Formally,
LH(X,Y ) = D
H(X,Y )
N
.
In the context of multi-label classification, the Hamming
distance between the vector of correct labels (denoted as S)
and the vector of inferred labels (denoted as Sˆ) is the num-
ber of incorrectly inferred labels. Here we offer an informal
proof of the lower bound for Hamming loss in multi-label
classification, given the probability distribution of true la-
bels and inferred labels.
Proof Given two same-sized vectors S and Sˆ of size N
where each value takes on a label from 1, 2, 3, . . . ,K, a set
we denote as K. The Hamming loss between the two vectors
has lower bound 12
∑K
k |p(St = k) − p(Sˆt = k)| at the large
N limit.
At the large N limit, we have NSt=k = Np(St = k) and
likewise NSˆt=k = Np(Sˆt = k).
To minimize DH(X,Y ), we maximize NSt= ˆSt=kfor all k. It
is obvious that NSt= ˆSt=k = min(NSt=k, NSˆt=k)is the loss-
minimizing classification. We divide K into three subsets,
KE where ∀k ∈ KE : NSt=k = NSˆt=k, KL where ∀k ∈ KL :
NSt=k > NSˆt=k, and KE where ∀k ∈ KS : NSt=k < NSˆt=k.
Since
∑
kNSt=k =
∑
kNSˆt=k = N ,
∑
k∈KL
(NSt=k−NSˆt=k) =
∑
k∈KS
(NSˆt=k−NSt=k) ≤ DH(S, Sˆ).
We thus obtain
DH(S, Sˆ) ≥
∑
k∈KL
(NSt=k −NSˆt=k)
=
∑
k∈KS
(NSˆt=k −NSt=k)
= N
∑
k∈KL
|p(St = k)− p(Sˆt = k)|
= N
∑
k∈KS
|p(St = k)− p(Sˆt = k)|.
Given N
∑
k∈KE |p(St = k)− p(Sˆt = k)| = 0, we have
DH(S, Sˆ) ≥ 1
2
[
N
∑
k∈KL
|p(St = k)− p(Sˆt = k)|
+N
∑
k∈KS
|p(St = k)− p(Sˆt = k)|
+N
∑
k∈KE
|p(St = k)− p(Sˆt = k)|
]
=
1
2
N
∑
k
|p(St = k)− p(Sˆt = k)|.
Therefore,
LH(S, Sˆ) ≥ D
H(S, Sˆ)
N
=
1
2
∑
k
|p(St = k)− p(Sˆt = k)|.
In the main text, we used joint probability distributions of
adjacent labels instead of marginal distributions of individ-
ual labels. The only difference is that the set of labels K is
of size K2 and the proof follows.
6 Acknowledgement and Informa-
tion
The authors would like to thank Monika Scholz and
Jonathan Pillow for helpful discussions on modeling; Nora
Molasky, Maria Sol Bernardez Sarria and Tess Murray for
help with data collection. The authors declare no conflict-
ing interests. The work was supported by the Earl Franklin
Research Fellowship (HZS).
17
