An understanding of pedestrians dynamics is indispensable for numerous urban applications including the design of transportation networks and planing for business development. Pedestrian counting often requires utilizing manual or technical means to count individual pedestrians in each location of interest. However, such methods do not scale to the size of a city and a new approach to fill this gap is here proposed. In this project, we used a large dense dataset of images of New York City along with deep learning and computer vision techniques to construct a spatio-temporal map of relative pedestrian density. Due to the limitations of state of the art computer vision methods, such automatic detection of pedestrians is inherently subject to errors. We model these errors as a probabilistic process, for which we provide theoretical analysis and through numerical simulations. We demonstrate that, within our assumptions, our methodology can supply a reasonable estimate of pedestrian densities and provide theoretical bounds for the resulting error.
INTRODUCTION
Pedestrians are a integral and pervasive aspect of the urban environment. Real estate, consumer patterns, public safety, and other aspects of city life are deeply intertwined with the variations of pedestrian densities across a city. However, current methods for estimating the distribution of people within a city tend to be expensive and mostly produce a sparse sampling of a few locations.
In this paper, we examine a new method to obtain a dense estimate of pedestrian density. We utilize recent advances in computer vision to find people within a previously intractable large collections of images to compile a relative density map.
In order to take into account the errors inherent to visual objects detection, we model it as a probabilistic detection.
Using our model, we provide a closed form and bounds for the asymptotic error of the sampling process. We compare these formulas to numerical simulations of the sensing process. Our results suggests that computer vision produces usable data, despite the inherent noise.
To test our method, we utilized over 40 million street-level images provided by Carmera. The images provided by Carmera were a portion of the images obtained via their partnerships with high coverage fleets operating daily on city * These authors contributed equally to the paper 1 Fig. 1 . Examples of the images utilized for pedestrian detection. Each of these pictures were automatically captured by vehicles. More then 10 million such images were used for pedestrian detection in Manha an. Faces and other details have been concealed to protect privacy.
streets that traveled through the region of Manhattan Island in New York City over the course of a year. A sample of this data was used to benchmark several state-of-the-art computer vision algorithm. We then utilized the top performing algorithm in a case study to map pedestrian densities in Manhattan.
The contributions of this paper can be summarized as (1) A new method for the analysis of the spatial variation of urban pedestrians densities utilising state of the art, but imperfect, computer vision algorithms.
(2) A closed form function and bounds for the asymptotic error of the resulting pedestrian densities. ( 3) The results of simulations validating the sampling process and the derived asymptotic error.
(4) A benchmark of several of detection algorithms, along with the variation in their parameters, for the purpose of pedestrian detection.
(5) A case study demonstrating the resulting densities for a collection of images from the City of New York.
RELATED WORK
There are many ongoing efforts on the use of urban data to achieve citizen-centered improvements [68] . Governments and organizations in urban environments collect a vast amount of data daily [61] encompassing a large assortment of information including mobility, crime and pollution. The collection and use of this information has been attracting attention from the academics, governments and corporations [62] . The work [3] explores the correlation of visual appearance of pictures and the attributes of the region it pertains. They collected images from [16] and also indicators from multiple regions and trained a model [6] to predict the indicator based on images. The city attributes include violent crime rates, theft rates, housing prices, population density and trees presence. Results show that the visual data can be efficiently used to predict the region attributes. Additionally, the regressor trained in one region showed reasonable results when tested in a different city.
A pedestrians map of the city has numerous applications for urban planners including the design of public transport network and of public spaces [66] . One approach to obtain a citywide count of pedestrians is to have people scattered around the city manually counting the pedestrians nearby. This approach though is laborious because it requires dedicated people to perform the measures. Another possibility explored in [50] is to use cellphone use data to perform the pedestrian count. One clear limitation of this approach is that these data are not public and their coverage are restricted to the places where the carrier signal is present. Additionaly, it is hard to know wether the cell signal is from a pedestrian or from someone in a building or from someone in a car.
Alternatively, we can consider the visual task of finding the pedestrians in city images. A remarkable work in this task consists in using the histogram of oriented gradients as the features vector and a support vector machines for the classification task [11] . In the context of deep neural networks [30, 55] , the work of [51] introduced an approach that tries to solve this task by using a unified network that performs region proposal and classification. In this way, the method accepts accepts annotations of multiple sized objects during the training step and during the testing stage, it performs classification of those objects in images of arbitrary sizes. In [10] the authors follow the two-stage region proposal and classification framework of [51] and proposes the Region-based Fully Convolutional Networks (R-FCN) which incorporate the idea of position-sensitive score maps to reduce the computational burden by sharing the per-RoI computation. Such speed alterations allow the incorporation of classification backbones such as [19] .
There are several city images repositories that contemplate pedestrians, some of them obtained using static cameras [44, 59, 63] and others obtained using dynamic ones [9, 15, 39] . Such configuration of sensors arrangement have long been studied in the sensor network field [1, 2, 46] and an important aspect of these networks is whether the sensors are static or mobile. In [65] the authors explore the setting of a network composed of both static sensors and of mobile sensors. The holes in the coverage of the static sensors network are identified and the mobile sensors are used to cover the holes. A common problem in sensor networks is the k-coverage problem defined in [22] , that aims to find the optimal setting of sensors such that any region is covered at least by k sensors. In [67] the authors perform the task of counting people based on images obtained through a wireless network of static sensors.
Apart from controllable mobile sensors network, many works explore data collected from collaborative uncontrolled sensors [4] such as from vehicles GPS [25, 53] , mobile phones sensors [31, 49, 52] and even from on-body sensors [8] .
The work of [36] considers the problem of using GPS data from a network of uncontrolled sensors to reconstruct the traffic in a city. They do that in two steps: initial traffic reconstruction and dynamic data completion. Such approach allowed the authors to get a complete traffic map and a 2D visualization of the traffic.
There are many ways to model the movement of mobile nodes in a sensor network, the so-called mobility models [7] .
A simple one is the random walk mobility model [12] where at each instant in time each particles gets a direction and a speed to move. In the random waypoint mobility model [24] , in turn, particles are given destinies and speeds. They travel toward their goal and once they get the destination a new goal and speed are given. The Gauss-Markov mobility model [37] attempts to eliminate abrupt stops and sharp turns present in the random waypoint mobility model. It is done by computing the current position based on the previous position, speed and direction.
Simulation of wireless sensor networks has long been studied [34, 42, 64] because it allows a complete analysis of system architectures by providing a controlled environment for the system [58] . The real-life systems non-determinism is simulated by the use of pseudo random number generators [28] . Among the large number of pseudo random number generators [47] , a popular algorithm is the Mersenne Twister [40] due to its efficiency and robustness. 
PEDESTRIANS AND SENSORS FLOW MODEL
As current pedestrian detection algorithms are far from perfect, it is natural to wonder about the accuracy of any pedestrian count resulting from their use. In this section we we provide a theoretical analysis of the effect of algorithmic errors on the final count.
In our model, we assume that the world is modeled by a number of small regions, or buckets, each of which we intend to measure a density. Sensors and people move around a world in some random fashion. At regular intervals, each sensor takes an independent measurement of the nearby pedestrian count and updates the recorded density at its current location, x. More formally, each time a sensor takes a sample, it obtains a measurement represented by the random variable N (x). While we don't specify the distribution of N (x), we assume that the expected value follows the formula
Here n i (x) is the actual number of people in the location and time being sensed. p is a number giving the success rate of the vision algorithm and λ indicating its false positive rate.
The result of this process is the density of people at each location, ψ (x).
For comparison, the ground truth density ϕ (x), defined respectively by (where k is the number of steps and samples),
We show in Appendix B, Equation 16 that the expected value of ψ (x) is
In other words, ψ (x) is a biased estimator of ϕ (x). Unless the our sensing algorithm precisely follows Equation 4,  we are unable to transform this biased estimator into an unbiased one. Furthermore, even in the ideal case, p and λ may not be known. Instead, we directly utilize ψ (x) and attempt to find a relative histogram. That is, we expect to get a number proportional to the density of the number of people at a location and not the actual density. As such, for any constant a, our density is equivalent to one scaled to ψ ′ (x) = aψ (x). Treating the distribution as a vector, we measure the direction but not the magnitude. In the terminology of group theory, our measurement suggests a density within the equivalent class:
To validate our measurement we need a metric that indicates how well the equivalent class compares to the ground truth distribution ϕ (x). To do that, we compare the ground truth to the unique closest element within the equivalent class. As a vector projection, this minimum element is (see Appendix A for a proof):
which we can then compare using the usual euclidean metric |ψ ′ − ϕ|. However, this metric depends on the number of locations in the map, as well as the number of people. As such, we normalize the metric to between 0 and 1, to obtain a final metric:
In Appendix B we show that we expect that over long periods of time we expect the asymptotic error to approach Equation 24:
Here h > 0 is the average density of people and c ≥ 1 describes the distribution of ϕ. However, c can best be thought of as parameters that describe the asymptotic error. Both of these parameters depend on the resolution of the heat map in addition to pedestrian distribution. In many cases c can not be determined, as such we can use the inequality in Equation 26 of Appendix B:
It is important to note that h needs to be the ground truth density of people, in the same units of ϕ. If only the sampled average density,ĥ, is know, the unbiased estimator of h,ĥ −λ p can be used. This leads to the bounds 1 4 This final formula is only dependent on the false positive rate of the sensing algorithm and the average density of sensed objects measured by process, making it suitable for practical sensing applications. We wish to emphasize that this inequality is true whenever Equation 4 holds regardless of the underling probability distribution. This function is only useful when λ ≤h. In that domain, it is a monotonically increasing function of λ. Thus, if λ is not precisely known, it is best to err on the side of larger values.
Simulation
The real-life acquisition process lacks some of the simplifications we used in our model. For example, samples taken in spatial and temporal proximity are correlated. To examine the performance of the sensing systems in the face of these non-ideal circumstances, we created a discrete event simulation [32] to compare sensed distributions to a known ground truths.
As illustrated in Figure 3 , we simulated a number of mobile sensors that detect nearby particles. Each sensor has a circular coverage of radius r . Collision among particles and sensors are ignored for simplicity. Sensors and particles move with uniform speeds ν sensor and ν par ticl e respectively. The simulation world is mapped as a graph, as in [57] .
Each node in the graph is a traversable point by both sensors and particles and edges represent a path between the end nodes.
We assume that, in each time step, sensor has an independent chance, p, of detecting each of the n (x) persons within range along with an independent chance per location to obtain a false positive. These assumptions lead to N (x) being sampled from the sum of a binomial distribution with mean p and a Poisson process with a given expected number λ.
A calculation of the expected value indicates that Equation 1 is satisfied and that our theoretical error calculations and bounds should be valid. 
Parameter
Symbol The system state can be described by various state variables: sensors and particles positions, sensors and particles waypoints, real density of particles and sensed density of particles. Sensors and particles move with a variation of the random waypoint model [24] , differing to it by the fact that sensors and particles are not allowed to change speeds; they have fixed speed given by the system parameters ν sensor and ν par ticl e . When a new destination is randomly picked, the trajectory on the map graph is computed using the A* algorithm [18] and the points of the trajectory are pushed to a heap (please refer to Algorithm 1).
As time progresses we obtain a 2D histogram for the sensed density as well as the ground truth density of particles.
We are primarily interested in the difference between them, as given by the metric in Equation 7.
The source code of this implementation is publicly provided
Simulation results
We evaluated different true positive rates and expected number of false positives of the sensors, p and λ and we used a Mersenne Twister pseudo number generator [40] .
The various values for the parameters used in our experiments are listed in Table 1 . For the 143 possibilities combination of values, we ran the simulation for 20, 000 time steps 20 independent times.
The code is primarily implemented in Python with performance-sensitive sections implemented in Cython [5] . The average time to run a single experiment of this optimized code is of 11, 718 seconds. A single processing and single machine processing would take roughly 1 year to run all the experiments but running them in parallel, it took 11 days.
For each experiment we examine the decay of the metric given by Equation 7 as a function of the cumulative number of samples captured by all the sensors. We assume the error continues to decay until it reaches an asymptotic 
COMPUTER VISION SENSING
Carmera uses a fleet of camera equipped cars (such as in [33] ) traveling through Manhattan to acquire a temporally and spatially dense collection of pictures. The orientation of the cameras varies and the nature of the images are similar to street level collections provided by many mapping services. However, the images are not stitched into a 360 degree panorama. Every image is accompanied by metadata including the acquisition time, location, and camera orientation. The images are captured as the vehicle travels, with no control of the content, the illumination, the weather, the traffic conditions, or vehicular speed. The typical image depicts a urban scenario as a background and the city dynamics including pedestrians, vehicles and bicycles such as in Figure 1 . Our dataset differ from several existing publication [9, 15, 39, 44, 59, 63] by providing dense temporal coverage in addition to dense spatial coverage.
All images included in the sample have a resolution of 1280 × 960. We used a sample of images captured from March 2016 to February 2017 containing 10,708,953 images. This sample presents a dense spatial sampling of the whole region over a year, but irregular spatio-temporal sampling on a daily basis (see Figure 5 ). All resulting heatmaps are weighted sampling according to this distribution.
We evaluated how three computer vision algorithms for pedestrian detection perform on our dataset. The first one is based on histogram of oriented gradients features [11] . The second one is based on the extraction of features by means of convolutional neural networks [51] . The third utilizes fully convolutional networks for accuracy and speed improvements [10] .
We manually tagged 600 images to use as a ground truth. We adopt the same metric as Everingham et al. [13] when comparing the detected objects in an image to the ground-truth. A detected object is considered to correspond to a particular ground truth objects if their is a minimum ratio of 50% between the overlap of the detected bounding boxes B detected ground-truth bounding boxes B tr uth , and the union of the two areas (see Equation 11 ).
The recognition of distant objects in an image is difficult for humans and is even more difficult for computers. We assume that, on average, the size of a person within an image is an indicator of the distance that person to the sensor and try improve accuracy by considering a minimal size of the people detected. Thus, bounding boxes smaller than a new hyperparameter threshold are ignored, as shown in Figure 6 . and Claudio T. Silva As discussed below, we decided to utilize R-FCN, which we ran over our entire data set in parallel and created a database with the number of pedestrians detected in each image. This database is then aggregated in space and time to create a visualization of the pedestrian counts by finding the average number of pedestrians per image in each region.
Survey of Algorithms
We used a total of 10, 708, 953 images, covering the region of Manhattan, Monday to Friday from 7am to 6pm. We evaluated three methods for the task of people detection [10, 11, 51] over a sample of our dataset. We used the Matlab [56] implementation of [11] , with an 8 × 8 stride of the detection window, 1.05 for the pyramid scaling factor and model trained on the 96 × 48 resolution images from the INRIA pedestrian dataset [11] . The detection thresholds ranged from 0.0 to 0.1, spaced by 0.01. The implementation of [51] is published by the authors and the model we used is a VGG16 network [54] trained with Pascal VOC 2007 dataset [13] with a non-maximum suppression [26] threshold of 0.3. We evaluated the method with scores ranging from 0.0 to 1.0 score, spaced by 0.1. The R-FCN algorithm [10] was also trained on the Pascal VOC 2007 dataset but with the 101-layers neural network architecture proposed by [19] . Here again, we evaluated the method with detection scores ranging from 0.0 to 1.0, spaced by 0.1. Figure 7 shows the results of the evaluation of the three methods over a random sample of 600 images of our dataset.
The images were manually annotated and precision and recall values were computed. Ground-truth pedestrians in this comparison included tiny pedestrians, which explains such low values for recall. We can see that the overall accuracy of R-FCN was the best in our experiments. The detection times for each image are on average 5.7s for [11] , 3.9s for [51] and 4.1s for [10] .
None of methods in Figure 7 achieve recalls exceeding 80% and this fact is inherent to the difficulty of object detectors in detecting small objects as discussed in Section 4. To mitigate such issue, the detection model we propose assumes a finite radius of coverage (see Figure 3 ) and thus, we establish a limit on the size of the objects detected in the image. Figure 8 shows the results of the adopted detector over our sample as we vary the minimum acceptable height. As we can see, the higher the ground-truth height threshold, the higher the precision and specially the recall of the method. While the actual true positive and false positive counts do not match there expected statistics (le ), the total measured pedestrian count can be close to approximated as linear (right). It should be noted that this is only an approximation as, even taking sampling errors into account, the mean measured count do not fit a linear model. Error bars are the 95% confidence interval of the mean, calculated by assuming the sampling process described in Section 3.
Case Study
Based on the results of Section 4.1 we adopted a R-FCN using a residual network of 101 layers [19] trained on Pascal VOC 2007 [13] , as proposed by [10] . The model was trained using a weight decay of 0.0005 and a momentum of 0.9.
Assuming a method minimum score of 0.7 and height threshold of 120 pixels, overall 7, 474, 623 pedestrians were detected.
We compared the number of measured pedestrian count as a function of the average number of ground truth pedestrians in each of the 600 manually labeled images to test the linear assumption used in Equation 4 . Error bars for the mean were computed using the 5% to 95% values of the median of the appropriate sample process given in section 3.
We measured the true positive rate (p) to be 0.54 and the average number of false positives (λ) to be of 0.117.
As shown in Figure 8 , the actual number of true positive and false positives do not individually fit the linear and content assumptions that we proposed in Section 3. However, the total number of pedestrians detected is closer to being linear, despite statically significant deviations. These stem from the visions algorithm's better than expected performance for images without any pedestrians and worse than expected performance for images with a single person. While we do not know how these deviations would effect the error bounds given in Equations 9 and 10, we hypothesize that the two deviations would cancel themselves out and bound may still approximately hold with a slightly larger equivalent λ.
A visualization of the density of pedestrians in entire Manhattan can be seen in Figure 10 . For these maps, we obtained an average pedestrian density (ĥ) to be 0.587 which, following Equation 9, takes us to an error of 0.062. The actual error may be larger due to the deviations from linearity discussed above. Pedestrian distributions, like ours, can be useful for city planing, commercial, and other purposes. Depending on the task on hand, a large pedestrian density can be beneficial or detrimental. Taxis seeking riders, food trucks seeking customers, and businesses seeking storefronts all benefit from large crowds. However, traffic and self-driving cars do not. A knowledge of pedestrian densities can allow city planers, civil engineers, and traffic engineers to make better decisions.
Our pedestrian map can also show the effect that features of the city have on it's people. As shown in Figure 11 , in addition to populated neighborhoods, subway stations, and attractions like the the Metropolitan Museum of Art are all associated with a spike in the pedestrian densities. These spikes might be too localized to be detected using traditional methods. Further studies of vision based pedestrian counts may lead to a better understanding of the interplay between a city's environment and it's occupant's walking habits.
CONCLUSION
In this project we used a large set of images from a region of Manhattan and automatically detected the number of pedestrians in each image. As a result we obtained a map of pedestrians in the region given by the spatio-temporal sampling. Additionally, we modelled the errors in this process by simulating a sensors network with probabilistic and Claudio T. Silva detections. Results give evidence that even considering a faulty detection model, such process can still be used to get a reliable map of pedestrians in the region.
Besides the results presented, there are other potential future avenues of studies as discussed next. First, we should caution that any application of our methodology should perform statistical tests to ensure that their results are statistically significant. While we set bounds on the asymptotic error after the sampling process converges, we have only provided case studies and heuristics for the time to convergence. It would be interesting to find a formal bound on time to convergence as well as provide guidelines for the appropriate statistical tests to validate the data post collection.
Our experiments could be extended to consider alternative mobility models [7] , dynamics models including macroscopic ones [20, 21, 23] , and more recent detection methods [17, 38] and the combination of them [60] . We can also use data completion algorithms [14, 35, 36] to reconstruct a city-wide pedestrian map. The pedestrian map generated will then be able to be combined with other urban datasets such from Socrata [43] , weather, crime rate, census data, public transportation, bicycles and shadows [41] . We additionally aim to explore apparently disparate datasets such as from wind and from garbage collection.
Another future work is incorporation of advances such as from [48] to visualize our images in the context of the the city and use this visualization to gain additional insights into the other datasets analyzed in Urbane. As a first pass, we are working to render the photographs in the locations they were captured. We hope to use Structure from Motion [29] to improve the accuracy of image location as well as find the orientation that the images were captured.
Additionally, we hope to use 3D popups and/or photo based rendering to fully enhance the images in the three dimensional environments. It is our hope that the context of the images will allow users to better understand the different datasets that analyzed in Urbane.
A PROOF OF METRIC FORMULA
Here we derive the formula for the closest point in our class and the ground truth vector. This is equivalent to solving:
First we expand the distance metric using the euclidean inner-product:
|aψ − ϕ| 2 =< aψ − ϕ, aψ − ϕ >
= a 2 < ψ ,ψ > −2a < ψ , ϕ > + < ϕ, ϕ >
which is minimized by
when |ψ | 2 0. For |ψ | 2 = 0, then ψ = 0 and
regardless the value of a.
Substituting this value into a, we obtain our equation above:
When < ψ , ϕ >= 0 then ψ ′ = 0 and we get the same value. Note that we are assuming that ϕ is never zero.
B THEORETICAL ASYMPTOTIC ERROR
In this paper we will derive the equation for sensor error that we give in Equation 8. The error bounds only assume that E [ψ (x)] = pϕ (x) + λ for some values of p and λ. First, we will show that, for the simulation, the values of p and λ agree with the parameters of the same name.
As noted in Equation 2, the sampling process for the simulation results in the following sampled values for each location:
where T (n(x)) is a sampled from a binomial distribution with mean n(x) and F is a Poisson process [27] with a mean of λ.
At the same time, the ground truth distribution of people at each location is given by Equation 3
ϕ (x) = 1 s n(x)
In this appendix we will make the simplifying assumption that s = k
The executed value of the sampled can then be found by (noting that the random variables are all independent)
