Many population analysis methods are based on the precept that molecules should be built from fragments (typically atoms) that maximally resemble the isolated fragment. The resulting molecular building blocks are intuitive (because they maximally resemble well-understood systems) and transferable (because if two molecular fragments both resemble an isolated fragment, they necessarily resemble each other). Information theory is one way to measure the deviation between molecular fragments and their isolated counterparts, and it is a way that lends itself to interpretation. For example, one can analyze the relative importance of electron transfer and polarization of the fragments. We present key features, advantages, and disadvantages of the information-theoretic approach. We also codify existing information-theoretic partitioning methods in a way that clarifies the enormous freedom one has within the information-theoretic ansatz.
I. INTRODUCTION
The periodic table of elements is the touchstone of chemistry. It encapsulates the idea that atoms are the building blocks of molecules and that the properties of molecules are determined by the identity of their constituent atoms. Unfortunately, there is no universally accepted definition for an atom within a molecule. 1−5 This has induced a proliferation of methods for decomposing molecules into atomic subsystems. These methods can be classified based on whether they partition the molecule by dividing the wave function in Hilbert space (e.g., the orbital-based approaches of Mulliken, 6−9 Loẅdin, 10−12 Moffitt, 13 Weinhold, 14, 15 Ruedenberg, 16−18 and Knizia 19 ) or by dividing a molecular descriptor in real space (e.g., the electron-density-based approaches of Politzer, 20 Hirshfeld, 21 and Bader 22, 23 ). These methods can also be classified based on whether they are binary (i.e., points in real space, or basis functions in Hilbert space, are fully assigned to a single atom) or fuzzy (i.e., points/basis functions can be shared by several atoms).
Given this imbroglio, it becomes desirable to establish guidelines for developing and assessing atoms-in-molecules (AIM) methods. It is our view that, given the preeminence of the periodic table in chemistry, AIM should be chosen to resemble the isolated atoms enshrined in the periodic table to the greatest possible extent, subject to the defining constraint that the AIM provide an exhaustive partitioning of the molecule. If, as is conventional, we choose to use the electron density as the fundamental descriptor, then we wish to minimize the dissimilarity D between the electron density of the AIM {ρ A (r)} A=1 N atoms and the corresponding electron density of the reference proatoms {ρ A 0 (r)} A=1 N atoms
A N A A 1 0 atoms (1) subject to the constraint that the sum of the electron densities of the AIM is equal to the molecular density ρ mol (r)
and possibly other constraints. In this framework, different partitioning approaches are distinguished by their choice of reference proatoms, dissimilarity measure, and imposed constraints on the minimization in eq 1. Among these measures of dissimilarity, those based on information theory are privileged, because they regard the electron density as a probability distribution function, rather than merely a function in Hilbert (or, preferably, Banach) space. 24−27 As we shall see, this imparts desirable features upon information-theoretic partitionings. Many of these desirable features are inherited by the somewhat more general class of dissimilarity measures known as the f-divergences. 28, 29 In the next section, we will first establish sets of criteria that make an AIM method or population analysis scheme preferable. In Section III, we will discuss various information-theoretic partitioning methods, emphasizing the Hirshfeld family of methods, where the proatom densities are commonly built from the electron densities of the isolated atoms and their ions. In Section IV we briefly overview the other popular ways of determining the densities and/or populations of AIM that we use in Section V, where we compare atomic populations from different approaches for a few molecules, which we chose to demonstrate key strengths and weaknesses of different methods. Then, we will review dissimilarity measures in Section VI, revealing that information-theoretic partitioning methods give AIM that are localized and consistent with the idea that the electron density of the promolecule 21 can be variationally optimized to get as close as possible to the electron density of the molecule as a whole. This permits one to optimize the proatoms' reference densities. We present a very general framework that includes many previous partitioning methods as special cases. We conclude with some personal thoughts on information-theoretic AIM methods.
II. DEFINING ATOMS IN MOLECULES WITH
DESIRABLE TRAITS Because the AIM is not a physically observable object but merely a human-defined object of conceptual utility, it is impossible to say that any specific definition of an AIM is "better" than any other. One can only indicate that a specific definition is more useful in a certain context. (Even so, an atomic partitioning's utility is often strongly dependent on the priorities and biases of the assessor.) The perceived utility of a partitioning method for a given purpose will depend on a balance between its mathematical features (its desirable formal properties) and its chemical utility (its ability to reify chemical intuition and/or elucidate new chemical phenomena). Some partitioning methods are mathematically beautiful but challenge many chemists' intuition. (Bader' s Quantum Theory of Atoms in Molecules (QTAIM) is one example. 22, 30, 31 ) Other partitioning methods seem somewhat contrived mathematically but apparently give results in excellent agreement with what chemists expect. (The most recent versions of the Density Derived Electrostatic and Chemical (DDEC) net atomic charges are examples. 32 ) To set the stage for developing, assessing, and comparing partitioning methods, a list of mathematical, chemical, and computational desiderata is introduced below. This, admittedly biased, set of characteristics is what we believe makes the AIM properties reliable. Some of these features resemble the performance goals set by Manz et al. in the recent development of the DDEC6 chargepartitioning algorithm. 33, 34 The fundamental difference in our methodologies is the strategy one employs to comply with these features; whereas Manz et al. develop methods using a scientific engineering/design approach, we aspire to mathematical elegance and sound theoretical reasoning.
II.A. Desirable Mathematical Features. Universality. The AIM partitioning should be definable for any system (including molecules, infinite periodic solids, and infinite disordered systems; including neutral closed-shell molecules, charged systems, and systems with unpaired electrons; including ground and excited electronic states; including equilibrium geometries and strained structures). The partitioning should be computable from any reasonable quantummechanical method (Slater-determinant-based methods, correlated wave function methods, quantum Monte Carlo, etc.) and any reasonable representation of the molecular wave function (basis-set expansion, values on a numerical grid, etc.). Using pseudopotentials and/or taking relativistic effects into account (using the Dirac equation or one of its simplifications) should not be problematic. Going beyond the Born−Oppenheimer approximation or considering exotic systems should not cause any problem either. (Consider, e.g., recent work extending QTAIM to systems composed of various types of quantum particles. 35, 36 ) After the atomic partitioning has been performed, every atomic propertynot just atomic populations and higher electrostatic momentsshould be defined in a way that is consistent with the precepts of quantum mechanics.
Foundation in Quantum Mechanics. The AIM partitioning method should have a firm grounding in quantum mechanics. Ideally one should be able to construct a full quantum mechanical framework for the atomic subsystems, as attempted in the QTAIM. 22, 30, 31 Failing this, the AIM partitionings should at least be rigorously defined in terms of quantum mechanical observables. (Methods based on quantum-mechanical observables generally meet the aforementioned stipulation of "universality.") Among these, the electron density is special; it quantifies the probability of observing an electron at a point in space, so it is conceptually appealing to define the probability of observing an electron on an atom (i.e., the atomic population) using only the electron density. It also ensures that one's partitioning has a quantum-mechanical basis and, in particular, that all quantum-mechanical observables of an AIM can be computed (using the framework of density functional theory (DFT) 37−39 ). Extensions of the electron density (e.g., to other types of particles) allow exotic molecules and non-Born− Oppenheimer effects to be included. 35,36,40−43 Variational Optimality. The AIM should be the "best possible atoms" in some specified way. This guides potential users: if an atomic partitioning method is optimal in the way one finds beneficial, it is a good choice for one's problems. If not, then one can seek a partitioning method whose philosophy is more aligned with one's needs. At a practical level, when AIMs are defined by a variational principle, it is straightforward to add constraints. (For example, it is sometimes useful to force the charges on amino acid residues in a polypeptide to be integers or to force the charges on some atoms to equal their values from a molecular mechanics force field). It is preferable for the optimization problem to be convex, so the variational principle does not have multiple local minima.
Uniqueness. The partitioning should fully and uniquely specify the AIM. One should not have multiple solutions to the equations, or multiple minima in the objective function(s) defining the AIM. This is not only mathematically desirable but avoids the numerical difficulties and computational expense associated with global optimization. In addition, it eliminates the biased disposal of undesirable solutions, like discarding well-defined Quantum Divided Basins (QDB) in QTAIM in favor of topological atoms. 44, 45 A unique solution leaves no room for imposing (possibly controversial) chemical intuition in selecting the relevant answer.
Bias-Free. The partitioning method should not require any input beyond the identity of the system being partitioned and its wave function. This ensures that the method is immune from any bias that a user may have and makes it impossible to fudge results. If reference data (e.g., reference densities or reference wave functions for atoms) are necessary, these reference functions should be directly determined by the identity of the atoms that compose the molecule. That is, the reference functions should be prescribed by a simple and physically motivated procedure that is amenable to automation and which is not subject to human intervention or bias.
Elegance. The principle of Occam's razor indicates that among all methods with similar performance, the simplest and most elegant method is to be preferred. While mathematical elegance is impossible to quantify, conceptually simple methods that have a compact mathematical description (even if the actual implementation is quite complicated) tend to be elegant. Methods based on variational principles are elegant. Elegant methods work "out of the box," requiring no special knowledge or experience. When intrinsically elegant methods are combined, elegance is compromised. Elegance is also compromised when one must engineer corrections or modifications to an underlying algorithm to explicitly account for "boundary cases" or "exceptions." (Not only is this inelegant, it is also dangerous: the unfathomable diversity of chemistry means that no one can possibly anticipate all the potential problems. If one must explicitly correct for one sort of problem, there are probably other, unanticipated, problems still lurking.) In general, an elegant method can be explained completely in a sentence or two, so much so that one can fully implement the method from its verbal description.
The next two criteria are most relevant to informationtheoretic partitioning methods, though similar considerations are sometimes pertinent for other partitioning strategies.
Noninteracting Limit of AIM. If one builds the molecular density by superposing the densities of the isolated atoms (or molecular fragments), then the AIMs' populations should revert to the populations of the proatoms (or fragments). That is, if the molecular density is equal to the promolecular density, then the AIMs' densities should be equal to the proatoms' densities. This requirement imposes size-consistency (partitioning a molecule composed of noninteracting fragments gives the same results as partitioning the fragments separately), ensuring that separated-atom/fragment limits are sensible and that weak chemical interactions do not induce large shifts in atomic charges.
Distributive Property of Dissimilarity Measure. Since the sum of the AIM densities is the molecular density and the sum of the proatomic densities is the promolecular density, the sum of the dissimilarities between the AIMs and proatoms should equal the dissimilarity between the molecule and the promolecule. That is: 
Since the raison d'etre of atomic partitioning is to quantify and guide chemists' intuition about atomic properties, the ultimate test of an atomic partitioning is its utility and consistency with respect to chemical observations and the intuitive framework employed by chemists. This leads to the following desiderata, reflecting the chemical application and computational practice of atomic partitioning methods:
II.B. Desirable Chemical Features. Chemical Robustness. Atomic charges should be in broad agreement with chemists' expectations based on empirically established atomic electronegativities and oxidation states. That is, the atomic partitioning method should give sensible results for neutral and charged molecules (even highly charged molecules) as well as molecular excited states. Exact integer charges should never occur, except where required by symmetry or in the infinite separation limit. Atomic partitioning is commonly combined with reactivity indicators to determine the regioselectivity of molecular sites. It is expected for the AIM charges to comply with experimental data on functional group reactivity. Without these features, an atomic partitioning method is unlikely to be useful for elucidating chemical trends. 5, 46 Transferability. The most important chemical feature is the transferability of atoms and functional groups between similar molecular environments. (This is, in fact, the original motivation for the concept of molecules as being composed of atoms, and it is the primary reason for the utility of the periodic table.) Simply stated: atoms and functional groups in similar environments should have similar properties, and these properties should vary in a systematic way in response to changes in the molecular environment.
Conformational Stability. In accord with chemical intuition, changes in molecular conformation, especially torsional motions and relatively unhindered rotations around bonds, should not cause large fluctuations in the charges or other properties of the atoms. This property is essential when a partitioning method is used to parametrize a molecular mechanics force field.
Locality and Sensible AIM Densities. The AIMs should be localized around the atomic nucleus and should not have intricate structures far from their defining nuclear center. This requirement is usually necessary, albeit insufficient, for chemical transferability and conformational stability. It is also expected that each AIM's density should have one and only one cusp, located at the position of the atomic nucleus. 47, 48 As one moves away from the atomic nucleus, the atomic density is expected to decrease monotonically. 49 Far from the atomic nuclei, all the atomic densities should share the same asymptotic decay rate, in accord with the electronegativity equalization principle. 50−53 Accurate Electrostatic Potential. Since the AIMs' "partial charges" are most commonly used to identify the positive and negative regions of a molecule, the electrostatic potential approximated by the AIM charges should accurately approximate the true molecular electrostatic potential on and outside the molecular van der Waals surface
where the AIM's population corresponding to atomic number Z A at position R A is defined as 6) and the AIM's partial charge is therefore
mined by the atomic multipole expansion should rapidly converge to the true molecular electrostatic potential. This, in practice, means that the AIM densities must be nearly spherical.
Only atomic partitioning methods that accurately reproduce the long-range portion of the molecular electrostatic potential are convenient for parametrizing molecular mechanics force fields.
Partitioning methods that satisfy the distributive property of the dissimilarity measure, eq 4, tend to give accurate electrostatic potentials. This feature is specifically important, as the primary quantitative application of AIM methods is the parametrization of molecular mechanics (MM) force fields to model electrostatic interactions. 53 Much chemical intuition is based on the picture of a molecule as composed of atomic sites with partial charges, linked by springlike bonds and bond angles, along with rocking motions and hindered rotations around bonds. It is desirable that an AIM partitioning be consistent with this description. The preceding desirable chemical features are also strongly linked to the applicability of a partitioning method for MM parametrization. Note, however, that for degenerate ground states, one needs not just one molecular density (and its underlying atomic densities and charges 54 ) but all the possible degenerate molecular densities to successfully model the electrostatic potential. 54−57 II.C. Desirable Computational/Practical Features. Computational Robustness. The partitioning method should be insensitive to changes in computational parameters. For example, the method should be robust to changes in the electronic structure method (Hartree−Fock, Kohn−Sham DFT, post Hartree−Fock, etc.) and changes in the molecular basis set (even pernicious choices like single-center expansion). (One exception: if improving the electronic structure method or the basis set causes the molecular electronic density to qualitatively change, the atomic properties may also change qualitatively.) The method should not be overly sensitive to the choice of initial guess, optimization strategy, and numerical integration grid. Indeed, ideally all integrals could be performed analytically.
Computational Efficiency. The equations that define the atomic partitioning can be solved efficiently and rapidly. Gigantic integration grids should not be required; systems of (non)linear equations that arise should be well-conditioned and have unique solutions; iterative procedures should converge quickly and inexorably to the solution. In addition, partitioning methods should be applicable to large systems like bulk solids, biological networks, and molecular dynamic simulations. In this regard, the possibility for localizing the algorithm or parallelizing the method boosts the performance and applicability.
We know of no single method that possesses all of these desirable properties and, indeed, we suspect that no such method exists. One is forced to compromise. This is why one of us has previously advocated an axiomatic approach to atomic partitioningfirst specify the features one finds most desirable, then find the partitioning method(s) that possess those features. 27 As we shall soon establish, information-theoretic partitioning methods fulfill many of these desiderata: they are universally defined; they are founded in quantum mechanics (though not as fundamentally as claimed by Bader's QTAIM); they are electron-density based; the AIM are uniquely defined by a variational principle. Information-theoretic approaches tend to satisfy the distributive property of the dissimilarity measure and the noninteracting limit constraints of AIM whenever these constraints are sensible. While no single information-theoretic method possesses all of the remaining virtues, most information-theoretic methods possess the majority of these features. One exception is the requirement of sensible atomic densities: information-theoretic methods typically have atomic densities with very small, but nonetheless spurious, cusps on other atoms.
III. INFORMATION-THEORETIC PARTITIONINGS
III.A. The Hirshfeld Partitioning. The genesis of information-theoretic partitioning methods can be traced back to the 1970 paper of Politzer and Harris, who defined a binary real-space partitioning of linear molecules based on the promolecular density. 20 They designed their method so that if the molecular density were equal to the promolecular density, the AIM charges would match the proatom charges. Inspired by this work, in 1977 Hirshfeld proposed a fuzzy real-space partitioning, with the AIM densities
He proposed this definition by analogy to the way that the profit (loss) is shared between the stockholders of a corporation. That is, if the molecule gains (loses) electron density at point r relative to the promolecule, then the AIM gain (lose) electron density in proportion to their contribution to the promolecular density at point r. 21 In 2000, Nalewajski and Parr derived the informationtheoretic AIM by minimizing the Kullback−Leibler divergence between the AIM and isolated neutral proatoms
atoms mol atoms (9) leading to the AIM density
As was pointed out to them by one of the current authors, this is equivalent to the Hirshfeld definition, eq 8. 25, 26 A detailed derivation of this foundational result is provided in Appendix A. Before delving into various partitioning schemes originating from Hirshfeld AIM, it is important to realize that a similar derivation is feasible by replacing Kullback−Leibler divergence with any other f-divergence measure, which encompasses all local measures that are necessary and sufficient to derive Hirshfeld AIM densities. 28, 29 This prevalence expands the theoretical framework of Hirshfeld partitioning schemes and is elaborated upon in Section VI.B. Nalewajski and Parr's information-theoretic approach provides a general theoretical framework for developing new partitioning methods. These methods differ in their choice of (1) dissimilarity measure, (2) reference proatoms, and (3) imposed constraints. Hirshfeld AIM density and charges are well-defined and unique, but the choice of neutral ground-state reference proatoms is arbitrary and results in very small charges for Hirshfeld atoms. In addition, as elaborated in Section VI.A, Nalewajski and Parr's formulation does not fully comply with the spirit of information theory. We note, in passing, that information theory is broadly useful for conceptual studies of The Journal of Physical Chemistry A Feature Article chemical processes, 58−61 including but not limited to applications of the Hirshfeld partitioning. 62−65 To fix these shortcomings, various Hirshfeld-inspired partitioning methods have been developed. We will discuss some of the corresponding algorithms, and the relationships between them, in the next few paragraphs. Several related, but more-or-less ad hoc, partitioning approaches do not perfectly fit into this information-theoretic framework, so they are not elaborated upon in this paper. Examples of this sort of method include the ever-expanding family of DDEC methods, 32, 33, 66 Charge Model 5 (CM5) (developed by mapping Hirshfeld charges onto a new set of charges providing a more accurate monopole approximation of electrostatic potential), 67 and force-based partitioning 68 (which has the advantage of being completely reference-free).
III.B. Hirshfeld-I and Hirshfeld-Iλ. The first, and most prevalent, variant of Hirshfeld methods is the iterative Hirshfeld (Hirshfeld-I) partitioning method of Bultinck et al. 69 This method lifts the arbitrary selection of neutral proatoms criterion and refines the proatoms self-consistently so that, at convergence, the proatoms and the AIM have the same population. To perform Hirshfeld-I partitioning:
1. Initialization (n = 0). Obtain initial AIMs using the Hirshfeld partitioning, (10), with isolated neutral atom densities as proatoms. In practice, the Hirshfeld-I method is insensitive to any reasonable initial guess for the proatom populations. 2. Iteration. Until the atomic populations converge (e.g., until
a. Update each proatom so that it has the same population as the AIM in the previous step, n − 1:
b. Repeat the Hirshfeld partitioning, (10), with the updated proatom densities.
Step 2a uses the fact that the only size-consistent way, and therefore the only chemically sensible way, to define a density with a noninteger number of electrons N is to define it as a weighted average of the same system's densities with the nextlower-integer number, ⌊N⌋, and the next-higher-integer number, ⌈N⌉, of electrons. 70−73 For example, the density of a system with 9.4 electrons is a linear combination of the 9electron and 10-electron systems with the same external potential 
This elegant refinement results in a set of chemically intuitive reference proatoms and produces quality AIM charges. In addition, it provides a simpler information-theoretic interpretation, because, at convergence, the AIM and the corresponding proatom densities have the same normalization. Numerous studies testify that Hirshfeld-I fulfills many of the desired features, including insensitivity to level of theory, 74 accurate electrostatic potential approximation, 75 and applicability to solids. 76−78 Hirshfeld-I has been extended to Fractional Occupation Hirshfeld-I (FOHI) 79 to calculate atomic spin population and FOHI-D 80 to calculate the atomic charge and atomic dipole self-consistently. However, the Hirshfeld-I method is not perfectit is not variational, and it gives erratic results for negatively charged nitrogen atoms, double negatively charged oxygen atoms, and atoms in high oxidation statesand subsequent work has attempted to remedy its shortcomings in various ways. The main issue is that Hirshfeld-I very often requires unbound proatom densities; that is, (di)anions in which the extra electron(s) are not bound to the isolated atom, resulting in AIM densities that extend too far from the nucleus. 81 The first attempt to partially solve these issues was the Hirshfeld-Iλ method, where the Hirshfeld-I form of the proatom density of N A 0 -electron system is stipulated
but the atomic density and the proatom populations are both selected by minimizing the information loss under the constraint that AIM and proatoms have the same population
Theoretically, Hirshfeld-Iλ selects its proatoms variationally and adheres to the information-theoretic spirit. (Note, however, that eq 10 does not hold in Hirshfeld-Iλ.) Unfortunately, Hirshfeld-Iλ is numerically challenging to converge, because the objective function is discontinuous at integer proatomic populations, it is sensitive to the choice of basis set, and the charges from Hirshfeld-Iλ fail to accurately reproduce the molecular electrostatic potential. 82 III.C. Variational Hirshfeld-I. Lifting the constraint that the proatomic and atomic populations be equal, but guaranteeing a correctly normalized promolecule, gives a method we refer to as variational Hirshfeld-I. 
Variational Hirshfeld-I seems to give results that are closer to Hirshfeld-I than Hirshfeld-Iλ, but the optimization is challenging because of the derivative discontinuity in the objective function. In addition, the final proatoms do not have the same charges as the AIM, making the information-theoretic argument less elegant. III.D. Hirshfeld-E. The poor performance of the Hirshfeld and Hirshfeld-I partitionings for molecules containing atoms in high oxidation states motivated the Hirshfeld-E method. 83 Hirshfeld-E is based on the decomposition of the N-electron density as a sum of the Fukui functions 73,84−86
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This motivates the idea of using the spherically averaged atomic Fukui functions of the isolated atom as a basis set for expanding the proatomic density (18) where the sum runs over the Fukui functions of all bound electronic states. In Hirshfeld-E, step 2a in the Hirshfeld-I algorithm is replaced by 2a′. Update each proatom by performing a least-squares fit of eq 18 to the atomic density, subject to the constraint that the proatom and atom have the same population and that the coefficients of expansion are nonnegative
The Hirshfeld-E method is more robust for highly charged atomic sites, but like Hirshfeld-Iλ, the charges from Hirshfeld-E vary erratically with basis set. 87 III.E. Iterative Stockholder Analysis and Gaussian Iterative Stockholder Analysis. Conceptually, the least appealing aspect of Hirshfeld-I-like partitioning methods is the need to specify a functional form for the proatom density. Lillestolen and Wheatley proposed an alternative approach, called Iterative Stockholder Analysis (ISA) to remedy this feature. 88, 89 The main idea in ISA is that the proatom density is the spherical average of the atomic density.
By doing this, the need for a set of spherically averaged reference proatom densities is avoided; the reference atom is built as a set of density values on a radial grid and is updated in every iteration according to eq 20. The ISA method is calculated by 1. Initialization (n = 0). Obtain initial AIMs using the Hirshfeld partitioning, (10), with isolated neutral proatom densities, or spherically symmetric proatom densities using, for example, eq 21 or 22. 2. Iteration. Until the atomic populations converge,
a. Update each proatom by setting it equal to the spherical average of the atomic density, eq 20. b. Perform the Hirshfeld partitioning, eq 10, with the updated proatoms. Since ISA is a variational method with a unique minimum for proatom density, the final partitioning does not depend on how one initializes the proatoms. 90 Recognizing this, and desiring to avoid the need for reference atomic densities in the initialization step, Lillestolen and Wheatley suggested using the very simple choice
With this initialization, ISA converges quite slowly, typically requiring several times more iterations than Hirshfeld-I. To try to improve matters, we replaced the average density on each spherical shell with the shell's minimum density.
While our alternative initialization converges slightly faster, the improvement is not dramatic. In cases where a database of atomic densities is available, it is best to initialize the ISA algorithm with spherically averaged proatom densities or the AIM density of Hirshfeld or Hirshfeld-I methods.
At a chemical level, ISA is not robust when a central atom is surrounded by a spherical shell of other atoms. In this case, the AIM density of the central atom tends to have a blip at the location of the next shell(s) of atoms. This causes the central atom to have too large (often wildly too large) population and leads to an atomic density that is nonmonotonic, violating the "sensibility" requirement. 91 ISA is also not conformationally stable: a small breaking of the molecular symmetry (so atoms surrounding the central atom lie on the surface of an ellipse, rather than the surface of a sphere) causes the density and population of the central atom to become sensible again.
To overcome these results, one can "hammer down" the spurious blips in the ISA atomic densities, forcing the atomic densities to be monotonic by requiring that the (n + 1) point on a radial grid emanating from the atomic nucleus be no larger than nth point (unpublished results). Mathematically, this replaces eq 20 with
A more numerically efficient approach is to approximate the proatomic density from (20) as a linear combination of monotonically decreasing basis functions like s-type Gaussians. 91
The coefficients can be determined by least-squares fitting subject to the constraint c k ≥ 0. This Gaussian-ISA (GISA) method has sensibly monotonic atomic densities, but it still tends to exaggerate the population of atoms at the center of a spherical shell of other atoms. The proatom density, instead of descending to a small value and then rising again on the surface of a spherical shell, descends slowly until the spherical shell of atoms is encountered, and it descends rapidly thereafter. Because of these slowly descending atomic densities, the atomic charges are not very transferable, and conformational stability is low. The results are also quite sensitive to the choice of the Gaussian expansion functions: for short expansions, results often seem satisfactory, but in the basis-set limit one recovers the problematic hammered down version of ISA in eq 23. 91 To further control the behavior of density tails, an extension of the GISA with nonspherical Gaussian functions and a regularization of proatom density tails attempts to repair some of the weaknesses of ISA and GISA methods. 92 III.F. Density Derived Electrostatic and Chemical Partitioning. ISA variants define AIM that are "as spherical as possible" by some criterion, and therefore the AIM of ISArelated methods have small dipole and higher-order-multipole
The Journal of Physical Chemistry A Feature Article moments. This ensures that the charges from ISA-type methods provide an excellent description of the molecule's electrostatic potential. One would like to somehow combine this feature of ISA with the favorable transferability and conformational stability features of Hirshfeld-based methods that employ explicit atomic reference densities. This has been attempted in Density Derived Electrostatic and Chemical (DDEC) methods by defining atomic weight function as a weighted-geometric average of the two methods' proatomic densities, specifically: 32, 33, 66, 93 
Unfortunately, this method does not fully remedy the problems of conformational stability and spherical-shell bias associated with ISA. Subsequent refinements of the DDEC family of methods have removed these problems, but these refinements involve a complicated hand-tuning of the method and intuitive but nonphysical revisions to the proatom densities (especially for anions) to meet certain performance goals. The resulting DDEC methods are inelegant by the criteria of "capable of being compactly described with words alone" and do not satisfy some of the mathematical requirements we believe it is desirable for information-based partitioning methods to possess (e.g., the recovery of the noninteracting limit of AIM and the satisfaction of the distributive property of dissimilarity measure). This does not diminish the practical utility of the latest DDEC methods for applications, especially in the solid state, where they have been more thoroughly tested than any of the other approaches we discuss.
III.G. Minimal Basis Iterative Stockholder Partitioning. The most recent variant proposed by Verstraelen et al. called
Minimal Basis Iterative Stockholder (MBIS) method takes a new strategy for modeling proatoms. 94 It expands each proatom as a weighted sum of normalized s-type Slater functions,
where σ A,i and N A,i denote the width and weight of the ith normalized s-type Slater function on atom A. The number of Slater functions m A is dictated by the number of electron shells in an atom with atomic number Z A ; in this regard, the weights {N A,i } i=1 m A can be perceived as shell populations. (One must limit the number of Slater functions, because as the number of Slater functions increases, this method approaches hammered-down ISA.) The shell widths and populations in MBIS are optimized alongside the AIM densities by constrained minimization of the Kullback−Leibler information loss
The constraint requiring the proatom and AIM to have the same population makes MBIS appealing from the informationtheoretic point of view but couples the minimization of AIM and proatoms. However, unlike Hirshfeld-Iλ, the minimization simplifies to the stockholder formula because of the special form of the proatoms, and the shell population and shell width of each atom is given by
The identities obtained for proatom parameters are specific to the Kullback−Leibler divergence measure, and they are used for optimizing the proatoms self-consistently. 1. Initialization (n = 0). Obtain initial AIMs using the Hirshfeld partitioning, (10), with proatom densities modeled in eq 26. The initial value of the N A,i parameter is set to the number of electrons in the ith shell of atom A. The initial value of σ A,i is set to a Z 2 A 0 and a 2 0 for the innermost and outermost shell of atom A, respectively, where for the intermediate shells, it is assigned by geometric interpolation
2. Iteration. Until the shell parameters converge: parameters, eq 28. b. Perform the Hirshfeld partitioning, eq 10, with the updated proatom parameters using eq 26. The objective function in eq 27 is not convex, so the choice of initial guess in step 1 can affect the resulting MBIS charges.
The iterative procedure to refine the proatoms can easily be implemented with a linear-scaling computational cost for applications to supramolecular systems. In addition, the Slater functions describing the valence electron density of AIM allow better approximations of the electrostatic interaction in force fields. 94, 95 The Journal of Physical Chemistry A Feature Article
IV. OTHER POPULATION ANALYSIS METHODS
Although the focus of this work is information-theoretic population analysis methods, we will compare the results to other approaches. For each general family of methodorbitalbased population analysis, topological partitioning, and electrostatic fittingwe chose one to compare to what we feel is the best widely available method of that family.
IV.A. Orbital-Based Population Analysis. Orbital-based partitioning was pioneered by Mulliken. 6−9 Each natural molecular orbital p can be expressed as a sum of atomic basis functions
where χ Ai (r) denotes the ith basis function on atom A. To divide this molecular orbital into contributions from the atomic basis functions, note that
atoms atoms (30) where the overlap matrix between the atomic basis functions has been defined as
Mulliken proposed decomposing eq 30 into the (net) populations of the atomic basis functions
and "bonding" populations associated with the overlaps between different atomic basis functions 
Here we denoted the occupation number of the pth natural molecular orbital as n p . To assign atomic populations, one needs to divide the bonding population between the atomic basis functions between the contributing atoms. In the absence of any other information, all one can do is divide the bonding population half-and-half between the contributors, giving the gross populations of the atomic basis functions. and then the charge-bond matrix as
Then the atomic populations are simply
Similarly, the electron density of the atom in the molecule can be defined as
Ai Bj Ai Bj 1 ; atoms (39) Loẅdin noted that the preceding analysis could be simplified if the atomic basis functions were orthonormal, S Ai,Bj = δ AB δ ij , and he proposed choosing orthogonalized atomic basis functions {χ Ai d } that were as close as possible to the original (nonorthogonal) basis. 10−12 It is not difficult to deduce that the new basis functions are simply
In the orthogonalized basis, the atomic populations have the simple expression
These methods for assigning atomic populations are extremely erratic for large and/or unbalanced basis sets. More generally, Mulliken/Loẅdin partitioning fails in any circumstance where the atomic basis functions are not (well-)localized on the atomic centers. Consider, for example, that in the extreme case where one expands the wave function with a complete set of basis functions centered on a single atom, all the electrons will be assigned to that atom. To avoid this, it is necessary to ensure that the molecular orbitals and the one-electron reduced density matrix (42) are expressed in terms of atomic basis functions that have chemical meaning. The approaches proposed by Weinhold, 14, 15 Ruedenberg, 16, 18, 96 and Knizia 19 achieve this by using atomic basis functions that resemble atomic orbitals. We will only consider Weinhold's approach, called Natural Population Analysis (NPA), because it is by far the most widely used of these approaches.
In NPA, one uses the atomic orbitals of the isolated neutral atoms {ϕ Ai } as basis functions. The molecular orbitals or, alternatively, the one-electron reduced density matrix can be expanded in this new basis
Because the atomic orbitals are not orthogonal, the trace of this matrix is greater than the total number of electrons. The basic
The Journal of Physical Chemistry A Feature Article idea in NPA is to use an occupation-weighted version of Loẅdin's symmetric orthogonalization method. That is, one chooses the orthonormal basis {ϕ Ai d (r)}that resembles the existing atomic orbital basis functions to the maximum possible extent, weighted by the occupation of the atomic orbital basis functions
Ai d atoms (44) with solution,
where D is a diagonal matrix with the entries d Ai,Bj = ω Ai,Ai δ Ai,Bj , and S is the overlap matrix between the atomic orbitals. The natural populations can then be determined, using eq 41, or, specifically:
While this captures the essence of the NPA method, the actual approach is significantly more complicated. For example, the valence atomic orbitals and the Rydberg atomic orbitals are orthogonalized separately, and special care must be taken when treating atomic orbitals with very small occupations. 14 In our experience, NPA and other atomic-orbital-based population analysis methods remove most, but not all, of the basis-set sensitivity of the unrefined Mulliken/Loẅdin partitioning strategies. However, these methods are still sensitive to the quality of the molecular basis set (e.g., they typically work poorly in the extreme case, where all the basis functions are located on a single atomic center) and also on the design decisions that were taken in constructing the atomic basis set.
IV.B. Topological Partitioning. Topological partitioning methods divide space into regions, each of which is then associated with an atom. For example, in Voronoi partitioning, one assigns each point in space to the closest atomic nucleus, giving atomic regions
The atomic weight functions are then taken to be the characteristic function of the region
and so the atomic densities and atomic populations are defined as
and
The problem with Voronoi-based partitioning is that it depends only on the location of the nuclei and not on the molecule's electronic structure. Richard Bader realized that there was a natural way to separate a molecule into atoms using the topography of the electron density. 22,23,97 If one visualizes the molecular density, it looks like a mountain range, with peaks coinciding with the locations of the atomic nuclei and valleys between them. Bader's partititioning, called the Quantum Theory of Atoms in Molecules (QTAIM), corresponds to a watershed analysis of the atoms. Imagine that a tiny rain-cloud hovered over the location of an atomic nucleus, and the water from the cloud flowed down the sides of the mountain of electron density associated with the atom. All the points in space that were wet by the rain would be assigned to the atom.
Mathematically, this means that if one takes a point r and starts to make a steepest-ascent path from that point 
The point is then assigned to the nucleus at the end of the steepest-ascent path. The boundaries between the atoms correspond to zero-flux surfaces, where the normal to the surface of the atomic volumes is orthogonal to the gradient.
Equation 52 establishes that the integral of the Laplacian of the electron density over an atomic region is zero.
Equation 53 , in turn, makes it possible to define atomic kinetic energies (and then, by the virial theorem, atomic energies) for this atomic partitioning without excessive sensitivity to the way one chooses to represent the quantum mechanical operators for the atoms. 23,98−101 This ability to define quantum mechanical operators for atoms is why this approach is usually called the QTAIM. 22, 31, 102, 103 One should mention that subsequent work makes it clear that regions called quantum divided basins, which satisfy the net zero-flux condition (eq 53) but not the local zero-flux condition (eq 52), can also be used to define open quantum subsystems. 44, 45 Also, subsequent work has shown that there are mathematically allowable (but arguably chemical unreasonable) definitions for the local kinetic energy for which eq 53 is insufficient to define unique atomic kinetic energies. 101, 104, 105 For these reasons, we believe the strongest justification for QTAIM is topological, based on the intuitive partitioning of space into atomic-density regions. The mathematical underpinnings of QTAIM are elegant, but it has a few undesirable properties. For example, sometimes there are "extra" atoms associated with maxima in the atomic density that do not coincide with the location of an atomic nucleus. 106−108 Additional nonatomic regions also appear if one partitions the electron density obtained for a pseudopotential calculation, because the absence of the electron density from the atomic cores ruins the mountain-peak structure that the electron density has in all-electron calculations. In pseudopotential calculations, it is advisible to correct the computed electron density by adding back the (approximate) electron density from the atomic core electrons before performing the QTAIM partitioning. If one does not make this correction, then spurious atoms and significant topological complexity are induced by the "volcanic craters" associated with the missing The Journal of Physical Chemistry A Feature Article core electrons. Conversely, sometimes there are missing atoms, because a light electron-poor atom is embedded in the electron cloud of a heavier electron-rich atom, so that there is no maximum in the molecular electron density at the location of the light atom's nucleus.
All topological partitioning methods have the problem that the atomic regions have "pointy boundaries", where three or more atomic regions meet. Because the atomic regions and their associated densities are far from spherical, it is hard to represent the electrostatic potential of the atom with a point charge: one typically needs not only atomic charges but also very high-order atomic multipoles to describe the molecular electrostatic potential using topological partitioning methods. 109−112 IV.C. Electrostatic Potential Fitting. Electrostatic potential fitting is an approach that leads to atomic populations/ charges but not to atomic density distributions. 113−118 Specifically, one tries to find atomic populations that fit the electrostatic potential of the electron density at every point r (54) subject to the constraint that the atomic populations sum to the total number of electrons.
It is clearly impossible to satisfy eq 54 at every point, but for molecular mechanics force fields it is primarily important that the electrostatic potential be accurately captured at locations in the vicinity of the van der Waals surface and up to three or four van der Waals radii away from the molecule. This suggests that one chooses atomic populations by minimizing 115, 116, 119 
atoms mol atoms (56) where w(r) ≥ 0 is a nonnegative weight function that focuses the optimization on the region of chemical interest and decays rapidly enough to ensure the existence of the integral that defines the objective function. Different methods for electrostatic potential fitting mainly differ based on the weighting function one uses in eq 56 and the possible addition of constraints based on intuition about the likely size of atomic charges, equivalence of the populations of chemically similar atoms, etc. Recognizing that the atomic populations/charges from electrostatic-potential fitting would behave erratically in response to conformation changes unless the weighting function was perfectly smooth, Hu, Lu, and Yang proposed the objective function 119
where ρ mol 0 (r) is the promolecular density (cf. eq 3), and the recommended values for the parameters that control the width and location of the weighting function are σ = 0.8 (58) and ρ = − ln 9 ref (59) respectively. The objective function in eq 56 with the weighting function eq 57 determines the Hu-Lu-Yang (HLY) populations. 119 Obviously this method can be extended to dipole and higherorder multipole moments, simply by inserting the appropriate multipole expansion to approximate the electrostatic potential
in eq 56. However, electrostatic fitting does not define an atomic density and is therefore not a true partitioning method. It is possible, however, to reverse-engineer atomic densities that have the correct multipoles and maximally resemble some atomic reference densities. For example, one can find the electron densities that satisfy 
where the proatom density should be chosen to have the same atomic population as was assigned by electrostatic-potential fitting N A 0 = n A , using eq 13. If one has only monopoles, then this approach is equivalent to Hirshfeld-Iλ but without the variational optimization over proatom populations.
Unfortunately, the optimization in eq 56 is numerically illconditioned. For example, the objective function in eq 56 is extremely insensitive to any atomic population that is very far from the molecular van der Waals region that is sampled by the weight function w(r); the optimization landscape is therefore extremely flat, and the atomic populations can change significantly due to small changes in electron density, whether due to computational parameters (e.g., electronic structure method or basis set) or geometric changes.
To assess the performance of various information-theoretic partitioning methods (Section III), compared to more traditional approaches (Section IV), we selected examples from our own work and from the literature that reveal specific, usually unfavorable, features of the different partitioning methods. We also selected a set of small molecules (CH 3 + , CH 4 , CH 3 − , NH 4 + , NH 3 , NH 2 − , H 3 O + , H 2 O, OH − ) for investigating the sensitivity of these methods to the oneelectron basis set and the type of electronic structure theory method used, and also for assessing how well different partitioning methods recapture chemical trends. Readers interested in more thorough assessments of population analysis methods are referred to other, more systematic, studies. 94,117,120−122 All quantum-chemistry calculations were performed using Gaussian09 (version C.01) software 123 employing ultrafine integration grids and stable=opt keyword to ensure that a (local) minimum of the energy with respect to variations of the orbitals was found. For the small set of molecules, the The Journal of Physical Chemistry A Feature Article geometries were optimized at UωB97XD/cc-pVTZ level of theory, followed by single-point calculations at UHF, UB3LYP, 124−126 and UωB97XD 127 levels of theory with Dunning's (d-aug-)cc-pVXZ (X = D, T, Q, 5) correlation consistent basis set series. 128−130 The NPA and HLY charges were generated using Gaussian09. The QTAIM charges were generated using AIMALL (version 16.01.09 standard) software. 131 The charges from information-theoretic partitioning methods were generated using HORTON 2.0.0 132 and ChemTools. 133134 V.B. Hirshfeld Partitioning Is Sensitive to the Choice of Proatom. As noted in Section III.A, the choice of neutral proatoms in the original Hirshfeld method is arbitrary, and the Hirshfeld populations from eq 10 change significantly when different reference proatom charges are used. This is shown in Table 1 for LiCl, where neutral and charged proatoms are chosen. (We chose the proatoms so that the promolecule has the same number of electrons as the molecule. Note that this is not implicit in the Hirshfeld method: the traditional Hirshfeld method uses neutral promolecules for the population analysis of molecular ions.) The middle column of Table 1 contains the conventional Hirshfeld charges, but considering the ionic character of LiCl, the lithium cation and chlorine anion are the chemically intuitive reference proatoms. That proatom choice produces the higher, and more chemically appealing, Hirshfeld charges in the last column. Notice, however, that no matter what choice one makes for the charges of the proatoms, the Hirshfeld charges are semi-insensitive to the choice of quantum chemistry method and basis set.
In the remainder of this paper, however, whenever we refer to the Hirshfeld partitioning we will be considering only neutral ground-state proatoms.
V.C. Hirshfeld-I Is Not Variational; Variational Generalizations of Hirshfeld-I Are Not Robust. The Hirshfeld-I method fixes the sensitivity of (ordinary) Hirshfeld charges to the choice of proatom and ensures that the molecule and promolecule always have the same number of electrons. Although the Hirshfeld-I procedure is not written as a variational method (cf. Section III.B), this does not mean that the solution of the Hirshfeld-I procedure cannot be equivalent to the minimization of the Kullback−Leibler divergence or, more generally, some other f-divergence measure.
On the basis of a recent mathematical analysis of the Hirshfeld-I equations, this does not seem to be the case. There are many variational principles that are equivalent to the Hirshfeld-I equations, but they are not written as minimizations of the divergence between the densities of an AIM and a proatom. The analysis also shows that the Hirshfeld-I solution always exists, and it is never unique in a mathematical sense. However, in most (but not all) 34 cases it seems that the solution is unique in a chemical sense, as the spurious mathematical solutions correspond to cases where one or more AIM have zero electrons. (62) to increase. This is in contrast to the ISA method, which is variational and therefore is associated with steadily decreasing values of eq 62. We also explored (not shown) the analogue of eq 62 for other divergences. In those cases, neither Hirshfeld-I nor ISA was variational.
There are ways to refine Hirshfeld-I to be variational. The Hirshfeld-Iλ method is one way to do this, but as mentioned in Section III.B, it gives inferior atomic charges 82 and also does not satisfy the distributive property in eq 4. If one relaxes the requirement that the AIM and proatoms have the same charge, variational minimization of eq 62 using the Hirshfeld-I definition for the proatom densities gives the variational Hirshfeld-I method from Section III.C (cf. eq 15). The sum of the atomic Kullback−Leibler divergences are computed, as a function of proatom charge, for HCl, CH 4 , and H 2 O in Figure  2 . Hydrogen chloride is the favorable case, where the minimum divergence and minimizing proatom charge are somewhat reasonable. In methane, the method often gets "locked" at an integer proatom charge (which is conceptually unappealing). The nondifferentiability of the objective function also complicates the numerical optimization; the objective function is only convex between two consecutive integer proatom charges, and so multiple solutions are possible. (For example, we observed that at certain levels of theory, LiCl can have two solutions, with Li proatom charges slightly more/less than +1.) In water, the objective function is insensitive to the O proatom charge. This makes the results from variational Hirshfeld-I sensitive to the level of theory. For example, qualitatively insignificant changes in quantum-chemistry method (e.g., changing the exchange-correlation functional and/or the basis set) can change the variational Hirshfeld-I charges significantly.
V.D. Iterative Stockholder Analysis Is Sensitive to Molecular Conformation and Integration Grid. ISA is variational, but it sometimes gives chemically absurd results. Especially when there are several atoms arranged on a spherical shell around a central atom, the central atom tends to become overpopulated. 90 An extreme example of this is the endohedral fullerene, where a lithium cation is placed inside a buckyball, Li + @C 60 . The lithium cation is given an enormous number of electrons, and its population is very sensitive to the size of the numerical integration grid, partly because the population of the lithium "cation" will increase dramatically when one of the The Journal of Physical Chemistry A Feature Article radial shells of grid points (nearly) coincides with the position of the C 60 cage. This is clearly seen in Table 2 . Table 2 also shows that Hirshfeld-I, and the more recent versions of DDEC charges, do not suffer from the same problem. The DDEC methods, however, require very large and costly integration grids.
ISA charges are also problematic for more typical chemical problems. For example, the tendency for atoms to show a spurious decrease in charge whenever they appear at the center of a (nearly) spherical shell of neighboring atoms causes the ISA charges to be very sensitive to molecular conformational changes. This is chemically unreasonable, and it is undesirable for parametrizing molecular mechanics force fields, in which the atomic charges are assumed to be insensitive with respect to molecular torsions.
To show this, Figure 3a shows the charge on the central carbon atom in alanine dipeptide versus rotations about the ψ dihedral angle. 135 The ISA charges show a large and unphysical dependence on molecular conformation. Hirshfeld-I, DDEC3, and DDEC4 charges are more reasonable, with little conformation dependence. However, upon closer inspection (Figure 3b) , it is observed that the DDEC4 charges vary noisily, rather than smoothly, with respect to the torsion. As the amount of noisiness is small, however, this is more an aesthethic and philosophical issue than a practical one.
V.E. Sensitivity to Basis Set and Electronic Structure Method. As mentioned in Section II.C, useful population methods are insensitive to changes in the basis set and the electronic structure method. To assess this, we examined the sensitivity of the most promising and popular informationtheoretic methods for a set of small molecules (CH 3 + , CH 4 Figure 4 compares the charges from the most popular and promising information-theoretic methods to the charges from traditional population analysis methods based on orbital-based partitioning (represented by NPA), topological partitioning (represented by the QTAIM), and electrostatic-potential fitting (using the HLY procedure). These charges, in addition to the Mulliken charges (which are not plotted due to their extreme dependence on the basis set), are presented in Tables S1−S11 of the Supporting Information).
None of the methods we consider is very sensitive to the choice of electronic structure method. The traditional methods are relatively insensitive to basis set, with HLY charges being almost invariant to basis set and electronic structure method, NPA charges being slightly more sensitive, and QTAIM charges showing the greatest dependence on basis set, especially for the molecular cations. In terms of method/basis-set stability, however, the best method by far is the conventional Hirshfeld method. The ISA charges and Hirshfeld-E charges perform well also, though we note that the Hirshfeld-E has shown problematic basis-set sensitivity for inorganic oxides. 87 The other information-theoretic methods we considered have significant greater basis-set dependence. The MBIS method performs well for neutral and positively charged molecular ions, but it is overly sensitive to basis set for molecular anions. We speculate that this is because the limited number of Slater functions available mean that the promolecule (Figure S4 ), the very strange behavior of the electron density of the Li AIM for ISA, compared to the results from Hirshfeld-I, is shown. The Journal of Physical Chemistry A Feature Article density in MBIS is a poor approximation to the slowly decaying molecular density for anions. As discussed in Section V.C, the Achilles heel of variational Hirshfeld-I is its extreme sensitivity to method/basis set, and Figure 4 confirms this: variational Hirshfeld-I is the worst population analysis methods we considered by this measure. We wondered whether using a different divergence measure might alleviate this sensitivity, so we also generated results using the Hellinger−Bhattacharya distance (with ν = 2) as a divergence, that is, replacing eq 15 with (63) As seen in Figure 4 , however, this revision did not improve the performance of the variational Hirshfeld-I method.
While the original self-consistent Hirshfeld-I method is not as exquisitely sensitive to changes in basis set as variational-Hirshfeld-I, it still shows excessive dependence on basis set, especially for nitrogen-containing molecules. (However, Hirshfeld-I is also more sensitive to basis set than one would like for the hydronium ion, H 3 O + .) This problem arises because the nitrogen anion does not exist in nature, and it also does not exist at some of the levels of theory we considered. However, the nitrogen anion is erroneously predicted to be bound for UB3LYP and UωB97XD for sufficiently large and diffuse basis sets. The electron density of the nitrogen anion is an essential ingredient in the Hirshfeld-I procedure, when the charge on the nitrogen AIM is negative (and greater than minus two); when the charge on the nitrogen AIM is less than minus one (and greater than minus three), the electron density of the nitrogen dianion is also required. The Hirshfeld-I method uses the electron densities of these basis-set-bound (or otherwise very weakly bound) anions, and this imparts undesirable basis-setsensitivity to Hirshfeld-I. In particular, as seen in the Supporting Information (Figures S1−S3) , the electron densities of the reference proatoms for the oxygen dianion and the nitrogen (di)anion are very sensitive to the presence of diffuse functions in the basis set.
V.F. Recovery of Chemical Trends. We expect that as one reduces the molecules in our set, the charge on the central atom will decrease. That is, we expect that q C ( Hirshfeld-E violate the trends for the nitrogen and oxygen series. Variational Hirshfeld-I does not entirely violate our intuition, but for many methods/basis sets the charge on the nitrogen atom barely changes when one moves from NH 4 + to NH 3 , which seems questionable, and is inconsistent with the results from most of the other population analysis methods.
The other methods give chemical trends that are largely in agreement with our expectations. This does not mean that those methods are flawless, however. For example, Hirshfeld partitioning is known to give problematic chemical trends for atoms containing large electron-rich atoms. 136 While it is impossible to say what the "right" value for the charge of an AIM is, there are certain times when the charges fail to conform to our expectations. For example, it seems that Hirshfeld charges are usually "too small" in magnitude and that, conversely, the QTAIM charges are usually "too big". Likewise one can argue that the NPA charges seem to be too negative for the central atom in these molecular anions and that it is especially counterintuitive to see carbon charges of ca. −0.8 from NPA in methane. The Hirshfeld-I charges in the nitrogencontaining molecules often seem too negative, probably because the nitrogen proatom in these species is too diffuse.
As mentioned before, the MBIS charges for CH 3 − and NH 2 − are very sensitive to basis set. In addition, the MBIS charges for these species are anomalously negative.
VI. PERSPECTIVE VI.A. Information-Theoretic Perspective. A reader familiar with information theory will notice that the Nalewajski−Parr approach, eq 9, violates the spirit of information theory insofar as the atomic and proatomic densities are not necessarily normalized to the same number of electrons. This leads to nonintuitive results, chief among them the fact that loss of information that occurs when the proatom distorts to the atom
is frequently negative when the atom has fewer electrons than the proatom. While this is mitigated in the Hirshfeld-I family of methods upon convergence, it is desirable to resolve this conundrum in the elementary Hirshfeld method.
To resolve the problem, we note that information theory is usually applied to probability distribution functions that are normalized to one and speculate that we can use the (pro)atomic shape function, or density per particle, instead of the electron density. 
Introducing the number of electrons in the molecule and the promolecule, N mol and N mol 0 , respectively, and defining the fraction of electrons in the (pro)molecule as
this can be rewritten as The last term is a constant and reflects the fact that the information loss can decrease to −∞ if the proatom densities are chosen to have very many electrons. (This could already have been inferred directly from eq 9.) It is therefore only sensible to consider information-theoretic partitionings, where the promolecule and the molecule possess the same number of electrons.
The first two terms in eq 69 are nonnegative (see Appendix B) and have direct physical interpretations. The first sum, of which every term is nonnegative, can be viewed as the entropy of polarization, since it measures the way the shape of the proatoms' electron distributions deform upon molecule formation. The second sum strongly resembles the entropy of mixing in classical thermodynamics: it measures the effects of electron transfer between atoms. In Hirshfeld-I the second is zero at convergence, and in Hirshfeld-Iλ, and Hirshfeld-E this term is chosen to be zero by added constraints. In variational Hirshfeld-I, the entropy of mixing is not zero.
There has been significant interest in generalizations of the Hirshfeld partitioning to other measures of the distance between distributions. 28, 29, 137, 138 For example, one can replace the Shannon entropy (and the Kullback−Leibler divergence) with analogous nonextensive entropies by Tsallis, Reyni, and others. 28, 137, 138 Remarkably, these generalized entropies generally lead back to the Hirshfeld definition of the AIM, as encapsulated by eq 10. However, the simplification from eq 66 to eq 67 makes essential use of the properties of the logarithm, and so the rigor of these approaches may be questioned. Certainly their interpretative power is weakened by the absence of a decomposition into entropy-of-polarization and entropy-ofmixing contributions.
All is not lost, however, as long as the distributive rule, eq 4, holds. If the distributive rule holds, and the promolecule and molecule are constrained to have the same number of electrons, then nonextensive entropies and other reasonable measures of the "distance" between the molecule and the promolecule will be nonnegative D[ρ mol ;ρ mol 0 ] ≥ 0. It is still true that individual atomic contributions, D[ρ A ;ρ A 0 ], can be negative, but as we have indicated, this was true even for the venerable Hirshfeld method. This does not mean that methods based on more general measures of the deviation between electron densities should not be used, but merely that for information measures other than Kullback−Leibler divergence, only D[ρ mol ;ρ mol 0 ], and not the individual atomic contributions to it, should be used in interpretation.
VI.B. Generalizations and the Surprising Prevalence of the Hirshfeld Partitioning. At the end of the previous subsection, we mentioned that there has been interest in generalizing the approach of Nalewajski and Parr (cf. eq 9) to other measures for the deviation between two electron densities. Generally we can write (70) As mentioned before, this definition should be viewed skeptically unless (1) the distributive rule in eq 4 holds and (2) the molecule and promolecule have the same number of electrons. Restricting ourselves to only variational methods, the only degrees of freedom are
• The functional used to measure the deviation between electron densities. • The definition of the proatom.
• Whether any constraints are imposed on the minimization. For example, we may wish to constrain the molecule and promolecule to have the same charge or, more stringently, to constrain the AIM and its proatom to have the same population. In this section we will overview some of the choices for the deviation measure and the proatom definition that have been considered in the literature, or in unpublished research by us. We will pay particular attention to whether these functionals satisfy the distributive rule and whether they lead to localized AIM.
1. Measures of the Deviation between Electron Density. 1a. Distance Metrics. A measure of the dissimilarity D[ρ;ρ 0 ], between any two nonnegative integrable functions is said to be a distance if it satisfies the following requirements.
(i) D[ρ;ρ 0 ] ≥ 0 (nonnegativity; separation of points) (ii) D[ρ;ρ 0 ] = 0 ↔ ρ(r) = ρ 0 (r) (distance between equivalent functions is zero) (iii) D[ρ;ρ 0 ] = D[ρ 0 ;ρ] (symmetry) (iv) D[ρ 1 ;ρ 0 ] + D[ρ 2 ;ρ 0 ] ≥ D[ρ 1 ;ρ 2 ] (triangle inequality) In the context of divergence measures, often the first requirement is relaxed, because it is assumed that all probability distributions are normalized to one, giving
Any functional that satisfies (i′) and (ii) is said to be a divergence measure. Functionals that satisfy (i′), (ii), and (iii) are symmetric divergence measures. Divergence measures that satisfy requirements (i) and (ii) are called extended, because they can be applied to non-normalized probability distribution functions.
1b. Kullback−Leibler Directed Divergence and Its Generalizations. Most Hirshfeld-related techniques use the Kullback− Leibler directed divergence in eq 9. The resulting partitioning methods satisfy the separated-atom limit and the distributive property in eq 4. However, the Kullback−Leibler directed divergence does not measure the distance between two electron densities, because it does not satisfy the triangle inequality, and it is not symmetric. That is, 
gives back the Hirshfeld partitioning. 27 One can also symmetrize the "reference" densities, obtaining the Jensen-Shannon divergence: 
where ν is any real number except zero or one. This is the popular Hellinger−Bhattacharya distance when ν = 2. This family of divergences in eq 76 gives back the Hirshfeld definition, and it satisfies the separated atom limit and the distributive rule. 29 In addition, because this measure satisfies property (i), it does not require any constraint on the promolecule to have the same number of electrons as the molecule to be mathematically valid. 1d. α-Divergence; Tsallis and Reyni Forms of the Entropy. The Kullback−Leibler approach is based on the Shannon entropy. One can generalize to nonextensive entropies like the Tsallis entropy 1 . For the class of α-divergences, eq 78, the square root of the f-divergence based on f genJS (x) satisfies the triangle inequality, and it is therefore a distance metric. 143, 144 The L1 norm corresponds to the limiting case where f(x) is no longer convex, but merely nonconcave, specifically f(x) = |x − 1|. This is consistent with the observation that the L1 norm (1e) is consistent with the Hirshfeld partitioning but is not uniquely associated with the Hirshfeld partitioning.
1g. Nonextensive Entropy Measures. While the family of fdivergences are the only local functionals that give the Hirshfeld partitioning, there are also nonlocal functionals that give the Hirshfeld partitioning. 138 
Unfortunately, when this divergence measure is used in eq 9 one does not recover the Hirshfeld partitioning but instead a partitioning with extremely nonlocal AIM densities, because the deformation densitythe difference between the molecular density and the promolecular densityis divided equally between all the AIM.
The distributive property, eq 4, is satisfied for the kernel divergence.
1i. Bregman Divergence. The Bregman divergence of the electron density, ρ(r), from a reference pro-density, ρ 0 (r), is defined as 149 
This allows us to generalize the Hirshfeld expression for an atom in a molecule to the Bregman divergence: 
In general, the AIM obtained from the Bregman divergence are unreasonably delocalized. This is clear when one considers that and the kernel in eq 93, K ρ A ,ρ A 0 (r,r′) = K(r,r′), is therefore density-independent. 149 2. Possible Proatom Density Definitions. 2a. Spherically Averaged Neutral Atoms. In the original Hirshfeld partitioning (Section III.A), the proatom densities are chosen as the spherically averaged neutral atom densities. Traditionally the proatom densities are evaluated using the same quantum chemistry method and the same basis set that was used to evaluate the molecular density. Constructing a reference database of spherically averaged atomic densities for neutral atoms (and, depending on the partitioning approach taken, also atomic ions and possibly even atomic excited states) is conceivable. An advantage of using a method-independent reference database of proatom densities is that the results are less sensitive to the level of theory and choice of basis set. This approach is common in the literature and is often combined with pragmatic, intuitive, but nonrigorous, adjustments to the reference electron densities, 150,151 especially for negatively charged proatoms. We prefer an approach where the same types of calculations are used for the reference proatoms and the molecule being analyzed. This "consistent" approach is more intellectually appealing to us, but it also has a practical advantage: evaluating AIM and proatom densities at different levels of theory will generally cause the divergence between them to be larger; therefore, the promolecular density will diverge more from the molecular density, properties of the promolecule (e.g., the electrostatic potential) will diverge more from the corresponding molecular properties, and partitioning of properties into AIM contributions will be less accurate.
It is also possible to forego spherical averaging of the atomic densities, so that the atomic densities retain directionality. 152 For open-shell atoms one then must determine the appropriate atomic density among the infinite number of possible degenerate densities. (This includes not only the need to select the correct orientation of the atomic density but also the need to select the appropriate representation for the atomic density. For example, the atomic density for a p-block atom (groups 13−17 in the periodic table) can be built from Cartesian p-orbitals, spherical harmonic p-orbitals, etc.) Minimization of D[ρ mol ,Σ A=1 N atoms ρ A 0 ] with respect to the nonspherically averaged proatom densities is a nonconvex optimization problem with many local minima. The choice of spherically averaged proatom densities, therefore, is numerically motivated, and potentially compromises chemical properties. Note, however, that when the proatoms are spherically symmetric, minimization of Σ A=1 N atoms D[ρ A ;ρ A 0 ] favors AIM that are also nearly spherically symmetric. This leads to AIM with smaller higher-order multipoles, leading to more chemically intuitive atomic partial charges.
Neutral proatoms seem to be a poor choice for molecules containing atoms with sizable partial charges. Choosing neutral proatoms also implies that the promolecule will be neutral, which is inappropriate for molecular ions.
2b. Atomic Densities with Fractional Charge. In the Hirshfeld-I, Hirshfeld-Iλ, and variational Hirshfeld-I methods (Sections III.B and III.C), atomic densities with fractional charge are used. The mathematically correct way to do this is given by the zero temperature limit of the grand canonical ensemble, cf. eqs 11 and 13. 70−73 One could also determine the electron density for the fractionally populated isolated atoms directly, but this is more expensive (because it requires that one calculate the isolated atomic densities with the appropriate charge at each iteration). This also compromises the accuracy of the method insofar as Hartree−Fock, Kohn−Sham DFT, and some ab initio wave function methods are much less accurate for systems with fractional electron number. 153−157 Because of the derivative discontinuity of the density at integer population, using fractionally charged isolated atoms as proatoms leads to inherently discontinuous optimization methods for the AIM. This can make it difficult to determine the AIM and also makes it difficult to exclude the possibility of finding a suboptimal solution.
2c. Basis Sets for Expanding the Proatomic Density. In the Hirshfeld-E method (Section III.D), one decides instead to approximate the electron density as a linear combination of the atomic Fukui functions (eq 18). Similarly, in the GISA(Section III.E), one approximates the electron density as a linear combination of s-type Gaussians (eq 24). In the MBIS (Section III.G), the electron density is approximated as a sum of s-type Slater functions (eq 26). In general, one forces the coefficients in the expansion to be nonnegative, as this guarantees the proatom densities to be nonnegative. (For Hirshfeld-E, ensuring nonnegative proatoms is more subtle, as the Fukui function can be negative. 158−165 ) The Hirshfeld-E method is inspired by the representation of the N-electron density as a sum of successive Fukui functions, eq 17. One could instead be inspired by the representation of the N-electron density as the sum of the squares of the atomic natural orbitals, multiplied by the appropriate occupation numbers 166 The analogue of eq 18 would be to use the spherically averaged atomic natural orbitals as a basis set for expanding the proatom densities
The advantage of the orbital-driven approach is that it precludes the need to perform separate calculations of the electron density of all possible atomic ions. The disadvantage of the orbital-driven approach is that in the basis-set limit, the expansion basis allows one to mimic the (undesirable) features of ISA, for example, slowly decaying and nonmonotonic proatom densities. In general, basis-set expansions that are too short will not give accurate proatoms, leading to problems like one observed for MBIS for molecular anions. Basis-set expansions that are too long will lead to proatoms that are too delocalized, leading to excessive conformation dependence and unphysical charges for atoms surrounded by a (nearly) spherical shell of other atoms like one observed for ISA and GISA. One therefore needs a natural way to truncate the expansion. One way to do this is to consider the spherically averaged densities of the physically bound atomic ions as a basis. The Journal of Physical Chemistry A
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This naturally prevents some of the problems that afflict Hirshfeld-I, as the densities of unbound atomic (di)anions are no longer needed.
Because the basis-set expansions we consider are restricted to nonnegative expansion coefficients, c k ≥ 0, they can be interpreted as a weighted average of the basis functions. Clearly one could consider other ways of averaging the basis functions using, for example, the power mean. Of these choices, the geometric mean is particularly appealing, as it allows one to control the asymptotic decay of the proatom density, so that all the proatom densities might decay at the same rate. (This would ensure that the AIM densities decay at the same asymptotic rate, which is one of the desiderata listed in Section II.B.) For example, instead of an additive combination of atomic density basis functions like eq 98, one could consider the multiplicative form:
Our preliminary calculations show that eqs 98 and 99 give promising results and are therefore a favorable tradeoff between too-restrictive and too-general basis-set expansions. 2d. Spherically Averaged Atomic Density. Given the inherent freedom associated with specifying an appropriate atomic basis set for the proatom density, it is appealing to allow the AIM to specify its own spherical reference proatom, without any restriction in form. That is the idea behind ISA (Section III.E), where the spherical average of the AIM density is used as the proatom, eq 20. Alternatively, this corresponds to finding the nonnegative spherical functions {b A (r)}, such that the divergence between the molecular and promolecular densities is minimized.
ISA is therefore equivalent to basis-set expansion in an infinite basis set, which is why the proatom density from ISA is often chemically nonsensical.
VII. SUMMARY
The information-theoretic perspective on Hirshfeld's stockholder partitioning is intrinsically useful, but as we saw in Section VI, it also can be used to guide new strategies for partitioning molecular densities into their AIM contributions. The essential features that unite all such methods are (a) a divergence measure for the dissimilarity between the densities of the AIM and their proatomic reference densities and (b) a definition for the density of a proatom, together with a procedure for refining/optimizing that density. Within this framework, there are innumerable possibilities, and we presented (Section III), reviewed, and assessed (Section V) some of the most popular of these methods, mainly based on the criteria we present in Section II.
No existing model possesses all the features we desire, and it is likely that no such method exists. In Table 3 , we attempted to make a value judgment about the performance of the methods we considered. Clearly one may disagree with both the criteria we selected as important, the way we assessed those criteria, and our final oversimplified assessment.
We believe every popular Hirshfeld-based partitioning method has at least one serious flaw. The traditional Hirshfeld method makes the unchemical choice of neutral proatoms, resulting in charges that are too small and a questionable information-theoretic interpretation for charged molecules. The iterative Hirshfeld method (Hirshfeld-I) behaves erratically when an element with small or zero electron affinity is an electron-rich AIM. This is particularly problematic for highly negative AIM, with charges less than minus one. The Hirshfeld-Iλ and variational Hirshfeld-I are attempts to find a variational approach to determining the AIM that gives similar results to Hirshfeld-I. These methods can only be viewed as a failure: they do not improve Hirshfeld-I properties and compound them with other unfavorable features. The Hirshfeld-E approach performs well for the molecules we consider, but it has been found to be overly sensitive to basis set in other studies. This may be because the successive Fukui functions that are used as a basis in Hirshfeld-E become nearly linearly dependent, so that the solution becomes sensitive to small changes in the basis. The ISA and its GISA give unreasonably large populations to atoms surrounded by (nearly) spherical 
indicates that the method complies with the feature; × indicates that the feature is not fulfilled by the method. Features that have not been studied are marked with ---; ? indicates that skepticism is warranted.
The Journal of Physical Chemistry A Feature Article shells of other atoms and have excessive conformational sensitivity. MBIS analysis fixes these problems by using more chemical basis functions (s-type Slater functions) and severely curtailing the length of the basis-set expansion. However, MBIS does not perform well for molecular anions and, in moving away from the use of proatoms based on the densities of isolated atoms, diverges from the original chemical motivation for information-theoretic partitioning methods. The evergrowing-and-improving family of DDEC partitioning methods are inelegant in the sense that we find them impossible to compactly describe in the way we described the other information-theoretic methods in this paper; nor were we able to understand the latest DDEC methods well enough to write our own independent implementation for testing and verification. The practical performance of the latest DDEC methods (e.g., DDEC4−6) seems mostly good, but whether this is because the methods have been astutely hand-tuned or because they have desirable mathematical properties is difficult to assess for methods as complicated as these. In general, we consider Hirshfeld-I (which should not be used for compounds where there are problems with unbound proatomic anions) and MBIS (which should be used with caution for negatively charged molecules) to be the best among the methods given detailed consideration within this paper. We do believe that better Hirshfeld methods can be developed. On the basis of the performance of the above methods, a method using basis functions based on the spherically averaged isolated atomic densities (as in Hirshfeld-E) in a variational method based on the Kullback−Leibler measure (like MBIS) would have appealing mathematical, chemical, and computational features. Investigations along these lines are underway in our laboratory. 167 
■ APPENDIX A Detailed Derivation of the Hirshfeld Atom in a Molecule
For all of the AIM partitioning methods considered in this paper, the method of derivation is basically similar. To demonstrate the procedure, we here provide a detailed derivation of the Hirshfeld AIM.
According to Nalewajski and Parr (cf. eq 9), the atomic density that minimizes the Kullback−Leibler directed divergence between the density of the AIM and the density of the neutral atom, subject to the constraint that the sum of AIM densities is equal to the total molecular density and leads to the Hirshfeld AIM. This corresponds to optimizing the Lagrangian 
where λ(r) is the Lagrange multiplier function that forces the sum of the AIM densities to equal the molecular density at every point in space. The Lagrangian is stationary when the following equations are satisfied: 
implying that the ratio between the atomic density and the proatomic density is the same for all atoms (because ln(x) + 1 is a monotonic function). In this appendix we establish that any f-divergence, including the Kullback−Leibler information-theoretic divergence, is always nonnegative when it is used to compare distributions that have the same normalization. For a continuous distribution like the form that appears in the first term of eq 69, one has (111) In that case one has
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