In this paper we develop product form tra c models for single and multiple cell CDMA networks with multiple classes of mobile subscriber. The key feature of this development is the speci cation of a exible call admission control procedure that details the numbers of mobiles of each class in each cell that the system operator should allow in order to maintain an acceptable quality of service. E ective bandwidth techniques from the analysis of statistical multiplexing at an ATM-based broadband ISDN link are used to give performance guarantees that overcome the variability in interference levels characteristic of CDMA cellular networks. The result is an admissible region bounded by a nite number of hyperplanes and a simple, e cient, call admission policy.
Introduction
Within the last few years, there has been signi cant interest in digital cellular mobile systems based on Code Division Multiple Access (CDMA) with a standard for the CDMA radio link being developed by Qualcomm 1, 2, 3] .
The majority of the research e ort has concerned the performance of various modulation and coding schemes in the mobile propagation environment and incorporates important factors such as pseudo-random code design, synchronisation, error coding and interleaving, and open-loop and closed-loop power control algorithms.
However, the network and tra c design issues will be of major signi cance in any implementation by a cellular network provider and to date, this area has been somewhat neglected. It is these network and tra c design issues that we address here. We assume the reader is familiar with the operational features of CDMA cellular systems including power control, soft blocking, soft and softer hando , diversity, sectorisation and exploitation of voice activity cycles 4, 5] .
Most capacity analyses of CDMA cellular systems concentrate simply on transmission characteristics, and do not consider the real time operation of the system under a stochastically varying tra c load. Capacity is, therefore, assessed simply by considering a \worst case" scenario of a xed and equal number of calls in each cell 6, 7] . However, in order to properly design and operate a CDMA cellular system, it is important to be able to quantify the tra c performance of the system, rather than to simply perform a worst case analysis.
The few attempts at tra c modelling of CDMA cellular networks that have appeared in the literature are based on modelling each cell of the network as an independent M=M=1 queue 8, 9, 10, 11, 12] . This model corresponds to a system where no calls are blocked and no calls are terminated prematurely. This scenario can be justi ed to some extent due to the soft blocking property of CDMA systems whereby there is no hard limit on the number of available channels and all users su er a gradual performance degradation as the load is increased. From a mathematical point of view the number of users in each cell becomes a Poisson random variable and the total interference can be modelled as a compound Poisson sum. This Poisson stationary distribution for the number of active users is all the above papers employ and hence we may actually replace the negative exponentially distributed holding times by generally distributed random variables.
M=G=1 models lead to simple techniques for assessing the reverse link tra c capacity of CDMA cellular mobile networks and for investigating its sensitivity to propagation and system parameters. While these models are justi able based on soft blocking, they are unrealistic from the network operators viewpoint. At times when the network becomes heavily loaded new call requests will be rejected in order to maintain the quality of the existing connections.
Let us assume the network operator is able to accept or reject mobile requests based on the network state which consists of the number of currently active mobiles of each class in each cell of the network. The aim is to only allow network states for which the service quality, as measured by signal to interference ratio, is acceptable with a high probability for every mobile in the network.
An initial scheme for a system with a single user class is as follows. Assume that there are an equal number of active mobiles in each cell and maximise this number subject to the quality of service (QoS) constraint. While the calculation of this static capacity is by no means solved for general CDMA mobile networks, there is a body of literature centering on this problem 6]. Once we have this number N, our call admission control algorithm simply rejects any call that arrives at a cell with N calls already in progress. We can then model each cell as an independent M=G=N=N loss system and calculate the new call blocking probability from the Erlang B formula.
This approach to resource allocation is similar to xed channel assignment in conventional channelised systems and does not take advantage of the inherent exibility of CDMA networks. At times when neighbouring cells are lightly loaded, a cell may be able to hold more than N users and we would like to investigate the possible gains from a more exible call admission control. Further the above approach appears to have limited scope for extensions to multi-service networks which will be an integral part of future wireless systems.
A rst attempt to model exible call admission schemes is presented in 13, 14] . The author uses inter-cell interference factors to give a set of linear constraints that de ne the capacity region in terms of the number of users in each cell. These inter-cell interference factors are constants which are assumed to account for the interference from other cells, however as the author points out in 15], the other-cell interference demonstrates random behaviour strongly dependent on the distribution of mobiles, channel propagation e ects and voice activity. This issue is not addressed in 13, 14] where the emphasis is on the tra c modelling and performance of the call admission control algorithm using the exible capacity region.
One possible approach to handle the randomness of the other-cell interference is to use the expected value. If there is much variation in the total interference however, the QoS may su er with signi cant periods of poor radio link quality. On the other hand, the peak interference value would provide a very robust interference factor, but the system would obtain no bene ts from statistical multiplexing, a position which is totally untenable for CDMA mobile. We would really like to choose a value lying between the mean and peak interference values which can be used to de ne a capacity region where a certain QoS constraint will be met.
A similar problem arises in the admission of calls to a broadband ISDN network using ATM where it is useful to assign an e ective bandwidth to variable bit rate sources. It is suggested in 15] that the basic concept of e ective bandwidth might be usefully applied to cellular CDMA systems, although no details are given. A similar remark appears in 16], where it is mentioned that e ective bandwidth concepts may be used in CDMA networks to model the interference from voice speakers in cells at various distances, and to incorporate voice and data sources with bursty bit rate requirements. This remark appears to be motivated by the analysis of CDMA networks presented in 8, 17] , although it is not clear that the applications suggested above follow from these references. In 17, Section 9.7] it is shown how an e ective bandwidth problem arises in a multiple receiver CDMA network with multiple classes of user and random resource requirements. This applies only for a macrodiversity model which dismisses the cellular concept and assumes all users are jointly decoded by all receivers in the network. The resulting capacity speci cation is in terms of the total number of users in the system and leads to an analysis very similar to the single cell case presented in Section 3.1.1. We emphasize that this analysis does not apply in the cellular context.
In this paper we investigate how e ective bandwidth concepts can be utilised in the modelling of CDMA cellular mobile networks. These concepts allow us to associate an e ective bandwidth to each mobile depen-dent on its class and location relative to a target cell and to de ne a capacity region determined by a set of linear constraints. The resultant network model is of similar form to a circuit-switched network and the tra c analysis for the latter can be directly applied to the CDMA cellular model.
We begin in Section 2 with an examination of the call admission problem for an unbu ered resource shared by multiple classes of user with possibly variable resource requirements. The concept of e ective bandwidth is explained and several simple methods for calculating these bandwidths are presented. The important point is that quite general single and multiple cell CDMA cellular networks can be analysed using the techniques examined in Section 2. The appropriate framework for modelling CDMA networks is the subject of Section 3 which examines the notions of feasibility of network con gurations and admissibility of network states. In Section 4 we show how the concepts of Section 3 apply to a more concrete CDMA network model that operates with two variable rate voice services. Numerical e ective bandwidth results for this example network are presented in Section 5. In particular we investigate the dependence of e ective bandwidth values on the propagation environment, the system bandwidth and quality of service constraints.
Section 6 looks at the tra c modelling of CDMA networks operating within the exible capacity region developed in the preceding sections and illustrates the similarity to the analysis of xed circuit-switched networks. While the independence of the cells vanishes in the more dynamic form of operation, the stationary state distribution maintains product form provided some standard assumptions hold for the call arrival processes and holding times. The reduction of many CDMA network models to circuit-switched form is the most important contribution of this paper, the analogy allowing several important operating strategies and analysis techniques from the circuit-switched literature to be directly applied to CDMA mobile systems.
In Section 7 we conclude with a summary of the major insights and results gained in the paper, as well as discussing possible directions for future research.
Before proceeding we note brie y that the developments in this paper concern the capacity of the radio interface only. We do not explicitly deal with capacity limitations due to physical resources and other higher layer factors. However it is possible to incorporate issues such as modem limitations at base stations into our framework as discussed further in Section 6.
E ective Bandwidth Concepts
The problem of performance not being predictable at call admission time occurs in broadband ISDN networks using ATM. Calls are accepted to the network according to some call admission policy, but due to the bursty nature of non-voice tra c, the bursts from di erent tra c streams may coincide, and temporarily require a bit rate higher than the network is able to provide. One popular approach to this problem has been the use of e ective bandwidths 18, 19, 20, 21, 22, 16, 23] , where each type of call is assigned an e ective bandwidth lying somewhere between the mean rate and the peak rate. An e ective bandwidth equal to the peak rate corresponds to a very conservative admission policy which obtains no bene t from the statistical multiplexing of calls, while an e ective bandwidth equal to the mean rate corresponds to the expectation that so many calls will be multiplexed together that the variations will be averaged out to produce a non-bursty aggregate tra c stream. The actual values of e ective bandwidth assigned will depend on the maximum allowable cell loss rate and on the number of users to be multiplexed together, as well as on the stochastic characteristics of the individual tra c streams.
In this section we examine a simple problem where the notion of e ective bandwidth is useful. The problem arises in the context of controlling the admission of variable bit rate calls to an unbu ered resource. The following section illustrates how a similar problem arises in the admission of users to a CDMA cellular mobile network. where X ji ; i = 1; : : : ; N j ; j = 1; : : : ; J are independent random variables with distribution function indexed by j, and C and are constants. Identically distributed random variables will be said to belong to the same class and we will call points meeting the constraint of (1) admissible. We note that in the general setting, X ji models the random amount of resource required by call i of class j, C is the total amount of resource available, is the quality of service requirement, and the N j ; j = 1; : : : ; J are the number of calls of each class loading the resource.
In what follows we describe two approaches for approximating or bounding the admissible region by the set of points satisfying
where j is called the e ective bandwidth of the class j random variable. The rst is based on a Gaussian approximation and the second uses the Cherno bound. The Gaussian approximation is mentioned in 18], where it is not used due to robustness and accuracy problems for large deviations from the mean, and in 19], where it is employed to dimension a collection of variable bit rate sources. The material on the Cherno bound approach is taken directly from 20, Section 2] and is based on the earlier treatment in 18] which introduces the e ective bandwidth concept for unbu ered resources. Consider the single class version of (1) with M(s) = logE e sX1 the common logarithmic moment generating function (LMGF) of the independent random variables. Using the Cherno bound, the asymptotic behaviour of which is covered in Cramer's Theorem 25, 20] , it is clear that our original constraint will de nitely be satis ed provided inf s NM(s) ? sC] log : (6) If equality holds when N = N and the corresponding in mum is attained with s = s , then our admissible region has the form N C where the e ective bandwidth of a call is given by = CM (s ) Cs + log :
Gaussian Approximation: Single Class
2.4 Large Deviation Bound: Multiple Classes
Returning to the multiple class problem with the LMGF of a class j random variable given by M j (s), and once more employing the Cherno Bound, we know (1) will be satis ed if
Call a state (N 1 ; N 2 ; : : : ; N J ) 2 R J + admissible if it satis es (8), and note the complement of the admissible region is a convex set in R J + , since it is de ned as the intersection of R J + with a collection of half spaces.
Similar to the multiple class Gaussian method we use two linear approximations to the boundary of this admissible region. Homogeneous Cherno : the hyperplane that overbounds the admissible region intersecting the points (0; : : : ; 0; N j ; 0; : : : ; 0); j = 1; : : : ; J on the boundary. However the N j must be the maximum number of calls allowed on the link when only class j calls are present, and these numbers can be calculated using the single class analysis of the preceding section.
Heterogeneous Cherno : a tangent hyperplane at the point (N 1 ; N 2 ; : : : ; N J ) on the boundary can be used to give a linearization which underbounds the admissible region. If 
E ective Bandwidths in CDMA Cellular Networks
In this section we investigate how e ective bandwidth techniques arise in CDMA cellular networks. Initially the feasibility of network con gurations is investigated. This involves each user achieving acceptable quality of service as measured by reverse link signal to interference ratio. When variability is introduced a probabilistic quality of service condition is required resulting in a similar form to the e ective bandwidth problem. We stress our analysis only applies to the reverse link which we assume is orthogonal to the forward link and can thus be treated independently. We concentrate on the reverse link as it is generally accepted that its performance is inferior to that of the forward link 6].
Network Con guration Feasibility

Single Cell Models
Consider a system with bandwidth W Hz, comprised of a single base station to which N mobiles are connected and suppose that at an arbitrary time instant, mobile i requires a bit rate of R i and a bit energy to interference density ratio of (E b =I 0 ) i . The requirements of mobile i can be encapsulated in the minimum signal to interference density ratio (SIDR) values 6] ? i = R i (E b =I 0 ) i ; i = 1; : : : ; N:
We take the network con guration to consist of the number of mobiles in the system and their corresponding minimum SIDR requirements. A particular network con guration will be called feasible if there exists a set of received power levels that results in every mobile achieving its required SIDR. More speci cally the con guration (? 1 ; : : : ; ? N ) is feasible if there exists non-negative P 1 ; : : : ; P N which are not all zero and which satisfy P i P N j=1 P j ? i =W; i = 1; : : : ; N: P i is the received power level for mobile i, a mobiles own signal is included in the interference it sees, and background noise is not modelled (this is a reasonable assumption since the system under consideration is interference limited). It is then straightforward to show that a given con guration is feasible if and only if
Multiple Cell Models
The multi-cellular networks we study involve each mobile communicating with exactly one base station at any given time. The assignment of a mobile to a base station is determined by factors such as the mobiles location and propagation path losses from the mobile to the prospective base stations (for example, a mobile may connect to the base station o ering the best path at any given time). The key point is that we assume base station assignment does not depend on properties (locations, path gains, etc.) of other mobiles. Alternative approaches include the macrodiversity model of 17, Chapter 9] where all users are jointly decoded by all receivers in the network and cellular systems where the single base station assigned to a user may vary with the spatial loading of the network 26]. The feasibility problem in multi-receiver or multi-cellular CDMA networks is intimately related to power control algorithms and we refer the reader to 17, 26, 27, 28] for details of more advanced approaches.
For our speci ed multiple cell environment, a standard extension of the single cell analysis would address the following problem:
Given the network con guration consisting of the number of mobiles in the system, their required bit rates and bit energy to interference densities, and their propagation gains to every base station in the network, is it possible to assign to each user a receive power level at its xed target base station in such a way as to satisfy the bit rates and modem requirements of every mobile? If so, then the given network con guration is feasible. Further suppose that mobile i in cell m is received at its target base station with a signal power of P mi and causes interference of power P mi X p mi at the base station of cell p (X p mi is thus the ratio of the path gain from mobile i in cell m to the base station of cell p and the path gain from this mobile to its target base station). Then for feasibility of the network con guration, there must exist non-negative values for the mobiles received powers that satisfy 
We also require that at least one of the P mi is non-zero so that the above set of inequalities is well de ned. This problem has been studied in the context of narrowband 29] and wideband 17, Chapter 8] mobile networks and feasibility determined by a constraint on the Perron-Frobenius eigenvalue of the propagation gain matrix. A much simpler set of constraints which lower bounds the set of feasible network con gurations results if we make some assumptions on the received power levels. We assume that received power is directly proportional to minimum SIDR requirement for every user in the system: P mi = ? mi ; i = 1; : : : ; N m ; m = 1; : : : ; M; where without loss of generality the constant of proportionality is taken to be one. This is a fairly natural constraint that implies the mobile receive power increases as the corresponding SIDR requirement increases. For example, if voice activity monitoring is used, then a user would have a minimum SIDR requirement of zero during silent periods, and it is sensible to give this user a zero receive power level at these times. At a particular base station, the constraint ensures that the SIDRs attained are in the same ratio as the requested SIDRs, moving up and down together as the common interference power varies. The resulting power control algorithm is a simple, distributed scheme where each mobile requires only its current SIDR requirement and the path-gain to its target base station to determine its transmit power.
The general feasibility inequalities of (10) 
after application of the power level constraints.
Network State Admissibility
Suppose a user's SIDR requirement comes from one of J classes. The SIDR requirements of calls in the same class have the same deterministic value or are independent and identically distributed random variables. Take the network state to consist of the number of users of each class in each cell of the network with N mj mobiles of class j in cell m for m = 1; : : : ; M; j = 1; : : : ; J. We are interested in the set of network states that lead to network con gurations which are feasible, or feasible with high probability. Such network states will be called admissible.
Single Cell: Fixed Requirements
If there are J classes of service supported with constant SIDR requirements ? 1 ; : : : ; ? J and N j mobiles of class j, then from (9) the network con guration will be feasible and the network state admissible provided
This result is equivalent to Lemma 8.1 in 17].
Single Cell: Random Requirements
Suppose that the SIDR requirements are independent random variables coming from J classes. If ? ji is the random variable representing the resource requirement of the ith call from class j, then the condition on network con guration feasibility applies only to a realization of the network con guration and we must use a probabilistic condition for network state admissibility. With N j calls of class j, we use
This is analogous to (1) and can be handled using the multiple class Gaussian approximation or large deviations bound leading to the assignment of an e ective bandwidth, j , to class j calls, in such a way that the network state is admissible if P J j=1 j N j W. A similar approach can be applied to the macrodiversity model of a multi-receiver network as pointed out in 17, Chapter 9].
Multiple Cells: Fixed Requirements
In the multiple cell environment there is a great deal of interference variability due to factors such as the randomness in user locations within a cell and shadowing from buildings and land features. Even if the mobiles SIDR requirements are deterministic we must use a probabilistic condition for network state admissibility. With reference to (11), the admissible region is de ned as the set of network states for which 
where ? k ; k = 1; : : : ; J are the xed SIDR requirements and X m pkl ; i = 1; : : : ; N pk ; k = 1; : : : ; J; p = 1; : : : ; M; are independent random variables with distribution indexed by p and m. We note that as m varies it does not necessarily index independent sequences. X m pkl models the interference caused at cell site m when mobile l of Type k in cell p is received at its xed target base station with one unit signal power.
Each of the constraints of (13) can be handled using the e ective bandwidth techniques for multiple classes. Whether the Gaussian approximation or large deviations bound is used, the result is an admissible region from the perspective of cell m of the form 
Multiple Cells: Random Requirements
If we now allow the SIDR requirements to be random variables, the constraints on network state admissibility of (13) 
where ? pkl ; i = 1; : : : ; N pk ; k = 1; : : : ; J; p = 1; : : : ; M; are independent random variables with distributions indexed by k. Apart from the extra e ort involved in dealing with a product of random variables, the results of the previous section apply unchanged leading once more to an admissible region as given in (14).
Before illustrating the above concepts with an example, it is worth noting that the admissible region, S, has a form that is very familiar from the study of xed circuit-switched networks. If we treat each cell as a link with a capacity of one unit, then m pk is the resource required at link m by a call of class (p; k). The admissible region of (14) consists of all combinations of call classes that can be supported by the links of the network, all of which have bandwidth W. This analogy between CDMA networks and circuit-switched networks allows much of the extensive theory developed for the latter to be applied directly to the mobile environment. In particular the tra c modelling of the next section is taken directly from the literature on loss networks.
A Speci c Example: Network Model
In this section we detail the application of the above concepts to a multi-cellular CDMA network o ering multiple services. Suppose that there are two classes of voice service, the standard service has a data rate of R 1 kb/s while the premium service operates at R 2 kb/s with R 2 > R 1 . We assume that both classes require the same constant E b =I 0 value and that the system bandwidth is W MHz. Voice activity detection facilities are present at the mobile so that the data rate generated by each mobile can be modelled as an ON/OFF source which we assume has a probability being ON. will be known as the voice activity factor (VAF). Let the resultant ON state SIDR requirements be ? 1 (standard) and ? 2 (premium). Each mobile connects to its closest base station in a uniform, hexagonal, cellular layout and is power controlled to be received at a power proportional to the instantaneous SIDR requirement. Thus both standard and premium mobiles will not transmit during silent periods and premium users will have twice the standard users receive power level when in the ON state. Path loss is modelled as a deterministic function of distance with no modelling of shadowing or fading. If the transmitter and receiver are separated by d units, then the received power is given by P R (d) = P T P 0 d ? (16) where P T is the transmit power, and P 0 and are independent of distance. P 0 is a function of carrier frequency, antenna heights, and antenna gains and we assume it is constant for all paths between mobiles and cell sites. is the path loss exponent (PLE) which varies with antenna heights and is typically in the range 3-4. The simple model of (16) 
where ? pkl ; l = 1; : : : ; N p ; k = 1; 2; p = 1; : : : ; M; are independent Bernoulli random variables with k indexing the distribution of the standard or premium class and we recall that X m pkl is the interference produced at cell site m when mobile l of class k in cell p is received at its home base station with one unit power. In our simple model of the received power (16) , this interference factor is a deterministic function of the distances between mobile l and cell sites p and m. However if we assume the location of the mobile within cell p is a random variable, then the interference factor becomes a random variable. The only barrier to be overcome before the e ective bandwidth values can be calculated, is the determination of the distribution functions or moments of these interference factors. Because of symmetry and typically high path loss exponents in the mobile environment, we need only consider three distributions for the interference factors, as we now show.
Consider the network from the perspective of cell m, our target cell. With reference to Figure 1 , the cellular region over which mobiles contribute signi cant interference to the target base station, is considered There are actually two Type 3 cells with slightly di erent distance from, and orientation to, the target cell, however we ignore these di erences here. Mobiles lying in cells outside the second layer are assumed to contribute a negligible amount to the total other cell interference. This assumption may not be appropriate for low PLEs or situations where the transmit power of certain mobiles is high. We simply note here that there is no problem in including more mobile types if required.
Suppose that the locations of mobiles within each cell are independent random variables with a uniform distribution over the cell. By approximating the hexagonal cells with circles, the distribution functions of the interference factors can be obtained in analytic form after expressing the interference as a function of the random user location and using standard transformation techniques 31, 12].
Let F t (z) be the resultant distribution function of a Type t user with t 2 f1; 2; 3g and note that F 1 (z) = u(z ? 1) where u(z) is the unit step function. Write H tk (z) = (1 ? )u(z) + F t (z=? k ); t = 1; 2; 3; k = 1; 2 and let n m tk be the number of Type t mobiles of class k seen by cell m and take Z m tkl ; l = 1; : : : ; n m tk ; t = 1; 2; 3; k = 1; 2, to be a sequence of independent random variables, Z m tkl having distribution function H tk (z). The admissibility conditions of (17) (14) is given by B = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 11  12  21  22  21  22  21  22  21  22  21  22  21  22   21  22  11  12  21  22  31  32  31  32  31  32  21  22   21  22  21  22  11  12  22  21  31  32  31  32  31  32   21  22  31  32  21  22  11  12  21  22  32  31  32  31   21  22  31  32  31  32  21  22  11  12  21  22  31  32   21  22  31  32  31  32  31  32  21  22  11  12  21  22   21  22  21  22  31  32  31  32  31  32  21  22  11  12 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
Before giving some numerical results we note that the above example is readily extended to include the e ects of lognormal shadowing, multiple bursty voice and data services and asymmetric networks 31].
A Speci c Example: Numerical Results
Numerical e ective bandwidth values are presented in Tables 1 to 3 where n m tk is once more the number of Type t users of class k seen by cell m. As shown explicitly in these constraints, the e ective bandwidths are functions of the PLE ( ), VAF ( ), quality of service factor ( ), ON state SIDR requirements (? 1 ; ? 2 ) and system bandwidth (W). The values will also vary with the bound or approximation that is used in their calculation. In all results we use a VAF of = 0:4 which corresponds to the expectation that a user is active only 40% of the time, and we assume R 1 = 10 kb/s, R 2 = 20 kb/s and a common required E b =I 0 = 7 dB. Thus ? 1 = 50 kHz and ? 2 = 100 kHz. When heterogeneous approximations are used the tangent hyperplane touches the admissible region boundary (admissible with respect to target cell m) at the point (n m 11 ; n m 12 ; n m 21 ; n m 22 ; n m 31 ; n m 32 ) = n (1; 1; 6; 6; 12; 12) which corresponds roughly to the expected mix of calls when each cell is o ered equal tra c of each class. It is not exactly the expected mix since the higher e ective bandwidth class will su er a higher blocking probability.
In the results following we show how values vary with PLEs from 2 to 5, quality of service demands of 0.1%, 1% and 10%, and system bandwidths of 1 MHz and 10 MHz. Tables 1 and 2 show the six e ective bandwidth values for xed system parameters calculated by the four methods outlined earlier. We note that the Cherno bound gives more conservative values than the Gaussian approximation and that there is little di erence between the heterogeneous and homogeneous linear approximations. This is an indication that the boundary of the admissible region is close to linear especially for large bandwidth systems. In most cases values are signi cantly greater than the corresponding mean although as expected this di erence is less pronounced in Table 2 where the size of the system has been increased relative to Table 1 and the economy of scale begins to bite. The remaining results use the Cherno bound with underbounding hyperplane. Table 3 shows the predictable variation of 11 with and W. Type 1 calls are simply Bernoulli random variables and are essentially independent of PLE except for a very slight variation due to the use of the underbounding linear approximation. Figures 3 and 4 show the dramatic in uence of PLE on 21 and 31 respectively, for di erent quality of service factors. We note that for PLEs greater than 3.5 the contribution of Type 3 calls to the total interference becomes negligible. It is also evident that the Type 3 results cluster closer to the mean than their Type 2 counterparts and it may be reasonable simply to use mean values for Type 3 calls.
To get a feeling for the accuracy of the results obtained from the Cherno bound and Gaussian approximation we now make some comparisons with results obtained via Monte-Carlo simulation. The e ective bandwidth values determine our admissible region and it would be useful to compare the resultant admissible regions with the true admissible region (or at least an estimate obtained from simulation). Finding the true admissible region is a computationally intensive task however and so instead we will focus on a single point on the boundary of the admissible region. In particular, we calculate the point on the boundary in the direction (1; 1; 6; 6; 12;12) by simulation and by all of the methods discussed above.
Let n be the greatest (integer) value of n such that the state (n m 11 ; n m 12 ; n m 21 ; n m 22 ; n m 31 ; n m 32 ) = (n; n; 6 n; 6 n; 12 n;12 n) is admissible. 
The resultant values of n for all of the e ective bandwidth based methods are shown in Table 4 for various values of system bandwidth and quality of service factor. Also shown in this Table 4 : Values of n (PLE = 4) n obtained from Monte-Carlo simulation. As expected, the simulated capacity always lies between the value calculated from the Cherno bound (with underbounding hyperplane) and the capacity predicted based solely on mean values. The Gaussian approximation tends to overestimate capacity but would generally be more accurate than the Cherno bound for parameter settings of interest. The advantage of the heterogeneous Cherno approach is that it is guaranteed to be conservative.
Product Form Tra c Models
Up until now we have been concerned with determining a call admission procedure which guarantees that the quality of service constraint (in terms of SIDR requirements) is met. This led to the set of admissible states given in (14) . Provided the network state (numbers of mobiles of each class in each cell) lies within the admissible region, then the quality of service constraint will be satis ed. We now turn to the tra c analysis of our CDMA cellular network operating with the speci ed call admission control algorithm. With standard assumptions on the call arrival and departure processes, our network reduces to a multi-service loss network and the well developed theory for such systems leads directly to expressions for the stationary distribution of the network state and for quantities such as blocking probability. Consider the state of the network as the stochastic process N(t) = (N 11 (t); : : : ; N 1J (t); : : : ; N M1 (t); : : : ; N MJ (t)) 0 :
Assume that calls of class j in cell m are initiated as a Poisson process with rate mj and as m and j vary over the sets f1; : : : ; Mg and f1; : : : ; Jg respectively, they index independent streams. A call request is blocked and cleared from the system if its acceptance would move the state out of the admissible region S, de ned in (14) . If a call is accepted then it remains in the cell of its origin for a generally distributed holding time with mean 1= mj which is independent of other holding times and of the arrival processes. With these assumptions, it is well known from the theory of multi-service loss networks 32, 33] 
where p 0 is a normalization constant.
The blocking probability for a class j mobile in cell m is simply B mj = p 0 X N2Smj p(N) (21) where S mj is the set of states in S that move out of S with the addition of one call of class j to cell m. Calculation of the blocking probabilities directly from (21) is infeasible for large networks, however the product-form solution allows a simple Monte-Carlo acceptance-rejection technique to be employed 34, 35] . Alternatively, one can use approximation techniques such as the Erlang xed point method (or reduced load approximation) from the general theory of loss networks 36, 32, 33] . We mention brie y that the in uence of limiting the number of users in any one cell is readily incorporated in the above model by adding extra linear constraints to those in (14) . This allows the e ect of base station hardware limits to be investigated as in 35, 13] . Numerical results will be presented elsewhere.
Conclusions
The key contribution of this paper is the development of robust yet exible call admission control procedures for multi-cellular CDMA networks with multiple classes of user and possibly variable bit rate and modem requirements. This development was based on the notion of the feasibility of network con gurations and the use of e ective bandwidth concepts to handle the variability that characterises cellular CDMA networks.
The resultant admissible region has a particularly nice form that is very familiar from the analysis of circuit-switched networks. Indeed a major result of this paper is the demonstration that quite general CDMA mobile networks can be modelled in this circuit-switched form. It is hoped that apart from the tra c modelling above, this analogy will suggest sensible and e cient techniques for the operation and management of CDMA mobile networks. In particular, we note that our models of CDMA networks are the equivalent of circuit-switched networks with xed routing, equal link capacities, and quite a deal of symmetry. An important observation is that the control of the network operator is essentially limited to call admission control schemes which decide whether an incoming call should be accepted or rejected. Techniques such as trunk reservation may be useful for equalising blocking probabilities for di erent call classes, optimising network revenue, and implementing priority schemes. In any case, the analysis of such techniques as applied to cellular CDMA systems, can draw heavily from the well established theory for their circuit-switched counterparts.
The e ective bandwidth models we have presented provide robust capacity speci cations for cellular networks operating with xed base station assignment and simple power control schemes. The major sources of variability modelled are random user locations within a cell and bursty SIDR requirements for each mobile. Results were presented for a deterministic propagation model however lognormal shadowing is readily incorporated at the expense of increasing computational overhead.
There is currently a great deal of interest in more general models of cellular networks, particularly those operating with CDMA. Topics include exible base station assignment schemes, connection to multiple base stations and advanced power control algorithms. The use of such techniques may lead to signi cant capacity gains over the simple cellular system assumed here. It is also important to assess the performance of the di erent schemes when factors such as imperfect power control and user mobility are included. These areas will be the subject of future work.
