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ABSTRACT 
The use of (spectrally efficient) CPM modulations may 
lead to  a serious performance degradation of the clas- 
sical non-data-aided (NDA) frequency and timing es- 
timators due to the presence of self noise. The actual 
performance of these estimators is usually much worse 
than that predicted by the classical Modified Cram& 
Rao Bound. In this contribution we apply some well- 
known results in the field of signal processing to  these 
two important problems of synchronization. In particu- 
lar we propose and explain the meaning of the Uncondi- 
tional CRB in the synchronization task. Simulation re- 
sults for MSK and GMSK, along with the performance 
of some classical and recently proposed synchronizers, 
show that the proposed bound (along with the MCRB) 
is useful for a better prediction of the ultimate perfor- 
mance of the NDA estimators. 
1. INTRODUCTION 
One of the fundamental tasks of a digital receiver is the esti- 
mation of the carrier frequency and symbol timing directly 
from the received data (see (11 and references therein for an 
exhaustive review). Frequency and timing synchronization 
algorithms are typically categorized in Decision-Directed 
(DD), Data-Aided (DA) and Non-Data-Aided (NDA) meth- 
ods. While DD and DA schemes offer better tracking and 
acquisition performance respectively, NDA methods are pre- 
ferred when the decisions are not available or not reliable, 
and the data is not known. NDA algorithms offer the addi- 
tional advantage of being phase-independent, thus avoid- 
ing spurious locks and prolonged acquisitions caused by 
complex iteractions between phase and frequency and/or 
phase and timing correction algorithms. Additionally, sim- 
ple symbol-by-symbol decisions cannot be obtained in Con- 
tinuous Phase Modulations (CPM), for which the DD schemes 
becomes more complicated. As it is known, CPM modula- 
tions are attractive due to their high spectral efficiency and 
constant envelope. 
As in all estimation problems, the computation of the 
Cram&-Rao Bound (CRB) is of interest. However, in the 
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field of digital communications, the CRB is hard to evalu- 
ate. A more manageable performance limit is the so-called 
Modified CRB (MCRB) proposed in [2], which is gener- 
ally lower than the true CRB. However, it  is difficult to 
known in advance whether the MCRB is tight enough for 
use in practical applications. In fact, one can only assess 
that the MCRB will be attained by DD methods operating 
at  high SNR [3]. The situation is that, most of the times, 
the performance of the NDA methods [l] is much worse 
than that predicted by the MCRB, especially in the case 
of CPM signals of long frequency response length. In part, 
the reason for this optimistic performance prediction is that 
the MCRB is associated only to the shape of the isolated 
derivative pulse (with respect the frequency or the timing 
parameters). In particular, it does not take into account 
that the pseudo-pulses and their delayed versions overlap 
among themselves. Estimators ignoring this fact, usually 
exhibit a high amount of self noise. 
This departure is specially dramatic for the cases of i) 
frequency estimation of linear and CPM modulations, and 
ii) frequency and timing estimation of CPM modulations. 
Therefore, the question arises of determining whether the 
degraded performance in those cases is caused by inherent 
theoretical difficulties of, on the contrary, it  may be asso- 
ciated to the nature of the estimator. This is especially 
important in the vast field of synchronization, where most 
methods have been developed under ad hoc basis. In par- 
ticular, it is of interest to evaluate the inherent impact of 
the increased spectral efficiency of CPM modulation to the 
synchronization task. 
In this paper, we propose a new bound for frequency 
and timing estimation that may be useful for complement- 
ing the information given by the MCRB. Its application is 
limited to the class of quadratic NDA estimators. This lim- 
itation is justified because: i) most NDA methods proposed 
in the literature are quadratic; ii) quadratic algorithms have 
a reduced complexity and, then, they are suited for a real- 
time implementation; and iii) they usually exhibit a robust 
performance behavior in low-SNR conditions. 
The bound proposed in this paper, which complement 
previous work by the authors in [4][5][6][7], is obtained from 
well-known results derived in the field of signal processing 
[8]. To this end, we formulate a discrete-time linear signal 
model for binary CPM signals which is identical to  that em- 
ployed to formulate several important problems in the signal 
processing field, as the problem of direction finding with 
narrow-band sensor arrays. We focus on the special case 
of Gaussian Minimum Shift Keying (GMSK) modulation, 
which is the modulation adopted in the GSM European cel- 
lular mobile digital system. It is noted that the proposed 
model is also useful for the formulation of new estimators, 
as those proposed in [4][5][6][7], but this is omitted here for 
space reasons. 
2. DISCRETE-TIME LINEAR MODEL FOR 
BINARY CPM 
2.1. Laurent expansion 
As shown in [9][1], the Laurent expansion allows the exact 
representation of a binary CPM modulation as the super- 
position of J =2L-1 linearly modulated signals of symbol 
interval T .  After antialiasing filtering of bandwidth F,/2 
and sampling at F, = l/Ts, the complex envelope is given 
by: 
J - 1  foo 
r ( k )  = 1 c,,,gm(kT,-n.T-T)e'(e"+2"f"s)+w(kT,) 
m=O n=--00 
(1) 
where gm(t) are the pseudo-pulses; T ,  f and Bo are the 
timing, frequency and phase errors respectively, tu( kT,) is 
the AWGN term, and, finally, cm,n are the pseudo-symbols, 
which are known to be zero-mean, uncorrelated and of unite- 
power, E [c,,,~;,,~,] = & , , ~ & ~ r .  It is assumed that 
the number of samples per symbol N,, = T/T, is inte- 
ger. Note that the previous model includes also the case 
of linear modulations (J=1), for which go( t )  is usually des- 
ignated such that go * go(kT)  = 0 for k # 0 (ISI-free con- 
dition). However, in the general case (J>1) one obtains 
that gmt * g,(kT) # 0, which means that, at the receiver, 
one cannot recover the pseudo-symbols cm,n simply by a 
bank of matched filters. Classical synchronization methods 
for CPM consider that the signal power is mostly concen- 
trated in the first component corresponding to go( t ) .  Then, 
the resulting algorithms exhibit self-noise as a result of the 
contribution of the remaining pseudo-pulses. This leads to a 
floor-jitter in their performance, which is the reason why it 
departs significantly from the theoretical performance lower 
bounds known in synchronization. Moreover, these bounds 
are obtained by ignoring two important facts: i) the pres- 
ence of the pseudo-pulses gm(t) for m>O, and ii) the auto- 
interference of the main pulse, go * go(kT) # 0. Fig. 1 
shows the pseudo-pulses obtained for the MSK and GMSK 
modulations, where one can observe the double effect of de- 
creasing BT: i) the length of the main pulse gO(t) increases, 
and ii) the energy of the remaining pseudo-pulses increases. 
2.2. Vector notation 
Several important problems in the signal processing field 
can be reduced to estimating the parameters in the follow- 
ing model: 
where, in our case, X is the parameter of interest, which 
may be either X = f or X = 7, depending on the problem 
considered. A(X) is the transfer matrix dependent on pa- 
rameter of interest and, finally, w is the white noise vector 
r=A(X)x+w (2) 
Figure 1: Pseudo-pulses for MSK (BT=m) and GMSK 
(BT=0.15). 
( E  [ww"] = &, cz = 2NoF,). The interest of consid- 
ering the Laurent expansion is that it allows us to write 
a model like (2 )  for the problem of frequency and timing 
estimation of CPM signals. For this purpose, we use (1) for 
representing the isolated contribution of the i-th pulse of 
the m,-th shape by the following column vector: 
a,,i(X) = e jPaf( iT-T,)  
[g, (-iT - T), gm (-iT + T, - ~ ) e " * ~ ~ , ' ,  . .., 
gm(-iT + (A4 - l)Ts - ~ ) e ' * " ~ ~ . ' ( ~ - ~ )  1' ( 3 )  
where To is a constant that reflects the arbitrary time ori- 
gin of the problem. The observation interval is limited to 
M samples, being M arbitrarily fixed by the synchronizer 
designer. If we now consider that the transmitter sends a 
burst of L symbols, then, the J-signal composite received 
data vector r (observation vector) can be represented using 
( 2 )  by means of the following linear transfer matrix A(B): 
A(X) = [ &(A),  Ai(X), ..., AJ-I(X) ] (4) 
Am(X) [a , , o (X) ,am, i (X) ,  ..., a m , ~ - i ( X ) J  
where the vector x of signals is: 
(5) 
which holds that 
r = E [xxH] = I. (6) 
Then, it has been shown that the problem of synchro- 
nization of CPM signals can be reduced to a well-known 
estimation problem in the field of signal processing (espe- 
cially in the problem of direction finding with narrow-band 
sensor arrays), as formulated in (2) .  It is noted, however, 
that for the problem at hand, a single observation of the 
process r ( t )  (snapshot) is available, while in the problem of 
direction finding, one usually assumes that a set of N>1 
snapshots are available, from which the parameters are ex- 
tracted. With the specific restriction of N=l in mind for 
the problem at hand, we are now able to take benefit of 
the high amount of research performed in this field. For 
space reasons, in this paper we will concentrate only on 
t.he derivation of new performance bounds for the GMSK 
modulation. 
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3. NEW CRB FOR QUADRATIC NDA 
ESTIMATORS 
With the motivation of deriving a new bound (tighter than 
the MCRB) for synchronization that may be used as a more 
realistic benchmark for NDA methods, we use the results 
in the filed of signal processing developed in [8][lO]. To 
this end, we propose the use of the so-called Stochastic 
or Unconditional CRB (UCRB), which is obtained under 
the assumption that the signals in x are Gaussian random 
variables. It is noted, however, that the symbols in digi- 
tal communication are far from being Gaussian. Therefore, 
the bound obtained is applicable only to estimators that 
are (only) based on the sample second order moments of 
the signal, i.e. to those estimators that are quadratic. 
Under the Gaussian assumption, and using the fact that 
the noise variance (U') and the second order statistics of x 
(I' = I) are known, the likelihood function can be now easily 
computed [8] [ 101 : 
A(+) = C'exp (-rHR-'r) (7) 
R = A ~ A ~ + U ~ I  
In some signal processing problems, it is usual to assume 
that the signal covariance matrix I' is unknown, and it is 
considered a parameter that should be estimated jointly 
with the parameters of interest. Then, it becomes necessary 
to compute the joint CRJ3 for the parameters of interest, 
along with u2 and r. Contrarily, in the synchronization 
problem, it is more reasonable to assume that matrix I' 
is known, as given in (6). Note that this assumption is 
equivalent to assuming a perfect knowledge of the kind of 
modulation that is arriving at the demodulator. There- 
fore, the new bound is obtained simply as the inverse of the 
Fisher information element corresponding to the parameter 
of interest (the general expression can be found in [S][lO]): 
1 
min Re [tr (R-I {&a} R-l { &R})] UCRB(X; u2, r) = 
T O  
(8 )  
where &R = ArD? + DxI'AW, and Dx=&A. As the 
selection of the time origin TO is arbitrary, the computation 
of the minimum with respect to  TO in (8) is necessary (in the 
case of X = f )  for obtaining a bound as tight as possible 
This is also required for the derivation of the MCRB for 
frequency estimation. For the case of timing estimation, 
however, the selection of TO has no influence on the CRB. 
Finally, it is noted that, although the bound given by 
(8) is derived under the assumption that the noise power is 
also known, a preliminary study, which is omitted here for 
space reasons, has shown that this fact has a slight impact 
on the predicted performance. 
4. SIMULATION RESULTS AND 
CONCLUDING REMARKS 
In this section, we present some simulation results for the 
MSK and GMSK modulations. The bounds are compared 
with the performance of known estimators taken from [l]. 
2 and 3, the UCRB is compared with the 
classical MCRB for the problem of symbol timing estima- 
tion of MSK and GMSK (BT=0.3) signals respectively. In 
In Figs. 
Figure 2: Comparison between the UCRB and the classical 
MCRB for timing estimation in MSK. The performance of 
two quadratic TEDs is also shown. 
2, the bounds are compared with the performance of two 
quadratic estimators: the ML-oriented TED (11 and the 
conditional ML (CML) TED proposed in [5]. It is seen that 
while no-one reaches the MCRB, the UCRB is nearly at- 
tained by the CML TED. Additionally, one can observe that 
the UCRB reaches asymptotically the Conditional CRB 
(CCRB), whose use for synchronization of linear modula- 
tions was proposed in [4][5]. In Fig. 3, it is seen that the 
fourth-power, ad hoc method proposed in [11] exhibits a 
performance that lies between the MCRB and the UCRB. 
In general. for the class of NDA methods that, perform more 
than quadratic operations on the received data, the UCRB 
(in combination with the MCRB) gives us the information 
of how much is gained by these higher order operations. 
Contrarily, it may happen that a fourth (or higher) - order 
synchronizer does not perform better than the UCRB. The 
meaning in that case would be that, potentially, there is no 
reason for this higher order non-linearity, and a quadratic 
(of reduced complexity) synchronization method can be po- 
tentially devised for the problem at hand. 
Similar results are obtained for the problem of frequency 
estimation. For that problem, we simply show in Fig. 4 
that the discrepancy between the UCRB and the MCRB 
increases when the observation length increases. The rea- 
son is that, while the MCRB tends to depend inversely on 
the cube of the observation length, the UCRB depends sim- 
ply inversely on the observation length, as happens with the 
timing estimation problem for both limits. Finally, Fig. 5 
shows the impact of the normalized Gaussian bandwidth 
BT, that is predicted by the UCRB. It is worth noting that 
the MCRB predicts a false impact because it only takes 
into account the shape of the signal spectrum. This leads 
to a slight performance penalty for the timing estimation 
and, surprisingly, to a performance improvement for the fre- 
quency estimation. The UCRB, however, predicts a penalty 
for both problems, although the frequency variance tends to 
decrease for very small values of BT, due to the fact that, 
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GMSK (BT.0.3) 
Figure 3: Comparison between the UCRB and the classical 
MCRB for timing estimation in GMSK. The performance 
of a quadratic TED (ML-based) and a fourth-power TED 
( a d  hoc) is also shown. 
in these extreme cases, the signal resembles more to a pure 
sinusoid. 
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