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1 Introduction
In the order-theoretical setting, the notion of convergence of a net was introduced
by G. Birkhoff [3, 4]. Let (P,≤) be a poset and let x ∈ P . If (xα)α∈Γ is an increasing
net in (P,≤) with the supremum x, we write xα ↑ x. Similarly, xα ↓ x means that
(xα)α∈Γ is a decreasing net in (P,≤) with the infimum x. We say that a net (xα)α∈Γ
is order convergent to x in (P,≤) if there are nets (yα)α∈Γ and (zα)α∈Γ in (P,≤) such
that yα ≤ xα ≤ zα for all α ∈ Γ, yα ↑ x, and zα ↓ x. If (xα)α∈Γ is order convergent
to x, we write xα
o
→ x. It is easy to see that every net is order convergent to at
most one point.
The order convergence determines a natural topology on a poset (P,≤) as follows.
A subset C of P is said to be order closed if no net in C is order convergent to a point
in P \C. The topology on a poset is called order topology if the family of all closed
sets coincides with the family of all order closed sets. We shall denote the order
topology of a poset (P,≤) by the symbol τo(P,≤). It is easy to see that the order
topology is the finest topology preserving order convergence (i.e. if τ is a topology on
(P,≤) such that xα
o
→ x implies xα
τ
→ x, then τ ⊆ τo(P,≤)). Since every one-point
set is closed in τo(P,≤), the topological space (P, τo(P,≤)) is T1-space.
There are a number of papers dealing with the order topology, in particular on
lattices. Lattices with the property that the order convergence coincides with the
convergence in the order topology were studied, for example, in [10, 13]. It was
shown in [12] that a normed linear space is reflexive if and only if the lattice of all
its closed linear subspaces is Hausdorff (in the corresponding order topology). This
interesting result has a direct consequence that the order topology is not, in general,
Hausdorff.
The order topology on the complete lattice of all projections on a Hilbert space
was investigated in [6, 20]. A great progress in understanding of the order topologies
on projection lattice and self-adjoint part of a von Neumann algebra (endowed with
the standard order) was done in [7]. It was shown that there is a strong connection
between these topologies and locally convex topologies on von Neumann algebras.
1bohata@math.feld.cvut.cz
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Motivated by this research, we shall study the order topology on various subsets of
a von Neumann algebra endowed with the star order.
The rest of the paper is organized as follows. In the second section, we collect
some basic facts on von Neumann algebras, star order, order convergence, and order
topology. The third section deals with the existence of the suprema and infima in
several subsets of a von Neumann algebra with respect to the star order. Moreover,
we examine a relationship between suprema and infima of monotone nets and the
strong operator limit of these nets. In the last section, we prove that if a net (xα)α∈Γ
order converges (with respect to the star order) to x, then it also converges to x
in σ-strong* topology. Thus the order topology is finer than σ-strong* topology.
This result seems to be surprising because the star order is not translation invariant
and so the order topology is far from being linear. Moreover, we show that the
order topology is not comparable with norm topology unless the von Neumann
algebra is finite-dimensional. Among other things, we also prove that, for every
von Neumann algebra, the restriction τo(Msa,)|P (M) of the order topology on self-
adjoint part of a von Neumann algebra M to projection lattice coincides with the
order topology τo(P (M),) on the projection lattice. This is in the contrast with
the case of the order topology with respect to the standard order. It was shown
in [7, Proposition 2.9] that τo(Msa,≤)|P (M) = τo(P (M),≤) if and only if the von
Neumann algebra M is abelian.
2 Preliminaries
We say that a poset (P,≤) is Dedekind complete if every nonempty subset of P that
is bounded above has the supremum. A poset (P,≤) is Dedekind complete if and
only if every nonempty subset of P that is bounded below has the infimum. In
the following lemma and proposition, we summarize the well known facts about the
order convergence and order topology. We prove these results for convenience of the
reader.
Lemma 2.1. Let (P,≤) be a poset. Assume that (xα)α∈Γ is a net in P and x ∈ P .
(i) If α0 ∈ Γ is an arbitrary fixed element, Λ = {α ∈ Γ|α0 ≤ α}, and (xα)α∈Γ
is order convergent to x in (P,≤), then (xα)α∈Λ is (order) bounded and order
convergent to x in (P,≤).
(ii) If lim infα xα = lim supα xα = x, then (xα)α∈Γ is order convergent to x in
(P,≤).
(iii) If (P,≤) is Dedekind complete and (xα)α∈Γ is (order) bounded and order con-
vergent to x in (P,≤), then lim infα xα = lim supα xα = x.
Proof.
(i) Suppose that α0 ∈ Γ is an arbitrary fixed element and Λ = {α ∈ Γ|α0 ≤ α}.
If (xα)α∈Γ is order convergent to x in (P,≤), then there are nets (yα)α∈Γ and
(zα)α∈Γ such that yα ≤ xα ≤ zα for all α ∈ Γ, yα ↑ x, and zα ↓ x. Hence
yα ≤ xα ≤ zα for all α ∈ Λ. Moreover, since u ∈ P is an upper bound of
(yα)α∈Γ if and only if u is an upper bound of (yα)α∈Λ, we see that the net
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(yα)α∈Λ satisfies yα ↑ x. Similarly, we prove that the net (zα)α∈Λ satisfies
zα ↓ x. Therefore, the net (xα)α∈Λ is order convergent to x in (P,≤). Since
yα0 ≤ yα ≤ xα ≤ zα ≤ zα0 for all α ∈ Λ, the net (xα)α∈Λ is bounded.
(ii) If lim infα xα = lim supα xα = x, then we set zα = supα≤β xβ and yα =
infα≤β xβ for all α ∈ Γ. It is obvious that yα ≤ xα ≤ zα for all α ∈ Γ,
yα ↑ x, and zα ↓ x which shows that xα
o
→ x.
(iii) If xα
o
→ x, then yα ≤ xα ≤ zα for all α ∈ Γ, yα ↑ x, and zα ↓ x. We
observe that infα≤β xβ and supα≤β xβ exist for all α ∈ Γ because (P,≤) is
Dedekind complete. By the boundedness of (xα)α∈Γ, the nets (supα≤β xβ)α∈Γ
and (infα≤β xβ)α∈Γ are bounded. The Dedekind completeness of (P,≤) ensures
that supα∈Γ infα≤β xβ and infα∈Γ supα≤β xβ exist. As
yα ≤ inf
α≤β
xβ ≤ xα ≤ sup
α≤β
xβ ≤ zα
for all α ∈ Γ, we have
x = sup
α∈Γ
yα ≤ sup
α∈Γ
inf
α≤β
xβ ≤ inf
α∈Γ
sup
α≤β
xβ ≤ inf
α∈Γ
zα = x.
This means that lim infα xα = lim supα xα = x.
Proposition 2.2 ([7, Proposition 2.3]). Let (P,≤) be a Dedekind complete poset
and let P0 ⊆ P be closed in τo(P,≤). If the supremum of every nonempty subset of
P0 with an upper bound in P belongs to P0, then τo(P,≤)|P0 = τo(P0,≤).
Proof. Let M ⊆ P0. Since M is closed in τo(P,≤)|P0 if and only if M is closed in
τo(P,≤), it is sufficient to show that M is closed in τo(P,≤) if and only if M is
closed in τo(P0,≤).
Let M be closed in τo(P,≤) and let (xα)α∈Γ be a net in M order converging to
x ∈ P0 in (P0,≤). Then there are nets (yα)α∈Γ and (zα)α∈Γ in (P0,≤) such that
yα ≤ xα ≤ zα for all α ∈ Γ, yα ↑ x, and zα ↓ x (where the supremum of (yα)α∈Γ
and the infimum of (zα)α∈Γ are taken in (P0,≤)). Because x is an upper bound
of (yα)α∈Γ, supα∈Γ yα exists in (P,≤) and belongs to P0. Hence supα∈Γ yα = x in
(P,≤). Similarly, infα∈Γ zα = x in (P,≤). Therefore, (xα)α∈Γ is order convergent to
x in (P,≤). As M is closed in τo(P,≤), x ∈M .
Conversely, let M be closed in τo(P0,≤) and let (xα)α∈Γ be a net in M order
converging to x ∈ P in (P,≤). Without loss of generality, we can assume that
(xα)α∈Γ is bounded (see Lemma 2.1) in (P,≤). By Lemma 2.1, x = lim infα xα =
lim supα xα. Using the boundedness of (xα)α∈Γ, x ∈ P0. It follows from Lemma 2.1
that (xα)α∈Γ is order convergent to x in (P0,≤). As M is closed in τo(P0,≤),
x ∈M .
The C*-algebra B(H ) of all bounded operators on a complex Hilbert space H
is rich on the interesting topologies. One of them is the strong (operator) topology
which is a locally convex topology on B(H ) generated by semi-norms
pξ : x 7→ ‖xξ‖, ξ ∈ H , x ∈ B(H ).
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Another topology is the strong* (operator) topology which is a locally convex topol-
ogy on B(H ) generated by semi-norms
pξ : x 7→
√
‖xξ‖2 + ‖x∗ξ‖2, ξ ∈ H , x ∈ B(H ).
We denote the strong topology and strong* topology by τs and τs∗ , respectively.
By a von Neumann algebra we shall mean a strongly closed C*-subalgebra of the
C*-algebra B(H ). Every von Neumann algebra M has the predual M∗ which
consists of normal linear functionals in M∗. Using the predual, one can define the
σ-strong* topology s∗(M,M∗) by the family of semi-norms
pϕ : x 7→
√
ϕ(x∗x) + ϕ(xx∗), ϕ ∈ M∗ is positive.
There are the following relationships between topologies on M:
τs|M ⊆ τs∗|M ⊆ s
∗(M,M∗) ⊆ τu(M),
where τu(M) denotes the norm topology on a von Neumann algebra M. Moreover,
τs∗ and s
∗(M,M∗) concide on every norm bounded subset of M.
Let x and y be elements of a von Neumann algebra M. We write x  y if
x∗x = x∗y and xx∗ = yx∗. The binary relation  on M is a partial order called
star order. Elements x and y are said to be *-orthogonal if x∗y = yx∗ = 0. A simple
observation shows [5] that x  y if and only if there is z ∈M such that x and z are
*-orthogonal and y = x+ z. Thus the star order can be regarded as a partial order
induced by orthogonality. It was pointed out in [9] that there is a connection of the
star order with the Moore-Penrose inverse. The star order is also a natural partial
order on partial isometries (see, for example, [11, 15]).
By l(x) we denote the left support of x which is the smallest projection p ∈ M
satisfying px = x. The left support of x is the projection onto the closure of the
range of x and so it is sometimes called the range projection of x. It is well known
that a von Neumann algebra contains the left supports of all its elements. The set
of all projections in M is denoted by P (M). It forms a complete lattice under the
standard order ≤ called projection lattice of M. We denote the projection lattice
simply by the symbol P (M) (instead of using a more correct symbol (P (M),≤)).
Recall that the standard order ≤ coincides with the star order  on P (M). The
self-adjoint part of M, the positive part of M, the set of all invertible elements in
M, and the set of all partial isometries in M are denoted by Msa, M+, Minv, and
Mpi, respectively.
Lemma 2.3. Let M be a von Neumann algebra and let x ∈ M. If y ∈ M+ (resp.
y ∈Mpi) and x  y, then x ∈M+ (resp. x ∈Mpi).
Proof. It was proved in [1, Corollary 2.9] and [5, Proposition 3.1].
The previous lemma is no longer true for self-adjoint operators. Indeed, it was
pointed out in [2] that (
0 1
0 0
)

(
0 1
1 0
)
.
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3 Infimum and supremum
Let us recall a useful result proved in [1].
Proposition 3.1 ([1, Theorem 2.7]). Let x, y ∈ B(H ). Then x  y if and only if
x = l(x)y, l(x) ≤ l(y), and l(x) commutes with yy∗.
Let us note that we can omit the condition l(x) ≤ l(y) in the previous proposition.
Indeed, if x = l(x)y and l(x) commutes with yy∗, then x∗x = x∗l(x)y = (l(x)x)∗y =
x∗y and xx∗ = l(x)yy∗l(x) = yy∗l(x) = y(l(x)y)∗ = yx∗.
The following proposition is a special case of Theorem 4.4 in [8] (see also [16, The-
orem 7]). Because the proof was omitted in [8], we prove this result for convenience
of the reader.
Proposition 3.2. Let M be a nonempty subset of a von Neumann algebra M and
let y ∈M be an upper bound of M (with respect to the star order).
(i) (supx∈M l(x)) y, where supx∈M l(x) is considered in P (M), is the supremum
of M in (M,).
(ii) (infx∈M l(x)) y, where infx∈M l(x) is considered in P (M), is the infimum of M
in (M,).
Proof.
(i) Let p be the supremum of {l(x)| x ∈ M} in P (M) and let y be an upper
bound of M . It is easy to verify that py is an upper bound of M .
Let u ∈M be an upper bound of M . We have to show that py  u. Applying
Proposition 3.1, we see that, for all x ∈ M , l(x) ≤ l(u) and l(x) commutes
with uu∗. Hence p ≤ l(u) and p commutes with uu∗. Moreover, l(pu)u = pu
because l(pu) = p. By Proposition 3.1, pu  u. As l(x)(y − u) = 0 for all
x ∈M , we have l(x)l(y−u) = 0 for all x ∈M and so pl(y−u) = 0. It follows
from this that p(y − u) = pl(y − u)(y − u) = 0. Therefore, py = pu  u.
(ii) Let p be the infimum of {l(x)| x ∈M} in P (M) and let y be an upper bound
of M . It follows from Proposition 3.1 that, for each x ∈M , x = l(x)y and yy∗
commutes with l(x). Moreover, p commutes with yy∗ because p is an element
of the von Neumann algebra {yy∗}′. Therefore,
xx∗p = l(x)yy∗l(x)p = yy∗l(x)p = yy∗p = pyy∗ = pl(x)yy∗
= pl(x)yy∗l(x) = pxx∗
holds for all x ∈ M . By Proposition 3.1, we obtain that py is a lower bound
of M .
If u ∈ M is a lower bound of M , then l(u) ≤ p. Since u  y, u = l(u)y =
l(u)py and l(u) commutes with yy∗. Furthermore, l(u) ≤ p ensures that l(u)
commutes with p. Hence l(u) commutes with pyy∗p = py(py)∗. Applying
Proposition 3.1, u  py.
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Let us note that if M is an empty subset of a von Neumann algebra M, then
the supremum of M in (M,) is 0 and the infimum of M in (M,) does not exist.
The statement (iii) in the following corollary is easily seen from [8, Theorem 4.4]
and the fact that bounded (with respect to the star order) set of self-adjoint elements
has a self-adjoint upper bound (for this, see the proof of the statement).
Corollary 3.3. Let M be a von Neumann algebra. Then the following statements
hold:
(i) The poset (M,) is Dedekind complete.
(ii) The supremum of every subset of P (M) in (M,) is a projection. The infi-
mum of every nonempty subset of P (M) in (M,) is a projection.
(iii) The supremum of every bounded set M ⊆ Msa in (M,) is a self-adjoint
element. The infimum of every nonempty set M ⊆ Msa in (M,) is a self-
adjoint element.
(iv) The supremum of every bounded set M ⊆M+ in (M,) is a positive element.
The infimum of every nonempty set M ⊆M+ in (M,) is a positive element.
Proof.
(i) The statement follows directly from Proposition 3.2.
(ii) It is clear that 1 ∈ P (M) is an upper bound of every subset M of P (M).
If M ⊆ P (M) is nonempty, then Proposition 3.2 implies that the supremum
and the infimum of M in (M,) are projections. Moreover, the supremum of
the empty set in (M,) is equal to the infimum of M which is 0.
(iii) Let M ⊆ Msa be a nonempty and let y ∈ M be an upper bound of M . It is
easy to see that y∗ is also upper bound ofM . It follows from [5, Proposition 2.4]
that u = y+y
∗
2
is an upper bound of M . According to Proposition 3.2, s =
(supx∈M l(x)) u is the supremum of M . Since x = l(x)u for each x ∈ M ,
l(x) commutes with u for every x ∈ M . Thus (supx∈M l(x)) ∈ {u}
′ and so
(supx∈M l(x)) commutes with u. Therefore, s = (supx∈M l(x)) u is self-adjoint.
If M is empty, then the supremum of M is 0.
Let M be a nonempty subset of Msa and let
LM = {u ∈M| u  x for all x ∈M}.
The set LM is nonempty and bounded above. Therefore, LM has the supremum
s of the form s =
(
supx∈LM l(x)
)
y, where y ∈M is an arbitrary fixed element.
Let us show that s is self-adjoint. Obviously, s ∈ LM . As M is a set of self-
adjoint elements and the involution preserves the star order, we have s∗ ∈ LM
which gives s∗  s. It follows from this that s  s∗, and therefore s = s∗.
(iv) Since x  y implies |x|  |y| (see [1, Corollary 2.13] or [5, Corollary 2.9]), we
can assume without loss of generality that an upper bound u of the nonempty
set M ⊆ M+ is positive. According to Lemma 2.3, s = (supx∈M l(x)) u is
positive. If M is empty, then the supremum of M is 0 in (M,).
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Let M be a nonempty subset of M+ and let
LM = {u ∈M| u  x for all x ∈M}.
The set LM is nonempty and bounded above by a positive element. There-
fore, LM contains only positive elements (see Lemma 2.3). Since infx∈M x =
supx∈LM x, infx∈M x has to be positive.
It follows directly from the previous corollary that posets (Msa,) and (M+,)
are Dedekind complete. Furthermore, if M is a bounded subset ofMsa (resp. M+),
then the supremum ofM in (Msa,) (resp. (M+,)) coincides with the supremum
of M in (M,). Similarly, we have the equality of the infima of M in (Msa,)
(resp. (M+,)) and in (M,) whenever M is nonempty subset of Msa (resp.
M+).
In the same spirit as before, we can prove that the supremum and the infimum
of a set of partial isometries are again partial isometries. The case of the supremum
can also be found in [16, Theorem 12].
Corollary 3.4. Let Mpi be the set of all partial isometries in a von Neumann
algebra M. The supremum of every bounded subset of Mpi in (M,) is a partial
isometry. The infimum of every nonempty subset of Mpi in (M,) is a partial
isometry.
Proof. Let M ⊆ Mpi be bounded and nonempty. By [1, Theorem 2.15], there is a
partial isometry u such that it is an upper bound of M . Set p = supx∈M l(x). It
follows from Proposition 3.2 that pu is the supremum of M . By Lemma 2.3, we
see that pu is a partial isometry. If M is empty, then the supremum of M is 0 in
(M,).
Let M be a nonempty subset of Mpi and let
LM = {u ∈M| u  x for all x ∈M}.
The set LM is nonempty and bounded above by a partial isometry. Using Lemma 2.3,
we obtain that LM contains only partial isometries. Since infx∈M x = supx∈LM x,
infx∈M x has to be a partial isometry.
The strong operator limit of monotone nets in (B(H ),) was studied in [1].
Furthermore, a connection between suprema of increasing nets in (B(H )sa,) and
the strong operator limit was shown in [14, 21]. We prove a similar result to that of
[21, Theorem 4.5].
Theorem 3.5. Let M be a von Neumann algebra.
(i) If (xα)α∈Γ is an increasing net in (M,) and bounded above, then the strong
(operator) limit of (xα)α∈Γ exists and it is equal to the supremum of (xα)α∈Γ.
(ii) If (xα)α∈Γ is a decreasing net in (M,), then the strong (operator) limit of
(xα)α∈Γ exists and is equal to the infimum of (xα)α∈Γ.
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Proof.
(i) By Proposition 3.1, (l(xα))α∈Γ is an increasing net of projections and so it has
the strong limit, say p, which is the supremum of (l(xα))α∈Γ in P (M) (see
[17, Proposition 2.5.6]). Let y be an upper bound of (xα)α∈Γ. We infer from
Proposition 3.2 that the supremum of (xα)α∈Γ is py. Applying Proposition 3.1,
xα = l(xα)y for all α ∈ Γ. Since multiplication is separately continuous in
the strong (operator) topology, we see that the net (l(xα)y)α∈Γ = (xα)α∈Γ is
strongly convergent to py.
(ii) We can assume without loss of generality that (xα)α∈Γ is bounded above. If
(xα)α∈Γ is not bounded above, we take an fixed element α0 ∈ Γ and consider
(xα)α∈Λ, where Λ = {α ∈ Γ|α0 ≤ α}. The net (xα)α∈Λ is bounded above
by xα0 because (xα)α∈Γ is decreasing. It is easy to see that (xα)α∈Λ has the
same set of all lower bounds as the net (xα)α∈Γ. Moreover, (xα)α∈Γ is strongly
convergent to x if and only if (xα)α∈Λ is strongly convergent to x.
The following discussion is analogous to that of the proof of (i). By Proposi-
tion 3.1, (l(xα))α∈Γ is a decreasing net of projections and so it has the strong
limit, say p, which is the infimum of (l(xα))α∈Γ in P (M) (see [17, Corol-
lary 2.5.7]). Let y be an upper bound of (xα)α∈Γ. We infer from Proposition 3.2
that the infimum of (xα)α∈Γ is py. Applying Proposition 3.1, xα = l(xα)y for
all α ∈ Γ. Since multiplication is separately continuous in the strong (opera-
tor) topology, we see that the net (l(xα)y)α∈Γ = (xα)α∈Γ is strongly convergent
to py.
4 Comparison of topologies
Lemma 4.1. Let x and y be elements of a von Neumann algebra M. If x  y, then
‖x‖ ≤ ‖y‖.
Proof. If x  y, then x∗x = x∗y. Thus ‖x‖2 = ‖x∗y‖ ≤ ‖x∗‖‖y‖ = ‖x‖‖y‖. It
follows from this that ‖x‖ ≤ ‖y‖.
The previous lemma shows that every bounded subset of a von Neumann algebra
with respect to the star order is necessarily norm bounded. The converse is clearly
not true because, for example, the set {1, 21} is norm bounded but it is not bounded
above with respect to the star order.
We have seen that there is a close relationship between strong topology and (star)
order convergence. This motivates the question whether the relative topology τs|M
on a von Neumann algebra M is comparable with the order topology τo(M,).
Proposition 4.2. Let (xα)α∈Γ be a net in a von Neumann algebraM and let x ∈M.
If xα
o
→ x in (M,), then xα
τs→ x. In particular, τs|M ⊆ τo(M,).
Proof. Let (xα)α∈Γ be a net inM such that xα
o
→ x in (M,). Then there are nets
(yα)α∈Γ and (zα)α∈Γ in (M,) such that yα  xα  zα for all α ∈ Γ, yα ↑ x, and
zα ↓ x. Let α0 be an fixed element of Γ and let Λ = {α ∈ Γ|α0 ≤ α}. To investigate
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strong convergence of (xα)α∈Γ it is sufficient to consider the net (xα)α∈Λ in place
of (xα)α∈Γ. Because (yα)α∈Λ is increasing and bounded above by x in (M,) and
(zα)α∈Λ is decreasing in (M,), we obtain from Theorem 3.5 that yα
τs→ x and
zα
τs→ x. Let ξ be an element of the underlying Hilbert space. Clearly,
‖xαξ − xξ‖ = ‖xαξ − yαξ + yαξ − xξ‖ ≤ ‖xαξ − yαξ‖+ ‖yαξ − xξ‖.
Since yα
τs→ x, it is sufficient to prove that ‖xαξ − yαξ‖ → 0. One can easily verify
that yα  xα implies xα−yα  xα and so xα−yα  zα. Hence (xα−yα)
∗(xα−yα) =
(xα − yα)
∗zα. By this and Cauchy-Schwarz inequality,
‖xαξ − yαξ‖
2 = 〈xαξ − yαξ, xαξ − yαξ〉 = 〈(xα − yα)
∗(xα − yα)ξ, ξ〉
≤ ‖(xα − yα)
∗(xα − yα)ξ‖‖ξ‖ = ‖(xα − yα)
∗zαξ‖‖ξ‖
= ‖(xα − yα)
∗(zα − yα + yα)ξ‖‖ξ‖
= ‖(xα − yα)
∗(zα − yα)ξ + (xα − yα)
∗yαξ‖‖ξ‖
= ‖(xα − yα)
∗(zα − yα)ξ‖‖ξ‖ ≤ ‖xα − yα‖‖zαξ − yαξ‖‖ξ‖,
where we have used the equality y∗αyα = x
∗
αyα which follows directly from yα  xα.
Moreover, since xα − yα  zα  zα0 for all α ∈ Λ, we obtain from Lemma 4.1 that
‖xα − yα‖ ≤ ‖zα‖ ≤ ‖zα0‖ for all α ∈ Λ. Applying what we have just shown,
‖xαξ − yαξ‖ ≤ ‖xα − yα‖
1
2‖zαξ − yαξ‖
1
2‖ξ‖
1
2 ≤ ‖zα0‖
1
2‖zαξ − yαξ‖
1
2‖ξ‖
1
2 → 0.
Accordingly, (xα)α∈Λ converges strongly to x, whence (xα)α∈Γ converges strongly to
x.
The inclusion τs|M ⊆ τo(M,) is an immediate consequence of the statement
just proved.
The fact that the order topology τo(M,) on a von Neumann algebra M is
finer than the relative strong topology on M immediately implies that τo(M,) is
Hausdorff.
Lemma 4.3. The involution on a von Neumann algebra M is order continuous
(i.e. x∗α
o
→ x∗ in (M,) whenever xα
o
→ x in (M,)).
Proof. Let xα
o
→ x in (M,). This means that there are nets (yα)α∈Γ and (zα)α∈Γ
in (M,) such that yα  xα  zα for all α ∈ Γ, yα ↑ x, and zα ↓ x. Since the
involution preserves the star order, we have y∗α  x
∗
α  z
∗
α for all α ∈ Γ, y
∗
α ↑ x
∗,
and z∗α ↓ x
∗. It follows from definition of order convergence that x∗α
o
→ x∗.
We have seen in Proposition 4.2 that the (star) order topology is finer than rela-
tive strong topology. We observe, by Lemma 4.3, that if (xα)α∈Γ is order convergent
to x, then (xα)α∈Γ and (x
∗
α)α∈Γ are τs-convergent to x and x
∗, respectively. Using
this very restrictive (the involution is not continuous in τs) necessary condition for
order convergence in (M,), we obtain a stronger result than Proposition 4.2. We
prove that τo(M,) is finer than σ-strong* topology s
∗(M,M∗).
Theorem 4.4. Let (xα)α∈Γ be a net in a von Neumann algebra M and let x ∈M.
If xα
o
→ x in (M,), then xα
s∗(M,M∗)
→ x. In particular, s∗(M,M∗) ⊆ τo(M,).
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Proof. Suppose that xα
o
→ x in (M,). By Lemma 2.1, we can assume without
loss of generality that (xα)α∈Γ is bounded in (M,). Proposition 4.2 yields xα
τs→ x.
Combining Proposition 4.2 with Lemma 4.3, we see that x∗α
τs→ x∗. Hence
(
‖xαξ − xξ‖
2 + ‖x∗αξ − x
∗ξ‖2
) 1
2 → 0
for all ξ ∈ H , where H is the underlying Hilbert space. Thus xα
τs∗→ x.
According to Lemma 4.1, the net (xα)α∈Γ is norm bounded. Moreover, it is well
known that topologies τs∗ and s
∗(M,M∗) coincide on every norm bounded subset
of M. Hence xα
s∗(M,M∗)
→ x.
The fact s∗(M,M∗) ⊆ τo(M,) follows directly from what we have just proved.
Proposition 4.5. Let x and y be elements of a von Neumann algebra M. If x is
invertible and x  y, then x = y. Consequently, every order convergent net in Minv
is constant.
Proof. It follows directly from the definition of the star order that x = y whenever
x is invertible and x  y.
Let (xα)α∈Γ be an order convergent net of invertible elements ofM. Then there is
a decreasing net (zα)α∈Γ in (M,) such that xα  zα for all α ∈ Γ. The invertibility
of elements xα ensures that xα = zα for all α ∈ Γ. Therefore, (xα)α∈Γ is decreasing
in (M,). Let α, β ∈ Γ be arbitrary. Then there is γ ∈ Γ such that α, β ≤ γ.
Hence xγ  xα, xβ and so xα = xγ = xβ because of invertibility of xγ .
Corollary 4.6. Let M be a von Neumann algebra.
(i) The set Minv is closed in τo(M,).
(ii) Topology τo(Minv,) is discrete and τo(Minv,) = τo(M,)|Minv .
Proof.
(i) The fact that Minv is closed in τo(M,) is a direct consequence of Proposi-
tion 4.5.
(ii) If M ⊆ Minv, then M is closed in τo(Minv,) because of Proposition 4.5.
This proves that τo(Minv,) is discrete.
Every nonempty subset of Minv which has an upper bound in (M,) con-
tains only one element. Therefore, the supremum of every nonempty subset of
Minv with an upper bound in (M,) belongs toMinv. Combining (i), Corol-
lary 3.3(i), and Proposition 2.2, we obtain τo(Minv,) = τo(M,)|Minv .
Corollary 4.7. The norm topology τu on a von Neumann algebra M is not finer
than τo(M,).
Proof. Consider the set M = { 1
n
1|n ∈ N}. Since M is a set of invertible elements,
it is closed in τo(M,). However, M is not closed in τu.
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We have seen that the norm topology is not finer than the order topology. Now,
let us concentrate on the converse question whether the order topology is finer than
the norm topology.
Lemma 4.8. Let M be a von Neumann algebra. The following statements are
equivalent:
(i) M admits no infinite family (pα)α∈I of mutually orthogonal nonzero projec-
tions with supα∈I pα = 1.
(ii) M is finite-dimensional.
(iii) M is (isomorphic to) a finite direct sum of full matrix algebras.
Proof. From [19, Exercise 5.7.39], we have (i) ⇒ (ii). It follows from [18, Proposi-
tion 6.6.6] and [18, Theorem 6.6.1] that (ii) ⇒ (iii). The statement (iii) ⇒ (i) is
clear.
Theorem 4.9. If a von Neumann algebra M is infinite-dimensional, then the set
M\Minv of all noninvertible elements in M is not order closed. In this case, the
topology τo(M,) is not comparable with the norm topology τu(M).
Proof. It follows from Lemma 4.8 that there is an infinite family (pα)α∈I of mutually
orthogonal nonzero projections in M satisfying supα∈I pα = 1. The set Γ consisting
of all finite subsets of I is directed by the inclusion relation. Consider the net
(xF )F∈Γ of projections
xF = sup
α∈F
pα =
∑
α∈F
pα.
It is easy to see that (xF )F∈Γ is increasing. Moreover, if F ∈ Γ and β ∈ I \ F , then
pβxF = pβ
∑
α∈F
pα =
∑
α∈F
pβpα = 0.
Thus xF is not invertible for each F ∈ Γ. Furthermore, xF  xF  1 for every F ∈ Γ
and supF∈Γ xF = 1. This shows that the net (xF )F∈Γ of noninvertible projections
order converges to 1 in (M,). Hence M\Minv is not order closed in (M,).
It remains to show that τo(M,) is not comparable with the norm topology
τu(M). It follows from what we have proved above that τo(M,) is not finer
than the norm topology τu(M) because the set M \Minv is closed in the norm
topology [17, Proposition 3.1.6]. In addition, by Corollary 4.7, τu(M) is not finer
than τo(M,).
In order to complete our discussion about comparison of the order topology
τo(M,) on a von Neumann algebra M with the norm topology, we shall prove
that if M is finite-dimensional, then the order topology τo(M,) is necessarily
discrete and so it is strictly finer than the norm topology.
Theorem 4.10. If a von Neumann algebra M is finite-dimensional, then the order
topology τo(M,) is discrete.
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Proof. SinceM is finite-dimensional, we see from Lemma 4.8 that there is no infinite
family of mutually orthogonal nonzero projections. Then every projection inM has
only a finite number of mutually orthogonal nonzero subprojections.
We now prove that every increasing net of projections in (M,) is eventually
constant. Let (pα)α∈Γ be an increasing net of projections (M,). Suppose that
(pα)α∈Γ is not eventually constant. Then there is α0 ∈ Γ such that pα0 6= 0. Since
(pα)α∈Γ is increasing and is not eventually constant, there is α1 ∈ Γ such that
α0 ≤ α1 and pα0 < pα1 . Proceeding by induction, we obtain an increasing sequence
(αn)n∈N0 in Γ such that pαm < pαn whenever m,n ∈ N0 satisfy m < n. Set e0 = pα0
and en+1 = pαn+1 − pαn for all n ∈ N0. Clearly, (en)n∈N0 is a sequence of mutually
orthogonal nonzero projections. Thus the projection supn∈N0 en in M has infinite
number of mutually orthogonal nonzero subprojections which is a contradiction.
This proves that every increasing net of projections in (M,) is eventually constant.
Let us show that every decreasing or increasing net in (M,) is necessarily
eventually constant. Assume that (xα)α∈Γ is an increasing net in (M,). By
Proposition 3.1, (l(xα))α∈Γ is an increasing net of projections in (M,) and so it
is eventually constant. This means that there is α0 ∈ Γ such that l(xα) = l(xα0)
whenever α ∈ Γ is such that α0 ≤ α. Employing Proposition 3.1,
xα0 = l(xα0)xα = l(xα)xα = xα
for every α ∈ Γ satisfying α0 ≤ α. Now suppose that (xα)α∈Γ is a decreasing net
in (M,). By Proposition 3.1, (1− l(xα))α∈Γ is an increasing net of projections in
(M,). Hence (1− l(xα))α∈Γ is eventually constant which implies that (l(xα))α∈Γ
is eventually constant. Now it follows from a similar argument as in the case of an
increasing net that (xα)α∈Γ is eventually constant.
Let a net (xα)α∈Γ in M ⊆ M be order convergent to x in (M,). Then there
are nets (yα)α∈Γ and (zα)α∈Γ in (M,) such that yα  xα  zα for every α ∈ Γ,
yα ↑ x, and zα ↓ x. By the previous part of the proof, (yα)α∈Γ and (zα)α∈Γ are
eventually constant. Hence there is β ∈ Γ such that (yα)α∈Λ and (zα)α∈Λ, where
Λ = {α ∈ Γ| β ≤ α}, are constant nets. It follows from the arguments used in the
proof of Lemma 2.1 that the supremum of (yα)α∈Λ and the infimum of (zα)α∈Λ are
equal to x. We infer from this that yβ = zβ = x. Accordingly, xβ = x because
x = yβ  xβ  zβ = x.
We have proved that x has to be an element of M . Thus every subset ofM is order
closed and so τo(M,) is discrete.
At the end of this section, we discuss relationships between topologies τo(M,),
τo(Mpi,), τo(Msa,), τo(M+,), and τo(P (M),). We shall see in Corol-
lary 4.12 that a relation between τo(Msa,) and τo(P (M),) is very different
from order topologies generated by the standard order (see [7, Proposition 2.9]).
Proposition 4.11. Let M be a von Neumann algebra. The sets P (M), M+, Mpi,
and Msa are closed in τo(M,).
Proof. As P (M),M+, andMsa are strongly operator closed, it follows from Propo-
sition 4.2 that they are closed in τo(M,).
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Assume that (xα)α∈Γ be a net of partial isometries such that xα
o
→ x ∈ M in
(M,). Then there is a net (yα)α∈Γ satisfying yα  xα for all α ∈ Γ and yα ↑ x.
By Lemma 2.3, (yα)α∈Γ is a net of partial isometries. According to Corollary 3.4, x
is a partial isometry in M. Thus Mpi is closed in τo(M,).
Corollary 4.12. Let M be a von Neumann algebra. Then
(i) τo(M,)|Mpi = τo(Mpi,);
(ii) τo(M,)|Msa = τo(Msa,);
(iii) τo(M,)|M+ = τo(Msa,)|M+ = τo(M+,);
(iv) τo(M,)|P (M) = τo(Msa,)|P (M) = τo(M+,)|P (M) = τo(P (M),);
Proof. The statements (i)-(iv) follow directly from Proposition 2.2, Corollary 3.3,
Corollary 3.4, and the previous proposition.
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