In this paper, we deal with the fundamental martingale of mixed sub-fractional Brownian motion and the corresponding Skorohod integral. As the application, we deal with drift parameter estimation of the mixed sub-fractional Ornstein-Ulenbeck process. At the same time we first simulate the sub-fractional Brownian motion with a suitable method.
Existence of sub-fBm S H t for any H ∈ (0, 1) can be show in the following way: consider the process
where B H = (B H t ) −∞<t<∞ is fractional Brownian motion with Hurst index H on the whole real line. It is easy to see using the covariance of fBm that the covariance of the process (1) is precisely R H (s, t). In this paper we always consider H > 1/2, then it is obvious to see that
In [5] , authors have studied many properties of mixed Gaussian process using the tool of fundamental martingale, in this paper we will study the special case of mixed sub-fractional Brownian motion ξ = (ξ t , 0 ≤ t ≤ T ) which is defined by
where W = (W t , 0 ≤ t ≤ T ) is a standard Brownian motion and S H = (S H t , 0 ≤ t ≤ T ) is a independent sub-fractional Brownian motion. As presented in [1, 15, 14] the sub-fractional Brownian motion can be presented by
where (B t ) 0≤t≤T is a standard Brownian motion and the kernel n H (s, t) is 
This expression can be rewritten as
where K H (u, v) is defined in (2) . It is not difficult to check that L 2 ([0, t]) ⊂ Λ H−1/2 t . Let F ξ = (F ξ t ) and F = (F t ), t ∈ [0, T ] be the nature filtrations of ξ and (W, S H ) respectively, then as presented in [5] we have the following Lemma: The Ornestein-Uhlenbeck process has found a wide range of applications in many fields, including but not limited to economics, finance, high technology, physics and environmental studies. The developpemnt of the application for O-U process led to the statistical inference for this model, consequently, the drift estimation has been great interest in the past decade. We can found many excellent works in the the classical case with standard Brownian motion or Lévy process (for example, [18] , [19] ), the fractional O-U process (for instants [20] , [6] ), the non-ergodic case for the Gaussian noise ( [10] ). Recently, Chigansky and Kleptsyna ([13] ) have used the tool of fundamental martingale and the asymptotical properties of the eigenvalues and eigenfunctions of the fractional covariance operators to study the MLE of the drift parameter of the mixed fractional Ornstein-Uhlenbeck process. It should be pointed out that, as far as we know, there have not been contribution to the drift estimation for the sub-fractional Brownian motion with a negative drift because in this case we can not obtain the properties of ergodicity when the increment of the sub-fractional Brownian motion S H is not stationary, this paper will fill in the gaps in this area. Here we will study the drift estimation (negative and positive) for the Ornstein-Uhlenbeck process driven by mixed sub-fractional Brownian motion.
The rest of this paper is organized as follows. In Section 2, we define stochastic integral (Skorohod integral and path-wise integral) with respect to the mixed sub-fractional Brownian motion using the tool of fundamental martingale. Section 3 is contributed to the negative drift estimation and Section 4 for the positive case. At last, we present a stable simulation of sfBm in Section 5 and the drift estimator.
2 Stochastic integral with respect to msfBm
Fundamental Martingale
As presented in last section, let F ξ = (F ξ t ) and F = (F t ), t ∈ [0, T ] be the nature filtrations of ξ and (W, S H ) respectively, we construct a process M = (M t ) 0≤t≤T which is the conditional expectation of W with respect to F ξ denoted:
Since W is an F-martingale and F ξ t ⊆ F t , the process M is an F ξ -martingale and we have the following theorem:
Theorem 2.1. The martingale M admits the following representation:
where the solves the following integral equation:
On the other hand, we have the innovation representation
where G(s, t) :
with
withġ(s, t) := ∂ ∂t g(s, t). With (7) and (9), we have
We called M the fundamental martingale of the process ξ. Let us mention that in the equation (11), the function g(s, t) satisfies also (8) not restricted for s ≤ t.
Proof. With Lemma 1.1 and the normal correlation theorem, for any test function
it is easy to check the equation (8) . At the same time On the other hand, we can deduce the expression (9) with the same method of Theorem 5.1 in [5] . 
Malliavin derivative and adjoint operator with respect to msfBm
where R H (t, s) is the covariance of S H t and S H s . The mapping 1 [0,t] → ξ t can be extended to an isometry between H and the Gaussian space H 1 associated with ξ. We denote this isometry by ϕ → ξ(ϕ). Here, ξ(ϕ) is an isonormal Gaussian process associated with the Hilbert space H, which was introduced by [9] (see Definition 1.1.1 in [9] ). For any pair step functions f, g ∈ H, we have
where α H = H(2H − 1). Following the same steps as Section 1.2 in [9] , let S be the class of smooth random variables and F ∈ S. Then we have
where f ∈ C ∞ b (R n ), h 1 , . . . , h n ∈ H for n ≥ 1. The Malliavin derivative satisfies the following chain rule, which is provided by the following definition.
Definition 2.2. The derivative of a smooth random variable F of the form (13) is the H−valued random variable and can be given by
Let the space D 1,2 ξ be the closure of the class of smooth random variables S with respect to the norm
Consequently, we obtain that the space D 1,2 ξ is a Hilbert space. 
where c is a constant depending on u.
• If u belongs to Dom(δ ξ ), then δ ξ (u) is the element of L 2 (Ω) characterized by
Then we define the Skorohod integral with respect to the mfBm ξ by
Remark 1. For the deterministic function ψ(t) ∈ H, it is not hard to check that ψ(t) ∈ Dom(δ ξ ), with the same proof as the stochastic calculus with respect to the standard Brownian motion in [8] , since δ ξ (ψ) is the Riemmann-Stieltjes intergral.
Let B = (B t , 0 ≤ t ≤ T ) be the standard Brownian motion with the same filtration of the process ξ. We are interested in the following three question:
1. What is the relationship of the malliavin derivative D ξ and D B 2. What is the relationship of the adjoint operator δ ξ and δ B ?
3. What is the operator of G * such as the K * H presented in Chapter 5 of [9] ? Let us take a function ψ(t) ∈ H which would be derivable, then
We define the wiener process
Let us define the operator G * from H to the complete subspace L 2 [0, T ] as follows
Using the operator above, we can define the divergence-type integral for mfBm.
Definition 2.4. Let H > 1/2 and u be a stochastic process u(ω) : [0, T ] → H such that G * u is Skorohod integral with respect to the standard Brownian motion B(t). Then we define the extended Wiener integral of u with respect to the mfBm ξ as
It is easy to check that Dom(δ ξ ) = (G * ) −1 (Dom(δ B )) and for u ∈ Dom(δ ξ ) the Itô-Skorohod integral δ ξ (u) coincides with the divergence-type integral ξ(u) defined in (15) . At the same time, we have the following result.
where D B denotes the derivative operator with respect to the standard Brownian motion B and D 1,2
B
the corresponding Sobolev space.
Path-wise integral
Let (u t ) t∈[0,T ] be a process with integrable trajectories. The symmetric integral of u with respect to ξ is defined as
provided that the limit exists in probability.
and
Then the symmetric integral exists and the following relation holds:
Proof. Let
Using the integration by part formula, we have
and u ∈ Dom(δ ξ ). When u satisfied the conditions (16) and (17), we have
The equation (18) can be easily obtained by taking the limit → 0 on both sides of the above equation.
Drift estimation of Mixed sub-fraction O-U process
The mixed sub-fractional Ornstein-Uhlenbeck X = (X t ) 0≤t≤T is defined by
Here the parameter ϑ is unknown and to be estimated with the observed process X. We will present first of all the Maximum Likelihood Estimator and the difficulties to deal with this estimator and then we will study the Least square estimator. Remark 2. The Cox-Ingersoll-Ross process driven by mixed sub-fractional Brownian motion with symmetric path-wise integral has the relationship with the O-U process, let
and τ be the first moment ofX reaching zero by the latter. In fact the processX = (X, t ≥ 0) can be represented byX
In this situation, we can observe the processX t and estimate the parameter a with the following method.
The difficulties of MLE
With the fundamental martingale of the mixed sub-fractional Brownian motion, it is easy to get the MLE. Integrating kernel g(s, t) with respect to X gives a semimartingale
where
and the filtration generated by X and Z coincide, by the Girsanov theorem the Likelihood function L(ϑ, X T ) is
then the MLE is given byθ
and the estimation error will beθ
When g(s, t) has no explicit solution, it is not easy to prove the property of asymptotical normality forθ T even perhaps we can use the method of the mixed fractional case in [12] and [13] . On the other hand, for T so large, to simulate the g(t, T ) when T fixed, we will divided T with small interval with distance of 1/10, then the computer will calculate the inverse of a large dimensional matrix but not sparse matrix, it will be so slow. In order to avoid these troubles, we try to study the Least Square Estimator (LSE).
Least square estimator
First of all, the solution of (19) can be written as
The least squares estimator aims to minimize
As stated in [6] , this is a quadratic function of ϑ although T 0Ẋ t dt does not exist. The minimum is achieved whenθ
where the stochastic integral T 0 X t dξ t is interpreted as the Skorohod integral and it will be denoted as
Proof. In the equation (25) we denote the T 0 X t dξ t as the Skorohod integral and with (18) and
which achieves the proof. 
Asymptotical properties
The asymptotical properties of the least square estimator defined in (25) depends on the the Hurst parameter H, we have the following results.
where σ H =
Proof of Main Theorem
In this part we will prove the main theorem 3.2 and 3.3, First of all let us introduce two Lemmas:
Proof. For fixed real number t, s ≥ 0, we have |t + s| 2H−2 ≤ |t − s| 2H−2 , then with the method of the web only Lemma 5.4 of [6] the conclusions are immediate. 
Proof of Theorem 3.2
The result in [6] gives the strong consistent for the LSE from the ergodicity but the increment of the sub-fractional Brownian motion is not stationary so we can not use the ergodicity. First of all,
on the other hand Now we only need to prove that
Let us define X t = X
First of all, with the property of ergodicity, we have
On the other hand,
From [10] we have the limit
Combining the equations (30) and (31), with the independence of X (1) t , X
(2) t and chebysev inequality, it is easy to see
which complete the proof.
Proof of Theorem 3.3
In fact the error of the LSE can be presented by
where F T is the double stochastic integral
From equation (29) and its proofs we know that 1 T T 0 X 2 t dt converges in probability and in L 2 as T tends to infinity to 1 2ϑ + Hϑ −2H Γ(2H). As presented in [6] we have to check the following two conditions:
T ) converges to a constant as T tends to infinity lim T →∞
H converges in L 2 to a constant as T tends to infinity.
To check 1), when W t and S H t are independent,
and lim T →∞
then the last three terms of EF 2 2,T will tend to 0 with the fact |s 2 + s 1 | 2H−2 ≤ |s 2 − s 1 | 2H−2 . Denote
ignoring the positive and negative we have
Take J T = which implies the equation (34). With this limit it is easy to see that
Now we will check the condition 2). For s ≤ T we have
First of all
T .
From the proof of Theorem 3.2 it is easy to know T of standard Brownian motion case in [6] , the Lemma 3.5 and the fact (s + t) 2H−2 ≤ |s − t| 2H−2 for s, t > 0 we have
The same method for the third term and lim T →∞ We want to prove that lim
Now let us look at the part
Since X t is Gaussian we can write
With the same proof of Theorem 3.4 in [6] , Lemma 3.4 and the independence of the W t and S H t in the mixed sub-fractional Brownian motion
In the same way we can prove that
which implies the equation (35) . It is not difficult to check that lim T →∞ EC T exists, then C T converges in L 2 to a constant.
The case of H ≥ 3/4
In this part, we will present the asymptotic behaviors for H ≥ 3/4, when the ideas of the demonstrations are the same as the Theorem 3.3 of the case H < 3/4, we only gives them a short proof. , that is
where F T is the same as in the case of 1/2 < H < 3/4 which will be
where the equality comes from the Lemma 6.6 in [7] . That is the first condition, the second condition is obvious when we add a term of 1 √ log T and T 8H−6 = 1 which achieves the proof.
Theorem 3.7. For H > 3/4, the least square estimator has the asymptotical properties
where R 1 is the Rosenblatt random variables defined in Theorem 5.2 in [7] .
Proof. We write the error of the LSE
but in this case, when H > 3/4 the condition 2) will not be satisfied. Fortunately we still have the following convergence:
With the similarity of the process ξ, from the Lemma 6.6 in [7] we have
which achieves the proof.
A practical estimator
Even we have obtained the least square estimator for the drift parameter and also proved the convergence in probability and the asymptotical properties, but from (26) we can see that the estimatorθ T depends on the unknown parameter ϑ and it is impossible to do the simulation. Observe that from equation (29) 1
Let us define a function p(ϑ) = 1 2ϑ + Hϑ −2H Γ(2H), then a practical estimatorθ T can be defined byθ
Obvious this estimator converges to ϑ in probability, we try to get the asymptotical normality of this estimator with Delta method, here we only present the case of H ∈ (1/2, 3/4), the other two cases are the same method.
simulation of sub-fractional Brownian motion
Until now, the only method we can find for the simulation of sub-fractional is the random walk (see e,g, [22] ), but this simulation is not stable because it is a weak convergence. Notice that
where (B H t ) t∈R is the real line fractional Brownian motion, we will try to simulate this process. The main idea follows: Take a sequence of (X n ) n∈Z\{0}
−n , n = 1, 2, 3, · · · , for fixed n, the vector Y = (X −n , · · · , X −1 , X 1 , · · · , X n ) forms a standard fractional Gaussian noise with 2n dimension, then we have
and we have the conclusion that for p, q ∈ Z + , the covariance of S H p and S H q are
Proof. We will use the mathematical induction to prove this conclusion. Without difference, we suppose p > q and
where ρ(|k|) is the auto-covariance of the fractional Gaussian noise, then
Using once more the mathematical induction for S H 1 and S H p we achieves the proof.
We give an Algorithm for this procedure to simulate S H T with distance d where T /d = N ∈ Z: • We simulate fractional Brownian motion B H 2T with distance d there are 2N points which we denote 0 = t 0 < t 1 < t 2 < · · · < t 2N = T, t i − t i−1 = d.
This procedure we can use such as Hosking method, Cholesky method, David and Harte method and Paxson method (see e.g. [23] , [24] , [25] ).
• Consider a vector Y of dimension 2N with
• Construct a new real line fBm denotedB H : 
simulation ofθ T
When we overcome the problem of sub-fractional Brownian motion, the estimation procedure with Monte carlo method is summarized as follows: (i) Set the sampling size N and the time span T and obtain the sampling interval by δ = T /N ; (ii) Set the values of two variables H and ϑ;
(iii) Use the method of Wood and Chan [25] to simulate the fBm and then the sub-fractional Brownian motion;
(iv) Set X 0 = 0 and simulate the observations X δ , . . . , X nδ for different values of H and ϑ. Here, we approximate the mixed sub-fractional O-U process by the Euler scheme:
For each case, we simulate ∈ Z + paths.
(v) Obtain the practical estimator,θ T , by solving the equation 1 N N i=1 X 2 iδ = ϑ −2H HΓ(2H) − 1 2ϑ , numerically.
Since the practice estimatorθ T just converges to ϑ in probability, we will present here its asymptotical property. Thus, we only need to focus on the distributions of the following statistics:
Here, the chosen parameters are ϑ=0.1, H=0.618 and we take T =100 and δ = 1 12 . We perform 10,000 Monte Carlo simulations of the sample paths generated by the O-U process. The histogram indicates that the normal approximation of the distribution of the statistic Φ(N, H, ϑ, δ, X). 
