In this paper, we compare two sophisticated publication-level approaches to ex-post citation normalization: an item-oriented approach and an approach falling under the general algorithmically constructed classification system approach. Using articles published in core journals in Web of Science (SCIE, SSCI & A&HCI) during 2009 (n = 955,639), we first examine, using the measure Proportion explained variation (PEV), to what extent the publication-level approaches can explain and correct for variation in the citation distribution that stems from subject matter heterogeneity. We then, for the subset of articles from life science and biomedicine (n = 456,045), gauge the fairness of the normalization approaches with respect to their ability to identify highly cited articles when subject area is factored out. This is done by utilizing information from publication-level MeSH classifications to create high quality subject matter baselines and by using the measure Deviations from expectations (DE). The results show that the item-oriented approach had the best performance regarding PEV. For DE, only the most fine-grained clustering solution could compete with the item-oriented approach. However, the item-oriented approach performed better when cited references were heavily weighted in the similarity calculations.
Introduction
Over the past two decades, bibliometric indicators based on citations have become increasingly more important in research assessments of scientific influence. Such assessments are sometimes multidisciplinary assessments, in which publications from different research fields are compared. Especially in these multidisciplinary cases, some form of field-normalization of citations is called for. There are subjects, and thereby the fields to which they are associated, that attract a lot of citations from adjacent subjects, tend to refer to recent publications and have long reference lists of which a large proportion of the cited references point to publications in the database. Such subjects will on average receive more citations per publication than subjects that attract few citations from adjacent subjects, tend to refer to older publications and have short reference lists of which many cited references point to publications outside the database. The indicated factors are not the only ones involved, but they undoubtedly have an effect on citation counts.
One can distinguish between two general approaches for removing or decreasing the variation in the observed distribution of citation counts over publications that arises from the publications' disparate subject matter: ex-post and ex-ante normalization. Ex-post citation normalization tries to adjust a raw enumerated citation count by relating it to a reference value calculated from a set of similar publications (e.g., Braun and Glänzel 1990; Colliander 2015; Moed et al. 1995; van Raan 1996; Waltman et al. 2011a, b) , whereas ex-ante citation normalization tries to arrive at a normalized citation score in the enumeration stage by some form of fractional counting (e.g., Glänzel et al. 2011; Leydesdorff and Bornmann 2011; Zitt and Small 2008; Zitt 2010 Zitt , 2013 . Although both methods have their pros and cons (Glänzel and Moed 2013) , in this work we deal exclusively with ex-post normalization.
In ex-post normalization, journal-based approaches have been-and still are-the norm. Typically, the reference sets for the target publications (i.e. the publications subject to normalization) are obtained from the journal subject categories in the Web of Science (WoS) database (Clarivate Analytics): the field of a target publication is defined as the WoS subject category, or categories, to which the journal of the publication has been (manually) classified. However, there are drawbacks with these journal-based approaches. For instance, it is possible that the subfields of a certain field, where the fields are defined at a given level of granularity, differ substantially from each other in terms of citation density (e.g., Adams et al. 2008; Neuhaus and Daniel 2009; van Eck et al. 2013 ; van Leeuwen and Medina 2012; Zitt et al. 2005) . Thus, using journal-based approaches in assessments of scientific influence might give rise to instances of the comparing-apples-with-oranges phenomenon.
Nowadays, though, there exist publication-level approaches to ex-post citation normalization. The CWTS Leiden Ranking 2018 1 involves a publication-level classification system obtained by use of a methodology proposed by Waltman and van Eck (2012) . WoS publications of the types Article and Review are clustered on the basis of direct citation links between them, and the clustering technique used is similar to modularity-based clustering (Newman 2004a, b) . Generated clusters (4047 so-called micro-level fields) are then used for the identification of reference sets for the target publications of the ranking. Quite recently, Colliander (2015) proposed an item-oriented approach to ex-post normalization.
In this approach, for a given item, in this context a given target publication, a reference set of thematically similar publications is automatically identified-without any clusteringand used as the basis for deriving a reference value. The publication-publication similarity estimation make use of both textual and citation-based information.
A number of earlier studies have dealt with the question how to best correct for variation in the observed citation distribution that stems from subject matter heterogeneity. Leydesdorff et al. (2013) and Radicchi and Castellano (2012) compared ex-post normalization approaches to ex-ante approaches. Four normalization approaches, one ex-post and three ex-ante, were compared by Waltman and Eck (2013a) in a large-scale study. This study used an improved evaluation methodology relative to the two works referred to above: different classification systems were used in the implementation and the evaluation of the ex-post normalization approach in order not to give this approach an advantage over the other approaches (Sirtes 2012) . Regarding what it means to correct differences in citation practices between fields, Waltman and Eck (2013a) used the following idea: the degree to which differences in citation practices between fields have been corrected is indicated by the degree to which the field-normalized citation distributions coincide with each other (Crespo et al. 2013) . This idea has also been utilized in works where the effectiveness of ex-post normalization approaches has been compared (e.g., Li and RuizCastillo 2013; Perianes-Rodriguez and Ruiz-Castillo 2017) .
In this study, we compare two sophisticated publication-level approaches to ex-post citation normalization: an approach that is similar to the approach used in the CWTS Leiden Ranking 2018, the latter approach briefly described above, and an approach similar to the one proposed by Colliander (2015) . We also include, as a benchmark, a traditional journalbased approach that is based on the WoS journal subject categories.
The remainder of this paper is organized as follows. In the next section, we describe the dataset of the study. In the third section, the approaches to ex-post citation normalization that we compare are described in detail. In the fourth section, we put forward our findings. In the final section, we discuss the findings and provide conclusions.
Data
The data source of the study was Bibmet, the bibliometric version of WoS at KTH Royal Institute of Technology (Sweden). Bibmet contains more than 50 million WoS publications, with the earliest publication year equal to 1980, and is updated quarterly. The dataset consists of all publications published year 2009, of the document type Article, included in the three journal indexes of WoS (SCI-EXPANDED, SSCI and A&HC) and published in journals classified as core journals by the CWTS Leiden Ranking 2015. To be classified as a core journal, a journal should have an international scope and a sufficiently large number of cited references to other core journals suggesting that the journal belongs to a field that is suitable for citation analysis (CWTS Leiden Ranking 2015 , Methodology 2015 . It turned out that 955,639 publications satisfied the stated conditions.
Ex-post normalization approaches
In an ex-post normalization setting, the reference value for the citation count ( x c i ) of a target publication ( x i ) can be given by:
where D is the set of publications (usually of the same publication type and publication year as x i ) in the bibliographic universe considered and (⋅) typically the identity function or some function that transform the raw citation count. The weight w ij determines the influence x j have on the reference value, and this weight is the main difference between ex-post normalization approaches. A normalized version of a publications citation count ( x c i ) can then, for example, be calculated as or where (2) and (3) express the difference between the observed citation count and the reference value in relative and absolute terms, respectively. For all calculations in this paper, is the natural logarithm of the result of adding 1 to the raw citation count (Thelwall 2019) . Moreover, the set D of Eq. (1) is in our case identical to the publication dataset of the study. Thus, the publications taken into consideration in calculating a reference value for an article x i belonging to the dataset are all articles and published in year 2009.
Traditional journal-based approach
We include the de facto standard for normalization of citation counts as a benchmark to the other considered approaches in this work. In that standard, the journal in which the publication is published is used as a proxy for the subject matter of the publication. Here, we use the journal subject categories of WoS. The corresponding classification system allows a journal (and thus its publications) to be classified into multiple categories, so w ij express some notion of the number of shared categories between x i and x j contrasted with the total number of categories that x i and x j belong to. If we let x g i denote the set of categories x i belongs to then can be used as an estimation of the similarity between x i and x j and is equal to the Jaccard similarity coefficent for x g i and x g j . We refer to the traditional journal-based approach used in this work as "WoS SC".
Algorithmically constructed classification system approach
A recent trend is to forgo journal-based classification systems and create a subject scheme based on publication-level data and clustering routines. In this work, we use a classification system obtained on the basis of a methodology of Waltman and van Eck (2012) , briefly
described in the introduction of this paper. The system, which has been implemented by the bibliometric group at KTH, is hierarchical and has four levels of clusters, where, for each level, the clusters are pairwise disjoint. For each cluster in the classification system, regardless of the level of the cluster, labels describing the content of the cluster have been automatically obtained on the basis of author keywords, journal names, names of WoS subject categories and words derived from address data.
The cluster size distributions are right-skewed and the median cluster size (median absolute deviation) for the lowest resolution, i.e., level 4, to the highest resolution, i.e., level 1, are: 31,780 (16,601), 1037.5 (570.5), 149 (114) and 18 (13).
Given a classification system constructed in this way, as it consists of mutual exclusive groups (clusters) for each level, w ij is binary and equals 1 if x i and x j belong to the same group, 0 otherwise. Note that in this case, Eq. (1) We use four approaches, under the general algorithmically constructed classification system approach, in this work, where these approaches differ from each other only with respect to classification system level. Let "DCC L4" ("DCC" for "Direct Citation Clustering", "L" for "Level"), "DCC L3", "DCC L2" and "DCC L1" denote the four approaches.
Item-oriented approach
An item-oriented approach does not make use of any clustering. Instead it makes use of a more direct methodology to calculate w ij . Any publication-level features can be used in an effort to estimate the subject similarity between x i and x j . The most obvious features are those derived from text and the reference lists of the publications. It is further compelling to use these feature sets in combination, i.e., in a hybrid similarity setting.
From the titles and abstracts of the 955,639 articles of the study, we extract nouns and adjectives, which are then stemmed, and from the reference lists we extract cited references that are processed by an automatic method similar to the one described in (Colliander and Ahlgren 2012) to partly correct cases where several distinct references, occurring in different publications, might represent the same publication due to spelling variation. After these operations, we represent each article x l by two vectors, one corresponding to textual data, one to cited references. For the former vector, we use the tf-idf (term frequency-inverse document frequency) scheme for generating term (i.e. stem) weights. The weight for article x l with respect to term q (
where freq ql is the frequency of term q in x l , n the number of considered articles (= 955,639), and n q the number of considered articles in which q occurs. In the vector corresponding to x l , the weight occurs in the qth position.
Regarding the vector for x l that corresponds to cited references, we use the idf part of Eq. (5), i.e. the rightmost factor. The weight for article x l with respect to cited reference r ( cr r (x l ) ) is defined as where a rl is 0 or 1, depending on if r is absent or present in x l , respectively, and n r the number of considered articles in which r occurs. In the vector corresponding to x l , the weight occurs in the rth position.
If we let sim cr (x i , x j ) and sim term (x i , x j ) denote the cosine similarity between (the corresponding vectors of) x i and x j when using cited references and terms respectively, then:
where are local per article normalization of the similarity values. The step corresponding to Eq. (8) is necessary as the similarity value distributions differ depending on if cited references or terms are used. The normalization helps making the parameter interpretable, i.e. any deviation from = 0.5 gives unequal weight to the different feature sets in the hybrid similarity value, w ij , given by Eq. (7).
When calculating cosine similarity based on text and cited references, we only consider the k-nearest neighbors (the k articles with the highest cosine similarity values, k being a parameter) for each feature set. If, say, k = 20, this means that the number of unique articles influencing the reference value is at maximum 40. This is partly for efficiency reasons (k-nearest neighbors can be calculated efficiently in large data sets) and partly conceptual (the large tail of very small similarity values for each article is of little interest in this context). Note that, regarding the fractions of Eq. (8), the two sim functions, corresponding to cited references and terms, are the sim functions obtained after application of the k-nearest neighbor approach. In this setting, sim cr (x i , x j ) can be 0 while sim cr (x j , x i ) > 0, or vice versa. The same is of course true for the term-based similarity as well. Indeed, there are exactly four possibilities regarding the two sim values for x i and x j , regardless of which type of similarity that is considered: both values are equal to 0, since x i ( x j ) does not belong to the k most similar articles for x j ( x i ); one of the values is equal to the original sim value ( x j belongs to the k most similar articles for x i or conversly), whereas one of the values is equal to 0; both values are equal to the two original sim values.
Remark
Our analysis involves two publication-level approaches to ex-post citation normalization, as well as a traditional journal-based approach, which uses WoS journal subject categories. Recall that the main difference between these three approaches is how the weight w ij is defined. The corresponding three weight definitions are given by Eqs. (4) and (7), and in the next to last paragraph of the sub section "Algorithmically constructed classification system approach". These equations/paragraph thereby play an important role in this paper.
Results
In this section, we evaluate the relative performance of the considered ex-post citation normalization approaches in two ways. We first examine to what extent the approaches can explain and correct for variation in the citation distribution that stems from subject matter heterogeneity. Then we consider a subset of the articles from life science and biomedicine and evaluate the fairness of the approaches with respect to their ability to identify highly cited articles when subject area is factored out.
Proportional reduction of variation in the citation distribution
We investigate the proportion of variation in the citation distribution that can be explained by taking the subject matter of the articles into consideration. We can consider the derivation of reference values by Eq.
(1) as a constrained prediction exercise, where we use information regarding an articles subject matter to predict its citation count. 2 Explained variation can be considered a measure of the relative gains in prediction accuracy when prediction is based on Eq. (1) rather than just using the overall mean as the best guess, which would be equal to no normalization. Thus, we define the proportion of explained variation, PEV, as:
where n is the number of articles. Figure 1 shows how the different normalization approaches affect PEV. While the DCC approaches only have one parameter, i.e. the resolution parameter, which influences the granularity of the clustering solutions of the classification system, this
In rare cases, the DCC approaches and the item-oriented approach might not produce a reference value for a target publication. With respect to DCC, this can happen if the publication ends up in a singleton cluster and in the item-oriented case if a publication does not share any references/terms with other publications. Instead of just removing these publications, we penalize such outcome in the evaluation of the approaches by using the overall mean of the citation distribution as the reference value. This should have minimal impact on the results presented here, though, as less than 0.3% of the publications are affected. In an applied setting, however, this might constitute a problem that demands manual ad-hoc fixes.
parameter of course has a massive effect on PEV. DDC L4 and DDC L3, corresponding to low resolution clustering solutions, perform worse than WoS SC, the approach based on the traditional journal classification approach (Fig. 1) . The item-oriented approach has two parameters whose values are not easily chosen. To gauge the effect of k in k-nearest neighbors and in the hybrid similarity calculations, we consider PEV values over this parameter space in Fig. 2 . The contour plot of the figure shows how PEV-values relate to the number of k-nearest neighbors and the weight and provides a two-dimensional view in which all points that have the same PEV-values are connected to produce contour lines. As can be seen, the PEV approach has its maximum when cited references are weighted heavily ( around 0.7) and the number of nearest neighbors for each feature set is relatively low (around 10-30). But the PEV values are pretty stable with respect to these parameters as long as not very low weighs are used as then the PEV values drop markedly. Note though, that adding the term-based feature set into the reference value calculation (i.e. < 1.0) in fact reduces PEV in most cases. With k ≈ 25 and γ ≈ 0.7, the item-oriented approach has the best PEV performance, followed by DCC L1, which corresponds to the most fine-grained clustering solution ( Fig. 1 ; PEV values equal to 27.32 and 19.16, respectively).
Expected proportions of top z% articles in subject groupings derived from MeSH
Another way to gauge the effect of the considered citation normalization approaches is to make use of an external subject classification scheme that-for the sake of this exercise at least-can be considered as a "ground truth" with respect to subject matter. Such (1) derived from the approaches DCC L1-L4, the item-oriented approach (the latter with parameters k = 25 and γ = 0.7, see more on this below) and WoS SC a classification scheme does not exist of course (if it would, we would indeed be using it for normalization). Instead, as a proxy, we consider here a subset of the articles for which arguable the most sophisticated item-level classification scheme is available, that is, articles from the medical domain that are classified with descriptors and subheadings from the Medical Subject Headings (MeSH) thesaurus. MeSH-a controlled vocabulary of biomedical descriptors that is used to describe the subject of articles in Medline-is created and updated by the US National Library of Medicine. The vocabulary contains more than 28 thousand MeSH descriptors that are arranged hierarchically by subject categories with more specific descriptors arranged beneath broader descriptors (National Library of Medicine 2019). MeSH descriptors can be designated as major indicating that they correspond to the major topics of the article, whereas non-major descriptors are added to reflect additional topics substantively discussed within the article. Further, approximately 80 subheadings (or qualifiers) can be used by the indexer to qualify a MeSH descriptor.
The effect of a particular citation normalization approach in this context can be assessed by looking at how the top z% of the articles are distributed over MeSH-based subject groups when the top z% is selected based on the normalized citation counts. Let D ⊆ D be the subset of articles with MeSH descriptors and
Further, let these articles be partitioned into G different subject groups based on the MeSH classification (as explained below) and let N g be the number of articles in the gth group. The size of the set of top z% articles is denoted by n z (the number of articles with a normalized citation count above the 100 − z percentile), which is normaly not excactly z% of all articles as there are ties in the normalized citation distribution. The expected number of articles from a given group if only the size of the group matters-and therefore not the subject matter of these articles-is n z ∕N ×N g . Deviations between the observed number of top z% articles in each subject group and the expected number of top z% articles can be considered as an indicator of how well the normalization approach corrects for subject matter when subject heterogeneous articles are compared.
In our case N = 456,045, and we create to two cluster solutions of different granularity based on the subject similarity estimated from MeSH descriptors and subheadings. First, we calculate a weight (information content, IC) for each descriptor (Zhu et al. 2009 
The vector position for the jth subheading connected to the ith descriptor is given by (m + 1) × i − m + j and the corresponding weight for article x l ( ji (x l ) ) is defined as Note that many descriptor-subheading pairs are nonsensical and will never exist in practice and the subheading in such a pair will thus always take on the value 0 in the vectors.
Finally, then, the subject similarity between the articles in D is estimated by the cosine similarity between their corresponding vectors defined above. These similarity 4 estimates are then used as input to a clustering routine-modularity clustering, smart local moving algorithm van Eck 2012, 2013b) -to partition the articles into subject (10) IC(desc i ) = − log(P(desc i ))
1 if subheading j and descriptor i are present in x l 0 otherwise coherent groupings. We create two partitions of different granularity: low resolution (resolution parameter equal to 2.0, 113 clusters) and high resolution (resolution parameter equal to 25.0, 1000 clusters).
We are now ready to give a precise description of the MeSH-based assessment of the normalization approaches. For a given partition (p), normalization approach (a) and percentile threshold (t), which defines the top z% articles, we summarize the deviations from expectations (DE) with where observed p,t,a, g is the number top z%, i.e. top (100 − t)%, articles in cluster g under partition p when normalization approach a is used and expected Figures 3 and 4 compare the effect the normalization approach has for different thresholds and for the low and high resolution partitions, respectively. Note that curves for nonnormalization of citations are included in the two figures.
As can be seen, the patterns are similar for the two partitions (although the sum of deviations is much larger for the high resolution partition). For higher threshold values, the item-oriented approach with = 1 (i.e., a solution based only on bibliographic coupling) has slightly lower deviation values than the DCC L1 and the item-oriented solution based on hybrid similarity ( = 0.7 ) in both partitions. That the item-oriented approach based only on cited references performs better than the item-oriented approach based on hybrid similarity is not completely surprising given Fig. 2 , where it was shown that involving terms in the calculations in most cases decreased PEV values. However, it is not unreasonable to expect that heavily weighting of terms in the item-oriented approach should correlate with lower deviation values as terms from titles and abstracts are less independent from MeSH descriptors and subheadings than cited references. This is not the case, though. In fact, an item-oriented approach based only on terms ( = 0 ) performs on pair with DCC L2 normalization with respect to deviation under the high resolution partition. Under the low resolution partition, the pure term item-oriented approach has deviation values that put it between DCC L3 and DCC L2.
Considering DCC L4, one can see that it is a far too coarse system for normalization and its performance is just slightly better than no normalization at all. Normalization based on the approach WoS SC has a large effect compared to no normalization at all but is still far from the better performing approaches.
Only DCC L1 can compete with the item-oriented normalization. However, the itemoriented approach performs better (except the version that is based on terms only), especially at the higher thresholds.
Inadvertently effects and over-normalization
It is reasonable to worry if a normalization approach that aims to reduce the effect of subject matter in fact does more than that in such a way that it has unwanted and counterintuitive consequences. Especially the more sophisticated approaches that work on article-level and make use of citation linkage and/or textual content, might they indirectly adjust the raw citation counts with respect to other (non-subject matter) characteristics of the articles? While this deserves thorough investigation, here we will briefly shed some light on this question by taking advantage of the finer graded article type classification that are available in Medline compared to WoS. Using the subset of biomedical and life science articles, we investigate the ordering of aggregates of Medline article types based on the average number of received citation before any subject normalization is made. This ordering is as follows, from high average citations received to low average citations received:
Meta-Analysis > Randomized Controlled Trial > Clinical studies > Journal article (Other) > Comment/letter/editorial > Case Report.
This ordering based on average citations received is in line with what one would expect based on the characteristic of these publication types such as scientific rigor, i.e., randomized controlled trials versus non-randomized clinical studies or case reports and the degree of information content, i.e., meta-analysis versus single studies articles. When the ordering is based on citations that are normalized with respect to subject matter, the ordering should reasonably stay intact. E.g., it would be strange if, on average, case reports where now ranked higher than randomized controlled trials. As can be seen in Table 1 , such a nonsensical effect of the considered normalization approaches is not observed. The rank order is intact, and the linear correlation is close (or equal) to 1.0 for all normalization approaches.
Discussion and conclusions
In this contribution, we have investigated two sophisticated article-level approaches to ex-post citation normalization. One of these approaches is item-oriented and has two parameters (k, ), whereas the other falls under the algorithmically constructed classification system approach and has one parameter (the resolution parameter). For the latter approach, four sub approaches were investigated, where these differ only with regard to clustering solution granularity. We also included, as a benchmark, a traditional journalbased approach, WoS SC, in which the WoS journal subject categories were used. For the whole set of articles and for the assessment measure PEV (proportional reduction of variation in the citation distribution), the item-oriented approach had the best performance ( k ≈ 25 , ≈ 0.7 ), followed by the sub approach DCC L1, which corresponds to the most fine-grained clustering solution among the four solutions used in the study. DDC L4 and DDC L3, corresponding to low resolution clustering solutions, performed worse than or similar to WoS SC. For the MeSH-based assessment of the normalization approaches, in which the measure DE (deviation from expectation) was used, only DCC L1 could compete with the item-oriented approach. However, the item-oriented approach performed better (when cited references were heavily weighted in the similarity calculations), especially at the higher percentile thresholds. Both evaluation methods we make use of to investigate the characteristics of the normalization approaches broadly paint the same picture with respect to the effectiveness of the approaches at correcting for subject matter effects on the amount of citations an article receives. The PEV method emphasizes that the reference set should contain highly subject similar publications with respect to the target publication whose citation count we seek to normalize and assumes that the degree to which this is the case correlates with the reference values ability to predict the observed citation count for the target publication. The DE method emphasizes that the citation distributions of different fields should differ as little as possible after normalization has been applied. Criterion such as these makes sense especially if citations are conceptualized as indicative of the influence a publication has (at a given snapshot in time) on surrounding research activities of comparable topicality, that is, in situations where we explicitly avoid differentiating between different specialties or scientific problem areas with respect to some notion of a hierarchy of importance. However, if citation counts are used within a theoretical framework that claims to assess scientific quality or importance in general, then normalization of the kind presented in this paper might be less appropriate.
A partial explanation for the observation that reference values given by the item-oriented approach that incorporate terms in the calculation of similarity estimates tend to perform worse than just using cited references might simply be that terms introduce more noise when publications from the same scientific problem area are to be identified compared with the case when cited references are used. While terms are connected to the communicative aspect of fields and specialties as it captures specific terminology, cited references connects to the cognitive aspects of a given scientific problem area as they mirror a shared body of theories, methods and important papers (Rons 2018) . Subject matter mismatch is probably more likely to happen when terms (as are far less specific than cited references) are used compared to when cited references are used for similarity estimation, especially using a quite simple and straightforward bag-of-terms approach as we do here.
The item-oriented approach generally performs better according to PEV and DE than the DCC approaches and this can be attributed to the supposition that the item-oriented approach probably is less likely to create reference sets that mostly include the output of a few authors citing each other-isolated from the scientific communication that goes on in their field of study-and such small clusters might be unable to form reasonable reference values (Waltman and van Eck 2013a) . This has more to do, though, with the use of direct citations than with the clustering approach as such. That the DCC approaches by design ignore the interrelatedness and overlap of fields and specialties while the item-oriented approach does not, is also likely to play a role in observed differences in their effectiveness. Small reference sets, as both the item-oriented approach and the DCC approaches can create are often questioned, since it can lead to situations where a publication is mainly compared with itself. However, this is only true when the target publication is itself a member of its own reference group. Note that we do not allow a publications' citation count to influence its own reference value. Our approach is non-standard in this regard but the praxis of including the target publication in its own reference group probably stems from the fact that traditional journal-based reference groups generally are very big and, in such cases, it hardly matters if we include the publication or not (but including it simplifies calculations). For the publication-level approaches we consider, though, this issue is very important as including the target publication in its own reference set could be problematic.
With respect to small or highly specific reference sets one can note that in a different but similar context of identifying relatedness measures for accurate clustering solutions of scientific articles, it has been shown that rather small values of k in top-k most similar publications yield more accurate clustering solutions than higher values of k (Waltman et al. 2019) . This finding can be said to be mirrored in the item-oriented approach and indicted in the DCC approaches.
We also note that, at least tentatively and on an aggregated level, that these publication-level and fine-grained approaches do not seem introduce any adverse effects as they preserve the common-sense citation ranking for publication types intact (e.g., randomized trials versus case studies).
While both publication-level approaches echoes the reasoning of Kostoff and Martinez (2005) that the only meaningful normalization approach is to select for each publication a small number of thematically similar publications and to compare the number of citations of a publication with the number of citations received by the selected similar publications, the item-oriented approach is arguably closer to this view than the DCC approaches. The DCC approaches use of direct citations is partly a result of efficiency restrictions with respect to implementation aspects. In principle, however, nothing hinders that direct citation is replaced or complemented with other data for similarity calculations and this would potentially increase its normalization effectiveness. One of the main strengths of the itemoriented approach is that it avoids to artificially place each publication in exactly one specialty, field or whatever notion of organizational and topical entities one tries to define and uses as a basis for the reference set construction. However, this strength might sometime become a weakness as it can be harder to communicate the result when one cannot make references to a classification system with labeled groups (even if it is possible to automatically generate content labels from the publications in a created reference set, as indeed has been done with respect to the four-level hierarchical classification system used in this study). The aim and context of the exercise in which normalized citation values are used will determine when the advantages outweigh the disadvantages.
As we have restricted the investigation to the ex-post family of normalization approaches, further inquiry is required to investigate how the best performing approaches we have studied fair against the best ex-ante approaches. Though this is an empirical question, there are some evidence suggesting that ex-ante approaches would not perform better than the item-oriented approach or a fine-graded DCC solution. Earlier research mostly identified ex-post approaches as being more efficient at reducing the variability in received citations due to subject matter heterogeneity. However, these studies have been criticized by Sirtes (2012) as being biased in favor of ex-post approaches and hence one would be advised not to put too much emphasis on these findings. Ex-ante approaches seem to have a small advantage over a particular instance of ex-post normalization when the bias in the evaluation methodology is removed (Waltman and van Eck 2013a, b) though this is somewhat disputed by Ruiz-Castillo (2014) . What is important here is that when ex-ante approaches have been shown to perform slightly better than ex-post approaches, the ex-post normalization considered have been based on WoS journal subject categories. As we have seen in this study, the item-oriented approach and the fine-graded DCC solutions by far surpass normalization based on these journal subject categories, making it unlikely that the best performing ex-ante approach would come out on top. This is an issue for future studies, however.
Finally, in future studies it might be of interest to investigate the correlation between ratings derived by these normalization approaches and peer rating. However, it is not obvious that peer review ratings are the ground truth against which these approaches should be assessed. The two methods might have quite different goals, especially if the conceptualization of the meaning of citations is a more modest one that does not extend beyond scientific peer influence at a given time. The fact that the reliability of peer review is not necessarily high and that the chance factor in peer review outcomes can be quite substantial also make such an investigation challenging, but nevertheless interesting.
