Abstract. The bilevel program is a sequence of two optimization problems where the constraint region of the upper level problem is determined implicitly by the solution set to the lower level problem. The classical approach to solving such a problem is to replace the lower level problem by its Karush-Kuhn-Tucker (KKT) condition and solve the resulting mathematical programming problem with equilibrium constraints (MPEC). In general the classical approach is not valid for nonconvex bilevel programming problems. The value function approach uses the value function of the lower level problem to define an equivalent single level problem. But the resulting problem requires a strong assumption, such as the partial calmness condition, for the KKT condition to hold. In this paper we combine the classical and the value function approaches to derive new necessary optimality conditions under rather weak conditions. The required conditions are even weaker in the case where the classical approach or the value function approach alone is applicable.
Introduction. In this paper we consider the following bilevel programming problem (BLPP):
BLPP min 
We allow p or q to be zero to signify the case in which there are no explicit inequality constraints. In these cases it is clear below that certain references to such constraints are simply to be deleted.
To simplify the exposition and to concentrate on the main ideas, we assume that F , G, f , g are twice continuously differentiable mappings on finite dimensional spaces, and we do not include equality constraints. The results can be easily generalized to the case in the presence of equality constraints in a straightforward manner. The results can be generalized to the case where F , G, f , g are Lipschitz continuous mappings on infinite dimensional spaces using appropriate variational analysis (see, e.g., [14, 15] ).
Although the bilevel programming problem was introduced to the optimization community only in the 1970s by Bracken and McGill [4] , the first formulation of a simpler case was introduced and used on the market economy by von Stackelberg [19] in 1934 and hence is also known in economic game theory as a Stackelberg game. Bilevel programming problems can be used to model a two-level hierarchical system where the two decision makers make their decisions on different levels of hierarchy. The game can be described as follows: For any possible decision vector x ∈ R n chosen by the leader, the follower will react optimally by choosing his decision vector y ∈ R m to minimize his objective function f (x, y) subject to constraints g(x, y) ≤ 0. If the lower level solution set S(x) is a singleton, then the leader chooses x (consequently the follower chooses y = S(x)) such that the leader's objective function F (x, S(x)) is minimized subject to the constraints G(x, S(x)) ≤ 0. However, if the solution set S(x) of the lower level problem is not a singleton, two approaches have been taken in the literature. The first is to assume that the follower cooperates with the leader. In this optimistic version of the bilevel problem, the follower allows the leader to choose which of them is actually used, and hence the leader is to choose his optimal decision vector x ∈ R n (consequently the follower will choose y ∈ S(x)) such that the leader's objective function F (x, y) is minimized for all (x, y) with y ∈ S(x) and G(x, y) ≤ 0. The problem BLPP models this optimistic version. The second approach argues for a conservative strategy that redefines the min x,y in the BLPP as min x max y . This pessimistic approach assumes the worst, that there is no cooperation from the follower. Bilevel programming has been an important research area over the last twenty years, and many researchers have made contributions to the area. The reader is referred to monographs [2, 8, 18] for applications of bilevel programming and recent developments on the subject, and to [9, 20] for a bibliography review.
In this paper we adopt the following standard notation. For any two vectors a, b in R n , we denote by a, b their inner product. Given a function F : R n → R m , we denote its Jacobian by ∇F (z) ∈ R m×n . If m = 1, the gradient ∇F (z) ∈ R n is considered as a column vector. Given a function f : R n × R m → R, we define ∇ 2 xy f (x, y) := ∇ x (∇ y f (x, y)), ∇ 2 yy f (x, y) := ∇ y (∇ y f (x, y)). For a subset A ⊆ R n , we denote by intA, coA the interior and the convex hull of A, respectively. For a matrix A ∈ R n×m , A is its transpose. To illustrate our approach we first review some background material for nonsmooth analysis. Let ϕ : R n → R be Lipschitz continuous nearx; the directional derivative and the Clarke generalized directional derivative of ϕ atx in direction d ∈ R n are defined by
respectively. The Clarke generalized gradient atx is a convex and compact subset of R n defined by
When ϕ is convex, the Clarke generalized gradient coincides with the subgradient in the sense of convex analysis, i.e.,
When ϕ is continuously differentiable, the Clarke generalized gradient is reduced to the usual gradient, i.e., ∂ϕ(x) = {∇ϕ(x)}. The following calculation rules for Clarke generalized gradients will be useful in the paper. Proposition 1.1 (see [5, 6] ). Let f, g : R n → R be Lipschitz continuous near x ∈ R n and α, β be any real numbers. Then
1.1. The first order approach and MPEC. The classical Karush-KuhnTucker (KKT) approach (also called the first order approach) for deriving necessary optimality conditions for BLPP (see, e.g., [3] ) was to consider the following one-level optimization problem where the lower level problem has been replaced by its KKT conditions:
KP min
. This approach, however, is only applicable to convex bilevel programming problems, i.e., those bilevel programming problems where the lower level problem is convex; i.e., f (x, ·), g i (x, ·) are convex functions, and a certain constraint qualification is satisfied for the lower level. Moreover, the resulting one-level problem KP belongs to the class of mathematical programs with equilibrium constraints, or MPECs [12, 16] , defined as follows:
For simplicity and easy reference in this section we assume that f is Lipschitz near z * and that all other functions are continuously differentiable. It is known that the usual constraint qualifications such as Mangasarian Fromovitz constraint qualification (MFCQ) will never hold (see [30, Proposition 1.1] ). Recently some optimality conditions for MPECs and the corresponding constraint qualifications have been developed. For easy reference we review only those that will be used in this paper; see [24, 26] for more detailed discussions.
Given a feasible vector z * of MPEC, we define the following index sets: 
A feasible point z * of MPEC is called a piecewise stationary point (P-stationary point) if for each partition of the index set β into P, Q there exists
2) and the the following condition hold:
Remark 1.1. Actually it is well known that the S-stationary condition is equivalent to the classical KKT condition for MPEC. A P-stationary point is equivalent to a Bouligrand stationary (B-stationary) point in the sense of [17] and is equivalent to a B-stationary point in the classical sense of [12] 
The above one-level problem is completely equivalent to the BLPP without any convexity assumption on the lower level problem. However, there are two issues that need to be addressed when using this approach. First, it is well known that V (x) may not be differentiable in general even in the case where all defining functions f, g are continuously differentiable, and hence the problem VP is in general a nonsmooth problem. To use the generalized Lagrange multiplier rule of Clarke [5] , V (x) is required to be Lipschitz continuous. This issue can be addressed as follows.
Let x ∈ R n . For any y ∈ S(x) we denote the set of KKT multipliers for the lower level problem P x at y as follows: 
Secondly, since the constraint (1.3) is actually an equality constraint, the nonsmooth MFCQ for the one-level problem SP will never be satisfied [28 Proof. The Fritz John-type necessary optimality condition for VP is the existence
The generalized Lagrange multiplier rule of Clarke [5, Theorem 6.1.1] applied to the above problem implies the existence of μ ≥ 0, η g not all equal to zero such that
which implies that the Fritz John condition for problem VP holds trivially with r = 0, η G = 0.
To cope with the second difficulty, the following partial calmness condition was suggested by [28, 29] as a condition under which a local optimal solution of BLPP satisfies the generalized Lagrange multiplier rule of Clarke. Definition 1.3 (partial calmness for VP). Let (x,ȳ) be a local solution of VP. We say that VP is partially calm at (x,ȳ) if there exists μ > 0 such that (x,ȳ) is a local solution of the following partially penalized problem:
Sufficient condition for partial calmness can be found in [22, 28, 29, 30] . Under the partial calmness condition, the constraint (1.3) which causes the usual constraint qualification to fail is moved to the objective function, and hence the generalized Lagrange multiplier rule of Clarke is applied to the problem (VP) μ to obtain a KKTtype necessary optimality condition in [28, Theorem 3.1]. The value function approach was further developed in Ye [25, 27] using other constraint qualifications such as the Abadie constraint qualification. For the case where the value function is convex, it was shown in [25, 27] that the resulting KKT condition takes a simpler form in which only one solution of the lower level optimal problem is involved. Under the partial calmness condition this simpler KKT condition was proved to hold under the assumption of inner semicontinuity of the solution mapping of the lower level program [11] .
Unfortunately optimal solutions of many nonconvex bilevel programming problems where the lower level problem is not convex do not satisfy the KKT conditions derived by using either the MPEC approach or the value function approach. In this paper we derive a new KKT condition by using a new approach which is a combination of the classical KKT and the value function approach. The resulting necessary optimality condition is much more likely to hold since it contains the ones derived by using the MPEC and the value function approach as special cases. In the case where the lower level problem is convex or the lower level problem has a unique solution and a unique multiplier at the optimal solution of the bilevel problem, the resulting KKT condition reduces to either the S-stationary condition or P-stationary condition by using the MPEC approach, and in the case where the multipliers corresponding to the KKT conditions of the lower level problem are zero, it reduces to the KKT condition derived by using the value function approach. And even in these cases our sufficient conditions for the KKT conditions to hold at a local optimal solution are new and weaker than some of the existing conditions. We organize our paper as follows. In section 2, we use a simple example to illustrate our approach and in the meantime derive a KKT condition for the special case of the bilevel programming problem where the lower level has no constraints. In section 3 we provide our results for the general bilevel programming problem. We conclude our paper with some illustrative examples in section 4. In particular we include an example for which our new necessary condition applies but neither the classical KKT condition nor the value function approach applies.
2. An example. To illustrate the difficulties of bilevel programming problems and our approach, we consider the following example from Mirrlees [13] .
Example 2.1 (Mirrlees' problem).
The first order necessary condition for minimization of the lower level objective function with respect to y is
Hence each x and y, stationary points of the lower level problem, are related by the equation
which is a smooth and connected curve as shown in Figure 1 . Since the objective of the lower level problem is not convex in variable y, for each fixed x, not all corresponding y's lying on the curve are global optimal solutions of the lower level problem. The true global optimal solutions for the lower level problem are identified as a disconnected curve with a jump atx = 1 (the darker curve in Figure  1 ), which represents the feasible region of the bilevel program.
Although atx = 1 bothȳ = 0.957 and y 1 = −0.957 are the global optimal solutions of the lower level problem, the global optimal solution of the Mirrlees' problem is shown to bex = 1,ȳ = 0.957. However, by the classical first order approach, one would consider the optimization problem with the first order condition (2.1) as a constraint and find three solutions (x, y) = (0.895, 1.99), (x, y) = (0.42, 2.19), (x, y) = (−0.98, 1.98) to the Lagrange multiplier rule. Since these three solutions do not include the optimal solution (x,ȳ) = (1, 0.957), by using the first order approach, one would miss the optimal solution of the bilevel program completely.
The solution of Mirrlees' problem will not change if we add the constraint y ∈ [−2, 2] into the lower level problem. Hencex = 1,ȳ = 0.957 is still the optimal solution to the bilevel programming problem
where S(x) is the solution of the lower level problem
The value function for the lower level problem is
−xe
By the value function approach, Mirrlees' problem (Example 2.1) is equivalent to the following single level optimization problem:
The following result can be obtained from Danskin's theorem, stated on page 99 of [6] (also see [7] ). 
By Danskin's theorem, the one-level problem VP is an optimization problem with Lipschitz continuous and continuously differentiable problem data. By the nonsmooth generalized Lagrange multiplier rule of Clarke [5, Theorem 6.1.1], there exist nonnegative scalars λ, μ not all zero such that
The above condition is a nonsmooth version of the Fritz John necessary optimality condition. In the case where the Lagrange multiplier corresponding to the objective function λ is equal to zero, the above condition does not include the objective function and hence does not provide any useful information about the optimality. We now show that this is the case for Mirrlees' problem. Sinceȳ = 0.957 is an interior point of [−2, 2] and is an optimal solution of the lower level problem, ∇ y f (x,ȳ) = 0. But ∇ y F (x,ȳ) = 0. So the above Lagrange multiplier rule holds only if λ = 0. This shows that for the equivalent problem obtained by using the value function approach, the KKT condition does not hold at the optimal solution. Hence the value function approach fails to provide a KKT necessary optimality condition.
To explain our new approach, we now consider the following optimization problem in which we add the first order condition to the problem VP:
Since the first order condition holds at (x,ȳ), the constraint (2.2) is redundant, and hence (x,ȳ) is still the optimal solution of the above problem. By the nonsmooth generalized Lagrange multiplier rule of Clarke [5] , there exist
As verified in Mirrlees [13] , atx = 1 bothȳ = 0.957 and y 1 = −0.957 are solutions of the lower level problem Px. Hence by Proposition 2.1,
Hence the nonsmooth generalized Lagrange multiplier rule of Clarke implies the ex-
It is now easy to verify that the above condition holds for λ = 1, μ = 2.05/1 − α, β = −0.04918, α ∈ [0, 1). Since multipliers for both the first order condition and the value function constraint are not zero, it is clear that both the first order approach and the value function approach fail for Mirrlees' problem. Actually Mirrlees pointed out in [13] that there are many similar bilevel programming problems in the class of moral-hazard model principal-agent problems in economics, and hence it is extremely important to find an approach that will solve these types of problems. Let us analyze why the value function approach fails even though the value function reformulation VP is completely equivalent to the original bilevel programming problem BLPP. Let us consider the perturbed objective function of the bilevel programming problem:
Hence the directional derivative of the perturbed objective function is
It is clear that for any μ ≥ 0 and any direction (dx, dy) such that dx = 0, dy > 0,
which implies that (x,ȳ) is not a local minimum of the perturbed problem min F μ (x, y) for any μ ≥ 0, and hence the problem VP is not partially calm. Let M = {(x, y) : ∇ y f (x, y) = 0} represent the set described by the first order condition (2.1). Then at the point (x,ȳ) ∈ M, the tangent plane of M at point (x,ȳ) is 
So in every direction of the tangent plane of the curve described by the first order condition, the perturbed objective function of the bilevel programming problem is nonnegative. That is, d = (dx, dy) = (0, 0) is an optimal solution to the following linearized perturbed problem for some μ > 0:
Since the directional derivative is a convex function as a function of the direction, the above problem is a convex program with linear constraints. Since d = 0 is an optimal solution, there exists ξ ∈ ∂Φ(0), the subgradient of Φ in the sense of convex analysis, and a multiplier β such that
By the definition of subgradient in the sense of convex analysis, ξ ∈ ∂Φ(0) if and only if
By the definition of the Clarke generalized gradient, the above inequality implies that ξ ∈ ∂F μ (x,ȳ). By the calculus rule in Proposition 1.1 it follows that
and consequently
By Carathéodory's theorem, the convex subset co{∇ x f (x, y ) : y ∈ S(x)} of R n can be represented by not more than n + 1 elements at a time. Hence by Proposition 2.1,
Actually we have proved the following theorem. Theorem 2.1. Let (x,ȳ) be a local optimal solution to the bilevel programming problem
where S is a compact subset of R m and F, f are continuously differentiable functions at (x,ȳ). Suppose thatȳ ∈ intS and there exists μ ≥ 0 such that
Remark 2.1. (i) According to [13] , (x,ȳ) is f -critical ifȳ ∈ arg min y f (x, y), but there is no neighborhood N of (x,ȳ) such that (x , y ) ∈ N, ∇ y f (x , y ) = 0 imply that y ∈ arg min y f (x , y). In [13, Theorem 2] Mirrlees showed that if (x,ȳ), an optimal solution of the bilevel programming problem, is not f -critical, then the classical first order approach applies. For the case where an optimal solution of the bilevel programming problem is f -critical, such as in Mirrlees' problem, no general KKT condition was given in [13] . However by using a heuristic argument, Mirrlees suggested a KKT condition for the case of the bilevel programming problem for which there are two distinct maximaȳ and y 1 of f (x, ·), there being no others. It is easy to see that for this special case (omitting the upper level constraint H = 0 in Mirrlees' paper), the form of the KKT condition in (52) on page 17 of [13] coincides with our KKT condition in Theorem 2.1. Note that a rigorous proof of the KKT condition for this special case in [13] would require a constraint qualification, and our result in Theorem 2.1 fills this gap by providing a constraint qualification under which the KKT condition for the general case holds.
(ii) In Araujo and Moreira [1, Theorem 3.1 and Corollary 2], a similar form of the KKT condition for a bilevel program is given where the leader's decision x belongs to an infinite dimensional Banach space and the lower level decision y is a real number in a compact interval. Note that although our results are stated for the finite dimensional space for simplicity, it is possible for us to generalize them to the case where x belongs to an infinite dimensional space. There are two restrictions with the approach of Araujo and Moreira. The first one, as the authors pointed out [1, p. 27] , is that it is not possible to extend [1, Theorem 3.1 and Corollary 2] to the multidimensional case using their method. The second restriction is the possibility of generalizing their method to the general bilevel program where the lower level has a constraint g(x, y) ≤ 0 depending on the leader's decision variable x. Since the method of Araujo and Moreira is based on writing the bilevel program as a sequential minimization problem with respect to y and x, it is unlikely that the method can be generalized.
Combined MPEC and the value function approach.
In this section we consider the general BLPP defined as in section 1. Analysis of Example 2.1 suggests that we should consider the following combined problem:
CP min
We now study the relationship of CP and BLPP in the following proposition. Proof. Let (x,ȳ) be a local optimal solution to BLPP. Then there exists U (x,ȳ), a neighborhood of (x,ȳ) such that
where F denotes the feasible region of BLPP. Sinceȳ is the global optimal solution of the lower level problem Px, by the KKT condition, there exists a multiplierū such
Therefore (x,ȳ,ū) is a feasible solution to problem CP. Now let (x, y, u) be a feasible solution to problem CP such that (x, y) ∈ U (x,ȳ). Then it is obvious that (x, y) is a feasible solution of BLPP. By (3.2), (x,ȳ,ū) is a local (global) optimal solution of CP. Conversely, suppose that (x,ȳ,ū) is an optimal solution to CP on
where F 1 is the feasible region of CP. Let (x, y) ∈ U (x,ȳ) be a feasible solution of BLPP; then, by the assumption, the KKT condition holds, and hence there exists u such that (x, y, u) is a feasible solution of problem CP. The optimality of (x,ȳ) for problem BLPP follows from (3.3).
Suppose that the value function V (x) is Lipschitz continuous near the optimal solution; then the problem CP is an MPEC with continuously differentiable and Lipschitz continuous problem data. However, due to the value function constraint (3.1), we can argue as in Proposition 1.3 that the usual MPEC constraint qualifications such as MPEC LICQ and MPEC piecewise MFCQ will never hold. Since the value function is usually not linear, the MPEC linear CQ is unlikely to hold as well. We propose the following partial calmness condition for CP. 
Take as given a feasible vector (x,ȳ,ū) in the feasible region of (CP ) μ . We define the following index sets: 
We say that (x,ȳ,ū) is a P-stationary point based on the value function if for each partition of the index set
such that (3.5)-(3.7) and the following condition hold:
Applying Theorem 1.1 to the problem (CP ) μ , we obtain the following result immediately. However, the partial calmness condition may be difficult to verify. In the rest of this section we introduce some conditions which are weaker and easier to verify than the partial calmness condition.
It can be shown easily that the linearization cone of the feasible region of CP μ can be described as follows. 
Since the feasible region of an MPEC may be nonconvex, it is unreasonable to expect that the usual linearization cone of the feasible region F is equal to the tangent cone of the feasible region. However, in the MPEC literature, it is known that under weak assumptions the MPEC linearization cone defined as follows is equal to the tangent cone of the feasible region. When the tangent cone is equal to the MPEC linearization cone it is said that the MPEC Abadie constraint qualification holds. The reader is referred to Ye [26] for sufficient conditions for the MPEC Abadie constraint qualification to hold. 
Theorem 3.1. Let (x,ȳ,ū) be a local solution to CP. Suppose that the value function V (x) is Lipschitz continuous nearx. If
for some μ ≥ 0, then (x,ȳ,ū) is a P-stationary point of CP. If
is an optimal solution to the following linearized problem:
The objective function of the above problem is a nonsmooth convex function, and the constraint functions are all linear in variable (d, v) . Hence the MPEC linear CQ holds. Applying Theorem 1.1, we conclude that for each partition P, Q of I 0 there exist multipliers
By the calculus rules for Clarke generalized gradients, one has
The conclusion that (x,ȳ,ū) is a P-stationary point of CP follows from replacing η u by ∇ y g(x,ȳ)β. Now suppose that (3.9) holds. Then (d, v) = (0, v) is an optimal solution to the following linearized problem:
The conclusion that (x,ȳ,ū) is an S-stationary point of CP follows from applying the nonsmooth KKT condition to the above optimization problem.
The necessary optimality conditions obtained in Theorem 3.1 involve the Clarke generalized directional derivative and the Clarke generalized gradient of the value function. In some practical circumstance, calculating the Clarke generalized gradients may be difficult or impossible. We now introduce two new conditions under which our new necessary optimality conditions hold. Our new conditions do not involve either the Clarke generalized directional derivative or the Clarke generalized gradient of the value function.
Definition 3.5. Take as given a feasible vector (x,ȳ,ū) of (CP μ ). We say that CP is MPEC-weakly calm at (x,ȳ,ū) with modulus μ if
We say that CP is weakly calm at (x,ȳ,ū) with modulus μ if
{ξdx}, the MPEC-weakly calmness condition and the weakly calmness condition are weaker than conditions (3.8) and (3.9), respectively. In fact for the Mirrlees problem, section 2 has illustrated that the weakly calmness condition does not hold. If CP is MPEC-weakly calm at (x,ȳ,ū) with modulus μ ≥ 0, then for each partition of the index set I 0 into P, Q there exist
(ii) The new S-or P-type optimality conditions obtained in Theorem 3.2 are in general weaker than the S-or P-stationary conditions, respectively. However, they are the most suitable surrogates for the S-or P-stationary conditions, since by the sensitivity of the value function
and the equality holds under certain conditions.
Illustrative examples.
In this section we use some nonconvex bilevel programming problems to illustrate the necessary optimality conditions we obtain in Theorem 3.2. We first examine the example given by Vogel in his Ph.D. thesis and later included by Dempe in his recent monograph.
Example 4.1 (see Vogel [21] , Dempe [10] ).
It is easy to see that
and the optimal solution of the bilevel problem isx =ȳ = −2.
If the classical KKT approach is used, then the resulting one-level problem is min (y + 1)
However, the optimal solution of the above problem isx ≤ −1,ȳ = −1,ū = 0, and the optimal solution of the bilevel program and the corresponding multiplier x =ȳ = −2,ū = 9 do not satisfy the KKT condition of the above problem. Hence the classical KKT approach fails for this example. Now
and for The above KKT condition holds at (x,ȳ,ū) = (−2, −2, 9) with λ 1 = 0, λ 2 = 1, β = 0, η g = 0, μ = 2/9. Since μ is not equal to zero but β is equal to zero, the value function approach works but the classical KKT approach fails. This example shows that our theorem includes the KKT condition derived by using the value function approach as a special case for the nonconvex bilevel programming problem.
We now modify the objective function of the upper level problem so that it becomes the following problem. holds at (x,ȳ,ū) = (1, 1, 0) with β = −1/3, η g = 0, μ ≥ 0. Since the solution set S(x) is a singleton and the corresponding multiplier is a singleton as well for this example, our KKT condition actually reduces to the KKT condition derived by using the classical KKT approach. But the problem in this example is a nonconvex bilevel programming problem. Hence this example illustrates that our result provides a sufficient condition under which the KKT condition derived by the classical KKT approach is valid even for a nonconvex bilevel programming problem. holds at (x,ȳ,ū) = (1, 1, 9) with λ 1 = 1, λ 2 = 0, u 2 = 0, β = 1/3, η g = 0, μ = 1/9. Note that since neither β nor μ is equal to zero, both the classical KKT approach and the value function approach fail, and only the combined KKT and the value function approach will work for this example.
