We present several numerical algorithms for six-degree-of-freedom rigid-body registration of line fiducial objects to their marks in cross-sectional planar images, such as those obtained in CT and MRI, given the correspondence between the marks and line fiducials. The area of immediate application is frame-based stereotactic procedures, such as radiosurgery and functional neurosurgery. The algorithms are also suitable to problems where the fiducial pattern moves inside the imager, as is the case in robot-assisted image-guided surgical applications. We demonstrate the numerical methods on clinical CT images and computer-generated data and compare their performance in terms of robustness to missing data, robustness to noise, and speed. The methods show two unique strengths: ͑1͒ They provide reliable registration of incomplete fiducial patterns when up to two-thirds of the total fiducials are missing from the image; and ͑2͒ they are applicable to an arbitrary combination of line fiducials without algorithmic modification. The average speed of the fastest algorithm is 0.3236 s for six fiducial lines in real CT data in a Matlab implementation.
I. INTRODUCTION
In this paper, we present several numerical methods for rigid body coregistration of line fiducials and their corresponding cross-sectional image, such as a CT or MRI image slice. Our work originates from frame-based stereotactic procedures, such as stereotactic radiosurgery and functional neurosurgery. Traditional stereotactic registration algorithms have an excellent track record in these applications, where the frame is rigidly fixed to the patient and only preoperative imaging is used. At the same time, however, classic registration methods begin to show their limits when used outside the scope of their original design. In this paper we discuss new challenges for frame-based stereotactic registration and present alternative computational methods to solve those problems.
Stereotactic head frames have been used for over two decades. Initial applications were intracranial neurosurgery and radiosurgery. [1] [2] [3] The methodology has been further extended for extracranial radiotherapy applications, 4 -7 and then recently for robotically assisted surgery. 8, 9 Popular registration algorithms follow the theme described by Brown 1 and many years later by Susil 10 and Masamune. 9 Classic stereotactic fiducial frames are composed of nine fiducial rods, which are arranged in three N-shaped motifs. Some of the frequently used stereotactic fiducial frames are shown in Fig. 1 . These head frames are highly redundant fiducials that provide robustness against image processing errors. The strength of these registration systems is the ability to achieve concurrent registration and target definition from a single image slice using a simple calculation with a closed formula. The pioneers of stereotaxy ͑Brown, Kelly, Leksell et al.͒ [1] [2] [3] were successful in maximizing accuracy while still minimizing computational complexity. These registration systems have served reliably in classic applications where the frame is rigidly attached to the body and the imaging protocol is strictly controlled in a preoperative session. Emerging intraoperative imaging, however, presents new challenges.
Classic registration methods uniformly fail when the pattern of fiducials is incomplete, i.e., when certain rods are missing from the cross-sectional image. This problem has always been present in frame-based stereotactic navigation, but it became critical with the advance of fast imaging scanners, allowing for intraoperative stereotactic navigation. In these applications, the stereotactic frame is not necessarily attached to the patient, allowing for greater maneuverability. As a result, the fiducial frame can move outside the field of view during the procedure, causing fiducial rods to be missing from the image. In robotically assisted surgery, the endeffector of a robot can be registered to the scanner using a rigid body fiducial frame attached to the end-effector. Susil 10 suggested a miniature version of a stereotactic head frame. Masamune 8, 9 built the first clinically applicable embodiment of Susil's prototype. Susil's device and Masamune's device are displayed in Figs. 2͑a͒ and 2͑b͒, respectively. Early experience with Masamune's device revealed 11 that the incompleteness of data tends to be a chronic problem because it is common for the robot to accidentally move the fiducial frame out of the field of view, causing the image slice to become incomplete for registration. Figure 3 illustrates an image of Masamune's device with an incomplete number of fiducial rods. Traditional methods cannot handle this problem without acquiring extra images, which costs time and exposes the patient to unnecessary radiation.
Classic registration algorithms must be ''reinvented'' each time when the geometric description of the frame ͑shape, assembly of rods, etc.͒ changes. This is particularly inconvenient when one needs to go through several prototypes of a new design. Image-guided robots must often work in tight spaces like inside the gantry of a CT, where there may not be sufficient room for a conventional fiducial device composed of a triplet of V-or N-shaped planar motifs.
The foregoing problems could be eliminated by a computational method that is invariant to the number and assembly of fiducials in the stereotactic frame. In this generic scenario, conventional fiducial devices like the BrownRoberts-Wells 1 or Kelly 2 head frames in Fig. 1 are uniformly handled, and incomplete scans also fit in the framework.
There are additional requirements for a new registration method. Very importantly, it must be resistant to noise in the input data. One of the inputs to the registration algorithm is the two-dimensional coordinates of the fiducial marks in the cross-sectional image. This information is produced by an image processing program that is not the subject of this investigation. It is conceivable that the locations of fiducial marks are not exactly identified in the medical images, due to suboptimal imaging and image processing techniques. These errors are considered to be ''noise'' in the input to the registration algorithm.
As we mentioned earlier, in many applications a single slice must be sufficient for full ͑six degrees-of-freedom͒ registration. Other works have been performed with other criteria in mind. For instance, Zylka et al. 12 assumed that all the image slices have been acquired without motion of the head frame between image slices ͑all slices were parallel͒, and they registered the lines from the 3-D volume of image data to the head frame. They, however, did not solve the problem of registering planar point patterns to lines in space; therefore their approach is not applicable to single-slice-based registration.
The algorithms sought must also run reasonably fast, in order to be useful in intraoperative applications. Computation time longer than one second would be prohibitive.
The mathematical problem in this paper is basically to register a planar image in space, given a set of known lines in space, given a pattern of points in the plane, and given a correspondence between the lines and points. Figure 4 displays Masamune's device when seven intersection points are generated in an image plane. While the problem of registering one set of points to another has received a lot of attention, the general problem of registering points to lines has not been studied as extensively.
14 There are two variants of this problem that are addressed here. In the first, we are interested in finding the equation of the plane. If we know this, then the planar registration of one planar set of points to the other can be performed afterward. In the second formulation of the problem, a frame of reference is attached to the intersecting plane, and we solve for the position and orientation of this frame in three-dimensional space. Hence, in the first approach two three-parameter problems are solved sequentially, while in the second approach one six-parameter problem is solved. We present several algorithms for both mathematical approaches. We demonstrate the numerical methods on clinical CT images and computer-generated data. We compare their performance in terms of robustness to missing data, robustness to noise, and speed. We implemented our algorithms as Matlab programs to prove the computational feasibility.
II. MATHEMATICAL BACKGROUND AND NOTATION
In this section we review the fundamental mathematics of lines in space and rigid-body motions to the extent needed to formulate and solve the registration problems presented later in this paper.
A. Parametric description of lines in space
The position of points in three-dimensional space are denoted with vectors xϭ͓x 1 ,x 2 ,x 3 ͔ T R 3 , where the superscript T denotes the transpose of a vector or a matrix. A line in space is defined by the position of any point through which the line passes, together with a unit vector specifying the direction of the line. In parametric form, a line is given by the equation
where s is the distance along the line measured from the point p, and v is the unit vector specifying the direction of the line. Given multiple lines, x 1 (s 1 ),...,x n (s n ), the ith will be defined by the vectors p i and v i .
B. Review of rigid-body kinematics
A spatial rigid-body motion consists of a rotation and a translation which act on a position vector as xЈϭRxϩb, where x, xЈ, bR 3 and RSO(3) ͑the three-dimensional rotation group͒. The pair gϭ(R,b)SO(3)ϫR 3 describes both motion of a rigid body and the relationship between reference frames fixed in space and in the body. Furthermore, motions characterized by a pair (R,b) could either describe the behavior of a rigid body or of a deformable object undergoing a rigid-body motion during the time interval for which this description is valid.
Consider a rigid-body motion that moves a reference frame originally coincident with the ''natural'' space-fixed frame ͑I,0͒ to (R 1 ,b 1 ). Now consider a relative motion of the frame (R 2 ,b 2 ) with respect to the frame (R 1 ,b 1 ). That is, given any vector x defined in the terminal frame, it will look like xЈϭR 2 xϩb 2 in the frame (R 1 ,b 1 ). Then the same vector will appear in the natural frame as
The net effect of composing the two motions ͑or changes of reference frame͒ is equivalent to the definition
From this expression, we can calculate the motion (R 2 ,b 2 ) that for any (R 1 ,b 1 ) will return the body-fixed frame to the space-fixed frame. All that is required is to solve R 1 R 2 ϭI and R 1 b 2 ϩb 1 ϭ0 for the variables R 2 and b 2 and given R 1 and
Thus, we denote the inverse of a motion as
This inverse, when composed either on the left or the right side of (R,b), yields ͑I,0͒. The set of all pairs (R,b), together with the operation ‫,ؠ‬ is denoted as SE (3), which is the three-dimensional rigid-body motion group. It is often convenient to represent elements of this group using 4ϫ4 homogeneous transformation matrices:
Left and right differential operators X i L and X i R for i ϭ1,...,6 acting on functions on SE(3) are defined in analogy with the definition of the partial derivative ͑or directional derivative͒ of a complex-valued function of R N -valued argument. For small displacements from the identity, I, along or about a coordinate axis, the homogeneous transforms representing infinitesimal motions look like
where iϭ1,2,3 and iϭ4, 5, 6 , respectively, correspond to rotations or translations for x, y, and z axes and 
Given that elements of SE(3) ͑viewed as homogeneous transforms͒ are parametrized as HϭH(q)
, where q is a sixdimensional array of rotation and translation parameters, differential operators take the form
͑5͒
Since H and H i (⑀) are 4ϫ4 matrices, we henceforth drop the ‫''ؠ''‬ notation since it is understood as matrix multiplication.
If we want to analytically minimize a function of rigidbody motion, f (H), we set
for iϭ1,...,6 and solve the resulting six equations. If we want to minimize f (H) numerically, we do gradient descent by using a numerical approximation to Eq. ͑4͒ or Eq. ͑5͒. For example, if for small values of ⑀,
is negative, then this indicates that this is a favorable direction in which to update the rigid-body motion as H→H"(I ϩ⑀Ẽ i ). If it is positive, then update as H→H"(IϪ⑀Ẽ i ). If it is close to zero, then do not update in this direction. This process is repeated by cycling through values of subscript i until a minimum is reached.
III. NUMERICAL METHODS

A. Solving a system of polynomials "algorithm 1…
The technique presented in this section uses Eq. ͑1͒ to find the plane in space in which the image must lie. After this plane is found, existing point-to-point registration techniques are used to determine the rigid-body motion between frames.
Determination of the image plane in space
Suppose we are given a head frame with three fiducial lines and three corresponding fiducial points in the planar image. The problem of finding the location of the image plane in space can be solved by simultaneously satisfying three constraint equations of the form (1, 3) , (2, 3) ͖. In general, if more than three fiducials are used, this problem is overdetermined, so only an approximate solution is possible. As shown in Fig. 5 The constants a i j , b i j , i j , and c i j all come from the geometry of the problem and cos ij ϭv i "v j .
The approach we take is to iteratively solve the system of polynomials by assuming that each of the parameters can vary with ''artificial'' time. We make an initial guess s i (0) ͑in practice, this guess corresponds to the plane whose normal is the axis of the head frame with a value of c i j that causes this plane to cut the head frame in half͒.
Then we take the time derivative to get
The right-hand side follows from the fact that c i j is a constant. We can assemble the three equations of the form in Eq. ͑7͒ as
J͑s͒ṡϭw. ͑8͒
The problem does not dictate the behavior of ḋ i j in the mathematical model. However, if we specify
where (d i j ) measured denotes the Euclidean distance between the ith and jth fiducial points in the image plane, then iterating Eq. ͑8͒ with the simple update rule
converges to the solution as long as det(J) 0 and ͉͉w͉͉ is small for all values of s encountered during the iterations.
This method can be extended with a slight modification to cases where more than three lines are involved. For instance, if n lines are considered, n(nϪ1)/2 constraint equations are obtained in the form of Eq. ͑6͒. The update rule in this case is
The execution of this method with a number of different input data can be used to generate a look-up This look-up table method was implemented by using three-dimensional linear interpolation that is essentially the three-dimensional extension of the following equation of one-dimensional linear interpolation:
Due to limited disk space and time for the generation of the 
Determination of rigid-body motion
After obtaining the arclength of lines using methods described in the previous section, it remains for us to determine the rigid-body motion of a frame fixed to the image plane relative to the space-fixed reference frame. We assume here that the correspondence between points in the two-point sets has been established a priori, and we seek to find the relative rigid-body motion that will best match the two sets of points in the sense of least squared error. This is what we call the static rigid-body motion estimation problem with a priori correspondence. [15] [16] [17] In the context of computer vision and image analysis, many other related pose determination/ estimation problems have been studied extensively. 18 -21 Consider two sets of n points in R 3 denoted as ͕x i ͖ and ͕y i ͖. Here ͕x i ͖ is a set of intersection points with respect to the space-fixed reference frame and ͕y i ͖ describe the same points with respect to the frame fixed in the image plane, and the correspondence x i ↔y i is assumed for all iϭ1,...,n.
The goal is to find the rigid-body motion (R,b) such that ͕y i ͖ is moved to fit in the ''best'' way to ͕x i ͖. One way to define the best fit is as the minimization of the weighted mean-square error,
The weights w i satisfy w i Ͼ0 and ͚ iϭ1 n w i ϭ1, and were set to be equal to 1/n in our computer implementation.
Note that this problem can be stated as not only a general three-dimensional ͑3-D͒-3-D pose estimation but a simple 2-D-2-D pose estimation because we know in advance all the n points exist in a plane. However, solving the 2-D-2-D pose estimation problem requires another coordinate frame on the image plane and the relative rigid-body motion between the new frame and space-fixed reference frame is assumed already established. We review here Haralick's approach of rigid-body motion for the 3-D-3-D pose estimation problem. 20 Rewriting Eq. ͑9͒ with the constraint R T RϭI using Lagrangian multipliers results in
where 
By defining
xϭ ͚ iϭ1 n w i x i ͚ iϭ1 n w i , ȳϭ ͚ iϭ1 n w i y i ͚ iϭ1 n w i ,the translation vector, b, is obtained:
bϭxϪRȳ. ͑11͒
After substituting Eq. ͑11͒ into Eq. ͑10͒, we take the partial derivatives of E 2 (R,b) with respect to the components of each r i and set the partial derivatives to zero. By rearranging the results and defining 
is acquired. By observing that RB is symmetric and taking the singular value decomposition of B, i.e., BϭUSV T , the solution for the rotation matrix, R, is obtained:
Applying Eq. ͑12͒ to Eq. ͑11͒ yields the translation vector, b.
B. Minimization over position and orientation
"Algorithms 2a and 2b…
The goal here is to determine the rigid-body motion that will place a frame of reference attached to the plane in such a way that the fiducial points are made to come as close as possible to the lines in space from which they arose.
Given the line defined by the position p and unit direction vector v, and given a point in space x, we calculate the Euclidean distance between the line and point by minimizing the cost function, c͑s ͒ϭʈpϩsvϪxʈ 2 ϭʈpϪxʈ 2 ϩ2sv•͑pϪx͒ϩs 2 .
Setting dc/dsϭ0, we see that the minimizing value of s is s min ϭϪv"(pϪx), and so the vector pointing from x to the closest point on the line is hϭ͑pϪx͒Ϫ͓v"͑pϪx͔͒v, which we can write as
Given n lines, we can then seek to minimize the cost function,
where
and y i is the position vector of the ith fiducial point relative to a frame fixed to the image plane. Whereas Haralick's method could be used to solve for R and b in Eq. ͑9͒, it cannot be directly applied to Eq. ͑13͒. Hence, we use the methods of Sec. II B.
Gradient descent (algorithm 2a)
The cost function defined in Eq. ͑13͒ is a function of rigid-body motion, i.e., a rotation matrix, R, and a translation vector, b. By employing a 4ϫ4 homogeneous transformation matrix,
the cost function C(R,b) can be denoted as a function of H, i.e., f (H).
The cost function, Eq. ͑13͒, can be rewritten as 
Partial closed-form analytical solution followed by gradient descent (algorithm 2b)
The algorithm explained in Sec. III B can be simplified by solving either
for the three components of translation vector, b.
For example, combining equations X i L f (H)ϭ0 for i ϭ4,5,6 yields the following equation:
If we solve this equation for b, we obtain
Since b is determined in Eq. ͑14͒ as a function of rotation parameters, the gradient descent method can be done on SO(3) rather than SE(3) with three parameters instead of six parameters. Hence, faster execution of the algorithm can be expected.
C. Rate linearization of position and orientation
"algorithm 3…
Instead of minimizing a scalar cost function with respect to rigid-body motion, we can formulate the problem as finding the rigid-body trajectory "R(t),b(t)… such that x i (t) ϭR(t)y i ϩb(t) drives each of the vectors,
to zero, where y i denotes the coordinates of the ith fiducial in the image plane. If this can be accomplished, it means that each of the fiducial marks is driven to its corresponding rod of the three-dimensional stereotactic frame.
Note that the matrix ͓IϪvv T ͔ is not invertible since ʈvʈϭ1 implies that the matrix vv T has an eigenvalue equal to unity, which corresponds to eigenvector v. Making the substitution x i (t)ϭR(t)y i ϩb(t) in Eq. ͑15͒ and rearranging terms, we see that
We now take the derivative of both sides with respect to artificial time, and observe that p i and v i are constant vectors. If, in addition, we observe that
where ϭvect(Ṙ R T ), then we can write the time derivative of Eq. ͑15͒ as
Here we use the notation nϭvect(N) and Nϭmatr(n) if N is the skew-symmetric matrix such that NxϭnÃx for every x R 3 . We have also used the fact that Ṙ R T is always skew symmetric when RSO(3). 14 If we force ␦ i to zero by defining
for some positive constant ␣, then and ḃ can be solved for at each value of time along the way by inverting the overconstrained system resulting from concatenating Eq. ͑16͒ for iϭ1,2,...,n. Once this is done, the values of b(t) and R(t) can be updated using the rules b͑tϩ⌬t ͒ϭb͑ t ͒ϩ⌬ ḃ͑t ͒ and R͑tϩ⌬t ͒ϭ͓Iϩ⌬t matr"͑t ͒…͔R͑ t ͒.
Since the rotational updates have the potential to cause R(t) to stray from being a rotation matrix, the occasional renormalization,
, may be required. This step could be replaced by finding the Euler angles or Cayley parameters that best approximate R(t), then replace R(t) with the resulting rotation matrix. We note that if the actual rotation matrix is close to being the identity matrix ͑as will be the case when the image plane is close to cutting the cage straight on͒, then only one iteration may be required.
D. Minimization over position, orientation, and arclengths "algorithm 4…
Given the coordinates ͕y i ͖ of fiducials in the image plane, we can simultaneously solve for the position and orientation of a reference frame attached to the image plane and the arclengths ͕s i ͖ as follows:
We observe that
Let us assume that we have an initial guess for the orientation of the frame attached to the image plane, and that the actual orientation is not very different than this initial guess. Then we write
Here ⍀ϭϪ⍀ T has entries that are small. The vector is defined, such that Ãxϭ⍀x, for any xR 3 . This means we can rewrite Eq. ͑17͒ as
By defining Y i to be the matrix such that Y i xϭy i Ãx for every xR 3 , it follows that we can write the following linear equation:
Stacking these equations on top of each other for iϭ1,...,n results in a system of (3n)ϫ(nϩ6) scalar equations in n ϩ6 parameters ͑n arclengths and 6 rigid-body motion parameters͒. This can be solved in the least-squares sense using a pseudoinverse.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
The algorithms described in the previous section were implemented in Matlab. The input data to the algorithms are 2-D coordinates of the centroids of fiducial marks, as they are found in a cross-sectional image. The algorithms assume that the image already has been processed, and hence the centroid locations of fiducial marks have been extracted and matched with the rods. The image processing software typically has a priori knowledge of the gross initial orientation and the geometric description of the fiducial frame, which is usually sufficient for the determination of correspondence. In difficult cases some operator input can be required, in the form of a few mouse clicks. Solving the correspondence problem as part of the numerical minimization would be more elegant, but would also require significantly more processing time. We will explore this option in future work.
In our experiments, we used actual patient data acquired in 1995 and 1996 on a General Electric CT Scanner at the George Washington University Hospital. For stereotactic registration Kelly and BRW head frames were used. The images were processed and contoured with a clinically commissioned stereotactic navigation system ͑GWST Linac Knife v5.2͒, which was developed and maintained at the George Washington University Hospital.
The locations of fiducial marks were determined in the following manner: The images were thresholded by setting the window and level parameters until all noise and artifacts disappeared from around the fiducial rods. In each image, a sufficiently large contour line around each fiducial mark was drawn such that it completely surrounded the fiducial mark with some black margin. Because of the prior thresholding, the pixel values in the black margin were guaranteed to be zero. The software calculated the centroid of the interior of the contour line, which was considered as the center of the fiducial mark. When the GWST Linac Knife system was commissioned, this function was also carefully tested on a large number of CT and MRI images and with various threshold settings. Background noise, when there was any, was effectively removed by simple thresholding. The typical pixel size in a stereotactic case was around 0.5 mm, the diameter of a fiducial rod was 5 mm, and each fiducial mark contained at least 75 pixels. This convinced us that the GWST Linac Knife system calculated the centroids of fiducial marks in a fairly consistent and accurate manner. Nevertheless, the quality of the input data was analyzed retrospectively.
Two sets of real CT data for the BRW frame ͑43 image slices each͒ and one set of real CT data for the Kelly frame ͑10 image slices͒ were used in our experiments. The image size and FOV ͑Field of View͒ for both the BRW and Kelly frames were 512ϫ512 pixels and 34.5 mm, respectively. The thickness of image slices was 3 mm for the BRW frame 5 mm for the Kelly frame.
In each clinical case, a series of consecutive slices were acquired. The head of the patient ͑with the head frame on͒ was fixed firmly to the scanner bed. Consequently, the locations of a given fiducial rod found in the full series must fit a straight line and the extent of deviation from this line is a good measure of the ''noisiness'' of our input data. The average deviation in the Kelly frame data was 0.097 mm and the average deviations in the two sets of BRW frame data were 0.267 and 0.111 mm. Therefore the average deviation of the real CT data was about 0.15 mm.
We also examined the sensitivity of our algorithms to ''noise'' added to fiducial locations. In addition to real CT data, 40 synthetic datasets were generated by transforming the reference frame from the identity. The synthetic data covered a large range of rigid-body motions, Ϯ25°around each rotation axis. The case of zero noise represents ideal input data, in which case the residual registration error originates solely from the algorithm and its implementation. The amplitude of noise was kept constant while its direction was randomized. All the algorithms were tested at six different noise amplitudes, from 0 to 0.5 mm with the increment of 0.1 mm. We also included simulated cases when fewer than all the fiducial rods were available for registration, and analyzed the combined effect of noise and missing fiducials.
In order to compare the resistance of the algorithms to noise, a distance metric on SE(3) ͑three-dimensional rigidbody motion group͒ was used. We applied a metric, which measures the error of a local frame g 2 ϭ(R 2 ,b 2 ) from a ref-
is a distance metric on SO(3) ͑the three-dimensional rotation group͒ and Table I and Fig. 6 display the error measures for synthetic data with 0.2 mm amplitude of noise for each algorithm. Table II and Fig. 7 also show the error measures for synthetic data but the amplitude of noise is 0.5 mm. The reason for selecting 0.2 and 0.5 mm for the amplitude of noise is that the average deviation in the real CT data is about 0.15 mm and the amplitude of 0.5 mm is considered to be an extreme case. Here the reference frame g 1 in Eq. ͑18͒ is the frame in the case of synthetic data with zero noise.
When 0.2 mm noise was applied, Algorithm 3 ͑rate linearization of position and orientation͒ and algorithm 4 ͑mini-mization over position, orientation, and arclengths͒ outperformed algorithm 1 ͑solving a system of polynomials͒ and algorithm 2b ͑gradient descent method with partial closedform solution͒. Since algorithm 2b runs faster than algorithm 2a, only numerical results with algorithm 2b are listed in tables and figures. When 0.5 mm noise was applied, algorithm 2b was found to be the best performing method. However, its advantage over algorithms 3 and 4 is not significant. Considering that 0.2 mm noise is close to the noise in the real data, algorithms 3 and 4 are the least sensitive methods to realistic noise. Table III and Fig. 8 show the error measures for the real CT data for each algorithm. In this experiment, the reference frame g 1 in Eq. ͑18͒ is the frame in the case of complete data ͑nine rods͒. As a result of this test, algorithms 3 and 4 are the most robust to missing fiducials. Table III also indicates that algorithm 1 is the most sensitive to missing fiducials in real CT data. However, note that the distance measure in the worst case ͑algorithm 1 with 6 rods only͒ is still only about 1 pixel ͑0.5 mm͒. The robustness of the algorithms to missing fiducials is also observed in Tables I and II , except algorithm 1 for 0.5 mm noise. Table IV and Fig. 9 display the running speed of the algorithms for the real CT data. The speed was measured first in FLOPs ͑Floating Point Operations͒ and then was normalized to the value of the fastest case, which was found to be algorithm 4 with 6 rods. Algorithm 4 outperforms other algorithms. Algorithm 2b is the slowest method because the convergence needs a significant number of iterations. The average running time of algorithm 4 for real CT data with 6 rods was 0.3236 s in a Matlab implementation on a Windows PC with a Pentium II 366 MHz processor and 64 MB RAM.
Algorithms 2b, 3, and 4 require the rotation matrix to be initialized before starting iteration. Hence, the sensitivity of those algorithms to initial guesses was also investigated. Thirty initial rotation matrices were generated for simulations in a similar way the synthetic input data was generated. Ten rotation angles from Ϫ50°to ϩ50°with the increment of 10 were selected, and then three rotation axes were combined. It was observed that algorithm 4 is not affected by the initial rotation matrix. The influence of the initial guess on algorithms 2b and 3 is negligible if the rotation angle is in the range of ͓Ϫ20,20͔°. Therefore, the identity matrix can be recommended for the initial rotation matrix. Note that in most clinical cases, we try to align the patient close to that orientation. All experiments considered, algorithm 4 performed the best among the four methods. Algorithm 3 is our second best.
V. CONCLUSIONS
In this paper, we presented two families of numerical algorithms for registration of rigid line fiducial objects to their marks in cross-sectional planar images, such as CT or MRI. We demonstrated the methods in actual CT data and in synthetic data simulating real-life noise. Two broad categories of algorithms were discussed: ͑1͒ methods that first seek the parameters describing the image plane, and then register within that plane; and ͑2͒ methods that register the planar points to the three-dimensional fiducials directly. The two best performing algorithms, algorithms 3 and 4, both belong to the second category.
An important strength of these numerical methods is the ability to handle incomplete fiducial patterns. They are sufficiently robust to handle as few as six fiducials out of nine, in contrast to traditional registration methods that require the presence of all nine fiducial rods. Theoretically only as few as three nonparallel fiducial rods should be sufficient for registration. Our future work will include tests of our algorithms in such extreme cases.
Another strength of our algorithms is their applicability to an arbitrary combination of line fiducial patterns without requiring modification of the algorithm. For example, we ran the same registration programs for BRW and Kelly stereotactic head frames, without any algorithmic modification. The geometrical definition of the individual fiducial rods was simply input data to our algorithms.
All tested algorithms ͑and not just the two winners͒ are resistant to noise in the input data. The running time of the algorithms is also affordable, even in intraoperative applications. The average running time of the fastest algorithm is 0.3236 s for six fiducial lines in real CT data in a Matlab implementation. The program was not optimized for speed.
The immediate field of use of these algorithms is framebased stereotactic navigation, as applied in radiosurgery and functional neurosurgery. Perhaps even more importantly, the algorithms appear to be applicable in problems where dexterous robotic end-effectors need to be registered to CT images in an intraoperative scenario. Currently, there is a comprehensive research program at the Johns Hopkins University in robotically assisted needle placement, with a current focus on prostate, 8 spine, 9,11,13 and kidney 11 applications. We will be implementing and testing the performance of our registration methods in clinical test bed applications in the near future.
