Let n ≥ 6 be an integer. We prove that the number of number fields with Galois group An and absolute discriminant at most X is asymptotically at least X 1/8+O(1/n) . For n ≥ 8 this improves upon the previously best known lower bound of X (1− 2 n! )/(4n−4)−ǫ , due to Pierce, Turnage-Butterbaugh, and Wood.
Introduction
For any number field K, any integer n ≥ 2, any real number X, and any transitive subgroup G of the symmetric group S n , let (1.1) where L denotes the Galois closure of L, D L/K is the relative discriminant of L over K, and N K/Q denotes the norm map. Define (1.2) N n,K (G; X) := #F n,K (G; X).
Our main result is the following bound on N n,K (A n ; X), the number of extensions whose Galois closure is the alternating group.
Theorem 1.1. Let n ≥ 6 be an integer, with n = 7, and let A n denote the alternating group on n elements. For any number field K, as X → ∞, we have N n,K (A n ; X) ≫    X (n−4)(n 2 −4) 8(n 3 −n 2 ) if n is even,
if n is odd.
The proof, given in § 3, is inspired by Ellenberg and Venkatesh's lower bounds [EV06] on N n,K (S n ; X). It adapts the original construction of A n -polynomials by Hilbert [Hil92, to count the number of distinct fields thus produced.
1.1. Discussion of the main result. The asymptotic behavior of N n,K (A n ; X) is known only when n = 3. In particular, if K does not contain third roots of unity, then N 3,K (A 3 ; X) ∼ c K X 1/2 for a positive constant c K , while if K does contain third roots of unity, then N 3,K (A 3 ; X) ∼ c K X 1/2 log X. When K = Q, this follows from Cohn [Coh54] , and for general K from Wright [Wri89, Theorem 1.1], who proved an asymptotic formula for N n,K (G; X) whenever G is abelian. For n ≥ 4, as yet unproved cases of Malle's conjecture [Mal04] predict an asymptotic formula for N n,K (A n ; X). When n = 4, this prediction states that N 4,K (A 4 ; X) ∼ c K X 1/2 (log X) 2 if K contains third roots of unity, and that N 4,K (A 4 ; X) ∼ c K X 1/2 log X if K does not contain third roots of unity. For all n ≥ 5 and all number fields K Malle's conjecture predicts that N n,K (A n ; X) ∼ c K X 1/2 log X. When n ≥ 5, Malle's prediction does not depend on whether K contains third roots of unity.
For lower bounds on N n,K (A n ; X), Baily [Bai80] proved that N 4,Q (A 4 ; X) ≫ X 1/2 . For n > 4, Pierce, Turnage-Butterbaugh, and Wood [PTBW17, Theorem 1.15] proved that N n,Q (A n ; X) ≫ X βn−ǫ with (1.3)
This result is stronger than ours for n = 6, and is, to our knowledge, the only known quantitative lower bound for n = 5 and n = 7. There is no theoretical obstruction to our method working in the case n = 7, but in this case it yields trivial results. For n ≥ 8, our results improve upon those of [PTBW17] , and are, to our knowledge, the only bounds stated in the literature for K = Q.
Upper bounds on N n,K (A n ; X) are also known. Indeed, these will be an ingredient in our proof. For n = 4 and n = 5 the sharpest known bounds are those in [BST + 17] and [BCT] respectively. For n ≥ 6 we have the Schmidt bound [Sch95] (1.4)
which holds for arbitrary subgroups G ⊂ S n . When G = A n and K = Q, Larson and Rolen [LR13] obtained an upper bound that is smaller by a factor of about X 1/4 . For large n, the Schmidt bound was improved by Ellenberg and Venkatesh [EV06] to N n,K (G; X) ≪ X exp(C √ log n) with a constant C that may be made explicit.
Remark 1.2. It is possible to slightly improve Theorem 1.1 under certain hypotheses that are known for large n. See Proposition 3.9 at the end of this note.
Remark 1.3. For each fixed quadratic extension M/K, it seems likely that our methods can be used to yield similar bounds for the number of L ∈ F n,K (S n ; X) such that the unique quadratic subfield of L/K is isomorphic to M . We have not, however, worked out the details.
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Preliminaries
2.1. Notation. We begin by fixing a base number field K with [K : Q] = d and an integer n ≥ 2. differ from line to line. Throughout, any constants implied by the notation ≫, ≪, and O(−) will be allowed to depend on these quantities.
For the purposes of this paper, we define the height of a monic polynomial f :
where, as in [EV06] , for any algebraic number α we write α for the largest Archimedean valuation of α.
Finally, it will be convenient to introduce a parameter Y , depending on X, d, and n, given by (2.2) Y := X 1/dn(n−1) .
Discriminants and resultants.
For the convenience of the reader, we next review some well known facts about discriminants and resultants.
Definition 2.1. Let R be an integral domain ring with fraction field K(R) whose algebraic closure is denoted K(R). Given polynomials f := c 0 x n + · · · + c n ∈ R[x] and g :
the resultant Res(f, g) of f and g is defined by
where the product runs over roots α of f and roots β of g in K(R), counted with multiplicity.
The discriminant of f is
where f ′ is the derivative of f .
Lemma 2.2. Let R be an integral domain with fraction field K(R) whose algebraic closure is denoted K(R). Let f = c 0 x n + · · · + c n ∈ R[x] be a polynomial with roots α 1 , . . . , α n in K(R).
Then
Proof. The first equality follows from (2.4). The second is a straightforward calculation factoring f as a product of linear polynomials over K(R), as is explained in [Lan02, Proposition IV.8.5]. Note that the last expression in the statement of the lemma is used as the definition of the discriminant in [Lan02, Proposition IV.8.5].
For convenience, we also note two easy consequences of (2.3) and (2.4).
Corollary 2.3. With notation as in Definition 2.1, Res(f, g) = (−1) mn Res(g, f ). In particular Res(f, g) = Res(g, f ) if either f or g has even degree, as holds in the case g = f ′ . Remark 2.5. From (2.5) we see that the discriminant of f is invariant under the Galois group permuting the roots of f , and hence can be expressed as a weighted homogeneous polynomial in the coefficients of f . Further, if f is monic with ht(f ) ≪ Y , then Lemma 2.2 implies that Disc(f ) ≪ Y n(n−1) .
2.3.
Preliminaries on number field counting. We now import some of the machinery initially developed by Ellenberg and Venkatesh [EV06] to bound N K n (S n ; X) from below that was further studied by the second and third authors [LT18] .
Our strategy for proving Theorem 1.1, following the proof of the lower bound in [EV06, Theorem 1.1] given in [EV06, §3] , is to reduce the problem to proving a lower bound for the number of algebraic integers with small norm that generate A n -extensions of K. To formulate this reduction, for a transitive subgroup G ⊆ S n , we write
We begin by quoting a bound on the multiplicity with which a given extension L/K is cut out by elements of P n,K (G; Y ).
Lemma 2.6. Let L/K be a degree n extension and let G = Gal( L/K). Let
Proof. This follows from [LT18, Proposition 7.5] applied to the extension L/Q.
With Lemma 2.6 in hand, we are able to make explicit the reduction from counting integers generating G-extensions to counting G-extensions themselves.
Proposition 2.7. Let K be a number field of degree d, and let G be a transitive subgroup of S n for some n ≥ 3. Let e ≥ 1/(n − 1) and C > n be constants such that:
hold for all sufficiently large X and Y . Then
Proof. Let Y = X 1/dn(n−1) . We will proceed with the proof in three cases, depending on whether C ≥ n e + 1 2 and whether e ≥ 1/2. In each of these cases, we will show the existence of some Z > 1 such that
This maximum M may be estimated by means of Lemma 2.6, while (2.8) may be established by combining Lemma 2.6 with the assumed upper bound on N n,K (G; X). The different cases in the statement of the proposition follow by making suitable choices of Z, as we now explain.
Suppose first that e > 1/2. Then for any Z ≤ Y nd , by Lemma 2.6 and partial summation, we have
If C ≤ n e + 1 2 , then we choose Z to be a sufficiently small multiple of Y
for which (2.8) holds. If C ≥ n e + 1 2 we choose Z to be a sufficiently small multiple of Y nd . If instead e ≤ 1/2, then we again take Z to be a sufficiently small multiple of Y nd , as our hypotheses imply
the log Y factor being relevant only for e = 1 2 .
Using the Schmidt bound of (1.4) in Proposition 2.7, i.e. taking e = n+2 4 , we obtain the following immediate consequence.
Corollary 2.8. With the assumptions of Proposition 2.7,
3. Proof of Theorem 1.1 3.1. Overview of proof. In this section, we prove Theorem 1.1. The proof in the even case is given in § 3.3 and completed in § 3.3.1, while the proof in the odd case is given in § 3.4 and completed in § 3.4.1. As described earlier, our strategy is to adapt the original constructions of A npolynomials by Hilbert [Hil92, , and count the number of distinct fields thus produced.
For K a number field, we construct a polynomial F ∈ K(a 1 , . . . , a r , t)[x] whose Galois group over the function field K(a 1 , . . . , a r , t) is A n . By specializing the variables a 1 , . . . , a r and t suitably, we will obtain many irreducible polynomials whose Galois groups are still A n , and then we use Proposition 2.7 to conclude the proof. The constructions differ depending on whether n is even or odd. One may consult [Ser97, §10.3] for an English-language treatment of Hilbert's work in the case that n is even, and [MiS17, §5.2] for a treatment of both the even and odd cases.
3.2. Notation for proof. We begin by introducing some notation which will be used in both cases. Set r = n 2 − 1 when n is even and set r = n−1 2 if n is odd. We then introduce a polynomial
in x and in the indeterminates a i , and define g(
For α 1 , · · · , α r , α, τ ∈ K we denote by | α 1 ,...,αr,α,τ the evaluation map
f (a 1 , . . . , a r , a, t, x) → f (α 1 , . . . , α r , α, τ, x) =: f | α 1 ,...,αr,α,τ . We also use analogous notation when the domain has fewer indeterminates; for example, | τ denotes the map K[t, x] → K[x] given by f (t, x) → f (τ, x). Observe also that when α 1 , · · · , α r , α, τ ∈ O K , these maps restrict to homomorphisms from the appropriate polynomial rings over
3.3. Proof of Theorem 1.1 for even n. Assume that n ≥ 6 is even. Based on Hilbert's construction [Hil92, p. 125-126], we consider polynomials whose derivative is nearly a square. Recall our notation for g(x) as defined in (3.2). Letf (x) ∈ K(a 1 , . . . , a r , a)[x] denote the antiderivative of g(x) with respect to x such that (x − a) 2 dividesf (x).
Then, for each γ ∈ 1
is monic with integral coefficients.
Lemma 3.1. With notation as above, the discriminant of f γ (x), viewed as a polynomial in x, is a square if and only if (−1) n/2 γ is a square.
Proof. Using Lemma 2.2, since n is even, it is equivalent to compute whether the discriminant of f γ (x) is a square. Using Lemma 2.2 again, we find
The final expression is a square if and only if (−1) n/2 γ is a square.
We now recall the construction of Hilbert on which ours is based. In (3.2), further specialize to the case
where β 1 , . . . , β r are nonzero and distinct elements of O K , for which f (β 1 ), . . . , f (β r ) are also nonzero and distinct. (For example, choose β i = i for each i. Then g(x) is nonnegative for x > 0, so that f is increasing there.) We write P , P , P γ , and P γ for the associated specializations of f , f , f γ and f γ ; the first two are elements of K[x], and the latter two of K[x, t].
Lemma 3.2. With the notation above, the Galois group G of [MiS17] .
The discriminant of P (−1) n/2 t 2 ∈ K(t)[x] is a square by Lemma 3.1, so that G ⊆ A n . To show that G is in fact all of A n , it suffices to show that G is generated by 3-cycles and that it is transitive. We prove these in turn.
Since there are no unramified finite extensions of C(t), G is generated by the inertia groups at the ramified primes. It therefore suffices to show that these are all 3-cycles.
By our discriminant computation in Lemma 3.1, the ramified primes are given by (t) and
t ± (−1) n/2+1 P (β i ) . Modulo (t), P (−1) n/2 t 2 has a double root at x = 0 and its other roots are simple. (Note that P (β i ) = 0 for each β i , as the derivative of g is nonnegative.) Therefore, the inertia group at (t) is either trivial or generated by a transposition; since it is a subgroup of A n , it must be trivial.
Modulo t ± (−1) n/2+1 P (β i ) , P (−1) n/2 t 2 has a triple root at x = β i and its other roots are simple. The corresponding inertia group is therefore either trivial or a 3-cycle, and this completes the proof that G is generated by 3-cycles.
To complete the proof, we will verify G acts transitively on the n roots of P (−1) n/2 t 2 over an algebraic closure. Notice that P (−1) n/2 t 2 = P + (−1) n/2 t 2 . As P has a simple root, (−1) n/2+1 P is not a square in K(x). Thus, P (−1) n/2 t 2 is irreducible as a polynomial in K(x) [t] . As t appears only in the constant term, it follows that P (−1) n/2 t 2 is also irreducible as a polynomial in K(t)[x] and that G is transitive.
Remark 3.3. Our proof corrects a sign error, found not only in [MiS17] but also in [Hil92] . At least in Martínez's case, this can be traced to a missing sign in (2.5). As Lang remarks in his Algebra [Lan02] : "Serre once pointed out to me that the sign (−1) n(n−1)/2 was missing in the first edition of this book, and that this sign error is quite common in the literature, occurring as it does in the works of van der Waerden, Samuel, and Hilbert."
We now extrapolate Hilbert's result to prove an analogue over a larger base field.
Lemma 3.4. With notation as above, the Galois group of f (−1) n/2 t 2 over K(a 1 , . . . , a r , a, t)[x] is A n .
Proof. As a first step, note that the Galois group of f γ agrees with that of f γ , and so we will compute the Galois group of the latter polynomial in the case that γ = (−1) n/2 t 2 . By Lemma 3.2, the polynomial f γ specializes to a polynomial F γ ∈ K(t)[x] with Galois group A n over K(t). Hence, the Galois group of f (−1) n/2 t 2 over K(a 1 , . . . , a r , a, t)[x] contains A n . Since the discriminant of this polynomial is a square by Lemma 3.1, its Galois group must be exactly A n .
3.3.1. Completing the proof of Theorem 1.1 for even n. Using Lemma 3.4, we may choose γ ∈ K[a 1 , . . . , a r , a][t] so that f γ has Galois group A n . We vary α 1 , . . . , α r , α, τ ∈ O K subject to the constraints
choices of the parameters. By the Hilbert irreducibility theorem (Theorem A.2) we have (3.3)
.
We now note that, for each fixed polynomial q ∈ K[x], there are at most deg γ = 2 many tuples (α 1 , . . . , α r , α, τ ) so that f γ | α 1 ,...,αr,α,τ coincides with q, or equivalently so that f γ | α 1 ,...,αr,α,τ coincides with q, where q(x) := (n!) −n q(n!x). To see why, first note that the value α is determined as the unique root of ∂ q ∂x which appears with odd multiplicity. Then, because h is monic and we know the value of h 2 , the values α 1 , . . . , α r are determined. Having determined the values α, α 1 , . . . , α r , there are then at most deg γ (viewed as a polynomial in t) many choices of τ so that the constant coefficient of f γ | α 1 ,...,αr,α,τ , viewed as a polynomial in x, is equal to the constant coefficient of q. Therefore, in the notation of (2.6) we have P n,K (A n ; Y ) ≫ K Y d(n 2 +2n+8) 8
, and hence by taking C = (n 2 + 2n + 8)/8 in Corollary 2.8 we conclude that N n,K (A n ; X) ≫ X (n−4)(n 2 −4) 8(n 3 −n 2 ) .
3.4. Proof of Theorem 1.1 for odd n. Assume that n ≥ 7 is odd. Again we follow Hilbert [Hil92, ; see also [MiS17, §5.2] for a version in English. In the case that n was even, we considered polynomials whose derivative is nearly a square, and used this to compute the Galois group of the resulting polynomial. In the case n is odd, we instead consider polynomials for which x ∂f ∂x − f is nearly a square. Using properties of resultants, this will let us control the discriminant of f in much the same way as the case that n is even.
Set r = (n−1)/2, define g and h as in (3.1) and (3.2), and define g(x), h(x) ∈ O K [a 1 , . . . , a r−1 , a][x] to be the polynomials obtained from g and h by replacing a r with 2a r−1 a.
Lemma 3.5. Given the notation above, there is a unique polynomial f (x) ∈ 1 n! O K [a 1 , . . . , a r−1 , a][x] of degree n, necessarily monic, satisfying 
Proof. To show there is a solution to the equation
, by differentiating both sides, it suffices to show there is a solution to the equation x ∂ 2 f ∂x 2 = ∂g ∂x . For this, we only need check ∂g ∂x is divisible by x. This holds precisely because the coefficient of x in g(x) is (n − 1)(a 2 r − 2a r−1 aa r ) and the image of this coefficient in the quotient O K [a 1 , . . . , a r , a][x]/(a r − 2a r−1 a) is 0.
Since ∂ 2 f ∂x 2 is then uniquely determined, all terms of f (x) except the linear and constant terms are determined. The constant term is determined by the equation
. Then, any linear term will satisfy the above equation, but the condition f ′ (0) = 0 uniquely determines the linear term to be 0. Then we find x ∂ fγ
. Monicity of f follows from the differential equation defining it and the assumption that the leading coefficient of g is n − 1.
Observe that f (x) is a polynomial of degree n and the coefficients of Lemma 3.6. With notation as above, Disc(f γ (x)) is a square if and only if (−1) r ∂ fγ ∂x (a) is a square.
Proof. By Lemma 2.2, the discriminant of f γ is a square if and only if the discriminant of f γ is a square. Therefore, we will show the discriminant of f γ is a square if and only if (−1) r ∂ fγ ∂x (a) is. Indeed, we have
by Corollaries 2.3 and 2.4
The analogue of Lemma 3.2 is the following.
Lemma 3.7. Let P ∈ Q[x] be of odd degree n, satisfying the differential equation
where the β i are all distinct positive rational numbers, and 2α i β −1 i := −1. Then, for a suitable choice of the β i , the values ∂ P ∂x (β 1 ), . . . , ∂ P ∂x (β r ), ∂ P ∂x (α) are pairwise distinct. Further, setting γ := (−1) r t 2 − ∂ P ∂x (α), the Galois group of splitting field of P γ := P + (−1) r t 2 − ∂ P ∂x (α) x over Q(t) is A n .
Proof. First, we check ∂ P ∂x (β 1 ), . . . , ∂ P ∂x (β r ) are pairwise distinct, following [Hil92, p. 127]. By assumption that all β i > 0, we find α < 0 and hence G(x) > 0 for x positive. Thus, for β i > β j we have
We now check that, for a suitable choice of the β i , we have ∂ P ∂x (α) = ∂ P ∂x (β i ) for each i. To do this, formally set β i = 1 for each i, in which case we have P (x) = (x − 1) n − nx. Then
is positive. By continuity, these signs will persist if the β i are perturbed slightly, so that it suffices to take the β i all sufficiently close to 1.
To complete the proof, we next check the Galois group of the splitting field of P γ over Q(t) is A n . As in Lemma 3.2, we follow [MiS17] and correct a sign error. As before, Disc( P γ ) is a square, so the proof is reduced to showing that all the inertia groups are 3-cycles and that the galois group acts transitively on the n roots of P γ over an algebraic closure.
By our discriminant computation in Lemma 3.6, the ramified prime ideals are
We now argue as in the even case. Modulo (t), P has a double root at x = a and no other repeated roots; therefore, the corresponding inertia group is either trivial or generated by a transposition and so must be trivial. Modulo any of the remaining ramified prime ideals, P has a triple root at x = β i and no other repeated roots, and the inertia group is trivial or cyclic of order 3. To complete the proof, we show the galois group acts transitively on the n roots of P γ over an algebraic closure. As a polynomial in Q(x)[t], P γ is reducible if and only if (−1) r ∂ P ∂x (α) − 1 x P is a square in Q(x). However, P (0) = −G(0) = 0, so P is not divisible by x; consequently, P γ is irreducible in Q(x) [t] . Since t appears only in the linear term in P γ and since x ∤ P γ , we find that P γ is irreducible in Q(t)[x] as well and that the galois group acts transitively on the n roots of P γ over an algebraic closure.
Analogously to Lemma 3.4, we obtain the following: Proof. Let γ := (−1) r t 2 − ∂ f ∂x (a). The Galois group of f γ (x) equals that of f γ (x). This latter Galois group is contained in A n because the discriminant of f γ (x) is a square by Lemma 3.6, and it contains A n because the specialization of Lemma 3.7 has Galois group A n .
3.4.1.
Completing the proof of Theorem 1.1 for odd n. We now let our parameters vary over all integer values in the ranges (3.4). We take γ = (−1) r t 2 − ∂ f ∂x (a), so τ ≪ Y (n−1)/2 . We thus make ≫ Y d(n 2 +7) 8 choices of these parameters. Next, analogously to the case that n is even described in § 3.3.1, for any fixed polynomial q ∈ K[x], there are at most deg γ = 2 possible values of (α 1 , . . . , α r−1 , α, τ ) so that f γ | α 1 ,...,α r−1 ,α,τ = q.
At this stage, we now proceed as in the even case. Applying Theorem A.2, we have
. Therefore, in the notation of (2.6), we have P n,
, and hence by taking C = (n 2 + 7)/8 in Corollary 2.8 we conclude that
3.5. Minor improvements under stronger hypotheses. As we observed in Proposition 2.7, our lower bounds can be improved slightly with improvements in the upper bounds, which leads to the following result:
Proposition 3.9.
(1) Let n ≥ 6 be even and suppose that N n,K (A n ; X) ≪ X n 2 −2n+8 8n
. Then N n,K (A n ; X) ≫ X n 2 −2n+8 8(n 2 −n) .
(2) Let n ≥ 7 be odd and suppose that N n,K (A n ; X) ≪ X n 2 −4n+7 8n
. Then N n,K (A n ; X) ≫ X n 2 −4n+7 8(n 2 −n) .
We briefly indicate the idea of the proof for Proposition 3.9 and omit a detailed proof. Assume the stated upper bounds for N n,K (A n ; X) as in Proposition 3.9(1) and (2). These upper bounds were precisely constructed so that C ≥ n(e + 1/2) for C and e as in (2.7). Then, following the same line of reasoning as in the proof of Theorem 1.1 (in particular, the reasoning in § 3.3.1 and § 3.4.1) leads to Proposition 3.9 after some elementary arithmetic.
Remark 3.10. For large n the upper bounds on N n,K (A n ; X) in Proposition 3.9 follow from the results of [EV06] . For example, choosing r = 2 and c = ⌈ √ n−1⌉ in [EV06, (2.6)], one computes (see [LT18, Proposition 7 .6]) that N n,K (A n ; X) ≪ X 33 √ n for n ≥ 10 4 , say, which suffices for n ≥ 7 · 10 4 .
Appendix A. Hilbert Irreducibility
In the course of our proof of Theorem 1.1, we apply Hilbert irreducibility to families of polynomials over a function field K(a 1 , . . . , a r ). We use a form of Hilbert irreducibility applied to counting polynomials in a box with varying edge lengths, in a box which is not a hypercube.
Although it is well known to experts, we could not find an explicit statement of this particular form of Hilbert irreducibility. For completeness, we include a proof following the method of [Ser97, §13]. 1 Definition A.1. For K a number field, and x ∈ K, define x := max σ |σ(x)| as σ ranges over all embeddings K → C and |σ(x)| denotes the complex norm. For S ⊂ A r (O K ) = O r K , and positive real numbers e 1 , . . . , e r , define S(T ; e 1 , . . . , e r ) := {(a 1 , . . . , a r ) ∈ S : a i ≤ T e i } and define p S (T ; e 1 , . . . , e r ) := #S(T ; e 1 , . . . , e r ) #(A n (O K ))(T ; e 1 , . . . , e r ) to be the proportion of points of A n (O K )) with ith coordinate less than T e i lying in S. To state the upcoming theorem, we now set some notation. Let K be a number field and let F (a 1 , . . . , a r , x) ∈ O K [a 1 , . . . , a r ][x] be an element with Galois group G when viewed as a polynomial in x over K(a 1 , . . . , a r ). Let S ⊂ A r (O K ) denote the set of choices of integral elements (α 1 , . . . , α r ) ∈ A r (O K ) so that the image of F in O K [a 1 , . . . , a r ][x]/(a 1 − α 1 , . . . , a r − α r ) has Galois group G.
Theorem A.2 (Hilbert irreducibility). With notation as above, for e 1 , . . . , e r ∈ R >0 , we have lim T →∞ p S (T ; e 1 , . . . , e r ) = 1.
Proof. By [Ser97, §9.2, Proposition 2], the set of exceptions (a 1 , . . . , a r ) ∈ A r (O K ) = O r K belong to a thin set. Recall that a thin set in A r can be described geometrically as a subset Ω ⊂ A r (K) so that there exists some generically quasi-finite π : X → A r with Ω ⊂ π(X(K)) and so that each irreducible component of X which dominates A r maps to A r with degree at least 2.
Hence, it suffices to prove that for M the intersection of a thin set with O r K , lim T →∞ p M (T ; e 1 , . . . , e r ) = 0.
Let M = O r K ∩ π(X(K)) be our specified thin set, for π : X → A r as in the definition of thin set above. If M is contained in the image of X(K) it suffices to prove the statement for each of the irreducible components of X separately, and we henceforth assume X is irreducible.
We first consider the more difficult case when X dominates A r , in which case X → A r has degree at least 2. For p ⊂ O K a prime, let M p denote the reduction M mod p, viewed as a subset of (O K /p) r , and let N (p) ∈ Z denote the norm of the ideal p. By [Ser97, Theorem 5, §13.2], there is a finite Galois extension K π /K and a constant c π < 1 with the following property: For each prime p ⊂ O K which splits completely in K π , we have #M p ≤ c π N (p) r + O(N (p) r−1/2 ). In particular, for all primes p of sufficiently large norm which split completely in K π , the image M p in (O K /p) r has density δ p = cπN (p) r +O(N (p) r−1/2 ) N (p) r , which is bounded away from 1. Let S be the set of such primes p which are sufficiently large in the above sense and which split completely in K π . For any finite subset S ′ ⊆ S, it follows from the Chinese remainder theorem that p M (T ; e 1 , . . . , e r ) is bounded above by
Since S contains infinitely many primes by the Chebotarev density theorem, and each δ p is bounded away from 1, the product in (A.1) may be taken arbitrarily close to zero, proving the theorem in the case that X → A r is dominant.
If π : X → A r is not dominant, then π(X) must instead be contained in some Zariski closed subset of A r , so it suffices to deal with the case that X ⊂ A r is Zariski closed. The proof in this case is analogous to the case that π : X → A r is dominant, and we even obtain the stronger bound that M p has at most N (p) r−1 +O(N (p) r−3/2 ) elements. The rest of the argument then goes through analogously, since the associated densities δ p := N (p) r−1 +O(N (p) r−3/2 ) N (p) r satisfy δ p < 1 for all primes p of sufficiently large norm.
