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The studies and applications of nanofibers have grown over the 
years. It was observed that the properties of the nanometer-
scale yarns present advantages in applications in several areas, 
such as biomedical, energy storage and production, and 
applications involving water filtration. These materials are 
synthesized through a technical process and, for that reason, 
they are subject to the presentation of failures. The most 
common flaws are the formation of granules and pores. With 
the evolution of computing, applications that use machine 
learning resources can assist in detecting these failures. This 
work aims to evaluate and compare two different approaches 
to morphological analysis to see losses in nanofibers. Firstly, a 
data set was created using a Scanning Electron Microscope. 
After that, each image was analyzed by ImageJ software and by 
RNA solution. As a hypothesis, the article will assess whether 
the beads identification and the number of beads by the analog 
method are statistically similar (H0) or statistically different 
(H1) from the machine learning method. The preliminary 
results indicate that for the group that used 100 images and 
computer visualization, the analog method's accuracy was 
7.23%. In order to accuracy increase, another test with 150 
more distinct images was done, bringing a new result of 
55.09%. The analysis time was considerably less when 
performed by the computational method. It was possible to 
conclude that the computational approach does not have the 
beads identification statistically similar to the analog way 
concerning the methodology used. Therefore, rejected H0. 
However, the directly proportional relationship of accuracy 
with the number of samples suggests that training with more 
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1  INTRODUÇÃO 
Nanofibras, definidas como fibras com o dia metro, ou 
dimensional externo, de 1-100 nm e fibras submicrome tricas 
101-999 nm [1, 2], sa o desejadas para uma se rie de aplicaço es, 
incluindo biome dicas [3, 4], eletro nicas [8], o pticas [9], de 
filtros [5, 6, 7] e de tecidos protetores. Atualmente existem 
trabalhos que reportam a eficie ncia do uso de nanofibras em 
combinaça o com nanopartí culas em aplicaço es de filtros para 
microrganismos [10]. Entretanto, defeitos como poros e beads 
limitam a aplicaça o de nanofibras e conhecer o tipo, nu mero e 
volume dos defeitos em nanofibras e  fundamental no 
direcionamento dessa classe de materiais. Com o avanço da 
Intelige ncia Artificial e seu uso em reconhecimento de imagens, 
essa alternativa se apresenta como uma opça o para 
caracterizar nanomateriais.   Em funça o do exposto o objetivo 
desse trabalho e  utilizar visa o computacional para caracterizar 
defeitos em nanofibras. 
 
2  REVISÃO DA LITERATURA 
Ale m de conhecer a propriedade do material selecionado para 
a sí ntese das nanofibras, e  de grande importa ncia verificar se a 
nanofibra obtida apo s o processamento atingiu o resultado 
esperado, a fim de assegurar que ela esta  apta para aplicaça o 
[4-6]. Essa verificaça o geralmente e  feita atrave s de 
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equipamentos de alta tecnologia, como o Microsco pio 
Eletro nico de Varredura, comumente conhecido como MEV. 
3  SOLUÇÃO PROPOSTA 
Na etapa de ana lise das imagens e classificaça o dos dados 
coletados, foi observado a necessidade de otimizaça o do tempo 
utilizado. Neste esta gio, a extraça o destes dados e  feita de 
maneira criteriosa e analí tica por um profissional que 
disponibilizara  do seu olhar treinado, para que a base de 
informaço es obtida seja satisfato ria. 
Visando minimizar os problemas gerados por esta situaça o, o 
estudo da Intelige ncia Artificial e de sua subdisciplina 
Aprendizagem de Ma quina, mostraram-se potencialmente 
eficazes atuando neste tipo de obsta culo, onde programas de 
computador (algoritmos) aprendem associaço es de poder 
preditivo a partir de exemplos em dados [12-14]. 
Neste contexto, visa-se implementar as ferramentas 
necessa rias para classificar analiticamente um determinado 
conjunto de dados. 
Para a validaça o dos resultados, esse estudo levou em 
consideraça o tre s maneiras. A primeira delas foi obtida por 
meio do ca lculo da acura cia, ou seja, a raza o entre o nu mero de 
beads identificados pela programaça o (bip) e a quantidade real 
de beads na imagem (identificadas manualmente, bir) o 
resultado dessa divisa o foi multiplicado por 100. Definindo 
assim, o percentual de acura cia do programa conforme a 
Equaça o 1. 
 
                      𝐴𝑐𝑢𝑟á𝑐𝑖𝑎 (%) =
𝑏𝑖𝑝
𝑏𝑖𝑟
∗ 100 (1) 
 
Portanto, comparando o nu mero de beads encontrados pela 
ana lise computacional com o nu mero encontrado pela ana lise 
analo gica, o valor obtido de acura cia foi de 7,23%. 
Acredita-se que a raza o desse baixo percentual em precisa o se 
deve por algumas razo es relacionadas a s imagens 
propriamente ditas, sendo elas a nitidez das imagens ou o 
contraste entre as cores. Esses pontos podem ter influenciado 
no baixo desempenho de reconhecimento de beads por uma 
limitaça o do software quando esses para metros na o sa o claros 
nas figuras. Outra hipo tese esta  relacionada a divisa o feita 
entre as imagens selecionadas para treino e as imagens 
escolhidas para validaça o, podendo a escolha das amostras ou 
mesmo a quantidade de imagens ter interferido no 
reconhecimento. Sabe-se que quanto maior a quantidade de 
treinamentos com imagens diversas, maior sera  a chance de o 
algoritmo ser preciso. Ale m disso, caso as imagens da validaça o 
tenham configuraço es como luminosidade, nitidez ou contraste 
muito diferentes das condiço es das imagens do treinamento, 
pode-se obter tambe m um resultado abaixo do esperado [24]. 
Levando esses pontos em consideraça o, o grupo decidiu 
realizar um novo treinamento agora com 150 imagens, ou seja, 
com quantidade um pouco maior do que a anterior e imagens 
mais diversificadas entre si. Com esse novo treinamento, 
obteve-se uma acura cia de 55,09%. 
Contudo, como segundo me todo de validaça o, foi comparado o 
tempo de ana lise via Aprendizado de Ma quina e pesquisadores, 
que marcando o tempo de ana lise de suas amostras com um 
cronometro, registraram os resultados em uma tabela. 








Table 1. Comparação do tempo gasto entre o método 
Analógico e método Computacional. 
Como u ltima forma de validaça o dos resultados, o teste 
estatí stico realizado demonstrou que o me todo analo gico 
apresenta uma maior variaça o no processo de contagem de 
beads. Conforme pode ser visto na Figra 1, o me todo analo gico 
apresentou uma maior variaça o que o me todo computacional. 
Figure 1. Comparação entre o método analógico e mótodo 
computacional  
Com base nos resultados obtidos, foi possí vel concluir que o 
me todo computacional possui uma eficie ncia superior no que 
compete ao tempo gasto para ana lise de imagens por ser mais 
ra pido. No entanto, existe uma possibilidade de melhoria no 
que se compete a acura cia do me todo computacional, atrave s 
de mais treinamentos com uma maior diversidade de imagens. 
 
4  CONSIDERAÇÕES FINAIS 
Por fim, foi possí vel atender o objetivo esperado comprovando 
que a ana lise pelo me todo computacional e  mais eficiente em 
termos do tempo gasto quando comparado ao me todo 
analo gico, entretanto a acura cia da programaça o e  um ponto a 
ser desenvolvido. 
Dessa forma, foi feito um troubleshooting e entende-se que a 
qualidade e quantidade das imagens podem ter sido causas-
raí zes para o problema inicial de baixa precisa o bem como a 
quantidade de treinamentos. 
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Assim, sugere-se que para pro ximos estudos, os pontos acima 
destacados como hipo teses para a causa raiz da baixa acura cia 
sejam levados em consideraça o na escolha de amostras para 
novos treinamentos.   
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