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Abstrakt
Tato diplomova´ pra´ce se zaobı´ra´ te´matikou messaging syste´mu˚ – Message-Oriented Mi-
ddlewaru (MOM), ktery´ dnes tvorˇı´ du˚lezˇitou soucˇa´st v oblasti syste´move´ integrace. Tato
pra´ce si klade za cı´l sezna´mit se za´kladnı´mi principy messagingu, prˇiblı´zˇit nejzna´meˇjsˇı´
komercˇnı´ a otevrˇene´ implementace MOM a prˇedevsˇı´m navrhnout a implementovat tes-
tovacı´ aplikaci, ktera´ by vyuzˇı´vala MOM jako komunikacˇnı´ pa´terˇ pro prˇenos velke´ho
mnozˇstvı´ dat o velky´ch velikostech. Da´le pak sezna´mit s existujı´cı´mi vy´konnostnı´mi
porovna´nı´mi a prˇedevsˇı´m navrhnout testovacı´ prˇı´pady a prove´st vy´konnostnı´ testy na
vytvorˇene´ testovacı´ aplikaci pro vybrane´ implementace MOM. Nakonec pak prove´st
analy´zu a vyhodnocenı´ zı´skany´ch vy´sledku˚.
Klı´cˇova´ slova: Message-OrientedMiddleware,MOM, JavaMessage Service, JMS,messa-
ging, messaging syste´m, analy´za vy´konnosti
Abstract
ThisDiploma thesis describes themeMessaging Systems –Message-OrientedMiddleware
(MOM), which today forms an important part in system integration. This thesis behind
aim acquaint with basic principles of messaging, bring the most popular commercial and
open source implementation of the MOM closer and especially design and implement
test application. This application uses the MOM as a communications backbone for the
transmission of large amounts of large size data. Further acquaint with existing perfor-
mance comparisons and especially design test cases and perform the performance tests
on test application for selected implementations of MOM. And the finally analyze and
evaluate obtained results.
Keywords: Message-Oriented Middleware, MOM, Java Message Service, JMS, messag-
ing, messaging system, performance analysis
Seznam pouzˇity´ch zkratek a symbolu˚
AMQP – Advanced Message Queuing Protocol
API – Application Programming Interface
ESB – Enterprise Service Bus
HTML – Hyper Text Markup Language
IM – Instant Messaging
JAAS – Java Authentication and Authorization Service
JDBC – Java Database Connectivity
JMS – Java Message Service
JMX – Java Management Extensions
JNDI – Java Naming and Directory Interface
JORAM – Java Open Reliable Asynchronous Messaging
LDAP – Lightweight Directory Access Protocol
MOM – Message-Oriented Middleware
MS – Messaging System, Messaging syste´m
RPC – Remote Procedure Call
SOA – Service Oriented Architecture
SOAP – Simple Object Access Protocol
STOMP – Streaming Text Oriented Message Protocol
SSL – Secure Sockets Layer
TCP – Transmission Control Protocol
UDP – User Datagram Protocol
URL – Uniform Resource Locator
WS – Web Service, Webova´ sluzˇba
WSDL – Web Services Description Language
XML – Extensible Markup Language
XMMP – Extensible Messaging and Presence Protocol
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51 U´vod
V dnesˇnı´ dobeˇ se sta´le vı´ce sta´va´ beˇzˇne´, zˇe kazˇda´ firma vyuzˇı´va´ pro podporu svy´ch
podnikovy´ch procesu˚ vı´ce nezˇ jednu aplikaci cˇi informacˇnı´ syste´m. Typicke´ je, zˇe firmy
pouzˇı´vajı´ ru˚zne´ specializovane´ aplikace ru˚zny´ch vy´robcu˚, ktere´ jsou postaveny na roz-
licˇny´ch platforma´ch cˇi operacˇnı´ch syste´mech. S tı´mto rostoucı´m pocˇtem heterogennı´ch
aplikacı´ a zvysˇujı´cı´mi se pozˇadavky na dostupnost, aktua´lnost a vza´jemne´ sdı´lenı´ dat
cˇi zvy´sˇenı´ efektivity se objevujı´ sta´le veˇtsˇı´ na´roky na vza´jemne´ propojova´nı´ teˇchto he-
terogennı´ch aplikacı´ a jejich vza´jemnou integraci. Teˇmito proble´my se zaby´va´ oblast
syste´move´ integrace.
Tato diplomova´ pra´ce se veˇnuje oblasti komunikace aplikacı´ zalozˇena´ na posı´la´nı´
zpra´v – messaging syste´mu˚m (Message-Oriented Middleware, MOM), ktere´ dnes tvorˇı´
du˚lezˇitou soucˇa´st pra´veˇ v oblasti syste´move´ integrace a tvorˇı´ ja´dro dnes asi nejperspektiv-
neˇjsˇı´ho rˇesˇenı´ v ra´mci integrace aplikacı´ tj. podnikova´ sbeˇrnice sluzˇeb (Enterprise Service
Bus, ESB).
Uvedenı´ messagingu do sˇirsˇı´ho kontextu syste´move´ integrace, jeho za´kladnı´ principy
avlastnosti, integrace swebovy´mi sluzˇbami aEnterprise ServiceBus jsoupopsa´nyvdruhe´
a trˇetı´ kapitole te´to pra´ce. Za´rovenˇ je zde popsa´na JMS specifikace, ktera´ umozˇnˇuje apli-
kacı´m napsany´ch v Javeˇ jednotny´m zpu˚sobem komunikovat s ru˚zny´mi implementacemi
MOM. Ve cˇtvrte´ kapitole pak jsou popsa´ny nejzna´meˇjsˇı´ komercˇnı´ a otevrˇene´ implemen-
tace MOM, jejich vlastnosti a pouzˇitı´ v dalsˇı´ch syste´mech.
Pa´ta´ azˇ sedma´ kapitola je veˇnova´na vyvinute´ testovacı´ aplikaci a JMS Adapte´ru. Zde
jsem popsal motivaci pro vznik aplikace, jejı´ princip a realizovane´ funkce i jejı´ vztah k
MOM a JMS specifikaci a da´le take´ na´vrh aplikace a pouzˇite´ technologie. Nakonec je take´
popsa´n implementovany´ JMS Adapte´r, ktery´ poskytuje skoro jednotny´ zpu˚sob pra´ce s
vybrany´mi implementacemi MOM.
V osme´ kapitole popisuji nasazova´nı´ jednotlivy´ch vybrany´ch implementacı´ MOM,
ktere´ budou analyzova´ny. Teˇmito implementacemi jsou ActiveMQ, HornetQ, OpenMQ,
JORAM a OpenJMS.
Nejveˇtsˇı´ cˇa´st pra´ce (9. a 10. kapitola) je pak veˇnova´na samotne´ analy´ze jednotlivy´ch
implementacı´ messaging syste´mu˚. Jsou zde zmı´neˇny existujı´cı´ vy´konnostnı´ porovna´nı´,
na´sledovane´ na´vrhem a popisem realizace vy´konnostnı´ch testu˚, analy´zou a zhodnocenı´m
vy´sledku˚ teˇchto testu˚.V u´plne´mza´veˇru jepak celkove´ zhodnocenı´ testovany´chmessaging
syste´mu˚ a to prˇedevsˇı´m z hlediska vy´konnostnı´ho, ale i z hlediska stability, jednoduchosti
integrace s jiny´mi SW syste´my, prˇenositelnosti, udrzˇovatelnosti, aj.
62 Komunikace aplikacı´ zalozˇena´ na posı´la´nı´ zpra´v
2.1 U´vod
Te´ma te´to diplomove´ pra´ce se zameˇrˇuje na oblast messaging syste´mu˚ (Message-Oriented
Middleware).Oblast messaging syste´mu˚ velice u´zce souvisı´ s pojmy jako je syste´mova´ inte-
grace, vza´jemne´ propojova´nı´ heterogennı´ch syste´mu˚, prˇı´padneˇ subsyste´mu˚, ktere´ jsou v dnesˇnı´
dobeˇ sta´le cˇasteˇji sklonˇova´ny. Proto by bylo vhodne´ na u´vod te´to diplomove´ pra´ce strucˇneˇ
zmı´nit hlavnı´ integracˇnı´ styly (zpu˚soby) pro vza´jemne´ propojova´nı´ aplikacı´ a tak umı´stit
pojemmessaging syste´m do sˇirsˇı´ho kontextu. Na´sledujı´cı´ informace byly cˇerpa´ny z [1, 2, 3].
Hlavnı´ integracˇnı´ styly jsou:
1. Prˇenos u´daju˚ prˇes sdı´lene´ soubory (File Transfer) – aplikace vytva´rˇejı´ soubory s u´daji,
ktere´ mohou zpracova´vat jine´ aplikace a tak si navza´jem vymeˇnˇovat informace.
Jedna´ se o nejjednodusˇsˇı´ rˇesˇenı´ propojenı´ aplikacı´ (middlewaru). Vy´hodou tohoto
rˇesˇenı´ je jeho jednoduchost a univerza´lnost (snad kazˇdy´ programovacı´ jazyk a
operacˇnı´ syste´m umı´ pracovat se soubory, atd.). Nevy´hodou jsou proble´my se syn-
chronizacı´ a obtı´zˇny´m monitorova´nı´m.
2. Sdı´lena´ databa´ze (Shared Database) – aplikace ukla´dajı´ sve´ data do sdı´lene´ databa´ze.
Vy´hody tohoto rˇesˇenı´ jsou: k dispozici jsou vzˇdy aktua´lnı´ data, snadny´ prˇı´stup
(SQL). Nevy´hody pak: v prˇı´padeˇ integrace dalsˇı´ aplikace musı´ dojı´t k jejı´ u´praveˇ tak,
aby mohla vyuzˇı´vat sdı´lenou databa´zi (cozˇ nenı´ vzˇdy mozˇne´), vy´robci neˇktery´ch
aplikacı´ si vyhrazujı´ pra´vo na zmeˇnu struktury databa´ze.
3. Vola´nı´ vzda´leny´ch procedur (Remote Procedure Call) – aplikace si prˇeda´vajı´ data tak,
zˇe jedna aplikace nabı´zı´ sve´ procedury. Ostatnı´ aplikace mohou tyto vzda´lene´ pro-
cedury vyuzˇı´vat, jako kdyby byly loka´lnı´. Procedura je „cˇerna´ skrˇı´nˇka“, u ktere´ na´s
zajı´ma´ jen jejı´ rozhranı´ a vy´sledek, ktery´ vyprodukuje, ne jak je implementova´na,
cozˇ je vy´hoda. Nevy´hodami jsou: velke´ prova´za´nı´ aplikacı´, klient musı´ cˇekat, azˇ mu
server vra´tı´ odpoveˇd’, prˇı´padne´ zmeˇny rozhranı´, cˇi nedostupnost aplikace s volanou
procedurou.
4. Posı´la´nı´ zpra´v (Messaging, Message-Oriented Middleware) – aplikace si vymeˇnˇujı´ data
pomocı´ posı´la´nı´ zpra´v prˇes syste´m pro dorucˇova´nı´ zpra´v (messaging syte´m). Te´to me-
todeˇ se detailneˇ veˇnuje cela´ na´sledujı´cı´ kapitola.
Kromeˇ integracˇnı´ch stylu˚ je take´ vhodne´ uve´st dva za´kladnı´ interakcˇnı´ modely:
1. Synchronnı´ komunikace – v prˇı´padeˇ synchronnı´ komunikace je „volajı´cı´ “ aplikace
zablokova´na a cˇeka´, dokud nenı´ volany´ ko´d proveden a je jı´ vra´cena odpoveˇd’.
„Volajı´cı´ aplikace“ nema´ kontrolu nad rˇı´zenı´m. Musı´ spole´hat na navra´cenı´ rˇı´zenı´
z „volane´“ aplikace. Typicky´m prˇı´kladem synchronnı´ komunikace je Remote Pro-
cedure Call (RPC).
2. Asynchronnı´ komunikace – v prˇı´padeˇ asynchronnı´ komunikace je „volajı´cı´mu“ po-
necha´no rˇı´zenı´. Nemusı´ tedy cˇekat na odpoveˇd’. Pozˇadavek, ktery´ „volajı´cı´ “ ode-
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slal, nemusı´ by´t hned vykona´n. Typicky´m prˇı´kladem asynchronnı´ komunikace je
Message-Oriented Middleware (MOM).
Dalsˇı´ informace o te´to problematice je mozˇne´ nale´zt na [4].
2.2 Message-Oriented Middleware
Na´sledujı´cı´ informace byly cˇerpa´ny prˇedevsˇı´m z [2, 3, 5].
Message-Oriented Middleware (MOM) je softwarova´ a hardwarova´ platforma zajisˇt’ujı´cı´
komunikaci mezi aplikacemi, ktera´ je zalozˇena´ na asynchronnı´m posı´la´nı´ zpra´v. Jejı´ historie
saha´ azˇ k roku 1980. MOM umozˇnˇuje aplikacı´m (cˇi jejı´m cˇa´stem) vza´jemnou komuni-
kaci skrze heterogennı´ prostrˇedı´ a ru˚zne´ sı´t’ove´ protokoly a tak znacˇneˇ ulehcˇuje na´mahu prˇi
integraci rozsa´hly´ch syste´mu˚.
Pro zajisˇteˇnı´ asynchronnı´ povahy prˇenosu jsou zpra´vy ukla´da´ny typicky do front
(quueu), ktere´ jsou uchova´va´ny na centra´lnı´m serveru – syste´mu pro dorucˇova´nı´ zpra´v
(messaging syste´m, provider, broker). Jako analogii k posı´la´nı´ zpra´v (MOM) si lze prˇedstavit
velmi rychlou posˇtovnı´ sluzˇbu, ktere´ je mozˇne´ prˇedat nasˇı´ zpra´vu, a samotne´ dorucˇenı´ je
jizˇ pak v zodpoveˇdnosti samotne´ posˇtovnı´ sluzˇby, ktera´ zpra´vu dorucˇı´ prˇı´jemci, azˇ bude
k dispozici. Opakem kMOM je RPC, kde RPC si lze prˇedstavit jako telefonnı´ hovor mezi
dveˇma uzˇivateli, kdy kazˇdy´ musı´ by´t v konkre´tnı´ okamzˇik prˇı´tomen [2]. Vy´hodouMOM
platformy je take´, zˇe v prˇı´padeˇ zmeˇny provedene´ v jedne´ cˇa´sti syste´mu, cˇi prˇipojenı´ dalsˇı´
cˇa´sti, nenı´ prakticky nutne´ prova´deˇt zmeˇny v ostatnı´ch cˇa´stech syste´mu.
Typicka´ topologie distribuovane´ aplikace s nasazenı´ MOM je videˇt na obra´zku 1, kde
aplikace mezi sebou navza´jem komunikujı´ prˇes messaging syste´m.
82.2.1 Vlastnosti MOM
2.2.1.1 Volna´ vazba (Loose coupling) Jak jizˇ bylo zmı´neˇno, MOM vkla´da´ mezi ode-
sı´latele a prˇı´jemce zpra´v dalsˇı´ vrstvu – messaging syste´m (MS), kterou odesı´latel a prˇı´jemce
vyuzˇı´va´ jako neza´visle´ho prostrˇednı´ka pro vy´meˇnu zpra´v. Hlavnı´ vy´hodou tohoto je,
zˇe je vytvorˇena´ volna´ vazba mezi jednotlivy´mi cˇa´stmi syste´mu. Je mozˇno velmi snadno prˇi-
pojovat dalsˇı´ cˇa´sti syste´mu, anizˇ by musely by´t provedeny zmeˇny ve sta´vajı´cı´ch i noveˇ
prˇipojovany´ch cˇa´stech.
2.2.1.2 Spolehlivost (Reliability) MOM umozˇnˇuje zajisˇt’ovat zarucˇeny´ prˇenos dat, cozˇ
je jednou z jeho hlavnı´ch vy´hod. Toto je zajisˇteˇno ulozˇenı´m dat na serveru konkre´tnı´ho
messaging syte´mu a mozˇnostı´ persistence dat, tj. data prˇezˇijı´ i pa´d serveru a jsou bezpecˇneˇ
znova nacˇtena z disku. Tato schopnost zarucˇuje vysokou spolehlivost prˇenosu a zabranˇuje
nedorucˇenı´ zpra´v prˇı´jemci v prˇı´padeˇ, zˇe je nedostupny´ nebo zanepra´zdneˇny´ a za´rovenˇ
umozˇnˇuje snadny´ monitoring prova´deˇny´ch operacı´.
2.2.1.3 Sˇka´lovatelnost (Scalability) MOMumozˇnˇuje take´ oddeˇlenı´ vy´konnostnı´ch cha-
rakteristik jednotlivy´ch subsyste´mu˚. Subsyste´my mohou by´t sˇka´lovatelne´ tak, zˇe jsou na
sobeˇ prakticky neza´visle´, anebo jen velmi ma´lo. Dı´ky tomu je snadneˇjsˇı´ se vyporˇa´dat s
neprˇedvı´datelny´mi vy´kyvy v za´teˇzˇi jednoho subsyste´mu, anizˇ by dosˇlo k vy´razne´mu
omezenı´ ostatnı´ch.
2.2.1.4 Dostupnost (Availability) MOM poskytuje vysokou dostupnost, ktera´ je za-
jisˇteˇno volnou vazbou spojenı´ subsyste´mu˚, principem asynchronnı´ho prˇenosu a ukla´-
da´nı´m dat na serveru MS. Pa´d jednoho subsyste´mu nevyrˇadı´ cely´ syste´m, ale zbyla´ cˇa´st
mu˚zˇe bez nebo jen s maly´m omezenı´m pracovat da´l.
Typicky´m prˇı´kladem vyuzˇitı´ je objedna´vkovy´ syste´m a fakturacˇnı´ syste´m. Objedna´v-
kovy´ syste´mmu˚zˇe prˇijı´mat objedna´vky, i kdyzˇ je fakturacˇnı´ syste´m zrovnamimo provoz.
Objedna´vky jsou bezpecˇneˇ ukla´da´ny na server MS a po znovu zprovozneˇnı´ fakturacˇnı´ho
syste´mu jsou objedna´vky syste´mem zpracova´ny. Za´kaznı´k, ktery´ syste´m pouzˇı´va´, vu˚bec
nezpozoruje vy´padek [5].
2.2.1.5 Rozlozˇenı´ za´teˇzˇe (Load-balancing) Dalsˇı´ vy´hodou je jednoduchost realizace
load-balancingu. Ten je snadno realizovatelny´ dı´ky fronta´m, v ktery´ch jsou uchova´va´ny
zpra´vy. Pokud neˇjaky´ subsyste´m nestı´ha´ zpracova´vat zpra´vy z fronty, muzˇe by´t na tuto
frontu prˇipojena dalsˇı´ instance. Instance pak budou paralelneˇ zpracova´vat data.
2.2.1.6 Dalsˇı´ vlastnosti MOM Kromeˇ, vy´sˇe zmı´neˇny´ch, typicky´ vlastnostı´ MOM po-
skytuje jesˇteˇ dalsˇı´ vlastnosti, ktere´ jsou ve veˇtsˇineˇ prˇı´padu˚ podporova´ny jednotlivy´mi
implementace MS.
Tyto vlastnosti jsou:
• Typ modelu – za´klad tvorˇı´ dva modely: Point-to-Point a Publish/Subscribe (budou
detailneˇ rozebra´ny v kapitole 2.3)
9• Transakce a mechanizmy pro zajisˇteˇnı´ spolehlivosti prˇenosu – viz kapitola 2.3.
• Transformace zpra´v –MSmu˚zˇe pu˚vodnı´ zpra´vu prˇijatou od jednoho klienta prˇetrans-
formovat do tvaru prˇijatelne´ho pro jine´ho klienta.
• Filtrova´nı´ zpra´v – filtrova´nı´ umozˇnˇuje klientovi si „vyta´hnout“ z fronty pouze ty
zpra´vy, ktere´ potrˇebuje.
• Replikace a prˇesmeˇrova´va´nı´ zpra´v – neˇktere´ MS umozˇnˇujı´ replikovat zpra´vy do vı´ce
front nebo je prˇesmeˇrova´vat do jiny´ch front.
• Klastrova´nı´ – data MS jsou replikova´na na vı´ce serverech, aby se zabra´nilo celko-
ve´mu pa´du syste´mu v prˇı´padeˇ, zˇe by dosˇlo k pa´du serveru MS. Dalsˇı´m du˚vodem
je rozlozˇenı´ za´teˇzˇe na vı´ce serveru˚ v prˇı´padeˇ potrˇeby a umozˇnit dalsˇı´ sˇka´lova´nı´
syste´mu.
2.2.2 Protokoly MOM
Pro MOM existuje standard (specifikace) JMS, ktera´ umozˇnˇuje jednotny´m zpu˚sobem komu-
nikovat mezi klienty (aplikacemi, subsyste´my) napsany´mi v Javeˇ bez ohledu na konkre´tnı´
implementaci MS (vı´ce viz kapitola 2.3). Jednou z nevy´hod JMS specifikace ovsˇem je, zˇe
nedefinuje protokol prˇenosu. Proto jednotlive´ implementace MS pouzˇı´vajı´ ru˚zne´ proto-
koly. Nejcˇasteˇji ovsˇem je pouzˇit STOMP, AMQP, prˇı´padneˇ XMMP protokol [6, 7].
STOMP – The Streaming Text Oriented Message Protocol je jednoduchy´ textovy´ pro-
tokol navrzˇeny´ pro MOM. Jeho syntaxe je blı´zka HTTP a je jazykoveˇ neza´visly´. Tento
protokol vyuzˇı´va´ naprˇı´klad ActiveMQ nebo HornetQ [7].
AMQP – The Advanced Message Queuing Protocol druhy´m a dnes preferovaneˇjsˇı´m
protokolem pro MOM. Jeho hlavnı´m cı´lem je zajisˇteˇnı´ spolehlivosti a vy´konnosti. AMQP
se skla´da´ ze dvou vrstev. Dolnı´ definuje transportnı´ protokol, typicky TPC. Hornı´ vrstva
pak definuje konkre´tnı´ vlastnosti ty´kajı´cı´ se MOM (typ vy´meˇny zpra´v, fronty, atd.). Tento
protokol naprˇı´klad vyuzˇı´va´ JORAM, RabbitMQ a mnohe´ dalsˇı´ MS [7].
XMPP – Extensible Messaging and Presence Protocol je protokol prˇeva´zˇneˇ urcˇeny´ pro
Instant Messaging, ale mu˚zˇe by´t vyuzˇı´va´n i MOM. Je zalozˇeny´ na XML [7].
2.2.3 Vy´hody a nevy´hody MOM
Vy´hody komunikace aplikacı´ zalozˇene´ na posı´la´nı´ zpra´v (MOM) byly z velke´ cˇa´sti jizˇ po-
drobneˇ popsa´ny vy´sˇe. Hlavnı´ vy´hoda vyply´va´ z asynchronnı´ povahy messagingu, kdy nenı´
nutno cˇekat na odpoveˇd’ od jine´ aplikace (subsyste´mu, komponenty). S tı´m souvisı´ take´
velika´ dostupnost syste´mu. Tı´m, zˇe MOM vkla´da´ mezi jednotlive´ aplikace jakousi komuni-
kacˇnı´ mezivrstvu, je zajisˇteˇna vysoka´ flexibilita, spolehlivost dorucˇenı´ dat, rozlozˇenı´ za´teˇzˇe a
sˇka´lovatelnost. Navı´c je dı´ky tomuto „prostrˇednı´ku“ mozˇno poskytovat dalsˇı´ funkce, jako
transformace, filtrova´nı´, replikace, atd.
Z vy´sˇe uvedeny´ch vlastnostı´ MOM vyply´vajı´ i jeho nevy´hody. Mnohe´ aplikace potrˇe-
bujı´ vyuzˇı´vat synchronnı´ zpu˚sob komunikace, asynchronnı´ je pro neˇ nevyhovujı´cı´. Na dru-
hou stranu MOM umozˇnˇuje urcˇity´m zpu˚sobem emulovat synchronnı´ komunikaci. Dalsˇı´
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nevy´hodou je, zˇe pouzˇitı´m MS jako „prostrˇednı´ka“ vznika´ u´zke´ mı´sto syste´mu. V prˇı´padeˇ
selha´nı´ serveru MS docha´zı´ k pa´du cele´ho syste´mu. Tento proble´m je u kvalitnı´ch ko-
mercˇnı´ch implementacı´ rˇesˇen pomocı´ klastrova´nı´ a replikace dat na vı´ce serveru˚. Dalsˇı´
nevy´hodoumu˚zˇe by´t nedostatek standardu˚, jelikozˇ hlavnı´ standard JMS nedefinuje mnoho
du˚lezˇity´ch parametru˚ (forma´t zpra´v, protokol prˇenosu, atd.) a navı´c je vı´ceme´neˇ urcˇen
pouze pro aplikace vyvı´jene´ v Javeˇ.
Dalsˇı´ informace tykajı´cı´ se MOM je mozˇne´ najı´t na [3, 4, 5].
2.3 Java Message Service
Informace k te´to kapitole byly cˇerpa´ny prˇedevsˇı´m z [6, 8, 9].
„Java Message Service (JMS) API je standardem MOM, ktery´ umozˇnˇuje aplikacı´m (sub-
syste´mu˚m) implementovany´ch v Javeˇ vytva´rˇet, posı´lat, prˇijı´mat a cˇı´st zpra´vy“ [6]. Definuje
spolecˇnou sadu rozhranı´ a se´mantiky, ktere´ umozˇnˇujı´ aplikacı´m komunikovat s imple-
mentacemi messaging syste´mu˚ [8].
Specifikace JMS byla vytvorˇena prˇedevsˇı´m za u´cˇelem usnadneˇnı´ pra´ce prˇi pouzˇı´va´nı´
ru˚zny´ch implementacı´ MS. Definuje jednotny´ zpu˚sob komunikace a pra´ce s jednotlivy´mi
implementacemi MS, ktere´ podporujı´ tuto specifikaci. V prˇı´padeˇ nutnosti zmeˇny MS by
nemeˇlo by´t nutne´ prova´deˇt zmeˇny v ko´du aplikace.
Nevy´hodou JMS specifikace je, zˇe je k dispozici pouze pro aplikace napsane´ v Javeˇ,
nedefinuje protokol prˇenosu, administracˇnı´ API, zabezpecˇenı´, a dalsˇı´ [6].
Poslednı´ verze JMS specifikace je 1.1 z roku 2002 a je soucˇa´stı´ platformy Java EE.
2.3.1 Architektura JMS API
Architektura JMS API se skla´da´ z na´sledujı´cı´ch cˇa´stı´:
• JMS Provider – konkre´tnı´ implementace MS, ktera´ poskytuje JMS rozhranı´ a dalsˇı´
administracˇnı´ a rˇı´dı´cı´ funkce.
• JMS Klient (JMS Client) – aplikace, podsyste´m cˇi komponenta, ktera´ produkuje
a konzumuje zpra´vy a je napsana´ v Javeˇ.
• Administracˇnı´ objekty (Administered objects) – JMSobjekty, ktere´ administrator vytvorˇil
pro pouzˇitı´ klienty. Naprˇ. Connection Factory – pro vytvorˇenı´ prˇipojenı´ k JMS
Providerovi.
• Zpra´vy (Messages) – objekty, ktere´ v sobeˇ prˇena´sˇı´ informace mezi klienty.
Na obra´zku 2 je zachycena interakce jednotlivy´ch cˇa´stı´. Administracˇnı´ na´stroje (Ad-
ministrative tools) umozˇnˇujı´ sva´zat destinace nebo connection factory s objekty v JNDI
jmenne´m prostoru. JMS klient pak mu˚zˇe prˇi vytva´rˇenı´ destinacı´, aj. vyuzˇı´vat teˇchto ob-
jektu˚ z tohoto jmenne´ho prostoru.
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Obra´zek 2: Architektura JMS API; zdroj: [8]
Obra´zek 3: Point-to-Point model; zdroj: [8]
2.3.2 Modely komunikace
V MOM se pouzˇı´vajı´ prˇedevsˇı´m dva za´kladnı´ modely pro pra´ci se zpra´vami, respek-
tive pro prˇenos zpra´v. Jsou to Point-to-Point a Publish/Subscribe model. Oba tyto modely
podporuje take´ JMS specifikace.
2.3.2.1 Point-to-Pointmodel Point-to-Pointmodel jepostavennapojmu fronta (queue).
Producenti posı´lajı´ zpra´vy do te´to fronty a konzumenti zpra´v si je z te´to fronty vyzve-
da´vajı´. Zpra´vy zu˚sta´vajı´ ve fronteˇ, dokud nejsou vyzvednuty nebo dokud nevyexpirujı´.
Zpra´vy mu˚zˇe posı´lat vı´ce producentu˚, ale kazˇda´ zpra´va ma´ pouze jednoho konzumenta. Po
vyzvednutı´ zpra´vy je odstraneˇna z fronty a zˇa´dny´ dalsˇı´ konzument si jı´ uzˇ nevyzvedne.
Proto je tento model vhodny´ pokud chceme, aby zpra´vy byly zpracova´ny pra´veˇ jednı´m
konzumentem.
Point-to-Point model je zna´zorneˇn na obra´zku 3.
2.3.2.2 Publish/Subscribe model Publish/Subcribe model je postaven na pojmu to-
pik (topic). Producenti posı´lajı´ zpra´vy do topiku a aktua´lneˇ prˇipojenı´ konzumenti okamzˇiteˇ
konzumujı´ tyto zpra´vy. Na rozdı´l od Point-to-Point modelu, zpra´vy zu˚sta´vajı´ v topiku
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Obra´zek 4: Publish/Subscribe model; zdroj: [8]
jen na dobu nutnou pro distribuci k jednotlivy´m prˇipojeny´m konzumentu˚m. Neprˇipojenı´
konzumenti v dobeˇ produkova´nı´ zpra´vy zpra´vu nikdy neobdrzˇı´. Vy´jimku z te´to „cˇasove´
za´vislosti“ tvorˇı´ trvalı´ odbeˇratele´ (durable subscriber), kterˇı´ obdrzˇı´ zpra´vu, i kdyzˇ nejsou
aktivnı´ prˇi produkova´nı´ zpra´vy. V tomtomodelumu˚zˇe zpra´vy konzumovat zˇa´den, jeden
i mnoho konzumentu˚.
Publish/Subscribe model je zna´zorneˇny´ na obra´zku 4.
2.3.3 Konzumace zpra´v
Messaging je ze sve´ podstaty asynchronnı´. Specifikace JMS pouzˇı´va´ tento termı´n v kon-
kre´tneˇjsˇı´m vy´znamu. Zpra´vy mohou by´t konzumova´ny dveˇma zpu˚soby:
• Synchronneˇ – Konzument si vyzvedne zpra´vu vola´nı´m metody receive(). Metoda
mu˚zˇe cˇekat, dokud neprˇijde zpra´va nebo cˇekat urcˇity´ cˇasovy´ interval.
• Asynchronneˇ – Klient si registruje posluchacˇe zpra´v (Message Listenery). Kdyzˇ prˇijde
zpra´va do sledovane´ destinace, zavola´ se metoda onMessage(...)Message Listeneru
a dojde ke zpracova´nı´ zpra´vy. Zatı´mco Message Listener cˇeka´ na mozˇne´ zpra´vy,
klient mu˚zˇe vykona´vat jine´ akce [8].
2.3.4 Zpra´vy JMS
Zpra´vy JMS se skla´dajı´ ze trˇı´ cˇa´stı´:
• Hlavicˇka (Message Headers) – obsahuje hodnoty, ktere´ musı´ nebo mu˚zˇou by´t nasta-
veny, slouzˇı´cı´ pro identifikaci a smeˇrova´nı´ zpra´v klienty i JMS Providerem. Naprˇ.
JMSDestination, JMSMessageID, atd.
• Vlastnosti (Message Properties) – obsahuje dalsˇı´ dodatecˇne´ informace (naprˇ. pro vy-
filtrova´nı´ zpra´v) nebo vlastnosti za´visle´ na konkre´tnı´ implementaci MS.
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• Teˇlo (MessageBody)–obsahujepozˇadovana´prˇena´sˇena´ data, ktere´mohouby´t vmnoha
forma´tech:TextMessage (rˇeteˇzec),MapMessage (dvojce jme´no–hodnota),BytesMessage
(proud bajtu˚), StreamMessage (proud primitivnı´ch datovy´ch typu˚), ObjectMessage
(serializovany´ objekt),Message (pra´zdna´ zpra´va).
U JMS zpra´v je mozˇnost nastavitmo´d nakla´da´nı´ se zpra´vami (Delivery Mode). Tento mo´d
specifikuje, jak bude se zpra´vami zacha´zeno v prˇı´padeˇ, zˇe dojde k selha´nı´ JMS severu.
Jsou definova´ny dva za´kladnı´ mo´dy:
• Persistentnı´ (PERSISTENT) – defaultnı´, zajisˇt’uje, zˇe v prˇı´padeˇ selha´nı´ serveru nebu-
dou data ztracena. Docha´zı´ k ukla´da´nı´ zpra´v na disk.
• Nepersistentnı´ (NON PERSISTENT) – nevyzˇaduje po JMS Providerovi ukla´da´nı´
na disk. Nenı´ tı´m pa´dem zarucˇeno, zˇe nedojde ke ztra´teˇ dat.
2.3.5 Potvrzova´nı´ zpra´v a transakce
JMS poskytuje prostrˇedky pro zajisˇteˇnı´ spolehlivosti dorucˇenı´ zpra´v. Dokud nenı´ zpra´va
potvrzena, nenı´ povazˇova´na za dorucˇenou.
2.3.5.1 Potvrzova´nı´ bez transakcı´ JMS specifikace poskytuje tyto trˇi typy potvrzo-
va´nı´ prˇijetı´ zpra´v bez transakcı´:
• AUTO ACKNOWLEDGE – dojde k automaticke´mu potvrzenı´ kazˇde´ prˇijate´ zpra´vy
po u´speˇsˇne´m na´vratu z metody receive() nebo onMessage().
• CLIENT ACKNOWLEDGE – konzument sa´m potvrdı´ metodou acknowldege() prˇijate´
zpra´vy. Mu˚zˇe tak prove´st azˇ po u´speˇsˇne´m zpracova´nı´ zpra´vy, cozˇ je vy´hoda oproti
prˇedchozı´mu typu.
• DUPS OK ACKNOWLEDGE – nejme´neˇ vy´konnostneˇ na´rocˇne´ rˇesˇenı´. Zpra´vy jsou
automaticky potvrzene´ po urcˇite´m mnozˇstvı´ prˇijaty´ch zpra´v (lı´ne´ potvrzova´nı´).
Mu˚zˇe tı´m pa´dem docha´zet k prˇı´jmu duplicitnı´ch zpra´v.
2.3.5.2 Transakce Loka´lnı´ transakce jsou dalsˇı´ mozˇny´ zpu˚sob potvrzova´nı´. Umozˇnˇujı´
shlukovat neˇkolik operacı´ do jedne´ atomicke´ jednotky – transakce. Kdyzˇ je u´speˇsˇna´,
jsou zmeˇny potvrzeny (Commit). Kdyzˇ transakce selzˇe, jsou zmeˇny vra´ceny zpeˇt (Roll-
back).Toto je vhodne´ zejme´na, kdyzˇ je potrˇeba shlukovat prˇijate´ a odesı´lane´ zpra´vy do-
hromady. Prˇı´kladem mu˚zˇe by´t prˇijetı´ zpra´vy konzumentem a odesla´nı´ potvrzovacı´ zpra´vy
(confirm message, confirm message je s prˇijatou zpra´vou sva´za´na pomocı´ parametru
JMSCorrelationID) odesı´lateli jako potvrzenı´, zˇe zpra´va byla prˇijata. V tomto prˇı´padeˇ je
velmi vhodne´ tyto dveˇ zpra´vy spojit do transakce. Loka´lnı´ transakce nenı´ ale mozˇne´
vytva´rˇet naprˇı´cˇ vı´ce klienty!
Kromeˇ loka´lnı´ch transakcı´ je mozˇne´ pouzˇı´t distribuovane´ transakce (XA transakce), ktere´
poskytujı´ rozsa´hlejsˇı´ prostrˇedky umozˇnˇujı´cı´ do transakce zahrnout i pra´ci s jiny´m distri-
buovany´m syste´mem, naprˇ. databa´zı´. Cely´ proces potvrzova´nı´ je pak rˇı´zen transakcˇnı´m
manazˇerem [10].
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2.3.6 Dalsˇı´ vlastnosti
Dalsˇı´mi funkce a vlastnosti poskytovane´ JMS specifikacı´ jsou naprˇı´klad:
• Nastavenı´ doby expirace (Time To Live)
• Nastavenı´ priority zpra´v
• Filtrova´nı´ zpra´v pomocı´ Message Selectoru˚
• Emulace synchronnı´ komunikace – naprˇ. pomocı´ trˇı´dyQueueRequestor nebo docˇasny´ch
destinacı´ (Temporary Destinations)
• Message-Driven Bean (MDB) – umozˇnˇuje asynchronnı´ konzumaci zpra´v v Java EE
aplikacı´ch.
Vı´ce informacı´ je mozˇne´ se docˇı´st naprˇı´klad v [6] a [10].
15
3 Vyuzˇitı´ MOM v syste´move´ integraci
V te´to kapitole budou popsa´ny mozˇnosti vyuzˇitı´ messagingu (MOM) v dnesˇnı´ch moder-
nı´ch prostrˇedcı´ch syste´move´ integrace zalozˇene´ prˇedevsˇı´m na principu Service-Oriented
Architecture (SOA). Jelikozˇ tato oblast je velice rozsa´hla´ a mimo rozsah te´to diplomove´
pra´ce, budou pouze velice strucˇneˇ zmı´neˇny neˇktere´ za´kladnı´ informace. Vı´ce o SOA se lze
dozveˇdeˇt naprˇı´klad v [11].
3.1 Integrace s webovy´mi sluzˇbami
Informace pro tuto kapitolu byly cˇerpa´ny prˇedevsˇı´m z [3].
MOM se ukazuje jako velmi vhodny´ prostrˇedek pro syste´movou integraci, ktery´ rˇesˇı´
mnoho proble´mu, ktere´ se objevovaly prˇi pouzˇitı´ jiny´ch rˇesˇenı´. Nevy´hodou ale zu˚sta´va´ re-
prezentace dat (jejich forma´t, struktura). Jako vhodne´ se v tomto prˇı´padeˇ uka´zalo propojenı´
s webovy´mi sluzˇbami.
„Webova´ sluzˇba (WS) je platformeˇ a jazykove´ neza´visly´ standard pro heterogennı´ syste´movou
integraci“ [3]. Zaklad tvorˇı´ SOAP protokol, ktery´ poskytuje prostrˇedek pro vy´meˇnu struk-
turovany´ch informacı´ mezi uzˇivateli v decentralizovane´m prostrˇedı´ ve formeˇXML zpra´v.
Pomocı´ jazyka WSDL je pak popsa´no rozhranı´ webove´ sluzˇby [12]. Vı´ce o webovy´ch
sluzˇba´ch lze nale´zt naprˇı´klad na [12].
Webovy´ sluzˇby lze vyuzˇı´vat neˇkolika cestami. Nejcˇasteˇjsˇı´m pouzˇitı´m je pouzˇitı´ WS na
zpu˚sob RPC.Ve spojenı´ s MOM se ale jedna´ o vyuzˇitı´ WS jiny´m zpu˚sobem, v souladu s principy
SOA.
Spojenı´m vy´hod MOM a vy´hod webovy´ch sluzˇeb (neza´visly´ forma´t zpra´v, jednodu-
chost transformace dat) odpada´ proble´m messagingu s forma´ty prˇena´sˇeny´ch dat mezi
heterogennı´mi syste´my (kde by prvnı´ syste´m sice data obdrzˇel od druhe´ho, ale nedoka´-
zal by je interpretovat) a vznika´ tak flexibilnı´ otevrˇeny´ syste´m, ktery´ odpovı´da´ principu˚m
SOA. Na jednotlive´ aplikacˇnı´ procesy se dı´va´me jako na „cˇerne´ skrˇı´nˇky“ – sluzˇby (servi-
ces). Vesˇkera´ komunikace je realizova´na prostrˇednictvı´mXML zpra´v, ktere´ jsou prˇena´sˇeny
mezi jednotlivy´mi sluzˇbami asynchronneˇ s pomocı´messagingu. Pokud je forma´t XMLzpra´vy
(ktera´ je prˇena´sˇena mezi dveˇma sluzˇbami) rozdı´lny´, je provedena transformace do pozˇa-
dovane´ho forma´tu na serveru MS. Snadneˇjsˇı´ je i vza´jemne´ propojova´nı´. Kazˇdy´ syste´m
(naprˇ. Java EE aplikace, aplikace v .NETu, zastarala´ aplikace v Cobolu, a jine´) je prˇeveden
na „XML sluzˇbu“, ktera´ je pak snadno prˇipojitelna´ i odpojitelna´, anizˇ by muselo dojı´t
ke zmeˇna´m uvnitrˇ ostatnı´ch.
Tato popsana´ realizace principu˚ SOA prostrˇednictvı´m MOM a WS mu˚zˇe tvorˇit ja´dro
Enterprise Service Bus (ESB, podnikova´ sbeˇrnice sluzˇeb).
3.2 Enterprise Service Bus
Enterprise Service Bus (ESB) se stala v dnesˇnı´ dobeˇ aktua´lnı´m trendem v oblasti syste´move´
integrace a vza´jemne´ho propojova´nı´ heterogennı´ch syste´mu˚ [13].
Dalo by se rˇı´ci, zˇe ESB je jednou z realizacı´ principu˚ SOA. Klı´cˇovy´m pojmem je zde
volne´ propojova´nı´ sluzˇeb. Pojem ESB nenı´ jednoznacˇneˇ definova´n. Jednou z definic mu˚zˇe
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Obra´zek 5: Sche´ma Enterprise Service Bus; zdroj: www.vasanth.in
by´t: „Distribuovana´, uda´lostmi rˇı´zena´ architektura orientovana´ na sluzˇby s du˚razem na volnou
vazbu, konfigurovatelnost a podporu volny´ch standardu˚“ [14].
Za´kladnı´m konceptem ESB je tedy usnadneˇnı´ prˇipojova´nı´ aplikacı´, snı´zˇenı´ pocˇtu propojenı´
mezi aplikacemi a zavedenı´ prˇı´davny´ch hodnot (naprˇ. monitoring) [15].
Za´kladnı´m ja´drem ESB je sbeˇrnice. Skrze nı´ si sluzˇby vymeˇnˇujı´ zpra´vy. Jedna´ se o tedy
jaky´si komunikacˇnı´ kana´l. Hlavnı´m u´cˇelem sbeˇrnice je smeˇrova´nı´ a prˇeda´va´nı´ teˇchto
zpra´v. Komunikace na sbeˇrnici probı´ha´ ve standardizovane´ formeˇ. Aby toto bylo mozˇno
realizovat, jsou klienti prˇipojova´nı´ ke sbeˇrnici pomocı´ adapte´ru˚, ktere´ poskytujı´ potrˇebne´
rozhranı´ [16].
ESB se skla´da´ ze trˇı´ vrstev – vrstva messagingu, vrstva sluzˇeb, vrstva procesu˚, kde vrstva
messagingu je nejspodneˇjsˇı´ vrstva a probı´ha´ zde fyzicka´ manipulace s daty, smeˇrova´nı´,
atd. Typicky je postavena naMOM aWS (viz prˇedchozı´ kapitola) [14, 17].
Sche´ma ESB a sluzˇeb prˇipojeny´ch prˇes adapte´ry je mozˇno videˇt na obra´zku 5.
Mezi typicke´ vlastnosti a vy´hody ESB patrˇı´:
• Distribuovane´ rˇesˇenı´ (neexistuje centra´lnı´ prvek)
• Standardizovane´ adapte´ry a protokoly (standardizovana´ rozhranı´ pro prˇı´stup z jiny´ch
technologiı´ cˇi operacˇnı´ch syste´mu˚)
• Transformace dat a kanonicky´ forma´t zpra´v
• Messaging (mozˇnosti synchronnı´ i asynchronnı´ komunikace, komunikacˇnı´ modely)
• Jednotny´ management (monitoring, logova´nı´, audity, zabezpecˇenı´, atd.)
• A mnoho dalsˇı´ch [15].
ESB ma´ i sve´ nevy´hody. Naprˇı´klad cˇa´stecˇna´ za´vislost na konkre´tnı´ implementaci ESB,
prˇı´lisˇ rozsa´hle´ rˇesˇenı´ pro male´ integrace, rychlost zpracova´nı´ zpra´v v XML forma´tu [14].
Implementacı´ ESB je cela´ rˇada, naprˇı´klad Sonic ESB, IBM WebSphere ESB, Apache
ServiceMix,Mule, a dalsˇı´.
Dalsˇı´ informace o velice rozsa´hle´m te´matu okolo ESB je mozˇne´ najı´t naprˇı´klad v [18].
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4 Existujı´cı´ implementace MOM
4.1 Otevrˇene´ implementace
V te´to kapitole budou zmı´neˇny v dnesˇnı´ dobeˇ asi nejzna´meˇjsˇı´ otevrˇene´ implementace
MOM a to ActiveMQ, HornetQ, OpenMQ, JORAM, Apache Qpid, RabbitMQ a OpenJMS.
Mezi dalsˇı´ pak patrˇı´ naprˇı´klad MantaRay, ZeroMQ, SwiftMQ, aj.
4.1.1 ActiveMQ
ActiveMQ je pravdeˇpodobneˇ jednou z nejzna´meˇjsˇı´ch a nejoblı´beneˇjsˇı´ch volneˇ dostupny´ch
implementacı´ MOM. Spolecˇneˇ s HornetQ patrˇı´ k nejkomplexneˇjsˇı´m implementacı´m, mi-
nima´lneˇ z teˇch, ktere´ podporujı´ JMS specifikaci a za´rovenˇ nejrychleji se rozvı´jejı´cı´m. Plneˇ
podporuje JMS specifikaci 1.1 a Java EE 1.4. Vyvı´jeny´ je spolecˇnostı´ Apache Software Foun-
dation, ktera´ ho poskytuje jako open source pod licencı´ Apache Licence 2.0. ActiveMQ je
postaven na STOMP protokolu, ale ma´ podporu take´ naprˇ. OpenWire protokolu [19].
Poslednı´ dostupna´ stabilnı´ verzevdobeˇ psanı´ te´todiplomove´pra´ce bylaActiveMQ5.5.1
z dubna roku 2011 [20]. ActiveMQ kromeˇ Javy poskytuje API i promnoho dalsˇı´ch progra-
movacı´ch jazyku jako C, C++, C#, Ruby, Perl, Python, PHP nebo Smalltalk [19]. Je zde take´
velka´ podora transportnı´ch protokolu˚, ktere´ je mozˇno vyuzˇı´t pro prˇenos zpra´v, naprˇı´klad
TCP, SSL, HTTP, NIO, UDP, JXTA, aj.
Vy´znamnou vlastnostı´ (asponˇ tedy z me´ho pohledu) je, zˇe destinace jsou cˇisteˇ dyna-
micke´. To znamena´, zˇe nenı´ trˇeba vytva´rˇet destinace prˇedem v konfiguraci serveru, ale
server se o to sa´m postara´ v dobeˇ, kdy je vytvorˇen pozˇadavek klientem na tuto destinaci.
ActiveMQ samozrˇejmeˇ podporuje persistentnı´ a nepersistentnı´ prˇenos zpra´v, mozˇnosti loka´l-
nı´ch i XA transakcı´. Dalsˇı´mi z mnoha poskytovany´ch vlastnostı´ ActiveMQ jsou naprˇı´klad
Message Groups (vytva´rˇenı´ skupin exkluzivnı´ch odbeˇratelu˚ fronty), Virtual Topics (po-
dobne´ jako Message Groups pro topiky), Composite Destinations (prˇesmeˇrova´va´nı´ zpra´v),
klastrova´nı´, aj. [19].
Kromeˇ standardnı´ho poskytova´nı´ podpory JNDI pro vytva´rˇenı´ prˇipojenı´ na JMS ser-
ver a spra´vudestinacı´, poskytujeActiveMQtake´ prˇı´my´prˇı´stupna JMSserver, beznutnosti
vyuzˇı´vat JNDI. Pro administraci je poskytova´no prˇehledne´ webove´ rozhranı´ nebo take´
mozˇnosti vyuzˇitı´ JMX.
ActiveMQ je take´ vyuzˇı´va´no mnohy´mi projekty, jako naprˇı´klad Apache Camel, Apache
CXF, Apache Geronimo, a dalsˇı´. Take´ je vyuzˇı´va´no ve dvou realizacı´ch ESB – Apache Servi-
ceMix aMule [19].
Dalsˇı´ mozˇne´ detaily ty´kajı´cı´ se ActiveMQ je mozˇne´ se docˇı´st na oficia´lnı´ch stra´nka´ch
ActiveMQ, viz [19].
4.1.2 HornetQ
Opeˇt velice komplexnı´ implementace messaging syste´mu, obdobneˇ jako ActiveMQ. Hor-
netQ je pomeˇrneˇ novy´ projekt vyvı´jeny´ spolecˇnostı´ JBoss. Poprve´ byl uvolneˇn v srpnu
roku 2009 jako na´stupce drˇı´ve velmi zna´my´ch a dnes jizˇ da´le nevyvı´jeny´ch produktu˚
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JBoss MQ a JBoss Messaging. HornetQ je take´ jako ActiveMQ postaveny´ na Javeˇ a plneˇ
podporuje JMS 1.1. Poskytova´n je jako open source pod licencı´ Apache Licence 2.0 [21].
Podle testu˚ SPECjms2007 provedeny´ch v roce 2010 neza´vislou vy´zkumnou skupinou na
technicke´ univerziteˇ Darmstadt HornetQ prˇekonal o 307% dosavadnı´ vy´konnostnı´ rekord.
[22].
Poslednı´ stabilnı´ verze v dobeˇ psanı´ diplomove´ pra´ce byla verze 2.2.5 z cˇervna roku
2011. Vy´hodou HornetQ je, zˇe je standardnı´ soucˇa´stı´ JBoss aplikacˇnı´ho serveru [21].
Tak jakoActiveMQ je iHornetQpostaven na STOMPprotokolu. Kromeˇ Javy, pro kterou
HornetQ poskytuje jak sve´ vlastnı´ Core API, tak JMS API (ktere´ je v du˚sledku prˇeva´deˇno
na Core API), nabı´zı´ HornetQ podporu pro dalsˇı´ jazyky. Da´le take´ poskytuje mozˇnost
vyuzˇitı´ ru˚zny´ch transportnı´ch protokolu˚, naprˇ. TCP, SSL, HTTP, In-VM, atd [21].
Samozrˇejmostı´ je zde podpora persistentnı´ch zpra´v, loka´lnı´ch transakcı´ i XA transakcı´.
HornetQ poskytuje obrovske´ mnozˇstvı´ dalsˇı´ch rozsˇirˇujı´cı´ch vlastnostı´, naprˇı´klad mozˇ-
nost hierarchizace destinacı´, mozˇnosti zabezpecˇenı´ (integrovane´ s JAAS), specia´lnı´ podpora
pro posı´la´nı´ rozsa´hly´ch zpra´v (azˇ 8GB zpra´vy), Dead letter addresses (mı´sto pro odkla´da´nı´
zpra´v, ktere´ se nepodarˇilo dorucˇit), Message buffering (pro zvy´sˇenı´ vy´konu), prˇesmeˇrova´-
va´nı´ zpra´v, mozˇnosti klastrova´nı´, atd. [21]. Pro spra´vu serveru je mozˇno vyuzˇı´t neˇkolika
mozˇnostı´, ktere´ jsou blı´zˇe popsa´ny v dokumentaci (JMX managment, atd.) nebo vyuzˇı´t
take´ webovou administracˇnı´ konzoli JBoss aplikacˇnı´ho serveru.
HornetQ je vyuzˇı´va´n v produktech spolecˇnosti JBoss. Prˇı´kladem je jizˇ zmı´neˇna´ inte-
grace v JBoss Application Serveru nebo jako soucˇa´st JBoss ESB.
Dalsˇı´ mozˇne´ detaily o HornetQ je mozˇne´ se docˇı´st na stra´nka´ch HornetQ, viz [21].
4.1.3 OpenMQ
OpenMQ je multiplatformnı´ produkt vyvı´jeny´ spolecˇnostı´ Sun Microsystems, ktery´ je
napsa´n v Javeˇ a plneˇ podporuje JMS specifikaci 1.1 a take´ Java EE 1.4. OpenMQ je volneˇ
dostupny´ pod licencı´ CDDL (Common Development and Distribution License) a GPL
(GNU General Public License) [23].
Poslednı´ dostupna´ verze jeOpenMQ4.5 z brˇezna roku 2011. Kromeˇ JMSAPI poskytuje
OpenMQ i API pro pra´ci v jazyce C/C++ [23].
Obdobneˇ jako ActiveMQ nenı´ nutne´ vytva´rˇet destinace prˇedem v konfiguracˇnı´m
souboru, ale jsou vytvorˇeny dynamicky prˇi jejich prvnı´m pouzˇitı´. Standardneˇ poskytuje
podporu po persistencı´ zpra´vy, loka´lnı´ transakce iXA transakce.Da´le poskytuje dalsˇı´ rozsˇirˇu-
jı´cı´ funkce, jako naprˇı´klad: uchova´va´nı´ nedorucˇeny´ch zpra´v, komprimace teˇla zpra´v, mozˇnosti
zabezpecˇenı´ prˇenosu, mozˇnosti klastrova´nı´, aj. Na rozdı´l od ActiveMQ a HornetQ neposky-
tuje zˇa´dne´ specia´lnı´ prostrˇedky pro prˇenos velky´ch zpra´v. Pro spra´vu serveru poskytuje
OpenMQ prˇehlednou GUI aplikaci. Pro rozsa´hlejsˇı´ zpra´vu je pak mozˇne´ pouzˇı´t JMX
API [23].
OpenMQ je za´kladnı´ JMS provider v aplikacˇnı´m serveru GlassFish a za´rovenˇ mu˚zˇe
by´t vyuzˇı´va´n jako soucˇa´st dvou ESB:Mule a Open ESB [23].
Dalsˇı´ mozˇne´ detaily ty´kajı´cı´ se OpenMQ je mozˇne´ se docˇı´st na [23].
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4.1.4 JORAM
Java Open Reliable Asynchronous Messaging (JORAM) je na Javeˇ postaveny´ messaging
syste´m, ktery´ plneˇ podporuje JMS specifikaci 1.1. Je vyvı´jeny´ od roku 1999 spolecˇnostı´
ScalAgentD.T.pod za´sˇtitou konsorciaOW2. Volneˇ dostupny´ je pod licencı´ LGPL.Na rozdı´l
od prˇedchozı´ch produktu˚, vyuzˇı´va´ JORAM protokol AMQP [24].
V dobeˇ psanı´ diplomove´ pra´ce byl poslednı´ dostupna´ verze 5.7.0 ze za´rˇı´ roku 2011.
Kromeˇ podpory JMSAPI pro Javu, poskytuje take´ API proC/C++ klienty (XoramAPI) [24].
JORAM na rozdı´l od zbyly´ch MS, ktere´ zde jsou zmı´neˇny, v defaultnı´m nastavenı´ nepo-
skytuje persistentnı´ zpu˚sob uchova´va´nı´ zpra´v.To je nutno nastavit explicitneˇ v konfiguracˇnı´ch
souborech. Take´ neposkytuje jinoumozˇnost prˇipojenı´ k serveru a pra´ce s destinacemi nezˇ
s vyuzˇitı´m JNDI. Standardem ovsˇem je poskytova´nı´ jak loka´lnı´ch, tak XA transakcı´. Da-
lsˇı´mi poskytovany´mi rozsˇı´rˇenı´mi jsou naprˇı´klad: zabezpecˇenı´ (s vyuzˇitı´m JAAS), klastrova´nı´,
podpora replikace dat, atd. JORAM neposkytuje mozˇnost komprimace teˇla zpra´v a mozˇnost
dynamicke´ho vytva´rˇenı´ destinacı´ [24].
Komunikace mezi serverem a klientem mu˚zˇe by´t zajisˇt’ova´na prˇedevsˇı´m pomocı´ In-
VM, TCP, SSL. Spra´va serveru a destinacı´ byla pu˚vodneˇ poskytova´na pouze prostrˇed-
nictvı´m JMX, od rˇı´jna roku 2011 JORAM noveˇ zacˇal poskytovat navı´c mozˇnost spra´vy
pomocı´ webove´ konzole [24].
JORAM je defaultnı´m JMS providerem v JOnAS aplikacˇnı´m serveru, open source pro-
jektu FraSCAti a take´ v implementaci ESB – PEtALS od OW2 [25].
Dalsˇı´ mozˇne´ detaily lze nale´zt na oficia´lnı´ch stra´nka´ch tohoto produktu, viz [24].
4.1.5 Apache Qpid
Apache Qpid je po ActiveMQ druhou volneˇ dostupnou implementacı´ MOM od spolecˇ-
nosti Apache Software Foundation. Je poskytova´n pod licencı´ Apache Licence 2.0. Na rozdı´l
od ActiveMQ je postaven na protokolu AMQP. Kromeˇ serveru (Message brokeru) napsa-
ne´ho v Javeˇ, poskytuje i server napsany´ v C++. Navı´c umozˇnˇuje prˇı´stup klientu˚m napsa-
ny´ch v Javeˇ, C++, Ruby, Pythonu, .NETu. Pro klienty napsane´ v Javeˇ poskytuje standardnı´
prˇı´stup pomocı´ JMS API [26].
Apache Qpid je pomeˇrneˇ novy´, ale rychle se rozvı´jejı´cı´ produkt. Poslednı´ stabilnı´
dostupna´ verze v dobeˇ psanı´ te´to diplomove´ pra´ce byla Apache Qpid 0.14 z ledna roku
2012.
Apache Qpid podporuje standardnı´ vlastnosti, jako je persistence zpra´v, loka´lnı´ i XA
transakce. Navı´c poskytuje take´ mozˇnost odesı´la´nı´ jedene´ zpra´vy do vı´ce front (replikaci
zpra´v),mozˇnosti zabezpecˇenı´ (autentizace, autorizace, sˇifrova´nı´), klastrova´nı´ amnohodalsˇı´ch
vlastnostı´, viz [26].
Spra´va serveru napsane´ho v Javeˇ je mozˇna´ prostrˇednictvı´m JMX nebo pomocı´ naista-
lovane´ho plug-inu do vy´vojove´ho prostrˇedı´ Ecplise. Apache Qpid je mozˇne´ integrovat s
ESBMule [27].
Vı´ce informacı´ lze nale´zt na [26].
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4.1.6 RabbitMQ
RabbitMQ je robustnı´, multiplatformnı´ implementace MOM vyvı´jena´ v programovacı´m
jazyku Erlang spolecˇnostı´ VMware. Volneˇ dostupny´ je pod licencı´ Mozilla Public License.
Je postaveny´ na protokolu AMQP [28].
RabbitMQ je vyvı´jeny´ od roku 2007 a poslednı´ dostupna´ stabilnı´ verze v dobeˇ psanı´
te´to diplomove´ pra´ce byla 2.7.1 z prosince roku 2011. RabbitMQ ma´ podporu pro ob-
rovske´ mnozˇstvı´ programovacı´ch jazyku˚ jako Java, Ruby, Python, PHP, .NET, Perl, C/C++,
Erlang, Haskell, atd. Pro Javu poskytuje prˇedevsˇı´m sve´ vlastnı´ API. Take´ je zde urcˇita´ mozˇ-
nost vyuzˇitı´ JMS API. Samozrˇejmostı´ je u RabbitMQ podpora loka´lnı´ch a distribuovany´ch
transakcı´, persistence dat, mozˇnosti zabezpecˇenı´, klastrova´nı´, aj. [28].
Pro spra´vu poskytuje RabbitMQ webovou konzoli nebo prˇı´padneˇ spra´vu prˇes prˇı´ka-
zovou rˇa´dku.
RabbitMQ mu˚zˇe by´t vyuzˇı´va´n jako soucˇa´st ESB: naprˇ.Mule, Apache Synapse [28].
Podrobneˇjsˇı´ informace o RabbitMQ je mozˇno nale´zt na [28].
4.1.7 OpenJMS
OpenJMS je pomeˇrneˇ zna´ma´ a jizˇ dnes nevyvı´jena´ implementace messaging syste´mu
postavena´ na Javeˇ s podporou JMS 1.1. Vyvı´jen byl spolecˇnostı´ Sun Microsystems od roku
2000 do roku 2006. Poslednı´ dostupna´ verze je beta verze 0.7.7 [29].
TentoMS podporuje pouze ma´lo vlastnostı´. Umozˇnˇuje persistentnı´ a nepersistentnı´ prˇe-
nos zpra´v, ale jako persistentnı´ mohou by´t prˇena´sˇeny zpra´vy pouze do velikosti 32KB.
Poskytuje podporu loka´lnı´ch transakcı´, ale ne XA transakcı´. Neposkytuje zˇa´dne´ vlastnosti
„vysˇsˇı´ u´rovneˇ“, jako naprˇı´klad podpora prˇı´me´ho prˇı´stupu k serveru bez JNDI, klastro-
va´nı´, JMX management, kompresi teˇla zpra´vy, API pro jine´ jazyky nezˇ Java. Take´ je
podporova´na pouze autentizace, ale ne autorizace uzˇivatelu˚ [29].
Pro komunikaci s klientem OpenJMS podporuje tyto protokoly: TCP, RMI, HTTP a
SSL.
Vı´ce informacı´ o produktu OpenJMS lze nale´zt na [29].
4.2 Komercˇnı´ implementace
V te´to kapitole budou strucˇneˇ zmı´neˇny neˇktere´ nejzna´meˇjsˇı´ komercˇnı´ implementace
MOM. Jsou to FioranoMQ, SonicMQ aWebSphereMQ a jejich pouzˇitı´. K dalsˇı´m komercˇnı´m
implementacı´m patrˇı´ naprˇı´klad Tibco EMS, Oracle AQ, MSMQ, aj.
4.2.1 FioranoMQ
FioranoMQ je komercˇnı´m produktem, ktery´ je vyvı´jeny´ spolecˇnostı´ Fiorano. Podle spo-
lecˇnosti Fiorano se jedna´ o dlouhodobeˇ nejvy´konneˇjsˇı´ messaging syste´m v dnesˇnı´ dobeˇ, cozˇ
dokla´da´ sice starsˇı´, ale neza´visla´ studie zaby´vajı´cı´ se vy´konnostı´ JMS serveru˚ provedena´
na univerziteˇ ve Wu¨rzburgu z roku 2006 [32]. Toto take´ potvrzujı´ porovna´nı´, ktere´ skoro
kazˇdorocˇneˇ prova´dı´ sama spolecˇnost Fiorano. Aktua´lnı´ z roku 2011 lze nale´zt zde [30].
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FioranoMQ je implementova´no v Javeˇ s podporou specifikace JMS 1.1 a Java EE 1.4.
Poslednı´ stabilnı´ verze v dnesˇnı´ dobeˇ je FioranoMQ 9.4.1 z prosince roku 2011. Kromeˇ
podpory pro klienty napsane´ v Javeˇ poskytuje FioranoMQ take´ podporu pro C/C++, C#,
Visual Basic. A take´ pouzˇitı´ ru˚zny´ch protokolu˚: HTTP, HTTPS, SSL, SOAP, atd. [32].
FioranoMQ poskytuje vsˇechny „standardnı´ vlastnosti“ pozˇadovane´ od dnesˇnı´ch im-
plementacı´ MOM, jako je persistence dat, loka´lnı´ a distribuovane´ (XA) transakce, komprese
teˇla prˇena´sˇeny´ch zpra´v, klastrova´nı´, aj. Za zmı´nku stojı´ velice rozsa´hle´ mozˇnosti zabezpecˇenı´
(autentizace, autorizace s podporou JAAS a XACML, plug-in pro spolupra´ci s ru˚zny´mi
externı´mi syste´my (naprˇ. LDAP), podpora pro digita´lnı´ certifika´ty, atd.) [32].
Pro spra´vu serveru a destinacı´ je k dispozici API zalozˇene´ na JMX a mozˇnost pouzˇitı´
vizua´lnı´ch na´stroju˚ . Da´le jsou poskytovane´ vlastnosti pro spra´vu logu˚, uda´lostı´, diagnos-
tiku proble´mu˚, atd. Dokumentace, ktera´ je k FioranoMQ poskytova´na je velice rozsa´hla´,
cozˇ take´ vypovı´da´ o komplexnosti tohoto rˇesˇenı´.
FioranoMQ je prˇedevsˇı´m soucˇa´stı´ dalsˇı´ch projektu˚ spolecˇnosti Fiorano, jako naprˇı´klad
Fiorano ESB nebo Fiorano SOA Platform. Take´ je vyuzˇito v mnoha vy´znamny´ch syste´mech
velky´ch firem, naprˇ. Fairex, FinScope, IS-Australia for Toyota,University of California, aj. [32].
Vı´ce informacı´ o FioranoMQ je mozˇne´ nale´zt na [32].
4.2.2 SonicMQ
SonicMQ je dalsˇı´ popula´rnı´ komercˇnı´ implementacı´ messaging syste´mu˚. Je vyvı´jen a po-
skytova´n spolecˇnostı´ Progress Software, ktera´ se zaby´va´ oblastı´ syste´move´ integrace. Jedna´
se o velice robustnı´ a komplexnı´ rˇesˇenı´ vyuzˇı´vane´ v dalsˇı´ch produktech od Progress Soft-
ware. Podle vy´konnostnı´ch testu˚ prova´deˇny´ch spolecˇnostı´ Fiorano je SonicMQ druhy´m
nejvy´konneˇjsˇı´m produktem hned za FioranoMQ [30].
SonicMQ je naimplementova´n v Javeˇ s podporou specifikace JMS 1.1. Kromeˇ podpory
pro Java klienty nabı´zı´ take´ API pro klienty napsane´ v C/C++, C# a Visual Basicu. Podpo-
rovany´mi protokoly pro komunikaci mezi klientem a serverem jsou HTTP, HTTPS, TCP,
SSL [33]. Poslednı´ nabı´zena´ verze je SonicMQ 8.5 z roku 2011.
Kromeˇ dnes standardnı´ch podporovany´ch vlastnostı´ (persistence dat, loka´lnı´ a dis-
tribuovane´ (XA) transakce, klastrova´nı´, aj.) poskytuje SonicMQ detekci duplicitnı´ch zpra´v,
dynamicke´ho smeˇrova´nı´ zpra´v (Dynamic Routing Architecture) spolu s mozˇnostı´ automati-
zovane´ centra´lnı´ spra´vy distribuovany´ch konfiguracı´ [34], integraci s jizˇ existujı´cı´ bezpecˇnostnı´
infrastrukturou, neprˇetrzˇitou dostupnost zajisˇteˇnou replikacı´ dat mezi prima´rnı´mi a sekun-
da´rnı´mi message brokery, rozsa´hle´ mozˇnostı´ spra´vy serveru˚ a destinacı´, atd. O dalsˇı´ch
vlastnostech a funkcı´ch je mozˇne´ se docˇı´st na [33].
SonicMQ je soucˇa´stı´ dalsˇı´ch produktu˚ spolecˇnosti Progress Software (Sonic ESB, aj.).
SonicMQ je samozrˇejmeˇ take´ nasazen v syste´mech neˇktery´ch zna´my´ch spolecˇnostı´, naprˇ.
Vodafone, CERN [33].
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4.2.3 WebSphere MQ
WebSphere MQ je zna´mou a jizˇ pomeˇrneˇ dlouho se rozvı´jejı´cı´ komercˇnı´ implementacı´
MOM. Prvnı´ verze byla uvolneˇna v roce 1992 pod na´zvem MQSeries. WebSphere MQ je
jednı´m z produktu˚ rodinyWebSphere od firmy IBM [35].
V dobeˇ psanı´ te´to diplomove´ pra´ce byla poslednı´ dostupna´ verze WebSphere MQ 7.1
z listopadu roku 2011. WebSphere MQ poskytuje API pro prˇı´stup klientu˚m napsany´ch
v rˇadeˇ ru˚zny´ch programovacı´ch jazyku˚ (Java, .NET,C/C++,COBOL, Perl, Python,Windows
PowerShell, aj.). Pro Javu je kromeˇ nativnı´ho API samozrˇejmeˇ poskytova´na podpora JMS
API [35, 36].
WebSphere MQ je velice robustnı´ a komplexnı´ rˇesˇenı´ s rozsa´hly´mi mozˇnostmi pro-
va´za´nı´ s dalsˇı´mi produkty od IBM. I zde je samozrˇejmostı´ podpora „standardnı´ch vlast-
nostı´ “ pozˇadovany´ch od dnesˇnı´ch implementacı´ MOM (viz prˇedchozı´ produkt), podpora
pro integraci s webovy´mi sluzˇbami, zamezenı´ prˇı´jmu duplicitnı´ch zpra´v, atd. Kromeˇ standard-
nı´ch prostrˇedku˚ zabezpecˇenı´ je poskytova´no vyuzˇitı´ certifika´tu˚ nebo elektronicke´ho pod-
pisu [35].
WebSphere MQ je u´speˇsˇneˇ vyuzˇı´va´no v obrovske´ rˇadeˇ syste´mu˚ firem a institucı´,
naprˇı´kladCity Bank [37],National Geographic Society,NewZealand Transport Agency,DONG
Energy [35].
Dalsˇı´ mozˇne´ informace ty´kajı´cı´ se IBMWebSphere MQ je mozˇne´ se docˇı´st na [35].
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5 Realizace testovacı´ aplikace
Cı´lem prakticke´ cˇa´sti me´ diplomove´ pra´ce byla realizace testovacı´ aplikace, na ktere´ by
bylo mozˇno prova´deˇt vy´konnostnı´ testy jednotlivy´ch vybrany´ch otevrˇeny´ch implemen-
tacı´ messaging syste´mu˚. Cı´lem bylo tuto aplikaci navrhnout tak, aby splnˇovala pozˇa-
davky na pouzˇitı´ MOM (messaging syste´mu˚), tj. aby byla zalozˇena na vza´jemne´ vy´meˇneˇ
dat (zpra´v), ktera´ pak bude realizova´na pra´veˇ pomocı´ MOM.
Testovacı´ aplikace meˇla by´t navrzˇena a implementova´na tak, aby realizovala neˇjakou
smysluplnou „rea´lnou“ cˇinnost. Nemeˇlo tedy jı´t o pouhou velmi primitivnı´ aplikaci,
na ktere´ by se samozrˇejmeˇ take´ daly prova´deˇt vy´konnostnı´ testy, ale o program, ktery´ jizˇ
vyuzˇı´va´ MOM v sˇirsˇı´m a smysluplneˇjsˇı´m kontextu.
V u´vahu prˇicha´zely dveˇ mozˇna´ rˇesˇenı´. Bud’ to vı´ce aplikacı´, kde kazˇda´ realizuje
jinou cˇinnost (naprˇ. jedna vytva´rˇı´ neˇjake´ elektronicke´ dokumenty, druha´ tyto dokumenty
prˇeva´dı´ do pdf forma´tu, atd.), kde vlastneˇ tyto aplikace jsou ve vza´jemne´ interakci a to
pra´veˇ skrze messaging syste´m. Druhou mozˇnostı´ bylo vytvorˇenı´ jedne´ aplikace, ktera´ by
pak v rea´lne´m nasazenı´ byla rozmı´steˇna jako klient na veˇtsˇı´m pocˇtu stanic a vza´jemneˇ by
tito klienti spolu komunikovali srze messaging syste´m. Nakonec byla vybra´na tato druha´
mozˇnost.
5.1 Motivace
Jak bylo zmı´neˇno vy´sˇe, vyvı´jena´ testovacı´ aplikace bude pouze jedna s tı´m, zˇe se bude
jednat o jaky´si typ tluste´ho klienta, ktery´ by v rea´lu byl rozmı´steˇn na velke´m pocˇtu
stanic s tı´m, zˇe jejich vza´jemna´ komunikace a prˇenos dat mezi nimi se bude realizovat
prostrˇednictvı´m MOM.
Prˇi vymy´sˇlenı´ vhodne´ a „smysluplne´“ aplikace byla nalezena motivace v kombinaci
aplikacı´ pro socia´lnı´ sı´teˇ (konkre´tneˇ Twitter), aplikacı´ typu Instant Messagingu (konkre´tneˇ
trˇeba Jabberu, ktery´ mu˚zˇe slouzˇit i pro vza´jemnou komunikaci programu˚ mezi sebou) a
emailove´ komunikace.
Vsˇechny tyto prˇı´stupy jsou zalozˇeny na principu existence mnozˇiny uzˇivatelu˚, kterˇı´
jsou spolu navza´jemneˇjak prova´za´ni a interagujı´ spolu.Uzˇivatele´ simohouposı´lat zpra´vy
– posı´lat zpra´vu jen jednomu sve´mu prˇı´teli nebo trˇeba hromadnou zpra´vu. Cˇı´st si to co
jinı´ uzˇivatele´ zverˇejnı´ a nebo take´ posı´lat zˇa´dosti na nove´ prˇa´telstvı´, atd.
Ma´ aplikaci je take´ zalozˇena na tomto principu. Jedna´ se zde o tluste´ho klienta, ke kte-
re´mu se prˇihlasˇujı´ uzˇivatele´. Tito uzˇivatele´ pak majı´ sve´ prˇa´tele, ktery´m mu˚zˇou posı´lat
zpra´vy a to jak textove´, tak neˇjake´ veˇtsˇı´ elektronicke´ dokumenty. Tyto zpra´vy mohou posı´-
lat jak jednomu sve´mu prˇı´teli, tak vı´ce prˇa´telu˚m. Na rozdı´l od zmı´neˇny´ch motivacˇnı´ch
prˇı´stupu˚ zde nebude zˇa´den centra´lnı´ server ve smyslu aplikacˇnı´ho serveru, ktery´ by zpro-
strˇedkova´val komunikaci nebo databa´ze ktera´ by uchova´vala zpra´vy (odeslane´, prˇijate´,
prˇecˇtene´, . . . ). Vesˇkery´ prˇenos teˇchto zpra´v mezi uzˇivateli (prˇihla´sˇeny´ch na konkre´tnı´
stanici) bude realizova´n prostrˇednictvı´m messaging syste´mu. Vı´ce o strukturˇe a principu
aplikace v dalsˇı´ kapitole 5.2.
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Na vyvı´jenou aplikaci je mozˇne´ se take´ dı´vat jako Twitter s dokumenty. Bude po-
skytovat podobne´ funkce jako Twitter s tı´m, zˇe bude prˇena´sˇet nejen textove´ zpra´vy, ale
i soubory o velikosti neˇkolika stovek KB.
Motivujı´cı´ zajı´mavostı´ take´ je, zˇe sa´m Twitter ve sve´m backendu vyuzˇı´va´ message
queue a to naprˇı´klad pro prˇenos zpra´v mezi jeho distribuovany´mi servery. Konkre´tneˇ si
tuto komunikaci (message queue) pı´sˇou vlastnı´mi silami, viz [38].
5.2 Princip aplikace
V te´to kapitole je popsa´n za´kladnı´ princip testovacı´ aplikace bez ohleduna implementacˇnı´
prostrˇedı´ a programovacı´ jazyk, volbu databa´ze a podobneˇ.
Jak uzˇ bylomnohokra´t zmı´neˇno vy´sˇe, testovacı´ aplikace bude aplikace na zpu˚sob tlus-
te´ho klienta. V rea´lu by se prostrˇednictvı´ tohoto klienta uzˇivatele´ prˇihlasˇovali do syste´mu.
Prˇihla´sˇeny´ uzˇivatel pak mu˚zˇe prova´deˇt cˇinnosti odesı´la´nı´ textovy´ch nebo veˇtsˇı´ch elektro-
nicky´ch dokumentu˚ jiny´m uzˇivatelu˚m, se ktery´mi je ve vztahu. Posı´la´nı´ teˇchto zpra´v bude,
na rozdı´l od vy´sˇe zmı´neˇny´ch motivacˇnı´ch prˇı´stupu˚, realizova´no prostrˇednictvı´m MOM.
Princip asynchronnı´ch messaging syste´mu˚ je takovy´, zˇe dorucˇene´ zpra´vy jsou ze serveru
smaza´ny1. Z toho vyply´va´, zˇe zpra´vy, ktere´ byly uzˇivatelem prˇijaty, jsou jizˇ ztraceny a
neuchova´vajı´ se2.
Pro fungova´nı´ aplikace je nutno si uchova´vat informace o uzˇivatelı´ch, prˇedevsˇı´m
to jestli jizˇ nejsou na jine´ stanici prˇihla´sˇeni a pak samozrˇejmeˇ informace o vza´jemny´ch
vazba´ch. Tyto informace jsou uchova´va´ny v databa´zi.
Jak je jisteˇ take´ patrne´, aplikace samozrˇejmeˇ nebude umozˇnˇovat prˇihlasˇova´nı´ skutecˇny´ch
uzˇivatelu˚, a tı´m pa´dem ani vy´beˇr cˇinnostı´, ktere´ by norma´lnı´ uzˇivatel podle sve´ho uva´zˇenı´
po prˇihla´sˇenı´ prova´deˇl (jako naprˇı´klad: prˇecˇtenı´ si prˇijaty´ch, odesla´nı´ textove´ zpra´vy
o neˇjake´ de´lce neˇjake´mu sve´mu prˇı´teli, atd.). Vsˇe bude samozrˇejmeˇ simulova´no s vyuzˇitı´m
na´hodny´ch genera´toru˚ pro jednotlive´ cˇinnosti a to prˇı´mo v aplikaci.
Samotny´ princip beˇhu aplikace je neˇkolikana´sobne´ spusˇteˇnı´ klientske´ aplikace. Na ka-
zˇde´ aplikaci dojede k na´hodne´mu vygenerova´nı´ uzˇivatele, jeho prˇihla´sˇenı´ (pokud jesˇteˇ
nenı´ prˇihla´sˇen na jine´m klientovi), spusˇteˇnı´ prˇijı´ma´nı´ prˇı´chozı´ch zpra´v, cyklicke´ volby
typu zpra´vy k odesla´nı´ a jejı´ odesla´nı´ na server MS (JMS server). Po urcˇite´m cˇasove´m
intervalu dojde k odhla´sˇenı´ uzˇivatele a prˇihla´sˇenı´ jine´ho a opeˇt na´sleduje tote´zˇ co u prˇed-
chozı´ho.
5.3 Realizovane´ funkce
V te´to kapitole si popı´sˇeme funkce cˇi cˇinnosti, ktera´ aplikace realizuje, jejich vztah k JMS
specifikaci a jejich analogii k funkcı´m poskytovany´ch Instant messagingem nebo aplika-
cemi typu Twitter. Realizovany´mi funkcemi jsem chteˇl vyuzˇı´t a v konecˇne´m du˚sledku
take´ otestovat vsˇechny hlavnı´ mozˇnosti, ktere´ umozˇnˇuje JMS specifikace a ktere´ imple-
mentujı´ i vsˇechny testovane´ messaging syste´my.
1Toto platı´ v za´kladnı´m nastavenı´ MS, neˇktere´ implementace MS umozˇnˇujı´ naprˇ. replikaci dat
2V rea´lu, pokud by meˇla by´t skutecˇneˇ nasazena, by to byl samozrˇejmeˇ proble´m, zde v testovacı´ aplikaci
je to spı´sˇe vy´hoda
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Realizovane´ funkce:
1. Posı´la´nı´ textove´ zpra´vy jednomu uzˇivateli
• Vanalogii k TwitteruneboFacebooku se jedna´ o posla´nı´ prˇı´me´ zpra´vy jednomu
konkre´tnı´mu uzˇivateli. Stejneˇ tak u Instant Messagingu (IM).
• Vzhledem k JMS specifikaci se jedna´ o posla´nı´ TextMessage do fronty (queue).
2. Posı´la´nı´ elektronicke´ho dokumentu jednomu uzˇivateli
• Twitter zatı´m neumozˇnˇuje posı´la´nı´ dokumentu˚. Z hlediska IM je cˇa´stecˇnou
analogiı´ prˇı´my´ prˇenos souboru˚, kde ale ve veˇtsˇineˇ prˇı´padu˚ musı´ by´t oba uzˇi-
vatele´ prˇihla´sˇeni.
• Vzhledem k JMS specifikaci se jedna´ o posla´nı´ BlobMessage3 do fronty.
3. Posı´la´nı´ textove´ zpra´vy aktua´lneˇ prˇihla´sˇeny´m uzˇivatelu˚m
• Posla´nı´ zpra´vy vı´ce nebo vsˇem uzˇivatelu˚m, kterˇı´ jsou aktua´lneˇ prˇihla´sˇeni.
• V analogii k IM by se mohlo jednat cˇa´stecˇneˇ o hromadny´ chat vı´ce uzˇivatelu˚.
• Vzhledem k JMS specifikaci se jedna´ o uka´zku posı´la´nı´ TextMessage do topiku
(topic).
4. Posı´la´nı´ elektronicke´ho dokumentu prˇihla´sˇeny´m uzˇivatelu˚m
• Posla´nı´ zpra´vy s dokumentem vı´ce nebo vsˇem uzˇivatelu˚m, kterˇı´ jsou zrovna
prˇihla´sˇeni.
• Vzhledem k JMS specifikaci se jedna´ o posla´nı´ BlobMessage do topiku.
5. Posı´la´nı´ textove´ zpra´vy vı´ce uzˇivatelu˚m
• Posla´nı´ textove´ zpra´vy vı´ce nebo vsˇemuzˇivatelu˚m, kterˇı´ nemusı´ by´t prˇihla´sˇeni.
• Vzhledem k IM nebo emailu se mu˚zˇe jednat o rozesla´nı´ hromadne´ zpra´vy vı´ce
uzˇivatelu˚m. Vzhledem k Twitteru nebo Facebooku se mu˚zˇe jednat o publiko-
va´nı´ zpra´v na „zdi“.
• Vzhledem k JMS se jde o asynchronnı´ vyuzˇitı´ topiku, na ktere´m jsou prˇipojeni
trvalı´ odbeˇratele´ (durable subscriber). Na tento topik je odesla´na TextMessage.
6. Posı´la´nı´ elektronicke´ho dokumentu vı´ce uzˇivatelu˚m
• Posla´nı´ zpra´vy s dokumentem vı´ce nebo vsˇem uzˇivatelu˚m, kterˇı´ nemusı´ by´t
prˇihla´sˇeni.
• U IM nebo emailu obdobne´ jako prˇedchozı´ho. U Twitteru, Facebooku nebo
jiny´ch socia´lnı´ch sı´t’ı´ je analogiı´ sdı´lenı´ a publikova´nı´ dokumnetu˚, fotek.
3Pro ru˚zne´ implementaceMS jsou pro toto ru˚zne´ pojmenova´nı´ i zpu˚soby realizace (naprˇ. StreamMessage).
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• Vzhledem k JMS se jedna´ opeˇt o asynchronnı´ vyuzˇitı´ topiku, na ktere´m jsou
prˇipojeni trvalı´ odbeˇratele´. Na tento topik je odesla´na BlobMessage.
7. Posı´la´nı´ textove´ zpra´vy nebo elektronicke´mu dokumentu prˇihla´sˇeny´m uzˇivatelu˚m
• Jedna´ se o obdobu 3. a 4. bodu, s tı´m rozdı´lem, zˇe zpra´va je posla´na vsˇem
prˇihla´sˇeny´m uzˇivatelu˚m bez rozdı´lu toho, zda existuje nebo neexistuje vazba
mezi odesı´latelem a prˇı´jemcem.
• Cˇa´stecˇna´ analogie v jiny´ch syste´mech mu˚zˇe by´t zpra´va, ktera´ ma´ informovat
o neˇcˇem vsˇechny uzˇivatele bez rozdı´lu.
• Tyto dveˇ cˇinnosti byly prˇida´ny prˇedevsˇı´m z du˚vodu˚ jejich pozdeˇjsˇı´ho vyuzˇı´tı´
prˇi testova´nı´ vy´konnosti urcˇity´ch vlastnostı´ (sˇka´lovatelosti).
• Z hlediska JMS specifikace se jedna´ opeˇt o vyuzˇitı´ topiku.
8. Posı´la´nı´ zˇa´dosti o prˇa´telstvı´
• Analogie u IM nebo aplikacı´ pro socia´lnı´ sı´teˇ je zrˇejma´.
• Z hlediska JMS specifikace je to prˇedevsˇı´m MapMessage posı´lana´ do fronty.
9. Posı´la´nı´ potvrzovacı´ch zpra´v
• Jedna´ se o odesı´la´nı´ potvrzovacı´ zpra´vy prˇı´jemcem odesı´lateli, cˇı´mzˇ odesı´latel
zı´ska´ jistotu, zˇe zpra´va byla u´speˇsˇneˇ prˇijata.
• Vzhledem k JMS specifikaci se jedna´ o vyzkousˇenı´ funkcˇnosti parametru
replyDestination, ktery´ uchova´va´ informaci o destinaci, na kterou se majı´ po-
sı´lat potvrzovacı´ nebo i jine´ zpra´vy (naprˇı´klad v me´ aplikaci je toto vyuzˇito k
posı´la´nı´ odpoveˇdi na zpra´vu zˇa´dosti o prˇa´telstvı´).
10. Prˇijı´ma´nı´ zpra´v
• Z hlediska JMS je to zameˇrˇenı´ na prˇı´jem ru˚zny´ch typu˚ zpra´v (TextMessage,
BlobMessage, MapMessage, Message) a vyuzˇitı´ MessageListeneru˚.
5.4 Na´vrh front a topiku˚
V prˇedchozı´ch dvou kapitola´ch byl popsa´n princip a funkce testovacı´ aplikace. V te´to
kapitole budou popsa´ny fronty a topiky, ktere´ je nutno na JMS serveru vytvorˇit.
Kazˇde´mu uzˇivateli aplikace prˇı´slusˇı´ pevneˇ dany´ pocˇet destinacı´ (front a topiku˚) na JMS
serveru. Tyto destinace jsou vytvorˇeny prˇi jeho vytvorˇenı´ v syste´mu nebo prˇi prvnı´m
pouzˇitı´ te´to destinace4.
Pro kazˇde´ho uzˇivatele existujı´ tyto destinace:
1. UserNameReceiveQueue – jedna´ se o frontu, kde uzˇivatel prˇijı´ma´ zpra´vy, ktere´ mu
poslali do te´to fronty ostatnı´ uzˇivatele´, se ktery´mi je ve vztahu (prˇa´tele´). Pomocı´ te´to
fronty jsou realizova´ny vy´sˇe zmı´neˇne´ funkce 1, 2, 8 a 10.
4Toto za´lezˇı´ na konkre´tnı´ implementaci messaging syste´mu
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2. UserNameConfirmQueue – jedna´ se frontu, kde uzˇivatel prˇijı´ma´ potvrzovacı´ zpra´vy,
ktere´ mu poslali ostatnı´ uzˇivatele´, ktery´m prˇedtı´m poslal neˇjakou zpra´vu. Pomocı´
te´to fronty jsou realizova´ny funkce 9 a 10.
3. UserNamesFriendsTopic – jedna´ se o topik, kam uzˇivatel odesı´la´ sve´ zpra´vy, ktere´ pak
mohou prˇijı´mat jeho prˇa´tele´, ktery´m je zpra´va urcˇena. Pomocı´ tohoto topiku jsou
realizova´ny funkce 3, 4 a 10.
4. UserNamesFriendsDurableTopic – jedna´ se o obdobu prˇedchozı´ho s tı´m, zˇe se mu˚zˇe
jednat o „asynchronnı´ komunikaci“. Uzˇivatele´, pro ktere´ je zpra´va urcˇena, nemusı´ by´t
zrovna prˇihla´sˇeni. Podmı´nkou je, zˇe uzˇivatel je na tomto topiku prˇipojen jako trvaly´
odbeˇratel (durable subscriber). Pomocı´ tohoto topiku jsou realizova´ny funkce 5, 6 a 10.
Tyto cˇtyrˇi destinace existujı´ pro kazˇde´ho vytvorˇene´ho uzˇivatele. Kromeˇ nich existuje
jesˇteˇ:
5. AllTopic – ktery´ je pouze jeden pro cely´ syste´m. Do tohoto topiku mohou posı´lat sve´
zpra´vy vsˇichni uzˇivatele´ a vsˇichni uzˇivatele´ je mohou take´ prˇijı´mat, cozˇ odpovı´da´ funkci
cˇı´slo 7.
Pozna´mka: Za UserName prˇijde samozrˇejmeˇ jme´no konkre´tnı´ho uzˇivatele.
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Cela´ struktura prova´za´nı´ destinacı´ a uzˇivatelu˚ je zna´zorneˇna na obra´zku 6. V obra´zku
by bylo velice obtı´zˇne´ zna´zornit vsˇechny prova´za´nı´ z du˚vodu˚ na´sledne´ velke´ neprˇehled-
nosti. Proto jsemzna´zornil tuto strukturuprˇedevsˇı´mzhlediska jednohouzˇivatele (User 0).
Z hlediska ostatnı´ch uzˇivatelu˚ jsem zna´zornil pouze jejich vztah k destinacı´m nulte´ho uzˇi-
vatele a AllTopicu.
Ohranicˇenı´ MyUser Destinations ohranicˇuje tedy destinace sva´zane´ s existencı´ kon-
kre´tnı´ho uzˇivatele. Jsou to User0ReceiveQueue, User0ConfirmQueue, User0sFriendsTopic a
User0sFriendsDurableTopic.
Na sche´matu je videˇt, zˇe User0 z User0ReceiveQueue, User0ConfirmQueue zpra´vy
prˇijı´ma´. Ostatnı´ uzˇivatele´ do nich zpra´vy posı´lajı´.
Do User0sFriendsTopic a User0sFriendsDurableTopic naopak zpra´vy posı´la´ sa´m User0
a vsˇichni ostatnı´ uzˇivatele´ (pokud teda jsou spoluvevztahu) z teˇchto topiku˚ zpra´vy prˇijı´majı´.
Specia´lnı´mprˇı´padem jeAllTopic do ktere´ho posı´lajı´ a z ktere´ho prˇijı´majı´ vsˇichni uzˇivatele´.
Kazˇdy´ uzˇivatel tedy nasloucha´ jednak na svy´ch ReceiveQueue, ConfirmQueue a
na AllTopicu. A pak na vsˇech FriendsTopic a FriendsDurableTopic svy´ch prˇa´tel.
5.5 Popis aplikace z hlediska JMS specifikace
V te´to kapitole bude popsa´no, jak jednotlive´ za´kladnı´ prvky JMS specifikace jsou promı´t-
nuty do vyvı´jene´ aplikace. Tı´mto je mysˇleno naprˇı´klad persistence a podobneˇ. Nebudou
zde rozebı´ra´ny veˇci, ktere´ jsou „specia´lnı´ “ a jsou rozlicˇne´ pro kazˇdou implementaci
messaging syste´mu˚.
5.5.1 Posı´la´nı´ a prˇijı´ma´nı´ zpra´v
Prˇipojenı´ na sever (Connection) je v aplikaci vyuzˇı´va´no pro vytva´rˇenı´ odesı´latelu˚ zpra´v
(MessageProduceru˚) a na´sledne´hoodesı´la´nı´ zpra´v na server aprˇı´jemcu˚ (MessageConsumeru˚)
a na´sledne´ho prˇijı´ma´nı´ zpra´v ze serveru.U neˇktery´ch nasazeny´ch implementacı´ take´ pro
prova´deˇnı´ administracˇnı´ch operacı´.
U odesı´la´nı´ zpra´v jsem se rozhodl pro vytva´rˇenı´ nove´ho prˇipojenı´ a nove´ho Message-
Producera pro kazˇdou novou odesı´lanou zpra´vu. Aplikace by zbytecˇneˇ drzˇela prˇipojenı´ a
prˇitom by uzˇivatel trˇeba dlouho nechteˇl nic odesı´lat. U prˇijı´ma´nı´ zpra´v je pak prˇipojenı´
vytvorˇeno prˇi zavola´nı´ metody na zacˇa´tek prˇijı´ma´nı´ zpra´v a ukoncˇeno prˇi zavola´nı´ metody
na ukoncˇenı´ prˇijı´manı´ zpra´v ze serveru. Na za´kladeˇ prˇipojenı´ je pak nutno vytvorˇit pro
kazˇdou destinaci, z ktere´ ma´ by´t prˇijı´ma´no, nove´ho MessageConsumera.
Jak jizˇ bylo podrobneˇ rozebra´no v kapitole 2.3 existujı´ dva druhy prˇijı´ma´nı´ zpra´v:
synchronnı´ (vola´nı´ metody receive()) nebo asynchronnı´, kde je nejlepsˇı´ variantou pou-
zˇitı´ MessageListeneru. Ve sve´ testovacı´ aplikaci jsem pouzˇil na vesˇkery´ prˇı´jem zpra´v
ze vsˇech mozˇny´ch destinacı´ pra´veˇ asynchronnı´ prˇı´stup pomocı´ MessageListeneru˚. Ka-
zˇdy´ vytvorˇeny´ MessageConsumer mu˚zˇe mı´t k sobeˇ prˇipojene´ho pra´veˇ jednohoMessage-
Listenera. Pouzˇitı´ synchronnı´ho prˇı´stupu by sice bylo mozˇne´, ale pro u´cˇely pozdeˇjsˇı´ho
testova´nı´ ne prˇı´lisˇ vhodne´.
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5.5.2 Persistence
Parametr DeliveryMode uda´va´, jestli zpra´va prˇezˇije pa´d cˇi vypnutı´ serveru. V aplikaci
jsem nastavil pro vesˇkere´ posı´lane´ zpra´vy persistentnı´ mo´d, kromeˇ zpra´v smeˇrˇujı´cı´ch do
netrvaly´ch topiku˚, kde tento parametr z jejich principu nehraje zˇa´dnou roli.
5.5.3 Potvrzova´nı´ zpra´v, transakce
Potvrzovacı´ch rezˇimu˚ po odesla´nı´ nebo prˇijmu zpra´vy je cela´ rˇada (viz kapitola 2.3).
V aplikaci je pouzˇito transakcˇnı´ potvrzova´nı´. Da´le byly pouzˇity potvrzovacı´ zpra´vy (confirm
message), ktere´ slouzˇı´ k informova´nı´ odesı´latele zpra´vy, zˇe prˇı´jemce jı´ u´speˇsˇneˇ prˇijal.
V aplikaci jsou confirm message pouzˇity pro potvrzenı´ vsˇech zpra´v, ktere´ byly odesla´ny
do fronty nebo trvale´ho topiku s prˇipojeny´mi konzumenty.
5.5.4 Priorita zpra´v
Cˇı´m vysˇsˇı´ priorita (parametr Priority ), tı´m prˇednostneˇji bude zpra´va dorucˇena. Pro zpra´vy
posı´lane´ do topiku˚ byla nastavena nejvysˇsˇı´ priorita rovna 9, jelikozˇ je nutno tyto zpra´vy
prˇijı´mat dokud jsou vysı´la´ny a nenı´ vhodne´ v tuto dobu uprˇednostnˇovat jine´ zpra´vy, ktere´
je mozˇno prˇijı´mat i pozdeˇji. Pro zpra´vy pozˇadavku na prˇa´telstvı´ byla nastavena priorita 8 a
odpoveˇdi na tento pozˇadavek priorita 7. Pro zbyle´ zpra´vy posı´lane´ do fronty nebo trvale´ho topiku
s prˇipojeny´mi konzumenty byla nastavena na´hodneˇ priorita 4 nebo 6 (nizˇsˇı´ a vysˇsˇı´ priorita
zpra´vy). Pro obycˇejne´ potvrzovacı´ zpra´vy pak priorita 3.
5.5.5 Filtrova´nı´ zpra´v
Pro filtrova´nı´ zpra´v se pouzˇı´vajı´ Message selektory, ktere´ byly popsa´ny v kapitole 2.3.
Message selektory byly v aplikaci vyuzˇity k vy´beˇru uzˇivatelu˚, ktery´m je zpra´va urcˇena.
Do promeˇnne´ nazvane´ ForUser pro konkre´tnı´ zpra´vu byly vlozˇeny jme´na uzˇivatelu˚, pro
ktere´ je zpra´va urcˇena. V prˇı´padeˇ, zˇe zpra´va je pro vsˇechny uzˇivatele, bylo vlozˇeno slovo
„ALL“. Na straneˇ prˇijmu pak byly pomocı´ Message selektoru filtrova´ny zpra´vy, ktere´
jsou urcˇeny dane´mu uzˇivateli.
5.6 Na´vrh a implementace aplikace
Vprˇedchozı´ch neˇkolika kapitola´ch byla vyvı´jena´ testovacı´ aplikace popisova´na z hlediska
jejı´ch funkcı´ a struktury a to prˇedevsˇı´m z pohleduMOMa JMS (na´vrh destinacı´, propojenı´
s uzˇivateli, . . . ). V te´to kapitole bude popsa´na z hlediska implementacˇnı´ho.
5.6.1 Vy´vojove´ prostrˇedı´ a technologie
Testovacı´ aplikace je konzolova´ aplikace implementovana´ v jazyce Java. Pro uchova´va´nı´ po-
trˇebny´ch dat tj. informace o uzˇivatelı´ch a jejich vza´jemny´ch vazba´ch jsem pouzˇilMySQL
4.1 databa´zi. Pro prˇı´stup k databa´zi jsem vyuzˇil JDBC API (konkre´tneˇ byl pouzˇit driver
mysql-connector-java5.1.6-bin.jar, ktery´ je soucˇa´stı´ vy´vojove´ho prostrˇedı´ NetBeans 6.9.1).
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Cela´ aplikace byla vyvı´jena ve vy´vojove´m prostrˇedı´ NetBeans 6.9.1. Da´le byly vyuzˇı´va´ny
API jednotlivy´ch nasazovany´ch implementacı´ messaging syste´mu˚. Vsˇechny nasazovane´messa-
ging syste´my podporovaly poslednı´ verzi JMS API 1.1 vydanou v roce 2002. Nutno zde
ale podotknout, zˇe kazˇdy´ tento JMS Provider5 si tuto specifikaci rozsˇı´rˇil o dalsˇı´ vlastnosti
a funkce. To se ty´ka´ prˇedevsˇı´m velice ru˚zne´ho realizova´nı´ prˇipojenı´ k jednotlivy´m JMS
serveru˚m, cˇi vztahu k vytva´rˇenı´ destinacı´. Z tohoto du˚vodu jsem take´ navrhl a imple-
mentoval adapte´r (JMS Adapte´r), ktery´ pak testovacı´ aplikaci umozˇnˇuje skoro jednotny´m
zpu˚sobem prˇistupovat k jednotlivy´m JMS Provideru˚m a pracovat s nimi (viz kapitola
6). I prˇesto bylo vhodne´ (hlavneˇ vzhledem k pozdeˇjsˇı´mu testova´nı´) vytvorˇit ru˚zne´ verze
aplikace pro ru˚zne´ JMS Providery, i kdyzˇ jen s nepatrny´mi zmeˇnami.
5.6.2 Na´vrh databa´ze
Databa´ze s na´zvem Diplomka obsahuje pouze dveˇ tabulky:
• User (id user, name, login) –uchova´va´ informace ouzˇivatelı´ch, kdename je uzˇivatelske´
jme´no uzˇivatele a login uchova´va´ informaci o tom, zda je uzˇivatel zrovna prˇihla´sˇen
nebo nikoli a naby´va´ hodnoty 0 nebo 1.
• Friends (id user, id friend) – uchova´va´ informace o vazba´chmezi uzˇivateli, kde id user
i id friend jsou cizı´ klı´cˇe z tabulky User.
5.6.3 Na´vrh aplikace
Jakuzˇ bylo vı´cekra´t zmı´neˇnovy´sˇe, ocˇeka´va´ se, zˇe v jedenokamzˇikpobeˇzˇı´ vı´ce instancı´ te´zˇe
aplikace na jedne´ nebo vı´ce klientsky´ch stanicı´ch. Na kazˇde´ z teˇchto stanic je prˇihla´sˇeny´
neˇjaky´ uzˇivatel, ktery´ skrze tuto aplikaci posı´la´ sve´ zpra´vyna JMSservernebo je ze serveru
prˇijı´ma´. Komunikace aplikace a serveru neprobı´ha´ prˇı´mo, ale prˇes naimplementovany´ JMS
Adapte´r (viz dalsˇı´ kapitola). Toto zachycuje obra´zek 7. Staticka´ struktura aplikace je
zachycena pomocı´ trˇı´dnı´ho diagramu na obra´zku 8.
Nynı´ zde budou popsa´ny jednotlive´ trˇı´dy aplikace, jejich cˇinnost a vy´znam.
5.6.4 Trˇı´da Main
Je „startovnı´ trˇı´da“ aplikace. Probı´ha´ zde nastavova´nı´ JMS Providera (informace pro JMS
Adapte´r), nastavova´nı´ parametru˚ aplikace prˇedane´ prˇes prˇı´kazovou rˇa´dku a vytva´rˇenı´
instancı´ vla´ken trˇı´dy Aplication a jejich spousˇteˇnı´.
5.6.5 Trˇı´da Aplication
Jedna´ se o hlavnı´ trˇı´du aplikace. Je to pocˇa´tecˇnı´ trˇı´da pro vsˇechny dalsˇı´ operace. Deˇdı´
ze trˇı´dy Thread za u´cˇelem jejı´ho vyuzˇitı´ jako vla´kna. Uchova´va´ v sobeˇ vesˇkere´ nasta-
venı´ a informace o aktua´lnı´m stavu programu. Zajisˇt’uje komunikace s instancemi trˇı´d
5Jelikozˇ vsˇechny implementace MS podporovaly JMS specifikaci, mu˚zˇeme zde pro neˇ pouzˇı´vat oznacˇenı´
JMS Provider (JMS server).
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Obra´zek 7: Sche´maticke´ zna´zorneˇnı´ propojenı´ aplikacı´
zajisˇt’ujı´cı´mi odesı´la´nı´, prˇijı´ma´nı´ zpra´v a spra´vu uzˇivatelu˚. Hlavnı´ metodou je prˇepsana´
metoda run(), ktera´ zajisˇt’uje posloupnost prova´deˇny´ch funkcı´ – vygenerova´nı´ uzˇivatele,
prˇihla´sˇenı´ uzˇivatele, spusˇteˇnı´ prˇı´jmu zpra´v z topiku˚ a front, cyklicke´ na´hodne´ generova´nı´
„posı´lacı´ operace“ (viz kapitola 5.3) a nakonec odhla´sˇenı´ uzˇivatele. V za´vislosti na stano-
vene´ dobeˇ beˇhu aplikace pak provede bud’ ukoncˇenı´ aplikace, anebo znovu opakova´nı´
cele´ho popsane´ho kolobeˇhu.
Hlavnı´ metody jsou:
• run()
• loginUser(), logoutUser() – metody pro prˇihla´sˇenı´ a odhla´sˇenı´ uzˇivatele
• receivingMessages() – spusˇteˇnı´ prˇijı´manı´ zpra´v z topiku˚ a front
• sendDirectMessage(), sendDurableMassFile(), . . . –metodyproprˇı´pravuodesı´la´nı´ kon-
kre´tnı´ho typu zpra´vy
• dalsˇı´ metody – naprˇ. pro generova´nı´ uzˇivatele, vy´beˇr dokumentu k odesla´nı´, atd.
5.6.6 Trˇı´da MessagesProducer
Tato trˇı´da slouzˇı´ k zajisˇteˇnı´ odesı´la´nı´ zpra´v na JMS server. Komunikaci s konkre´tnı´m JMS
serverem zajisˇt’uje pomocı´ vytvorˇene´ho adapte´ru. Probı´ha´ v nı´ vytva´rˇenı´ prˇipojenı´ na ser-
ver, na´sledne´ vytva´rˇenı´ session, destinacı´, zpra´v, MessageProduceru˚, atd. Probı´ha´ zde vesˇkere´
nastavova´nı´ technicky´ch parametru˚ komunikace a vlastnostı´ jednotlivy´ch entit jako je
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persistence, zpu˚sob potvrzova´nı´, priorita zpra´v, nastavenı´ MessageSelectoru˚, expiracˇnı´
dobu, atd. Nakonec pak realizuje samotne´ odesla´nı´ zpra´vy.
Toto vsˇechno je zajisˇt’ova´no pomocı´ neˇkolika metod, naprˇ. sendFileToDurableTopic(),
sendMessageToTopic() a dalsˇı´ch.
5.6.7 Trˇı´da MessagesConsumer
Poskytuje obdobne´ chova´nı´ jako trˇı´daMessagesProducer s tı´m, zˇe zajisˇt’uje prˇijı´ma´nı´ zpra´v
z JMS serveru. Komunikace s konkre´tnı´m JMS serveremopeˇt probı´ha´ prˇes vytvorˇeny´ adap-
te´r. Probı´ha´ v nı´ vytva´rˇenı´ prˇipojenı´ na sever, session, destinacı´,MessageConsumeru˚, vytva´rˇenı´
jednotlivy´ch instancı´ MessageListeneru˚ pro konkre´tnı´ typy destinacı´ a jejich napojova´nı´ na
MessageConsumery. U toho bych zmı´nil, zˇe jeden uzˇivatel mu˚zˇe naprˇı´klad „naslou-
chat“ na peˇti dalsˇı´ch FriendsDurableTopicı´ch. Existujı´ pak dveˇ mozˇnosti, jak se zachovat
z hlediska MessageListeneru˚. Bud’ vytvorˇit pro kazˇdou tuto destinaci novou instanci
MessageListeneru (v tomto prˇı´padeˇ MyMessageListener) nebo pouze jednu pro vsˇechny.
Po konzultaci na diskusnı´m fo´ru jedne´ z vybrany´ch implementacı´ MS jsem zvolil druhou
mozˇnost.
Toto vsˇechno je zajisˇteˇno pomocı´ neˇkolika metod, naprˇ. receivingFromReceiveQueue(),
receivingFromTopic() a dalsˇı´ch.
5.6.8 Trˇı´da MyMessageListener a jejı´ potomci
Trˇı´da MyMessageListener poskytuje zobecneˇny´ prˇı´stup pro asynchronnı´ prˇı´jem zpra´v z kon-
kre´tnı´ho JMS serveru. Deˇdı´ ze trˇı´dy AMessageListener JMS Adapte´ru, cˇı´mzˇ je zajisˇteˇno
asynchronnı´ chova´nı´ (viz kapitola 6. o JMS Adapte´ru). Nutnostı´ je implementovat me-
todu processMessage(AMessage msg), ktera´ zajisˇt’uje prˇı´jem a na´sledne´ zpracova´nı´ zpra´v.
Potomci te´to trˇı´dy pro ru˚zne´ typy destinacı´ jsou: ReceiveDurableTopicMessageListener,
ReceiveTopicMessageListener,ReceiveQueueMessageListener,ConfirmQueueMessageListener
5.6.9 Trˇı´da User
Prˇedstavuje entitnı´ trˇı´du reprezentujı´cı´ uzˇivatele aplikace. Jejı´ vlastnosti jsou id user, name,
login a userfriends odpovı´dajı´cı´ tabulce User z databa´ze. Kromeˇ get, set metod obsahuje
prˇepsanou metodu toString () pro vy´pis informacı´ o uzˇivateli a metodu equals (...) pro
porovna´nı´ dvou uzˇivatelu˚.
5.6.10 Trˇı´da UserManaged
Trˇı´da pro pra´ci s uzˇivatelem a jeho relacˇnı´ mapova´nı´ z a do databa´ze. Pro pra´ci s databa´zı´
je zde pouzˇit JDBC driver pro MySQL databa´zi. Kromeˇ metod pro mapova´nı´ (findUsers(),
findUser (...) , existFriendShip (...) , UpdateLogin(...), atd.) jsou zde take´ metody pro pocˇa´tecˇnı´
inicializaci aplikace, tj. vytvorˇenı´ uzˇivatelu˚, jejich vazeb, vytvorˇenı´ front a topiku˚ a nastavenı´
trvaly´ch odbeˇratelu˚.
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6 JMS Adapte´r
6.1 Motivace
Ru˚zne´ implementace MOMposkytujı´ ru˚zne´ API. Neˇktere´ implementace poskytujı´ pouze
vlastnı´ API. Velka´ veˇtsˇina podporujı´cı´ Javu ovsˇem implementuje specifikaci JMS, cozˇ
umozˇnˇuje vysˇsˇı´ prˇenositelnost aplikace. Neˇktere´ implementace poskytujı´ JMS API i sve´
vlastnı´ API (jako naprˇı´klad HornetQ). I prˇesto, zˇe veˇtsˇina implementacı´ podporuje JMS
API 1.1, prˇida´va´ k neˇmu sva´ ru˚zna´ rozsˇı´rˇenı´. Tı´mto mu˚zˇe by´t naprˇı´klad velice rozdı´lny´
prˇı´stup k tvorbeˇ prˇipojenı´ na server, tvorba front a topiku˚, rozsˇı´rˇenı´ pro posı´la´nı´ objem-
ny´ch zpra´v, atd.
Hlavnı´m cı´lemme´ diplomove´ pra´ce bylo vybrat nejrozsˇı´rˇeneˇjsˇı´ sta´vajı´cı´ implementace
open source messaging syste´mu˚, prove´st jejich nasazenı´ a analyzovat jejich vy´konnost.
Prˇi nasazova´nı´ se uka´zalo, zˇe i kdyzˇ vsˇechny vybrane´ implementace MOM podporovaly
JMS API 1.1, bylo nutno prove´st vcelku velke´ zmeˇny do vyvı´jene´ testovacı´ aplikace. Proto bylo
dohodnuto, zˇe bude vytvorˇen adapte´r (pojmenovany´ JMSAdapte´r), ktery´ bude poskytovat
skoro jednotny´ prˇı´stup pro ru˚zne´ implementace MOM.
Vybrane´ implementace MOM (JMS Providerˇi) pro analyzova´nı´ jsou: ActiveMQ, Hor-
netQ, JORAM, OpenMQ, OpenJMS (vı´ce viz kapitola 8), pro ktere´ byl vytvorˇen tento
adapte´r.
6.2 Struktura adapte´ru
Vytva´rˇeny´ adapte´r zaobaluje knihovny vsˇech nasazovany´ch JMS Provideru˚ tak, aby se
k nim z aplikace mohlo prˇistupovat pouze a jen prˇes tento adapte´r. V adapte´ru jsem
samozrˇejmeˇ neimplementoval (nezaobaloval) vsˇechny funkce a vlastnosti, ktere´ poskytujı´
rozsˇı´rˇena´ API jednotlivy´ch implementacı´ nebo JMSAPI, ale pouze „hlavnı´ ja´dro“ a funkce
vyuzˇı´vane´ v testovacı´ aplikaci.
Jelikozˇ vsˇichni nasazovanı´ JMS Providerˇi podporujı´ JMS specifikaci, struktura adap-
te´ru je podobna´ strukturˇe JMS API.
Nynı´ budou popsa´ny neˇktere´ hlavnı´ trˇı´dy adapte´ru.
6.2.1 Trˇı´da Parameters
Obsahuje v sobeˇ parametry pro jednotlive´ JMS Providery, jako naprˇı´klad URL serveru,
prˇihlasˇovacı´ u´daje, parametry pro JNDI kontext a dalsˇı´.
6.2.2 Trˇı´da AContext
Neˇkterˇı´ Providerˇi umozˇnˇujı´ (vyzˇadujı´) vytva´rˇet prˇipojenı´ pomocı´ JNDI. Tato trˇı´da slouzˇı´
zı´ska´va´nı´ instance Context a jeho zaobalenı´.
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6.2.3 Trˇı´da AConnectionFactory
Tato trˇı´da slouzˇı´ k zaobalenı´ zı´ska´va´nı´ jednotlivy´ch ConnectionFactory pro ru˚zne´ JMS
Providery, ktere´ jsou u ru˚zny´ch implementacı´ rˇesˇeny ru˚zneˇ a odstraneˇnı´ nutnosti zada´vat
parametry prˇipojenı´ prˇı´mo v aplikaci. Je tedy defaultneˇ nastaven localhost.
6.2.4 Trˇı´da ASession
Zaobaluje trˇı´du Session JMS specifikace a realizuje jejı´ funkce s ohledem na zpu˚soby jejı´
realizace u ru˚zny´ch JMS Provideru˚, naprˇ. vytva´rˇenı´ topiku (metoda createTopic(String
name)).
6.2.5 Trˇı´da AAdminConsole
Neˇkterˇı´ nasazovanı´ JMS Providerˇi poskytujı´ specia´lnı´ funkce na spra´vu JMS serveru. Tyto
funkce jsou dostupne´ prˇes tuto trˇı´du a jejı´ metody.
6.2.6 Trˇı´dy AMessage, AMapMessage, ATextMessage a ABlobMessage
Trˇı´dy AMessege, AMapMessage a ATextMessage zaobalujı´ jednoduchy´m zpu˚sobem jim
odpovı´dajı´cı´ trˇı´dy JMS API.
ABlobMessage je trˇı´da reprezentujı´cı´ zpra´vu o velke´ velikosti, typicky elektronicke´
dokumenty. Z implementovany´ch messaging syste´mu˚ OpenJMS, OpenMQ a JORAM
vyuzˇı´vajı´ pro tyto zpra´vy StreamMessage z JMS API, ActiveMQ ma´ pro tyto zpra´vy
vlastnı´ ActiveMQBlobMessage a HornetQ vyuzˇı´va´ BytesMessage z JMS API. ActiveMQ
i HornetQ sice umozˇnˇujı´ vyuzˇı´vat take´ StreamMessage, ale preferujı´ sve´ prˇı´stupy. Trˇı´da
ABlobMessage zaobaluje tyto prˇı´stupy.
6.2.7 Trˇı´da AMessageListener
Trˇı´da implementujı´cı´ rozhranı´MessageListener, ktere´ umozˇnˇuje asynchronnı´ prˇı´jemzpra´v.
Prˇepisuje povinnou metodu onMessage(Message msg) za u´cˇelem zaobalenı´ prˇı´jmu˚ zpra´v,
ktere´ jsou rozdı´lneˇ realizova´ny konkre´tnı´mi implementacemi. Pro prˇepsa´nı´ pak vystavuje
abstraktnı´ metodu progressMessage(AMessage message).
Cela´ staticka´ struktura JMS adapte´ru je zachycena na trˇı´dnı´m diagramu na obra´zku 9.
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7 U´prava aplikace pro testova´nı´
V prˇedchozı´ch neˇkolika kapitola´ch byla podrobneˇ popsa´na naimplementovana´ testovacı´
aplikace. Tato aplikace musela by´t prˇed prova´deˇnı´m vy´konnostnı´ch experimentu˚ cˇa´stecˇneˇ
upravena a to zejme´na ze dvou du˚vodu˚:
Prvnı´m du˚vodem bylo, zˇe aplikace simulovala „rea´lne´“ chova´nı´, tj. uzˇivatel je na´hodneˇ
zvolen, posı´la´ zpra´vu na´hodneˇ zvolene´mu pocˇtu jeho prˇa´tel, na´hodneˇ je zvolen okamzˇik
jeho odhla´sˇenı´ a prˇihla´sˇenı´ dalsˇı´ho uzˇivatele, atd. Tato na´hodnost je ale u na´sledny´ch testu˚
zcela nezˇa´doucı´ a mohla by zpu˚sobovat velice rozdı´lne´ vy´sledky.
Druhy´m du˚vodem bylo, zˇe aplikacemeˇla vı´ceme´neˇ pevneˇ nastavene´ jednotlive´ parame-
try, naprˇ. persistence a dalsˇı´. (viz. kapitola 5.5). Po provedenı´ na´vrhu testu˚ se uka´zalo, zˇe
neˇktere´ a ktere´ parametry by bylo vhodne´ nastavovat ru˚zneˇ pro ru˚zne´ testovacı´ prˇı´pady.
Za u´cˇelem na´sledne´ho vy´konnostnı´ho testova´nı´ byly provedeny tyto zmeˇny:
• Vza´jemne´ vztahy uzˇivatelu˚ byly upraveny, aby tvorˇily u´plny´ graf (kazˇdy´ propojen
s kazˇdy´m).
• Beˇhem cele´ doby beˇhu instanceAplikace bude prˇihla´sˇen pouze jeden uzˇivatel, jehozˇ
jme´no bude prˇeda´va´no prˇes prˇı´kazovou rˇa´dku.
• Bylyodstraneˇnyvsˇechnyprˇı´kazyThread.sleep (...) , za u´cˇelemdosazˇenı´maxima´lnı´ho
vytı´zˇenı´ serveru.
• Na´hodne´ generova´nı´ (uzˇivatelu˚ pro prˇihla´sˇenı´, de´lky zpra´vy, odesı´lane´ho doku-
mentu, generova´nı´ operace, atd.) bylo nahrazeno „pseudogenera´torem“, ktery´ vra-
cel hodnoty v pevneˇ dane´ posloupnosti. Tento „pseudogenera´tor“ byl realizova´n
trˇı´dou MyRandom a jejı´mi metodami.
• Zpra´vy posı´lane´ do trvaly´ch i netrvaly´ch topiku˚ byly posı´la´ny automaticky vsˇem
uzˇivatelu˚m – vypusˇteˇnı´ filtrace zpra´v.
• Kompletneˇ byla prˇedeˇla´na metoda run() trˇı´dy Aplication tak, aby umozˇnˇovala spou-
sˇteˇnı´ ru˚zny´ch typu˚ navrzˇeny´ch testu˚. Byly prˇida´ny parametry nastavovane´ prˇes
prˇı´kazovou rˇa´dku pro vy´beˇr typu testu˚ a operacı´, ktere´ majı´ by´t provedeny.
• Umozˇneˇno nastavova´nı´ ru˚zny´ch parametru˚ aplikace prˇes prˇı´kazovou rˇa´dku – persi-
stence, Text- nebo Blob-Message, velikost prˇena´sˇeny´ch dat, typ destinace, do ktere´
budou posı´la´ny zpra´vy, typ potvrzova´nı´, umozˇnit odesla´nı´ zpra´v, prˇijı´ma´nı´ zpra´v,
odesı´la´nı´ potvrzovacı´ch zpra´v, nastavenı´ priority zpra´v, doba expirace zpra´v. Da´le
byl prˇida´n take´ parametr pro zachova´nı´ pu˚vodnı´ho nastavenı´ aplikace. Vsˇechny
tyto parametry byly zprˇı´stupneˇny prostrˇednictvı´m trˇı´dy TestingParameters.
• Byly prˇida´ny promeˇnne´ na pocˇı´ta´nı´ prˇeneseny´ch bytu˚ a zpra´v a funkce zapisujı´cı´ na-
meˇrˇene´ hodnoty do souboru results.txt.
• Na za´kladeˇ vy´sˇe uvedeny´ch zmeˇn dosˇlo i k maly´m zmeˇna´m v neˇktery´ch metoda´ch.
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8 Nasazova´nı´ vybrany´ch otevrˇeny´ch implementacı´ MOM
Z vy´sˇe popsany´ch otevrˇeny´ch existujı´cı´ch implementacı´ MOM bylo vybra´no celkem peˇt
produktu˚. Tyto produkty byly nasazeny a byla s nimi provedena analy´za vy´konnostnı´ho
testova´nı´. Vy´beˇr byl nakonec omezen pouze na produkty podporujı´cı´ JMS specifikaci.
Vy´beˇr byl proveden prˇedevsˇı´m na za´kladeˇ jejich rozsˇı´rˇenı´ a prˇedpokla´dane´ vy´konnosti.
Vybra´ny byly tyto implementace (JMS Providerˇi): ActiveMQ, HornetQ, OpenMQ, JORAM
a OpenJMS.
Nynı´ bude popsa´no nasazova´nı´ teˇchto implementacı´. Prˇi nasazova´nı´ jsem postupoval
podle dostupny´ch informacı´ v dokumentacı´ch jednotlivy´ch poskytovatelu˚.
8.1 ActiveMQ
Nasazenı´ ActiveMQ bylo ze vsˇech vybrany´ch implementacı´ nejjednodusˇsˇı´ a urcˇiteˇ uzˇi-
vatelsky´ nejvı´ce prˇı´veˇtive´ z mnoha du˚vodu˚. Pro nasazenı´ byla pouzˇita v tu dobu poslednı´
stabilnı´ verze 5.4.2. ActiveMQ poskytuje jak zdrojove´, tak bina´rnı´ soubory. V prˇı´padeˇ
pouzˇitı´ bina´rnı´ch souboru˚ stacˇı´ stazˇene´ soubory rozbalit a pomocı´ da´vkove´ho souboru
activemq.bat spustit server (ActiveMQ Message Broker). Defaultneˇ server beˇzˇı´ na portu
61616 a komunikace probı´ha´ prostrˇednictvı´m TCP protokolu.
Pro spra´vu serveru (spra´va destinacı´, atd.) poskytuje ActiveMQ velice prˇehlednou
webovou konzoli na adrese localhost:8161/admin. Je poskytova´na take´ mozˇnost spra´vy
prˇes JMX. Nastavenı´ serveru je mozˇne´ prova´deˇt prˇı´mo v XML souborech umı´steˇny´ch
ve slozˇce conf v hlavnı´m adresa´rˇi.
Vytva´rˇenı´ prˇipojenı´ na sever z aplikace bylo take´ snadne´, jelikozˇ ActiveMQ poskytuje
mozˇnost prˇı´me´ho prˇipojenı´ bez nutnosti pouzˇitı´ JNDI, kterou jsem vyuzˇil. Nicme´neˇ prˇipojenı´
s vyuzˇitı´m JNDI podporuje take´.
Prˇi prˇena´sˇenı´ velky´ch souboru˚ je nutne´ definovat politiky prˇenosu, cozˇ je nejvhodneˇjsˇı´
prˇı´mo v URL serveru. Dalsˇı´, na prvnı´ pohled uzˇivatelsky´ prˇı´jemnou veˇcı´ bylo, zˇe nenı´
nutno vytva´rˇet fyzicke´ destinace prˇedem, ale ActiveMQ je vytvorˇı´ samo prˇi prvnı´m pokusu
na neˇ neˇco poslat cˇi z nich prˇijı´mat.
Prˇi nasazova´nı´ a pra´ci ActiveMQ byla velkou vy´hodou prˇehledna´ a propracovana´
dokumentace.
8.2 HornetQ
Nasazova´nı´ HornetQ patrˇilo k teˇm obtı´zˇneˇjsˇı´m. Pro nasazenı´ byla pouzˇita stabilnı´ verze
2.1.2 ze srpna roku 2010, ktera´ je vestaveˇna´ v JBoss Aplication Server 6 (AS6). HornetQ
integrovany´ v AS6 jsem vyuzˇil zejme´na proto, zˇe AS6 poskytuje webovou administracˇnı´
konzoli, kde je mozˇno spravovat i HornetQ server. Spusˇteˇnı´ AS6 probı´ha´ pomocı´ souboru
run.bat. Server pak defaultneˇ beˇzˇı´ na portu 5445.
Konfiguraci HornetQ je mozˇne´ cˇa´stecˇneˇ prova´deˇt prˇes administracˇnı´ konzoli AS6,
kde ovsˇem ze zvla´sˇtnı´ch du˚vodu˚ (neˇjaky´ vada – bug) nejdou vytva´rˇet fyzicke´ destinace.
Kompletnı´ konfigurace jde prova´deˇt v konfiguracˇnı´ch souborech umı´steˇny´ch v adresa´rˇi
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hornetq aplikacˇnı´ho serveru AS6. Jedna´ se prˇedevsˇı´m o hornetq-configuration.xml a hornetq-
jms.xml.
U HornetQ je mozˇne´ vytva´rˇet sve´ vlastnı´ uzˇivatele, kterˇı´ budou se serverem pracovat
nebo je k dispozici defaultneˇ uzˇivatel guest. Tento uzˇivatel ovsˇemnema´ nastavena´ vsˇechna
pra´va, ktera´ naprˇı´klad testovacı´ aplikace potrˇebuje. Mozˇnostı´ je nastavit potrˇebna´ pra´va
nebo zaka´zat zabezpecˇenı´ (ta´g security-enabled) v konf. souboru hornetq-configuration.xml.
Pro spra´vu jsem vyuzˇil zmı´neˇnou administracˇnı´ konzoli AS6 prˇı´stupnou na adrese
localhost:8080/admin-console.
HornetQ nabı´zı´ kromeˇ JMS API i sve´ vlastnı´ Core API. V aplikaci jsem pouzˇil JMS
API, ktere´ je pak HornetQ nakonec stejneˇ prˇeva´dı´ na sve´ Core API.
Jelikozˇ HornetQ na rozdı´l odActiveMQnevytva´rˇı´ fyzicke´ destinace automaticky, bylo
nutne´ je vytva´rˇet rucˇneˇ v konfiguracˇnı´m souboru hornetq-jms.xml. U vytva´rˇeny´ch front
bylo potrˇeba pak nastavit jesˇteˇ trvalost (ta´g durable), aby prˇezˇily i restart nebo pa´d serveru.
Kromeˇ mozˇnosti prˇipojenı´ se k serveru pomocı´ JNDI poskytuje take´ prˇı´mou mozˇnost
pomocı´ prostrˇedku˚, ktere´ nabı´zı´ trˇı´da HornetQJMSClient. V aplikaci jsem pouzˇil mozˇnost
prˇipojenı´ bez JNDI.
Du˚lezˇitou veˇcı´, se kterou jsemsepoty´kal, je, zˇe uHornetQ je potrˇeba si da´vat pozor (vı´c
nezˇ u jiny´ch) na uzavı´ra´nı´ vytvorˇeny´ch prˇipojenı´ (Connection), kdy neuzavrˇena´ prˇipojenı´
mohou zpu˚sobovat nestandardnı´ chova´nı´ cele´ aplikace.
8.3 OpenMQ
Pronasazenı´OpenMQbyl zvolen poslednı´ dostupny´ release 4.5 zbrˇezna roku2011.OpenMQ
umozˇnˇuje instalaci jak ze zdrojovy´ch, tak bina´rnı´ch souboru˚. V prˇı´padeˇ pouzˇitı´ bina´rnı´ch
souboru˚ je pomocı´ GUI instalate´ru nastaven server. Spusˇteˇnı´ serveru pak probı´ha´ pomocı´
souboru imqbrokerd.exe. OpenMQ server beˇzˇı´ defaultneˇ na portu 7676.
Pro spra´vu serveru poskytuje OpenMQ jednoduchou ale prˇehlednou GUI aplikaci,
ktera´ je spustitelna´ ze souboru imqadmin.exe. Pro rozsa´hlejsˇı´ spra´vu je pak mozˇne´ pouzˇı´t
JMX API.
Pro prˇipojenı´ k serveru jsem vyuzˇil pro OpenMQ klasickou mozˇnost prˇipojenı´ prˇı´mo
bez vyuzˇitı´ JNDI. Je mozˇnost ale prˇipojit se i uzˇitı´m JNDI.
OpenMQ podporuje cˇistou specifikaci JMS a neposkytuje naprˇı´klad vlastnı´ trˇı´dy pro
prˇenos velky´ch souboru˚.
Stejneˇ jako u ActiveMQ nenı´ nutne´ vytva´rˇet prˇedem fyzicke´ destinace. O to se postara´
JMS server prˇi prvnı´m pokusu o prˇipojenı´ k nim.
UOpenMQ je dokumentaceme´neˇ prˇehledna´ a teˇzˇko se v nı´ hledajı´ potrˇebne´ informace
(alesponˇ teda z me´ho pohledu).
8.4 JORAM
Nasazova´nı´ JORAM implementace patrˇı´ k teˇm nejslozˇiteˇjsˇı´m. Pro nasazenı´ byla vybra´na
poslednı´ dostupna´ verze JORAM 5.7.0. Pro stazˇenı´ bina´rnı´ch souboru˚ je potrˇeba zadat
sve´ jme´no a email a souhlasit s licencˇnı´mi podmı´nkami. Po stazˇenı´ stacˇı´ komprimovane´
soubory rozbalit. Spousˇteˇcı´m souborem je pak pro Windows single server.bat nacha´zejı´cı´
40
se v adresa´rˇi samples/bin. Pro nastartova´nı´ serveru je nutno nastavit syste´move´ promeˇnne´
JAVA HOME a JORAM HOME. JORAM JMS server defaultneˇ beˇzˇı´ na portu 16400.
Vesˇkerou konfiguraci serveru je mozˇno prova´deˇt v XML konfiguracˇnı´ch souborech
nacha´zejı´cı´ch se v adresa´rˇi samples/config. V teˇchto souborech je potrˇeba zmeˇnit nasta-
venı´ promeˇnne´ Transaction. Jejı´ defaultnı´ nastavenı´ je fr.dyade.aaa.util.NullTransaction a je
ho potrˇeba zmeˇnit na fr.dyade.aaa.util.NTransaction, aby bylo mozˇno posı´lat persistentnı´
zpra´vy.
Pro administraci JORAM nabı´zı´ webovou konzoli, kterou je pry´ mozˇno podle tutoria´lu
zprovoznit z balı´cˇku˚ prˇilozˇeny´ch u instalace serveru. Mnou stazˇeny´ poslednı´ release tyto
balı´cˇky neobsahoval. Druhou poskytovanou mozˇnostı´ je cˇa´stecˇna´ spra´va pomocı´ JMX.
S vyuzˇitı´m programu Visual VM 1.3.3 jsem pouzˇil tedy tuto mozˇnost spra´vy serveru.
Tento zpu˚sob ale nenı´ prˇı´lisˇ uzˇivatelsky prˇı´veˇtivy´.
JORAM obdobneˇ jako HornetQ nevytva´rˇı´ fyzicke´ destinace automaticky. Bylo tedy
nutne´ je vzˇdy vytva´rˇet rucˇneˇ. K tomuto vytva´rˇenı´ jsem radeˇji, mı´sto uzˇitı´ JMX prostrˇed-
nictvı´m Visual VM, vyuzˇil poskytovane´ administracˇnı´ API. Pomocı´ neˇj bylo pak mozˇno
nastavovat trˇeba i to, zda je fronta jen pro cˇtenı´ nebo i za´pis pro jednotlive´ uzˇivatele,
vytva´rˇenı´ uzˇivatelu˚, aj.
JORAMna rozdı´l od prˇedchozı´m JMS Provideru˚ neposkytujemozˇnost prˇı´me´ho prˇipojenı´
bez JNDI. Bylo tedy nutne´ pouzˇı´t rozdı´lne´ho zpu˚sobu prˇipojenı´ nezˇ prˇedchozı´ch prˇı´pa-
dech. K zajisˇteˇnı´ prˇipojenı´ bylo nutne´ nejdrˇı´ve vytvorˇit prostrˇednictvı´m administracˇnı´ho
API v jmenne´m prostoru ConnectionFactory (cf) a uzˇivatele (anonymous), kterˇı´ byli na´sledneˇ
vyuzˇı´va´ni v aplikace.
8.5 OpenJMS
Jako poslednı´ jsem pro nasazenı´ zvolil OpenJMS. Prˇesto, zˇe jeho vy´voj byl ukoncˇen v roce
2006 a poskytuje pouze nejza´kladneˇjsˇı´ funkce (viz kapitola 4), zda´lo se mi, zˇe je pomeˇrneˇ
zna´my´ a mozˇna´ i rozsˇı´rˇeny´. Pro svoji jednoduchost je mozˇna´ oblı´beny´ pro pouzˇitı´ v
jednoduchy´ch aplikacı´ch. A take´ bude zajı´mave´ porovna´nı´ ostatnı´ch MS s produktem,
jehozˇ vy´voj se zastavil prˇed prˇiblizˇneˇ 5–6 lety.
Pro nasazenı´ jsem pouzˇil poslednı´ dostupny´ release OpenJMS 0.7.7-beta-1. Po jeho
stazˇenı´ stacˇilo archı´v rozbalit. Spusˇteˇnı´ serveru se pakprova´dı´ pomocı´ souboru startup.bat.
Pro spra´vny´ chod serveru je nutnomı´t nastavenou syste´movou promeˇnnou JAVA HOME.
Je mozˇne´, ale nenı´ vyzˇadova´no, nastavit i OPENJMS HOME. OpenJMS server defaultneˇ
beˇzˇı´ na portu 3535 a komunikace probı´ha´ pomocı´ defaultneˇ nastavene´ho TCP protokolu.
Vesˇkerou konfiguraci je mozˇno deˇlat prˇı´mo v konfiguracˇnı´m souboru openjms.xml
v adresa´rˇi config hlavnı´ adresa´rˇove´ struktury nebo pouzˇı´t administracˇnı´ API, ktere´ jsem
vyuzˇil ja´. OpenJMS poskytuje take´ jednoduchou GUI aplikaci pro spra´vu vytva´rˇeny´ch
destinacı´.
Pro prˇipojenı´ aplikace k serveru bylo vyuzˇito JNDI kontextu, jelikozˇ OpenJMS jinou
mozˇnost neposkytuje. Aby mohlo dojı´t k vytvorˇenı´ prˇipojenı´, je nutne´ mı´t vytvorˇene´ho
uzˇivatele aConnectionFactory v openjms.xml. Defaultneˇ jizˇ ale existuje uzˇivatel admin a jedna
vytvorˇena´ ConnectionFactory, ktere´ je mozˇne´ vyuzˇı´t.
41
Jelikozˇ OpenJMS obdobneˇ jako HornetQ nebo JORAM nevytva´rˇı´ destinace automa-
ticky prˇi jejich prvnı´m vola´nı´, je nutne´ je vytvorˇit jesˇteˇ prˇed spusˇteˇnı´m aplikace. K tomu
jsem vyuzˇil zmı´neˇne´ administracˇnı´ API.
Oproti prˇedchozı´m JMS Provideru˚m je u OpenJMS nutne´ jiny´m zpu˚sobem vytva´rˇet
instance jizˇ fyzicky existujı´cı´ch front a topiku˚ a to s pomocı´ JNDI kontextu. Standardnı´
vytva´rˇenı´ pomocı´ instance trˇı´dy Session, ktere´ definuje JMS specifikace, je sice mozˇne´, ale
prˇina´sˇı´ nestandardnı´ chova´nı´.
Nasazova´nı´ OpenJMS patrˇilo k jednodusˇsˇı´m i proto, zˇe dokumentace poskytovana´ na
jejich stra´nka´ch prˇehledna´ a srozumitelna´.
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9 Vy´konnostnı´ testova´nı´ vybrany´ch implementacı´ MOM
Hlavnı´m cı´lem diplomove´ pra´ce bylo provedenı´ vy´konnostnı´ch testu˚ cˇi experimentu˚
s jednotlivy´mi vybrany´mi implementacemi messaging syste´mu˚. V te´to rozsa´hle´ kapitole
budou v u´vodu zmı´neˇna neˇktera´ existujı´cı´ volneˇ dostupna´ porovna´nı´ MS. Da´le pak
bude popsa´na metodika testova´nı´, volba testovacı´ch dat, atd. A nakonec budou popsa´ny
jednotlive´ prova´deˇne´ experimenty, jejich vy´sledky a zhodnocenı´.
9.1 Existujı´cı´ porovna´nı´
Prˇed prova´deˇnı´m na´vrhu˚ testu˚ a jejich vykona´va´nı´m jsem se pokusil nale´zt ve zdrojı´ch
dostupna´ existujı´cı´ vy´konnostı´ porovna´nı´ implementacı´ MOM, a to prˇedevsˇı´m zameˇrˇena´
na otevrˇene´ produkty. Z teˇchto porovna´nı´ jsem se chteˇl jednak inspirovat pro na´vrh
vlastnı´ch testu˚ a take´ sezna´mit s vy´sledky, ktere´ byly v teˇchto testech zjisˇteˇny. Na prvnı´
pohled bylo nalezeno relativneˇ velke´ mnozˇstvı´ odkazu˚. Prˇi blizˇsˇı´m zkouma´nı´ jsem ale
zjistil, zˇe existujı´cı´ch volneˇ dostupny´ch vy´konnostnı´ch porovna´nı´ nenı´ prˇı´lisˇ mnoho.
Navı´c veˇtsˇina je relativneˇ stare´ho data, cozˇ jizˇ nenı´ moc vypovı´dajı´cı´ a veˇtsˇinou zameˇrˇene´
na komercˇnı´ produkty. Pro zmı´nku byly vybra´ny 4 porovna´nı´. Prvnı´ z nich je zameˇrˇene´
na komercˇnı´ produkty a dalsˇı´ trˇi pak na open source produkty z poslednı´ch trˇı´ let.
9.1.1 Porovna´nı´ od Fiorano
Nejkvalitneˇjsˇı´ a nejaktua´lneˇjsˇı´ nalezene´ porovna´vanı´ veˇtsˇinou komercˇnı´ch produktu˚ je
porovna´nı´ zverˇejneˇne´ firmou Fiorano, ktera´ vyvı´jı´ svu˚j komercˇnı´messaging syste´m Fiora-
noMQ (viz kapitola 4). Fiorano zverˇejnˇuje porovna´nı´ aktua´lneˇ nejlepsˇı´chMS asi prˇiblizˇneˇ
kazˇde´ 2 roky. Toto porovna´nı´ je z roku 2011.
Porovna´va´ny byly kromeˇ komercˇnı´ch produktu˚ FioranoMQ 9.3.1, Sonic MQ 7.6, Tibco
EMS v4.4.0, IBMWebSphere MQ 7.0 i nekomercˇnı´ produkty ActiveMQ 5.3.0, Sun MQ 4.3 a
JBoss Messaging 1.4.4.
Byly testova´ny dva klasicke´ modely pouzˇitı´ topiku a to:
• Nepersistentnı´ odesı´latel a netrvaly´ odbeˇratel (Non-PersistentPublishers&Non-Durable
Subscribers)
• Persistentnı´ odesı´latel a trvaly´ odbeˇratel (Persistent Publishers & Durable Subscribers)
Na prvnı´m modelu pak byly provedeny testy na topikovou sˇka´lovatelnost, serverovou sˇka´lo-
vatelnost a prˇı´pad, kdy je jeden topik, jeden odesı´latel a neˇkolik odbeˇratelu˚.
Pro druhy´ model pouze prˇı´pad, kdy je jeden topik, jeden odesı´latel persistencı´ch zpra´v a
neˇkolik trvaly´ch odbeˇratelu˚.
V kazˇde´m testovacı´m prˇı´padu byly postupneˇ navysˇova´ny pocˇty topiku˚, odesı´latelu˚ a
odbeˇratelu˚. A to na hodnoty 1, 10, 25 a 50.
Pro testova´nı´ zde byly pouzˇity dva servery (jeden pro klienty, druhy´ pro server).
Vsˇichni providerˇi beˇzˇeli v defaultnı´m nastavenı´.
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Jako testovacı´ metodologie a rˇı´zenı´ generova´nı´ za´teˇzˇe byla zde pouzˇita knihovna trˇı´d
Sonic Test Harness, vyvı´jena´ od roku 2007, ktera´ poskytuje prostrˇedky pro generova´nı´
za´teˇzˇe a konfiguraci jednotlivy´ch parametru˚ testu˚.
Ve vsˇech provedeny´ch testech je s prˇehledem nejvy´konneˇjsˇı´m produktem FioranoMQ,
kde sve´ konkurenty v neˇktery´ch testech prˇekonal neˇkolikana´sobneˇ. S velky´m odstupem
za FioranoMQ je ve veˇtsˇineˇ prˇı´padu˚ Sonic MQ. Pro neˇktere´ provedene´ testy (naprˇ. topi-
kova´ sˇka´lovatelnost) dosahujı´ dobry´ch vy´sledku˚ i open source produktyActiveMQ a JBoss
Messaging. Jednoznacˇneˇ nejhu˚rˇe dopadly vy´sledky teˇchto testu˚ pro IBM WebSphere MQ.
Detailnı´ informace o provedene´m porovna´nı´, pouzˇite´ metodologii, testovacı´ch sce´-
na´rˇı´ch, testovacı´m prostrˇedı´, topologii a vy´sledcı´ch lze pak nale´zt na [30].
9.1.2 Porovna´nı´ trˇı´ nekomercˇnı´ch produktu˚ z roku 2008
Toto porovna´nı´ je z u´nora 2008. Zverˇejnila ho spolecˇnost C2B2 zaby´vajı´cı´ se syste´movou
integracı´.
Porovna´va´ny byly pouze open source JMS implementace a to: JBoss MQ 4.2.2, JBoss
Messaging 1.4.0 a OpenMQ 4.1. Jelikozˇ JBoss MQ i JBoss Messaging se jizˇ da´le nevyvı´jı´,
ztra´cı´ toto porovna´nı´ cˇa´stecˇneˇ na aktua´lnosti.
Testova´nı´ zde bylo zameˇrˇeno pouze na odesı´la´nı´ zpra´v a to pouze do front. Testova´nı´
bylo zameˇrˇeno prˇedevsˇı´m na trˇi oblasti:
• Doba potrˇebna´ k nava´za´nı´ spojenı´ se serverem
• Doba potrˇebna´ pro odesla´nı´ jedne´ zpra´vy –bylovytvorˇenoprˇipojenı´ na server a odesla´no
1, 10, 100, 1000 nebo 10000 zpra´v a na´sledneˇ uzavrˇeno prˇipojenı´.
• Charakteristiky selha´nı´ – mnozˇstvı´ zpra´v, ktere´ je mozˇno poslat na server nezˇ dojde
k chybeˇ nebo selha´nı´ serveru a chova´nı´ serveru prˇi selha´nı´.
Byly pouzˇity dva servery (jeden pro klientske´ aplikace, druhy´ pro server). Odesı´lane´
zpra´vy byly textove´ zpra´vy (TextMessage) o velikosti 30 znaku˚. Test byl opakovaneˇ
proveden 5x. JMS servery byly ponecha´ny v defaultnı´m nastavenı´.
Pro prvnı´ testovacı´ prˇı´padmeˇl nejlepsˇı´ vy´sledky JBossMQ, ktery´ nejrychleji navazoval
prˇipojenı´ na server.
Udruhe´ho testovacı´ho sce´na´rˇe bylyvy´sledky rozdı´lne´ v za´vislosti napocˇtuposı´lany´ch
zpra´v. JBoss MQ poskytoval lepsˇı´ vy´sledky pro mensˇı´ pocˇet poslany´ch zpra´v najednou,
pro velke´ mnozˇstvı´ zpra´v pak byl rychlejsˇı´ JBoss Messaging.
U testu zaby´vajı´cı´ se selha´nı´m prˇi neusta´le´m odesı´la´nı´ zpra´v na server bylo zjisˇteˇno,
zˇe nejde´le vydrzˇel prˇijı´mat zpra´vy JBoss MQ. Na druhou stranu ale u Open MQ nedosˇlo
k u´plne´mu pa´du serveru, jen zamezil odesı´la´nı´ dalsˇı´ zpra´v klientem. U JBoss MQ a JBoss
Messagingu dosˇlo k pa´du cele´ho serveru.
Toto porovna´nı´ se bohuzˇel vu˚bec nezameˇrˇovalo naprˇı´klad na persistenci zpra´v, trans-
akce a zpu˚soby potvrzova´nı´, topikovou nebo serverovou sˇka´lovatelnost, atd. Dalsˇı´ po-
drobnosti lze nale´zt na [39].
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Obra´zek 10: Vy´konnostnı´ porovna´nı´ ActiveMQ vs. HornetQ z roku 2011; zdroj: [40]
9.1.3 Porovna´nı´ ActiveMQ vs. HornetQ z roku 2011
Zajı´mave´ neza´visle´ porovna´nı´ dnes asi nejrozsˇı´rˇeneˇjsˇı´ch a nepropracovaneˇjsˇı´ch otevrˇe-
ny´ch implementacı´ MS ActiveMQ a HornetQ je k dispozici na [40].
Take´ u tohoto testu autorˇi pouzˇili framework Sonic test herness umozˇnˇujı´cı´ jednoduche´
generova´nı´ za´teˇzˇe na JMS servery.
Testova´nı´ bylo realizova´no v roce 2011 a omezuje se pouze na pra´ci s frontami.
Jednotlive´ testovacı´ sce´na´rˇe jsou testova´nı´m vy´konnosti jednotlivy´ch messaging sys-
te´mu˚ pro ru˚zne´ kombinace nastavenı´ velikosti zpra´vy (1KB, 10KB, 100KB, 300KB), Text-
Message nebo BytesMessage, persistentnı´ nebo nepersistentnı´ a prˇı´stup s pouzˇitı´m trans-
akcı´ nebo prˇı´stup bez transakcı´.
Vy´sledky testu˚ jsou videˇt na obra´zku 10 prˇevzate´ho z webovy´ch stra´nek autora tes-
tova´nı´ [40].
Vy´sledky testu˚ ukazujı´, zˇe pro nepersistentnı´ textove´ zpra´vyActiveMQ iHornetQ po-
skytujı´ prˇiblizˇneˇ stejne´ vy´sledky. Pro 300KB zpra´vu jizˇ HornetQ poskytuje lepsˇı´ vy´sledky
nezˇ ActiveMQ. Obrovsky´ rozdı´l pak ale nasta´va´ pro persistentnı´ zpra´vy s transakcˇnı´m
potvrzova´nı´m, kdy HornetQ je prˇiblizˇneˇ 100x rychlejsˇı´ nezˇ ActiveMQ.
Test se take´ zaby´val vy´konnostı´ serveru, v prˇı´padeˇ, zˇe je vytva´rˇena kopie (replikace)
zpra´v na dalsˇı´m serveru. Zde take´ vy´sledky hovorˇı´ jasneˇ pro HornetQ.
Bohuzˇel tento test se vu˚bec nezaby´vat pracı´ s topiky, trvaly´mi odbeˇrateli, serverovou
nebo topikovou sˇka´lovatelnostı´, aj.
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9.1.4 Rozsa´hle´ porovna´nı´ cˇtyrˇ nekomercˇnı´ch produktu˚ z roku 2011
Velice komplexnı´ neza´visle´ porovna´nı´ implementacı´ messaging syste´mu˚ zalozˇeny´ch na
STOMP protokolu je dostupne´ z [41]. Vy´sledky tohoto porovna´nı´ byly zverˇejneˇny v pro-
sinci 2011. Testova´ny byly tyto produkty: ActiveMQ,HornetQ, ktere´ podporujı´ JMS a da´le
pak RabbitMQ a ActiveMQ Apollo (Apollo).
Testovacı´ sce´na´rˇe byly tvorˇeny kombinacı´ na´sledujı´cı´ch mozˇnostı´:
• Topik nebo fronta
• 1, 5, 10 odesı´latelu˚, odbeˇratelu˚, destinacı´
• 20B, 1KB, 256KB zpra´vy
• persistentnı´, nepersistentnı´ zpra´vy
Test beˇzˇel na dvojici ru˚zny´ch stroju˚ a doba trva´nı´ jednoho testovacı´ho prˇı´padu byla
15 sekund.
Testovacı´ prˇı´pady byly rozdeˇleny do neˇkolika kategoriı´:
• Vy´konnost prˇi posı´la´nı´ do topiku bez prˇipojeny´ch trvaly´ch odbeˇratelu˚ – testova´no bylo
pocˇet prˇeneseny´ch zpra´v prˇi jejich ru˚zny´ch velikostech. Nejlepsˇı´ch vy´sledku˚ dosa-
hoval Apollo a pro velke´ zpra´vy take´ HornetQ.
• Vy´konnost prˇi posı´la´nı´ do fronty – porovna´va´nı´ vy´konnosti pro odesı´la´nı´ persistent-
nı´ch a nepersistentnı´ch zpra´v. Pro persistentnı´ prˇenos dosahoval vy´borny´ch vy´-
sledku˚ HornetQ a Apollo, pro nepersistentnı´ pak RabbitMQ a Apollo.
• Vy´konnost prˇi prˇijı´ma´nı´ z fronty – Apollo byl zde jednoznacˇneˇ nejlepsˇı´ MS. HornetQ
byl mnohem rychlejsˇı´ nezˇ ActiveMQ.
• Testy na topikovou a serverovou sˇka´lovatelnost – zde byly testova´ny vsˇechny mozˇne´
kombinace vy´sˇe uvedeny´ch mozˇnostı´.
Velice rozsa´hle´ vy´sledky a grafy tohoto porovna´nı´ jsou zverˇejneˇny na stra´nka´ch autora
tohoto porovna´nı´ na [41].
Toto velice rozsa´hle´ porovna´nı´ poskytuje pohled na vy´konnost jednotlivy´ch testo-
vany´ch MS snad ze vsˇech mozˇny´ch u´hlu˚. Z vy´sledku˚ vyply´va´, zˇe asi nejvy´konneˇjsˇı´m
produktem je noveˇ se vyvı´jejı´cı´ ActiveMQ Apollo. Ukazuje se zde take´, zˇe zbyle´ trˇi MS
(ActiveMQ, HornetQ, RabbitMQ) jsou si prakticky rovny a za´lezˇı´ na konkre´tnı´ situaci
pouzˇitı´. Nelze tak na za´kladeˇ tohoto porovna´nı´ urcˇit jednoznacˇne´ porˇadı´ vy´konnosti.
9.2 Metodika testova´nı´
Pro na´vrh testovacı´ch prˇı´padu˚ a metodiky testova´nı´ jsem se inspiroval z velke´ cˇa´sti
existujı´cı´mi porovna´nı´mi nalezeny´mi na webu. Navrzˇene´ testy, ktere´ jsou pak detailneˇ
popsa´nyvdalsˇı´ kapitole, jsouzameˇrˇenyprˇedevsˇı´mna vy´konnost (propustnost) jednotlivy´ch
MS v ru˚zny´ch situacı´ch. Kromeˇ vy´konnostnı´ho zhodnocenı´, zde bude ale take´ zmı´neˇno
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zhodnocenı´ stability jednotlivy´ch JMS serveru˚, ktere´ se dalo vypozorovat prˇi prova´deˇnı´
vy´konnostnı´ch testu˚.
Vesˇkere´ prova´deˇne´ testy byly realizova´ny na vytvorˇene´ testovacı´ aplikaci, ktera´ byla
detailneˇ popsana´ v kapitole 5. Aby bylo mozˇne´ testy prova´deˇt, byla pu˚vodneˇ naimple-
mentovana´ aplikace cˇa´stecˇneˇ upravena, cozˇ bylo popsa´no v kapitole 7.
Prˇi prova´deˇnı´ testu˚ byl meˇrˇen pocˇet prˇeneseny´ch zpra´v, prˇı´padneˇ pocˇet prˇeneseny´ch bajtu˚.
Doba beˇhu kazˇde´ho testovacı´ho sce´na´rˇe byla stanovena na 60 sekund. Aby se zamezilo
mozˇne´ chybeˇ prˇi testova´nı´, byly testy provedeny vı´cekra´t. Z du˚vodu˚ toho, zˇe celkova´ doba
provedenı´ vsˇech testovacı´ sce´na´rˇu˚ jedenkra´t trvala asi cca 20 hodin, byly provedeny
neˇktere´ testovacı´ sce´na´rˇe 3x, neˇktere´ pouze 2x.
Testy byly prova´deˇny na pocˇı´tacˇove´ sestaveˇ s touto hardwarovou konfiguracı´6: procesor
Intel R⃝ Core2 DuoTM T5270 1,4GHz, operacˇnı´ pameˇt’o velikosti 2GB a grafickou kartou
ATI Mobility RadeonTM HD 2400 XT s pameˇtı´ 256 MB. Operacˇnı´ syste´m pocˇı´tacˇe byl 32
bitovy´ Microsoft Windows XP Service Pack 3 a Sun JDK 1.6.0-24.
Dalsˇı´ testovacı´ podmı´nky byly:
• Beˇhem testu˚ na pocˇı´tacˇi nebylo nic jine´ho spusˇteˇno.
• Po kazˇde´m provedenı´ testovacı´ho sce´na´rˇe byly vypra´zdneˇny destinace.
• Pokazˇde´mprovedenı´ testovacı´ho skriptu (sada testovacı´chprˇı´padu˚) byl restartova´n
pocˇı´tacˇ a noveˇ vytvorˇeni uzˇivatele´ i jejich destinace.
• Z podstaty navrzˇene´ testovacı´ aplikace bylo pro kazˇdou odesı´lanou zpra´vu vy-
tvorˇeno nove´ prˇipojenı´. Pro prˇı´jem zpra´v bylo jedno prˇipojenı´ po celou dobu beˇhu
(viz take´ kapitola 5.5).
• Bylo zvoleno defaultnı´ nastavenı´ testovany´ch MS s vy´jimkou JORAM, kde muselo
by´t povoleno posı´la´nı´ persistentnı´ch zpra´v. Da´le pak se uka´zalo nutne´ prove´st
navy´sˇenı´ dostupne´ pameˇti pro servery OpenMQ, JORAM a OpenJMS, kde byla
pameˇt’navy´sˇena na 1024MB (vı´c nebylo mozˇno na tomto pocˇı´tacˇi navy´sˇit).
Na za´kladeˇ existujı´cı´ch porovna´nı´ a vlastnı´ch na´padu˚ byly jednotlive´ testovacı´ sce´na´rˇe tvorˇeny
kombinacemi neˇkolika parametru˚ a nastavenı´.
Tyto parametry jsou:
• Fronta, topik nebo topik s trvale prˇipojeny´mi odbeˇrateli (trvaly´ topik)
• 20B, 5KB textove´ zpra´vy, 512KB, 2MB nebo 4MB zpra´vy ve formeˇ el. dokumentu˚
• TextMessage, BlobMessage, prˇı´padneˇ MapMessage
• Persistence
• Transakce nebo netransakcˇnı´ potvrzova´nı´ v rezˇimu DUPS OK ACKNOWLEDGE
(nejme´neˇ na´rocˇny´ potvrzovacı´ rezˇim)
6Idea´lnı´m rˇesˇenı´m by bylo, kdyby server i klienti beˇzˇeli na ru˚zny´ch strojı´ch
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• 1, 5 nebo 15 odesı´latelu˚ (Producer)
• 1, 5 nebo 15 odbeˇratelu˚ (Consumer)
• Ru˚zne´ pocˇty destinacı´ v za´vislosti na konkre´tnı´m testu
• Odesı´la´nı´ zpeˇtny´ch potvrzovacı´ch zpra´v (Confirm Message)
9.3 Realizace testova´nı´ a vy´sledky
Navrzˇene´ experimenty byly rozdeˇleny do peˇti cˇa´stı´ (kategoriı´) s ohledem na jejich typ
a zameˇrˇenı´. Prvnı´ kategorie je zameˇrˇena na vy´konnost MS na cele´ aplikaci, „se vsˇı´m
vsˇudy“. Druha´ kategorie je pak zameˇrˇena na konkre´tnı´ cˇinnosti a jejich ru˚zna´ nastavenı´
(posı´la´nı´ pouze textovy´ch persistentnı´ch zpra´va s transakcˇnı´m potvrzova´nı´m, atd.). Trˇetı´
cˇa´st je zameˇrˇena pouze na odesı´la´nı´ zpra´v do topiku˚ a front, cˇtvrta´ je pak zameˇrˇena
na serverovou a topikovou sˇka´lovatelnost. Poslednı´ cˇa´st je veˇnova´na rychlosti vytva´rˇenı´
prˇipojenı´ na server.
Pro kazˇdou tuto kategorii (kromeˇ poslednı´) byl vytvorˇen testovacı´ skript, aby bylo
zajisˇteˇno cˇa´stecˇne´ zautomatizova´nı´ prova´deˇnı´ testu˚.
Prˇed provedenı´m testu˚ se dalo ocˇeka´vat, zˇe nejlepsˇı´ch vy´sledku˚ bymeˇl, podle dostup-
ny´ch informacı´ dosahovat HornetQ, na´sledovany´ pravdeˇpodobneˇ ActiveMQ, na´sledneˇ
pak OpenMQ a JORAM. Nejhorsˇı´ vy´sledky se daly ocˇeka´vat od jizˇ dnes da´le nevyvı´je-
ne´ho OpenJMS.
9.3.1 Vy´konnostnı´ testy na cele´ aplikaci
Protozˇe aplikace byla navrzˇena tak, aby realizovala neˇjakou „smysluplnou rea´lnou“ cˇin-
nost, bylo by vhodne´ otestovat jednotlive´ messaging syste´my prˇı´mo na te´to aplikaci s jejı´m
pu˚vodnı´m nastavenı´m. MS budou na aplikaci testova´ny jako kdyby beˇzˇela v rea´lne´m pro-
vozu. To naprˇı´klad znamena´, zˇe budou prova´deˇny vsˇechny navrzˇene´ funkce, tj. budou
posı´la´ny potvrzovacı´ zpra´vy jako odpoveˇdi na prˇijate´ zpra´vy z fronty nebo trvale´ho to-
piku, ru˚zne´ priority pro ru˚zne´ typy zpra´v, atd. Na za´kladeˇ tohoto experimentu se uka´zˇe,
ktera´ z vybrany´ch implementacı´ MS by byla pro tuto aplikaci nejvhodneˇjsˇı´.
Tento test bude realizova´n pomocı´ trˇı´ testovacı´ch prˇı´padu˚. Bude zde porovna´va´n
persistentnı´ versus nepersistentnı´ zpu˚sob nakla´da´nı´ se zpra´vami a potvrzova´nı´ pomocı´ transakcı´
versus potvrzova´nı´ bez transakcı´ s pouzˇitı´m Dups ok acknowledge rezˇimu, ktery´ je zalozˇen na
zpu˚sobu „lı´ne´ho potvrzova´nı´“.
Testovacı´ prˇı´pady jsou:
1. persistentnı´/transakciovany´ model (P/T)
2. nepersistentnı´/transakciovany´ model (NP/T)
3. nepersistentnı´/netransakciovany´ model (NP/NT)
48
P/T NP/T NP/NT
ActiveMQ 367 775 411B 363 452 790B 919 467 639B
HornetQ 897 330 660B 1 039 846 943B 1 087 987 227B
OpenMQ 1 051 112 648B 1 780 898 799B 1 783 409 206B
JORAM 916 696 850B 1 288 850 309B 1 510 858 055B
OpenJMS 10 364 493B 91 876 450B 136 805 280B
Tabulka 1: Vy´sledky vy´konnostnı´ch testu˚ na cele´ aplikaci
Obra´zek 11: Graf s vy´sledky vy´konnostnı´ch testu˚ na cele´ aplikaci
Test byl prova´deˇn s peˇti uzˇivateli (5 JMS klientu˚), kde kazˇdy´ byl jak odesı´latel, tak
odbeˇratel. Kazˇdy´ testovacı´ prˇı´pad byl proveden 3 kra´t neza´visle na sobeˇ. Vy´sledek byl
stanoven jako pru˚meˇr zı´skany´ch hodnot. Metrikou zde byly prˇenesene´ bajty.
Vy´sledky testu˚ je mozˇne´ videˇt v tabulce 1 a grafu na obra´zku 11.
Z vy´sledku˚ testu˚ vyply´va´, zˇe jednoznacˇne´ nejhorsˇı´m produktem se jevı´ OpenJMS,
ktery´ je neˇkolikana´sobneˇ pomalejsˇı´ nezˇ ostatnı´ MS. U persistentnı´ho prˇı´padu ovsˇem jsou
vy´sledky cˇa´stecˇneˇ zkreslene´ tı´m, zˇe OpenJMS neumozˇnˇuje prˇenos persistentnı´ch zpra´v
veˇtsˇı´ch nezˇ 32KB. Proto byly prˇes OpenJMS posı´la´ny jen persistentnı´ zpra´vy o velkosti
20B a 5KB.
Pro prˇenos persistentnı´ch zpra´v se uka´zalo, zˇe OpenMQ, JORAM iHornetQ poskytujı´
prˇiblizˇneˇ stejne´ vy´sledky okolo 1000MB prˇeneseny´ch dat za minutu. Vı´c nezˇ dvojna´sobneˇ
pomaly´ byl pak ActiveMQ, cozˇ je vcelku prˇekvapenı´.
Pro prˇenos nepersistentnı´ch zpra´v jsou pak vy´sledky s vy´razneˇjsˇı´mi rozdı´ly. Nejlepsˇı´
propustnost zde poskytuje OpenMQ, ktere´ na´sleduje JORAM, HornetQ a ActiveMQ.
Velmi zajı´mave´ je porovna´nı´ persistentnı´ho a nepersistentnı´ho prˇenosu u jednotlivy´ch
MS. Kdy u ActiveMQ se zda´, zˇe to, jestli je zpra´va persistentnı´ nebo ne, nehraje zˇa´dnou
roli. Naopak u OpenMQ jsou nepersistentnı´ zpra´vy prˇena´sˇeny mnohem rychleji.
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Nakonec byl porovna´n prˇenos s transakcˇnı´m a bez transakcˇnı´ho potvrzova´nı´. Zde je
videˇt uActiveMQ obrovsky´ na´ru˚st prˇeneseny´ch datprˇi netransakcˇnı´mpotvrzova´nı´. Cˇa´stecˇny´
na´ru˚st mu˚zˇeme videˇt take´ u HornetQ, JORAM nebo OpenJMS. Naopak OpenMQ ma´
stejne´ vy´sledky jak u transakcˇnı´ho, tak netransakcˇnı´ho prˇenosu.
9.3.2 Vy´konnostnı´ testy vybrany´ch vlastnostı´
V prˇedchozı´m „celkove´m“ testova´nı´ byly pro porovna´nı´ zahrnuty pouze atributy per-
sistence a transakce. Tato druha´ kategorie experimentu˚ je zameˇrˇena na konkre´tnı´ typy
(situace) pouzˇitı´ messaging syste´mu˚. Testovacı´ prˇı´pady jsou zde tvorˇeny kombinacı´ per-
sistence, typu potvrzova´nı´ (transakcˇnı´ nebo Dups ok acknowledge rezˇim), ru˚zne´ velikosti
zpra´v (20B, 5KB, 512KB, 2MB a 4MB), typem destinace (fronta, topik nebo trvaly´ topik) a
typem posı´lany´ch zpra´v (TextMessage nebo BlobMessage). V kazˇde´m testovacı´m prˇı´padu
budou odesı´la´ny a prˇijı´ma´ny pouze zpra´vy konkre´tnı´ho typu o pevneˇ dane´ velikosti,
aby bylo mozˇno meˇrˇit pocˇet prˇeneseny´ch zpra´v za dobu beˇhu testovacı´ho prˇı´padu. To je
rozdı´l take´ oproti prˇedchozı´ kategorii, kde byly posı´la´ny take´ naprˇ. pra´zdne´ potvrzovacı´
zpra´vy, atd. Cı´lem tohoto typu testu˚ je stanovit nejlepsˇı´ messaging syste´m pro ru˚zne´ situace.
Naprˇı´klad neˇktery´ messaging syste´m mu˚zˇe mı´t lepsˇı´ vy´sledky pro mala´ data, jiny´ pro
prˇena´sˇenı´ velky´ch dat, jiny´ pro persistentnı´ prˇenos, atd.
Test byl prova´deˇn s peˇti uzˇivateli (5 JMS klientu˚), kde kazˇdy´ je jak odesı´latel, tak
odbeˇratel. Kazˇdy´ testovacı´ prˇı´pad byl proveden 2 kra´t neza´visle na sobeˇ. Vy´sledek byl
stanoven jako pru˚meˇr zı´skany´ch hodnot. Metrika zde byla pocˇet prˇeneseny´ch zpra´v.
Celkem bylo navrzˇeno 9 testovacı´ch prˇı´padu˚, kde kazˇdy´ je prova´deˇn pro 5 ru˚zny´ch
velikostı´ prˇena´sˇeny´ch dat (20B, 5KB, 512KB, 2MB a 4MB). Celkem tedy 45 testovacı´ch
prˇı´padu˚.
Tyto testovacı´ prˇı´pady jsou:
1. persistentnı´/transakciovany´ model pro pra´ci s frontou (Q/P/T)
2. nepersistentnı´/transakciovany´ model pro pra´ci s frontou (Q/NP/T)
3. nepersistentnı´/netransakciovany´ model pro pra´ci s frontou (Q/NP/NT)
4. persistentnı´/transakciovany´ model pro pra´ci s topikem (T/P/T)
5. nepersistentnı´/transakciovany´ model pro pra´ci s topikem (T/NP/T)
6. nepersistentnı´/netransakciovany´ model pro pra´ci s topikem (T/NP/NT)
7. persistentnı´/transakciovany´ model pro pra´ci s trvaly´m topikem (DT/P/T)
8. nepersistentnı´/transakciovany´ model pro pra´ci s trvaly´m topikem (DT/NP/T)
9. nepersistentnı´/netransakciovany´ model pro pra´ci s trvaly´m topikem (DT/NP/NT)
Kde 20B a 5KB zpra´vy jsou realizova´ny jako TextMessage. Zpra´vy o velikosti 512KB, 2MB
a 4MB jsou pak prˇedem prˇipravene´ soubory ru˚zny´ch typu˚ posı´lane´ jako BlobMessage.
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Jelikozˇ vy´sledky tohoto experimentu jsou dost rozsa´hle´, byla veˇtsˇina tabulek a grafu˚
zarˇazena do prˇı´loh. Na uka´zku zde byly zarˇazeny tabulky 2, 3, 4, ktere´ se ty´kajı´ pra´ce
s frontou a k nim odpovı´dajı´cı´ graf na obra´zku cˇ. 12. Tabulky 12, 13, 14, 15, 16, 17 a grafy
na obra´zcı´ch 18 a 19 ty´kajı´cı´ se topiku a trvale´ho topiku, jsou zarˇazeny v prˇı´loha´ch.
Z vy´sledku˚ je patrne´ mnoho zajı´mavy´ch pozorova´nı´, ktera´ jsou nejle´pe patrna´ na
prˇilozˇeny´ch grafech.
Neˇktere´ plynoucı´ za´veˇry z vy´sledku˚ teˇchto testu˚:
• U posı´la´nı´ a prˇijı´ma´nı´mensˇı´ch zpra´v dosahovali nejlepsˇı´ch vy´sledku˚ OpenMQ, Hor-
netQ a take´ velmi prˇekvapiveˇ OpenJMS. Docela slabe´ vy´sledky pak poskytovali
ActiveMQ a JORAM. Ovsˇem u zpra´v o veˇtsˇı´ velikosti se vy´sledky srovna´valy a to
zejme´na pro persistentnı´ zpra´vy – nejle´pe se zde jevı´ JORAM, OpenMQ aHornetQ.
• Zvy´sledku˚ je take´ patrne´, zˇeActiveMQprˇı´lisˇ nerozlisˇuje, zda jeposı´la´napersistentnı´
nebo nepersistentnı´ zpra´va.Nameˇrˇene´ hodnoty jsou si prakticky rovny. Velky´ rozdı´l
ovsˇem je, kdyzˇ dojde k posı´la´nı´/prˇijı´ma´nı´ bez transakcˇnı´ho potvrzova´nı´, zde jsou
vy´sledky azˇ 5x lepsˇı´ (hlavneˇ pro mala´ data) a ActiveMQ patrˇı´ spolecˇneˇ s HornetQ
k nejvy´konneˇjsˇı´m.
• U HornetQ, JORAM, OpenJMS a OpenMQ pak je znatelny´ veˇtsˇı´ cˇi mensˇı´ na´ru˚st
pocˇtu prˇeneseny´ch zpra´v v nepersistentnı´m rezˇimu. Prˇedevsˇı´m u OpenMQ pro posı´-
la´nı´ BlobMessage je na´ru˚st znacˇny´. Naopak rozdı´l v typu potvrzova´nı´ se vy´razneˇji
neprojevuje.
• OpenJMS poda´va´ velice dobre´ vy´sledky pro pra´ci s TextMessage o male´ velikosti, pro
posı´la´nı´ rozsa´hly´ch dat jsou vy´sledky velice slabe´.
• Du˚lezˇity´mpozorova´nı´m je, jak seMS stavı´ k persistenci u netrvale´ho topiku. Z principu
JMS specifikace totizˇ nema´ persistence zˇa´dny´ vy´znam, tudı´zˇ by vy´sledky persistent-
nı´ch a nepersistentnı´ch testu˚ meˇly by´t stejne´. S vy´jimkou OpenJMS, kde vy´sledky
nepersistentnı´ho testu jsou vysˇsˇı´, jsou si vy´sledky vı´ceme´neˇ rovny, cozˇ odpovı´da´
prˇedpokladu˚m.
• U implementace JORAM, na rozdı´l od ostatnı´ch, je videˇt vcelku vyrovnane´ hodnoty
pro vsˇechny velikosti prˇena´sˇeny´ch dat (dı´ky tomu se rˇadı´ k nejvy´konneˇjsˇı´m MS
pro velka´ data). Naopak pro neˇktere´ ostatnı´ (naprˇ. ActiveMQ pro NP/NT) docela
vy´razneˇ klesa´ pocˇet prˇeneseny´ch zpra´v prˇi zveˇtsˇujı´cı´ se velikosti zpra´vy.
• Pro trvaly´ topik s nepersistentnı´mi zpra´vami dosahuje nejlepsˇı´ch vy´sledku˚ HornetQ.
Ale pro persistentnı´ model ma´ mnohem horsˇı´ vy´sledky.
• Obecneˇ by se dalo rˇı´ct, zˇe nejlepsˇı´ vy´sledky poda´va´ HornetQ a to prˇedevsˇı´m u me-
nsˇı´ch dat (20B, 5KB, 512KB). Take´ OpenMQ poda´va´ take´ velice dobre´ vy´sledky a
prˇedevsˇı´m pro velika´ data ma´ nejlepsˇı´ hodnoty. ActiveMQ je spolecˇneˇ s HornetQ
nejvy´konneˇjsˇı´m MS pro netransakciovany´ prˇenos. Avsˇak pouzˇitı´ transakcı´ drama-
ticky snizˇuje vy´kon ActiveMQ. JORAM naopak poda´va´ velice slusˇne´ vy´sledky pro
velka´ data, ale pro male´ zpra´vy nenı´ prˇı´lisˇ vy´konny´.
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ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 1641 5820 6038 1585 3960
TextMessage (5KB) 1852 3247 2547 1076 1880
BlobMessage (512KB) 802 2731 1416 1002 -
BlobMessage (2MB) 287 383 416 416 -
BlobMessage (4MB) 171 210 192 230 -
Tabulka 2: Vy´sledky vy´konnostnı´ch testu˚ pro testovacı´ prˇı´pad Q/P/T
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 1764 7896** 6552 1308 5010*
TextMessage (5KB) 1657 4506 2900 1202 2126
BlobMessage (512KB) 882 4244 2763 1116 248
BlobMessage (2MB) 312 616 932 794 68
BlobMessage (4MB) 185 280 544 469 33
Tabulka 3: Vy´sledky vy´konnostnı´ch testu˚ pro testovacı´ prˇı´pad Q/NP/T
Pozna´mka:UJORAMmessagingudocha´zelo k celkove´mupa´du JMS severu pro velka´ prˇena´sˇena´
data a to prˇedevsˇı´m pro nepersistentnı´ zpra´vy a netransakciovany´ prˇenos. Toto selha´va´nı´
se opakovalo i pro opakovane´ testy. Viz tabulky. Prˇı´cˇinou mu˚zˇe by´t to, zˇe JORAM je velice
na´rocˇny´ na pameˇt’. Pameˇt’ pro JORAM server sice byla navy´sˇena na maxima´lnı´ mozˇnou
hodnotu, ale i prˇesto asi byla nedostatecˇna´.
Pozna´mka: U HornetQ docha´zelo (viz ** v tabulka´ch) k pa´du prˇipojenı´ (cca po 20-25s).
HornetQ je velice citlivy´ na neukoncˇena´ prˇipojenı´ a neumozˇnˇuje nahradit stare´ Connection
novy´m prˇi jeho pa´du, dokud pu˚vodnı´ nevyexpiruje na serveru. Tı´mto dosˇlo k zabloko-
va´nı´ posı´la´nı´ i prˇijı´ma´nı´ zpra´v azˇ do ukoncˇenı´ testu. Vy´sledky tak mohly by´t jesˇteˇ vysˇsˇı´.
Pozna´mka: U OpenJMS docha´zelo cˇasto k pa´du jedne´ nebo vı´ce aplikacı´ na straneˇ kli-
enta pro 20B zpra´vy a znemozˇneˇno nava´za´nı´ nove´ho prˇipojenı´. Tı´m nedosˇlo k zapsa´nı´
vy´sledku do logu (viz * v tabulka´ch). Vy´sledna´ hodnota byla tedy stanovena na za´kladeˇ
hodnot, ktere´ se podarˇilo zı´skat a zbytek byl stanoven odhadem.
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 10217 7882** 6933 1130 4900*
TextMessage (5KB) 3814 4574 2980 1125 1998
BlobMessage (512KB) 2614 4232 2865 1110 275
BlobMessage (2MB) 552 617 918 787 64
BlobMessage (4MB) 243 268 495 482 35
Tabulka 4: Vy´sledky vy´konnostnı´ch testu˚ pro testovacı´ prˇı´pad Q/NP/NT
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9.3.3 Vy´konnostnı´ testy zameˇrˇene´ na odesı´la´nı´ zpra´v
Testy spadajı´cı´ do te´to kategorie jsou podobne´ testu˚m, ktere´ jsou popsa´ny v prˇedchozı´ ka-
pitole. Opeˇt zde jsou testovacı´ prˇı´pady tvorˇeny kombinacı´ persistence, ru˚zne´ velikosti zpra´v,
typem destinace (fronta, topik) a typem posı´lany´ch zpra´v (TextMessage nebo BlobMessage).
Hlavnı´ rozdı´l je zde ten, zˇe zde docha´zı´ pouze k odesı´la´nı´ zpra´v na JMS server, ale nedocha´zı´
k jejich konzumaci klienty.
Hlavnı´m zameˇrˇenı´m tedy je zjisˇteˇnı´ vy´konnosti jednotlivy´ch serveru˚ v prˇı´padeˇ, zˇe
docha´zı´ pouze k odesı´la´nı´ zpra´v, jelikozˇ prˇijı´ma´nı´ zpra´v cˇa´stecˇneˇ ovlivnˇuje vy´sledky za-
meˇrˇene´ naprˇı´klad na persistenci, protozˇe v prˇı´padeˇ prˇijı´ma´nı´ zpra´v nehraje persistence
vy´znamnou roli. Proto budou provedeny testovacı´ prˇı´pady s odesı´la´nı´m persistentnı´ch a
nepersistentnı´ch zpra´v. Da´le je zde naprˇı´klad zajı´mave´ porovna´nı´ s vy´sledky, kdy docha´zı´
i ke konzumaci zpra´v, jak to bylo realizova´no v prˇedchozı´ kategorii testu˚. Dalsˇı´ zajı´ma´
veˇc, ktera´ bude v teˇchto testech oveˇrˇova´na, vycha´zı´ z principu topiku. Zpra´vy posı´lane´
do topiku jsou dorucˇeny jednomu nebo vı´ce uzˇivatelu˚m, kterˇı´ jsou v aktua´lnı´ chvı´li (kdy
docha´zı´ k odesla´nı´ zpra´vy) k topiku prˇipojeni. Neprˇipojenı´ uzˇivatele´ zpra´vu jizˇ nikdy
neobdrzˇı´. V prˇı´padeˇ, zˇe nenı´ k topiku nikdo prˇipojeny´, meˇl by server MS zpra´vy oka-
mzˇiteˇ zahazovat. To znamena´, zˇe prˇi posı´la´nı´ zpra´v do topiku bez jedine´ho prˇipojene´ho
uzˇivatele by meˇlo docha´zet k maxima´lnı´ mozˇne´ rychlosti posı´la´nı´ zpra´v na server. Pro tento
typ testu jsem se inspiroval zde [41].
Testy budou realizova´ny jizˇ pouze pro zpu˚sob potvrzova´nı´ dorucˇenı´ zpra´v pomocı´
transakcı´. Da´le budou testy prova´deˇny na destinacı´ch typu fronty a topiku bez trvale prˇipo-
jeny´ch odbeˇratelu˚.
Test byl prova´deˇn s peˇti uzˇivateli (5 JMSklientu˚). Kazˇdy´ testovacı´ prˇı´pad beˇzˇel 60 sekund
a byl proveden 2 kra´t neza´visle na sobeˇ. Vy´sledek byl stanoven jako pru˚meˇr zı´skany´ch
hodnot. Metrika zde byla pocˇet prˇeneseny´ch zpra´v.
Celkem bylo navrzˇeno 5 testovacı´ch prˇı´padu˚, kde kazˇdy´ je prova´deˇn pro 5 ru˚zny´ch
velikosti prˇena´sˇeny´ch dat. Celkem tedy 25 testovacı´ch prˇı´padu˚.
Tyto testovacı´ prˇı´pady jsou:
1. posı´la´nı´ zpra´v do topiku, kde nenı´ prˇipojen zˇa´den odbeˇratel – persistentnı´
2. posı´la´nı´ zpra´v do topiku, kde nenı´ prˇipojen zˇa´den odbeˇratel – nepersistentnı´
3. posı´la´nı´ zpra´v do topiku s prˇipojeny´mi odbeˇrateli – nepersistentnı´
4. posı´la´nı´ zpra´v do fronty s neprˇipojeny´mi odbeˇrateli – persistentnı´
5. posı´la´nı´ zpra´v do fronty s neprˇipojeny´mi odbeˇrateli – nepersistentnı´
Jelikozˇ vy´sledky teˇchto testu˚ jsou docela rozsa´hle´, neˇktere´ tabulky a grafy byly zarˇa-
zeny do prˇı´loh. Na uka´zku zde byly zarˇazeny tabulky 5, 6 ty´kajı´cı´ se testovacı´ch prˇı´padu˚
s frontou a k nim prˇı´slusˇejı´cı´ graf na obra´zku 13. Tabulky 18, 19, 20 a graf na obra´zku 20,
ty´kajı´cı´ch se topiku, jsou zarˇazeny v prˇı´loha´ch.
Z teˇchto tabulek a grafu˚ je mozˇne´ nejle´pe vypozorovat vy´sledky provedeny´ch testu˚
te´to kategorie. Nynı´ zde zmı´nı´m neˇktere´ nejdu˚lezˇiteˇjsˇı´.
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Neˇktere´ plynoucı´ za´veˇry z vy´sledku˚ teˇchto testu˚:
• Nejlepsˇı´ch vy´sledku˚ pro odesı´la´nı´ zpra´v do fronty v persistentnı´m rezˇimu dosahovali
HornetQaOpenMQ.Pro veˇtsˇı´ velikosti dat iActiveMQ. Jednoznacˇneˇ nejhorsˇı´ se zde
jevil JORAM. V prˇı´padeˇ zpra´v do topiku pak opeˇt nejlepsˇı´ HornetQ a OpenMQ. Ale
ActiveMQ zde jizˇ ztra´cı´. Da´le se zde opeˇt ukazuje, zˇe OpenJMS je pro velka´ data
zcela nepouzˇitelny´.
• U HornetQ a OpenMQ je videˇt vy´razny´ na´ru˚st v pocˇtu prˇeneseny´ch zpra´v do
fronty v nepersistentnı´m rezˇimu. V prˇı´padeˇ JORAM a OpenJMS je na´ru˚st nizˇsˇı´.
U ActiveMQ prakticky neexistuje zˇa´den rozdı´l mezi persistentnı´m a nepersistent-
nı´m rezˇimem.
• Zajı´mave´, ale i ocˇeka´vane´, je, zˇe u prˇedevsˇı´m OpenMQ docha´zı´ k prˇedevsˇı´m u vel-
ky´ch dat k vy´razneˇjsˇı´mu rozdı´lu mezi persistentnı´m a nepersistentnı´m prˇı´stupem.
• Zajı´mave´ je porovna´nı´ teˇchto vy´sledku˚ odesı´la´nı´ do front s vy´sledky z prˇedchozı´
kategorie, kde jsou zpra´vy i konzumova´ny. Prˇedevsˇı´m v prˇı´padeˇ OpenMQ je pa-
trne´, zˇe bude asi nejrychlejsˇı´ v prˇijı´ma´nı´ zpra´v. Podobneˇ take´ i naprˇ. u JORAM,
HornetQ je videˇt skoro dvojna´sobneˇ vı´ce prˇeneseny´ch zpra´v v prˇı´padeˇ, zˇe docha´zelo
za´rovenˇ i ke konzumova´nı´ zpra´v. To ukazuje, zˇe skoro vsˇechny odeslane´ zpra´vy byly
i prˇijaty za dobu testu. Jina´ situace je ale u ActiveMQ. Zde jsou hodnoty, kdy docha´-
zelo pouze z odesı´la´nı´ zpra´v, vysˇsˇı´ nezˇ v prˇı´padeˇ, kdy byly za´rovenˇ i prˇijı´ma´ny, cozˇ
ukazuje pravdeˇpodobneˇ na velke´ zatı´zˇenı´ serveru, ktery´ pak nestı´hal. Toto je asi
take´ vysveˇtlenı´ neocˇeka´vaneˇ sˇpatny´ch vy´sledku˚ ActiveMQ v prova´deˇny´ch testech.
Toto mohlo by´t zpu˚sobeno nedostatecˇneˇ vy´konnou pocˇı´tacˇovou sestavou.
• Tote´zˇ co v prˇedchozı´m bodeˇ je videˇt i v testech prova´deˇny´ch na topiku, kde pro
posı´la´nı´ zpra´v ma´ ActiveMQ slusˇne´ vy´sledky, ale v prˇı´padeˇ, zˇe za´rovenˇ docha´zı´ ke
konzumova´nı´, jsou vy´sledky dosti slabe´. U ostatnı´ch MS je zde videˇt neˇkolikana´-
sobny´ rozdı´l, cozˇ ukazuje na to, zˇe tyto servery dobrˇe zvla´daly vytvorˇene´ zatı´zˇenı´.
• Podle ocˇeka´va´nı´ se vy´sledky pro posı´la´nı´ persistentnı´ch a nepersistentnı´ch zpra´v
do netrvale´ho topiku rovnajı´, cozˇ odpovı´da´ spra´vne´ realizaci principu topiku, s cˇa´s-
tecˇnou vy´jimkou u OpenJMS.
• Pomocı´ netrvale´ho topiku byla stanovena maxima´lnı´ mozˇna´ rychlost prˇena´sˇenı´ dat
na server. Ukazuje se, zˇe pro mala´ data nejrychleji prˇena´sˇı´ data na server HornetQ,
pro velika´ data pak OpenMQ a JORAM.
Pozna´mka: Stejneˇ jako u testu˚ v prˇedchozı´ kapitole u JORAMmessagingu docha´zelo k cel-
kove´mu selha´nı´ JMS severu pro velka´ prˇena´sˇena´ data (viz s. v tabulka´ch). Takte´zˇ jako
v prˇedchozı´m typu testu˚.
Pozna´mka: Takte´zˇ jako v prˇedchozı´ kapitole. U HornetQ docha´zelo (viz ** v tabulka´ch)
pa´du prˇipojenı´ (cca po 30 sekunda´ch).
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ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 1971 3567 2916 628 2594
TextMessage (5KB) 1733 1847 1525 534 1299
BlobMessage (512KB) 730 890 876 472 -
BlobMessage (2MB) 323 382 202 s. (cca 50s) -
BlobMessage (4MB) 189 209 101 s. (cca 25s) -
Tabulka 5: Vy´sledky testu˚ pro posı´la´nı´ zpra´v do fronty s neprˇipojeny´mi odbeˇrateli –
persistentnı´
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 2083 3946** 2927 667 2615*
TextMessage (5KB) 1748 2224 1542 556 1433
BlobMessage (512KB) 755 1886 1807 488 273
BlobMessage (2MB) 323 455 486 s. (cca 50s) 61
BlobMessage (4MB) 185 256 244 s. (cca 25s) 34
Tabulka 6: Vy´sledky testu˚ pro posı´la´nı´ zpra´v do fronty s neprˇipojeny´mi odbeˇrateli –
nepersistentnı´
Pozna´mka: U OpenJMS docha´zelo cˇasto k pa´du jedne´ nebo vı´ce aplikacı´ na straneˇ kli-
enta pro 20B zpra´vy a znemozˇneˇno nava´za´nı´ nove´ho prˇipojenı´. Tı´m nedosˇlo k zapsa´nı´
vy´sledku do logu (viz * v tabulka´ch). Viz tote´zˇ jako prˇedchozı´ kapitole.
9.3.4 Vy´konnostnı´ testy na serverovou a topikovou sˇka´lovatelnost
Na´sledujı´cı´ testy jsou zameˇrˇeny na serverovou a topikovou sˇka´lovatelnost jednotlivy´ch MS.
Inspiraci pro tyto testy jsem cˇerpal prˇedevsˇı´m zde [30]. Tyto testy jsou velmi vhodne´ pro
zjisˇteˇnı´ vy´konnosti serveru pro zvysˇujı´cı´ se pocˇet uzˇivatelu˚, prˇı´padneˇ destinacı´.
„Sˇka´lovatelnost nebo take´ rozsˇirˇitelnost je zˇa´doucı´ vlastnost syste´mu nebo procesu, ktera´ ma´
schopnost pracovat s neocˇeka´vany´mi zmeˇnami potrˇeby obsluhy cˇili zvysˇovat sledovane´ parametry
v prˇı´padeˇ, zˇe nastane takova´ potrˇeba“ [42].
Serverova´ sˇka´lovatelnost pak zde znamena´ schopnost zvysˇovat celkove´ mnozˇstvı´ prˇe-
neseny´ch zpra´v prˇi zvysˇujı´cı´m se pocˇtu uzˇivatelu˚ (klientu˚), kterˇı´ pracujı´ na zveˇtsˇujı´cı´m
se pocˇtu topiku˚ [30].
Topikova´ sˇka´lovatelnost znamena´ schopnost serveru zvysˇovat celkove´ mnozˇstvı´ prˇe-
neseny´ch zpra´v prˇi zvysˇujı´cı´m se pocˇtu uzˇivatelu˚ na pevneˇ dane´m pocˇtu topiku˚ (zde
typicky na jednom) [30].
Prˇi na´vrhu testovacı´ch prˇı´padu˚ jsem vycha´zel ze dvou hlavnı´ch modelu˚ pouzˇitı´, jak
jsou zmı´neˇny take´ naprˇı´klad zde [30]. Prvnı´ je nepersistentnı´ zpra´vy do netrvaly´ch topiku˚
(Non-Persistent Publishers & Non-Durable Subscribers). Tento model je veˇtsˇinou pou-
zˇı´va´n, pokud na´m neza´lezˇı´ na tom, zda zpra´va bude dorucˇena nebo nikoli, ale chceme
dosa´hnout co nejvysˇsˇı´ propustnosti. Druhy´mmodelem je persistentnı´ zpra´vy do trvaly´ch to-
piku˚ (Persistent Publishers &Durable Subscribers). Pouzˇı´va´n, pokud na´m za´lezˇı´ na jistoteˇ
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dorucˇenı´ zpra´vy i za cenu nizˇsˇı´ch rychlostı´. Na za´kladeˇ teˇchto modelu˚ pak byly navrzˇeny
4 testovacı´ prˇı´pady.
Tyto testovacı´ prˇı´pady jsou:
1. Serverova´ sˇka´lovatelnost – persistentnı´ zpra´vy, trvaly´ topik
2. Serverova´ sˇka´lovatelnost – nepersistentnı´ zpra´vy, netrvaly´ topik
3. Topikova´ sˇka´lovatelnost – persistentnı´ zpra´vy, trvaly´ topik
4. Topikova´ sˇka´lovatelnost – nepersistentnı´ zpra´vy, netrvaly´ topik
Kazˇdy´ testovacı´ prˇı´pad serverove´ sˇka´lovatelnosti byl pak proveden pro 1/1/1 (pocˇet ode-
sı´latelu˚/odbeˇratelu˚/topiku˚), 5/5/5 a 15/15/15. U topikove´ sˇka´lovatelnosti pak 1/1/1, 5/5/1 a
15/15/1. Da´le bylo zvoleno transakcˇnı´ potvrzova´nı´ pro vsˇechny testy a velikost prˇena´sˇeny´ch
zpra´v byla 512KB. Zpra´vy byly prˇena´sˇeny jako BlobMessage.
Kazˇdy´ testovacı´ prˇı´pad byl proveden 3 kra´t neza´visle na sobeˇ. Vy´sledek byl stanoven
jako pru˚meˇr zı´skany´ch hodnot. Metrika zde byla pocˇet prˇeneseny´ch zpra´v.
Nejle´pe jsou vy´sledky teˇchto testu˚ a z nich plynoucı´ za´veˇry videˇt v na´sledujı´cı´ch
tabulka´ch 7, 8, 9, 10 a grafech na obra´zcı´ch 14, 15, 16, 17.
Zhodnocenı´ vy´sledku˚:
• Prˇi testova´nı´ se bohuzˇel uka´zalo, zˇe na te´to pocˇı´tacˇove´ sestaveˇ slabsˇı´ho vy´konu,
nebudou mı´t vy´sledky zrovna moc vypovı´dajı´cı´ hodnotu. Porovna´nı´ nameˇrˇeny´ch
hodnot pro 1 a 5 odesı´latelu˚/odbeˇratelu˚ je vcelku vypovı´dajı´cı´. Horsˇı´ je to s nameˇrˇe-
ny´mi hodnotami pro 15 odesı´latelu˚/odbeˇratelu˚, kdy cˇasto docha´zelo k „zaseka´nı´ “
cele´ho pocˇı´tacˇe pro neˇktere´ MS, hlavneˇ pro OpenMQ, ale take´ pro JORAM nebo
HornetQ, cozˇ jisteˇ ovlivnilo vy´sledky, viz *** v tabulka´ch.
• Pro OpenJMS nebyly provedeny testovacı´ prˇı´pady s persistentnı´mi zpra´vami, jeli-
kozˇ OpenJMS umozˇnˇuje prˇenos persistentnı´ch zpra´v jen do 32KB.
• Vsˇechny testovane´MS vykazujı´ na´ru˚st pocˇtu prˇeneseny´ch zpra´v pro 5/5/5 u serve-
rove´ a 5/5/1 u topikove´ sˇka´lovatelnosti. Nejvysˇsˇı´ na´ru˚st je pak patrny´ u OpenMQ.
Vı´ce viz tabulky a grafy.
• Pro 15/15/1 u topikove´ a 15/15/15 u serverove´ sˇka´lovatelnosti jsou jizˇ hodnoty
vy´razneˇ nizˇsˇı´. Velky´ vliv na tyto vy´sledky bude mı´t pravdeˇpodobneˇ i nedostatecˇneˇ
vy´konna´ pocˇı´tacˇova´ sestava. A to prˇedevsˇı´m u OpenMQ nebo JORAM.
• Pro potvrzenı´ vy´sˇe uvedene´ho tvrzenı´, zˇe tyto vy´sledky jsou ovlivneˇny slabou
HW vy´konnostı´ pocˇı´tacˇove´ sestavy, na ktere´ pobı´haly testy, byl proveden testovacı´
prˇı´pad 15/15/1 pro OpenMQ na vy´konne´m sˇkolnı´m serveru. V zde nameˇrˇeny´ch vy´-
sledcı´chmu˚zˇeme videˇt, zˇe pro 15/15/1 je OpenMQ JMS server prˇenese azˇ 10xme´neˇ
zpra´v nezˇ pro 5/5/1. U experimentu provedene´ho na sˇkolnı´ sestaveˇ to bylo pouze
cca 2,5x me´neˇ. Z teˇchto vy´sledku˚ mu˚zˇeme usuzovat, zˇe OpenMQ sice poskytuje
pro vysˇsˇı´ u´rovenˇ sˇka´lova´nı´ horsˇı´ vy´sledky, ale hlavnı´m du˚vodem takto nı´zky´ch
nameˇrˇeny´ch hodnot byla opravdu nedostatecˇna´ vy´konnost testovacı´ pocˇı´tacˇove´
sestavy.
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ActiveMQ HornetQ OpenMQ JORAM OpenJMS
1/1/1 843 1065 1112 1198 -
5/5/5 904 1125 2184 1498 -
15/15/15 699*** 629*** 480*** 662*** -
Tabulka 7: Vy´sledky testu˚ pro serverovou sˇka´lovatelnost – persistentnı´ zpra´vy, trvaly´
topik
Obra´zek 14: Graf pro serverovou sˇka´lovatelnost – persistentnı´ zpra´vy, trvaly´ topik
9.3.5 Testova´nı´ doby pro prˇipojenı´ na server
Doba potrˇebna´ k tomu, aby dosˇlo k nava´za´nı´ spojenı´ klienta na JMS server, mu˚zˇe velice
vy´znamneˇ ovlivnˇovat celkovou vy´konnost, prˇedevsˇı´m v prˇı´padeˇ, zˇe docha´zı´ k vytva´rˇenı´
nove´ho prˇipojenı´ velice cˇasto.
Tento nejjednodusˇsˇı´ test je zameˇrˇeny´ na zmeˇrˇenı´ te´to doby nutne´ na vytvorˇenı´ prˇi-
pojenı´, to je od zacˇa´tku vytva´rˇenı´ ConnectionFactory azˇ po zavola´nı´ metody start () na
instanci Connection. Testova´nı´ probeˇhlo celkem 3 kra´t. Z nameˇrˇeny´ch hodnot byly vypocˇ-
teny pru˚meˇrne´ hodnoty uvedene´ v tabulce 11.
Z vy´sledku˚ vyply´va´, zˇe JORAM, OpenMQ a ActiveMQ potrˇebujı´ vı´ceme´neˇ stejnou
dobu na vytvorˇenı´ prˇipojenı´. Prˇiblizˇneˇ dvojna´sobnou dobu pak potrˇebuju OpenJMS.
Nejde´le pak trvalo prˇipojit se klientu˚m na server HornetQ.
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ActiveMQ HornetQ OpenMQ JORAM OpenJMS
1/1/1 927 2925 1402 1382 200
5/5/5 958 3166 3079 1489 240
15/15/15 687*** 1170*** 3383*** 672*** 248***
Tabulka 8: Vy´sledky testu˚ pro serverovou sˇka´lovatelnost – nepersistentnı´ zpra´vy, netrvaly´
topik
Obra´zek 15: Graf pro serverovou sˇka´lovatelnost – nepersistentnı´ zpra´vy, netrvaly´ topik
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
1/1/1 894 1301 1159 1194 -
5/5/1 908 1019 2622 1394 -
15/15/1 829*** 1425*** 295*** 762*** -
Tabulka 9: Vy´sledky testu˚ pro topikovou sˇka´lovatelnost – persistentnı´ zpra´vy, trvaly´ topik
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
1/1/1 976 2550 1634 1315 201
5/5/1 933 3531 3086 1424 224
15/15/1 701*** 1234*** 3279*** 871*** 235***
Tabulka 10: Vy´sledky testu˚ pro topikovou sˇka´lovatelnost – nepersistentnı´ zpra´vy, netrvaly´
topik
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Obra´zek 16: Graf pro topikovou sˇka´lovatelnost – persistentnı´ zpra´vy, trvaly´ topik
Obra´zek 17: Graf pro topikovou sˇka´lovatelnost – nepersistentnı´ zpra´vy, netrvaly´ topik
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
cˇas pro nava´za´nı´
prˇipojenı´ [ms]
172,3 458,3 171,7 161,3 322,7
Tabulka 11: Doba nutna´ k vytvorˇenı´ prˇipojenı´ na JMS server
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10 Celkove´ zhodnocenı´
V te´to kapitole budou celkoveˇ zhodnoceny vy´sledky analy´zy a porovna´nı´ testovany´ch
MS. Budou zde shrnuty vy´sledky, ktere´ byly detailneˇ popsa´ny vy´sˇe a to prˇedevsˇı´m z hle-
diska vy´konnostnı´ho, ale i z hlediska stability, jednoduchosti integrace s jiny´mi softwarovy´mi
syste´my (prˇedevsˇı´m z hlediska obtı´zˇnosti nasazenı´ MS), prˇenositelnosti, udrzˇovatelnosti (do-
kumentace, pravidelne´ nove´ verze, atd.), uzˇivatelske´ prˇı´veˇtivosti, aj.
ActiveMQ – tentoMSpatrˇı´ mezi nejkomplexneˇjsˇı´ open source rˇesˇenı´ (prˇidane´ vlastnosti,
podpora dalsˇı´ch jazyku˚, atd.), viz kapitola 4.1.1. Velkou vy´hodou je take´, zˇe je asi vu˚bec
nejoblı´beneˇjsˇı´ a nejcˇasteˇji vyuzˇı´vanou nekomercˇnı´ implementacı´. Podle me´ho na´zoru ma´
velice kvalitneˇ propracovanou a prˇehlednou dokumentaci. Na oficia´lnı´ch stra´nka´ch je
k dispozici „zˇive´“ uzˇivatelske´ fo´rum, kde nenı´ proble´m dostat odpoveˇd’ na prˇı´padne´
dotazy. Zme´ho pohledu byloActiveMQ take´ urcˇiteˇ nejsna´ze nasaditelne´ a nejvı´ce uzˇivatelsky
prˇı´veˇtive´ (webova´ konzole, dynamicka´ tvorba destinacı´, prˇı´me´ prˇipojenı´ na sever bez
JNDI, atd.) viz kapitola 8.1. V pravidelny´ch intervalech jsou vyda´va´ny nove´ stabilnı´
verze a je zajisˇteˇna jejich sta´la´ podpora. Prˇi prova´deˇny´ch experimentech se uka´zalo, zˇe
ActiveMQ je z vybrany´ch implementacı´ asi nejstabilneˇjsˇı´ rˇesˇenı´ (nedocha´zelo prakticky
vu˚bec k pa´du serveru). Z vy´konnostnı´ho hlediska se ocˇeka´valo, zˇe bude v testech patrˇit
k nejvy´konneˇjsˇı´m. Prˇi pohledu na vy´sledky to tak na prvnı´ pohled nevypada´ (cˇa´stecˇneˇ je
to vsˇak zpu˚sobeno pocˇı´tacˇovou sestavou, na ktere´ byly testy prova´deˇny). Prˇedevsˇı´m pro
transakciovany´ prˇenos zpra´v byly vy´sledky velmi slabe´. Ale na druhou stranu pokud byl
pouzˇit netransakciovany´ prˇenos, patrˇilo ActiveMQ k jednomu z nejlepsˇı´ch, hlavneˇ pak pro
mala´ data. Prˇi pohledu na existujı´cı´ porovna´nı´ (viz kapitola 9.1) se da´ rˇı´ct, zˇe vy´sledky
testu˚ vcelku odpovı´dajı´ vy´sledku˚m v teˇchto porovna´nı´ch.
HornetQ – take´ velice komplexnı´ a rychle se rozvı´jejı´cı´ rˇesˇenı´ (viz kapitola 4.1.2). Je u´zce
spojen s ostatnı´mi projekty od spolecˇnosti JBoss, cozˇ je na jednu stranu vy´hoda (naprˇ. je
integrova´n v JBoss Application Server) na druhou nevy´hoda (naprˇ. horsˇı´ orientace). Do-
kumentace je rozsa´hla´ ale vcelku prˇehledna´. Takte´zˇ jako u ActiveMQ je velkou vy´hodou
„zˇive´“ uzˇivatelske´ fo´rum. Z me´ho pohledu je ale pra´ce s HornetQ na´rocˇneˇjsˇı´ a mnohem
me´neˇ intuitivnı´ nezˇ je tomu u ActiveMQ. Prˇı´kladem mu˚zˇe by´t naprˇı´klad, zˇe HornetQ ne-
umozˇnˇuje dynamicky vytva´rˇet destinace nebo „krkolomne´“ zprovozneˇnı´ administracˇnı´
konzole (viz kapitola 8.2). Z hlediska udrzˇovatelnosti jsou vyda´va´ny pravidelneˇ nove´
verze a opravy nalezeny´ch vad, atd. Z vy´konnostnı´ho hlediska se ocˇeka´valo, zˇe HornetQ
bude dosahovat pravdeˇpodobneˇ nejlepsˇı´ch vy´sledku˚. Toto se v provedeny´ch experimen-
tech vı´ceme´neˇ potvrdilo. Prˇedevsˇı´m pro mala´ data byl HornetQ jednı´m z nejlepsˇı´ch MS
(viz kapitola 9). V testech se uka´zalo je HornetQ je vcelku stabilnı´, jen promala´ data dosˇlo
neˇkdy k pa´du prˇipojenı´, ktere´ jizˇ nesˇlo obnovit.
OpenMQ – jizˇ ne tak komplexnı´ rˇesˇenı´ jakoprˇedchozı´ dveˇ (viz kapitola 4.1.3).OpenMQ
je vcelku uzˇivatelsky prˇı´veˇtive´ – snadne´ nasazenı´, prˇehledna´ administracˇnı´ GUI aplikace,
dynamicky vytva´rˇene´ destinace, atd. Na druhou stranu vesˇkera´ dokumentace i oficia´lnı´
stra´nky byly, podle me´ho na´zoru, velmi neprˇehledne´ a nedalo se v nich dohledat potrˇebne´
informace (viz take´ kapitola 8.3). OpenMQ je take´ standardnı´ soucˇa´stı´ aplikacˇnı´ serveru
GlassFish a mu˚zˇe by´t integrova´n i s dalsˇı´m syste´my (Mule, atd.). Jedna´ se sice o pomaleji
se rozvı´jejı´cı´, ale trvale udrzˇovany´ projekt, u ktere´ho jsou pravidelneˇ vyda´va´ny opravy chyb
62
i nove´ verze. Vy´sledky OpenMQ ve vy´konnostnı´ch testech byly velky´m prˇekvapenı´m.
Podle existujı´cı´ch porovna´nı´ moc nenasveˇdcˇovalo tomu, zˇe by OpenMQmeˇlo dosahovat
nejlepsˇı´ch vy´sledku˚. Prˇesto ve veˇtsˇineˇ provedeny´ch testu˚ bylo nejvy´konneˇjsˇı´m nebo jednı´m
z nejvy´konneˇjsˇı´ch MS. Oproti ActiveMQ a HornetQ dosahovalo i velmi dobry´ch vy´sledku˚
pro prˇenos dat o velmi velky´ch velikostech. Dobre´ vy´sledky take´ dosahovalo prˇi testech sˇka´-
lovatelnosti. Prˇi testech se uka´zalo, zˇe OpenMQ je dost na´rocˇne´ na pameˇt’. Ta byla navy´sˇena,
ale i tak byla prˇi neˇktery´ch testech nedostacˇujı´cı´. I prˇes tyto proble´my nedocha´zelo k pa´du
serveru, pouze zamezenı´ posı´la´nı´ dalsˇı´ch zpra´v odesı´lateli. Z tohoto du˚vodu se OpenMQ
jevı´ jako stabilnı´ (viz kapitola 9).
JORAM – jizˇ ne tak zna´myMS a take´ ne tak komplexnı´ jako ActiveMQ nebo HornetQ
(viz kapitola 4.1.4). Podobneˇ jako OpenMQ se jedna´ o pomaleji se rozvı´jejı´cı´, ale udrzˇovane´
rˇesˇenı´, u ktere´ho jsou pravidelneˇ vyda´ny nove´ verze. Integrace a nasazova´nı´ JORAM JMS
serveru patrˇı´ k teˇm obtı´zˇneˇjsˇı´m a me´neˇ uzˇivatelsky prˇı´veˇtivy´m. JORAM totizˇ neumozˇnˇuje dy-
namicke´ vytva´rˇenı´ destinacı´ a defaultneˇ nepodporuje persistentnı´ zpra´vy nebo mozˇnost prˇı´me´ho
prˇipojenı´ k serveru. Takte´zˇ pro spra´vu serveru a destinacı´ nebyla k dispozici funkcˇnı´ uzˇiva-
telsky prˇı´veˇtiva´ administracˇnı´ konzole. Na druhou stranu je poskytova´no propracovane´
administracˇnı´ API (viz kapitola 8.4). Jelikozˇ tentoMS nenı´ tak hojneˇ vyuzˇı´va´n, je take´ pro-
blematicke´ dohledat neˇktere´ potrˇebne´ informace. Z hlediska provedeny´ch vy´konnostnı´ch
testu˚ se jevı´ JORAM velice rozdı´lneˇ. Promale´ textove´ zpra´vy JORAMdosahuje hodneˇ sˇpatny´ch
vy´sledku˚, dokonce neˇkdy horsˇı´ch nezˇ OpenJMS. Naopak pro velke´ zpra´vy patrˇı´ spolecˇneˇ
s OpenMQ k teˇm vu˚bec nejlepsˇı´m! Take´ se uka´zalo, zˇe JORAM pravdeˇpodobneˇ umozˇnˇuje
rychlejsˇı´ prˇenos zpra´v ze serveru (konzumova´nı´) nezˇ na server (posı´la´nı´). Z hlediska sta-
bility JORAM nebyl prˇı´lisˇ stabilnı´ a cˇasto docha´zelo k celkove´mu pa´du serveru (u jiny´ch
MS docha´zelo veˇtsˇinou pouze k pa´du prˇipojenı´ na straneˇ klienta cˇi zamezenı´ posı´la´nı´ da-
lsˇı´ch zpra´v na server). Toto bylo pravdeˇpodobneˇ zpu˚sobeno velky´mi na´roky na pameˇt’,
ktera´ uzˇ ale nemohla by´t ale vı´ce navy´sˇena (vı´ce viz kapitola 9).
OpenJMS – nejjednodusˇsˇı´ a nejme´neˇ propracovany´ MS, ktery´ jizˇ neˇkolik let nevyvı´jı´.
Prˇestozˇe jizˇ nenı´ udrzˇovany´, je pomeˇrneˇ zna´my´. Vzhledem k tomu, zˇe jizˇ nenı´ vyvı´jen a
male´mumnozˇstvı´ poskytovany´ch vlastnostı´ se urcˇiteˇ nehodı´ pro pouzˇitı´ v neˇktere´ rea´lne´
aplikaci. Na druhou stranu pro svoji jednoduchost je vhodny´ prˇi seznamova´nı´ se s MOM
a JMS. Nasazova´nı´ a pra´ce s OpenJMS byla docela snadna´ vzhledem k jeho jednoduchosti a
prˇehledne´ dokumentaci (viz kapitola 4.1.7 a 8.5). Vy´sledky vy´konnostnı´ho testova´nı´ vytva´rˇı´
zajı´mavy´ kontrast mezi produktem, jehozˇ vy´voje se prˇed neˇkolika lety zastavil a dnesˇ-
nı´mi nejrozsˇı´rˇeneˇjsˇı´mi a nejvy´konneˇjsˇı´mi otevrˇeny´mi implementacemi. Vy´sledky testu˚
jednoznacˇneˇ ukazujı´, zˇe OpenJMS je, ve veˇtsˇineˇ prˇı´padu˚, neˇkolikana´sobneˇ „pomalejsˇı´ “ nezˇ
ostatnı´ MS. Ale prˇekvapenı´m je, zˇe promale´ textove´ zpra´vy doka´zˇe poskytovat velice slusˇne´
vy´sledky, i lepsˇı´ nezˇ jine´ MS. Beˇhem testu˚ se uka´zalo, zˇe OpenJMS je spı´sˇe me´neˇ stabilnı´.
Prˇedevsˇı´m pro mala´ data pravidelneˇ docha´zelo k selha´nı´ na straneˇ neˇktery´ch klientu˚, ale
na druhou stranu nedocha´zelo k pa´du cele´ho serveru (viz kapitola 9).
Vsˇechny analyzovane´ messaging syste´my jsou postaveny na Javeˇ, tudı´zˇ jsou velmi
dobrˇe prˇenositelne´.
63
11 Za´veˇr
Cı´lem te´to diplomove´ pra´ce bylo analyzovat nejrozsˇı´rˇeneˇjsˇı´ sta´vajı´cı´ otevrˇene´ messaging
syste´my, popsat je, a v prakticky´ch experimentech oveˇrˇit jejich vy´konnost pro prˇenos vel-
ke´homnozˇstvı´ zpra´v. Beˇhem tvorby te´to pra´ce jsem se seznamoval se za´kladnı´mi principy
a vlastnostmi messaging syste´mu˚ (MOM) zalozˇeny´ch na asynchronnı´ komunikaci a jejich
vy´znamem v oblasti syste´move´ integrace. Toto jsem take´ popsal v prvnı´ cˇa´sti pra´ce. V da-
lsˇı´ cˇa´sti jsem pak veˇnoval nejzna´meˇjsˇı´m komercˇnı´m a otevrˇeny´m implementacı´m MOM
a uvedl jejich pouzˇitı´ v dalsˇı´ch syste´mech.
Pro samotne´ vy´konnostnı´ testova´nı´ jsem navrhl a naimplementoval testovacı´ apli-
kaci, pro kterou byla nalezena motivace v kombinaci aplikacı´ pro socia´lnı´ sı´teˇ, aplikacı´
typu instant messagingu a emailove´ komunikace. Tato konzolova´ aplikace implemento-
vana´ v Javeˇ byla navrzˇena jako tlusty´ klient, kde vza´jemna´ interakce mezi jednotlivy´mi
klienty probı´ha´ pra´veˇ skrze MOM, ktery´ tvorˇı´ komunikacˇnı´ pa´terˇ te´to distribuovane´
aplikace. Jednotlive´ funkce aplikace byly navrzˇeny tak, aby mohly by´t co mozˇna´ nejle´pe
otestova´ny za´kladnı´ vlastnosti MOM u jednotlivy´ch vybrany´ch implementacı´ messaging
syste´mu˚. Kromeˇ testovacı´ aplikace byl take´ naimplementova´n adapte´r (JMS Adapte´r),
ktery´ umozˇnˇuje aplikaci skoro jednotny´m zpu˚sob pracovat s vybrany´mi implementa-
cemi. Celkem bylo vybra´no a nasazeno 5 implementacı´ MOM. A to ActiveMQ, HornetQ,
OpenMQ, JORAM a OpenJMS.
Na´sledneˇ byly navrzˇeny a provedeny vy´konnostnı´ experimenty s teˇmito vybrany´mi
nasazeny´mi implementacemi. Navrzˇene´ testy byly rozdeˇleny do 5 kategoriı´ – testy na
cele´ aplikaci (pouzˇity vsˇechny realizovane´ funkce), testy vybrany´ch vlastnostı´ (pro ru˚zne´
konkre´tnı´ situace pouzˇitı´), testy zameˇrˇene´ na odesı´la´nı´ zpra´v, testy na serverovou a topi-
kovou sˇka´lovatelnost a testova´nı´ doby pro vytvorˇenı´ prˇipojenı´ na server. Popis, vy´sledky
ve formeˇ tabulek a grafu˚ a vyhodnocenı´ teˇchto testu˚ tvorˇı´ nejveˇtsˇı´ cˇa´st te´to pra´ce.
Nakonec bylo provedeno celkove´ zhodnocenı´ vy´sledku˚ jednotlivy´ch messaging sys-
te´mu˚ a to prˇedevsˇı´m z vy´konnostnı´ho hlediska, ale i z hlediska stability, jednoduchosti
integrace s jiny´mi SW syste´my, udrzˇovatelnosti, prˇenositelnosti, uzˇivatelske´ prˇı´veˇtivosti
a dalsˇı´ch.
Co se ty´ka´ dalsˇı´ho rozvoje te´to pra´ce, bylo by vhodne´ se zameˇrˇit na dalsˇı´ otevrˇene´ im-
plementace, ktere´ zde nebyly testova´ny. Prˇı´padneˇ prove´st testy na vy´konneˇjsˇı´ pocˇı´tacˇove´
sestaveˇ.
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A Grafy a tabulky
Zde jsou umı´steˇny tabulky a grafy, ktere´ zachycujı´ vy´sledky vy´konnostnı´ch testu˚. Jedna´
se o tabulky a grafy ty´kajı´cı´ se testu˚ popsany´ch v kapitola´ch 9.3.1 a 9.3.2.
Pozna´mka: U JORAM messagingu docha´zelo k celkove´mu pa´du (selha´nı´) JMS severu
pro velka´ prˇena´sˇena´ data (viz s. v tabulka´ch) a to prˇedevsˇı´m pro nepersistentnı´ zpra´vy a
netransakciovany´ prˇenos. Prˇı´cˇinou mohlo by´t to, zˇe JORAM je velice na´rocˇny´ na pameˇt’,
ktera´ sice bylanavy´sˇenanamaxima´lnı´mozˇnouhodnotu, ale i prˇesto asi bylanedostatecˇna´.
Pozna´mka: * v tabulka´ch znamena´, zˇe u OpenJMS docha´zelo cˇasto k pa´du jedne´ nebo
vı´ce aplikacı´ na straneˇ klienta pro 20B zpra´vy a znemozˇneˇno nava´za´nı´ nove´ho prˇipojenı´,
a tı´m nedosˇlo k zapsa´nı´ vy´sledku˚. Vy´sledna´ hodnota byla tedy pak stanovena odhadem
na za´kladeˇ hodnot, ktere´ se podarˇilo zı´skat.
Pozna´mka: ** v tabulka´ch znamena´, zˇe dosˇlo k pa´du prˇipojenı´ (cca po 20-25 sekunda´ch)
uHornetQ. Jelikozˇ je HornetQ velice citlivy´ na neukoncˇena´ prˇipojenı´ dosˇlo k zablokova´nı´
posı´la´nı´ i prˇijı´ma´nı´ zpra´v azˇ do ukoncˇenı´ testu.
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ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 1764 19494** 12733 3185 7384*
TextMessage (5KB) 1840 9650 6462 2433 2402
BlobMessage (512KB) 873 3018 3233 1550 -
BlobMessage (2MB) 300 698 986 612 -
BlobMessage (4MB) 174 280 498 s.(cca 35s) -
Tabulka 12: Vy´sledky vy´konnostnı´ch testu˚ pro testovacı´ prˇı´pad T/P/T
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 1902 19144** 14001 3828 11888*
TextMessage (5KB) 1901 9204 6978 2880 2399
BlobMessage (512KB) 797 3009 3288 1600 236
BlobMessage (2MB) 300 529 963 628 65
BlobMessage (4MB) 169 268 499 s.(cca 35s) 34
Tabulka 13: Vy´sledky vy´konnostnı´ch testu˚ pro testovacı´ prˇı´pad T/NP/T
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 24757 19240** 16451 4235 12012*
TextMessage (5KB) 7424 9372 7108 3041 2296
BlobMessage (512KB) 3337 3662 3420 2407 253
BlobMessage (2MB) 482 601 995 s.(cca 55s) 64
BlobMessage (4MB) 243 287 522 s.(cca 25s) 35
Tabulka 14: Vy´sledky vy´konnostnı´ch testu˚ pro testovacı´ prˇı´pad T/NP/NT
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 1554 5905 13550 4078 3541*
TextMessage (5KB) 1683 4440 6899 3314 1757
BlobMessage (512KB) 768 1169 2343 1590 -
BlobMessage (2MB) 279 410 479 576 -
BlobMessage (4MB) 175 228 216 270 -
Tabulka 15: Vy´sledky vy´konnostnı´ch testu˚ pro testovacı´ prˇı´pad DT/P/T
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 2282 19684** 13838 3742 9881
TextMessage (5KB) 2290 8891 7053 2753 3153
BlobMessage (512KB) 874 3360 3266 1669 232
BlobMessage (2MB) 300 534 979 589 64
BlobMessage (4MB) 172 279 439 s.(cca 25s) 35
Tabulka 16: Vy´sledky vy´konnostnı´ch testu˚ pro testovacı´ prˇı´pad DT/NP/T
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ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 25021 19764** 16344 3030 11709*
TextMessage (5KB) 8456 9981 5927 2715 3307
BlobMessage (512KB) 3211 3153 3392 2234 260
BlobMessage (2MB) 530 542 842 s.(cca 45s) 65
BlobMessage (4MB) 244 266 476 s.(cca 25s) 35
Tabulka 17: Vy´sledky vy´konnostnı´ch testu˚ pro testovacı´ prˇı´pad DT/NP/NT
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 2094 3950** 2545 900 2924
TextMessage (5KB) 1927 2387 1494 571 1548
BlobMessage (512KB) 463 1381 2018 711 -
BlobMessage (2MB) 231 421 685 455 -
BlobMessage (4MB) 158 241 482 353 -
Tabulka 18: Vy´sledky testu˚ pro posı´la´nı´ zpra´v do topiku, kde nenı´ prˇipojen zˇa´den od-
beˇratel – persistentnı´
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 2249 3956** 2956 678 3450*
TextMessage (5KB) 1802 2398 1549 636 1722
BlobMessage (512KB) 684 1419 2055 589 268
BlobMessage (2MB) 318 485 722 472 66
BlobMessage (4MB) 178 260 462 362 34
Tabulka 19: Vy´sledky testu˚ pro posı´la´nı´ zpra´v do topiku, kde nenı´ prˇipojen zˇa´den od-
beˇratel – nepersistentnı´
ActiveMQ HornetQ OpenMQ JORAM OpenJMS
TextMessage (20B) 2149 19723** 12252 3026 10165
TextMessage (5KB) 2368 9165 6704 2673 2486
BlobMessage (512KB) 928 2806 3139 1463 233
BlobMessage (2MB) 277 932 940 567 63
BlobMessage (4MB) 179 313 502 s. (cca 35s) 33
Tabulka 20: Vy´sledky testu˚ pro posı´la´nı´ zpra´v do topiku s prˇipojeny´mi odbeˇrateli –
nepersistentnı´
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B Obsah prˇilozˇene´ho CD
• Diplomova´ pra´ce v elektronicke´ podobeˇ
• Testovacı´ aplikace pro vybrane´ MS
• Upravena´ verze testovacı´ aplikace pro u´cˇely testova´nı´
• JMS Adapte´r
• Knihovny nasazovany´ch messaging syste´mu˚
• Testovacı´ skripty pouzˇı´vane´ pro zautomatizova´nı´ prova´deˇnı´ testu˚
• Testovacı´ data (el. dokumenty), ktere´ byly prˇena´sˇeny
• Logy s nameˇrˇeny´mi hodnotami, na za´kladeˇ ktery´ch byly pak sestaveny prˇı´slusˇne´
tabulky a grafy
