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Abstract
This paper develops a dissipativity theory for dynamical systems governed by linear Itoˆ stochastic differential
equations driven by random noise with an uncertain drift. The deviation of the noise from a standard Wiener
process in the nominal model is quantified by relative entropy. The paper discusses a dissipation inequality for the
noise relative entropy supply. The problem of minimizing the supply required to drive the system between given
Gaussian state distributions over a specified time horizon is considered. This problem, known in the literature
as the Schro¨dinger bridge, was treated previously in the context of reciprocal processes. The paper obtains a
closed-form smooth solution to a Hamilton-Jacobi equation for the minimum required relative entropy supply
by using nonlinear algebraic techniques.
I. INTRODUCTION
We consider a dynamical system whose state is a diffusion process governed by a linear Itoˆ stochastic
differential equation (SDE) driven by a random noise. The noise is generated from a standard Wiener
process by another SDE with an uncertain drift. The case where the drift vanishes and the noise replicates
the Wiener process, represents the nominal scenario. A nonzero drift in the noise SDE can be interpreted
as the strategy of a hypothetical player who uses the past history of the system state in order to move
its probability density function (PDF) away from the nominal invariant state PDF. The deviation of the
actual noise distribution from the Wiener measure can be quantified by the Kullback-Leibler relative
entropy [5]. As a measure of uncertainty in the noise distribution, the relative entropy is often utilized
in the robust control of stochastic systems [4], [7], [15], [17].
The noise relative entropy over a bounded time interval can be regarded as a stochastic analogue of
the supply which is a fundamental concept in the theory of deterministic dissipative systems [19]. This
analogy leads to a dissipation inequality which links the noise relative entropy supply with the increment
in the relative entropy of the state PDF of the system with respect to the nominal invariant state PDF.
The state relative entropy, therefore, plays the role of a storage function. The relative entropy dissipation
inequality is related to Jarzynski’s equality [11] for the Helmholtz free energy in open dynamical systems.
This non-equilibrium thermodynamics viewpoint, where the noise results from interaction of the system
with its surroundings (via mechanical work and heat transfer), motivates a stochastic dissipativity theory
in the form of a variational problem involving entropy. Such problems are more complex than their
deterministic counterparts since they deal with probability measures (or PDFs) on signal spaces, rather
than the signals themselves.
We are mainly concerned with computing the minimum noise relative entropy supply required to drive
the system between given initial and terminal state PDFs over a specified time horizon. The state PDF
transition problem, known as the Schro¨dinger bridge, was treated previously in a context of reciprocal
processes (Markov random fields on the time axis) [1], [3], [6], [13]. This problem was also studied for
quantum systems [2], using the formalism of stochastic mechanics [14]. The solution of the Schro¨dinger
bridge problem is related to two coupled integral equations [13, Definition 2.3 on p. 26] and is not
available in closed form for a general diffusion model.
We consider the state PDF transition problem with Gaussian initial and terminal state PDFs and under-
take a different, somewhat more algebraic, approach. Using Markovization and stochastic linearization of
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the noise strategy as entropy-decreasing operations, we establish a mean-covariance separation principle
which splits the minimum required noise relative entropy supply into two independent terms associated
with the mean and covariance matrix of the system state. While the mean part is calculated using
standard linear quadratic optimization, the covariance part (which is a function of matrices) satisfies a
Hamilton-Jacobi equation (HJE) complicated by inherent noncommutativity.
This partial differential equation (PDE) has a quadratic Hamiltonian on its right-hand side (with the
quadraticity coming from the diffusion part of the system dynamics) and involves a certain boundary
condition. The bilinear “interaction” of solutions of this PDE (which, in the quadratic case, replaces
the superposition principle) allows them to be generated in a quasi-additive way. Unlike infinitesimal
perturbation techniques based on asymptotic expansions in the small noise limit, our approach provides
a finite correction scheme which allows a closed-form smooth solution to be found for the HJE.
The correction scheme also employs an ansatz class of “trace-analytic” functions of matrices and
a matrix version of the separation of variables which not only copes with the nonlinearity but also
essentially “scalarizes” the covariance HJE, thus overcoming the noncommutativity issues. These
nonlinear algebraic techniques may therefore be of interest in their own right from the viewpoint of
nonlinear PDEs and holomorphic functional calculus.
II. CLASS OF SYSTEMS BEING CONSIDERED
We consider a dynamical system whose state X := (Xt)t>0 is a diffusion process in Rn governed by
an Itoˆ SDE
dXt = f(Xt)dt +BdWt, f(x) := µ+ Ax, (1)
driven by an Rm-valued random noise W := (Wt)t>0. Here, µ ∈ Rn, A ∈ Rn×n, B ∈ Rn×m, with A
Hurwitz and rankB = n 6 m, so that the diffusion matrix
D := BBT (2)
is positive definite. The noise W is an Itoˆ process interpreted as an external random noise which
originates from interaction of the system with its environment and is generated by another SDE
dWt = htdt + dWt, (3)
with an uncertain drift h := (ht)t>0. Here, h is a random process with values in Rm, adapted to the
natural filtration (Ft)t>0 of X , where Ft is the σ-subalgebra of events induced by the history X[0,t]
of X on the time interval [0, t]. Also, W := (Wt)t>0 is an m-dimensional standard Wiener process,
independent of X0. Substituting (3) into (1) yields
dXt = (f(Xt) +Bht)dt +BdWt. (4)
We assume that E
∫ t
0
|hs|2ds < +∞ for all t > 0. Together with D ≻ 0, the local mean square
integrability of h ensures the absolute continuity of the system state Xt. The case h ≡ 0 (where
W ≡ W) represents the nominal scenario of the system-environment interaction. A nonzero drift ht is
interpreted as the strategy of a hypothetical player who uses the past history X[0,t] of the system state
Xt to move the state PDF pt away from the nominal invariant state PDF
p∗(x) = (2pi)
−n/2(detΠ∗)
−1/2 exp(−‖x− α∗‖2Π−1∗ /2), (5)
which the system would have in the nominal case. The nominal invariant state distribution is Gaussian,
N (α∗,Π∗), with mean α∗ and covariance matrix Π∗ given by
α∗ = −A−1µ, Π∗ =
∫ +∞
0
eAtDeA
Ttdt, (6)
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where Π∗ is the infinite-horizon controllability Gramian of the pair (A,B) satisfying the algebraic
Lyapunov equation
AΠ∗ +Π∗A
T +D = 0. (7)
The deviation of the actual noise distribution from the Wiener measure is quantified by
Et := D(Pt‖P∗t )−D(P0‖P∗0) =
1
2
∫ t
0
E(|hs|2)ds. (8)
Here, Girsanov’s theorem [9] is used; D(M‖N) := EM ln(dM/dN) is the Kullback-Leibler relative
entropy [5] of a probability measure M with respect to another probability measure N (under the
assumption of absolute continuity M ≪ N); and Pt and P∗t are the restrictions of the true and nominal
probability measures P and P∗ to the σ-algebra σ(X0,W[0,t]). The expectation E in (8) is over P under
which the noise W , governed by (3), becomes a standard Wiener process if and only if h ≡ 0. The noise
relative entropy Et over the time interval [0, t] from (8) can be regarded as a stochastic counterpart of
the supply in the theory of deterministic dissipative systems [19].
In the nominal case h ≡ 0, the state X of the system is a homogeneous Markov diffusion process
and the state PDF pt satisfies the Fokker-Planck-Kolmogorov equation (FPKE)
∂tpt = L†(pt), (9)
where
L†(p) := div2(Dp)/2− div(fp). (10)
Here, for any twice continuously differentiable function G := (Gij)16i,j6n : Rn → Sn, with Sn the
space of real symmetric matrices of order n, the maps divG : Rn → Rn and div2G : Rn → R are
defined by divG := (
∑n
j=1∇jGij)16i6n and div2G := divdivG =
∑
16i,j6n∇i∇jGij , where ∇i := ∂xi
is the partial derivative with respect to the ith Cartesian coordinate in Rn. The operator L† in (10) is the
formal adjoint of the infinitesimal generator L of X in the nominal case. The action of L on a twice
continuously differentiable test function ϕ : Rn → R with bounded support is described by
L(ϕ) = fT∇ϕ+ Tr(Dϕ′′)/2, (11)
where (·)′′ is the Hessian matrix. Since A is Hurwitz, the system is ergodic under the nominal noise
W =W and the PDF (5) is a steady-state solution of the FPKE (9): L†(p∗) ≡ 0. The controllability of
(A,B) (which follows from D ≻ 0) is equivalent to Π∗ ≻ 0, and is also equivalent to the nonsingularity
of the finite-horizon controllability Gramian
Γt :=
∫ t
0
eAsDeA
Tsds = Π∗ − eAtΠ∗eATt (12)
for any t > 0. We define two semigroups of affine transformations (Mt)t>0 and (Ct)t>0 by
Mt(α) := e
Atα + A−1(eAt − In)µ = α∗ + eAt(α− α∗), (13)
Ct(Σ) := e
AtΣeA
Tt + Γt = Π∗ + e
At(Σ− Π∗)eATt. (14)
These semigroups act on Rn and the set S+n of real positive semi-definite symmetric matrices of order
n and describe the nominal evolution of the state mean and covariance matrix
αt := EXt, Πt := cov(Xt). (15)
The infinitesimal generators of the semigroups are given by
M(α) = µ+ Aα, C(Σ) = AΣ+ ΣAT +D. (16)
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In general (when h 6≡ 0), the linearity of the SDE (4) allows the dynamics of (15) to be described by
α˙t =M(αt) +Bβt, Π˙t = C(Πt) +BKtΠt +ΠtKTt BT (17)
in terms of the moments
βt := Eht, Kt := cov(ht, Xt)Π
−1
t . (18)
III. MARKOVIZATION AND STATE PDF DYNAMICS
For any t > 0, we define a function ht : Rn → Rm associated with the noise strategy h by
ht(x) := E(ht|Xt = x). (19)
In particular, if ht is a deterministic function of t and the current state Xt, then
ht = ht(Xt), t > 0. (20)
The noise strategies h, satisfying (20) with probability one, are said to be Markov with respect to the
state of the system.
Proposition 1: Suppose that the state PDF pt(x) of the system, governed by (4) is continuously
differentiable in t > 0 and twice continuously differentiable in x ∈ Rn. Then it satisfies the FPKE
∂tpt = div
2(Dpt)/2− div((f +Bht)pt) = L†(pt)− div(Bhtpt), (21)
where the operator L† is defined by (10).
Proof: In view of the smoothness of pt and the identity E(f(Xt)+Bht|Xt = x) = f(x)+Bht(x)
which follows from (19), the PDE (21) is obtained from the weak formulation of the FPKE for Itoˆ
processes in [13, Eqs. (0.11)–(0.13) on p. 21].
The PDE (21) governs the PDF of a Markov diffusion process ξ := (ξt)t>0 generated by the SDE
dξt = (f(ξt) +Bht(ξt))dt+BdWt. If ξ0 and X0 are identically distributed with the state PDF p0, then
ξt and Xt share the common PDF pt for any t > 0. The passage ht 7→ ht(Xt) from an arbitrary noise
strategy h to the Markov strategy, defined by (19), is referred to as the Markovization of h and denoted
by M. Although M preserves the state PDFs pt of the system, the multi-time probability distributions
of X are, in general, modified. They all remain unchanged under the Markovization M if and only if
h is Markov. Since such strategies are invariant under M, the Markovization is idempotent: M2 = M.
Theorem 1: The Markovization M of a noise strategy h does not increase the noise relative entropy
supply (8):
ET >
1
2
∫ T
0
E(|ht(Xt)|2)dt, (22)
where ht is given by (19). This inequality is an equality if and only if h is Markov in the sense of (20).
Proof: The standard properties of iterated conditional expectations, strict convexity of the squared
Euclidean norm | · |2 and Jensen’s inequality imply that E(|ht|2) = EE(|ht|2|Xt) > E(|ht(Xt)|2), where
the inequality becomes an equality if and only if (20) holds with probability one. Integration over
t ∈ [0, T ] yields (22) whose right-hand side is completely specified by the functions ht and pt. Since
the state PDFs remain unchanged under the Markovization of the noise strategy, then (22) holds as an
equality if and only if h is Markov.
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IV. RELATIVE ENTROPY DISSIPATION INEQUALITY
We will now consider the state relative entropy defined by
Rt := E ln qt(Xt) = 〈pt, ln qt〉 , (23)
where 〈a, b〉 := ∫
Rn
a(x)Tb(x)dx is the inner product of functions a, b : Rn → Rr (provided the integral
exists, as is the case, for example, when a, b are square integrable), and
qt := pt/p∗ (24)
is the true-to-nominal state PDF ratio. Note the difference between Rt and the noise relative entropy Et
defined in (8); see [6, Eq. (3.12) & Remark on p. 321]. In the nominal case, Rt is non-increasing in t,
which represents the Second Law of Thermodynamics for homogeneous Markov processes as models
of isolated systems [5]. A nonzero h makes (4) an open system and Rt is no longer monotonic.
Theorem 2: For any T > 0, the increment RT −R0 of the state relative entropy (23) satisfies
RT − R0 6 ET − 1
2
∫ T
0
〈pt, |ht −BT∇ ln qt|2〉dt, (25)
where ht and qt are defined by (19) and (24). This inequality is an equality if and only if h is a Markov
noise strategy.
Proof: Differentiation of the right-hand side of (23) gives
∂tRt = 〈∂tpt, ln qt〉+ 〈pt, p−1t ∂tpt〉 = 〈L†(pt)− div(ghtpt), ln qt〉. (26)
Here, use is made of (21) and the identities ∂t ln qt = p−1t ∂tpt and 〈1, ∂tpt〉 = 0 which follow from (24)
and 〈1, pt〉 = 1. Integration by parts reduces (26) to
∂tRt = 〈pt,L(ln qt)〉+ 〈ghtpt,∇ ln qt〉. (27)
In view of Fleming’s logarithmic transformation [8] (see, also, [2, Eq. (81) on p. 201]), the operator L,
defined by (11), acts on the logarithm of a twice continuously differentiable function ψ : Rn → (0,+∞)
as L(lnψ) = L(ψ)/ψ − ‖∇ lnψ‖2D/2. Application of this relation to ψ := qt from (24) represents the
first inner product in (27) in the form
〈pt,L(ln qt)〉 = 〈pt,L(qt)/qt − ‖∇ ln qt‖2D/2〉
= 〈p∗,L(qt)〉 − 〈pt, ‖∇ ln qt‖2D〉/2 = −〈pt, ‖∇ ln qt‖2D〉/2, (28)
where 〈p∗,L(qt)〉 = 〈L†(p∗), qt〉 = 0. By substituting (28) into (27), it follows that
∂tRt = 〈pt, hTt BT∇ ln qt − ‖∇ ln qt‖2D/2〉 = 〈pt, |ht|2 − |ht − BT∇ ln qt|2〉/2, (29)
where the square is completed using (2). Integration of both parts of (29) in t over [0, T ] yields
RT − R0 + 1
2
∫ T
0
〈pt, |ht −BT∇ ln qt|2〉dt = 1
2
∫ T
0
E(|ht(Xt)|2)dt 6 ET , (30)
where the inequality proves (22). Now, (25) follows from (30). The claim that (25) holds as an equality
if and only if h is Markov, follows from the second part of Theorem 1.
The relation (25) can be regarded as a dissipation inequality [19, pp. 327, 348], with the state relative
entropy (23) playing the role of a storage function. Thus, the absolute continuity of the state distribution
of the system can only be destroyed within the finite time T using an infinite noise relative entropy
supply ET . Note also that (25), which becomes an equality for Markov noise strategies, can be thought
of as an analogue of Jarzynski’s equality from nonequilibrium thermodynamics [11].
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V. GAUSSIAN STATE PDF TRANSITION
We will now consider the problem of driving the system (4) from a Gaussian initial state PDF p0 := σ
to a Gaussian terminal state PDF pT := θ at a specified time T > 0 so as to minimize the supply (8)
over the interval [0, T ]:
JT (σ, θ) := inf{ET : p0 = σ, pT = θ}. (31)
Here,
σ ∼ N (α0,Π0), θ ∼ N (αT ,ΠT ), (32)
with Π0,ΠT ≻ 0. The required supply (31) vanishes if and only if θ is nominally reachable from
σ in time T in the sense that θ = eL†T (σ). Here, eL†T is the linear integral operator (with a
Markov transition kernel) which relates the terminal state PDF pT of the system at time T with the
initial state PDF p0 under the nominal FPKE (9). In particular, JT (p∗, p∗) = 0 and, more generally,
JT (N (α,Σ), N (MT (α), CT (Σ))) = 0. In (31), the intermediate state PDFs pt, with 0 < t < T , are not
required to be Gaussian. Nevertheless, we can restrict attention to noise strategies which are not only
Markov, but are also affine with respect to the state of the system, thus making the intermediate state
PDFs also Gaussian; see Fig. 1.
Fig. 1. The cylinder represents the set G × [0, T ] whose base G is formed by nonsingular Gaussian PDFs in Rn. The minimization
of the noise relative entropy supply ET in driving the system state PDF between σ, θ ∈ G in time T can be restricted to affine Markov
noise strategies without affecting the minimum. Such strategies generate paths of Gaussian state PDFs from σ to θ which are entirely
contained by the cylinder.
VI. MEAN-COVARIANCE SEPARATION PRINCIPLE
For any T > 0, we define a function ST : P2n → R+, with Pn the set of real positive definite symmetric
matrices of order n, by
ST (Σ,Θ) := inf
∫ T
0
Tr(KtΠtK
T
t )dt. (33)
Here, the minimization is over Rm×n-valued functions Kt from (18) such that the state covariance
matrix Πt, governed by the second of the ordinary differential equations (ODEs) (17) and initialized at
Π0 := Σ, satisfies the terminal condition ΠT = Θ. Since CT (Σ) is reachable from Σ in time T with
Kt ≡ 0 by the action of the nominal state covariance semigroup (14), then
ST (Σ, CT (Σ)) = 0. (34)
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Theorem 3: The minimum required noise relative entropy supply in (31)–(32) can be computed as
JT (σ, θ) = (‖αT −MT (α0)‖2Γ−1
T
+ ST (Π0,ΠT ))/2, (35)
where (12), (13), (33) are used. The optimal noise strategy is an affine function of the current state of
the system:
ht = βt +Kt(Xt − αt), (36)
where Kt is a function delivering the minimum in (33), and
βt := B
TeA
T(T−t)Γ−1T (αT −MT (α0)), 0 6 t 6 T, (37)
Proof: It follows from (17) that the state mean αt is completely specified by the initial condition
α0 and the function βt from (18). Similarly, the state covariance matrix Πt is completely specified by
Π0 and the function Kt. The relative entropy supply (8) affords the lower bound:
2ET =
∫ T
0
E(|ht|2)dt >
∫ T
0
(|βt|2 + Tr(KtΠtKTt ))dt. (38)
Indeed, by [10, Theorem 7.7.7 on p. 473], the Schur complement of the block cov(Xt)
in the joint covariance matrix of Xt and ht is positive semi-definite. Hence, cov(ht) <
cov(ht, Xt)(cov(Xt))
−1
cov(Xt, ht) = KtΠtK
T
t in view of (15) and (18), and E(|ht|2) = |βt|2 +
Trcov(ht) > |βt|2+Tr(KtΠtKTt ), which implies (38). This inequality becomes an equality if and only
if ht is related to Xt by the affine map (36) with probability one. In view of (15) and (18), the passage
from the original noise strategy h to the right-hand side of (36) describes a stochastic linearization of h.
We denote this operation by L. By construction, it is idempotent: L2 = L. The stochastic linearization
L yields an affine noise strategy which is not only Markov in the sense of (20), but also preserves
the first two moments of X . Under the affine noise strategy, the state process X is Gaussian, provided
that the initial state X0 is Gaussian. Thus, if h is a noise strategy which drives the state PDF of the
system from σ to θ, described by (32), in time T , then ĥ := L(h) is an affine Markov strategy under
which X has the same mean and covariance matrix as it does under h. By the latter property, ĥ also
drives the state PDF of the system to the Gaussian PDF θ, but supplying the same or smaller noise
relative entropy to the system over [0, T ] in view of (38). Therefore, the minimization of ET can be
reduced, without affecting the minimum value, to a minimization over affine Markov noise strategies
(36). Hence, recalling (32) and (33),
2JT (σ, θ) = inf
∫ T
0
(|βt|2 + Tr(KtΠtKTt ))dt = ST (Π0,ΠT ) + inf
∫ T
0
|βt|2dt. (39)
Here, the first infimum is over the functions βt and Kt from (18) such that the state mean αt and
covariance matrix Πt, governed by the ODEs (17) with initial conditions α0 and Π0, satisfy the terminal
conditions specified by αT and ΠT , whereas the second infimum is only concerned with βt. By the
first of the ODEs (17), the boundary conditions on the state mean are equivalent to ∫ T
0
eA(T−t)Bβtdt =
αT−MT (α0), where (13) is used. The second infimum in (39) is found by solving the linearly constrained
quadratic optimization problem and achieved at the function βt from (37), with min
∫ T
0
|βt|2dt = ‖αT −
MT (α0)‖2Γ−1
T
, which yields (35).
The representation (35) splits JT into two independently computed terms which are associated with
the mean and the covariance matrix of the system state. This decoupling is similar to the separation
principle of Linear Quadratic Gaussian control [12].
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VII. COVARIANCE HAMILTON-JACOBI EQUATION
We will now consider the “covariance” part ST of the minimum required supply JT from (35) whose
“mean” part is already computed in Theorem 3.
Lemma 1: Suppose that ST (Σ,Θ) from (33) is smooth with respect to T > 0 and Σ ≻ 0. Then it
satisfies the HJE
∂TST = F (Σ, ∂ΣST ), F (Σ,Φ) := Tr((C(Σ)−DΦΣ)Φ), (40)
where (2) and (16) are used.
Proof: From (17) and (33), it follows that, under the assumption of smoothness, ST satisfies a
Hamilton-Jacobi-Bellman equation
∂TST = Tr(C(Σ)ΦT ) + min
K∈Rm×n
(Tr(KΣKT) + Tr((BKΣ + ΣKTBT)ΦT )), (41)
where ΦT := ∂ΣST . Since KΣKT+KΣΦB+BTΦΣKT = (K +BTΦ)Σ(KT+ΦB)−BTΦΣΦB and
Σ ≻ 0, the minimum in (41) is only achieved at K = −BTΦT and is equal to −Tr(DΦTΣΦT ), which
implies (40).
VIII. CORRECTION SCHEME
The Hamiltonian F in (40) is quadratic in its second argument. Hence, if ŜT satisfies the covariance
HJE, then
ST := ŜT + S˜T (42)
is also a solution of (40) if and only if S˜T , playing the role of a correcting function, satisfies a modified
HJE
∂T S˜T = F̂ (Σ, ∂ΣS˜T ). (43)
Here, F̂ is obtained by correcting the Hamiltonian F by a term arising from the bilinear “interaction”
between ŜT and S˜T :
F̂ (Σ,Φ) := F (Σ,Φ)− 2Tr(D(∂ΣŜT )ΣΦ) = Tr((Ĉ(Σ)−DΦΣ)Φ), (44)
with
Ĉ(Σ) := (A−D∂ΣŜT )Σ + Σ(A−D∂ΣŜT )T +D (45)
obtained by modifying the matrix A in the infinitesimal generator C from (16). The operator Ĉ depends
parametrically on T and Σ through ŜT .
IX. STARTING SOLUTION
Ignoring, for the moment, the boundary condition (34), we will find a particular solution ŜT of the
covariance HJE (40) as a starting point for the correction scheme (42)–(45). Note that application of
the Hamiltonian F from (40) to the function Φ := ∂Σ ln det Σ = Σ−1 yields a constant: F (Σ,Σ−1) =
Tr((AΣ+ΣAT+D−DΣ−1Σ)Σ−1) = 2TrA. Furthermore, the class of those smooth functions ST (Σ,Θ),
which are affine with respect to Σ, is closed under ∂T and the action of the Hamiltonian ST 7→
F (Σ, ∂ΣST ). Finally, solutions of the quadratic HJE (40) do not obey the superposition principle, and the
bilinear interaction of ln det Σ and an affine function ST is described by Tr(DΣ−1Σ∂ΣST ) = Tr(D∂ΣST )
which is also constant in Σ. These observations suggest looking for a particular solution of (40) in the
class of functions
ŜT (Σ,Θ) = ln det Σ + Tr(ΣΞT (Θ)) + ΥT (Θ). (46)
Here, ΞT (Θ) and ΥT (Θ) are smooth functions of the time horizon T > 0 and the terminal state
covariance matrix Θ with values in Sn and R, respectively, with det ΞT (Θ) 6= 0.
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Lemma 2: The following function is a particular solution of the covariance HJE (40) in the class
(46):
ŜT (Σ) := ln detUT (Σ) + TrUT (Σ). (47)
Here, the map UT : Pn → Pn is defined using (12), (14) as
UT (Σ) := Γ
−1/2
T CT (Σ)Γ
−1/2
T − In. (48)
Proof: By differentiating the ansatz (46), it follows that
∂T ŜT = Tr(Σ∂TΞT ) + ∂TΥT , ∂ΣŜT = Σ
−1 + ΞT . (49)
In view of (16), substitution of ∂ΣŜT into (40) yields
F (Σ, ∂T ŜT ) = Tr((AΣ+ ΣA
T +D −D(Σ−1 + ΞT )Σ)∂ΣŜT )
= Tr((AΣ+ ΣAT −DΞTΣ)(Σ−1 + ΞT ))
= Tr((ΞTA+ A
TΞT − ΞTDΞT )Σ) + Tr(2A−DΞT ). (50)
By equating ∂T ŜT from (49) with the right-hand side of (50), it follows that the ansatz function ŜT in
(46) is a solution of (40) if and only if ΞT and ΥT satisfy the ODEs
∂TΞT = ΞTA+ A
TΞT − ΞTDΞT , (51)
∂TΥT = Tr(2A−DΞT ). (52)
Multiplication of the right-hand side of (51) by Ξ−1T yields a matrix whose trace coincides with the
right-hand side of (52). Hence, ∂T ln | det ΞT | = Tr(Ξ−1T ∂TΞT ) = ∂TΥT , and
ΥT = ln | detΞT |+Υ0 − ln | detΞ0|. (53)
Left and right multiplication of both parts of (51) by Ξ−1T yields a differential Lyapunov equation
∂T (Ξ
−1
T ) = −Ξ−1T (∂TΞT )Ξ−1T = D −AΞ−1T − Ξ−1T AT (54)
for Ξ−1T with a unique equilibrium point ΞT = −Π−1∗ ; cf. (7). The general solution of (54) is expressed
via (12) as
ΞT = e
ATT (Ξ−10 + ΓT )
−1eAT . (55)
Setting Υ0 := ln | detΞ0| in (53) and Ξ0 →∞ in (55) gives
ΞT = e
ATTΓ−1T e
AT , ΥT = 2TTrA− ln det ΓT . (56)
Substitution of (56) into (46) yields the particular solution of (40) described by (47)–(48).
X. TRACE-ANALYTIC CORRECTION
Since ŜT → −∞ as Σ → 0, regardless of the choice of ΞT and ΥT , the class (46) can not provide
a nonnegative solution to the HJE (40). We will therefore correct ŜT from (47) by adding a function
S˜T := S˜T (Σ,Θ) such that (42) is a nonnegative solution of (40) satisfying the boundary condition (34).
Substitution of ∂ΣŜT from (49) into the correction scheme (43)–(45) yields
∂T S˜T = Tr((
Ĉ(Σ)︷ ︸︸ ︷
(A−DΞT )Σ + Σ(A−DΞT )T −D−D(∂ΣS˜T )Σ)∂ΣS˜T ). (57)
To find the correcting function S˜T , as a solution to (57) such that ST in (42) is nonnegative and satisfies
(34), we will employ yet another ansatz:
S˜T := Trχ(ΩT ) + ρT , ΩT := ΨTΣΨT . (58)
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Here, χ is a nonconstant function of a complex variable, analytic in a neighbourhood of R+ and real-
valued on R+. Also, ΨT (Θ) and ρT (Θ) are smooth functions of the time horizon T and the terminal
state covariance matrix Θ with values in Pn and R, respectively. The matrix ΨT , which specifies the
linear operator Σ 7→ ΩT in (58), enters the “trace-analytic” function Trχ(ΩT ) only through Ψ2T , since
Trχ(ΩT ) = Trχ(Ψ
−1
T Ψ
2
TΣΨT ) = Trχ(Ψ
2
TΣ), (59)
where we use the invariance of the trace under similarity transformations and their commutativity
with analytic functions of matrices. To find suitable χ, ΨT , ρT , we compute the derivatives ˙˜S =
Tr((Ψ˙Ψ−1+Ψ−1Ψ˙)χ ′(Ω)Ω)+ ρ˙ and ∂ΣS˜ = Ψχ ′(Ω)Ψ by using Lemma 4 and its corollary (A2)–(A3)
in Appendix A, with the subscript T omitted for brevity, and ˙( ) := ∂T . Substituting the derivatives into
(57) yields
Tr((Ψ˙Ψ−1 +Ψ−1Ψ˙)χ ′(Ω)Ω) + ρ˙ =Tr((Ĉ(Σ)−DΨχ ′(Ω)ΨΣ)Ψχ ′(Ω)Ψ)
=Tr((Ψ(A−DΞ)Ψ−1 +Ψ−1(A−DΞ)TΨ)χ ′(Ω)Ω)
− Tr(ΨDΨχ ′(Ω)(In + χ ′(Ω)Ω)), (60)
where use is made of Ω = ΨΣΨ from (58) and the commutativity of χ ′(Ω) and Ω. Regrouping the
terms of (60) yields
2∑
k=1
Tr(Gkχk(ΩT )) + ∂TρT = 0 (61)
for all T > 0 and Σ,Θ ≻ 0. Here,
G1(T,Θ) := ΨTDΨT , (62)
G2(T,Θ) := (∂TΨT )Ψ
−1
T +Ψ
−1
T ∂TΨT −ΨT (A−DΞT )Ψ−1T −Ψ−1T (A−DΞT )TΨT (63)
are Sn-valued functions, with G1(T,Θ) ≻ 0. Also,
χ1(ω) := χ
′(ω)(1 + ωχ ′(ω)), χ2(ω) := ωχ
′(ω) (64)
are functions of a complex variable ω, which inherit from χ the analyticity in a neighbourhood of and
real-valuedness on R+. Since χ1(ω) = χ2(ω)(1 + χ2(ω))/ω, then χ1 or χ2 is not constant. For any
given (T,Θ), the map Σ 7→ ΩT in (58) is a bijection of Pn, and hence, (61) is equivalent to
2∑
k=1
Tr(Gk(T,Θ)χk(Ω)) + ∂TρT = 0 (65)
for all T > 0 and Θ,Ω ≻ 0. Application of the separation-of-variables principle of Lemma 5 from
Appendix B to (65) yields the existence of constants λ, τ ∈ R such that the function χ, which generates
χ1, χ2 in (64), satisfies the ODE
χ ′(ω)(1 + ωχ ′(ω)) + λωχ ′(ω) + τ = 0, (66)
and G1 and G2 in (62) and (63) and ρT from (58) satisfy
(∂TΨT )Ψ
−1
T +Ψ
−1
T ∂TΨT −ΨT (A−DΞT )Ψ−1T −Ψ−1T (A−DΞT )TΨT = λΨTDΨT , (67)
∂TρT = τTr(DΨ
2
T ). (68)
The PDEs (67) and (68) are solved in the lemma below and the result is then combined with the ODE
(66).
Lemma 3: The following function is a solution of the modified HJE (57) in the class (58):
S˜T (Σ,Θ) = Trχ(UT (Σ)VT (Θ)) + ρT (Θ), (69)
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where UT is given by (48) and χ satisfies the ODE (66). Here, for any λ > 0, the map VT : Pn → Pn
is associated with (12) by
VT (Θ) := Γ
−1/2
T ℧T (Θ)
−1Γ
−1/2
T , ℧T (Θ) := λΓ
−1
T + ℧(Θ), (70)
where ℧(Θ) is a Sn-valued function of Θ only which satisfies
℧(Θ) < −λΠ−1∗ for λ > 0, ℧(Θ) ≻ 0 for λ = 0, (71)
with Π∗ given by (6). Also,
ρT (Θ) = ρ(Θ)−
{
(τ/λ) ln det℧T (Θ) for λ > 0
τTr(℧(Θ)−1Γ−1T ) for λ = 0
, (72)
where ρ(Θ) is a R-valued function of Θ only.
Proof: Since Ψ−1Ψ˙Ψ−2 + Ψ−2Ψ˙Ψ−1 = Ψ−2(Ψ2)Ψ−2 = −(Ψ−2), left and right multiplication of
both sides of (67) by Ψ−1T yields a differential Lyapunov equation
∂T (Ψ
−2
T ) + (A−DΞT )Ψ−2T +Ψ−2T (A−DΞT )T + λD = 0 (73)
with respect to Ψ−2T . Its solution is expressed in terms of the fundamental solution of the ODE
∂T ξT = −(A−DΞT )ξT = −(A−DeATTΓ−1T eAT )ξT , (74)
where ΞT is given by (56). The relation Γ˙t = eAtDeATt implies that the general solution of (74) is
ξT = e
−ATΓT ζ , where ζ ∈ Rn is an arbitrary constant vector. Hence, the solution of (73) can be found
in the form
Ψ−2T = e
−ATΓT℧TΓT e
−ATT (75)
by the variation of constants method, where ℧T (Θ) is a Sn-valued function of T,Θ. Substitution of
(75) into (73) yields
∂T℧T = −λΓ−1T eATDeA
TTΓ−1T = λ∂T (Γ
−1
T ), (76)
whence ℧T in (70) is obtained by integration. Now, the right-hand side of (75) is positive definite for
all T > 0 if and only if so is ℧T (Θ). In view of (70), the condition ℧T (Θ) ≻ 0 for any T > 0 is
equivalent to λ > 0 and (71). Indeed, 1) the controllability Gramian in (12) satisfies 0 ≺ ΓT ≺ Π∗ for
all T > 0, and strictly ≺-monotonically approaches 0 and Π∗ as T tends to 0 and +∞, respectively;
2) (·)−1 is a decreasing operator on the set Pn with respect to the partial ordering ≺. Therefore,
ΨT (Θ)
2 = eA
TTΓ−1T ℧T (Θ)
−1Γ−1T e
AT , (77)
which is obtained as the matrix inverse of (75). Substitution of (77) into (59) yields
Trχ(ΩT ) = Trχ(Σe
ATTΓ−1T ℧T (Θ)
−1Γ−1T e
AT )
= Trχ(Γ
−1/2
T e
ATΣeA
TTΓ
−1/2
T Γ
−1/2
T ℧T (Θ)
−1Γ
−1/2
T ) = Trχ(UT (Σ)VT (Θ)), (78)
where we have used (48) and VT from (70). By combining (77) with (68) and (76), it follows that
∂TρT = τTr(De
ATTΓ−1T ℧T (Θ)
−1Γ−1T e
AT )
= τTr(℧T (Θ)
−1Γ−1T e
ATDeA
TTΓ−1T ) = −
{
(τ/λ)∂T ln det℧T (Θ) for λ > 0
τ∂TTr(℧(Θ)
−1Γ−1T ) for λ = 0
. (79)
Here, use is made of the property that, in the case λ = 0, the matrix ℧T (Θ) from (70) does not depend
on T . Integration of the PDE (79) yields (72). Assembling the latter and (78) into (58) leads to (69).
11
For any constant s > 0, the function S˜T , described by Lemma 3, is invariant under the scaling
transformation
χ(ω) 7→ χ(sω), ℧ 7→ s℧, λ 7→ sλ, τ 7→ sτ, (80)
and so are the ratio λ/τ and the ODE (66). We now combine Lemmas 2 and 3 to finalise the correction
scheme (42)–(45).
Theorem 4: A nonnegative solution of the covariance HJE (40), satisfying the boundary condition
(34), is given by
ST (Σ,Θ) := ln det(2UT (Σ)) + Tr(UT (Σ) + VT (Θ) + χ(UT (Σ)VT (Θ))). (81)
Here,
χ(ω) = −√1 + 4ω − ln(√1 + 4ω − 1), (82)
the map UT is given by (48), and VT in (70) takes the form
VT (Θ) = Γ
−1/2
T ΘΓ
−1/2
T . (83)
Proof: By solving (66) as a quadratic equation with respect to χ ′(ω), it follows that
χ ′(ω) = (−(λω + 1)±
√
(λω + 1)2 − 4τω)/(2ω). (84)
The function χ can now be obtained by integrating one of the two regular branches of (84) in ω. This
integration is straightforward in the case λ := 0 which is shown below to yield a feasible solution in
(81). In this case, τ must be negative to make χ(ω) real for all ω > 0 (the trivial situation λ = τ = 0
is excluded from consideration). In view of (80), we set τ := −1 without loss of generality. Integration
of χ ′(ω) = −(1 +√1 + 4ω)/(2ω) yields (82). This particular choice of the branch is motivated by the
identity
χ((v − 1)v) = 1− 2v − ln(2(v − 1)) (85)
for χ from (82), which is crucial in what follows to achieve the fulfillment of (34). To this end, by
assembling the starting solution ŜT from Lemma 2 and the trace-analytic correcting function S˜T from
Lemma 3 (with λ := 0, τ := −1) into (42), it follows that
ST (Σ,Θ) = ln detUT (Σ) + TrUT (Σ) + Trχ(UT (Σ)VT (Θ)) + ρ(Θ) + TrVT (Θ), (86)
where the map VT is given by (70) with λ = 0, so that
VT (Θ) = Γ
−1/2
T ℧(Θ)
−1Γ
−1/2
T . (87)
From (48), it follows that if the terminal state covariance matrix Θ is nominally reachable from the
initial state covariance matrix Σ in time T , then UT (Σ) = Γ−1/2T ΘΓ
−1/2
T − In for Θ = CT (Σ). Hence,
ST in (86) satisfies (34) if and only if
ST (C
−1
T (Θ),Θ) = ln det(ΘΓ
−1
T − In) + Tr(ΘΓ−1T − In)
+ Trχ((Γ
−1/2
T ΘΓ
−1/2
T − In)VT (Θ)) + ρ(Θ) + TrVT (Θ) = 0 (88)
for all Θ ≻ ΓT . With χ given by (82), it is possible to find ℧, ρ so as to satisfy (88). Indeed, by setting
℧(Θ) := Θ−1 and ρ(Θ) := n ln 2, the representation (87) becomes (83) and the boundary value of ST
from (88) takes the form
ST (C
−1
T (Θ),Θ) = ln det(VT (Θ)− In) + Tr(VT (Θ)− In)
+ Trχ((VT (Θ)− In)VT (Θ)) + n ln 2 + TrVT (Θ)
= ln det(2(VT − In)) + Tr(2VT − In) + Trχ((VT − In)VT ).
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The right-hand side of this equation vanishes for all nominally reachable Θ ≻ ΓT in view of (85).
The function ST from Theorem 4 is a smooth solution of the covariance HJE (40). The minimum
required supply in the state PDF transition problem (31) is obtained by combining Theorems 3 and 4:
JT (N (α0,Π0),N (αT ,ΠT )) =(‖αT −MT (α0)‖2Γ−1
T
+ Tr(UT + VT −
√
In + 4UTVT )
− ln det((
√
In + 4UTVT − In)(2UT )−1))/2, (89)
with UT = Γ−1/2T CT (Π0)Γ
−1/2
T −In, VT = Γ−1/2T ΠTΓ−1/2T . Here, MT , CT are the nominal state mean and
covariance semigroups from (13), (14), and ΓT is the finite-horizon controllability Gramian from (12).
The structure of the right-hand side of (89) is identical to that in the discrete time case [18], except
that the semigroups and the gramian are computed in accordance with the continuous time setting.
REFERENCES
[1] A.Beghi, Continuous-time Gauss-Markov processes with fixed reciprocal dynamics, J. Math. Sys. Estim. Contr., vol. 4, no. 4, 1994,
pp. 1–24.
[2] A.Beghi, A.Ferrante, and M.Pavon, How to steer a quantum system over a Schro¨dinger bridge, Quant. Inform. Process., vol. 1, no.
3, 2002, pp. 183–206.
[3] A.Blaquie´re, Controllability of a Fokker-Planck equation, the Schro¨dinger system, and a related stochastic optimal control (revised
version), J. Dynam. Contr., vol. 2, no. 3, 1992, pp. 235–253.
[4] C.D.Charalambous and F.Rezaei, Stochastic uncertain systems subject to relative entropy constraints: induced norms and monotonicity
properties of minimax games, IEEE Trans. Autom. Contr., vol. 52, no. 4, 2007, pp. 647–663.
[5] T.M.Cover, and J.A.Thomas, Elements of Information Theory, Wiley, Hoboken, New Jersey, 2006.
[6] P.Dai Pra, A stochastic control approach to reciprocal diffusion processes, Appl. Math. Optim., vol. 23, no. 1, 1991, pp. 313–329.
[7] P.Dupuis, M.R.James, and I.R.Petersen, Robust properties of risk-sensitive control, Math. Contr. Sign. Sys., vol. 13, 2000, pp.
318–332.
[8] W.H.Fleming, Logarithmic transformations and stochastic control, Lecture Notes in Control and Information Sciences, vol. 42, 1982,
pp. 131–141.
[9] I.V.Girsanov, On transforming a certain class of stochastic processes by absolutely continuous substitution of measures, Theor.
Probab. Appl., vol. 5, no. 3, 1960, pp. 285–301.
[10] R.A.Horn, and C.R.Johnson, Matrix Analysis, Cambridge University Press, New York, 2007.
[11] C.Jarzynski, Nonequilibrium equality for free energy differences, Phys. Rev. Let., vol. 78, no. 14, 1997, pp. 2690–2693.
[12] H.Kwakernaak, and R.Sivan, Linear Optimal Control Systems, Wiley, New York, 1972.
[13] T.Mikami, Variational processes from the weak forward equation, Commun. Math. Phys., vol. 135, 1990, pp. 19–40.
[14] E.Nelson, Dynamical Theories of Brownian Motion, 2nd Ed., Princeton University Press, 2001.
[15] I.R.Petersen, V.A.Ugrinovskii, and A.V.Savkin, Robust Control Design Using H∞ Methods, Springer, London, 2000.
[16] R.E.Skelton, T.Iwasaki, and K.M.Grigoriadis, A Unified Algebraic Approach to Linear Control Design, Taylor & Francis, London,
1998.
[17] V.A.Ugrinovskii and I.R.Petersen, Minimax LQG control of stochastic partially observed uncertain systems, SIAM J. Contr. Optim.,
vol. 40, no. 4, 2001, pp. 1189–1226.
[18] I.G.Vladimirov, and I.R.Petersen, “State distributions and minimum relative entropy noise sequences in uncertain stochastic systems:
the discrete time case”, submitted, 2009.
[19] J.C.Willems, Dissipative dynamical systems. Part I: general theory; Part II: linear systems with quadratic supply rates, Arch. Rat.
Mech. Anal., vol. 45, no. 5, 1972, pp. 321–351; 352–393.
APPENDIX
A. DIFFERENTIATION OF TRACE-ANALYTIC FUNCTIONS
The following lemma computes the Frechet derivative for the composition of an analytic function
with the matrix trace.
Lemma 4: Let χ be a function of a complex variable, analytic in a neighbourhood of R+. Then the
Frechet derivative of the function Pn ∋ Σ 7→ Trχ(Σ) ∈ C is
∂ΣTrχ(Σ) = χ
′(Σ). (A1)
Proof: Applying an elementary polynomial χ(z) := zk of degree k > 1 to a matrix Σ ∈ Sn yields
the first variation δTr(Σk) =
∑k−1
s=0 Tr(Σ
s(δΣ)Σk−1−s) = kTr(Σk−1δΣ); cf. [16, p. 270]. By linearity,
this proves (A1) for arbitrary polynomials χ. A standard passage to the limit extends (A1) to a power
series χ(z) :=
∑+∞
k=0 ck(z − z0)k whose disk of convergence contains the spectrum of Σ.
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For the purposes of Section X, we complement Lemma 4 by two differentiation formulae. let Ψ be
a smooth Pn-valued function of the independent time variable T which generates a Pn-valued function
Ω := ΨΣΨ of T and Σ ∈ Pn. Then for any χ from Lemma 4,
(Trχ(Ω)) = Tr((Ψ˙Ψ−1 +Ψ−1Ψ˙)χ ′(Ω)Ω), (A2)
∂ΣTrχ(Ω) = Ψχ
′(Ω)Ψ, (A3)
where ˙( ) := ∂T . Indeed, (A2) is obtained by applying the chain rule to the composition of Trχ and
Ω as a function of T for a fixed Σ and employing (A1): (Trχ(Ω)) = Tr(χ ′(Ω)(Ψ˙ΣΨ + ΨΣΨ˙)) =
Tr((Ψ˙Ψ−1 + Ψ−1Ψ˙)χ ′(Ω)Ω), where the commutativity of Ω and χ ′(Ω) is used. In a similar vein, the
variation δTrχ(Ω) = Tr(χ ′(Ω)Ψ(δΣ)Ψ) = Tr(Ψχ ′(Ω)ΨδΣ) with respect to Σ for a fixed T yields
(A3).
B. SEPARATION OF VARIABLES FOR ANALYTIC FUNCTIONS OF MATRICES
The following lemma provides a separation-of-variables technique for analytic functions of matrices
in Section X.
Lemma 5: Let χ1, χ2 be functions of a complex variable, analytic in a neighbourhood of and real-
valued on R+. Let G1, G2 be Sn-valued functions of an independent variable T with TrG1(T0) 6= 0 for
some value T0 of T . Suppose that
2∑
k=1
Tr(Gk(T )χk(Ω)) = R(T ) for all Ω ∈ S+n and T, (B1)
where R(T ) is a function of T only. Then χ1, χ2 are affinely dependent in their common analyticity
domain:
χ1 + λχ2 ≡ τ, (B2)
where λ and τ are real constants. If, in addition to the previous assumptions, χ1 or χ2 is nonconstant,
then the pair (λ, τ) is unique, and
G2 ≡ λG1, R ≡ τTrG1. (B3)
Proof: By considering (B1) for scalar matrices Ω = ωIn, with ω ∈ R+, it follows that
2∑
k=1
χk(ω)TrGk(T ) = R(T ) for all ω > 0 and T. (B4)
Dividing both sides of (B4) for T = T0 by TrG1(T0) 6= 0 and introducing the ratios
λ := TrG2(T0)/TrG1(T0), τ := R(T0)/TrG1(T0)
yields the affine dependence (B2) of the functions χ1 and χ2 on R+ which extends to their common
analyticity domain by the identity theorem of complex analysis. Now, let χ1 or χ2 be nonconstant.
Then (B2) determines the pair (λ, τ) ∈ R2 uniquely. Therefore, the following implication holds for any
µ := (µ1, µ2, µ3) ∈ R3:
µ1χ1 + µ2χ2 ≡ µ3 =⇒ µ2 = λµ1, µ3 = τµ1. (B5)
For any ω > 0 and u ∈ Rn with |u| = 1, consider a matrix Ω := ωuuT. Its eigenvalues are ω (with the
eigenvector u) and 0 (with the eigenspace u⊥, the orthogonal complement of u in Rn). The spectral
decomposition of Ω yields χ(ωuuT) = χ(ω)uuT + χ(0)(In − uuT), and (B1) takes the form
2∑
k=1
uTGk(T )u χk(ω) = R(T )−
2∑
k=1
χk(0)(TrGk(T )− uTGk(T )u), ω > 0. (B6)
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Here, all ω-independent terms are moved to the right-hand side. By considering (B6) for fixed but
otherwise arbitrary values of u and T and recalling (B5), it follows that
uTG2(T )u = λu
TG1(T )u, (B7)
R(T )−
2∑
k=1
χk(0)(TrGk(T )− uTGk(T )u) = τuTG1(T )u. (B8)
Since the unit vector u is arbitrary and the matrices G1(T ) and G2(T ) are both symmetric, then (B7)
implies the first of the relations (B3). Combining the latter with (B2) gives
2∑
k=1
χk(0)(TrGk(T )− uTGk(T )u) = (χ1(0) + λχ2(0))(TrG1(T )− uTG1(T )u)
= τ(TrG1(T )− uTG1(T )u). (B9)
Substitution of (B9) into (B8) yields
R(T ) = τuTG1(T )u+
2∑
k=1
χk(0)(TrGk(T )− uTGk(T )u)
= τuTG1(T )u+ τ(TrG1(T )− uTG1(T )u) = τTrG1(T )
which, by the arbitrariness of T , establishes the second of the relations (B3).
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