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Kurzfassung 
 
Visuelle Prozessmodellierung nimmt eine sehr zentrale Rolle im Business Process Management ein,  durch 
diese können bestehende und neu zu implementierende Prozesse analysiert, kritisch 
durchleuchtet und optimiert werden. Zu diesem Zwecke sollten die Prozessmodelle jedoch eine 
hohe Verständlichkeit aufweisen, welche durch die kognitiven Fähigkeiten von Individuen 
determiniert wird. Unter diesen Fähigkeiten versteht man die Informationsverarbeitung, 
Wissensbildung und Problemlösung im menschlichen Gedächtnis. Insbesondere die engen 
Kapazitätsgrenzen von sieben Elementen des Arbeitsgedächtnisses sind dabei ein Risiko, da eine 
Überschreitung einen kompletten Verlust aller Informationen zur Folge hat. Das führt zu einer 
geringen Verständlichkeit des Modells und einer hohen kognitiven Belastung. Ziel der 
vorliegenden Masterarbeit ist es daher zu untersuchen welche kognitive Belastung 
Prozessmodelle in den Prozesssprachen Petri Netz, ereignisgesteuerte Prozesskette und Business 
Process Modeling and Notation bei Individuen auslösen. Hierzu wird zunächst ein theoretisches 
Verständnis über die menschliche kognitive Architektur sowie der Cognitive Load Theorie erarbeitet. Auf 
Basis dieses Wissens werden die Notationen der drei Sprachen detailliert auf die kognitiv 
relevanten Faktoren analysiert. Die Ergebnisse zeigen, dass die Notation der Petri Netze die 
höchste kognitive Belastung bei Individuen auslöst und damit Prozessmodell in dieser Sprache 
eine geringe Verständlichkeit aufweisen. Die geringste kognitive Belastung wird von der Notation 
Business Process Modeling and Notation ausgelöst. Diese Arbeit soll erste Anreize geben wie man 
unter Berücksichtigung der kognitiven Fähigkeiten ein Prozessmodell mit einer hohen 
Verständlichkeit aufbauen kann. Darüber hinaus kann diese theoretische Analyse genutzt werden, 
weitere empirische Forschungen auf dem Gebiet der Kognition in der Prozessmodellierung 
durchzuführen.  
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1. Einleitung 
“Wer die Prozesse eines Unternehmens nicht beherrscht, der beherrscht das ganze Unternehmen 
nicht. [1]” Dieses Zitat von W. Edwards Deming verdeutlicht wie wichtig es ist, dass die internen 
Prozesse eines Unternehmens verstanden werden. Dabei spielt im Business Process Management 
insbesondere die visuelle Darstellung der Geschäftsprozesse eine immer bedeutendere Rolle. 
Durch die Modellierung der Prozesse soll eine höhere Transparenz geschaffen, die 
Kommunikation erleichtert sowie Verantwortlichkeiten, Arbeitsschritte und die Beziehungen der 
einzelnen Schritte aufgezeigt werden. Zur Modellierung stehen verschiedene Prozesssprachen zur 
Verfügung wie z.B. UML, Petri Netz, EntityRelationship Modell, Workflows, BPMN oder 
ereignisgesteuerte Prozessketten. In dieser wissenschaftlichen Arbeit wird zum einen auf die von 
Carl Adam Petri 1962 definierte Prozesssprache der Petri Netze sowie auf die von Keller et al. 
1992 definierte Sprache der ereignisgesteuerten Prozessketten und zum anderen auf die 
standardisierte Prozesssprache Business Process Modeling and Notation eingegangen [2–5]. Mit 
diesen Notationen lassen sich Geschäftsprozesse fachlich sowie technisch beschreiben. Doch 
sind alle Notationen gleich gut verständlich? Welche Faktoren haben einen negativen Einfluss auf 
die Verständlichkeit der Modelle? Denn wenn nicht jeder einzelne das Prozessmodell detailliert 
versteht, können Schwachstellen des Prozesses nicht erkannt werden und damit Prozesse nicht 
Optimiert werden. Jedoch führt nur eine Optimierung der Prozesse zu einer Kosteneinsparung 
und damit zur besseren Wettbewerbsfähigkeit.  
Wie sollte daher ein optimales Prozessmodell unter Berücksichtigung der kognitiven Fähigkeiten, 
welche die Verständlichkeit des Modells determinieren, aufgebaut sein? Mit der Beantwortung 
dieser Frage beschäftigt sich die vorliegende Masterarbeit. Zu diesem Zwecke wird untersucht in 
welcher Höhe die Notationen von Petri Netzen, ereignisgesteuerten Prozessketten und Business 
Process Modeling and Notation eine kognitive Belastung bei Individuen beim Verstehen der 
Modelle auslösen. Um die Einflussfaktoren zu konkretisieren wird im Rahmen dieser 
Masterarbeit der Mechanismus der Informationsverarbeitung in der menschlichen kognitiven 
Architektur untersucht. Hierzu wird insbesondere die von Sweller et al. definierte Cognitive Load 
Theorie betrachtet [6]. Diese Theorie unterteilt die im Lernprozess entstehende kognitive 
Belastung in drei Arten: lernrelevante Belastung – Intrinsic Load, lernirrelevante Belastung – 
Extraneous Load und lernfördernde Belastung – Germane Load. Die Summe der kognitiven 
Belastung darf dabei die engen Kapazitätsgrenzen des Arbeitsgedächtnisses nicht überschreiten, 
da eine Überschreitung zu einem Verlust aller aufgenommenen Informationen führt und damit 
zu einer sehr geringen Verständlichkeit des Lernmaterials bzw. in diesem Fall des Modells.  
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Im Folgenden werden zunächst die Notationen der Petri Netze, der ereignisgesteuerten 
Prozessketten und der Business Process Modeling and Notation detailliert dargestellt. 
Anschließend wird in Kapitel drei die menschliche kognitive Architektur sowie die Cognitive Load 
Theorie ausführlich beschrieben. Auf Basis dieses theoretischen Wissens werden im vierten 
Kapitel die drei Prozesssprachen in einer formalen Analyse kritisch betrachtet und mit den 
Ergebnissen von bereits durchgeführten wissenschaftlichen Studien beurteilt. Abschließend wird 
in einem Fazit die Themenfrage kritisch beantwortet und ein Ausblick gegeben.  
 
2. Business Process Management 
Das Business Process Management stellt eines der wichtigsten Steuerungsinstrumente von 
Geschäftsprozessen dar [7]. Hierbei liegt der Fokus nicht nur auf dem Steuern aller Prozesse, 
sondern vielmehr auf der Visualisierung aller Aktivitäten und der beteiligten Personen einer 
Prozesskette. Dies dient zum einen der Darstellung des gesamten Prozesses und zum anderen zur 
Dokumentation, Analyse und Optimierung der Prozesskette [8, 9]. Eine Prozesskette ist hierbei 
eine definierte Abfolge von Ereignissen, Aktivitäten und Entscheidungen, die eine 
Wertsteigerung für das Unternehmen darstellen [9]. Diese Kette von Aktivitäten, Ereignissen und 
Entscheidungen ist wiederrum im Ganzen als Geschäftsprozess definiert [9, 10]. Jede Aktivität 
beschreibt hierbei ein Geschäftsziel [4]. Das Erreichen eines Geschäftszieles wird durch ein 
Ergebnis einer Aktivität dargestellt. Dieses Ergebnis wird wiederrum durch das Verarbeiten eines 
Inputs erreicht [11]. Aktivitäten können dabei durch ein Ereignis ausgelöst werden oder ihrerseits 
Ereignisse auslösen. Die Aktivitäten eines Prozesses können zudem eine Abhängigkeit zu 
Ressourcen und andere Beschränkungen haben [11]. Business Process Management ist kein 
einmaliger Prozess, sondern stellt vielmehr den Lebenszyklus eines Geschäftsprozesses mit 
verschiedenen Phasen dar. Abbildung 1 illustriert diesen Lebenszyklus.  
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Zu Beginn des Lebenszyklus steht die Phase der Evaluation und Analyse der Ist-Prozesse. 
Anschließend werden diese Prozesse grafisch zur besseren Veranschaulichung und 
Verständlichkeit mit allen kritischen Begrenzungen durch eine geeignete Prozessmodelliersprache 
modelliert. Durch die Modellierung können Schwachstellen und Optimierungen des 
Geschäftsprozesses eines Unternehmens leicht erkannt und der Prozess dadurch verbessert 
werden. Anschließend wird der neue Prozess im Unternehmen implementiert, um einen 
effizienteren und effektiveren Ergebnis zu gewährleisten. Abschließend wird der Prozess 
überwacht, sodass alle relevanten Informationen in Echtzeit bei Bedarf zur Verfügung stehen [4]. 
Dieser Lebenszyklus stellt keinen finiten Prozess dar, sondern ist vielmehr eine kontinuierliche 
Anwendung und damit eine permanente Optimierung und Verbesserung des Geschäftsprozesses 
[4]. Da die Prozessmodellierung eine zentrale Rolle im Lebenszyklus einnimmt wird auf diese im 
Folgenden fokussiert. Im nächsten Kapitel werden drei Prozesssprachen detailliert dargestellt, 
welche in dieser Arbeit im weiteren Verlauf auf ihre ausgelöste kognitive Belastung beim Leser 
untersucht werden. 
 
Evaluation und 
Analyse           
Ist-Prozess 
Modellierung 
Ist-Prozess und 
Soll-Prozess 
Implementation 
Soll-Prozess 
Überwachung 
des Prozesses 
Abb. 1: Lebenszyklus eines Geschäftsprozesses 
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2.1 Prozessmodellierung 
Ein Prozessmodell kann zu einem umfassenden Verständnis eines Geschäftsprozesses führen 
und dient damit als Unterstützungsinstrument des Business Process Managements [4, 10]. 
Geschäftsprozessmodelle dienen zur klaren Kommunikation, Darstellung und Dokumentation 
des Geschäftsprozesses und können dadurch Grundlagen für Analysen und Optimierungen sein 
[5]. Ein Prozessmodell kann verschiedene Sichten des Prozesses abbilden. Durch die Darstellung 
der Abhängigkeiten der einzelnen Prozesselemente des Modells wird die funktionelle Sicht des 
Geschäftsprozesses verdeutlicht. Darüber hinaus wird durch die Anordnung der Elemente in 
einer Prozesskette die Abfolge des Prozesses definiert. Diese Prozesskette verdeutlicht damit die 
dynamische Sicht des Prozesses [10]. Dabei kann aus dem Prozessmodell genau abgelesen 
werden was passiert, wenn eine bestimmte Aktivität ausgeführt wird und welche 
Voraussetzungen eintreffen müssen, damit eine bestimmte Aktivität ausgeführt wird. Zudem 
beinhaltet ein Prozessmodell die Informationssicht auf den Geschäftsprozess. Das Aufzeigen der 
gesamten Prozesskette gibt zusätzlich Informationen darüber welche Elemente und 
Informationen durch den Prozess produziert, konsumiert oder verändert werden [10]. Durch das 
Darstellen des Prozesses in Abhängigkeit der ausführenden Organisationen liefert ein 
Prozessmodell zudem alle nötigen Informationen über die involvierten Personen eines 
Geschäftsprozesses und kann somit auch aus der Organisationssicht betrachtet werden [4]. Dem 
Modellieren eines Geschäftsprozesses können verschiedene Zielsetzungen zu Grunde liegen [12]. 
Durch die grafische Darstellung aller Aktivitäten, Ereignisse und Entscheidungen eines Prozesses 
wird die Transparenz für alle beteiligten Personen erhöht [12]. Dies kann zu einem höheren 
Verständnis des gesamten Prozessablaufes und der einzelnen Aufgaben beitragen. Durch dieses 
umfassende Verständnis wird die Bereitschaft aller im Prozess beteiligten Personen zu 
Veränderungen und Optimierungen des Geschäftsprozesses gesteigert. Durch die Modellierung 
des Ist-Zustandes können schnell und einfach Fehler des aktuellen Prozesses und damit 
Verbesserungen, die zum Soll-Prozess führen erkannt werden. Darüber hinaus bietet die 
Modellierung des Soll-Prozesses die Möglichkeit den zukünftigen Prozess detailliert zu 
durchlaufen und so vorab Fehler zu erkennen und zu beheben [12]. Dies führt zu einer 
Fehlervermeidung im implementierten Prozess und damit zur Kosteneinsparung [12]. Eine 
weitere Kostenreduktion kann zusätzlich durch die Optimierung des modellierten Prozesses 
erreicht werden. Die Dokumentation aller für den Prozess relevanter Informationen durch das 
Modell führen zu einem Wissenstransfer bei den Beteiligten [12]. 
Zur Modellierung von Geschäftsprozessen gibt es verschiedene Modelliersprachen. In dieser 
wissenschaftlichen Arbeit sollen drei Modelliersprachen detailliert dargestellt werden. Das 
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folgende Kapitel beschreibt das Konzept von Petri Netzen. Anschließend wird das Konzept von 
ereignisgesteuerten Prozessketten (EPK), sowie der Business Process Modeling and Notation (BPMN) 
dargestellt. 
 
2.1.1 Petri Netz 
Petri Netze stellen eine grafisch basierte Modelliersprache dar [4]. Diese Sprache wurde 1962 von 
Carl Adam Petri in seiner Dissertation definiert [11]. Petri Netze werden verwendet, um 
dynamische, simultane, asynchrone und verteilte Systeme zu modellieren, welche eine feste 
Grundstruktur besitzen [11]. Da diese Modelliersprache zum einen auf einer exakten 
mathematischen Definition basiert, ermöglicht sie es Prozesse detailliert darzustellen und präzise 
zu analysieren. Zum anderen besteht die Sprache aber nur aus vier Basiselementen was das 
Erlernen der Notation auch für Laien einfacher macht [11]. Dadurch wird für das Verstehen der 
Sprache kein intensives Training benötigt. Ein modellierter Prozess kann sowohl den detaillierten 
Grad an Informationen als auch das einfache Verstehen der gesamten Prozesskette bedienen und 
somit für Experten genauso wie für Novizen einen Mehrwert darstellen. Ein klassisches Petri 
Netz besteht aus einer festen Struktur, die durch Stellen, Transitionen und gerichtete Pfeile 
dargestellt wird und aus einer dynamischen Struktur, die durch Token verdeutlicht wird [4, 11]. 
Abbildung 2 zeigt die Basiselemente eines klassischen Petri Netzes.  
 
 
Wie in Abbildung 2 dargestellt werden Stellen in der grafischen Darstellung als unausgefüllte 
Kreise modelliert. Stellen sind passive Elemente und stellen in Bezug auf einen Geschäftsprozess 
Zustände dar [4]. Transitionen sind hingegen aktive Elemente und werden als Rechtecke 
modelliert [4]. Sie stellen im Prozess bestimmte Aktivitäten oder Ereignisse dar [4]. Die 
gerichteten Kanten bzw. Pfeile stellen die Beziehungen zwischen Stellen und Transitionen dar [4]. 
Mit Hilfe dieser drei Elemente kann die statische Struktur eines Prozesses dargestellt werden. 
Abbildung 3 zeigt eine schlichte Prozesskette in Form eines Petri Netzes.  
Abb. 2: Basiselemente Petri Netz 
Stelle Transition gerichteter Pfeil Token 
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s1 stellt den Startpunkt des Prozesses dar und s3 den Endpunkt. Um den Prozess vollständig 
auszuführen, muss zuerst die Transition t1 ausgeführt werden, was zu einem neuen Zustand s2 des 
Prozesses führt. Um von diesem Zustand zum Endzustand s3 zu gelangen muss anschließend t2 
ausgeführt werden. Wie aus der Abbildung ersichtlich, ist die Reihenfolge des Ablaufes des 
Prozesses durch die gerichteten Kanten definiert und verläuft von s1 zu s3 [11]. Diese verbinden 
Stellen und Transitionen. Es besteht aber nie eine direkte Verbindung zwischen zwei Stellen oder 
zwei Transitionen, da das Ausführen einer Transition immer zu einem neuen Zustand führt und 
ein Zustand sich nur durch das Ausführen einer Transition ändern kann [4]. Somit folgt auf jede 
Transition eine Stelle und auf einer Stelle folgt eine Transition. Überträgt man das auf die 
Bedeutungen der Elemente im Geschäftsprozess, führt das Ausführen einer Aktivität oder 
Handlung zu einem neuen Zustand im Prozess und jeder Ist-Zustand kann nur durch das 
Ausführen einer speziellen Handlung geändert werden. Abbildung 4 zeigt ein Beispiel eines 
Geschäftsprozesses.  
 
 
Jedes Element hat im Petri Netz einen Vorbereich der durch alle eingehenden gerichteten Kanten 
dargestellt wird und einen Nachbereich der alle ausgehenden Kanten umfasst [11]. Stellen, 
Transitionen und gerichtete Kanten stellen die statische Struktur der Prozesskette dar, können 
somit aber keine Auskunft über den aktuellen Zustand des Prozesses liefern [4]. Token hingegen 
stellen die dynamische Struktur des Netzes dar und können über ihren Aufenthaltsort Auskunft 
über den aktuellen Status des Prozesses geben [11]. Damit eine Transition ausgelöst wird, muss 
t1	 t2	
Abb. 3: Klassisches Petri Netz 
s1	 s2	 s3	
Abb. 4: Beispiel Geschäftsprozess 
Warenbestellung	 Bestellung	
bearbeiten	
Bestellung	
vorbereitet	
Ware	ausliefern	 Ware	ausgeliefert	
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im klassischen Petri Netz ein Token an der vorgelagerten Stelle sein [11]. Abbildung 5 zeigt den 
dynamischen Verlauf des statischen Petri Netzes aus Abbildung 3.  
 
 
Der Prozess startet in s1 was durch einen Token an Stelle s1 verdeutlicht wird. Da s1 die 
vorgelagerte Stelle von t1 ist, kann die Transition t1 ausgeführt werden. Durch das Ausführen der 
Transition wird der Token von s1 konsumiert und als Ergebnis an die nachgelagerte Stelle s2 
gegeben. Durch das Halten des Tokens in s2 kann Transition t2 ausgeführt werden. Durch das 
Ausführen der Transition wird der Token aus s2 konsumiert und als Ergebnis an s3 übergeben. 
Das Erreichen des Tokens der Stelle s3 markiert das Ende des Prozesses. Diese einfache 
allgemeine Beschreibung der Ausführung eines Petri Netzes ist durch mathematische 
Definitionen in der Modelliersprache definiert. Allgemein kann ein Petri Netz nach Weske [4] 
mathematisch wie folgt definiert werden: 
 
„Ein Petri Netz ist ein Tripel (S,T,F) mit  
• Einer endlichen Anzahl an Stellen P = {s1, s2, ....., sn} 
• Einer endlichen Anzahl an Transitionen T = {t1, t2, ..., tn} 
• Einem Fluss ! = ! × ! ∪ (! × !) 
• Eine Stelle s!S, die dann eine Inputstelle einer Transition t!T darstellt, wenn und 
nur wenn ein direkter Pfeil von s zu t existiert und wenn (s,t) ! F ist.  
t1	 t2	
t1	 t2	
Abb. 5: Ausführung eines Petri Netzes 
t1	 t2	s1	
s1	
s1	
s2	
s2	
s2	
s3	
s3	
s3	
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• Einer Stelle s, die eine Ergebnis-Stelle einer Transition t ist, wenn und nur wenn 
es einen direkten Pfeil von t zu s gibt und wenn (t,s) ! F ist.“ [4, 13] 
 
Die grafische Darstellung eines Petri Netzes wie in Abbildung 3, kann in ein formales Tripel 
(S,T,F) übersetzt werden. Dies ist in diesem Beispiel das folgende Tripel: 
• S = {s1,s2,s3} 
• T = {t1,t2} 
• F = {(s1,t1), (t1,s2), (s2,t2), (t2,s3)} 
 
Die dynamischen Elemente des Petri Netzes werden durch Token repräsentiert. Dabei können 
Token wie in Abbildung 5 dargestellt von Transitionen von der Inputstelle konsumiert werden 
und anschließend an die Ergebnis-Stelle übergeben werden [11]. Im klassischen Petri Netzt kann 
jede Stelle hierbei nur einen Token halten. Sobald eine Stelle einen Token hält, wird diese 
ausgeführt. Hat eine Stelle keinen Token wurde sie entweder schon ausgeführt oder sie wird noch 
ausgeführt. Anhand des Ortes der Token kann der Zustand des Petri Netzes ablesen wie in 
Abbildung 5 zu sehen [11]. Das Zuordnen von Token zu Stellen ist durch Markierungen M 
definiert [14]. Eine Transition in einem Petri Netz wird nur ausgeführt, wenn alle Inputstellen 
einen Token enthalten. Abbildung 6 präsentiert ein Beispiel (a, b) für eine erfolgreiche 
Ausführung einer Transition sowie zwei Beispiele (c, d) bei denen keine Transition ausgeführt 
wird.  
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Ein Petri Netz wird zudem durch einige formale Verhaltensregeln definiert [15]. Alle 
Markierungen M eines Petri Netzes müssen durch das ausführen des Flusses F von der Startstelle 
aus erreicht werden [4, 15]. Darüber hinaus ist ein Petri Netz beschränkt, wenn während der 
Ausführung des im Netzes abgebildeten Prozesses die Anzahl der Token, welche sich in jeder 
Stelle S befinden, die Anzahl der festen Anzahl an Gesamttoken nicht überschreitet [4, 15]. 
Zudem sollte jedes Petri Netz lebendig sein [15]. Lebendigkeit bedeutet in diesem 
Zusammenhang, dass jede Transition t des Netzes von der Startstelle aus ausführbar ist [4, 15]. 
Das Petri Netz bietet zudem die Möglichkeit den Prozessfluss zu trennen oder in parallele 
Aktivitäten aufzuteilen bzw. zusammenzuführen. Abbildung 7 zeigt Beispiele der Trennung bzw. 
Zusammenführung des Prozessflusses.  
 
Abb.6 : Condition Event Netz 
Quelle: Eigene Darstellung in Anlehnung an Weske  
t1	
s1	
s2	
s3	t1	
s1	
s2	
s3	
t1	
s1	
s2	
s3	t1	
s1	
s2	
s3	
(a) Die Bedingungen s1 und s2 erfüllen die 
Bedingung der Transition: t1 ist aktiviert 
(b) t1 konsumiert beide Token von s1 und s2 und 
gibt einen an die Output-Stelle s3 weiter 
(c) t1 ist nicht aktiviert, da sich in s3 
bereits ein Token befindet 
(d) t1 ist nicht aktiviert, da s2 leer ist 
t1 wird ausgeführt 
 12 
 
Der Kontrollfluss welcher in Teil A der Abbildung 7 dargestellt ist zeigt eine Verknüpfung von 
zwei parallel ablaufenden Aktivitäten. Zum aktivieren der Transition muss je ein Token in Stelle 
s1 und s2 liegen. Die Transition t1 konsumiert je einen Token von beiden Stellen und gibt als 
Ergebnis zwei Token an s3 was an der Gewichtung der gerichteten Pfeile zu erkennen ist. Der 
Kontrollfluss in Abschnitt B stellt eine entweder/oder Beziehung dar. Zum Auslösen der 
Transition t1 muss sich entweder ein Token in s1 oder in s2 befinden, da als Ergebnis nur ein 
Token weiter gegeben wird. Teil A und B der Abbildung stellt die Vorbedingungen einer 
Transition dar. Umgekehrt können nach einer Transition ebenso eine entweder/oder 
Entscheidung folgen oder zwei parallele Stellen wie in C und D dargestellt. Mit diesen Regeln 
t1 
s1 
s2 
s3 
Abb. 7 : Beispiele Kontrollfluss Petri Netz   
t1 
s1 
s2 
s3 
t1 wird ausgeführt t1 
s1 
s2 
s3 
t1 
s1 
s2 
s3 
t1 wird ausgeführt 
t1 wird ausgeführt 
t1 s1 
s3 
s2 
t1 s1 
s3 
s2 
t1 wird ausgeführt 
t1 
s1 
s3 
s2 
t1 s1 
s3 
s2 
A 
B 
C 
D 
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kann ein komplexer Geschäftsprozess mit Hilfe eines Petri Netzes modelliert werden. Abbildung 
8 zeigt einen den Prozess einer Bestellung innerhalb eines Unternehmens. 
 
 
Hierbei wird nach dem Ausführen der Aktivität Bestellung prüfen entweder der Prozess beendet, 
weil die Ware nicht vorhanden ist oder der Prozess fortgeführt. Dabei löst die Aktivität 
Bestellung angenommen zwei parallele Prozesse aus. Zum einen wird die Ware an den Kunden 
versendet und zum anderen die dazugehörige Rechnung. Der Prozess endet, wenn die Zahlung 
des Kunden für die Ware eingegangen ist.  
 
2.1.2 Ereignisgesteuerte Prozesskette 
Ereignisgesteuerte Prozessketten (EPK) stellen eine weitere Modelliersprache zur Abbildung von 
Geschäftsprozessen dar und wurden 1992 von Keller et al. definiert [12, 13]. Die Sprache dient 
dazu komplexe Prozesse und ihr zukünftiges Verhalten einfach und leicht verständlich in 
grafischer Form darzustellen. Dies trägt zu einem besseren Verständnis und leichterer 
Kommunikation bei allen Beteiligten Personen dieses Geschäftsprozesses bei [14]. Die 
Modelliersprache der ereignisgesteuerten Prozessketten basiert auf dem Konzept der ARIS 
Struktur – Architektur integrierte Informationssysteme [5, 12]. Diese Struktur bildet die Datensicht, 
Funktionssicht, Organisationssicht und Kontrollsicht eines Unternehmens ab. Die Datensicht 
beschreibt die Daten-Modellierungstechniken. Die Funktionssicht zeigt alle Aktivitäten und 
Geschäftsziele des Prozesses. Durch die Organisationssicht kann abgleitet werden, welche Rolle 
mit wem assoziiert ist. Die Kontrollsicht der ARIS Struktur ist die Prozesskette, die durch ein 
EPK repräsentiert wird [4, 17]. Ein EPK besteht, wie schon das Petri Netz aus vier 
Basiselementen. Abbildung 9 zeigt diese Elemente, welche mit der Software Signavio modelliert 
wurden [18]. 
 
Abb. 8: Komplexer Geschäftsprozess Petri Netz 
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Ereignisse sind die passiven Elemente der Prozesskette [16]. Sie repräsentieren den eigetretenen 
Zustand des Geschäftsprozesses und werden deshalb immer in der passiven Form z.B. 
„Rechnung eingegangen“ beschriftet [3]. Im Kontrollfluss können Ereignisse entweder zu Beginn 
des Prozesses auftreten als sogenannte Startereignisse, zum Ende des Prozesses als Endereignis 
oder mitten im Prozess als Zwischenereignis [19]. Das Startereignis gibt somit immer Auskunft 
darüber, welcher Zustand den Prozess startet. Das Endereignis zeigt mit welchem Zustand der 
Prozess endet und kann somit auch als Ziel des Prozesses verstanden werden. Ereignisse haben 
immer maximal einen Input und maximal einen Ergebnis Pfeil [4]. Da Ereignisse nur den 
Zustand wiederspiegeln, stehen sie immer vor und/oder nach dem Ausführen einer Aktivität. 
Eine Aktivität des Geschäftsprozesses wird dabei durch eine Funktion repräsentiert. Ereignisse 
können Funktionen auslösen oder selbst der Ergebnis einer Funktion sein [3]. Zudem dienen 
Ereignisse zur Definition von Bedingungen bzw. einzelnen Zielen des Prozesses [3]. Da 
Funktionen Aktivitäten oder einzelne Aufgaben wiederspiegeln, sind sie die aktive Komponente 
des Prozessmodells [20]. Da das Ausführen von Aktivitäten immer zu einer 
Zustandsveränderung des Prozesses führt, steht vor und nach einer Funktion immer ein Ereignis. 
Deshalb kann ein Prozess nie mit einer Funktion gestartet oder beendet werden. Funktionen 
haben zudem immer genau einen Input- und einen Ergebnis-Pfeil [4]. Funktionen werden stets in 
der aktiven Form beschriftet, d.h. zum Beispiel mit „Prüfen der Bestellung“ und verdeutlichen 
damit immer eine spezifische Aktivität. Die gerichteten Pfeile verdeutlichen den Prozessfluss. 
Der Prozessfluss kann nur durch Verwendung eines Konnektors getrennt oder zusammengeführt 
werden oder parallele Prozesse auslösen [16]. Konnektoren repräsentieren somit Entscheidungen 
im Prozess. Man unterscheidet bei EPKs drei verschiedene Konnektoren. Den parallelen 
Konnektor (AND), den exklusiven Oder Konnektor (OR) und den inklusiven Oder Konnektor 
(XOR). Beim AND Konnektor müssen alle ausgehenden oder eingehenden Prozesspfade 
erfolgen [3, 11]. Erst wenn alle Bedingungen erfüllt sind, wird der Prozess fortgesetzt [3]. Dieser 
Konnektor stellt im Geschäftsprozess parallele Aktivitäten dar. Der Prozess wird nach einem OR 
Ereignis Funktion Konnektoren Gerichteter Pfeil 
Abb. 9: Basiselemente EPK 
Quelle: eigene Darstellung in Anlehnung an Signavio  
AND XOR OR 
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Konnektor fortgesetzt, wenn genau eine der Bedingungen wahr ist. Dieser Konnektor teilt den 
Pfad durch eine entweder/oder Entscheidung [3]. Im Gegensatz zum OR Konnektor besagt der 
XOR Konnektor, dass mindestens eine der Bedingungen richtig sein muss. Es können aber 
ebenso alle Bedingungen erfüllt sein. Der Prozess wird bei beiden ausgeführt. Deshalb stellt der 
XOR Konnektor im Prozessmodell die und/oder Entscheidung dar [3, 11]. Konnektoren 
können dabei immer den Kontrollfluss trennen oder wieder zusammenführen. Da Ereignisse nur 
Zustände repräsentieren können sie keine Entscheidungen auslösen. Daher kann nach 
Ereignissen nie ein OR oder XOR Konnektor modelliert werden. Aber ein AND Konnektor 
zum Darstellen von parallelen Abläufen. Bei Funktionen können alle drei Konnektoren 
verwendet werden [17]. Abbildung 10 illustriert mögliche sowie nicht erlaubte Verwendung der 
Konnektoren mit Funktionen und Ereignissen.  
 
 
 
Abb. 10: Mögliche Kontrollflüsse durch Konnektoren 
AND	 XOR	 OR	
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Formal lässt sich ein EPK wie folgt definieren: 
 
„Ein EPK ist eine fünf Tupel (E,F,K,T,A) mit  
• Einer endlichen Anzahl an Ereignissen E 
• Einer endlichen Anzahl an Funktionen F 
• Einer endlichen Anzahl an Konnektoren K 
• Einer Funktion T ! K -> {AND, XOR, OR} welche jedem Konnektor eine 
Ausprägung zuordnet 
• Einer Anzahl ! ≤ ! × ! ∪ ! × ! ∪ ! × ! ∪ ! × ! ∪ ! × ! ∪! × ! ∪ (! × !) welche alle Pfeile des EPKs angibt.“ [16] 
 
Die Bedingung A definiert formal die Verwendungsregeln für die gerichteten Pfeile im Modell. 
Ein Pfeil darf nie zwei Ereignisse mit einander verbinden [16]. Da Ereignisse nur Zustände vor 
und nach einer Aktivität repräsentieren, muss zur Veränderung eines Zustandes eine Funktion 
ausgeführt werden. Somit steht zwischen zwei Ereignissen immer eine Funktion. Durch die 
Ausprägung des Konnektors wird der Fluss des Prozesses bestimmt [16]. Abbildung 11 zeigt 
einen Geschäftsprozess, der in Form eines EPKs modelliert ist. 
 
 17 
 
Die Granularität der Modellierung von Geschäftsprozessen anhand von EPKs kann durch 
zusätzliche Objekte erweitert werden [17]. Sie zeigen zusätzliche Information eines Ereignisses 
wie z.B. welche Abteilung für das Ereignis und die nachfolgenden Aktivitäten verantwortlich ist 
oder ob ein IT System verwendet wird. Abbildung 12 stellt diese zusätzlichen Objekte dar.  
 
Abb. 11:  Beispiel Geschäftsprozess EPK 
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Abbildung 13 veranschaulicht, dass durch diese zusätzlichen Elemente der Geschäftsprozess aus 
Abbildung 10 mit einem höheren Detailgrad dargestellt werde kann. Dabei können 
Prozessschnittstellen auf andere Prozesse verweisen. Stehen diese am Ende des Prozesses löst 
das Beenden des modellierten Prozesses den Prozess der Schnittstelle aus.  
 
Organisation Rolle IT System Daten Objekt 
Prozessschnittstelle Zuordnung 
Abb. 12: Zusätzliche Modellierungselemente EPK 
Quelle: eigene Darstellung in Anlehnung an Signavio 
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Abb.13: Detailleiter Geschäftsprozess EPK 
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2.1.3 Business Process Modeling and Notation 
Business Process Modeling and Notation (BPMN) ist eine Sprache zum grafischen modellieren von 
Geschäftsprozessen [21]. BPMN bietet nicht nur einen anerkannten internationalen Standard zur 
Modellierung von Geschäftsprozessen durch verschiedene Symbole, sondern darüber hinaus 
auch eine detaillierte Beschreibung und Verwendungsanweisung für jedes Symbol [22]. Dieser 
Standard wird von der Object Management Group (OMG) gepflegt [23]. Das Prinzip der BPMN 
Sprache verfolgt ähnliche Ansätze wie das Prinzip der Modellierung von EPKs. Auch bei dieser 
Sprache kann die einfache Struktur eines Geschäftsprozesses durch wenige Basiselemente 
dargestellt werden [2, 4]. Abbildung 14 zeigt die Basiselemente zur Modellierung von Prozessen 
in BPMN.  
 
 
  
Die in Abbildung 14 dargestellten Basiselemente können in Flussobjekte, Verbindungsobjekte 
und Swimlanes unterteilt werden [22]. Zu den Flussobjekten zählen Aufgaben, Ereignisse und 
Konnektoren [21]. Aufgaben dienen der Beschreibung spezieller Aufgaben in der Prozesskette. 
Hierbei wird durch die Beschriftung des Aufgabenelements die einzelne Aktivität dieser Aufgabe 
erkenntlich. Daher werden bei der Modellierung von Geschäftsprozessen alle Aufgabenobjekte 
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Abb. 14: Basiselemente BPMN 
Quelle: eigene Darstellung in Anlehnung an Signavio 
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mit einer speziellen Aktivität beschriftet, sodass dem Betrachter die einzelnen Aktivitäten der 
Prozesskette vermittelt werden [2, 4]. Wie auch schon bei EPKs werden auch bei BPMN 
Entscheidungssituationen in der Prozesskette durch Konnektoren dargestellt. Dabei können 
Konnektoren immer die Prozesskette entweder teilen oder zusammenführen. Zu den essentiellen 
Konnektoren gehören der AND, XOR und OR Konnektor. Ihre Bedeutung ist dabei identisch 
zu den beschriebenen Konnektoren im vorherigen Kapitel. Im Gegensatz zu der EPK 
Modelliersprache ist die Verwendung der Konnektoren nicht an bestimmte Regeln gebunden. 
Jeder Konnektor kann vor oder nach einer Aufgabe auftreten [4, 22]. Ereignisse stellen in der 
BPMN zum einen den Start als auch das Ende des Prozesses dar und können zum anderen 
weitere Zwischenereignisse innerhalb der Prozesskette modellieren [22]. Diese drei Ereignisarten 
können wiederrum durch unterschiedliche Auslöser verschiedene Ausprägungen welche in 
Tabelle 1 – 3 detailliert dargestellt sind.  
 
 
 
Symbol Ausprägung Auslöser
Keine Kein spezielles Ereignis löst den Start des Prozesses aus
Nachricht Der Eingang einer bestimmten Nachricht löst den Prozess aus
Regel Der Prozess wird gestartet, wenn eine Regel den Status wahr annimmt.
Timer Prozess wird an bestimmten Datum oder nach bestimmter Zeit gestartet 
Signal Ein Prozess wird durch ein bestimmtes Signal ausgelöst.
Parallel Zwei parallele Prozesse werden gestartet 
Mehrfach AND
Mit diesem Symbol können mehrere Ereignisse zusammengefasst werden. 
Der Start des Prozesses startet auch alle anderen Ereignisse. 
Für den weiteren Prozessablauf  müssen alle der zusammengefassten Ereignisse 
ausgeführt werden.
Mehrfache XOR
Mit diesem Symbol können mehrere Ereignisse zusammengefasst werden. 
Der Start des Prozesses startet auch alle anderen Ereignisse. 
Für den weiteren Prozessablauf  muss mindestens eines der zusammengefassten 
Ereignisse ausgeführt werden.
Tabelle 1: Ausprägungen Startereignis
Quelle: eigene Darstellung in Anlehnung an Signavio
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Ausprägung Beschreibung
Empfangend Sendend
Keine Markiert ein wichtiges Geschäftsereignis im Prozessverlauf.
Nachricht Zeigt den Versand bzw. den Empfang von Nachrichten
 zwischen den Prozessbeteiligten aus unterschiedlichen Pools.
Timer Das Ereignis kann nur zu einem bestimmten Zeitpunkt
oder nach einem bestimmten Zeitintervall ausgeführt werden.
Das Ereignis tritt nur ein, wenn eine definierte Regel den Zustand wahr annimmt.
Signal Das Ereignis wird durch ein bestimmtes Signal ausgeführt bzw.
löst ein bestimmtes Signal aus.
Parallel Der Prozess wird erst nach dem Ausführen aller vorherigen Aktivitäten fortgeführt.
Mehrfach Der Prozess wird erst nach dem Ausführen mindestens einer der vorherigen Aktivitäten 
fortgeführt.
Löschung Dieses Ereignis wird ausgelöst, wenn die vorherige Aktivität gelöscht wurde.
Link Das Ereignis ist mit einem anderen Ereignis verbunden und wird erst mit diesem ausgeführt.
Eskalation Dieses Ereignis zeigt einen Zustand auf, der ohne Behandlung zum Fehler des Prozesses führt.
Der Prozess wird sofort beendet.
Fehler Zeigt einen Fehler im Prozess an.
Tabelle	2:	Ausprägungen	Zwischenereignis
Quelle:	eigene	Darstellung	in	Anlehnung	an	Signavio
Symbol
Symbol Ausprägung Beschreibung
Keine Kein spezielles Ereignis löst beendet den Prozesses.
Nachricht Am Ende des Prozesses wird eine Nachricht versendet.
Signal Am Ende des Prozesses wird eine Signal ausgelöst.
Mehrfache Beendet mehrere Ereignisse.
Löschung Bewirkt die Löschung einer Transition.
Fehler Der Prozess endet mit einem Fehler. 
Das zugehörige Fehlerprotokoll wird erstellt.
Terminale Bewirkt das sofortige Beenden aller Aktivitäten eines Prozesses
und damit des gesamten Prozesses.
Tabelle	3:	Ausprägungen	Endereignis
Quelle:	eigene	Darstellung	in	Anlehnung	an	Signavio
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Wie in Tabelle 1 – 3 zu sehen, können Ereignisse eine Vielzahl von verschiedenen Bedingungen 
abbilden und ermöglichen es damit die Prozesskette mit einer sehr feinen Granularität zu 
modellieren. Darüber hinaus vermittelt die detaillierte Beschreibung der Ereignisse alle für das 
Verständnis des Verlaufes der Prozesskette relevanten Informationen [4]. Swimlanes erlauben es 
beim Modellieren des Geschäftsprozesses die Flussobjekte in verschiedene Gruppen zu ordnen. 
Dabei unterscheidet man Swimlanes in Pools, welche die gesamte Organisation darstellen und 
Lanes, welche einzelne Personen oder Abteilungen der Organisation darstellen [22]. Durch das 
Zuordnen der Flussobjekte zu den einzelnen Lanes wird die Verantwortung dieser Aufgaben 
definiert und aufgezeigt welche Teile des Prozesses in welcher Abteilung ablaufen [4]. Beim 
Modellieren des Prozesses sollte daher darauf geachtet werden, dass alle Flussobjekte eines Pools 
innerhalb seiner Grenzen dargestellt sind. Dies vereinfacht es dem Betrachter zu erkennen, 
welche Teile der Prozesskette zu welcher Organisation bzw. Abteilung gehören [4]. 
Verbindungsobjekte definieren Beziehungen zwischen Aufgaben, Ereignissen, Konnektoren oder 
Swimlanes. Diese sind dabei in Sequenzflüsse, Nachrichtenflüsse und Zuordnungen unterteilt. 
Während innerhalb eines Pools nur Sequenzflüsse zur Darstellung des Kontrollflusses verwendet 
werden dürfen, können Nachrichten die einzelnen Pools miteinander verbinden und damit den 
Informationsaustausch zwischen verschiedenen Organisationen darstellen [22]. Die 
Sequenzflüsse innerhalb eines Pools können durch Konnektoren getrennt oder 
zusammengeführt werden. Tabelle 4 zeigt alle Ausprägungen von Konnektoren. 
 
 
 
Mit den Konnektoren lassen sich somit detailliert Entscheidungsprozesse in der Prozesskette 
simulieren. Abbildung 15 zeigt den Bestellprozess aus Abbildung 12 in der Sprache BPMN.  
Symbol Ausprägung Beschreibung
XOR Aus den verschiedenen Verlaufsoptionen wird nur eine genutzt.
Dieser Konnektor beschreibt entweder/oder Entscheidungen.
AND Aus den verschiedenen Verlaufsoptionen werden alle genutzt.
Dieser Konnektor beschreibt parallele Prozessabläufe.
OR Aus den verschiedenen Verlaufsoptionen wird mindestens eine genutzt.
Dieser Konnektor beschreibt und/oder Entscheidungen.
Komplex Dieser Konnektor wird verwendet, wenn der Prozessverlauf  von einem Ereignis 
abhängt.
Ereignisbasiert Bewirkt die Löschung einer Transition.
Tabelle	4:	Ausprägungen	Konnektoren
Quelle:	eigene	Darstellung	in	Anlehnung	an	Signavio
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Wie in Abbildung 15 zu sehen besteht der Prozess einer Warenbestellung zum einen aus einem 
Unternehmen als auch aus dem Kunden. Diese repräsentieren zwei unabhängige Organisationen 
die je einen internen Prozess besitzen und daher in zwei verschiedenen Pools dargestellt sind. 
Der Prozess für den Kunden beginnt mit der Bestellung. Der Eingang dieser Bestellung im 
Unternehmen löst den internen Prozess im Unternehmen aus. Hierbei wird daher als 
Startereignis das Nachrichten-Startereignis verwendet. Da der Kundenprozess ohne Auslöser 
startet, wird hier der Prozess mit einem normalen Startereignis gestartet. Nach dem Prüfen der 
Bestellung im Unternehmen kann entweder die Ware versandt werden, da sie auf Lager vorrätig 
ist oder die Bestellung nicht angenommen werden, weil die Ware nicht im Lager vorhanden ist. 
Bei letzterem wird sodann eine Nachricht an den Kunden verschickt und der Prozess welcher in 
Abb. 15 dargestellt ist im Unternehmen beendet. Das Eintreffen der Nachricht beim Kunden 
beendet auch diesen Prozess. Ist die Ware jedoch vorrätig, wird sie verpackt, die Rechnung 
erstellt und beides an den Kunden verschickt. Nach Erhalt der Ware und der Rechnung beendet 
der Kunde seinen Prozess mit dem Bezahlen der Rechnung. Sobald die Zahlung im 
Unternehmen eingetroffen ist wird auch dieser Prozess beendet.  
Dieser einfache Prozess kann durch das Verwenden zusätzlicher Elemente wie in Abbildung 16 
dargestellt erweitern und mit einer höheren Granularität an Informationen versehen werden.  
 
 
BPMN Prozess
U
nt
er
ne
hm
en
Unternehmen
Bestellung
prüfen
Ware nicht im
Lager
Ware im Lager
Ware verpacken
Rechnung
erstellen
Versand von
Ware und
Rechnung
Versand Ablehnungsschreiben
Zahlung ist eingegangen
Ku
nd
e
Kunde
Bestellung
aufgeben
Bezahlung
tätigen
Ware und Rechnung erhalten
Abb. 15: Geschäftsprozess BPMN 
 25 
 
 
Abbildung 16 zeigt die zusätzlichen Objekte. Datenobjekte können in der Modellierung 
verwendet werden, um Informationen, die für die Bearbeitung von Aufgaben benötigt oder 
durch die Ausführung von Aufgaben erzeugt werden, darzustellen. Datenspeicher stellen den 
Speicher aller im Prozess benötigten und im Prozess erzeugten Daten dar. Dieser Speicher ist 
auch nach Beendigung des Prozesses vorhanden. Durch eine Nachricht kann der Inhalt einer 
Kommunikation zwischen zwei Parteien dargestellt werden. Durch eine Gruppe können 
beliebige Objekte zusammengefasst und damit die logische Zusammengehörigkeit verdeutlicht 
werden. Textanmerkungen bieten die Möglichkeit zusätzliche Informationen an ein Objekt zu 
binden [4, 18]. Abbildung 17 illustriert den Prozess aus Abbildung 15 unter Verwendung 
zusätzlicher Elementen.  
 
Datenobjekt IT System Datenspeicher 
Nachricht Gruppe Text Anmerkung 
Abb. 16: Zusätzliche Objekte BPMN 
Quelle: eigene Darstellung in Anlehnung an Signavio 
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Neben diesen wenigen gezeigten Elementen umfasst die komplette Sprache einige weitere 
Symbole. Das Poster im Anhang zeigt die komplette Palette an Symbolen der BPMN Sprache 
[24]. 
3. Die menschliche Kognition 
Die menschliche Kognition beschreibt alle Prozesse, die mit der Wahrnehmung und Verarbeitung 
von Informationen sowie mit Wissensbildung zu tun haben [25]. Dabei liegt der Fokus auf dem 
menschlichen Gedächtnis. Eine Information ist in diesem Zusammenhang der Bedeutungsinhalt 
einer Nachricht. Dieser kann in textueller, visueller oder audiovisueller Form auftreten [26]. Das 
Zusammenfügen von einzelnen Informationen führt zur Wissensbildung. Wissen wiederrum ist 
definiert als der Gesamtbestand aller verhaltenswirksamen Erkenntnisse eines Individuums. Es 
bezeichnet hierbei die Gesamtheit der Kenntnisse und Fähigkeiten, die Individuen zur Lösung 
von Problemen einsetzten. Wissen stützt sich auf Daten und Informationen, ist im Gegensatz zu 
diesen aber immer an ein Individuum gebunden [27].  
Die menschliche kognitive Architektur untergliedert das Gedächtnis in ein Arbeitsgedächtnis und 
ein Langzeitgedächtnis.  
Das Arbeitsgedächtnis dient dazu Informationen aus der Umwelt aufzunehmen, diese nach 
Wichtigkeit zu sortieren und die wichtigen Informationen zur Speicherung im Langzeitgedächtnis 
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vorzubereitet. Dieses Areal ist der Bereich des Gedächtnisses den ein Individuum bewusst 
wahrnehmen und steuern kann. Das Arbeitsgedächtnis ist allerdings in Zeitdauer und Kapazität 
bei der Verarbeitung von Informationen beschränkt. Dies stellt eine zentrale Eigenschaft der 
menschlichen Kognition dar. 
Das Langzeitgedächtnis hingegen dient der Speicherung von wichtigen Informationen in Form 
von Schemata. Dieser Speicher ist sowohl in Dauer als auch Kapazität unbegrenzt und gibt 
Auskunft über das intellektuelle Wissen eines Individuums. Diese gespeicherten Schemata 
können vom Arbeitsgedächtnis unbegrenzt aufgerufen und verändert werden.  
Der natürliche Prozess der Informationsverarbeitung und Konstruktion von Schemata wird in 
den fünf Prinzipien von natürlichen Informationsverarbeitungssystemen beschrieben.  
Dieses Kapitel untersucht zunächst die Beschaffenheit von Arbeits- und Langzeitgedächtnis 
sowie die Interaktion zwischen diesen beiden Gedächtnisformen. Anschließend werden die fünf 
Prinzipien von Informationsverarbeitungssystemen detailliert vorgestellt. Auf Basis dieses 
theoretischen Hintergrundes wird abschließend den Fragen nachgegangen wie ein Individuum 
mit der begrenzten Kapazität des Arbeitsgedächtnisses beim Lernen am effektivsten umgehen 
kann und wie unnötige kognitive Belastungen eliminiert werden können. Dabei liegt der Fokus 
auf der Cognitive Load Theorie welche von Sweller et al. [28] entwickelt wurde. Diese kognitive 
Belastungstheorie gibt Auskunft über die verschiedenen Belastungsarten welche während des 
Lernprozesses auf das menschliche Gedächtnis wirkt. Ebenso zeigt sie, wie die positiven 
Belastungen durch ein gutes Instruktionsdesign des Lernmaterials unterstützt werden und die 
negativen verringert werden können. 
 
3.1 Die menschliche kognitive Architektur 
Die menschliche kognitive Architektur beschreibt die Art und Weise wie die kognitive Struktur 
im menschlichen Gehirn organisiert ist und wie Informationen, die von der Umwelt 
aufgenommen werden, verarbeitet und gespeichert werden [29]. Hierbei ist die Funktionsweise 
der menschlichen Kognition stark auf die evolutionäre Weitergabe von Informationen und 
Wissen an die nächste Generation, zum einen durch Fortpflanzung sowie durch das Kopieren 
der Verhaltensweisen durch unsere Vorfahren zurückzuführen. Diese Funktionsweise wird auch 
als natürliches Informationsverarbeitungssystem bezeichnet, welches in Kapitel 3.2 detailliert 
betrachtet wird [30]. Die in Wissen zusammengefassten von der Umwelt aufgenommenen 
Informationen sind zum einen in Primärwissen, das genetisch kognitive Wissen, und in 
Sekundärwissen, das domain-spezifische erlernte Wissen, unterteilt [31].  
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Das Primärwissen ist definieret als die Wissenskategorien, die der Mensch sich unbewusst und 
ohne große Anstrengung aneignen kann [30]. Dieses Wissen muss nicht explizit formal gelehrt 
werden, denn es wird unterbewusst durch das Kopieren der Verhaltensweisen anderer Individuen 
gebildet. Zu diesen Wissenskategorien gehören zum Beispiel Fähigkeiten Gesichter zu erkennen 
oder in einer Muttersprache zu sprechen und zu verstehen [31]. Dieses Wissen wird aus diesem 
Grund auch oft als biologisches Primärwissen bezeichnet [31]. Es dient den Menschen dazu in 
einer sozialen Gruppe zu überleben.  
Das Sekundärwissen hingegen ist tendenziell domain-spezifisch [31]. Dies bedeutet, dass es nur 
bewusst und mit Aufwand erworben werden kann. Es muss explizit gelehrt und durch Üben 
gefestigt werden [32]. Hierunter fallen beispielsweise das Lernen zu lesen, zu schreiben oder eine 
zweite Fremdsprache zu sprechen. Der Mensch ist in der Lage, das Sekundärwissen bewusst zu 
steuern und zu erlernen. Da diese Wissensart durch Lernprozesse, die von außen beeinflusst 
werden können, gebildet, erweitert und verändert werden kann, liegt der Fokus dieser 
wissenschaftlichen Arbeit auf den Lernprozessen dieses Wissens. 
Das erlernte Sekundärwissen wird in der menschlichen kognitiven Architektur von zwei 
Gedächtnisarten verarbeitet, organisiert und gespeichert – dem Arbeitsgedächtnis und dem 
Langzeitgedächtnis. Die Unterteilung des Gedächtnisses in Arbeits- und Langzeitgedächtnis ist 
auf Baddeley [33] zurückzuführen und stellt eine zentrale Annahme in der menschlichen 
Kognition dar. Jede von der Außenwelt aufgenommen Information wird zuerst im 
Arbeitsgedächtnis bearbeitet und vorsortiert [33]. Alles relevante Wissen wird anschließend im 
Langzeitgedächtnis gespeichert [34]. Auf das gespeicherte Wissen kann das Arbeitsgedächtnis 
unbegrenzt zugreifen. Im Folgenden werden zum einen das Arbeitsgedächtnis sowie das 
Langzeitgedächtnis definiert, als auch die Interaktionsmechanismen zwischen den beiden 
Gedächtnisformen dargestellt. 
 
3.1.1 Das Arbeitsgedächtnis 
Das Arbeitsgedächtnis ist der Bereich des menschlichen Gedächtnisses, in welchem bewusst 
wahrgenommene Prozesse stattfinden [32]. Individuen sind sich nur der Informationen bewusst, 
die sich im Arbeitsgedächtnis befinden [28]. Alles andere gespeicherte Wissen ist nicht 
wahrnehmbar, solange es sich nicht im Arbeitsgedächtnis befindet [35]. Laut Baddeley ist das 
Arbeitsgedächtnis ein temporärer Speicher, in dem aufgenommen Informationen manipuliert und 
organisiert werden. Dies ist von essentieller Bedeutung beim Lernen, Begründen oder 
Vergleichen von Informationen, da diese Aufgaben nur bewusst bearbeitet werden können [33]. 
Jedoch hat das Arbeitsgedächtnis zwei Charakteristiken, welche seine Arbeitsweise erheblich 
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beeinflussen [32]. Zum einen ist das Arbeitsgedächtnis in der Zeitdauer und Kapazität bei der 
Verarbeitung von Informationen beschränkt. So haben Studien gezeigt, dass maximal sieben 
Informationselemente gelichzeitig im Arbeitsgedächtnis verarbeitet werden können [36]. Dies 
ermöglicht es dem Menschen zum Beispiel den Anfang eines gelesenen Satzes bis zum Ende des 
Satzes im Kopf zu behalten [35]. Ein weiteres Beispiel der begrenzten Kapazität und Zeitdauer 
des Arbeitsgedächtnisses ist, dass sich Personen eine Telefonnummer, die ihnen ein anderes 
Individuum mitgeteilt hat, durch ständiges Wiederholen im Kopf solange merken können, bis sie 
die Nummer aufgeschrieben haben. Kurz darauf kann der Einzelne ohne Hilfe seiner Notiz die 
Nummer jedoch nicht mehr wiederholen. Dieses Beispiel illustriert die kurze Zeitspanne, in der 
Informationen im Arbeitsgedächtnis gehalten werden können. Zudem veranschaulicht es, dass 
aufgenommene Informationen vom Arbeitsgedächtnis entweder als wichtig klassifiziert und zur 
Speicherung weiterverarbeitet werden oder als unwichtig eingestuft und daher wieder gelöscht 
werden. Das Beispiel der Telefonnummer zeigt deutlich, dass diese Information für das 
Arbeitsgedächtnis als unwichtig eingestuft wird und im Anschluss an das Notieren der Nummer 
gelöscht wird. 
Die Anzahl von sieben Elementen, die gleichzeitig im Arbeitsgedächtnis bearbeitet werden 
können reduziert sich wenn die Informationen voneinander abhängig sind und ihr Kontext für 
das Verständnis relevant ist [28]. So stellt das seitenweise Lernen von vielen Vokabeln keine 
große Herausforderung dar, da diese einzeln und unabhängig voneinander gelernt werden 
können und somit keine große Belastung des Arbeitsgedächtnisses verursachen. Beim Erlernen 
der Grammatik einer Sprache können jedoch nur sehr wenige Elemente gleichzeitig verarbeitet 
werden da diese Elemente voneinander abhängig sind. So sind zum Beispiel die Worte im Satz 
„Garten Blume im die wächst“ einzeln betrachtet alle korrekt, ergeben jedoch nur in der richtigen 
Reihenfolge „die Blume wächst im Garten“ grammatikalisch einen Sinn. Laut Baddeley [33] wird 
die Kapazität des Arbeitsgedächtnisses durch die Aufnahme der Informationen durch zwei von 
einander unabhängigen Kanäle gesteigert. Hierbei unterteilt er die Informationsaufnahme des 
Arbeitsgedächtnisses in einen auditiven Kanal und einen visuell-räumlichen Kanal [33]. So stellt 
uns zum Beispiel das Sprechen während dem Autofahren vor keine große Herausforderung, da 
beide Aufgaben unabhängig voneinander im jeweiligen Kanal bearbeitet werden. Während das 
Sprechen mit dem Beifahrer den auditiven Kanal beansprucht, nutzt die Aufgabe des 
Autofahrens den visuell-räumlichen Kanal. Auf diese Weise können mehr als sieben Elemente 
gleichzeitig verarbeitet werden, wenn sie durch die zwei unterschiedlichen Kanäle aufgenommen 
werden. Abbildung 18 stellt die Informationsaufnahme und -verarbeitung des 
Arbeitsgedächtnisses dar.  
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Das Arbeitsgedächtnis stellt eine zentrale Funktion in der menschlichen Kognition dar. Nur in 
diesem Bereich des Gehirns ist der Mensch in der Lage Informationen bewusst wahrzunehmen, 
zu organisieren und zu verändern. Die Simultane Verarbeitung von mehr als sieben Elementen 
oder stark zusammenhängende Informationen; kann jedoch zur Überlastung des 
Arbeitsgedächtnisses führen. Die Überlastung resultiert wiederum dann in einem Verlust der 
wahrgenommenen Informationen. Die beschriebenen Grenzen in Anzahl und Zeitdauer der 
Informationen, die gleichzeitig bearbeitet werden können, sind allerdings irrelevant, wenn die 
Informationen bereits im Langzeitgedächtnis gespeichert sind und von dort abgerufen werden 
können. Die starke Aufnahmebegrenzung und das Risiko zur Überlastung des 
Arbeitsgedächtnisses sind deshalb nur bei der Verarbeitung von neuen Informationen von 
elementarer Bedeutung. Im nächsten Kapitel sollen nun die Charakteristiken und Funktionen des 
Langezeitgedächtnisses detailliert dargestellt werden.  
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3.1.2 Das Langzeitgedächtnis 
Das Langzeitgedächtnis stellt den dauerhaften Speicher für Informationen und Wissen dar und ist 
damit die zentrale und dominante Struktur der menschlichen kognitiven Architektur [32]. 
Charakteristisch ist dabei, dass dieser Speicher weder in Zeit noch in Kapazität begrenzt ist [28]. 
Im Gegensatz zum Arbeitsgedächtnis können Informationen zwar unbegrenzt gespeichert 
werden, jedoch können diese im Langzeitgedächtnis gespeicherten Informationen erst durch das 
Zurückschieben in das Arbeitsgedächtnis bewusst wahrgenommen und geändert werden. Alle im 
Langzeitgedächtnis befindlichen Informationen sind für den Menschen nicht bewusst 
wahrnehmbar und können auch nicht gesteuert oder geändert werden solange sie sich nicht im 
Arbeitsgedächtnis befinden [28]. Wie im vorherigen Kapitel beschrieben dient das 
Arbeitsgedächtnis in der menschlichen kognitiven Architektur dazu neue Informationen 
entweder über den auditiven Kanal oder den räumlich-visuellen Kanal aufzunehmen. Diese 
Informationen werden im Arbeitsgedächtnis organisiert und entweder zu bereits gespeicherter 
und wieder aufgerufener Information des Langzeitgedächtnisses hinzugefügt oder als neue 
Information im Langzeitgedächtnis gespeichert [37]. Alle im Arbeitsgedächtnis aufgenommenen 
Informationen werden nach ihrer Wichtigkeit klassifiziert und somit bereits vorgefiltert. Nur 
wichtige Informationen werden an das Langzeitgedächtnis übertragen und dort gespeichert. 
Zudem organisiert das Arbeitsgedächtnis die wichtigen Informationen nach Themengebiet und 
zukünftiger Verwendung. Diese Gruppierung der Informationen erfolgt in baumähnlichen 
Schemata, welche dann im Langzeitgedächtnis unbegrenzt gespeichert werden [6]. Somit ist der 
Speicher des Langzeitgedächtnisses nach Themengebieten organisiert. Die baumähnliche Struktur 
ermöglicht es sehr komplexe und weit verzweigte Schemata zu bilden und zu speichern [28]. Eine 
wesentliche Eigenschaft der Schemata ist, dass die Kapazität und Komplexität unbegrenzt ist, da 
sie im unbegrenzten Langzeitgedächtnis gespeichert werden [28]. Durch die Bildung, Anpassung 
und Erweiterung werden Schemata zu immer komplexeren Bäumen, die durch das Kombinieren 
von Elementen aus wenig komplexen Schemata zu neuen Schemata mit hohem Niveau und 
Komplexität führen [28]. Die Anreicherung und Kombination von Schemata in einem Gebiet, 
lässt das Wissen des Individuums auf diesem Gebiet wachsen. Das Langzeitgedächtnis gibt daher 
auch Auskunft über das Wissen eines Individuums. Da Schemata in Abhängigkeit ihrer 
zukünftigen Verwendung gespeichert werden, besitzt der Mensch auch einige Schemata zum 
Problemlösen. Ein Beispiel für ein solches Problemlöse-Schema findet sich in der Mathematik 
[28]. Viele Menschen haben bei der Konfrontation mit der Problemstellung die Gleichung ! + ! ∗  ! = !  nach x aufzulösen keine Probleme. Das in der Schulzeit erlernte und 
gespeicherte Problemlöse-Schema zu Problemen dieser Art leitet die meisten Menschen dazu an, 
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die Gleichung durch (z+ y) zu teilen und folglich x =  !(!!!) zu erhalten [28]. Wird die gleiche 
Aufgabe einem Menschen gestellt, der noch nie mit solchen Problemen konfrontiert wurde und 
daher auch keine Problemlöse-Schemata zur Lösung dieses Problems besitzt, stellt die Lösung 
eine unüberwindbare Herausforderung dar und ist im Gegensatz zu einem geübten Menschen 
nur mit großer Anstrengung und starker Belastung des Arbeitsgedächtnisses möglich [6]. An 
diesem mathematischen Beispiel zeigt sich eine weitere Eigenschaft von Schemata. Wenn 
Schemata oft benutzt werden, wir also die Verwendung dieser häufig üben, entstehen 
automatisierte Schemata im Langzeitgedächtnis [6]. Das genannte Beispiel ist ein solches 
automatisiertes Schema. In der Schulzeit wurde das Lösen derartiger mathematische Probleme so 
oft geübt, dass die Lösung der Gleichung folglich unterbewusst abläuft. Die Automatisierung von 
Schemata steigert die Effizienz des Arbeitsgedächtnisses. Automatische Verarbeitungen finden 
ohne bewusste Wahrnehmung statt und lassen damit genügend freie Ressourcen für unbekannte 
Aspekte des Problems. Damit ist es einem Individuum möglich sehr komplexe Fragestellungen 
zu lösen, die ohne die Verwendung von automatisierten Schemata unlösbar wären, da sie zu einer 
Überlastung des Arbeitsgedächtnisses führen würden [28]. Das Speichern von Informationen im 
Langzeitgedächtnis in Form von baumähnlichen Schemata ermöglicht es Menschen nicht nur 
Informationen in Wissensgebieten zu organisieren, sondern vielmehr auch die Bearbeitung von 
großen Informationsmengen im Arbeitsgedächtnis ohne Überlastung. Deshalb ist die 
intellektuelle Fähigkeit von Individuen in einem Gebiet sehr stark von der Anzahl und 
Komplexität der gebildeten Schemata abhängig [6]. Diese Zusammenhänge und die Existenz des 
Langzeitgedächtnisses zeigte Adrian de Groot in seinem Schach Experiment [38]. In diesem ließ 
er Schachexperten, die jahrelang regelmäßig Schach spielten und -anfänger Schach 
Konfigurationen nachbauen, nachdem sie diese für etwa 5 Sekunden gesehen hatten [28]. Die 
Ergebnisse zeigten, dass die Experten ohne großen Aufwand eine relativ große Anzahl an 
Konfigurationen richtig nachbauten. Den Novizen hingegen viel es schwer die Konfigurationen 
nachzubauen [28]. Experten hatten Schemata zu Schach Konfigurationen somit bereits in ihren 
Langzeitgedächtnissen gespeichert, weshalb sie ohne Mühe die Konfigurationen nachbauen 
konnten. Dies verdeutlicht auch, dass die intellektuelle Leistung von Menschen von der Anzahl 
der gebildeten Schemata abhängt. Schach-Experten sind nicht zwangsläufig intelligenter als 
Anfänger, sie besitzen durch das häufige Schachspielen automatisierte Schemata in diesem 
Gebiet, was es ihnen erlaubt ohne Anstrengung die gezeigten Konfigurationen nachzubauen. 
Schemata können unbegrenzt komplex aufgebaut und gespeichert werden. Sie werden um 
Arbeitsgedächtnis unabhängig von ihrer Komplexität immer als ein einziges Element behandelt. 
Durch häufiges Üben können gespeicherte Schemata automatisiert werden, was das unbewusste 
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Aufrufen und Nutzten dieser Schemata im Arbeitsgedächtnis bewirkt. So wird genug Kapazität 
für andere Aktivitäten frei gelassen, was wiederum das Lösen von sehr komplexen und 
schwierigen Problemen ermöglicht [6]. 
 
 
 
3.1.3 Die Interaktion zwischen Arbeits- und 
Langzeitgedächtnis 
 
 
 
 
 
Abbildung 19 zeigt die Interaktionen zwischen Arbeitsgedächtnis und Langzeitgedächtnis. Informationen 
werden aus der Umwelt entweder über den visuell-räumlichen oder den auditiven Kanal im 
Arbeitsgedächtnis aufgenommen. Dort werden die Informationen verarbeitet, organisiert und 
gefiltert. Relevante Informationen werden in Form von Schemata zur dauerhaften Speicherung 
an das Langzeitgedächtnis weitergegeben. Irrelevante Informationen werden gelöscht. 
Charakteristisch am Arbeitsgedächtnis ist dass nur in diesem Bereich Informationen bewusst 
wahrgenommen und verarbeitet werden können. Zudem ist das Arbeitsgedächtnis in der 
Speicherdauer von Informationen und in seiner Kapazität sehr begrenzt. Zu viele 
zusammenhängende Informationen können deshalb schnell zu einer Überlastung des 
Arbeitsgedächtnisses führen. Die Anzahl an aufgenommenen Informationen kann jedoch erhöht 
werden, wenn diese durch die zwei voneinander unabhängigen Kanäle, auditiver und räumlich-
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visueller Kanal, aufgenommen werden. Das Langzeitgedächtnis hingegen hat keine 
Begrenzungen. Informationen werden vom Arbeitsgedächtnis in Schemata organisiert und diese 
Schemata dann im Langzeitgedächtnis gespeichert. Schemata haben dabei eine baumähnliche 
Struktur und gliedern Informationen zum einen nach ihrem Themengebieten und zum anderen 
nach der Art und Weise wie sie später verwendet werden. Schemata können jeder Zeit vom 
Arbeitsgedächtnis aufgerufen werden und dort mit neuen Informationen erweitert oder 
Änderungen an bereits gespeicherten Informationen vorgenommen werden. Schemata werden 
dabei unabhängig von ihrer Komplexität immer nur als ein einziges Element im 
Arbeitsgedächtnis wahrgenommen. Alle Prozesse, die im Langzeitgedächtnis ablaufen sind 
außerhalb der menschlichen Wahrnehmung und werden erst durch das Übertragen ins 
Arbeitsgedächtnis ein bewusster Prozess. Die Effizienz von Schemata kann zusätzlich durch ihre 
Automatisierung gesteigert werden. Automatisierung entsteht durch häufiges Üben und 
Wiederholen von bestimmten Aufgaben. Durch die Automatisierung werden Schemata beim 
Ausführen vertrauter Aufgaben im Arbeitsgedächtnis nicht mehr bewusst wahrgenommen und 
lassen somit genug freie Kapazität für das Ausführen neuer Aufgaben. 
 
3.2 Natürliche Informationsverarbeitungssysteme 
Natürliche Informationsverarbeitungssysteme beschreiben den evolutionären Umgang mit der Kreation 
und Speicherung von Informationen, bilden damit aber auch die Basis für die kognitiven 
Lernprozesse des Sekundärwissens in der menschlichen kognitiven Architektur [31]. Die Struktur 
von Informationsverarbeitungssystemen kann dazu genutzt werden, zu erklären, wie sich 
Menschen Wissen aneignen und dieses speichern [29]. Dabei weist die Basisstruktur fünf 
charakteristische Merkmale auf [29].  
Diese Charakteristiken beinhalten einen sehr großen Speicher für Informationen, der es dem 
System erlaubt in verschiedenen Umgebungen angemessen zu funktionieren [29]. 
Zudem benötigt das System Verfahren zur Bewahrung des Speichers beim Übertragen von 
Informationen von einer Einheit zu einer anderen.  
Darüber hinaus gibt es einen weiteren Mechanismus zur Änderung des Speichers durch Kreation 
von neuer Information die durch eine geänderte Umwelt entsteht.  
Weiterhin existiert ein Verfahren zur Sicherstellung dass die Veränderungen am Speicher auch 
mehr Effektivität bewirken.  
Schließlich gibt es Methoden zur Verknüpfung von Informationen mit der externen Welt [29].  
Diese fünf Charakteristika sind als fünf Prinzipen der natürlichen 
Informationsverarbeitungssysteme definiert wie in Tabelle 5 dargestellt [30] . 
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Das Prinzip Information store [30] beschreibt die Voraussetzung eines großen Speichers, der die 
optimale Funktion des Informationsverarbeitungssystems gewährleistet, für ein funktionsfähiges 
Informationsverarbeitungssystem [29]. In der menschlichen kognitiven Architektur ist, wie im 
vorherigen Kapitel beschrieben das Langzeitgedächtnis dieser große Speicher für Informationen. 
[29] Das Prinzip Information store stellt eines der zentralen Voraussetzungen dar. Hierbei ist von 
essentieller Bedeutung, dass Informationen immer wieder aus dem Langzeitgedächtnis aufgerufen 
werden können und dann für Aktivitäten in der Umwelt bereit stehen. 
Das Borrowing and reorganizing Prinzip [30] ist eines der zentralen Prinzipien bei 
Informationsverarbeitungssystemen. Dieses Prinzip beschreibt den Mechanismus, dass Wissen 
vom Langzeitgedächtnis einer Person auf das Langzeitgedächtnis einer anderen Person 
übertragen werden kann [31]. Dieses Wissen wird entweder durch Imitation des Verhaltens einer 
Prinzip Kognitive Architektur Beschreibung Funktion 
Information store Langzeitgedächtnis 
Zeitunabhängige Speicherung von 
Informationen im Langzeitgedächtnis 
Borrowing and reorganizing 
Transfer von Informationen ins 
Langzeitgedächtnis 
Schnelle Bildung von neuem Wissen 
durch das Übertragen von Wissen 
vom Langzeitgedächtnis einer Person 
auf das Langzeitgedächtnis einer 
anderen 
Randomness as genesis Bildung neuer Information Entstehung neuer Ideen 
Narrow limits of change Arbeitsgedächtnis 
Beachtung der Grenzen des 
Arbeitsgedächtnisses in Bezug auf 
Zeit und Kapazität beim Bearbeiten 
von neuen Informationen 
Environmental organizing and linking Langezeitgedächtnis 
Der Transfer von gespeicherten 
Informationen vom 
Langzeitgedächtnis ins 
Arbeitsgedächtnis ausgelöst durch 
Signale aus der Umwelt 
Tabelle 5: Prinzipen des Informationsverarbeitungssystems 
Quelle: eigene Darstellung in Anlehnung an Sweller (2006) 
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anderen Person oder durch das Hören dessen, was ein anderes Individuum sagt sowie durch das 
Lesen des Geschriebenen einer anderen Person übertragen [29]. Bei der Übertragung des Wissens 
findet immer eine Überarbeitung und Reorganisation des aufgenommen Wissens im Gedächtnis 
statt [30]. Hierbei werden bei der Verarbeitung der Informationen im Arbeitsgedächtnis entweder 
neue Schemata mit den übertragenen Informationen gebildet oder bestehende Schemata durch 
die neuen Informationen erweitert oder verändert [39]. Die Kombination der neuen 
Informationen mit den alten gespeicherten Informationen erfolgt nach dem Zufallsprinzip und 
kann nicht bewusst gesteuert werden [30]. Diese Zufälligkeitskomponente beim Kombinieren der 
Informationen ist auf die menschliche Fortpflanzung zurückzuführen. Bei der Fortpflanzung 
werden die DNA Teile beider Eltern nach dem Zufälligkeitsprinzip neu kombiniert, sodass die in 
der DNA gespeicherte Information des Nachwuchses unterschiedlich zu den Eltern ist [29]. Die 
Bildung von neuem Wissen durch dieses Prinzip umgeht dabei die Kapazitätsgrenzen des 
Arbeitsgedächtnisses, da die Informationen nur kopiert und zu bereits vorhandenen Schemata 
hinzugefügt werden. Dieser Prozess beansprucht eine geringe Kapazität des Arbeitsgedächtnisses 
und ist damit die effektivste und schnellste Art neues Wissen zu bilden [29]. Zudem gehört dieses 
Prinzip zum menschlichen Primärwissen und muss nicht explizit gelehrt werden [31]. 
Die beschriebene Zufallskomponente beim Bilden von neuem Wissen im Arbeitsgedächtnis ist in 
den natürlichen Informationsverarbeitungssystemen unter dem Prinzip Randomness as genesis 
definiert [30]. Bevor das Prinzip des Übertragens von Wissen von einem Individuum auf ein 
anderes Anwendung finden kann, muss Wissen zunächst im Langzeitgedächtnis gebildet werden. 
Dabei entsteht neues Wissen durch das Verfahren der zufälligen Generation und anschließendem 
Testen der Effektivität dieses neu gebildeten Wissens. Dieses Verfahren findet immer dann 
Anwendung, wenn ein Individuum mit einem zu lösenden Problem konfrontiert ist und kein 
Wissen im Langzeitgedächtnis hat auf das es zurückgreifen könnte [31]. Dabei steht zu Beginn 
des Verfahrens die Analyse des Ist-Zustandes und des Ziel-Zustandes. Im nächsten Schritt wird 
zufällig Wissen gebildet und in einem Effektivitätstest überprüft ob die Differenz zwischen Ist – 
und Ziel – Zustand mit Hilfe dieses neuen Wissens verringert wird [30]. Ist dies der Fall, wird das 
Wissen in Form von einem neuen Schema im Langzeitgedächtnis gespeichert. Ist dies nicht der 
Fall, wird das gebildete Wissen gelöscht und das Verfahren beginnt erneut mit der zufälligen 
Generation von neuem Wissen. Diese Schritte werden solange wiederholt, bis der 
Effektivitätstest positiv ausfällt [30]. Dieses Verfahren ist sehr zeitaufwendig und für das 
Arbeitsgedächtnis äußerst anstrengend weshalb es zum Erlernen von neuen Informationen nur 
vermieden werden sollte und stattdessen Quelle bereitgestellt werden sollten, von denen Wissen 
kopiert und übertragen werden kann [31]. Damit ist die Zufallskomponente bei der Entstehung 
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von neuem Wissen, sei es durch das Übertragen von Wissen von einem anderen Individuum oder 
durch die zufällige Generation gefolgt von einem Effektivitätstest, immer eine auschlaggebende 
Komponente, die nicht aktiv gesteuert werden kann [30]. Ohne das Prinzip der Zufälligkeit kann 
kein neues Wissen im Langzeitgedächtnis gebildet werden [30]. 
Das Prinzip limits of change [30] definiert als kritisches Merkmal der natürlichen 
Informationsverarbeitungssysteme die Begrenzung des Arbeitsgedächtnisses in Bezug auf 
Kapazität und Zeit [29]. Je größer der Schwerpunkt bei der Wissensbildung auf der zuvor 
beschriebenen zufälligen Generation mit anschließender Wissensgenerierung liegt, desto weniger 
Informationen können verarbeitet werden. Durch dieses Verfahren wird das Arbeitsgedächtnis 
zum einen stark belastet, was die Entstehung von neuem Wissen schwerfällig und langsam 
macht, zum anderen besteht die Gefahr das Arbeitsgedächtnis zu überlasten und damit alle 
Informationen zu verlieren [30]. Deswegen sollte der Lernprozess immer so aufgebaut sein, dass 
auf das Borrowing and reorganizing Prinzip zurückgegriffen wird, da bei der Bildung von Wissen auf 
diesem Wege neue Informationen mit bereits bestehenden Informationen kombiniert werden 
und dadurch eine geringe Belastung für das Arbeitsgedächtnis besteht [30]. 
Das letzte Prinzip ist das Environmental organizing and linking principle [30]. Dieser Grundsatz 
beschreibt die Interaktion zwischen Arbeits- und Langzeitgedächtnis. Signale aus der Umwelt 
lösen den Transfer von für diese Signale benötigte Information vom Langzeitgedächtnis ins 
Arbeitsgedächtnis aus [31]. Diese in Form von Schemata aufgerufene Information kann 
anschließend genutzt werden, um bewusst angemessene Aktionen auf die Signale auszuführen. Je 
nach Grad der Automatisierung dieser Schemata kann ein Individuum auf äußere Signale 
unbewusst und schnell reagieren. So bremsen Menschen beim Autofahren sofort wenn das 
vorausfahrende Auto plötzlich bremst. Diese Reaktion wird durch ein äußeres Signal ausgelöst 
und läuft ohne bewusste Wahrnehmung ab, denn beim Lernen des Autofahrens legen Individuen 
Schemata an, welche durch das häufige Üben des Autofahrens automatisiert werden.  
Diese Prinzipien der natürlichen Informationsverarbeitungsprozesse bilden die Basis aller 
Forschungen des menschlichen Lernprozesses und die durch das Instruktionsdesign 
hervorgerufenen kognitiven Belastungen. Die bekannteste Theorie ist hierbei die Cognitive Load 
Theorie von Sweller et al. [28]. Diese Theorie definiert Richtlinien zum Design von Instruktionen 
primär von Lernaufgaben die als zentrale kritische Stelle das in Zeit und Dauer begrenzte 
Arbeitsgedächtnis sieht [28]. Vor diesem Hintergrund hilft die Theorie Empfehlungen zur 
lernförderlichen Gestaltung und Eliminierung von lernhindernden Lernmaterialien zu geben [29]. 
Im folgenden Kapitel wird die Cognitive Load Theorie genauer beschrieben und darüber hinaus 
darauf eingegangen welche Effekte ein Nichtberücksichtigen der Charakteristiken der kognitiven 
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Architektur sowie der fünf Prinzipien von natürlichen Informationsverarbeitungssystemen 
hervorrufen kann und damit einen ineffektiven Lernprozess verursacht.  
 
 
3.3 Die Cognitive Load Theorie 
Die Cognitive Load Theorie [28] ist eine Instruktionsdesigntheorie die unter Annahme der 
menschlichen kognitiven Architektur [29] und den Prinzipien von natürlichen 
Informationsverarbeitungssystemen [30] die kognitiven Belastungen, welche beim Lernprozess 
auftreten, detailliert analysiert und Empfehlungen zur lernförderlichen Gestaltung von 
Instruktionen aufzeigt [40]. Sie beantwortet die Fragen wie Individuen beim Lernprozess am 
effektivsten mit der Begrenzung des Arbeitsgedächtnisses in Zeit und Kapazität umgehen 
können und wie dabei notwendige und unnötige kognitive Belastungen unterschieden werden, 
sodass der Prozess des Lernens durch das Eliminieren von unnötigen Belastungen unterstützt 
werden kann [41]. Diese Empfehlungen für das Instruktionsdesign dienen dazu, das Lernmaterial 
sowohl verbal als auch grafisch so aufzubauen, dass eine Überlastung des Arbeitsgedächtnisses 
beim Verarbeiten der neuen Informationen verringert bzw. ganz umgangen werden kann [42]. 
Zudem sollte darüber hinaus eine Verwendung des Randomness as genesis Prinzips zur Lösung der 
Lernaufgaben vermieden werden [30]. Wie aus Kapitel 3.2 bekannt, verursacht die Anwendung 
des Randomness as genesis Prinzips eine hohe kognitive Belastung des Arbeitsgedächtnisses und 
beansprucht dadurch einen großen Teil der begrenzten Kapazität. Dies führt dazu, dass wenig 
Kapazität für die Bildung von Wissen frei gelassen wird und der Lernprozess damit stark 
gehemmt ist [31]. Dies ist im Narrow limits of change Prinzips detailliert beschrieben [30]. Daher 
stellt dieses Prinzip ein weiteres kritisches Kriterium dar, welches bei der 
Instruktionsdesigntheorie Berücksichtigung finden sollte.Die kognitive Belastung beim Lernen 
definiert alle kognitiven Prozesse, die Kapazitäten des Arbeitsgedächtnisses durch die Aufnahme 
und Verarbeitung von Informationen aus dem Lernmaterial in Anspruch nehmen [41].Das 
zentrale Ziel der Cognitive Load Theorie ist dabei das Einhalten der Kapazitätsgrenze des 
Arbeitsgedächtnisses durch das Gestalten von Instruktionen, die eine möglichst geringe kognitive 
Belastung des Arbeitsgedächtnisse hervorrufen und dadurch den Prozess der Wissensbildung in 
Form von Schemata durch freie Kapazitäten ermöglichen [27]. Von Wissensbildung spricht man 
in diesem Zusammenhang erst, wenn neue Schemata angelegt wurden oder bereits bestehende 
durch die neu aufgenommen Information verändert wurden [32]. 
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Die Cognitive Load Theorie untergliedert diese kognitive Belastung des Lernprozesses zur 
detaillierten Analyse in drei verschiedene Belastungsarten.  
 
Die erste Belastungsart ist als lernrelevante kognitive Belastung – Intrinsic Load – definiert [40]. 
Die Belastung resultiert einerseits aus der Komplexität des Lernmaterials und andererseits aus 
dem bereits in diesem Bereich vorhandenen Vorwissen des Lernenden [43]. Die zweite Belastung 
ist die sogenannte lernirrelevante – Extraneous Load [28]. Sie wird durch suboptimale Gestaltung 
der Instruktionen bzw. Lernmaterials hervorgerufen und beeinträchtigt damit die Wissensbildung 
[43]. Die dritte Belastungsart ist die lernbezogenen Belastung - Germane Load - welche aus den 
kognitiven Prozessen hervorgerufen wird, die zur Bildung bzw. Änderung von Schemata 
durchlaufen werden [28]. Diese drei Arten ergeben die gesamte kognitive Belastung beim Lernen. 
Um ein erfolgreiches Lernergebnis zu erzielen, muss daher die Summe aller drei Belastungsraten 
wie in Abbildung 21 dargestellt immer kleiner als die Kapazitätsgrenzen des Arbeitsgedächtnisses 
sein, damit eine Überlastung und den dadurch verursachten Verlust der aufgenommenen 
Informationen vermieden wird [29]. 
 
 
 
 
Intrinsic	
load	
Extraneous	
load	
Germane	
load	 Kapazitӓt	Arbeitsgedӓchtnis	≤	
Abb.	21:	Formel	der	kognitiven	Belastung	
Kognitive	Belastung	
Germane	
load	
Intrinsic	
load	
Extraneous	
load	
Abb.	20:	Kognitive	Belastung	
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3.3.1 Intrinsic Load 
Intrinsic Load ist als diejenige kognitive Belastung im Lernprozess definiert, welche sich zum einen 
aus der internen Komplexität des Lernmaterials des zu lernenden Themengebietes ergibt, zum 
anderen aus der Expertise des Lernenden auf diesem Themengebiet [28]. Der Grad der 
Komplexität des Lernmaterials ist durch das Ausmaß der Elementinteraktivität der 
Informationen welche simultan im Arbeitsgedächtnis gehalten werden müssen definiert [31]. 
Unter einem Element versteht man in diesem Zusammenhang jegliche Teile einer Information 
[28]. Eine hohe Elementinteraktivität des Lernmaterials bedeutet für den Lernenden, dass viele 
Informationen gleichzeitig im Arbeitsgedächtnis behalten werden müssen [28]. Dadurch wird 
eine hohe kognitive Belastung ausgelöst, die das Bilden von Wissen hemmt oder aufgrund einer 
Vollauslastung des Arbeitsgedächtnisses die Wissensbildung verhindert. Je stärker folglich die 
einzelnen Informationen des Lernmaterials voneinander abhängen, desto größer ist der Grad der 
Komplexität des Lernmateriales [43]. Je autonomer die einzelnen Informationen sind, desto 
geringer sind der Grad der Komplexität und damit die kognitive Belastung des 
Arbeitsgedächtnisses. So stellt beispielsweise das Lernen des kleinen Einmaleins für den 
Lernenden keine große Herausforderung dar. Dies liegt an der niedrigen Elementinteraktivität 
der einzelnen Informationen. Ein Individuum kann erst 9 ∗ 9 = 81 lernen bevor es 2 ∗ 2 = 4 
lernt, da die einzelnen Multiplikationen des Einmaleins von einander unabhängig gelernt werden 
können. Durch die geringe Komplexität des Lernmaterials wird nur eine geringe kognitive 
Belastung hervorgerufen und damit genug Kapazität frei gelassen, um Schemata auf dem Gebiet 
des Einmaleins zu bilden. Ist das zu lösende Problem jedoch eine komplexe mathematische 
Aufgabe wie in Abbildung 22 gezeigt, stellt das Lösen einen großen Aufwand für den Lernenden  
dar. 
 
Die in Abbildung 22 dargestellte mathematische Aufgabe zur Berechnung eines Radius weist eine 
große Elementinteraktivität auf. Zum Lösen der Aufgabe muss der Lernende die Formel zur 
Berechnung des Flächeninhaltes nach ! =  ! ∗ !"#°! ∗ !   auflösen und anschließend mental in diese 
r	
α	
A
r	=	Radius	
A	=	Flächeninhalt		
α		=	Winkel	
Berechne	r	mit	A	=	8	;	α	=	68°	und	 ! = !! ∗  ! ∗  !360° 
Abb.	22:	Aufgabe	zur	Berechnung	des	Radius	
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Formel die Werte für A und ! einfügen, um den Radius zu errechnen. Diese Schritte erfordern 
ein simultanes Halten aller Informationen im Arbeitsgedächtnis und ein mentales 
Zusammenfügen der Informationen. Dadurch wird viel Kapazität des Arbeitsgedächtnisses in 
Anspruch genommen und es bleibt nur wenig freie Kapazität zur Bildung von Schemata [28].  
Legt man diese komplexe mathematische Aufgabe jedoch einem geübten Mathematiker vor, so 
hat er keine Schwierigkeit den Flächeninhalt zu berechnen. Denn im Gegensatz zu einem 
Novizen welcher die Informationen mit einem hohen Grad an Komplexität wahrnimmt und zur 
Bearbeitung der interagierenden Elemente eine hohe kognitive Belastung erfährt, kann ein 
Experte auf ein bereits zu diesem Themengebiet gebildete Schema zurückgreifen. Wie in Kapitel 
3.2 beschrieben können die Kapazitätsgrenzen durch das Aufrufen und Benutzten von bereits 
gespeicherten Schemata aus dem Langzeitgedächtnis vermieden werden [28]. Durch die 
Entwicklung von Expertise auf einem Themengebiet werden im Arbeitsgedächtnis von Experten 
die Informationen als eine einzige Information wahrgenommen wohingegen sie im Gedächtnis 
eines Novizen als Information mit hoher Elementinteraktivität wahrgenommen wird [43].  
Der Grad der Komplexität einer Aufgabe wird folglich von der Elementinteraktivität bestimmt. 
Die Elementinteraktivität hingegen wird vom Lernmaterial selbst determiniert aber vielmehr ist 
sie abhängig von der Expertise des Lernenden [43]. Daher kann die Elementinteraktivität nicht 
pauschal bestimmt werden, sondern hängt von den im Langzeitgedächtnis gespeicherten 
Schemata eines Individuums auf einem bestimmten Gebiet ab [43]. Neue Informationen, die für 
einen Novizen mit einer hohen Elementaktivität wahrgenommen werden und deshalb nur 
schwerfällig und langsam im Arbeitsgedächtnis verarbeitet werden können, werden für einen 
Experten als eine einzige Information wahrgenommen, die mühelos im Arbeitsgedächtnis durch 
das Aufrufen von Schemata aus dem Langzeitgedächtnis verarbeitet werden kann [43].  
Die Elementinteraktivität stellt allerdings nicht nur eine wesentliche Rolle in der Höhe des 
Intrinsic Loads dar, sondern vielmehr auch im Zusammenhang mit dem Verstehen des 
Lernmaterials [28]. Stark zusammenhängende Informationen sind nicht nur mit großem Aufwand 
und Kapazität im Arbeitsgedächtnis bearbeitbar sie sind zudem auch schwer zu verstehen [28]. 
Informationen welche leicht und ohne große Anstrengung im Arbeitsgedächtnis gehalten werden 
können, sind für ein Individuum auch leicht zu verstehen. Je komplexer die Aufgabe jedoch ist, 
desto schwerer fällt es dem Lernenden die Aufgabe zu verstehen. In diesem Zusammenhang 
bedeutet eine Überlastung des Arbeitsgedächtnisses nicht nur ein Verlust aller Informationen 
sondern auch das Nichtverstehen der Aufgabe und somit das Versagen des Lernenden [28].  
Diese Belastung ist laut der Theorie nicht direkt von dem Design der Instruktionen beeinflussbar, 
stellt aber die wesentliche kognitive Belastung dar wenn es um das Verstehen des Lernmaterials 
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geht [28]. Da die Intrinsic Load zum Verständnis des Lernmaterials und damit zur Bildung von 
Wissen dient, muss diese kognitive Belastung beim Design der Instruktionen berücksichtigt 
werden [43]. Im nächsten Kapitel wird nun die lernirrelevante Belastung detailliert beschrieben. 
 
 
3.3.2 Extraneous Load 
Unter dem Begriff extraneous Load ist in der Cognitive Load Theorie [28] die lernirrelevante 
kognitive Belastung definiert [44]. Diese Belastung entsteht während des Lernprozesses, wenn 
vom Arbeitsgedächtnis nicht nur wichtige Informationen, sondern ebenso unwichtige 
Informationen verarbeitet werden müssen [28]. Wie in Kapitel 3.2.1 beschrieben, nimmt das 
Arbeitsgedächtnis zuerst alle Informationen einer Quelle auf und entscheidet im 
Verarbeitungsprozess über die Relevanz der Information. Obwohl irrelevante Informationen 
nach Einstufung der Wichtigkeit gelöscht werden, verursacht der Verarbeitungsprozess dieser 
irrelevanten Informationen eine hohe kognitive Belastung [43]. Diese kognitive Belastung 
erschwert die Wissensbildung, da ein Teil der begrenzten Kapazität des Arbeitsgedächtnisses für 
die Verarbeitung und Filterung der Informationen aufgebraucht wird, anstatt für die Bildung und 
Erweiterung von Schemata [40].  
Im Gegensatz zu der im vorherigen Kapitel beschriebenen lernrelevanten Belastung, wird diese 
Belastung komplett vom Design und Aufbau der Instruktionen einer Aufgabe hervorgerufen 
[40]. Aus diesem Grund kann die lernirrelevante Belastung aber auch extern gesteuert und 
verringert werden [28]. Abbildung 23 zeigt ein Beispiel einer Aufgabe zur Berechnung des 
Flächeninhaltes eines Rechteckes. 
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Die Aufgabe enthält neben den wichtigen Informationen wie der Formel zur Berechnung des 
Flächeninhaltes eines Rechteckes zusätzlich auch Formeln zur Berechnung anderer Flächen. 
Durch das Stellen der Aufgabe in dieser Art und Weise wird bei dem Lernenden eine hohe 
kognitive Belastung mit dem Suchen nach der richtigen Formel für das Lösen der Aufgabe 
ausgelöst [43]. Da diese Belastung nicht zur Unterstützung des Lernprozesses und Bildung eines 
Schemas dient zählt diese Belastung zu der lernirrelevanten Belastung. Diese kann durch eine 
Vereinfachung der Instruktion reduziert bzw. ganz eliminiert werden [29]. In diesem Bespiel 
durch das Löschen aller irrelevanten Flächen. Ein weiterer Effekt der im Zusammenhang mit 
Extraneous Load oft auftritt ist der sogenannte Split-Attention-Effekt, welcher in Abbildung 24 
dargestellt ist [40]. 
 
 
Berechnen Sie den Flächeninhalt des Rechteckes mit den Seitenlängen a= 5 und b =6. 
	
 
a 
b 
A = a * b 
a b 
c 
A = 0,5 * a * h 
h 
c 
A = 0,5 * (a+c) * h 
h 
a 
r 
A = r *  
Abb. 23 : Mathematische Aufgabe 
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Um Abbildung 24 zu verstehen muss der Lernende zwischen der Grafik und der Legende hin 
und her wechseln und alle relevanten Informationen währenddessen im Arbeitsgedächtnis 
behalten und mental zusammenfügen [40]. Betrachtet man die Grafik und die Legende isoliert 
voneinander, sind beide unverständlich [29]. Nur die mentale Kombination beider Informationen 
macht die Abbildung verständlich [29]. Allein dieser Prozess der mentalen Integration erzeugt 
jedoch eine hohe kognitive Belastung des Arbeitsgedächtnisses [28]. Durch diese hohe 
Auslastung des Arbeitsgedächtnisses bleibt nur wenig Kapazität übrig, um Schemata zu erzeugen. 
Daher wird beim Bearbeiten von Aufgaben wie Abbildung 24 mit schlechtem Instruktionsaufbau 
und Split-Attention-Effekt nur wenig oder gar kein Wissen gebildet [29]. Durch die Integration 
der Legende in die Grafik wie in Abbildung 25 dargestellt, wird der Split-Attention-Effekt 
umgangen, da zum Verstehen der Abbildung nur eine Quelle betrachtet werden muss. Dadurch 
verringert sich zusätzlich die lernirrelevante kognitive Belastung [29]. 
 
 
 
 
3	 6	
1	
2	
5	 7	
4	
Abb.	24	:	Beispiel	Splitt-Attention-Effekt	
1.		Auditive	Informationen	
	
2.		Räumlich-visuelle	Informationen	
	
3.		Aufnahme	der	Informationen	und	
Einstufung	der	Wichtigkeit	
	
4.	Transfer	wichtiger	Informationen	
	
5.	Löschung	unwichtiger	Informationen	
	
6.	Verarbeitung,	Organisieren,	Bildung	
oder	Veränderung	von	Schemata	
	
7.	Löschung	veralteter	Informationen	
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Daher sollte bei der Erstellung von Grafiken und Aufgaben stets darauf geachtet werden, dass 
Texte und Grafiken möglich in einer Quelle zusammengefasst werden und der Lernende ohne 
Mühe das Material versteht. Darüber hinaus sollte jeder geschriebene Text so formuliert sein, 
dass er für Probanden das Suchen nach Referenzen verringert oder vollständig eliminiert [29]. 
Wie diese lernirrelevante kognitive Belastung durch den Aufbau des Instruktionsdesigns 
verringert werden kann, wird in Kapitel 3.3.4 genauer beleuchtet. Im folgenden Kapitel wird 
zunächst die letzte kognitive Belastungsart die lernfördernde kognitive Belastung erklärt. 
 
 
3.3.3 Germane Load 
Die Dritte von Sweller et al. definierte kognitive Belastungsart ist die sogenannte lernfördernde 
Belastung [28]. Sie unterstützt den Prozess zur Konstruktion und Erweiterung von Schemata im 
Arbeitsgedächtnis und somit die Wissensbildung [43]. Zudem unterstützt der Germane Load die 
Automatisierung von Schemata und aller dazugehörigen Aktivitäten, die direkt zum Bilden von 
Wissen beitragen [43]. Die lernfördernde kognitive Belastung wird ebenfalls vom 
Instruktionsdesign hervorgerufen ist aber im Gegensatz zum Extraneous Load eine positive 
Belastung [40]. Durch die Gestaltung der Instruktionen einer Aufgabe wird hierbei die 
Aufnahme der 
Informationen und 
Einstufung der Wichtigkeit 
Verarbeitung, 
organisierung, Bidlung von 
neuen Schemata oder 
Vernderung von 
aufgerufenen Schemata 
Auditive 
Informationen 
Rumlich – visuelle 
Informatioen 
Löschung unwichtiger 
Informationen 
Löschung veralteter 
Informationen 
Tranfer wichtiger 
Informationen 
Abb. 25: Beispiel ohne Split-Attention-Effekt 
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Aufmerksamkeit des Lernenden nur auf die lernrelevanten Informationen gelenkt und damit die 
Aufnahme von Schema-relevanter Information erleichtert [28]. In der Summe aller kognitiven 
Belastungen sollte der Germane Load einen großen Anteil einnehmen, da er die Kapazität des 
Arbeitsgedächtnisses nutz, um Schemata zu bilden, zu erweitern oder zu automatisieren. Diese 
lernfördernde Belastung wird zwar vom Instruktionsdesign hervorgerufen kann aber im 
Gegensatz zum Extraneous Load nicht direkt durch das Instruktionsdesign manipuliert und erhöht 
werden [28]. Jedoch kann der Germane Load durch eine Verringerung der lernirrelevanten 
Belastung erhöht werden [28]. Durch das Vermeiden der Aufnahme von irrelevanten 
Informationen beim Design der Instruktionen werden automatisch nur die zur Wissensbildung 
relevanten Informationen dargestellt und somit die Bildung von Schemata gefördert [28]. 
Abbildung 25 zeigt eine Grafik bei der durch die integrierten Beschriftungen die Aufmerksamkeit 
des Lernenden auf den Prozess der Informationsverarbeitung im Arbeitsgedächtnis gelenkt wird. 
Durch diesen Aufbau der Grafik wird die Bildung eines Schemata im Arbeitsgedächtnis gefördert 
da der Lernenden nur die zur Wissensbildung über die Prozesse der Informationsverarbeitung im 
Arbeitsgedächtnis aufnimmt.  
Zusammenfassend lässt sich festhalten, dass durch den Lernprozess und insbesondere durch das 
Instruktionsdesign verschiedene kognitive Belastungsarten auf das Arbeitsgedächtnis des 
Lernenden wirken. Die Natur des Lernmaterials verursacht durch die Elementinteraktivität, eine 
lernrelevante kognitive Belastung, die zum Verständnis der Information dient. Diese Belastung 
kann durch das Instruktionsdesign nicht manipuliert werden, nimmt aber eine besondere Rolle 
im Lernprozess ein. Durch den Intrinsic Load werden das Verständnis des Lernmaterials und 
damit die Wissensbildung beeinflusst. Eine geringe Elementinteraktivität bedeutet, dass das 
Lernmaterial leicht verstanden werden kann. Eine hohe Elementinteraktivität verursacht 
hingegen eine hohe kognitive Belastung und erschwert das Verstehen des Lernmaterials. Im 
Gegensatz dazu kann der Extraneus Load direkt durch das Instruktionsdesign beeinflusst werden. 
Diese lernirrelevante kognitive Belastung wird durch unwichtige Informationen, die irrelevant für 
den Lernprozess sind, aber dennoch im Arbeitsgedächtnis bearbeitet werden da sie Teil des 
Lernmaterials sind beeinflusst. Durch Verarbeiten und Kategorisieren der Wichtigkeit der 
aufgenommenen Information wird viel Kapazität des Arbeitsgedächtnisses beansprucht, was 
summiert mit den anderen Belastungsarten zur Überlastung des Arbeitsgedächtnisses führen 
kann. Dabei ist eine hohe lernirrelevante Belastung besonders kritisch, wenn das Lernmaterial 
eine hohe Elementinteraktivität und damit ein hohen Intrinsic Load verursacht. Dann beansprucht 
bereits die Summe aus Intrinsic Load und Extraneous Load die Kapazität des Arbeitsgedächtnisses 
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und es bleibt keine freie Kapazität für die Bildung von Schemata, welche von der Germane Load 
repräsentiert wird.  
Vor diesem Hintergrund der unterschiedlichen Arten der kognitiven Belastung sollte beim 
Design von Instruktionen ein besonderes Augenmerk darauf gelegt werden dass der negative 
Extraneous Load verringert und dadurch der positive Germane Load verstärkt wird. Im folgenden 
Kapitel werden Möglichkeiten aufgezeigt wie man dies durch die Optimierung des 
Instruktionsdesigns erreichen kann. 
 
 
3.3.4 Möglichkeiten zur Vermeidung von Extraneous Load 
Beim Erstellen von Instruktionen sollte wie im vorherigen Kapitel aufgezeigt besonders darauf 
geachtet werden dass die lernirrelevante kognitive Belastung möglichst gering gehalten wird. Da 
wie in Abbildung 21 dargestellt die drei kognitiven Belastungsarten additiv zueinander stehen 
wird durch eine Verringerung des Extraneous Loads Kapazität für den Germane Load frei, was zur 
Konstruktion von Schemata genutzt werden kann [38]. Extraneous Load kann durch verschiedene 
Möglichkeiten reduziert werden. Folgend werden einige positive Effekte dargestellt, welche die 
irrelevante Belastung im Lernprozess verringern. 
Zu diesen Effekten zählt der Arbeitsbeispieleffekt. Dieser Effekt tritt auf, wenn die Instruktion 
einer neuen Aufgabe ein Beispiel enthält, welches aus einer ähnlich formulierten Problemstellung, 
den Lösungsschritten sowie der finalen Antwort besteht wie in Abbildung 26 dargestellt [29]. 
 
 
Abb. 26 : Beispiel für Arbeitsbeispiel 
Problemstellung:  
Sie haben zwei rechteckige Gartengrundstücke. Das eine ist 5m lang und 8m breit, das andere 7m lang und 4m 
breit.  
Wie groß ist ihr gesamtes Gartengrundstück? 
Lösungsschritte: 
1.  Die Berechnung der Fläche eines Rechteckes erfolgt mit der Formel A = a * b 
2.  Berechnung Fläche des ersten Grundstückes A = 5m * 8m = 40 m2 
3.  Berechnung Fläche des zweiten Grundstückes A = 7m * 4m = 28m2 
4.  Addieren beider Flächen ergibt Gesamtfläche von 40m2 + 28m2 = 68m2 
Ergebnis der Aufgabe: 
Das gesamte Gartengrundstück ist 68m2 groß. 
 48 
Abbildung 26 zeigt ein solches Arbeitsbeispiel. Ein Arbeitsbeispiel leitet die Aufmerksamkeit des 
Lernenden beim Lösen der Aufgabe gezielt auf das Problem und stellt Lösungsschritte bereit die 
zur Lösung der Aufgabe verwendet werden können [28]. Dadurch kann ein Individuum sich mit 
der allgemeinen Struktur der zu bearbeitenden Aufgaben anhand des Arbeitsbeispiels vertraut 
machen [29]. Durch das Aufzeigen der Lösungsschritte mit einem Arbeitsbeispiel wird die 
Anwendung des Randomness as genesis Prinzips zur Lösung des Problems umgangen [28]. Wie in 
Kapitel 3.2 beschrieben, nutzen Individuen zur Generierung neuen Wissens das Randomness as 
genesis Prinzip wenn keine Schemata zur diesem Themengebiet im Langzeitgedächtnis gespeichert 
sind [45]. Dieses Prinzip verursacht allerdings durch die beinhaltete Zufallsvariable eine hohe 
lernirrelevante kognitive Belastung. Durch die Anwendung dieses Prinzips muss ein Individuum 
zuerst den Ist-Zustand sowie den Ziel-Zustand und die Differenz zwischen beiden analysieren. 
Anschließend werden durch Zufall Methoden gebildet, die zur Reduktion dieser Differenz führen 
[46]. Da die Methoden allerdings zufällig gebildet werden, müssen sie immer auf ihre Effizienz 
getestet werden. Besteht eine Methode den Effizienztest wird sie zur Lösung des Problems 
verwendet [30]. Diese Art der Wissensbildung ist nicht nur zum einen sehr zeitaufwendig, 
vielmehr verursacht sie durch die simultane Ausführung der gerade beschriebenen Schritte eine 
hohe kognitive Belastung im Arbeitsgedächtnisses [46]. Da diese Belastung nicht direkt zur 
Bildung von Wissen beiträgt ist sie unnötig. Ein hoher Extraneous Load wiederrum lässt nur wenig 
freie Kapazität für den Germane Load frei, der zur Bildung von Schemata benötigt wird [47]. Zur 
Reduktion des unerwünschten Extraneous Loads sollten daher komplexe Aufgaben immer ein 
Arbeitsbeispiel enthalten. Dadurch wird die Bildung von Schemata unterstützt und der Germane 
Load erhöht, da das Borrowing and reorganizing Prinzip Anwendung findet. Zudem wird durch die 
Verringerung der lernirrelevanten kognitiven Belastung Kapazität für die lernfördernde Belastung 
frei [47]. 
Eine weitere Möglichkeit zur Reduktion des Extraneous Loads ist der Zielfreiheitseffekt [28]. 
Zielfreiheit bedeutet in diesem Zusammenhang der Einsatz zielfreier oder zielunspezifischer 
Lernaufgaben anstelle von klar definierten Aufgaben. Wird ein Novize zum Beispiel mit der 
Lösung der Aufgabe konfrontiert, welche Strecke ein Läufer hinter sich gebracht, wenn er nach 
30 sec beschleunigt hat und seine Höchstgeschwindigkeit 9 m/s ist, dann verwendet er das 
Randomness as genesis Prinzip zur Lösung der Aufgabe [28]. Dieses Prinzip löst jedoch eine hohe 
irrelevante kognitive Belastung aus und hemmt damit den Lernprozess und die Bildung von 
Schemata [28]. Lautet die Aufgabe jedoch, berechne alle dir bekannten Variablen, wenn ein 
Läufer nach 30 sec beschleunigt hat und seine Höchstgeschwindigkeit 9 m/s ist, ist diese ohne 
ein spezifisches Ziel gestellt [28]. Dadurch kann der Lernende beim Lösen dieser Aufgabe auf 
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sein bereits gespeichertes Wissen zurückgreifen [28]. Der Zielfreiheitseffekt umgeht die 
Anwendung des Randomness as genesis Prinzips und reduziert durch die Verwendung von bereits 
gespeicherten Schemata bei der Lösung einer Aufgabe die lernirrelevante kognitive Belastung, 
was wiederrum freie Kapazität im Arbeitsgedächtnis zur Folge hat.  
Ein weiter Effekt der eine hohe Belastung allein durch das Instruktionsdesign verursacht ist der 
Modalitätseffekt [28]. Das Arbeitsgedächtnis nimmt wie in Kapitel 3.1.1 beschrieben 
Informationen über zwei verschiedene Kanäle auf. Zum einen über den visuell-räumlichen Kanal 
und zum anderen über den auditiven Kanal [28]. Diese Unterteilung der Informationen kann 
genutzt werden, um die lernirrelevante Belastung durch das Trennen der Instruktionen in 
auditive und räumlich-visuelle zu reduzieren. So kann der Prozess des Vokabellernens zum 
Beispiel dadurch gefördert werden dass die Vokabeln dem Lernenden zum einen visuell gezeigt 
werden und zum anderen vorgesprochen werden. Hierbei wird durch die Verwendung beider 
Kanäle der Extraneous Load verringert.  
Eine weitere Möglichkeit die Aufmerksamkeit des Lernenden nur auf die wesentlichen 
Informationen zu lenken und damit zur Erhöhung der lernrelevanten Belastung beizutragen ist 
ein Design ohne redundante Informationen. Als redundante Informationen versteht man in 
diesem Zusammenhang ein Lernmaterial, das aus zwei integrierten Quellen besteht, die aber die 
gleichen Informationen enthalten [29]. Somit ist eine der beiden Quellen redundant, da sie keinen 
Mehrwert für die Wissensbildung liefert, sondern vielmehr eine hohe lernirrelevante Belastung 
durch das Verarbeiten beider Quellen verursacht und den Lernprozess hemmt [28]. Da jede 
Quelle an sich bereits isoliert Verstanden werden kann, ist die Darstellung beide Quellen in einer 
integrierten Abbildung wertlos für die Wissensbildung [29]. Abbildung 27 zeigt eine solche 
Abbildung. 
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Die Abbildung besteht aus zwei miteinander verbundenen Quellen. Da die Grafik an sich 
allerdings schon alle relevanten Informationen zum Verstehen des 
Informationsverarbeitungsprozesses im Arbeitsgedächtnis liefert ist die geschriebene Erklärung 
redundant. Beim Bearbeiten solcher Aufgaben entsteht eine hohe lernirrelevante Belastung da 
beide Informationsquellen durch die integrierte Darstellung vom Lernenden bearbeitet werden 
und erst nach der Verarbeitung aller Informationen im Arbeitsgedächtnis die doppelten 
Informationen gelöscht werden [28]. Das Bearbeiten der zweiten Quelle ist dabei aber 
überflüssig, da die erste Quelle schon alle wichtigen Informationen verständlich vermittelt. Da 
integrierte Quellen jedoch nur schwer ignoriert werden können, sollte beim Instruktionsdesign 
darauf geachtet werden dass bei redundanten Quellen entweder eine komplett weglassen wird 
oder beide getrennt voneinander darstellen werden [28]. 
Das Design von Instruktion unter Berücksichtigung der oben beschriebenen Effekte führt dazu, 
dass die lernirrelevante kognitive Belastung des Arbeitsgedächtnisses reduziert wird. Eine 
Reduktion des Extraneous Loads führt darüber hinaus zu freier Kapazität des 
Arbeitsgedächtnisses. Diese freie Kapazität des Arbeitsgedächtnisses kann dann für den Germane 
Load genutzt werden. Durch den entstehenden hohen Germane Load wird die Konstruktion von 
Schemata und damit die Wissensanreicherung durch das Lernmaterial erheblich gesteigert wenn 
die Instruktionen der Lernaufgaben in einer Art und Weise aufgebaut sind, die den Extraneous 
Load verringern. 
Mit dem Basiswissen der Cognitive Load Theorie und der natürlichen Informationsverarbeitung 
von Informationen im menschlichen Gehirn wird im nächsten Kapitel die in Kapitel 2 
dargestellten Prozesssprachen kritisch betrachtet. Dabei liegt der Fokus auf dem Erstellen eines 
Aufnahme der 
Informationen und 
Einstufung der Wichtigkeit 
Verarbeitung, 
Organisieren, Bildung oder 
Veränderung von 
Schemata 
Auditive Information 
Räumlich – visuelle 
Informationen 
Löschung unwichtiger 
Informationen 
Löschung veralteter 
Informationen 
Transfer wichtiger 
Informationen 
Abb. 27: Beispiel Redundanzeffekt 
•  Zuerst werden die Informationen entweder 
durch den auditiven oder räumlich-visuellen 
Kanal vom Arbeitsgedächtnis aufgenommen.  
•  Danach stuft das Arbeitsgedächtnis die 
aufgenommenen Informationen nach Wichtigkeit 
ein. 
•   Unwichtige Informationen werden sofort 
gelöscht, wichtige Informationen werden weiter 
verarbeitet. Zunächst organisiert das 
Arbeitsgedächtnis diese Informationen nach 
Themengebiet und fügt sie entweder zu bereits 
bestehenden Schemata hinzu oder Konstruiert 
neue Schemata.  
•  Veraltete Informationen werden gelöscht. 
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Instruktionsdesigns welches bei Novizen den Extraneous Load beim Lernen und Verstehen von 
Prozessmodellen reduziert. Abschließend wird die Themenfrage wie ein optimales Prozessmodell 
aufgebaut sein sollte, welches die engen Kapazitätsgrenzen des Arbeitsgedächtnisses nicht 
überschreitet. 
 
4. Kognitive Effekte von Prozessmodellen 
Im Business Process Management nimmt die Prozessmodellierung eine essentielle Rolle ein [9]. 
Mit der Modellierung eines Prozesses wird das Ziel verfolgt alle Prozesselemente visuell 
darzustellen und damit eine klare und transparente Kommunikation zwischen den beteiligten 
Personen zu ermöglichen [48]. Darüber hinaus dient die Modellierung des Soll-Prozesses zur 
Überprüfung der Prozesskette auf Fehler und gegebenenfalls Korrektur des Prozesses [49]. Das 
ist von zentraler Bedeutung, da so Prozesse fehlerfrei implementiert werden und Projekte 
erfolgreich ablaufen. Zur Überprüfung einer Prozesskette auf mögliche Fehlerstellen muss der 
Prozess von allen beteiligten Personen im Detail verstanden werden [50]. Prozessverständlichkeit 
ist in diesem Zusammenhang der Grad zu welchem Informationen im Prozessmodell enthalten 
sind und einfach vom Leser des Modells in der Art und Weise aufgenommen werden können, 
dass sie die Prozesselemente und ihre Zusammenhänge erklären können [50, 51]. Die 
Verständlichkeit eines Prozessmodells kann somit am Aufwand den ein Individuum aufbringen 
muss, um alle Informationen des Modells zu verarbeiten und interpretieren zu können, gemessen 
werden [51]. Ob ein Modell effektiv und effizient ist hängt damit von der Prozessverständlichkeit 
ab. Die Prozessverständlichkeit wiederrum wird durch die visuelle Darstellung der Informationen 
determiniert. Der Prozess des Verstehens von Informationen löst wie in Kapitel 3 aufgezeigt eine 
kognitive Belastung aus. Kritisch wird diese kognitive Belastung, wenn sie die engen 
Kapazitätsgrenzen des Arbeitsgedächtnisses überschreitet [52]. Ein Überschreiten der Grenzen 
führt zu einem kompletten Verlust der aufgenommenen Informationen. Dies hat zur Folge, dass 
ein Individuum erneut die Informationen aus dem Modell lesen muss, um diese anschließend 
Schritt für Schritt zu verarbeiten. Dies ist zum einen sehr zeitaufwendig und zum anderen nur 
unter hohem kognitiven Aufwand möglich [52]. Die Kapazitätsgrenzen des Arbeitsgedächtnisses 
nehmen jedoch nur bei Novizen eine kritische Rolle im Lernprozess ein. Da Experten bereits 
Schemata auf dem zu lernenden Gebiet gebildet haben, können sie ohne hohe kognitive 
Belastung Informationen schneller und einfacher verstehen. Nach der von Sweller et al. 
definierten Cognitive Load Theorie können Instruktionen allerdings in einer Art und Weise 
gestaltet werden, sodass sie die Schemabildung bei Novizen fördern und damit den Extraneus 
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Load reduzieren. Dies hat zur Folge, dass das Lernmaterial einfacher zu verstehen ist und das 
Risiko einer Überlastung des Arbeitsgedächtnisses gesenkt wird [51]. Da primär Novizen dazu 
neigen einen hohen Extraneous Load durch das Lernmaterial bzw. Modell zu erfahren, wird in der 
folgenden Analyse auf diese Gruppe fokussiert. Dieses theoretische Wissen lässt die Hypothese 
zu, dass ein gutes Prozessmodell einen geringen Extraneous Load bei den Lesern auslösen sollte 
[53]. Dies hat zur Folge, dass dieses Modell nicht nur von Fachexperten sondern auch von 
Novizen gut verstanden wird und sie die Beziehungen der Elemente tief durchdringen können 
[54]. Diese wissenschaftliche Arbeit hat zum Ziel zu analysieren mit welcher Notation 
Prozessmodell am effektivsten und effizientesten in Bezug auf die hervorgerufene kognitive 
Belastung modelliert werden sollten, sodass sowohl Fachexperten als auch Novizen die Modelle 
ohne Probleme verstehen und analysieren können. Eine Notation ist in diesem Zusammenhang 
ein Set aus grafischen Symbolen, aus Regeln zur Modellierung (Syntax) und aus Definitionen 
über die Bedeutung jedes einzelnen Symbols (Semantik) [55]. Jede Prozesssprache hat ihre eigene 
Notation. Zur ausführlichen Analyse der kognitiven Belastung der verschiedenen 
Prozesssprachen wird davon ausgegangen, dass identische Modelle in jeder Sprache modelliert 
sind. Dies führt dazu, dass der Intrinsic Load für alle Notationen der gleiche ist. Dies ermöglicht es 
den zu reduzierenden Extraneous Load und damit die Verständlichkeit der Notationen zu 
erforschen [56]. Zur genauen Studie werden 5 Analysekriterien definiert [48, 50, 56].  
 
1. Semiotische Verständlichkeit: 
Die Elemente der Prozesssprache sollten eine eins-zu-eins Beziehung zu der 
semantischen Bedeutung und der grafischen Darstellung haben.  
 
2. Wahrnehmbare Unterschiedlichkeit: 
Die einzelnen Elemente und Symbole sollten visuell klar voneinander 
unterscheidbar sein. 
 
3. Visuelle Ausdruckskraft: 
Große Auswahl an visuellen Variablen. 
 
4. Doppelte Kodierung: 
Visuelle Kombination von grafischer und textueller Präsentation der 
Informationen. 
 
 53 
5. Semantische Transparenz: 
Die grafische Darstellung vermittelt bereits die Bedeutung des Symbols. 
 
Nachfolgend werden die Notationen von Petri Netzten, EPKs und BPMN Modellen ausführlich 
nach den 5 Kriterien kritisch betrachtet.  
 
 
4.1 Semiotische Verständlichkeit 
Das Kriterium der semiotischen Verständlichkeit unterliegt der Bedeutsamkeit, dass die grafische 
Darstellung der Symbole einer Notation eine enge Verbindung zu der semantischen Bedeutung 
der Symbole hat [56]. Die Elemente einer guten Notation weisen eine eins-zu-eins Beziehung von 
semantischer Bedeutung zu visueller Darstellung auf [48]. Dabei sollte darauf geachtet werden, 
dass Unregelmäßigkeiten wie Redundanzen (mehrere Symbole repräsentieren ein und dieselbe 
Bedeutung), Überladung (ein Symbol repräsentiert mehr als eine Bedeutung bzw. Funktion), 
Defizit (eine Bedeutung ist von keinem einzigen Symbol repräsentiert) oder ein Überschuss (ein 
Symbol hat keine semantische Bedeutung) vermieden werden [48, 56]. Abbildung 28 verdeutlicht 
diese Bedingungen.  
 
 
 
Visuelle Symbole Semantische Bedeutung 
B1 
B2 
B3 
B4 ? 
? 
Defizit 
Redundanz 
Überschuss 
Überladung 
Abb. 28: Unregelmäßigkeiten semiotische Verständlichkeit  
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Diese Unregelmäßigkeiten führen zu einem hohen Extraneous Load, da der Leser einen höheren 
kognitiven Aufwand erbringen muss, um die Informationen dieser Symbole zu verstehen. Ein 
Berücksichtigen der semiotischen Verständlichkeit in der Notation maximiert durch die 
Eliminierung von Symboldefiziten die Ausdruckskraft der Notation, erhöht die Genauigkeit 
durch das Vermeiden einer Überladung der Symbole und verringert die Anzahl der Symbole 
durch die Reduktion von redundanten Symbolen [48]. Tabelle 6 stellt die Basissymbole von Petri 
Netzten, EPKs und BPMN Notation dar. 
 
 
 
Betrachtet man die Notation von Petri Netzen unter den oben genannten Unregelmäßigkeiten so 
zeigt sich, dass das Kreissymbol, welches in der Notation als Stelle bezeichnet wird, die 
semantische Bedeutung Start-, End- und Zwischenzustand annehmen kann. Dies stellt eine klare 
Symbolüberladung dar. Diese Überladung führt dazu, dass es für den Lernenden schwer ist nur 
anhand des Kreissymbols zu erkennen welche Rolle das Ereignis annimmt. Hierbei wird die 
semantische Bedeutung erst beim Betrachten des Symbols im Kontext der kompletten 
Prozesskette. Startzustände haben keinen eingehenden Pfeil und nur einen ausgehenden. 
Endzustände besitzen einen eingehenden Pfeil und keinen ausgehenden. Zwischenzustände 
schließlich haben immer genau einen eingehenden und genau einen ausgehenden Pfeil. Darüber 
hinaus weist die Notation der Petri Netze im Vergleich mit der Notation von EPK und BPMN 
einige Symboldefizite auf. Es gibt kein visuelles Symbol für die semantische Bedeutung eines OR 
Konnektors. Der Kontrollfluss kann im Petri Netz nur in parallele Flüsse aufgeteilt oder durch 
Symbol Petri Netz EPK BPMN 
Startereignis/-zustand 
Endereignis/-zustand 
Zwischenereignis/-zustand 
Aufgabe 
AND 
OR 
XOR 
Beziehung 
Datenobjekt 
IT System 
Ungespeichertes
Diagramm
Po
ol
La
ne
La
ne
Tabelle 6: Vergleich Basiselemente Petri Netz, EPK und BPMN 
2
1
1
1
1
1
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eine entweder/oder Entscheidung getrennt werden. Ein weiteres Defizit liegt in der visuellen 
Darstellung von Datenobjekten und IT Systemen. Diese beiden Bedeutungen werden im Petri 
Netz durch kein Symbol dargestellt. Das hat zur Folge, dass zusätzliche Informationen nicht im 
Modell visuell dargestellt werden können. Zum einen löst die Überladung der Symbole einen 
hohen Extraneous Load aus da der Lernende viel kognitiven Aufwand aufbringen muss um die 
Bedeutung des Symbols zu verstehen. Zum anderen löst das Defizit in den Symbolen eine 
zusätzliche lernirrelevante kognitive Belastung aus, da diese Informationen nicht im Modell 
integriert dargestellt werden können, sondern vielmehr in einer zusätzlichen Quelle. Gemäß der 
Cognitive Load Theorie löst das Verwenden von zwei aufeinander referenzierenden Quellen einen 
hohen Extraneous Load beim Lernenden aus. Die Informationen der einen Quelle müssen im 
Gedächtnis in die andere Quelle integriert werden, um die Informationen zu verstehen. Dadurch 
müssen simultan die Informationen aus beiden Quellen im Arbeitsgedächtnis gehalten werden, 
was schnell zu einer Überschreitung der Kapazitätsgrenze des Arbeitsgedächtnisses führen kann. 
Eine durch Extraneous Load hervorgerufene Belastung des Arbeitsgedächtnisses sollte jedoch 
gemäß der Cognitive Load Theorie möglichst vermieden werden, da dadurch weniger Kapazität für 
den Prozess der Wissensbildung und damit dem tiefen Verständnis der aufgenommen 
Informationen frei bleibt und somit das Modell für den Lernenden nur sehr schwer zu verstehen 
ist. Diese Ergebnisse lassen vermuten, dass die Notation des Petri Netzes im Blick auf die 
semiotische Verständlichkeit durch den hohen ausgelösten Extraneous Load nur schwer für den 
Lernenden verständlich ist.  
Die Analyse der in Tabelle 6 Dargestellten Notation der EPK Prozesssprache auf die Kriterien 
Symboldefizit, Symbolredundanz, Symbolüberladung und Symbolüberschuss zeigt, dass das 
Symbol Hexagon eine Symbolüberladung darstellt. Ein Hexagon nimmt in der Notation die 
semantische Bedeutung eines Start-, Zwischen- und Endereignis an. Der Lernende kann dabei 
nur durch das Symbol die semantische Bedeutung nicht verstehen. Vielmehr muss er die gesamte 
Prozesskette betrachten und analysieren. Ein Startereignis hat nur einen ausgehenden Pfeil und 
keinen eingehenden. Ein Zwischenereignis hat sowohl einen eigehenden als auch einen 
ausgehenden Pfeil. Und ein Endereignis hat einen eingehenden und keinen ausgehenden Pfeil. 
Dies hat zur Folge, dass der Lernende viele Informationen gleichzeitig aufnehmen muss, um die 
semantische Bedeutung des Symbols zu verstehen. Dadurch wird auch durch diese Notation ein 
Extraneous Load hervorgerufen. Dieser hemmt wiederrum das Verstehen des gesamten 
Prozessmodells, da wenig Kapazität für den Germane Load und damit zur Wissensbildung frei 
bleibt. Dies lässt die Hypothese zu, dass auch die Notation der EPK eine schlechte 
Prozessverständlichkeit in dem Punkt der semiotischen Verständlichkeit aufweist.  
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Die Auswertung des BPMN Notation ergibt, dass in dieser Prozesssprache eine perfekte 
semiotische Verständlichkeit existiert. Jedes Symbol weist eine eins-zu-eins Beziehung zu der 
semantischen Bedeutung auf. Dies bedeutet, dass hier kein Extraneous Load durch die Verletzung 
der semiotischen Verständlichkeit verursacht wird.  
Durch die kritische Betrachtung der drei Notationen im Blick auf ihre semiotische 
Verständlichkeit lassen die Vermutung zu, dass Petri Netze die höchste lernirrelevante kognitive 
Belastung hervorrufen, gefolgt von EPK und BPMN. Diese Hypothese wird von den 
Ergebnissen der von Figl et al. durchgeführten Studie bestätigt [56]. Sie untersuchten in ihrer 
Studie den Einfluss der semiotischen Klarheit der Notationen EPK und BPMN auf die kognitive 
Belastung, welche die Teilnehmer beim Verstehen der unterschiedlichen Modelle wahrnahmen. 
Die Belastung wurde dabei durch die Quote der richtigen Beantwortung von Verständnisfragen 
gemessen. Die Ergebnisse zeigten einen signifikant negativen Zusammenhang von geringer 
semiotischer Klarheit und kognitiver Belastung. Je weniger die Notation das Prinzip der 
semiotischen Klarheit erfüllte, desto höher war der Extraneous Load. 
 
 
4.2 Wahrnehmbare Unterscheidbarkeit 
Die wahrnehmbare Unterscheidbarkeit analysiert die Notation im Hinblick auf die Leichtigkeit und 
Genauigkeit mit der die einzelnen Symbole voneinander unterschieden werden können [48, 56]. 
Die Unterscheidbarkeit ist definiert als die Distanz zwischen den Symbolen und den visuellen 
Variablen wie Größe, Farbe und Form der einzelnen Symbole [56]. Je größer die wahrnehmbare 
Unterscheidbarkeit der Symbole einer Notation ist, desto schneller und genauer können die 
Symbole vom Lernenden aufgenommen und verstanden werden [48, 57]. Eine geringe 
Unterscheidbarkeit kann zum Missverstehen der Informationen führen. Tabelle 6 stellt alle 
Symbole zur Analyse dar. 
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Eine Analyse der Konnektoren Symbole der Petri Netzt Notation auf wahrnehmbare 
Unentscheidbarkeit zeigt, dass es bei dieser Notation gar keine wahrnehmbare 
Unterscheidbarkeit der Konnektoren gibt. Sowohl der AND als auch der OR Konnektor werden 
durch eine Transition mit einem eingehenden und zwei ausgehenden Pfeilen dargestellt. Sie 
unterscheiden sich lediglich in der Gewichtung der Pfeile. Welche Rolle der Konnektor jedoch 
damit annimmt kann der Lernende nur verstehen, wenn er die Schaltregeln und Beispiele aus 
Abbildung 29 kennt.  
 
Symbol Petri Netz EPK BPMN 
Startereignis/-zustand 
Endereignis/-zustand 
Zwischenereignis/-zustand 
Aufgabe 
AND 
OR 
XOR 
Beziehung 
Datenobjekt 
IT System 
Ungespeichertes
Diagramm
Po
ol
La
ne
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ne
Tabelle 6: Vergleich Basiselemente Petri Netz, EPK und BPMN 
2
1
1
1
1
1
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Zusätzlich zum Wissen dieser Regeln muss der Lernende den Konnektor mit den Token 
gedanklich ausführen. Dieses gedankliche Ausführen löst dabei einen sehr hohen Extraneous Load 
aus, da der Lernende mehrere Informationen gleichzeitig im Gedächtnis halten und diese 
ineinander integrieren muss. Durch das alleinige Betrachten der Symbole ist es sehr schwer diese 
zu unterscheiden. Darüber hinaus weisen auch die Symbole des Start-, Zwischen- und 
Endzustand keine wahrnehmbaren Unterschiede auf und können nur im Kontext der 
Prozesskette voneinander unterschieden werden. Diese geringe wahrnehmbare 
Unterscheidbarkeit der Symbole führt gemäß der Cognitive Load Theorie zu einer hohen 
lernirrelevanten kognitiven Belastung. Dieser hohe Extraneous Load reduziert wiederrum die 
Prozessverständlichkeit.  
t1 
s1 
s2 
s3 
Abb. 29 : Beispiele Kontrollfluss Petri Netz   
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Bei Betrachtung der Gestaltung der Konnektoren in der EPK Notation zeigt sich, dass alle durch 
das gleiche Kreissymbol dargestellt werden. Allerdings unterscheiden sich die Kreise durch die 
Beschriftung. Hier ist jedoch kritisch zu betrachten, dass die Beschriftung des OR Konnektors 
die um 190 Grad gedrehte Beschriftung des AND Konnektors ist. Dadurch sind die 
Konnektoren schwach voneinander unterscheidbar. Auch hier sollte dem Lernenden die Regeln 
zur Verwendung von Konnektoren, welche ausführlich in Abbildung 30 dargestellt sind, erklärt 
werden.  
 
Ohne das Wissen dieser Regeln ist es schwer die richtige Verwendung der Konnektoren zu 
beurteilen. Darüber hinaus sind auch die Symbole der Ereignisse nicht unterscheidbar. Für alle 
Ereignisse (Start-, Zwischen-, Endereignis) wird ein Hexagon verwendet. Dies löst einen hohen 
Extraneous Load aus.  
Die Untersuchung der Symbole der BPMN Notation auf wahrnehmbare Unterscheidbarkeit 
zeigt, dass auch in dieser Notation die Darstellung der Konnektoren eine Schwachstelle darstellt. 
Alle drei Konnektoren werden durch Rauten visuell präsentiert. Jedoch hat auch in dieser 
Notation jeder Konnektor eine andere Beschriftung. Hierbei wird der AND Konnektor durch 
ein Plus gekennzeichnet und der XOR Konnektor durch ein X. Wie in Tabelle 6 zu sehen sind 
Abb. 30 Mögliche Kontrollflüsse durch Konnektoren 
AND	 XOR	 OR	
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jedoch das Plus und das X nur schwer voneinander visuell zu unterscheiden. Dies kann zu einer 
Fehlinterpretation des Konnektors durch den Lernenden führen. Darüber hinaus wird durch das 
schwere Erkennen des Unterschiedes zwischen den beiden Konnektoren ein Extraneous Load 
ausgelöst. Die Analyse der Symbole für die Darstellung von Ereignissen in BPMN ergibt dass 
diese eine hohe wahrnehmbare Unterscheidbarkeit aufweisen. So wird ein Startereignis mit einem 
dünn linierten Kreis präsentiert wird. Ein Endereignis wird hingegen mit einem dick linierten 
Kreis verdeutlicht. Ein Zwischenereignis ist durch einen doppelten Kreis zu erkennen.  
Eine Beurteilung des Extraneous Loads der drei Notationen im Hinblick auf die wahrnehmbare 
Unterscheidbarkeit zeigt, dass bei diesem Kriterium die lernirrelevante kognitive Belastung 
sowohl bei der Petri Netz Notation als auch bei der EPK Notation hoch ist. BPMN weist eine 
geringe kognitive Belastung auf, da die Symbole eine hohe wahrnehmbare Unterscheidbarkeit 
aufweisen. Zudem wird deutlich, dass die BPMN Notation die einzige Notation ist, die ihre 
Ereignisse visuell unterschiedlich darstellt. Dadurch ist es für den Lernenden leicht alleine durch 
das Symbol zu erkennen und welche Bedeutung das Ereignis hat. Es bedarf keiner Betrachtung 
der gesamten Prozesskette. Dies hat zur Folge, dass kein Extraneous Load ausgelöst wird. 
Diese Ergebnisse werden von der Studie von Figl et al. bestätigt [56]. Die Resultate zeigten einen 
signifikant negativen Einfluss einer geringen wahrnehmbaren Unterscheidbarkeit der Notation 
auf die kognitive Belastung. Zudem bekräftigten die Ergebnisse die Vermutung, dass EPKs eine 
höhere kognitive Belastung durch ihre schlechte Unterscheidbarkeit der einzelnen Symbole 
verursachen. BPMN hingegen wurde von den Teilnehmern im Vergleich zu EPKs als einfacher 
wahrgenommen. Auch die Studie von Petrusel et al. ist konsistent mit diesen Ergebnissen [54]. 
Die Resultate ihres Eye Tracking Experiments zeigen, dass die Probanden vor allem mit dem 
Verstehen der Konnektoren Probleme haben und diese oft und lange anschauten [54]. Dies ist im 
Einklang mit den Resultaten des Eye Tracking Experiments von Zimoch et al. [58]. Die 
Auswertung der Augenbewegung der Probanden beim Lesen von Prozessmodellen zeigte auch 
hier einen signifikant negativen Einfluss der Konnektoren auf das Verstehen des Modells. 
Probanden verbrachten dabei signifikant mehr Zeit mit den Konnektoren als mit anderen 
Elementen [58]. Zudem zeigten die Ergebnisse, dass die Probanden eine höhere Zeit bei den 
XOR Konnektoren aufwendeten als bei den AND Konnektoren. Dies bestätigt die Hypothese, 
dass die Bedeutung von Konnektoren nur unter hohem kognitiven Aufwand zu verstehen sind. 
Die geringe Unterscheidbarkeit und die sehr geringe semantische Transparenz der Konnektoren 
scheinen hierbei die primäre Ursache der schlechten Verständlichkeit dieser Symbole zu sein. 
Diese Hypothese ist konsistent mit den Ergebnissen der formalen Analyse gemäß der Cognitive 
Load Theorie. Durch die geringe Unterscheidbarkeit der Konnektoren wird ein sehr hoher 
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Extraneous Load beim Lernenden ausgelöst. Dadurch wird die freie Kapazität für den Germane 
Load reduziert, welche für die Wissensbildung und das Verstehen der Informationen wichtig ist. 
 
 
4.3 Visuelle Ausdruckskraft 
Visuelle Ausdruckskraft ist dadurch definiert, dass die Notation eine große Auswahl an visuellen 
Variablen zur Verfügung stellt [56]. Eine hohe visuelle Ausdruckskraft verringert den Extraneous 
Load, da für jede semantische Bedeutung nur ein Symbol verwendet wird. Zudem weist eine 
Notation mit einer hohen visuellen Ausdruckskraft eine hohe semiotische Verständlichkeit auf.  
Die Notation von Petri Netzen besteht nur aus den vier Basiselementen. Dahingegen weist die 
EPK Notation neben den Basiselementen noch einige zusätzliche Elemente auf, die es 
ermöglichen Prozessmodelle mit mehr Informationen zu modellieren. Die größte visuelle 
Ausdruckskraft hat jedoch die BPMN Notation. Diese Ergebnisse stimmen mit den Resultaten 
der Analyse der Notationen auf semiotische Verständlichkeit überein.  
 
4.4 Doppelte Kodierung 
Unter der doppelten Kodierung versteht man das simultane Verwenden von textuellen und visuellen 
Symbolen. Dies basiert auf den Ergebnissen der Cognitive load Theorie, die besagen, dass 
Individuen Informationen besser aufnehmen, wenn textuelle Beschriftungen und visuelle 
Symbole in einer Grafik integriert sind [56].  
Eine Analyse der Notationen zeigt, dass alle drei dieses Prinzip bei den Aufgaben verfolgen. 
EPKs und Petri Netze weisen darüber hinaus eine Beschriftung der Ereignisse auf. In 
Übereinstimmung mit der Cognitive Load Theorie reduziert eine im Modell integrierte 
Beschriftung der Symbole den Extraneous Load. Dadurch erhöht eine doppelte Kodierung die 
Verständlichkeit des Prozessmodells. Unter kritischer Betrachtung dieses Kriteriums zeigt sich, 
dass EPKs und Petri Netzte den geringsten Extraneous Load verursachen, da sowohl Ereignisse 
als auch Aufgaben beschriftet werden. BPMN löst jedoch einen hohen Extraneous Load aus, da 
nur Aufgaben eine klare Beschriftung aufweisen und alle anderen Symbole nicht. Die Ergebnisse 
dieser Analyse sind konsistent mit den Ergebnissen von Ottensooser et al. [59]. Die Verwendung 
der textuellen Beschriftung innerhalb der grafischen Darstellung reduzierte die kognitive 
Belastung und erhöht die Verständlichkeit des Prozessmodells [59].  
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4.5 Semantische Transparenz 
Die semantische Transparenz einer Notation erlaubt eine einfache Verknüpfung der grafischen 
Darstellung mit der Bedeutung des Symbols [48, 56]. Durch die Integration der Bedeutung in das 
Symbol wird die kognitive Belastung beim Lernenden reduziert, da die Bedeutung entweder 
direkt erkannt wird oder leicht zu lernen ist [48]. Die semantische Transparenz stellt somit das 
intuitive Verstehen der Notation dar. Unter intuitivem Verstehen ist das unmittelbare Verstehen 
von Objekten ohne der Vermittlung von Vorwissen definiert [60].  
Alle Symbole der drei Notationen nehmen sehr abstrakte Formen an und weisen keine 
semantische Transparenz auf. So gibt es keinen logischen Sinn, dass Ereignisse/Zustände als 
Kreis oder Hexagon dargestellt werden und Aufgaben als Rechtecke. Auch die zusätzlichen 
Objekte der EPK Notation wie in Abbildung 31 zu sehen sind sehr abstrakt modelliert und 
weisen keinerlei Verknüpfung zu ihrer Bedeutung auf. 
 
 
Allein durch das Symbol lässt sich hier z.B. nicht die Bedeutung eines IT Systems oder 
Datenobjekts erkennen. Die Darstellung der zusätzlichen Elemente in der BPMN Notation 
hingegen weisen teilweise eine semantische Transparenz auf. Abbildung 32 illustriert diese 
Elemente. 
 
Organisation Rolle IT System Daten Objekt 
Prozessschnittstelle Zuordnung 
Abb. 31: Zusätzliche Modellierungselemente EPK 
Quelle: eigene Darstellung in Anlehnung an Signavio 
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Die Darstellung eines IT Systems mit dem Symbol eines Computers lässt den Lernenden sofort 
die Bedeutung des Symbols erkenne. Auch die Darstellungen der Datenobjekte und 
Datenspeicher weisen eine hohe semantische Transparenz auf. Ebenso stellt das Symbol einer 
Nachricht als Brief eine hohe semantische Transparenz dar. Die Illustration einer Gruppe sowie 
einer Textanmerkung sind jedoch sehr abstrakt und lassen keine Rückschlüsse auf ihre 
Bedeutung zu. Darüber hinaus ist die BPMN Notation die einzige der drei verglichenen 
Notationen, welche die Bedeutung der Ergebnisse im Symbol integriert. Abbildung 33 zeigt die 
Ausprägungen der Ereignisse in der BPMN Prozesssprache.  
 
 
Datenobjekt IT System Datenspeicher 
Nachricht Gruppe Text Anmerkung 
Abb. 32: Zusätzliche Objekte BPMN 
Quelle: eigene Darstellung in Anlehnung an Signavio 
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Durch die Integration von zusätzlichen Symbolen in das Kreissymbol der Ereignisse wird die 
Bedeutung der einzelnen Symbole semantisch transparent. So kann der Lernende beim 
Betrachten des Nachrichtenereignisses sofort erkennen, dass bei diesem Ereignis eine Nachricht 
involviert ist. Jedoch sind nicht alle Symbole optimal dargestellt. Das Symbol für Regeln oder 
Mehrfach ist sehr abstrakt und lässt keine Rückschlüsse auf die Bedeutung zu.  
Die Analyse der semantischen Transparenz der drei Notationen verdeutlicht, dass die Symbole 
der Petri Netz Notation keine semantische Transparent aufweisen. Dies hat zur Folge, dass das 
Verstehen der Symbole schwerfällt. Auch die Symbole der EPK Notation sind sehr abstrakt 
modelliert und weisen keine Verbindung zu ihrer Bedeutung auf. Jedoch weist die Notation 
BPMN teilweise eine semantische Transparenz auf. Viele Symbole haben eine direkte 
Verknüpfung zu ihrem Inhalt. Da jedoch nicht alle diese Verknüpfung aufweisen hat die 
Notation hier eine Schwachstelle. Diese abstrakte Modellierung löst gemäß der Cognitive Load 
Theorie einen hohen Extraneous Load aus, da die Bedeutung der Symbole nicht durch das Symbol 
allein verstanden werden kann, sondern vielmehr eine zweite Quelle die Bedeutung der Symbole 
erklären muss. Das hin und her Springen zwischen den beiden Quellen macht das Verstehen des 
gesamten Prozessmodells mühsam und sehr zeitaufwändig. Eine Nichteinhaltung der 
semantischen Transparenz verletzt zudem den Redundanzeffekt, welcher laut der Cognitive Load 
Theorie eine Ursache für einen hohen Extraneous Load ist. 
 
 Petri Netz EPK BPMN 
Semiotische Verständlichkeit hoch mittel niedrig 
Wahrnehmbare Unterschiedlichkeit hoch hoch mittel 
Visuelle Ausdruckskraft hoch niedrig niedrig 
Doppelte Kodierung niedrig niedrig mittel 
Semantische Transparenz hoch hoch mittel 
Tabelle 7: Kognitive Effekte der Notationen Petri Netz, EPK und BPMN 
 
Nachricht Regel Fehler Mehrfach Timer 
Abb. 33: Ausprägungen Ereignisse BPMN  
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4.6 Semantische Korrektheit 
Neben den fünf beschriebenen Kriterien kann auch eine Verletzung der semantischen Korrektheit bei 
der Modellierung von Prozessmodellen eine kognitive Belastung beim Lernenden auslösen. Unter 
semantischer Korrektheit versteht man in diesem Zusammenhang die richtige Verwendung von 
Konnektoren in der Prozesskette [61]. Da jeder Prozess genau einen Start- und einen Endpunkt 
hat, müssen Kontrollflüsse nachdem sie durch einen Konnektor getrennt wurden auch wieder 
zusammengeführt werden [57]. Ein AND Konnektor z.B. trennt die Prozesskette in zwei parallel 
ablaufende Pfade. Da diese Aktivitäten simultan ablaufen und der weitere Prozess erst nach 
erfolgreichem Beenden von beiden fortgeführt werden kann, muss nach Abschluss dieser 
Aufgaben in der Prozesskette wieder ein AND Konnektor stehen, welcher beide Pfade 
zusammenführt [61]. Dieser AND Konnektor löst erst dann die nachfolgenden Ereignisse aus, 
wenn beide Pfade ausgeführt wurden. Simultan verhält es sich bei XOR oder OR Konnektoren, 
auch hier muss nach der Trennung des Kontrollflusses der gleiche Konnektor stehen. Durch die 
Verschmelzung der durch einen XOR Konnektor getrennten Pfade, wird sichergestellt, dass die 
nächsten Aktivitäten erst ausgeführt werden, wenn nur einer der beiden Pfade ausgeführt wurde 
[61]. Eine Nichteinhaltung dieser semantischen Korrektheit führt dazu, dass es zu einem Stopp 
im Prozess kommt oder Aktivitäten mehrmals ausgeführt werden. Diese Situationen werden als 
Deadlocks beschrieben [61]. Abbildung 35 zeigt zwei Beispiele von korrekt verwendeten 
Konnektoren und zwei Beispiele mit einem Deadlock in der Prozesskette.  
 
Ungespeichertes
Diagramm
Ungespeichertes
Diagramm
Ungespeichertes
Diagramm
Ungespeichertes
Diagramm
Richtige 
Verwendung 
Deadlock (A) 
Abb. 34: Fehlerhafte Verwendung von Konnektoren am Beispiel BPMN und EPK 
Mehrfache 
Exekution (B) 
A	
A	
B	
B	
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Wie in Abbildung 34 im Abschnitt Deadlock (A) im ersten Beispiel zu sehen, wird in den 
Modellen die Prozesskette einmal durch einen XOR Konnektor getrennt und mit einem AND 
Konnektor zusammengeführt. Dies hat zur Folge dass der Prozess an dieser Stelle stehen bleibt. 
Der XOR Konnektoren trennt mit einer entweder/oder Entscheidung den Prozess, d.h. nur 
einer der beiden Pfade wird durchlaufen. Anschließend werden in diesem Beispiel die Pfade mit 
einem AND Konnektor wieder zusammengeführt, welcher nur ausgelöst wird, wenn beide Pfade 
durchlaufen wurden. Dies hat zur Folge dass der AND Konnektor nie schaltet und alle 
nachstehenden Aktivitäten nicht ausgeführt werden. Somit kommt es zu einem Stopp im 
Prozess. Beispiel 2 im Abschnitt mehrfache Exekution (B) zeigt den umgekehrten Fall. Hier 
werden zwei durch einen AND Konnektor getrennten Pfade mit einem XOR Konnektor 
zusammengeführt. Dies hat zur Folge dass alle nachstehenden Aktivitäten doppelt ausgeführt 
werden, da der XOR Konnektor nur einen aktiven Pfad benötigt, um zu schalten. In diesem Fall 
gibt es allerdings zwei aktive Pfade. Nicht nur das falsche Verwenden von Konnektoren bei der 
Trennung und Zusammenführung der Prozesskette kann zu Fehlern im Prozess führen, sondern 
auch das Modellieren von Schleifen. Abbildung 35 stellt eine solche Schleife in der BPMN 
Sprache dar.  
 
 
Hier wird durch die zwei verbundenen AND Konnektoren immer wieder nach dem Ausführen 
der Entscheidungssituation zum einen alle nachgelagerten Aktivitäten ausgeführt und zum 
anderen wieder nach Vorne gesprungen und die Entscheidungssituation erneut ausgeführt. Dies 
hat zur Folge, dass eine endlose Schleife im Prozess entsteht, die nur manuell gestoppt werden 
kann. Sowohl Deadlocks als auch Schleifen stellen einen Fehler im Prozess dar und sollten daher 
vom Leser erkannt werden. Durch die ähnlichen Symbole der Konnektoren ist das Überprüfen 
der semantischen Korrektheit nur unter großem kognitiven Aufwand möglich. Dies lässt 
vermuten, dass ein Prozessmodell, welches Deadlocks und Schleifen beinhaltet, einen hohen 
Extraneous Load beim Lernenden auslöst. Diese Hypothese wird durch die Ergebnisse des Eye-
Tracking Experiments von Petrusel et al. bestätigt [54]. Sie dokumentierten wie lange die 
Probanden auf den jeweiligen Elementen eines komplex modellierten Modells verweilten. Zudem 
Abb. 35: Beispiel einer Schleife anhand von BPMN 
Deadlock_Schleife
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analysierten sie wie oft die Probanden zwischen den Elementen hin und her sprangen [54]. Die 
Ergebnisse zeigten, dass die Probanden insbesondere auf den Konnektoren lange mit ihren 
Augen verweilten. Zudem sprangen sie oft zwischen der Trennung/Entscheidung der 
Prozesskette und der nachgelagerten Verschmelzung der getrennten Pfade hin und her [54]. Dies 
bestätigt, dass eine Verletzung der semantischen Korrektheit zu einer hohen kognitiven 
Belastung führt. Daher sollte bei der Modellierung von Prozessen darauf geachtet werden, dass 
die semantische Korrektheit eingehalten wird und somit mögliche Fehlerquellen in der 
Prozesskette vermieden werden.  
 
 
4.7 Related Work 
Die formale Analyse der Notationen der drei Prozesssprachen hat ergeben, dass alle drei durch 
ihre Notation Extraneous Load bei den Lernenden auslösen. Ein Vergleich der Höhe der 
ausgelösten lernirrelevanten kognitiven Belastung auf das Arbeitsgedächtnis des Lernenden zeigt 
jedoch, dass vor allem Petri Netze eine äußerst hohe Belastung auslösen. EPKs lösen eine 
mittlere Belastung aus und BPMN Modelle schnitten in der Analyse am besten ab, da sie einen 
geringen Extraneous Load auslösen. Diese Ergebnisse sind konsistent mit der Studie von Figl et al. 
[56]. Die Studie untersuchte die kognitive Belastung auf die Lernenden welche durch das 
Verstehen eines Prozessmodells entsteht. Sie konfrontierten dazu 136 Probanden mit vier 
verschiedenen Prozesssprachen. Die Verständlichkeit der Modelle wurde hierbei durch das 
Auswerten von Verständnisfragen, welche die Probanden nach Betrachten des Modells 
beantworteten, gemessen. Die Resultate von EPK und BPMN zeigten, dass die BPMN Notation 
im Vergleich zu der EPK Notation eine geringere lernirrelevante kognitive Belastung auf die 
Probanden auslösen und die Quote der richtigen Beantwortung der Verständnisfragen am 
höchsten ist. Daneben bestätigten die Resultate, dass der durch die EPK Notation verursachte 
Extraneous Load primär durch die schlechte semiotische Klarheit und wahrnehmbare 
Unterscheidbarkeit ausgelöst wird. Ebenso zeigte die formale Analyse der drei Prozesssprachen, 
dass in allen drei Notationen die Darstellung der Konnektoren eine weitere Ursache des 
Extraneous Loads ist. Dies lässt vermuten, dass es durch die abstrakte und korrespondierende 
Darstellung der Symbole der Konnektoren für den Lernenden herausfordernd ist ihre Bedeutung 
zu verstehen. Diese Hypothese wird durch die Ergebnisse der Studie von Dikici et al. bestätigt 
[50]. Diese Resultate zeigten, dass die Anzahl der im Modell verwendeten Konnektoren sowie die 
Heterogenität dieser Konnektoren einen signifikanten Einfluss auf die Verständlichkeit der 
Prozessmodelle bei den Probanden hat [50]. Konnektorheterogenität bezeichnet das Ausmaß der 
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verschiedenen Typen von Konnektoren welche im Modell verwendet werden [50]. Die 
Ergebnisse offenbarten, dass es einen signifikanten Einfluss dieser beiden Kriterien auf die 
Verständlichkeit des Modells gibt. Eine hohe Anzahl an Konnektoren ist korreliert mit einer 
Reduktion der Prozessverständlichkeit. Eine geringe Heterogenität steht in Korrelation zu einem 
Anstieg der Verständlichkeit [50]. Statistische Studien haben diese Korrelation bestätigt. Die 
Komplexität des Kontrollflusses, die Anzahl an Konnektoren und die Heterogenität der 
Konnektoren haben Einfluss auf die Verständlichkeit des Prozessmodells. Ferner sind auch die 
Ergebnisse des Experiments von Petrusel et al. damit konsistent [54]. Sie dokumentierten in 
ihrem Experiment die Augenbewegungen der Probanden, welche mit Prozessmodellen 
konfrontiert wurden. Die Auswertung zeigte, dass die Probanden signifikant mehr Zeit mit dem 
Betrachten der Konnektoren verbrachten als mit den anderen Elementen der Prozesskette. Diese 
Resultate bestätigen, dass das Ausmaß der Verwendeten Konnektoren einen signifikant negativen 
Einfluss auf die Prozessverständlichkeit hat. Diese Ergebnisse stimmen ebenfalls mit der Cognitive 
Load Theorie überein. Konnektoren präsentieren in der Prozesskette Entscheidungen. Dabei 
trennen sie die Prozesskette in zwei parallele Kontrollflüsse oder verdeutlichen entweder/oder 
bzw. entweder/und Entscheidungen. Um diese Bedeutungen zu erkennen muss ein Vorwissen 
über die Symbole und ihre semantische Konzeption bestehen. Existiert dieses Vorwissen beim 
Lernenden nicht, wird ein sehr hoher Extraneous Load ausgelöst da zuerst die Form des Symbols 
aufgenommen werden und anschließend die Bedeutung nachgeschaut werden muss. 
Abschließend muss der Lernende die Bedeutung gedanklich in das vorliegende Prozessmodell 
integrieren, um den Verlauf der Prozesskette zu verstehen. Da hier die Symbole sehr ähnlich 
zueinander dargestellt sind, existiert nur eine geringe wahrnehmbare Unterscheidbarkeit, was zu 
einer zusätzlichen kognitiven Belastung führt. Daher sollte ein Prozessmodell mit möglichst 
wenig Konnektoren modelliert werden. Darüber hinaus sollte darauf geachtet werden, dass die 
Heterogenität der Konnektoren gering gehalten wird. Durch das Einhalten dieser Kriterien wird 
der Extraneous Load beim Lernenden reduziert und somit die Verständlichkeit erhöht. Dies hat 
zur Folge, dass auch Novizen leichter alle Informationen des Prozessmodells verstehen können. 
Neben der Notation und der Anzahl der Konnektoren zeigten diverse Studien, dass auch die 
Strukturiertheit eines Prozessmodells einen signifikant positiven Einfluss auf die Verständlichkeit 
des Prozessmodells hat [48, 50, 56, 58]. Unter Strukturiertheit ist der Umfang, in welchem das 
Prozessmodell dargestellt ist definiert [50]. Nennenswert dabei sind jedoch die Ergebnisse von 
Dikici et al., die zeigten, dass ein strukturiertes Modell nur eine geringere kognitive Belastung 
hervorruft, wenn die Anzahl der Konnektoren geringer ist als die Anzahl der Konnektoren des 
unstrukturierten Modells [50]. Eine Strukturiertheit kann in einem Prozessmodell durch das 
 69 
Modellieren von Teilprozessen erfolgen. Teilprozesse sind dabei Prozesse, die separat in einem 
eigenen Modell dargestellt werden, jedoch nur durch den Ablauf der primären Prozesskette 
aufgerufen werden. Dies ermöglicht es zum einen die wichtige Prozesskette strukturiert zu 
modellieren und zum anderen die Teilprozesse mit wenigen Informationen zu kreieren. Dies 
kann vor allem dann nützlich sein, wenn eine kleine Gruppe der beteiligten Personen nur in 
einem Teil der Prozesskette involviert ist. Sowohl die BPMN als auch die EPK Notation bieten 
die Möglichkeit Teilprozesse zu modellieren. Die BPMN Notation bietet mit der Verwendung 
von Swimlanes zudem eine Möglichkeit die Prozesskette in verschiedene Pools und Lanes zu 
unterteilen und damit eine visuelle Zuordnung der einzelnen Prozessschritte zu Organisationen, 
Abteilungen oder einzelnen Personen darzustellen. Durch diese Modellierung weist das Modell 
eine hohe Strukturiertheit auf. Durch das Modellieren von Teilprozessen wird die Komplexität 
des Modells verringert und somit die Verständlichkeit des Modells erhöht. Diese Ergebnisse sind 
konsistent mit der Eye Tracking Studie von Zimoch et al. [58]. Die Resultate dieser Studie 
zeigten, dass je einfacher und klarer das Modell modelliert war, desto geringer war die kognitive 
Belastung. Wie durch die Cognitive Load Theorie bekannt, spielt die höhe des Extraneous Loads vor 
allem bei Novizen eine ausschlaggebende Rolle. Das hat zur Folge, dass Experten durch ihre 
bereits gespeichertes Wissen keine Probleme mit der Kapazitätsgrenze des Arbeitsgedächtnisses 
haben. Dies lässt vermuten, dass Prozessmodelle im Allgemeinen für Experten immer 
verständlicher sind als für Novizen. Diese Hypothese wird von verschiedenen Studien bestätigt 
[56, 58, 59, 62, 63]. Die Resultate der von Zimoch et al. durchgeführten Eye Tracking Studie 
belegten, dass je vertrauter der Proband mit der Prozessmodellierung ist, desto geringer ist seine 
kognitive Belastung [58, 62]. Experten verstehen folglich Prozessmodelle besser und leichter. 
Diese negative Korrelation zwischen Prozessverständlichkeit und Vorwissen wiesen auch 
Mendling et al. nach [63]. Ihre Ergebnisse bestätigten die Bedeutsamkeit der Berücksichtigung 
der Cognitive Load Theorie im Business Process Management. Zum einen sollte die 
Prozesssprache welche zur Modellierung des Geschäftsprozesses genutzt wird basierend auf der 
Analyse nach der Höhe des Extraneous Loads gewählt werden. Zum anderen sollten insbesondere 
Instruktionen zum Prozessmodell bereitgestellt werden um Novizen zu helfen die Modellierung 
zu verstehen. Wie in Kapitel 3.3.4 aufgezeigt, kann durch das richtige Design der Instruktionen 
den Extraneous Load für Novizen signifikant reduzieren. Viele der oben genannten Ursachen einer 
lernirrelevanten kognitiven Belastung durch Prozessmodelle können schon durch die 
Anwendung der sieben Richtlinien zur Prozessmodellierung eliminiert werden [64]. Die erste 
Richtlinie besagt, dass so wenige Elemente wie möglich für die Modellierung der Prozesskette 
genutzt werden sollten, um die Größe des Modells zu verringern. Die Größe des Modells hat wie 
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oben erörtert einen negativen Einfluss auf die Verständlichkeit des Prozessmodells. Je größer ein 
Modell ist, desto mehr Elemente enthält es. Da diese Elemente miteinander interagieren löst ein 
großes und unstrukturiertes Prozessmodell gemäß der Cognitive Load Theorie einen hohen Intrinsic 
Load aus. Ein hoher Intrinsic Load ist dabei besonders schädlich, wenn durch das Modell 
zusätzlich ein hoher Extraneous Load ausgelöst wird. Dies führt schnell zu einer Überlastung des 
Arbeitsgedächtnisses und darüber hinaus zu wenig freier Kapazität für die Wissensbildung. Laut 
der zweiten Regel sollte auch der Routing-Path pro Element reduziert werden. Der Routing-Path 
zeigt die Anzahl der Pfeile in einem Modell. Je höher diese Anzahl der Pfeile ist, desto schwerer 
ist es das Modell zu verstehen, da es eine höhere Elementinteraktivität aufweist. Diese stark 
zusammenhängenden Informationen lösen wiederum einen hohen Intrinsic Load aus. Dadurch 
können Elemente mit einem hohen Routing-Path nur unter großen kognitiven Aufwand 
verstanden werden. Die dritte Richtlinie besagt, dass nur ein Start- und ein Endpunkt benutzt 
werden sollte. Darüber hinaus sollte das Modell so strukturiert wie möglich modelliert werden, 
wie es Richtlinie vier besagt. Dies ist konsistent mit den Ergebnissen der vorherigen Analyse in 
dieser wissenschaftlichen Arbeit. Gemäß Regel fünf sollte bei der Verwendung von Konnektoren 
sollte darauf geachtet werden den OR Konnektor zu vermeiden. Die Bedeutung einer 
entweder/und Entscheidung ist für Lernenden nur schwer zu verstehen und daher sind die 
Bedeutungen der OR Konnektoren nur unter großen kognitiven Aufwand nachvollziehbar. 
Modelle, welche nur AND und XOR Konnektoren verwenden sind einfacher zu verstehen, da 
die Bedeutung dieser Konnektoren intuitiver ist. Richtlinie sechs folgend sollten die Elemente 
mit Verb-Objekt Beschriftungen deklariert werden. Die siebte und letzte Regel besagt, dass ein 
Modell in Teilprozesse zerlegt werden sollte, wenn es mehr als 50 Elemente enthält. Diese 
Richtlinien sind konsistent mit den Ergebnissen der oben aufgeführten Analyse der 
Prozesssprachen. Durch das Einhalten dieser Regeln wird er Intrinsic Load reduziert.  
Da jedoch insbesondere für Novizen die Gefahr besteht durch einen extrem hohen Extraneous 
Load in Kombination mit dem durch die Natur des Modells hervorgerufenen Intrinsic Load eine 
Überlastung des Arbeitsgedächtnisses zu erleiden, sollte die Instruktion den Arbeitsbeispieleffekt 
zur Reduktion des Extraneous Loads nutzen. Ein Arbeitsbeispiel leitet die Aufmerksamkeit des 
Lernenden beim Lösen der Aufgabe gezielt auf das Problem und stellt Lösungsschritte bereit, die 
zur Lösung der Aufgabe verwendet werden können [28]. Dadurch kann ein Individuum sich mit 
der allgemeinen Struktur der zu bearbeitenden Aufgaben anhand des Arbeitsbeispiels vertraut 
machen [29]. Daher sollte ein Arbeitsbeispiel für Prozessmodell eine Aufgabe zur Modellierung 
einer kurzen Prozesskette inklusive der Erklärung der Bedeutung der einzelnen Basiselemente 
enthalten. Das Bearbeiten des Beispiels führt dazu, dass der Lernende Vorwissen über die 
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Prozesssprache in Form eines Schemas. Dies hat eine Reduktion der kognitiven Belastung zur 
Folge, da eine Vertrautheit mit der Prozesssprache vor dem Betrachten des Modells besteht [65]. 
Darüber hinaus wird somit das Risiko einer Überlastung des Arbeitsgedächtnisses verringert. Ein 
weiterer positiver Effekt auf die Reduktion des Extraneous Loads stellt die Bereitstellung der 
Prozesskette in visueller Form durch die Prozesssprache und durch eine textuelle Ausführung dar 
[59]. Durch das Lesen der textuellen Beschreibung der Prozesskette fällt es dem Lernenden 
leichter die Bedeutung der Symbole der Notation der Prozesssprache zu erkenne und zu 
verstehen. Dieser positive Einfluss kann zudem durch das Anwenden des Modalitätseffekts 
gesteigert werden. Gemäß diesem Effekt sollten die zwei Kanäle – auditiv und räumlich-visuell – 
des Arbeitsgedächtnisses genutzt werden, da durch die Unabhängigkeit beider Kanäle mehr 
Informationen aufgenommen werden könne. So könnte man z.B. dem Lernenden während er 
das Prozessmodell betrachtet die textuelle Beschreibung des Modells auditiv vorgespielt werden. 
Durch das Nutzen der unterschiedlichen Kanäle kann der Lernende alle Informationen simultan 
aufnehmen und so das Modell besser verstehen.  
 
5. Fazit 
Die Verständlichkeit eines modellierten Geschäftsprozesses stellt eine bedeutende Rolle für 
Unternehmen dar, da eine klare und tarnsparente Kommunikation zwischen allen beteiligten 
Personen und eine Optimierung des Prozesses nur dann stattfinden kann, wenn alle die 
Prozesskette detailliert verstehen. Umso wichtiger ist es daher zu erforschen wie ein 
Prozessmodell modelliert sein sollte, sodass eine geringe kognitive Belastung bei den Individuen 
ausgelöst und die Prozessverständlichkeit erhöht wird. Im Rahmen der vorliegenden Masterarbeit 
wurde versucht die Einflussfaktoren auf die kognitive Belastung eines Prozessmodells zu 
definieren. Die Analyse der Prozesssprachen Petri Netz, EPK und BPMN hat dabei klar ergeben, 
dass Petri Netzte durch die von der Notation ausgelöste sehr hohe kognitive Belastung 
ungeeignet sind Prozessmodell zu modellieren. Auch die Prozesssprache der EPKs ist durch 
ihren hohen Extraneous Load ungeeignet für die Modellierung. Die geringste kognitive Belastung 
wurde von der Sprache BPMN induziert. Daher sollte für die Modellierung von 
Geschäftsprozessen auf diese Notation zurückgegriffen werden. Da jedoch auch sie gerade bei 
Novizen eine hohe kognitive Belastung durch das fehlende Vorwissen verursacht, sollten vor der 
Analyse des Prozessmodells Arbeitsbeispiele als Instruktion stehen. In diesen Beispielen 
modellieren Individuen kleine Prozesse in der BPMN Notation. Auf diese Weise werden sie mit 
der Notation vertraut und bilden etwas Vorwissen. Dies hat zur Folge, dass der Extraneous Load 
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beim Betrachten des zu beurteilende Prozessmodells verringert wird und damit die 
Verständlichkeit erhöht wird.  
 
Insgesamt sollte bei der Prozessmodellierung darauf geachtet werden, ob Novizen oder Experten 
am Ende das Modell verstehen und analysieren sollen. Insbesondere bei der Modellierung für 
Novizen sollte darauf geachtet werden die sieben Richtlinien der Prozessmodellierung 
einzuhalten und das Modell so strukturiert wie möglich und so komplex wie nötig zu modellieren 
[64]. Darüber hinaus sollten die Instruktionen zu den Modellen immer ein kurzes Arbeitsbeispiel 
enthalten, damit Individuen mit der Notation der Prozesssprache vertraut werden. Durch 
Einhalten dieser Regeln wird der Extraneous Load verringert. Dennoch ist anzumerken, dass die 
kognitive Belastung nie komplett eliminiert werden kann und die persönlichen Faktoren wie 
Vorwissen und das Engagement des Lernenden, Einfluss auf die Höhe der kognitiven Belastung 
haben. Daher sollte weiterhin untersucht werde welche weiteren Faktoren neben den kognitiven 
Fähigkeiten von Individuen einen Einfluss auf die Verständlichkeit von Prozessmodellen haben.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 73 
6.  Literaturverzeichnis 
 
1.  Forschelen B (2017) Kompendium der Zitate für Unternehmer und Führungskräfte: Über 
5000 Aphorismen für Reden und Texte im Management. Springer Gabler, Wiesbaden 
2.  White SA, Miers D (2008) BPMN Modeling and Reference Guide: understanding and using 
BPMN; develop rigorous yet understandable graphical representations of business 
processes. Future Strategies, Lighthouse Point, Fla 
3.  Keller G, Nüttgens M, Scheer AW (1992) Semantische Prozessmodellierung auf der 
Grundlage “ereignisgesteuerter Prozessketten (EPK).” Inst. für Wirtschaftsinformatik 
4.  Weske M (2012) Business Process Management: Concepts, Languages, Architectures, 2nd 
2012. Springer, Berlin, Heidelberg 
5.  Gadatsch A (2017) Grundkurs Geschäftsprozess-Management: Analyse, Modellierung, 
Optimierung und Controlling von Prozessen, 8. Aufl. 2017. Springer Vieweg, Wiesbaden 
6.  Sweller J (1994) Cognitive load theory, learning difficulty, and instructional design. Learn 
Instr 4:295–312. https://doi.org/10.1016/0959-4752(94)90003-5 
7.  Chinosi M, Trombetta A (2012) BPMN: An introduction to the standard. Comput Stand 
Interfaces 34:124–134. https://doi.org/10.1016/j.csi.2011.06.002 
8.  Definition: Geschäftsprozessmanagement. In: Gabler Wirtsch. Online. 
https://wirtschaftslexikon.gabler.de/definition/geschaeftsprozessmanagement-53196. 
Accessed 5 Aug 2018 
9.  Dumas M, La Rosa M, Mendling J, Reijers HA (2013) Fundamentals of Business Process 
Management. Springer, Berlin, Heidelberg 
10.  Aguilar-Savén RS, Linköpings universitet, Institutionen för produktionsekonomi, Tekniska 
högskolan (2004) Business process modelling: Review and framework. Int J Prod Econ 
90:129–149. https://doi.org/10.1016/S0925-5273(03)00102-6 
11.  Mili H, Tremblay G, Jaoude G, et al (2010) Business process modeling languages: Sorting 
through the alphabet soup. ACM Comput Surv CSUR 43:1–56. 
https://doi.org/10.1145/1824795.1824799 
12.  Koch S (2011) Einführung in das Management von Geschäftsprozessen: Six Sigma, Kaizen 
und TQM. Springer Berlin Heidelberg, Berlin, Heidelberg 
13.  Peterson JL (1981) Petri net theory and the modeling of systems. Prentice-Hall, Englewood 
Cliffs, NJ 
 74 
14.  Reichert M (2016) Business Process Management. Vorlesungsskript 
15.  Baldan P, Cocco N, Marin A, Simeoni M (2010) Petri nets for modelling metabolic 
pathways: a survey. Nat Comput 9:955–989. https://doi.org/10.1007/s11047-010-9180-6 
16.  van der Aalst WMP (1999) Formalization and verification of event-driven process chains. 
Inf Softw Technol 41:639–650. https://doi.org/10.1016/S0950-5849(99)00016-6 
17.  Amjad A, Azam F, Anwar MW, et al (2018) Event-Driven Process Chain for Modeling and 
Verification of Business Requirements–A Systematic Literature Review. IEEE Access 
6:9027–9048. https://doi.org/10.1109/ACCESS.2018.2791666 
18.  Signavio. In: Signavio. https://www.signavio.com/. Accessed 7 Aug 2018 
19.  Davis R, Brabänder E (2007) The Event-driven Process Chain. In: ARIS Design Platform. 
Springer London, London, pp 105–125 
20.  Cuntz N, Kindler E (2005) On the Semantics of EPCs: Efficient Calculation and 
Simulation: Extended Abstract. In: Business Process Management. Springer Berlin 
Heidelberg, Berlin, Heidelberg, pp 398–403 
21.  Liebetruth T (2016) Prozessmanagement in Einkauf und Logistik: Instrumente und 
Methoden für das Supply Chain Process Management. Springer Gabler, Wiesbaden 
22.  Fettke P (2008) Business Process Modeling Notation. WIRTSCHAFTSINFORMATIK 
50:504–507. https://doi.org/10.1007/s11576-008-0096-z 
23.  About the Business Process Modeling and Notation Specification Version 2.0. 
https://www.omg.org/spec/BPMN/2.0/. Accessed 10 Aug 2018 
24.  Bestellen Sie Ihr kostenloses BPMN 2.0-Poster. In: Signavio. 
https://www.signavio.com/de/downloads/kurzinfos/kostenloses-bpmn-2-0-poster/. 
Accessed 11 Aug 2018 
25.  Duden | Ko­g­ni­ti­on | Rechtschreibung, Bedeutung, Definition, Synonyme, Herkunft. 
https://www.duden.de/rechtschreibung/Kognition. Accessed 7 Jul 2018 
26.  Information :: information :: ITWissen.info. https://www.itwissen.info/Information-
information.html. Accessed 4 Jul 2018 
27.  Duden | wis­sen | Rechtschreibung, Bedeutung, Definition, Synonyme, Herkunft. 
https://www.duden.de/rechtschreibung/wissen. Accessed 4 Jul 2018 
28.  Sweller J, Jeroen J. G. van Merrienboer, Fred G. W. C. Paas (1998) Cognitive Architecture 
and Instructional Design. Educ Psychol Rev 10:251–296. 
https://doi.org/10.1023/A:1022193728205 
29.  Sweller J (2003) Evolution of human cognitive architecture. Academic Press, San Diego: 
 75 
30.  Sweller J, Sweller S (2006) Natural Information Processing Systems. Evol Psychol 4:. 
https://doi.org/10.1177/147470490600400135 
31.  Kirschner PA, Sweller J, Kirschner F, R JZ (2018) From Cognitive Load Theory to 
Collaborative Cognitive Load Theory. Int J Comput-Support Collab Learn 1–21. 
https://doi.org/10.1007/s11412-018-9277-y 
32.  Kirschner PA, Sweller J, Clark RE (2006) Why Minimal Guidance During Instruction Does 
Not Work: An Analysis of the Failure of Constructivist, Discovery, Problem-Based, 
Experiential, and Inquiry-Based Teaching. Educ Psychol 41:75–86. 
https://doi.org/10.1207/s15326985ep4102_1 
33.  Baddeley A (2010) Working memory. Curr Biol 20:R136–R140. 
https://doi.org/10.1016/j.cub.2009.12.014 
34.  James W The Principles of psychology, Authoriz in 2 vol. Dover Publ, New York 
35.  Shipstead Z, Lindsey DRB, Marshall RL, Engle RW (2014) The mechanisms of working 
memory capacity: Primary memory, secondary memory, and attention control. J Mem Lang 
72:116–141. https://doi.org/10.1016/j.jml.2014.01.004 
36.  Miller GA (1994) The Magical Number Seven, Plus or Minus Two: Some Limits on Our 
Capacity for Processing Information. Psychol Rev 101:343–352. 
https://doi.org/10.1037/0033-295X.101.2.343 
37.  Jeneson A, Squire LR (2012) Working memory, long-term memory, and medial temporal 
lobe function. Learn Mem Cold Spring Harb N 19:15–25. 
https://doi.org/10.1101/lm.024018.111 
38.  Adrian de Groot (1967) Thought And Choice In Chess. Science 803 
39.  Bartlett FC (1964) Remembering: a study in experimental and social psychology, Repr. 
Cambridge Univ. Press, Cambridge 
40.  Cierniak G, Scheiter K, Gerjets P (2009) Explaining the split-attention effect: Is the 
reduction of extraneous cognitive load accompanied by an increase in germane cognitive 
load? Comput Hum Behav 25:315–324. https://doi.org/10.1016/j.chb.2008.12.020 
41.  Schnotz W, Kürschner C (2007) A Reconsideration of Cognitive Load Theory. Educ 
Psychol Rev 19:469–508. https://doi.org/10.1007/s10648-007-9053-4 
42.  Kirschner PA (2002) Cognitive load theory: implications of cognitive load theory on the 
design of learning. Learn Instr 12:1–10. https://doi.org/10.1016/S0959-4752(01)00014-7 
43.  Kalyuga S (2011) Cognitive Load Theory: How Many Types of Load Does It Really Need? 
Educ Psychol Rev 23:1–19. https://doi.org/10.1007/s10648-010-9150-7 
 76 
44.  Salden RJCM, Paas F, van Merriënboer JJG (2006) A comparison of approaches to learning 
task selection in the training of complex cognitive skills. Comput Hum Behav 22:321–333. 
https://doi.org/10.1016/j.chb.2004.06.003 
45.  Chandler P, Sweller J (1991) Cognitive Load Theory and the Format of Instruction. Cogn 
Instr 8:293–332. https://doi.org/10.1207/s1532690xci0804_2 
46.  Paas FGWC (1992) Training Strategies for Attaining Transfer of Problem-Solving Skill in 
Statistics: A Cognitive-Load Approach. J Educ Psychol 84:429–434. 
https://doi.org/10.1037/0022-0663.84.4.429 
47.  Sweller J, Chandler P, Tierney P, Cooper M (1990) Cognitive Load as a Factor in the 
Structuring of Technical Material. J Exp Psychol Gen 119:176–192. 
https://doi.org/10.1037/0096-3445.119.2.176 
48.  Genon N, Heymans P, Amyot D (2011) Analysing the Cognitive Effectiveness 
of the BPMN 2.0 Visual Notation. In: Malloy B, Staab S, van den Brand M (eds) Software 
Language Engineering. Springer Berlin Heidelberg, pp 377–396 
49.  Mendling J, Reijers HA, Cardoso J (2007) What Makes Process Models Understandable? In: 
Alonso G, Dadam P, Rosemann M (eds) Business Process Management. Springer Berlin 
Heidelberg, pp 48–63 
50.  Dikici A, Turetken O, Demirors O (2018) Factors influencing the understandability of 
process models: A systematic literature review. Inf Softw Technol 93:112–129. 
https://doi.org/10.1016/j.infsof.2017.09.001 
51.  Figl K, Laue R (2011) Cognitive Complexity in Business Process Modeling. In: Advanced 
Information Systems Engineering. Springer Berlin Heidelberg, Berlin, Heidelberg, pp 452–
466 
52.  Martini M, Pinggera J, Neurauter M, et al (2016) The impact of working memory and the 
“process of process modelling” on model quality: Investigating experienced versus 
inexperienced modellers. Sci Rep 6:. https://doi.org/10.1038/srep25561 
53.  Moody DL (2004) Cognitive Load Effects on End User Understanding of Conceptual 
Models: An Experimental Analysis. In: Benczúr A, Demetrovics J, Gottlob G (eds) 
Advances in Databases and Information Systems. Springer Berlin Heidelberg, pp 129–143 
54.  Petrusel R, Mendling J, Reijers HA (2017) How visual cognition influences process model 
comprehension. Decis Support Syst 96:1–16. https://doi.org/10.1016/j.dss.2017.01.005 
55.  Moody D (2009) The “Physics” of Notations: Toward a Scientific Basis for Constructing 
Visual Notations in Software Engineering. IEEE Trans Softw Eng 35:756–779. 
https://doi.org/10.1109/TSE.2009.67 
 77 
56.  Figl K, Mendling J, Strembeck M, Vienna University of Economics and Business (2013) 
The Influence of Notational Deficiencies on Process Model Comprehension. J Assoc Inf 
Syst 14:312–338. https://doi.org/10.17705/1jais.00335 
57.  Figl K, Mendling J, Strembeck M, Recker J (2010) On the Cognitive Effectiveness of 
Routing Symbols in Process Modeling Languages. In: Abramowicz W, Tolksdorf R (eds) 
Business Information Systems. Springer Berlin Heidelberg, pp 230–241 
58.  Zimoch M, Pryss R, Schobel J, Reichert M (2017) Eye Tracking Experiments on Process 
Model Comprehension: Lessons Learned. In: 18th Int’l Conference on Business Process 
Modeling, Development, and Support (BPMDS 2017). Springer, pp 153–168 
59.  Ottensooser A, Fekete A, Reijers HA, et al (2012) Making sense of business process 
descriptions: An experimental comparison of graphical and textual notations. J Syst Softw 
85:596–606. https://doi.org/10.1016/j.jss.2011.09.023 
60.  Jošt G, Huber J, Heričko M, Polančič G (2016) An empirical investigation of intuitive 
understandability of process diagrams. Comput Stand Interfaces 48:90–111. 
https://doi.org/10.1016/j.csi.2016.04.006 
61.  Figl K, Recker J, Mendling J (2013) A study on the effects of routing symbol design on 
process model comprehension. Decis Support Syst 54:1104–1118. 
https://doi.org/10.1016/j.dss.2012.10.037 
62.  Zimoch M, Pryss R, Probst T, et al (2017) Cognitive Insights into Business Process Model 
Comprehension: Preliminary Results for Experienced and Inexperienced Individuals. In: 
18th Int’l Conference on Business Process Modeling, Development, and Support (BPMDS 
2017). Springer, pp 137–152 
63.  Mendling J, Strembeck M (2008) Influence Factors of Understanding Business Process 
Models. In: Abramowicz W, Fensel D (eds) Business Information Systems. Springer Berlin 
Heidelberg, pp 142–153 
64.  Mendling J, Reijers HA, van der Aalst WMP (2010) Seven process modeling guidelines 
(7PMG). Inf Softw Technol 52:127–136. https://doi.org/10.1016/j.infsof.2009.08.004 
65.  Borthick AF, Schneider GP (2018) Minimizing Cognitive Load in Representing Processes in 
a Business Process Diagram: Capturing the Process and Making Inferences About It. Issues 
Account Educ 33:75–88. https://doi.org/10.2308/iace-51901 
 
 
 
 78 
7. Abbildungsverzeichnis 
 
Abb. 1: Lebenszyklus eines Geschäftsprozesses......................................................................................5 
Abb. 2: Basiselemente Petri Netz...............................................................................................................7 
Abb. 3: Klassisches Petri Netz....................................................................................................................8 
Abb. 4: Geschäftsprozessmodell Petri Netz.............................................................................................8 
Abb. 5: Ausführung eines Petri Netzes.....................................................................................................9 
Abb. 6: Condition Event Netz......................................................................................................................11 
Abb. 7: Beispiele Kontrollfluss Petri Netz.............................................................................................12 
Abb. 8: Komplexer Geschäftsprozess Petri Netz.................................................................................13 
Abb. 9: Basiselemente EPK......................................................................................................................14 
Abb. 10: Mögliche Kontrollflüsse durch Konnektoren........................................................................15  
Abb. 11: Beispiel Geschäftsprozess EPK................................................................................................17 
Abb. 12: Zusätzliche Modellierungselemente EPK...............................................................................18 
Abb. 13: Detaillierter Geschäftsprozess EPK........................................................................................19 
Abb. 14: Basiselemente BPMN................................................................................................................20 
Abb. 15: Geschäftsprozess BPMN..........................................................................................................24 
Abb. 16: Zusätzliche Objekte BPMN......................................................................................................25 
Abb. 17: Detaillierter Geschäftsprozess BPMN....................................................................................26 
Abb. 18: Prozesse Arbeitsgedächtnis.......................................................................................................30 
Abb. 19: Prozess kognitive Architektur...................................................................................................33 
Abb. 20: Kognitive Belastung...................................................................................................................39 
Abb. 21: Formel der kognitiven Belastung.............................................................................................39 
Abb. 22: Aufgabe zur Berechnung des Radius.......................................................................................40 
Abb. 23: Mathematische Aufgabe............................................................................................................43 
Abb. 24: Beispiel Splitt-Attention-Effekt...............................................................................................44 
Abb. 25: Beispiel ohne Split-Attention-Effekt.......................................................................................45 
Abb. 26: Beispiel für Arbeitsbeispiel.......................................................................................................47 
Abb. 27: Beispiel Redundanzeffekt..........................................................................................................50 
Abb. 28: Unregelmäßigkeiten semiotische Verständlichkeit................................................................53  
Abb. 29: Beispiele Kontrollfluss Petri Netz.......................................................................................... 58 
Abb. 30: Mögliche Kontrollflüsse durch Konnektoren........................................................................59 
Abb. 31: Zusätzliche Modellierungselemente EPK...............................................................................62 
Abb. 32: Zusätzliche Objekte BPMN.....................................................................................................63 
 79 
Abb. 33: Ausprägungen Ereignisse BPMN............................................................................................64  
Abb. 34: Fehlerhafte Verwendung von Konnektoren am Beispiel BPMN und EPK....................65  
Abb. 35: Beispiel einer Schleife anhand von BPMN............................................................................66  
 
 
 
 
 
 
8. Tabellenverzeichnis 
 
Tabelle 1: Ausprägungen Startereignis....................................................................................................21 
Tabelle 2: Ausprägungen Zwischenereignis..........................................................................................22 
Tabelle 3: Ausprägungen Endereignis....................................................................................................22 
Tabelle 4: Ausprägungen Konnektoren.................................................................................................23 
Tabelle 5: Prinzipen des Informationsverarbeitungssystems..............................................................35 
Tabelle 6: Vergleich Basiselemente Petri Netz, EPK und BPMN..............................................54, 57 
Tabelle 7: Kognitive Effekte der Notationen Petri Netz, EPK und BPMN...................................64 
 
 
 
 
 
 
 
 
 80 
9. Anhang 
 
 
 81 
10. Ehrenwörtliche Erklärung 
 
Name: Clarissa Studerus 
Matrikelnummer: 838121 
 
Ich erkläre hiermit ehrenwörtlich, dass ich die vorliegende Arbeit selbständig angefertigt habe; die 
aus fremden Quellen direkt oder indirekt übernommenen Gedanken sind als solche kenntlich 
gemacht. Die Arbeit wurde bisher keiner anderen Prüfungsbehörde vorgelegt und auch noch 
nicht veröffentlicht.  
 
Ich bin mir bewusst, dass eine unwahre Erklärung rechtliche Folgen haben wird. 
 
 
Ulm, den   
 (Unterschrift)  
 
 
