A chaotic-neuron model is presented by introducing the nonmonotonous activation function which is consisted of the Legendre function and the Sigmoid function. Based on the neuron model, the piecewise simulated annealing SLF chaotic neural network was created. The simulation experiments of TSP problem verify the effectiveness of the segmented simulated annealing strategy.
Introduction
On the basis of Aihara's chaotic neural network model, Chen made more famous Chen's Chaotic Neural Network model [1] , in this model, the activation function of Sigmoid is a monotonically increasing function. A. Potapove in the paper [2] pointed out that if the chaotic neuron activation function is non-monotonic function, the single neuron can quickly perform chaotic search. In the domestic, Some scholars have made some chaotic neural network models [3] [4] [5] [6] [7] [8] that has been successfully used to solve the combinatorial optimization problems. In this paper, a new transient chaotic neural network model is proposed. In this model we have chosen nonlinear function which is composed of Legendre functions and Sigmoid function as a new incentive function, it maintain the advantages of Sigmoid function and Legendre function, meanwhile, it is also a non-monotonic function. After a analysis the effect of combinational parameter and annealing parameter on the convergence rate, annealing strategy has been put forward, the optimization simulation experiment test with piecewise simulated annealing strategy the SLF chaotic neural network is more effective to solve optimization problems.
SLF chaotic neuron model
Construct a new transient chaos neuron model, in the model, let the combination function of the Legendre function and the Sigmoid function is excitation function, and the model is as follows: 
SLF chaonic network model
Pull in the piecewise simulated annealing method in SLF chaotic neuron model, meanwhile, propose a SLF chaotic network model with piecewise simulated annealing strategy is as follows: 
Application of Model in Combination Optimization(TSP)
The Traveling Salesman Problem(TSP) is a classically combinational optimization problem and is a NP-hard problem, Symmetric TSP problem with n cities possible have (n 1)!/ 2 − paths, Find an effective way to solve this problem is the target of many scholars over the years. TSP can be described as follows: To confirm a shortest path and need to visit every city only once when known N cities and the distance between two cities.
The energy function takes the following form: Table II . The Abbreviation NLP, NOP, RLP, RGM and ANI respectively represents the number of legitimate path, the number of optimal path, the rate of legitimate path, the rate of global minima, the average number of iterations. The optimal distance is 2.6776 that is obtained by the SLF chaotic neural network model with piecewise simulated annealing strategy . Figure 10 shows the optimal path. ε , it can be seen that there are obvious reduction in the average number of iterations when the SLF chaotic neural network model with piecewise simulated annealing strategy is used. The larger the value of 2 β and 1 ε , the smaller the average number of iterations, In summary, the piecewise simulated annealing strategy can effectively improve the SLF chaotic neural network search speed. But the model parameter values is crucial, if parameter values are appropriate, it will can greatly improve search ability , on the contrary, the ability to find the optimal solution may cause greatly decreased.
conclusion
This paper studies the effects of combinations of parameters and simulated annealing parameters on SLF chaotic neural network model, thereby, the piecewise simulated annealing strategy is introduced SLF chaotic neural networks model, construct a SLF chaotic neural network model with piecewise simulated annealing strategy. The model is applied to solve function optimization problems and TSP problem, it verify that model obviously improve the convergence rate, meanwhile, it don't loss the optimal solution capabilities.
