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Abstract 
 
Molecular Dynamics (MD) is a simulation technique widely used by computational chemists 
and biologists to simulate and observe the physical properties of a system of particles or 
molecules. The method provides invaluable three-dimensional structural and transport 
property data for macromolecules that can be used in applications such as the study of protein 
folding and drug design. The most time-consuming and inefficient routines in MD packages, 
particularly for large systems, are the ones involving the computation of intermolecular energy 
and forces for each molecule. Many fully atomistic systems such as CHARMM and NAMD have 
been refined over the years to improve their efficiency. But, simulating complex long-time 
events such as protein folding remains out reach for atomistic simulations. The consensus view 
amongst computational chemists and biologists is that the development of a coarse-grained 
(CG) MD package will make the long timescales required for protein folding simulations 
possible. The shortcoming of this method remains an inability to produce accurate dynamics 
and results that are comparable with atomistic simulations. It is the objective of this 
dissertation to develop a coarse-grained method that is computationally faster than atomistic 
simulations, while being dynamically accurate enough to produce structural and transport 
property data comparable to results from the latter.  
 
Firstly, the accuracy of the Gay-Berne potential in modelling liquid benzene in comparison to 
fully atomistic simulations was investigated. Following this, the speed of a course-grained 
condensed phase benzene simulation employing a Gay-Berne potential was compared with that 
of a fully atomistic simulation. While coarse-graining algorithmically reduces the total number 
of particles in consideration, the execution time and efficiency scales poorly for large systems. 
Both fully-atomistic and coarse-grained developers have accelerated packages using high-
performance parallel computing platforms such as multi-core CPU clusters, Field 
Programmable Gate Arrays (FPGAs) and Graphics Processing Units (GPUs). GPUs have 
especially gained popularity in recent years due to their massively parallel architecture on a 
single chip, making them a cheaper alternative to a CPU cluster. Their relatively shorter 
development time also gives them an advantage over FPGAs. NAMD is perhaps the most 
popular MD package that employs efficient use of a single GPU or a multi-GPU cluster to conduct 
simulations. The Scientific Computing Research Unit’s in-house generalised CG code, the Free 
Energy Force Induced (FEFI) coarse-grained MD package, was accelerated using a GPU to 
investigate the achievable speed-up in comparison to the CPU algorithm. To achieve this, a 
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parallel version of the sequential force routine, i.e. the computation of the energy, force and 
torque per molecule, was developed and implemented on a GPU.   
 
The GPU-accelerated FEFI package was then used to simulate benzene, which is almost 
exclusively governed by van der Waal’s forces (i.e. dispersion effects), using the parameters for 
the Gay-Berne potential from a study by Golubkov and Ren in their work “Generalized coarse-
grained model based on point multipole and Gay-Berne potentials”. The coarse-grained 
condensed phase structural properties, such as the radial and orientational distribution 
functions, proved to be inaccurate. Further, the transport properties such as diffusion were 
significantly more unsatisfactory compared to a CHARMM simulation. From this, a conclusion 
was reached that the Gay-Berne potential was not able to model the subtle effects of dispersion 
as observed in liquid benzene. In place of the analytic Gay-Berne potential, a more accurate 
approach would be to use a multidimensional free energy-based potential. Using the Free 
Energy from Adaptive Reaction Coordinate Forces (FEARCF) method, a four-dimensional Free 
Energy Volume (FEV) for two interacting benzene molecules was computed for liquid benzene. 
The focal point of this dissertation was to use this FEV as the coarse-grained interaction 
potential in FEFI to conduct CG simulations of condensed phase liquid benzene. The FEV can 
act as a numerical potential or Look-Up Table (LUT) from which the interaction energy and four 
partial derivatives required to compute the forces and torques can be obtained via numerical 
methods at each step of the CG MD simulation. A significant component of this dissertation was 
the development and implementation of four-dimensional LUT routines to use the FEV for 
accurate condensed phase coarse-grained simulations.  
 
To compute the energy and partial derivatives between the grid points of the surface, an 
interpolation algorithm was required. A four-dimensional cubic B-spline interpolation was 
developed because of the method’s superior accuracy and resistance to oscillations compared 
with other polynomial interpolation methods. When The algorithm’s introduction into the FEFI 
CG MD package for CPUs exhausted the single-core CPU architecture with its large number of 
interpolations for each MD step. It was therefore impractical for the high throughput 
interpolation required for MD simulations. The 4D cubic B-spline algorithm and the LUT 
routine were then developed and implemented on a GPU. Following evaluation, the LUT was 
integrated into the FEFI MD simulation package. A FEFI CG simulation of liquid benzene was 
run using the 4D FEV for a benzene molecular pair as the numerical potential. The structural 
and transport properties outperformed the analytical Gay-Berne CG potential, more closely 
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approximating the atomistic predicted properties. The work done in this dissertation 
demonstrates the feasibility of a coarse-grained simulation using a free energy volume as a 
numerical potential to accurately simulate dispersion effects, a key feature needed for protein 
folding. 
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1. Accelerating Molecular Dynamics 
Simulations through Coarse-graining 
and Parallel Computing 
1.1 Introduction 
Computer simulation methods are used to gain an understanding of intermolecular interactions 
and the overall 3-dimensional structure of the molecules in homogeneous and heterogeneous 
compounds and mixtures. They are a much faster alternative to an experimental approach like 
X-ray crystallography1 and can provide new information that is difficult to produce in any other 
way.  The two branches of computer simulations are Monte Carlo (MC) and Molecular Dynamics 
(MD).  MD simulations, which this dissertation focuses on, are popular since they provide more 
detailed information on the dynamics of the molecules such as transport coefficients2. 
 
Simulations of complex condensed phase systems3-4 and macromolecules such as proteins5 are 
essential uses of MD simulations. In particular, the knowledge of protein folding is valuable 
since it gives insight into their 3-dimensional structure. It is a phenomenon that is difficult to 
determine experimentally even when the composition of the protein is known. As a result, 
researchers have been looking to MD simulations to observe it. 
 
Packages such as CHARMM6 and NAMD7 have been used for such applications. These packages 
compute the mechanics of a system at atomic level considering intricate details such as bond 
lengths and strengths, as well as inter-atomic interactions. However, the trade-off for this level 
of detail is the amount of time these simulations take to execute. Full-atom simulations of such 
systems scale up very quickly due to the large number of molecules and interactions to be 
computed. For this reason, molecular-level phenomena such as protein folding cannot be 
observed since the timescales they take place in cannot be easily simulated.   
 
There has been a tremendous amount of research that has gone into improving and optimizing 
MD simulations. A widely researched technique to achieve algorithmic speed-up in MD 
simulations is coarse-graining. The scale of the system is reduced by replacing an entire 
molecule or parts of it with coarse-grained (CG) models8 that encapsulate the intricate 
atomistic detail. The ideal CG intermolecular potential must keep the effects from these 
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removed details. Coarse-graining reduces the scale of the problem. However, for very large 
systems, it can still be a time-consuming affair.  
 
Since Moore’s law has begun to no longer hold true, parallel computing has become the method 
of choice not only for large-scale computations but even the day-to-day PC9.  Currently, many 
state-of-the-art computing systems are a result of parallel and high-performance computing. 
Consequently, most MD simulation packages have been parallelized to run on such systems. 
Each of them employs a variety of techniques, with some being more suited to specific 
requirements and simulated systems than others. 
 
In this chapter, an overview of molecular dynamics simulations, the need for their 
parallelization and some examples of parallelized MD programs are discussed. Based on this 
reviewed literature and analysis, the objectives of this thesis are established.  
1.2  Molecular Dynamics Simulations 
In this section, a general overview of MD simulations is provided. The section also highlights 
the purpose of coarse-graining MD simulations, some well-known CG models and a discussion 
on CG intermolecular potentials. 
1.2.1 General Overview 
MD simulations follow an iterative algorithm, executing the same subroutine until a fixed 
number of iterations or steps are completed. A general, simplified routine that MD packages 
such as CHARMM and NAMD follow is highlighted by the flowchart in Figure 1.1. The steps in 
the flowchart are further described as follows: 
 
1) Setup simulation: During the setup phase, the MD program creates a simulation box 
using parameters and data files provided by the user via console input or an input file. 
Input parameters include initial temperature, pressure, box size, time step length, total 
steps, boundary conditions and which ensemble to use (NVT or NPT). Along with the 
parameters, the data files provided are: 
• Initial coordinate files: These provide the initial positions, and in some cases 
velocities, of the atoms, molecules, and residues in a simulation. These are usually 
in the form of coordinate files or Protein Databank Files (PDB). They may also 
contain velocities especially in the case of a restart file. 
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• Structure files: These provide the details of the structure of the molecules and 
residues in the simulation including intramolecular bond definitions, bond 
angles, bond length, bond strengths, atomic mass and atomic charge. In 
CHARMM, this data is usually contained in Protein Structure Files (PSF) which 
are built using topology and parameter files that contain details of known 
residues. 
 
 
  
Figure 1.1: Workflow of an MD simulation. Flowchart adapted from10-11 
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2) Initialize velocities: Unless provided, for example from restart files, velocities of the 
particles in the simulation are initialized at random.  
3) Calculate energy and forces: The force field is an analytical interatomic potential 
function that is used to compute energies from bonded and non-bonded interactions 
amongst every atom in the system. The interatomic forces on the atoms are computed 
from the first derivative of the force field. A detailed discussion of the force field is 
provided in Subsection 1.2.2. 
4) Compute acceleration, velocity, and displacement: The computed forces, in turn, are 
used to compute the motion of the particles. Acceleration is computed using the forces, 
while the velocity and displacement are calculated using an integrator such as the 
Velocity Verlet12 or Leapfrog algorithms13. The three computed terms define the 
trajectory of the particles in the system. 
5) Update particle positions and velocities:  The positions and velocities of each particle 
in the system are updated. The user can analyse the dynamics in the following files:  
• Coordinate files: At every time step, the current position of each particle in the 
simulation can be written out to a coordinate file. Velocities can be included in 
these files for use in a restart simulation. 
• Trajectory files: Trajectory files contain the displacement and change in velocity 
of the particles during the simulation. They provide vital information regarding 
the dynamics in the system and can be analysed using an MD package like 
CHARMM to gain essential information such as transport coefficients. The 
dynamics can also be observed using a visualization tool such as VMD14.  
 
1.2.2 The all-atom MD Force Field 
The force field of an all-atom MD simulation is used to determine how a system will behave 
dynamically. A general force field15 used in many MD packages is provided in Equation 1.1. 
Some force fields include additional terms. 
 
𝑈 = ∑ 𝑘𝑟(𝑟 − 𝑟0)
2
𝑏𝑜𝑛𝑑𝑠
+ ∑ 𝑘𝜃(𝜃 − 𝜃0)
2
𝑎𝑛𝑔𝑙𝑒𝑠
+ ∑ 𝑘𝜑[1 + cos(𝑛𝜑 − 𝛿)]
𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠
+∑4𝜀𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
]
𝐿𝐽
+ ∑
𝑞𝑖𝑞𝑗
4𝜋𝜀0𝑟𝑖𝑗
𝑒𝑙𝑒𝑐𝑡
 
(1.1) 
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The first three terms in the equation provide the intramolecular or bonded potential and forces 
that exist between bonded atoms in a molecule or residue. The final two terms provide the non-
bonded potential that exists between atoms, molecules and residues. The forces are derived 
from the first derivative of the equation. 
 
Figure 1.2: An atomistic description of benzene showing the three bonded interactions. Image derived from16 
 
The bonded interactions in a system are amongst atoms that are covalently bonded to one 
another. These bonds are treated as harmonic springs and so the equations for the energies 
from the bond length and angles are derived from the harmonic energy equation. 
  
𝑈𝑏𝑜𝑛𝑑𝑠 = ∑ 𝑘𝑟(𝑟 − 𝑟0)
2
𝑏𝑜𝑛𝑑𝑠
 (1.2) 
 
𝑈𝑎𝑛𝑔𝑙𝑒𝑠 = ∑ 𝑘𝜃(𝜃 − 𝜃0)
2
𝑎𝑛𝑔𝑙𝑒𝑠
 (1.3) 
 
Popular force fields such as AMBER15, 17 and CHARMM6, 18 contain the spring constants  𝑘𝑟 and 
𝑘𝜃 for various types of bonds in their parameter files. The torsion angle energy is slightly 
different and corresponds to the strength of the central bond within four atoms. It is not a 
harmonic potential. 
 
𝑈𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠 = ∑ 𝑘𝜑[1 + cos(𝑛𝜑 − 𝛿)]
𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠
 (1.4) 
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There are far fewer bonded interactions than non-bonded interactions in a system and they are 
much simpler to compute. However, for complex macromolecules, their computation may add 
to the execution time extensively. 
 
The calculation of intermolecular forces forms the most crucial part of a Molecular Dynamics 
simulations. MD simulations are N-body methods. In a simulation box of N particles, non-
bonded interactions have an 𝑂(𝑁2) complexity, which means they can be very time consuming 
and inefficient. This complexity is reduced in practice via cut-offs and neighbourhood lists that 
exclude particles that have minimal effect on the current particle. However, the improvement 
is usually not significant enough. The last two terms in Equation 1.1 are the non-bonded 
interaction terms.  
The Lennard-Jones potential function 
Van der Waals (vdW) forces are the weak forces present between molecules. They can exist 
between any pair of molecules, can be easily disrupted and effectively disappear at long 
distances. However, they play a major role in supramolecular chemistry and affect the 
solubility, polarity, and dynamics of substances. They are therefore key forces to calculate in 
MD simulations. Van der Waals forces are usually not affected by periodic boundary conditions 
since their cut-off is much shorter than the size of the simulation box. 
 
The Lennard-Jones potential19 is the most commonly used function to obtain the van der Waals 
contribution to the non-bonded forces. It is computationally very simple and fast. 
 
𝑈𝐿𝐽(𝑟𝑖𝑗) = 4𝜖𝑖𝑗  [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] (1.5) 
 
The equation, which is in terms of 𝑟𝑖𝑗 i.e. the distance between the centre-of-masses of a pair 
of atoms, approximates an atom or a molecule as a perfect sphere. 
 
 
Figure 1.3: Particles approximated as spheres with distance 𝒓𝒊𝒋 between them 
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The equation very simply describes the interaction between two spheres as they are pulled 
apart or pushed together. At the equilibrium distance, 𝜎𝑖𝑗, the potential between a pair of 
spheres is 0. As 𝑟𝑖𝑗 increases from that point, the potential rapidly reduces to the lowest possible 
potential between two spheres; 𝜖𝑖𝑗, the potential well. At that point, the force between two 
spheres is 0. For increasing values of 𝑟𝑖𝑗, the potential gradually increases and approaches 0 
asymptotically. The force between the spheres in this region is attractive until a certain cut-off 
value where the force and energy are practically non-existent. This is the weak vdW attractive 
force originating from the (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
term. At close contact distanced smaller than the equilibrium 
distance, the molecules experience Pauli repulsion originating from the (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
term. The 𝜎𝑖𝑗 and 
𝜖𝑖𝑗 values for an interaction are approximated experimentally. 
 
Figure 1.4: Plot of the Lennard-Jones potential for an argon-argon interaction 
Due to its simplicity, the equation commonly features in the force fields of most popular MD 
packages. Since atoms can easily be approximated as spheres, the LJ potential is therefore used 
extensively in fully atomistic MD simulations. 
Electrostatic forces 
Electrostatic forces exist between two charged particles. They are present at distances much 
longer than the vdW forces occur at. Consequently, in periodic systems, periodic boundary 
conditions need to be considered since a particle and its images can affect one another. The 
electrostatic energy of a periodic system can be given by20: 
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𝑈𝑒𝑙𝑒𝑐 =
1
2
∑∑∑
𝑞𝑖𝑞𝑗
4𝜋𝜀0(𝑟𝑖𝑗 + 𝒏𝐿)
𝑁
𝑗
𝑁
𝑖𝒏
 (1.6) 
 
Equation 1.6 is a modification of the electrostatics term in the force field (Equation 1.1), 
adapted for a periodic system. 𝑞𝑖 and 𝑞𝑗  are the point charges on the interacting particles 𝑖 and 
𝑗, while 𝑟𝑖𝑗 is the scalar distance between their centre-of-masses. 𝒏𝐿 represents a unit cubic cell 
and its replicas in the periodic system where 𝐿 is the length of a unit cubic cell, and 𝒏 is a vector 
value that gives the position of the cell. The 
1
2
 term accounts for double summations. Within the 
unit cell, i.e. when 𝒏 = 𝟎, the self-interaction term 𝑖 = 𝑗 is excluded. 
 
At long-range, the equation cannot be directly computed as it will not converge in real space. 
Due to its periodicity, the system can be transformed to a reciprocal domain using a Fourier 
transformation. However, this leads to a divergence at short-range in the reciprocal domain. 
 
To tackle the convergence issue for a long-range electrostatics potential in a charge neutral 
system, the Ewald summations method21 separates the equation in two parts: a short-range 
section which easily converges in real space and a long-range section that converges in the 
Fourier space. As an N-body method, classical Ewald has the computational complexity of 
𝑂(𝑁2) but can be optimized to 𝑂 (𝑁
3
2). An improvement on this technique is the Particle Mesh 
Ewald (PME)22 which is much more commonly used in MD simulations. In PME, the charges on 
the particles in the system are assigned to mesh points. With the aid of techniques such as Fast 
Fourier Transforms to speed-up calculations, the overall complexity of the electrostatics 
computations can be reduced from 𝑂(𝑁2) to 𝑂(𝑁 log𝑁 ). 
 
The total force on a single atom 𝑖 can be described as2, 23-24: 
 
𝐹𝑖 = 𝑓𝑖
𝑏𝑜𝑛𝑑𝑒𝑑 +∑𝑓𝑖𝑗
𝑁
𝑗≠𝑖
= 𝑓𝑖
𝑏𝑜𝑛𝑑𝑒𝑑 −∑
𝑑𝑈𝑖𝑗
𝑑𝑟𝑖𝑗
𝑁
𝑗≠𝑖
 (1.7) 
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In Equation 1.7, 𝑓𝑖
𝑏𝑜𝑛𝑑𝑒𝑑 is the total intramolecular force on atom 𝑖 due to the bond length, bond 
angles and torsion angles. 𝑓𝑖𝑗  is the intermolecular force on 𝑖 due to 𝑗. As per Newton’s third 
law, the force on 𝑗 due to 𝑖 is: 
𝑓𝑗𝑖 = −𝑓𝑖𝑗  (1.8) 
 
The intramolecular and intermolecular forces are further used to compute and update the 
acceleration, velocities, and positions of the molecules in the simulation. Computing the 
acceleration is straightforward using Newton’s second law. The computations of velocities and 
positions, however, are more complex since they require integration with respect to time. Two 
techniques commonly used in MD simulations for this are the Velocity Verlet12 and the 
Leapfrog13 integration methods. They are used to integrate Newton’s equations of motion to 
obtain the velocity and position of each particle in the system. In Velocity Verlet, by looking at 
the velocity at mid-interval, 
∆𝑡
2
, the motion of the particle is obtained through the following 
steps: 
 
𝑣𝑖 (𝑡 +
∆𝑡
2
) = 𝑣𝑖(𝑡) + 𝑎𝑖(𝑡)
∆𝑡
2
 (1.9) 
𝑟𝑖(𝑡 + ∆𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖 (𝑡 +
∆𝑡
2
) ∆𝑡 (1.10) 
𝑎𝑖(𝑡 + ∆𝑡) =
𝐹(𝑟𝑖(𝑡 + ∆𝑡))
𝑚𝑖
 (1.11) 
𝑣𝑖(𝑡 + ∆𝑡) = 𝑣𝑖 (𝑡 +
∆𝑡
2
) + 𝑎𝑖(𝑡 + ∆𝑡)
∆𝑡
2
 (1.12) 
 
The leapfrog method is similar however the position and velocities are computed at different 
times. 
1.2.3 Periodic Boundary Conditions 
Periodic Boundary Conditions (PBC)2, 24 are used to simulate large, essentially infinite systems. 
They are used extensively in MD simulations to simulate condensed phase systems, crystals, 
and macromolecules in a solvent. A major motivation for their use is surface effects. For 
condensed phase systems, a large portion of the molecules will be at the surface of a simulation 
box and these molecules will experience forces that are very different to those that are not at 
the surface. This is especially an issue for small-scale simulations. 
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With PBC, an infinite system is created. A unit cell i.e. the simulation box is replicated infinitely 
around itself. Each of these replications is referred to as an image. When a particle leaves a 
simulation box, its image enters from the opposite end. Since the system is now infinite, there 
is no surface thus eliminating the surface effects. The minimum-imaging convention is 
commonly used to ensure that each particle in a system interacts with the closest image of the 
remaining particles. 
 
Figure 1.5: A unit simulation cell (in grey) replicated to create a periodic system. When a particle leaves a box, its 
image enters from the opposite end24. 
 
The technique does have some disadvantages. It can be considered “unnatural” for the 
simulation of disordered systems and have undesirable periodic effects. Special attention is also 
required for the characteristics of the simulation box. For examples, if it is not large enough, a 
macromolecule can be affected by its own image which will create effects that should not exist.  
1.3 Coarse-graining MD simulations 
A method of algorithmically speeding up Molecular Dynamics simulations is coarse-graining. 
The process involves replacing complete molecules or groups of atoms in a residue with 
simpler, yet similarly shaped CG models or CG “sites”. As a result, the molecule and the MD 
system, in general, can be represented by fewer degrees of freedom as opposed to a fully 
atomistic model. CG simulations are therefore less complex, requiring fewer resources and thus 
reducing the overall execution time.  
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Coarse-graining has long been known as a viable option for simulating complex molecules, but 
it has only recently gained in popularity. In 2013, Michael Levitt, Ariel Warshel, and Martin 
Karplus were awarded the Nobel Prize in Chemistry and part of their award-winning research 
included CG models for complex proteins. This combined with current algorithmic and 
hardware limitations for atomistic simulations has increased the amount of research that has 
gone into coarse-graining. 
Popular coarse-grained MD programs include ESPResSo,25 LAAMPS26, UNRES27-29, and 
COGNAC30. Many fully-atomistic MD packages like NAMD can also be configured to perform CG 
simulations using custom CG force fields such as MARTINI8. 
1.3.1 CG Analytic models 
Many CG analytic models have been developed to tackle specific issues. Some popular CG 
analytic models include31: 
• Rosetta CEM (Centroid Mode)31-32: In this model, the backbone of the residue is still 
fully-atomistic, but the side-chains on the residue are represented by a single CG atom 
with characteristics such as size and charge corresponding to the side-chain. 
• CABS (Cα, Cβ, side-chain)31, 33: The alpha carbon, the beta carbon, the centre of the 
side-chain and the centre of the peptide bond in a residue are replaced with CG atoms. 
Along with this, the Cα atoms are positioned on the cubic lattice in such a way that 
there is an additional pronounced speed-up in the calculations. 
• UNRES (United Residue)27-29, 31: A highly reduced protein model that has only two 
interaction sites: a united side chain and a united peptide group per residue. The 
reduction could lead to a massive speed-up of about 1000-4000 times over an all-atom 
simulation on a single Alpha processor 34-35. 
• MARTINI8, 31: Using a four-to-one mapping, four heavy atoms and linked hydrogens are 
represented by CG interaction sites which can be polar, non-polar, apolar, and charged. 
The CG sites are further divided into subtypes to more accurately represent the side-
chains and molecules and their original atomic structure. Originally developed for lipids, 
it was later applied to proteins and is one of the most popular models for simulating 
membrane environments.  
1.3.2 Challenges in coarse-graining  
While coarse-graining offers a lot of advantages, with the reduced time and complexity comes 
a reduction in accuracy. Much of a molecule’s essential information is lost, such as 
intramolecular bonded interactions. The CG model should not have a very low resolution since 
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that would remove too much of the essential structure of the molecule. A good CG system should 
be able to re-create the original system from the CG representation for analysis and be 
comparable to a fully-atomistic simulation.  
 
Each CG interaction site needs to accurately mimic the effects on the atoms, molecules or side 
chains it is replacing. Since the purpose of coarse-graining is to do away with the atomistic 
detail, the CG force field is made up of only the non-bonded interaction potential. This analytical 
potential needs to be accurate enough to recover the missing atomistic information.  
1.3.3 Non-bonded interaction potentials for coarse-graining 
Since the LJ potential approximates particles are spheres, it is not accurate enough for models 
with more complex shapes. Most side-chains have complex structures that cannot be easily 
replaced by a sphere and may be more ellipsoidal or rod-like in shape. Further, van der Waals 
forces are generally anisotropic: the relative positions of the molecules affect the potential 
between them and the LJ potential only incorporates the scalar distance. It is, therefore, 
necessary to choose a potential that encompasses the anisotropy of the molecule, as well as 
other necessary details. This section discusses a CG model and potential that has provided 
decent performance for the CG simulation of benzene, as well as an alternative option which 
while more difficult to achieve, may provide more accurate information in CG simulations. 
 
The Gay-Berne (GB) potential function is an anisotropic variant of the Lennard-Jones potential 
originally used in the modelling of liquid crystals36. It tackles many of the issues that are present 
in the LJ potential and is thus more suitable for course-graining of anisotropic and complexly 
structured models. It has therefore been used as a CG intermolecular potential in models such 
as UNRES27-29. However, like LJ, the GB potential does not consider the effects of electrostatics 
between GB sites. 
 
13 
 
 
Figure 1.6: Front and side view of a Benzene molecule coarse-grained as an ellipsoidal GB-EMP site modelled in the 
BioVEC37 program 
 
A solution to this problem is suggested by Golubkov and Ren in their work38, where the GB 
potential was used for its vdW contribution in a model that included Electrostatic Multipole 
(EMP) interactions. The system was applied to and evaluated for water, methanol, and benzene. 
As a dimer, benzene is especially suitable for the GB-EMP model since it can be approximated 
as a disk-like ellipsoid. 
Gay-Berne Potential Function 
The GB potential function is naturally complex, containing terms that depend on the relative 
orientations of the molecules38: 
𝑈𝑖𝑗
𝐺𝐵(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋)
= 4𝜀𝑖𝑗(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋) [(
𝜎0
𝑟𝑖𝑗 − 𝜎𝑖𝑗(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋) + 𝜎0
)
12
− (
𝜎0
𝑟𝑖𝑗 − 𝜎𝑖𝑗(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋) + 𝜎0
)
6
] 
(1.13) 
   
Unlike the scalar LJ potential, the GB potential depends on the three vector parameters: 
• ?⃗? 𝒊𝒋: the vector distance between the centre-of-masses of the two ellipsoids 
• ?⃗? 𝒊: the molecular orientation vector of the first ellipsoid 
• ?⃗? 𝒋: the molecular orientation vector of the second ellipsoid.  
 
For benzene, the molecular vector runs perpendicular to the plane of the molecule. The 𝜎𝑖𝑗 and 
𝜀𝑖𝑗 terms, which were constants in the Lennard-Jones potential function, are now complex, 
anisotropic functions that depend on the longitudinal and latitudinal length of the ellipsoids 
and their orientation-dependent well-depth respectively. The Golubkov and Ren version of the 
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equation also includes a damping term 𝑑𝑤, which is used to fine tune the potential for a given 
molecule. 
 
Figure 1.7: Benzene molecule on a Cartesian coordinate set. The molecular orientation vector runs parallel to the z-
axis. Image derived from38 
The equation covers three main orientations for a pair of interacting GB sites: the face-to-face, 
the end-to-end and the T-configurations. Each configuration has its own energy profiles with 
any other orientation falling within their range. The Gay-Berne energy plots are noticeably 
similar to the one-dimensional Lennard-Jones potential plot. 
 
Figure 1.8: Gay-Berne potential energy vs CoM distance for each of the three main orientations - face-to-face (blue); 
T-configuration (yellow); end-to-end (red). Using Golubkov and Ren parameters38 
 
According to their results, the work done by Golubkov and Ren has provided decent results for 
benzene which suits their model well, while failing to simulate water and methanol to the same 
degree. Furthermore, Chapter 3 covers how reproducing their work for benzene has revealed 
notable inaccuracies when it comes to the orientational distributions of the molecules when 
compared to that of a fully atomistic simulation. 
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Electric Multipole Potential for coarse-graining 
For the Electric Multipole Potential (EMP), the charge distribution around a particle is 
represented by a multipole expansion38: 
 
𝑀 = [𝑞, 𝑑𝑥, 𝑑𝑦, 𝑑𝑧 , 𝑄𝑥𝑥, 𝑄𝑥, … , 𝑄𝑧𝑦, 𝑄𝑧𝑧] (1.14) 
 
The expansion is placed at the centre of mass of the particle. 𝑞 gives the charge, ?⃗?  the dipole 
moment and ?⃗⃗?  the quadrupole moment on the particle. 
 
Golubkov and Ren use EMP on a CG site to have a generalized and effective way to determine 
the electrostatics on it. This is used in conjunction with PME to obtain the electrostatic potential 
on a CG particle, with the Gay-Berne potential providing the van der Waals force. Gay and Berne 
themselves have argued that electrostatics should be considered for their model, and Golubkov 
and Ren have shown that the EMP is necessary to get more detail out of their model, especially 
for polar molecules such as methanol. Despite this, however, they were unable to replicate the 
atomistic results for methanol and water. Further, computing complex electrostatics adds to 
the performance time extensively. 
 
The GB-EMP model is complex, however, it is still unable to display the detail necessary for the 
accurate simulation of simple molecules such as water and methanol. An alternative approach 
would be to consider coarse-graining as a bridge between macromolecular thermodynamics 
and atomistic detail3. 
 
exp (
−𝐹
𝑘𝐵𝑇
) = (𝑐𝑜𝑛𝑠𝑡. )∫𝑑𝒙𝑒𝑥𝑝 [
−𝑉(𝒙)
𝑘𝐵𝑇
] ≈ (𝑐𝑜𝑛𝑠𝑡. ′)∫𝑑𝒙𝐶𝐺𝑒𝑥𝑝 [
−𝑉(𝒙𝐶𝐺)
𝑘𝐵𝑇
] (1.15) 
 
In Equation 1.15, 𝐹 represents the free energy of the system i.e. its ability to do work. 𝑉(𝒙) is 
the potential energy of the system in terms of 𝒙, the positions of all the atoms in the system. 
The CG definition of the system also fits this equation, albeit with fewer numbers of 𝒙. The 
equation illustrates that the ideal “potential” of a CG system is the free energy surface from the 
all-atom description of the same system. Since mapping from an all-atom description to the CG 
one removes detail, free energy would contain the entropy effects arising from the degrees of 
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freedom that have been removed. As a result, a lot of research has gone into trying to use free 
energy as the intermolecular potential in CG simulations. 
1.4 Parallelizing and accelerating MD simulations 
The computation of both the van der Waals forces and electrostatics in non-bonded interactions 
is evidently computationally intensive despite the marginal improvements in computational 
complexity. Fully atomistic simulations conducted sequentially on a single core machine yield 
very slow results, and while coarse-graining offers a noteworthy speedup in execution time, 
further improvements in performance are necessary. 
 
Parallel computing involves designing algorithms and writing programs that can utilise and 
execute on parallel architecture and memory. The aim is to obtain a considerable of speed-up 
in execution time and improved efficiency. Parallel computing has become an essential 
computing and computational tool recently as Moore’s law is reaching its limit. As it has become 
difficult to allocate more transistors on a single chip, especially without compromising power 
usage, the use of multi-core machines has become inevitable in not only high-performance 
computing but general day-to-day applications as well.  
 
In the domain of computational science, parallel computing is inevitably an essential aspect. It 
is difficult to gain important information from scientific computing work without the use of 
parallel computing systems due to the large amount of data that needs to be processed and the 
scale of the simulations that need to be executed. With recent major improvements in parallel 
computing, many gold standard simulation packages like CHARMM and AMBER have been 
parallelized, and programs such as NAMD have been created to be highly effective and scalable 
when running in a parallel setup. 
1.4.1 Parallel platforms and models 
To design the most efficient parallel algorithms, it is necessary for a computational scientist to 
not only make sure that a given program or algorithm is suitable for parallelism but also to 
identify the most suitable hardware for the task. 
 
Since the advent of parallel computing, the most popular platform in use is a multicore system 
that uses linked “central” processing units (CPUs) together. The attached memory is accessed 
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by the cores in either a uniform or non-uniform fashion, depending on the programming model 
employed. Most large-scale systems are configured to run the Single Input Multiple Output 
(SIMD) paradigm where the same job is assigned to each core in the system. Systems like these 
usually employ the Message Passing Interface (MPI) paradigm39 to assign jobs and 
communicate between cores. OpenMP40 is also used, with or without MPI, for coarse-grained 
and fine-grained parallelism. Some manycore CPUs such as Intel’s Xeon processor contain 
multiple processor cores on a single chip. They are used for parallel programming on desktops 
and clusters using similar principles and programming models as the multicore clusters. 
 
 
Figure 1.9: The NEC Nehalem CPU Cluster41† 
 
CPU-based parallelism is well supported by most languages and is easily accessible, given that 
most home computers and laptops currently contain at least two cores. However, for large 
industrial jobs, a large system with at least 100-200 cores is necessary. Not only is access to 
such a system expensive, it is also limited.  
 
Field Programmable Gate Arrays (FPGAs) are reconfigurable hardware that contain numerous 
programmable logical units that can be interconnected with the aid of a Hardware Descriptive 
Language (HDL) to mould it for a given task. 
                                                        
† “File:Nec-cluster.jpg” by Hindermath is licensed under CC BY-SA 3.0 
18 
 
 
Figure 1.10: Spartan FPGA from Xilinx42† 
 
Their flexibility and instruction level parallelism make them very popular for designing custom-
made hardware such as Application-specific Integrated Circuits (ASICs). However, despite their 
advantages, they have a steep learning curve and a long development time. They are also not 
easily accessible and are incredibly expensive. 
 
ASICs can be designed using FPGAs and can offer an even more specific hardware solution to a 
problem. They are usually very fast and efficient since they are specifically designed for a task 
and cannot be changed. But this inflexibility can be problematic when it comes to updates. 
Further, designing and creating ASICs is generally very expensive and it is a resource not 
available to everyone. 
 
The Graphics Processing Units (GPU) is a relatively recent addition to the parallel computing 
options. Popular due to their use in computer gaming, GPUs are highly specialised hardware 
that can be considered a small, multicore system on a single card. Highly flexible with a 
relatively gentle learning curve for most programmers, GPUs have become a popular choice for 
parallel programming. 
                                                        
† “File:Fpga_xilinx_spartan.jpg” by Dake is licensed under CC BY-SA 3.0  
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Figure 1.11: The Nvidia Tesla K2043† 
Their popularity has pushed Nvidia and AMD to develop GPUs specifically for programming: 
General-purpose Graphics Processing Units (GPGPUs). Since a single GPU can perform many 
“large” parallel jobs, they can be a better choice than an FPGA or a multicore machine. However, 
there is a limited range of tasks that they are suited to. 
1.4.2 Parallelization of N-body methods 
In their analysis of the landscape of parallel computing, Asanović et al.9 list N-body methods as 
one of their thirteen “dwarves”: computational methods that are essential in scientific and 
engineering research and practice. These dwarves have a high-level of abstraction, however, 
they cover many important computational models and their potential for parallelization. 
Molecular Dynamics simulations are a classic example of an N-body method.  N-body methods 
in their sequential form are quite inefficient; their time complexity is normally 𝑂(𝑁2). However, 
they are highly parallelizable, and their complexity can easily be reduced to 𝑂(𝑁 log𝑁 )or even 
𝑂(𝑁) with optimization and efficient parallelization. 
1.4.3 Examples of accelerated MD simulations 
This section contains a discussion of two examples that each illustrates how the parallelization 
of MD simulations provides improved performance. Each example represents the advantages 
and disadvantages of a fixed (ASICs) and flexible solution (multi-CPUs, GPUs and FPGAs) 
respectively. 
                                                        
† “NVIDIA Tesla K20x GPU” by GBPublic_PR is licensed under CC BY 2.0 
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While most approaches to parallelizing MD algorithms involve redesigning old algorithms to fit 
existing parallel hardware, D.E. Shaw Research at New York took it a step further by building a 
custom-built parallelized supercomputer composed entirely of ASICs. The system comprises 
multiple processing nodes, set up to form a three-dimensional torus. Each node contains a 
specialized ASIC that performs the major computations such as determination of non-bonded 
forces, FFT, interpolation, and integration with massive parallelization. The simulation is 
spread evenly across these nodes. ANTON2, the most recent iteration of the system, boasts a 
staggering rate of 85 μs/day for a benchmark system of 23,558 atoms. 
 
 
Figure 1.12: The 512-node ANTON2 supercomputer44† 
 
In their research to determine the interaction networks in protein folding, Sborgi et al.45 use 
NMR spectroscopy to obtain empirical data and ANTON for MD simulations. Using ANTON, the 
researchers managed to produce 200μs simulations and combined it with empirical data to 
obtain valuable information regarding protein folding. 
 
ANTON is specific, specialized, efficient and fast. However, access to a supercomputer like 
ANTON is difficult, unlike software MD packages that can even run on a personal computer. 
ANTON is therefore generally used for long and complex fully-atomistic simulations that cannot 
run on commercially available parallel architecture and generalized MD packages. 
                                                        
† “The D.E. Shaw Supercomputer, "Anton"” by Matt Simmonsis licensed under CC BY 2.0 
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One of the most popular MD packages available, NAMD was developed by the Theoretical and 
Computational Biophysics Group in the Beckman Institute for Advanced Science and 
Technology at the University of Illinois at Urbana-Champaign. NAMD is famous as an MD 
simulation that is not only fast and ubiquitous but scalable to very large commodity clusters. 
Implemented in C++, NAMD is entirely parallelized. For CPU-based systems, the dynamic 
components of NAMD are built using Charm++ (from the same research group) and benefits 
from its features such as spatial decomposition, adaptive MPI, and load balancing. The GPU-
accelerated version of NAMD is its own separate program implemented with CUDA C++ for 
Nvidia GPUs but follows the same general system and is further discussed in Chapter 2. 
 
NAMD works by decomposing the simulation system into “patches” and “computes” that are 
executed in parallel on each processor or GPU block. Each “compute” implements a 
computation, namely bonded forces and non-bonded forces (generally the LJ potential). A more 
specialized object is created for PME calculations for the electrostatic forces. 
 
NAMD is designed to be able to run on any system that has Ethernet or MPI. This includes both 
large-scale general-purpose CPU clusters, a quad-core PC or even an Nvidia GPU used for 
gaming. It is easy and free to obtain and offers a performance of up to 32ns/day for a large 
commodity cluster. While this is a very modest performance in comparison to the ANTON, this 
is balanced out by NAMD’s ability to run on any platform. 
1.5 Concluding remarks 
This chapter established the purpose and challenges faced in molecular dynamics simulations, 
as well as the techniques of speeding them up via coarse-graining and parallelization. This sets 
the purpose of this project, where we would like to offer a parallel, accelerator-based, coarse-
grain molecular dynamics simulation package. The package is influenced by the needs 
established and the examples given in the literature reviewed above. 
1.6 Thesis Overview 
This section will define the specific aims of this project based on the reviewed literature, the 
scope and limitations of the project and an overview of the layout of the thesis.  
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1.6.1 Purpose of the study 
Molecular Dynamics simulations are essential for the simulations of condensed phase systems 
and macromolecules. The simulation of protein folding is a central challenge as it requires 
simulation times that are computationally inaccessible on most commodity hardware with the 
currently available software packages. The weak but important dispersion effects, along with 
the stronger hydrogen bonds, have been identified as the key driving forces responsible for 
proteins folding into repeatable three-dimensional shapes.  
 
Coarse-grained (CG) packages invariably rely on analytical potential functions because 
numerical potential functions rely on look-up tables (LUTs) that are generally implemented in 
low dimensions. Packages running LUTs, therefore, implemented a simpler potential that 
depends on inter-particle distances. In this thesis, I will explore the viability of using a complex 
numerical potential function that is dependent on relative molecular orientation as well as 
distance using a multidimensional LUT.  
1.6.2 Objectives of the study 
The first objective of this study is to design and investigate the efficacy of a coarse-grained and 
parallel software solution for the determination of non-bonded interactions. A fundamental 
assumption in CG simulations is that the potential functions should be inspired by the free 
energy of the system to be investigated. The second objective of this thesis is to develop and 
measure the efficacy of a numerical free energy inspired potential energy function, specifically 
in its ability to model dispersion interactions in liquid benzene. The solution is influenced by 
the literature discussed and available implementations but is an alternative approach that is 
not commonly available. The criterion used to assign success is that the software must be fast, 
efficient and comparable in performance and accuracy to the available all atomistic MD 
packages. 
1.6.3 Scope and Limitations 
The two goals of the thesis are ambitious.  Therefore, the primary objective of this thesis is the 
proof of concept: to show the proposed solution can work. While there are several software and 
methodological optimizations possible that will improve on the results presented here, this 
aspect of the larger project remains out of the scope of this thesis.  However, the possible future 
developments are discussed in a concluding chapter at the end of this work.  
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1.6.4 Plan of development 
The thesis is divided into 7 chapters, including the current one. The purpose of each chapter is 
described below: 
• Chapter 1: Describes the purpose and challenges of molecular dynamics simulations 
and how they can be optimized with the aid of parallel computing. The purpose and aim 
of this project are established with the aid of the reviewed literature and currently 
available solutions. 
• Chapter 2: Discusses the chosen parallel platform of this project: the GPU. Why it was 
chosen, its architecture and some examples of its use in the acceleration of MD 
simulations are described here. 
• Chapter 3: Discusses the Free Energy Force Induced (FEFI) coarse-grained Molecular 
Dynamics package and its CGGB module that uses the Gay-Berne potential model 
described in Chapter 1. The package is the in-house coarse-grained molecular dynamics 
method of the Scientific Computing Research Unit (SCRU). The original version is 
entirely sequential, and a GPU-accelerated version of the Gay-Berne calculations is 
implemented and evaluated. The CGGB module is used to simulate liquid benzene and 
its successes and drawbacks are highlighted. A need for a more accurate solution is 
established. 
• Chapter 4: The technique used in this project that makes it stand out as opposed to most 
commonly available solutions is the Look-up table (LUT). The aim is to use a LUT for the 
computation of non-bonded interactions so that a numerical Free Energy Volume (FEV) 
can be used as the intermolecular potential. This can be achieved with the aid of an 
interpolation algorithm. Some examples of LUTs, interpolation algorithms and their 
advantages and disadvantages are highlighted here. 
• Chapter 5: The implementations and evaluation of the 4D cubic spline interpolation on 
the CPU and GPU are discussed. The accuracy and efficiency of the LUT are established 
ahead of integration into the FEFI MD package. 
• Chapter 6: The evaluation of the LUT module integrated into the FEFI MD package is 
described in this chapter. The accuracy of the integrated LUT module is compared with 
the CGGB analytic module. The overall efficiency and execution time of the simulation 
are analysed. FEFI MD and its LUT module are then used to simulate liquid benzene 
using a FEARCF46-48 FEV numerical potential to model benzene pairwise intermolecular 
interactions. Structural and transport properties are compared between the LUT-based 
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FEFI simulation and an all atomistic benzene liquid simulation to gauge the accuracy of 
the CG simulation employing a free energy based numerical pairwise potential function.  
• Chapter 7: Provides recommendations for future work and options for features that lay 
beyond the scope of the dissertation. 
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2. Using Graphics Processing Units for MD 
simulations 
2.1 Introduction 
In Chapter 1, the purpose and issues of Molecular Dynamics (MD) simulations and their need 
for acceleration were highlighted. In this chapter, the Graphics Processing Unit (GPU) will be 
established as the most suitable platform for the purposes of this project by comparing it with 
the currently available parallel coprocessors. 
 
Following a brief discussion of their history in processing graphics and general-purpose 
computing, the architecture of Nvidia’s GPUs and the CUDA API1-2 will be discussed. The tools 
available to developers to optimize their applications will be highlighted and popular examples 
of GPU-accelerated MD simulations will be looked at. Finally, the GPU’s purpose in the context 
of this project will be established to be further discussed in Chapter 3. 
2.2 Choosing the GPU as the accelerator 
In selecting the GPU for this project, careful consideration was given to the platforms previously 
highlighted in Chapter 1. To achieve the aims defined for this work, the platforms were 
compared in terms of five requirements.  
2.2.1 Programmability 
The four parallel accelerators: ASICs, FPGAs, multi-CPU clusters and GPUs, can be categorized 
in terms of programmability. Multi-CPU clusters and GPUs are easily programmable and 
flexible. The core software executed on these platforms can be altered or completely replaced. 
FPGAs can also be reconfigured with the aid of HDLs and other frameworks such as OpenCL3 
and MATLAB4. ASICs, however, are inflexible circuits with only one pre-defined, specialized 
purpose. Flexibility allows updates to be rolled out much quicker, while in the case of ASICs a 
brand-new piece of hardware needs to be designed and produced every time. This gives GPUs 
and the other platforms an advantage, albeit at the cost of the efficiency obtained through 
specialization. This disadvantage can, however, be minimized through optimization and 
memory access management. 
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2.2.2 Performance and power consumption 
The Nvidia Tesla V1005-6 is one of the newest GPUs available for use in scientific computing. 
With up to 32GB of RAM, 900 GB/s memory bandwidth and a TDP of 250W at maximum 
performance, it offers high performance for low power usage. Nvidia claims that a single V100 
GPU board can perform as well as up to 100 CPUs5. The Intel Xeon Processor E5-2690v47 is a 
CPU card specialized for cluster usage. A single processing unit has 14 cores, can support up to 
1.54TB of DDR4 RAM, a memory bandwidth of 76.8GB/s and a TDP of 135W. While both 
platforms can provide high performance, in terms of power consumption, the single V100 GPU 
board outperforms 100 cores of the Xeon E5-2690v4. 
 
The latest high-performance FPGAs come with high-end hardware components. The Virtex 
UltraScale+ FPGAs5 from Xilinx, for example, boast up to 3.6M logic cells and 8GB of onboard 
RAM with 460 GB/s memory bandwidth amongst other specialized elements. Power usage by 
well-optimized FPGAs can be much lower than that by GPUs and CPU clusters8. However, the 
performance of the FPGA is highly dependent on how well it is configured and optimized. This 
applies to ASICs as well. 
2.2.3 Development time 
GPU architecture is quite dissimilar to CPU architecture since it was originally created solely 
for rendering graphics. Their software and hardware architecture can be difficult to grasp for 
new GPU programmers at first. Optimizing GPU-based programs can also be more challenging 
than programming for CPU clusters. However, GPU programming does use languages familiar 
to CPU programmers. OpenCL and CUDA both support C/C++, while CUDA also supports 
FORTRAN. This, along with the amount of support, tutorials and examples available can enable 
a programmer to learn how to program a GPU in a short amount of time. In some cases, 
programming GPUs can prove to be easier than working with MPI and OpenMP and provide 
sufficient speed-up with little development. 
 
FPGAs are much harder to work with for beginners unfamiliar with their architecture and HDLs. 
Programming FPGAs requires the programmer to think at the basic hardware and instruction 
level. Parallelism in FPGAs is implemented at this level, and programmers unfamiliar with this 
technique can take some time to understand it. MATLAB and Simulink offer an easier FPGA 
programming experience, but it would still take longer to program an FPGA than a GPU or multi-
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CPU cluster. Since ASICs are specialized hardware units, their development is complex and 
time-consuming and requires multiple programmers and engineers.  
2.2.4 Cost-effectiveness and availability 
The greatest advantage GPUs have over other platforms is their cost. A single high-end GPU 
usually has a high price. A 16GB Nvidia Tesla V1000, for example, can cost about $90009. A 
single Intel Xeon E5-2690v4 processor can cost about $2,20010. However, the unit only has 14 
cores, and about 100 cores are necessary to replicate the GPU’s performance. The price of 
nearly 100 cores i.e. 7 processing units is about $15,575. Furthermore, the GPU board contains 
onboard RAM, can be installed in a workstation instead of a cluster and deliver similar 
performance. However, there are further costs in setting up a CPU cluster such as additional 
RAM and communication cables that extensively add to the total price. GPUs, therefore, have a 
distinct advantage when it comes to cost. 
 
High-end FPGAs11 can cost about $3495. Like GPUs, FPGA boards come with most peripherals 
such as onboard RAM and some communication ports and cables. However, the number of 
FPGAs required depends on the task and can cost much more than even a small CPU cluster. 
Since they are custom-built, it is difficult to determine the cost of an ASIC. However, as with 
FPGAs, their cost also depends on their task amongst other factors such as development cost 
and the cost of sourcing components. 
 
It is also easier to have access to a GPU since they are generally bundled within personal 
computers for graphics and gaming. Nearly all Nvidia GPUs currently available are CUDA 
capable. Access to CPU clusters, FPGAs and ASICs is much more difficult for most programmers 
and developers. 
2.2.5 Algorithm suitability 
In their work comparing the performance of certain benchmarks on GPUs and FPGAs, Jones et 
al.12 tested two benchmarks that are appropriate for this project. The tests were performed on 
an Nvidia GTX285 GPU and the Convey HC-1 FPGA-based system. This comparison was 
originally done in my previous work13. The expected performance of a multi-CPU cluster and 
an ASIC is also highlighted. 
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Batch processing is an important aspect of the algorithm used in this project. At each time step, 
the co-processor will receive the molecular information needed for the computation of the 
forces and torques and return the results to the main routine after the batch is processed. 
  
Using a Mersenne Twister pseudo-random number generator, batches of random 32-bit 
numbers were generated. The Mersenne twister code used is custom designed for each 
platform. The GPU offers a speed-up of 89.3 over a single-threaded CPU, while the HC-1 
performs 88.9 times better (on average). The FPGA’s relatively poorer performance can be 
attributed to the data latency from accessing off-chip RAM since a different experiment 
confirmed that an FPGA can perform 8 times better than the GPU if the RAM was on-chip. On its 
part, the GPU has a batch processing architecture and is, therefore, more sensitive to batch size 
than the HC-1 that has a pipeline architecture. 
 
A multi-CPU cluster can also function a using the MPI paradigm, even though it would need 
many cores to replicate a single GPU’s performance. Inter-core communication within a CPU 
cluster can have a much higher latency than that amongst the cores of a single GPU. A high-end 
communication paradigm like InfiniBand can, however, considerably reduce this latency. 
OpenMP can also be used for more fine-grained parallelism but may add further delays due to 
synchronization.  
 
A custom-built ASIC can be designed to efficiently perform the task and can outperform all the 
other platforms. However, it will require a longer development time than any other platform.  
 
The other important benchmark to test is the computation of N-body calculations. As 
established in Chapter 1, MD simulations are N-Body methods with an 𝑂(𝑁2) computation 
complexity. The platform should be able to run N-body simulations as efficiently as possible. 
 
To test the performance of this benchmark, a two-dimensional second-order simulation of the 
gravitational forces between N particles of different masses was performed on each platform. 
The GPU required explicit synchronization by constantly stopping and restarting the deployed 
kernel, which negatively impacted its performance. As a result, it only offered a speed-up of 
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43.2 over the sequential CPU. However, it still outperformed the HC-1 which only averaged a 
speed-up of 1.9.  
 
Expectedly, an FPGA with customized hardware and software can perform better than a GPU. 
However, this customization cannot be considered a real advantage since that would increase 
the development time. This also applies to an ASIC designed specifically for this problem.  
 
The synchronization issues that this algorithm faces on GPUs can be managed by optimizing the 
algorithm to reduce them. A multi-CPU cluster with enough cores can be expected to have 
similar performance to the GPU-based implementation, depending on how well the CPU 
algorithm is designed. Fine-grained parallelism with OpenMP may add to or hinder the 
performance.  
2.2.6 Conclusion 
While hardware co-processors like FPGAs or ASICs can provide excellent performance, they 
must be explicitly designed for the task, which may include customizing the components found 
on your average FPGA board. ANTON, which was discussed in Chapter 1, is an example of that. 
Customization adds to the development time, which for most tasks is unnecessary. Especially 
at a stage where an algorithm is being experimented with, it is much more suitable to use a 
software solution on commodity hardware like GPUs and multicore CPU-clusters. 
 
Comparing the platforms shows that GPUs suitably match all the requirements. They are easily 
available, can offer high performance for a relatively low cost and use much less power. Their 
development could be longer depending on the algorithm. However, the development time on 
CPU-clusters can be similarly long if not longer to ensure sufficient optimization for decent 
performance. Further, working with the MPI paradigm efficiently can prove to be more difficult 
than working with CUDA.  
 
The GPU is, therefore, the accelerator chosen for the CG MD simulations in this project. Since 
the aim of this thesis is the proof of concept of how the algorithm can be accelerated and not its 
optimization, the GPU offers an easier programming experience than the rest of the platforms 
with a good potential speed-up over a single-CPU sequential implementation. 
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2.3 GPU history overview 
Before its use in acceleration, the primary objective of a GPU was to render graphics for gaming. 
However, over the years due to its sophisticated architecture, its general-purpose use has 
gained popularity. This section offers a brief overview of the GPU’s history as a graphics card 
and later as a general-purpose parallel processor. 
2.3.1 Rendering graphics 
At the end of the era of hard-coded and CPU-driven graphics rendering, the introduction of the 
Graphics User Interface (GUI) on PCs and the demand for more realistic gameplay pushed the 
development for more efficient, high-quality and on-demand video rendering. A series of video 
cards arrived in the market, each bringing a new feature of its own.  
 
While the term Graphics Processing Unit (GPU) had existed for some time, it was not until 1999 
that it entered common usage. The arrival of the Nvidia GeForce series in 1999 changed the 
landscape of graphics processing.  The Nvidia GeForce 256 was marketed as “the world’s first 
GPU”14 and added upgrades and functionality that made it a much more popular option than its 
competitors. Eventually, Nvidia’s GeForce series15 and AMD’s (formerly ATI) Radeon16-17 series 
dominated the market and pushed out other competitors. Their rivalry spawned massive and 
unprecedented improvements that led to their use in areas other than their intended purpose. 
2.3.2 Changing the purpose: GPGPU programming 
While designing the hardware for the Xbox 360, ATI technologies introduced a formal “unified 
shader”18. Previously, GPUs had separate shaders for vertices and pixels, but as development 
continued and aspects such as costs became less substantial, the unified shader became more 
popular. ATI added this functionality to its TeraScale line19 and later to its Radeon HD 2000 
model, while Nvidia used it in its new Tesla microarchitecture and the GeForce 8 series. 
 
The unified shader was a new feature that further pushed the graphics and gaming industry. 
But it had a serendipitous consequence: high-performance parallel computing. Processing high-
end graphics requires a lot of processing power, and the GPUs contained this in the form of 
many small parallel cores. With the unified shader architecture, the shaders became 
programmable and capable of executing flexible instructions. The addition of a floating-point 
processing capability essentially made GPUs consumer-accessible stream processors. 
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Programmers began taking advantage of the parallelism of GPUs and started using them for 
non-graphics purposes, giving rise to general-purpose computing on GPUs (GPGPU)20. 
 
OpenGL21 and DirectX22 are the two most popular graphics programming frameworks for GPUs. 
The languages became more flexible as the architecture did, and eventually, users familiar with 
them and the GPU’s parallel structure started manipulating them to convert non-graphical data 
to “graphics” and writing code such as matrix multiplication23. This attracted the attention of 
the scientific computing community since GPUs offered a cost-effective alternative to multi-CPU 
clusters. Parallel computing had become an essential aspect of scientific computing, especially 
in the case of MD simulations.  
 
Since the graphical frameworks were not intended for non-graphical data manipulation and 
proved to be cumbersome, more general-purpose languages for the GPUs began to show up, 
such as Brook24 and RapidMind25.  
 
Recognising the popularity of GPUs for non-graphical use, Nvidia introduced the Compute 
Unified Device Architecture or CUDA2; an API that allows a user to directly access the features 
of the GPU for general-purpose programming without explicit knowledge of graphics-
processing. While the original version of CUDA was based on C/C++, Nvidia’s collaboration with 
the Portland Group also provided CUDA FORTRAN26 which is more popular in the scientific 
computing community. 
 
Nvidia also began producing a line of GPUs specifically for scientific computations and cluster 
usage: the Nvidia Tesla series27 (not to be confused with the Tesla microarchitecture). Teslas 
are currently used in some of the world’s most powerful supercomputers28-29. 
 
Following the introduction of CUDA, which was specific to Nvidia GPUs and proprietary, the 
Khronos Group, a non-profit consortium that develops OpenGL, introduced OpenCL3. Like 
OpenGL, it is an open-source cross-platform programming framework based on C/C++ for 
parallel computing use. The group includes computing hardware giants like Nvidia, Intel and 
AMD and thus OpenCL is well-supported by most mainstream CPUs, GPUs and FPGAs. 
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The introduction of OpenCL allowed Nvidia’s main rival AMD to compete with them in GPGPU. 
While their primary purpose is CGI and CAD development, AMD’s discontinued FireStream 
series and the newer FirePro series30 are stream-processors and therefore also intended for 
GPGPU and supercomputing. 
2.4 CUDA architecture 
Even though OpenCL can be considered more ubiquitous than CUDA, the lack of proprietary 
support for it in other languages such as FORTRAN, which is more popular in the scientific 
computing community, makes it the less attractive option. Furthermore, Nvidia is actively 
improving CUDA to remain a major player in the GPGPU industry resulting in great support. 
The Portland Group has a similar motivation when it comes to pushing FORTRAN as a parallel 
computing language. 
 
As with CUDA, the Nvidia GPU line is also constantly being developed for GPGPU use; almost all 
currently available Nvidia GPUs are CUDA-capable even if their primary function is processing 
graphics for video game use on desktops and laptops. Unlike AMD and Intel who also produce 
CPUs, Nvidia focusses entirely on their GPUs resulting in them being very well supported. 
 
In general, Nvidia GPUs and CUDA are extremely popular with many libraries, source-code and 
tutorials available, and easy to get started within both C/C++ and FORTRAN. They are thus the 
GPU brand of choice for this project. In this section, the general hardware and software 
architecture of the average CUDA-capable GPU is discussed. 
2.4.1 Hardware architecture 
Starting from the Tesla microarchitecture31 for the GeForce 8 series, Nvidia started a process 
of generationally upgrading their microarchitecture. The most recently available 
microarchitectures are Pascal32 and Volta6, 33. The general hardware architecture that most of 
the microarchitectures follow will be discussed in this subsection34. 
 
As stream processing units, GPUs consist of multiple small cores grouped together into 
streaming multiprocessors (SM). The SMs share the L2 cache that can be used for 
intercommunication between the processors and caching memory reads from the DRAM, the 
largest and slowest storage location that acts as the global memory. The DRAM itself has 
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multiple interfaces connected to the cache and SMs. The host interface provides the connection 
to the CPU’s memory for instruction and data transfer. 
 
 
Figure 2.1: The hardware architecture of a CUDA capable GPU showing the SMs, DRAM, GigaThread scheduler and host 
interface. This figure was derived from the schematic of the Fermi microarchitecture from the Fermi whitepaper35 
 
The streaming multiprocessor is an aggregate of smaller processors and units each with a 
specific purpose. These units are described as follows: 
 
 
Figure 2.2:  A CUDA Core35 
 
• The CUDA cores and DP units: The CUDA or processing core is the unit that performs 
the basic operations on the GPU. The processing core consists of a floating-point unit 
that follows the IEEE 754-2008 floating-point standard and the integer unit (or ALU) to 
perform operations on the data it receives. It also contains queues to hold the input 
and the output. While the FPU originally also handled double-precision calculations, in 
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newer architectures like Kepler, this is handled by a separate double-precision or DP 
unit, with the FPU in the CUDA core remaining as the single-precision unit. As 
described in Figure 2.3, there are more CUDA cores present in most architectures than 
DP units. 
 
 
Figure 2.3: The schematic of a streaming multiprocessor. Derived from the schematics in the Fermi and Volta 
whitepapers33, 35 
 
• LD/ST: The load/store units transfer instructions and data from the various memory 
units to the processor cores and units. 
• SFU: The single-precision special function units are used for more complex operations 
such as trigonometric functions. 
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• Shared memory and L1 cache: Shared memory is the storage location for inter-core 
and inter-thread data. It is smaller and quicker to access than the off-chip RAM. The 
memory location is usually shared with the L1 cache that is used to reduce data latency 
from global memory reads and writes. The user can configure the size allocated to each. 
• Texture cache: A specialized cache for speeding-up texture reads. 
• Register file: The register file is a set of registers for local memory usage by threads. 
While efficient and fast, their limited capacity needs to be managed in programs to avoid 
overflow to local memory allocated the RAM. 
• Warp scheduler and dispatch unit: Manages the simultaneous release of a set of 
instructions or threads. The size of a single warp is 32 threads. 
 
The SMs and their components generally increase in number with each successive CUDA 
microarchitecture. In some cases, like the Volta microarchitecture, the cores are additionally 
split into two equally-sized execution blocks. The shared memory, register and cache sizes have 
also usually increased per release, and faster interconnects and controllers are generally 
introduced to reduce latency within the SM.  
 
The DRAM, or specifically the GDDR SDRAM, is the largest memory location on the GPU board. 
It is located off-chip and so access to it is very slow. The L1 and L2 caches are used to reduce 
latency by storing frequently accessed reads and writes. In software, the DRAM acts as the 
global memory and as thread-specific local memory if register leakage is present. It also houses 
the texture memory which has more specialized interconnects and cache for faster access and 
linear interpolation. Recent GPUs can have onboard RAM that is up to 32GB in size. 
 
The GigaThread scheduler unit is a hardware scheduler that manages the threads allocated per 
SM. It acts as a specific point of control for the GPU threads so that the remaining processors 
can focus all their resources for the task at hand. 
2.4.2 Software architecture 
The Nvidia CUDA software architecture is very similar to the hardware architecture. Many 
software terms are analogous to the hardware components of the GPU. The available software 
features depending on the compute capability (CC) of the GPU. CC is the software “equivalent” 
of the device’s hardware microarchitecture and defines which CUDA features are available to 
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the user. It is highly dependent on the GPU model and microarchitecture. Characteristics 
defined by CC include the maximum number of threads per block and dimension, the maximum 
number of registers per thread and the amount of usable shared memory.  
 
 
Figure 2.4: CUDA’s software architecture35 
 
Like the hardware architecture, the software also follows a hierarchical structure. The basic 
component of the software hierarchy is a thread. Threads are grouped into blocks, which are 
further grouped into a grid. Each level in this hierarchy has different memory types available to 
them. 
Threads 
The most basic software element, a thread runs the list of instructions i.e. the kernel in parallel 
with other threads. GPUs follow the Single Input Multiple Thread (SIMT) paradigm where each 
of these threads run the exact same kernel on different data that can be accessed using the 
thread specific ID. Threads map to a CUDA core in terms of hardware, while making use of 
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special units outside of the core such as the SFU and the caches. While they ideally run in an 
embarrassingly parallel setup, CUDA offers semaphores and synchronization options to avoid 
race conditions and manage reads and writes. 
 
Since a GPU is capable of processing 3D graphics, threads are 3-dimensional; they have IDs in 
the x, y and z-direction. Regardless of the dimensionality of the threads, the total number of 
threads per block cannot exceed 1024. 
Blocks 
A block is a group of threads. Threads within a block can access shared memory that threads in 
other blocks cannot. This allows for specific block level data manipulation and easy 
management of race conditions. Like threads, blocks are also three-dimensional and have IDs 
in each direction. 
 
Since the GPU executes 32 threads simultaneously as a warp, it is generally recommended that 
block sizes are a multiple of 32. Blocks are analogous to the SMs in terms of hardware. However, 
a block cannot have more than 1024 threads while an SM’s thread occupancy is much higher. 
Since blocks can be smaller containing at a minimum a single thread, SMs generally house more 
than one block. This is however limited by the number of registers and shared memory used 
within the block i.e. the SM’s occupancy. 
Grids 
A grid is at the highest level of abstraction on the GPU. It is a collection of blocks and generally 
encompasses the entire GPU. A kernel launch includes a grid definition that includes the grid 
size: the total number of blocks, the block size: the number of threads per block, and the total 
number of threads. The number of threads and blocks in a grid must be provided per dimension. 
 
As seen in the hardware architecture, the GPU houses multiple memory locations. Some of these 
are on-chip such as the caches and register files, while others are off-chip like the large RAM. In 
software terms, this forms a hierarchy of memory. The speed of access to these locations 
depends on if they are on-chip or off-chip and their scope of availability.  
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Global memory 
The largest and slowest memory location, the global memory is a subsection of the off-chip 
RAM. Global memory is available to the entire grid of threads and so access needs to be 
managed to avoid any race conditions. The input and output to kernels i.e. its parameters are 
generally stored here. Before a kernel launch, any data and locations to be used by the kernel 
must be allocated on the GPU, with the input data copied to it. Since access to the memory is 
slow, the programmer should limit the number of reads and writes and take advantage of faster 
memory locations where possible. 
Shared memory 
Shared memory is accessible to an entire block of threads. While it is faster to access than global 
memory, it is also much smaller. Therefore, the block size needs to be managed to make sure 
that shared memory is used efficiently. Shared memory can be used as a programmer-managed 
cache to store frequently accessed global memory data. Since it is also available to multiple 
threads it must be managed with semaphores and synchronization as well. Shared memory 
shares its location with the L1 cache. The program can configure how much memory is allocated 
to each. 
Registers and local memory 
Registers are the fastest memory storage locations allocated to each thread. They also the 
smallest locations and a kernel can only have a limited number of registers per thread based on 
the compute capability of the device. If the kernel needs to use more local variables and 
memory, the registers will “overflow” and “spill” into local memory on the off-chip DRAM. While 
it is housed near global memory, local memory is still allocated per thread and requires no race 
condition management. However, like global memory, it is very slow and uses up space on the 
DRAM which may be otherwise needed for global data. A small amount of spillage may be 
necessary if the occupancy of the SM is hindering performance. 
Constant and texture memory 
Constant memory is a special read-only memory location. Housed on the DRAM, it is especially 
cached and can be read very quickly, but never written to. It is usually allocated before any 
kernels are launched and deallocated at the end of the program’s execution. It is useful for a 
small amount of constant data like coefficients that need to be accessed frequently by multiple 
threads but do not need to be altered. 
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Texture memory is an even more specialized location. A staple on GPUs for image rendering, 
texture memory is interesting because not only does it allow for faster access via a special cache, 
it is specially configured for linear filtering and interpolation. Since graphics can be up till 3D 
in nature, texture memory can perform linear interpolation of linear values (1D), pixels (2D) 
and voxels (3D). In non-graphical use, texture memory is frequently used for linear 
interpolation in 1D, 2D and 3D, or for direct data reads for large, constant arrays. This makes it 
useful for tabulated data making it a kind of look-up table. At the start of a program, the data is 
allocated to global memory and bound to a texture, or in recent CUDA iterations and 
microarchitectures, texture objects.  
2.5 The Nvidia Tesla K20 
The development work for this thesis was done on a single Nvidia Tesla K20 board. The 
technical specifications obtained from the GPU’s datasheets36-37 are as follows: 
 
Peak single-precision FP performance 3.52 TFLOPS 
Peak double-precision FP performance 1.17 TFLOPS 
Number of CUDA cores 2496 
Processor clock 7-6 MHz 
Memory clock 2.6 GHz 
Memory size 5GB (GDDR5) 
Memory interface 320-bit 
Memory bandwidth 208 GB/s 
Power consumption 225W 
Table 2.1: Technical specifications of the Nvidia Tesla K20 
 
The GPU was designed with the Kepler architecture and CC 3.5. It is intended for use in both 
workstations and servers. Computational chemistry is one of its many applications, making it 
suitable for this dissertation. The software designed for this work is in single-precision and so 
takes advantage of the GPU’s superior single-precision performance. 
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2.6 Measuring GPU performance 
To optimize the performance of the developed application and kernels, GPU developers must 
observe how well the kernels perform in terms of specific metrics. For this purpose, Nvidia 
offers a set of tools within its CUDA toolkit so that developers can maximize the efficiency of 
their software1, 34.  
2.6.1 Measurement metrics 
While there are many metrics a programmer must observe to ensure their application is 
running efficiently, these three metrics provide the most detail regarding the performance of 
the kernels in a GPU-based application. 
 
The occupancy of an SM is the ratio of the number of warps active on an SM and the maximum 
number of warps the SM is theoretically capable of executing. A high occupancy is essential to 
hide latencies between instructions that depend on each other. Generally, a 50% occupancy is 
enough. Increasing it further will not increase the performance and may in fact further hinder 
it.  
 
The theoretical occupancy of the kernel is the maximum occupancy the kernel can achieve 
based on metrics such as shared memory usage, registers per thread, and the number of threads 
per block. Altering these by computing the occupancy and testing it experimentally can provide 
ideal performance. It is essential to ensure that any improvements in occupancy are not heavily 
outweighed by lower performance in other metrics. 
 
 
The GPU is affected by instruction and memory latency when the kernel’s design causes it to 
not have enough jobs to operate continuously. Latency in instruction execution arises when 
threads within a warp have stalled due to user-assigned conditions. As a result, programmers 
are encouraged to write kernel code with very few conditional statements. Other instruction 
latencies include delays in instruction fetches, execution dependency and synchronization. 
 
Memory dependencies occur when the resources the GPU needs for execution are not available. 
Memory throttle can also limit performance by halting execution until multiple stalled memory 
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transactions are completed. Poor caching for constant and texture memory could also delay the 
execution. 
 
These latencies can be observed using the Nvidia Profiler and can be improved using 
suggestions by the profiler and other resources. 
 
Execution of the kernels can also be affected by poor utilization of the functional units in the GPU. 
A high number of load, store and texture operations can extensively add to the latency. Instruction 
counts can give an indication of which operations are impacting the kernel execution. They also 
include a count of inactive threads which shows how much divergence in the kernel is impacting the 
execution of the warps. 
2.6.2 Measurement tools 
The following measurement tools can be installed with the CUDA toolkit1. Through their 
efficient use to observe and manage performance metrics, developers can maximize the 
efficiency of their applications. 
 
The Nvidia profiler is one of the most essential tools in the toolkit. Available as both a command-
line operation as well as a visual application, the profiler offers developers all the essential 
metrics listed in Subsection 2.6.1. The visual profiler is available on all operating systems. It can 
be used to create a timeline of all the kernels in the application that allow the developer to 
observe bottlenecks and identify areas where further optimizations can be applied. The profiler 
itself offers suggestions on which metrics should be improved to increase performance. The 
developer can also observe the time consumed by API calls and come up with solutions to 
overlap them to increase efficiency.  The source-code can also be observed within the profiler 
to identify opportunities to improve instruction level parallelism. 
 
CUDA-MEMCHECK is a powerful command-line tool that can be used to observe memory issues 
within the software. The tool can pick up issues within the code including memory leaks and 
illegal access of uninitialized, out-of-bounds or misaligned memory. Potential race conditions 
resulting from improper access and improper usage of synchronization tools can also be 
detected. If the GPU encounters any hardware exceptions when running an application, CUDA-
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MEMCHECK can provide details on that as well. The tool is very similar to Valgrind38 used for 
profiling memory leaks in CPU programs. However, CUDA-MEMCHECK is specialized for CUDA-
capable GPU usage. 
 
CUDA-GDB is a command-line debugging tool that is an extension of the GNU Project debugger, 
GDB. Through this tool, programmers can debug programs running on an actual GPU instead of 
observing the issues via emulation or simulation. 
 
Each of the two tools can be used on their own or run together in an integrated manner. 
Together, the two tools can allow programmers to solve issues within their application while 
running them on a GPU in real-time. 
 
For most GPUs with Fermi or higher microarchitectures, nvidia-smi allows the user to obtain 
details on the GPU such as its model, compute capability and average power usage. It can also 
be used to monitor and manage any issues in the GPU. Like the Nvidia Visual Profiler, it is a 
cross-platform tool.  
2.7 Examples of GPU-accelerated MD simulations 
After GPGPU gained popularity and the introduction of OpenCL and CUDA, many developers of 
popular parallelized MD packages started experimenting with GPUs. With their highly 
parallelized structure, GPUs essentially acted as small multicore systems on a single card that 
can offer the same kind of functionality as a modestly-sized CPU cluster. 
 
Below are some popular examples of MD packages that use GPUs. Some are re-worked from a 
CPU-cluster based algorithm while others were created specifically for the GPU. 
2.7.1 OpenMM 
OpenMM39-40 is an open-source toolkit designed to act as a stand-alone package, a library and 
even a domain-specific language for MD simulations. The package contains almost any tool to 
run a simulation and can be imported into a separate simulation package to add parallelism to 
it. 
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OpenMM is flexible in terms of platforms and can run on CPUs and both Nvidia and AMD GPUs. 
It uses OpenCL and CUDA to run efficient, predefined algorithms for bonded and non-bonded 
potentials such as the standard Lennard-Jones and even the Gay-Berne potential. It can also 
create on-demand kernels to run user-provided custom potentials. GPU usage for this feature 
is recommended since there is almost no difference in performance from standard potentials. 
 
As a library, OpenMM is used to provide GPU-acceleration to many existing “gold standard” MD 
packages such as CHARMM41 and GROMACS42.   
2.7.2 GROMACS 
GROMACS was originally designed to run on multiple CPUs using a combination of MPI and 
OpenMP43. Starting from version 4.5, GROMACS started including GPU acceleration. GROMACS 
4.5 was entirely implemented on the GPU using the OpenMM library44. The CPU was only used 
for the purposes of input and output. However, the implementation did not offer a lot native 
GROMACS features and did not produce considerable speed-up as opposed to parallelized CPU 
implementations for most simulations. 
 
However, GROMACS 4.645 offered a hybridized solution, using native CUDA-based GPU 
acceleration and well as OpenMP on the CPU. The entire algorithm and system were specifically 
re-designed for this purpose. This solution allowed for bonded interactions and electrostatics 
to be computed on the CPU and van der Waals interactions to be offloaded and computed on 
the GPU simultaneously. The package also supported GROMACS’s native features and offers 
multi-GPU support. 
 
Since GROMACS 5.046, non-Nvidia GPUs such as AMD GPUs are also supported via OpenCL. GPU-
acceleration has now become an essential part of GROMACS, but the user does have the option 
to switch it off if no GPU is present.  Currently, the GPU only computes the vdW part of the non-
bonded interactions on the GPU, while the electrostatics are computed on the CPU. However, 
this will be changed from the next version. 
2.7.3 LAAMPS 
LAAMPS47-48 has configured many of its “pair styles” for GPU execution. Like GROMACS, 
LAAMPS also employs a hybrid solution taking advantage of the both the GPU and the CPU. The 
GPUs and CPUs are configured to be able to work in a multi-GPU/multi-CPU hybrid cluster 
environment. 
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Atom coordinates are sent to the GPU while the forces are returned to the CPU. Neighbour-lists 
can be set up and updated on either platform based on the user’s choice. For the electrostatics 
computations, the Fast Fourier Transformation (FFT) requires MPI communication in this 
package and is thus performed on the CPUs. However, charge assignment and force 
interpolation are performed on the GPU. Asynchronous calculations of other forces are 
performed on both platforms. 
 
The speed-up and performance of the GPU-accelerated setup depend on the kind of pair-style 
used and the model of the platform. In general, for single GPU and CPU comparisons, the GPU 
implementation clearly outclasses the CPU implementation. However, the speed-up over a 
cluster setup is more modest. Ultimately, depending on the task, the GPU acceleration can 
provide a notable boost in performance. 
2.7.4 NAMD 
Even when it comes to GPU acceleration, NAMD49-50 is still considered to be one of the best 
packages available. Not long after the launch of CUDA, NAMD developers started to experiment 
with the execution of essential MD algorithms on the GPUs such as Direct Coulomb summations, 
multilevel coulomb summations, the computation of the Lennard-Jones potential and close-
ranged electrostatics.  
 
This led to the formulation of efficient GPU algorithms for not only non-bonded interactions but 
for every aspect of an MD simulation. Many optimization techniques are employed, such as the 
use of texture memory (or texture objects in recent implementations) for the interpolation of 
pre-calculated values of energy, force and coefficients stored as a look-up table51-52. Shared 
memory is configured to be used as an extra cache and the CPU controls the GPU’s workload. 
The CUDA version is multi-GPU and implements NAMD’s spatial decomposition with each 
simulation “patch” assigned to a single GPU. The CPU manages the inter-patch communication. 
 
The CUDA-based NAMD package is entirely self-contained and designed specifically for GPU-
based execution. The Charm++53 version also offers some CUDA-accelerated features but not to 
the extent of the full version. 
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2.7.5 GALAMOST 
Created by the Changchun Institute of Applied Chemistry, the GPU-Accelerated Large-Scale 
Molecular Simulation Toolkit (GALAMOST)54 is a new package created to take advantage of 
powerful Nvidia GPUs. It offers a variety of features, including anisotropic coarse-graining using 
the Gay-Berne potential function. Implemented using CUDA, GALAMOST executes major MD 
calculations such as the computation of both bonded and non-bonded forces on the GPU. The 
neighbour-list is also set up and updated using the GPU. These algorithms are specifically 
optimized for GPU execution and lead to a reduction in execution time since latency resulting 
from the data transfer between the host’s memory and the device’s memory is avoided. The 
code is configured to run efficiently on a single GPU card with each thread focussing on the 
interactions and forces on a single atom. 
2.8 Concluding Remarks 
With their availability, flexibility and potential for providing a considerable performance boost, 
it is evident why GPUs have been used extensively for MD simulations. For the reasons 
highlighted in this chapter, they are the platform of choice for the acceleration of the Free 
Energy Force Induce (FEFI) CG MD package. The GPU-based acceleration of the Gay-Berne 
potential based force routine of the package, as well as its accuracy in simulating liquid benzene, 
will be covered in Chapter 3.  
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3. GPU-Accelerated Coarse-grained 
Benzene Simulations using the Gay-
Berne Potential  
3.1 Introduction 
In the preceding chapters, the need for faster, accurate and efficient molecular dynamics 
simulations was highlighted and the GPU’s suitability for their acceleration was established. 
The objective of this thesis is to find faster ways to simulate benzene molecules using a 
coarse-grained (CG) setup. The challenge, however, is to minimize the loss of essential atom 
level information in the process. 
 
The Gay-Berne potential1 is an anisotropic variant of the Lennard-Jones potential2 that has 
been mostly used to model liquid crystals. Attempts to fit the Gay-Berne potential to 
monomeric molecules that are building blocks of or represent essential elements in 
macromolecular systems have been made by several researchers. Golubkov and Ren3, for 
example, fit the potential to benzene, water and methanol with benzene providing the best 
results. Sheraga et al. used a variant of the Gay-Berne potential for their UNRES model and 
package for CG simulations of proteins4-6. 
 
This chapter will cover an in-depth look at the coarse-grained Gay-Berne (CGGB) module: the 
energy and force routines implemented within the Free Energy Force Induced (FEFI) 
generalised CG molecular dynamics package created by SCRU7. The CGGB module uses the 
Gay-Berne analytical function to determine the non-bonded interaction energies and forces. 
The module had previously been implemented for sequential computations on a CPU. A 
parallelized GPU version of the module was created to accelerate the CG dynamics. This is 
discussed in detail in this chapter. Finally, the performance of the Gay-Berne potential with 
the Golubkov and Ren parameters will be analysed in terms of accuracy with respect to a 
fully-atomistic CHARMM simulation. 
3.2 Simulating benzene in vacuum  
The FEFI package is used to simulate liquid benzene. Its energy and force routines that 
implement the coarse-grained Gay-Berne analytical function is referred to as the CGGB module.  
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3.2.1 The coarse-grained potential and parameters 
In Chapter 1, coarse-grained models and potentials for MD simulations were discussed. The 
suitability of the potential and model depends on the simulation system. The scope of this 
project is limited to the simulation of liquid benzene in a vacuum. The Gay-Berne potential 
function is designed for simulating liquid crystal systems comprising aromatic molecules. It is, 
therefore, well suited for coarse-grained simulations of liquid benzene. 
 
Golubkov and Ren3  parametrized their Gay Berne-Electrostatic Multipole Potential (GB-EMP) 
model for benzene, water and methanol. These parameters were used to perform coarse-
grained simulations for each molecular system by implementing their respective CG force fields 
in TINKER8. Out of the three, the Gay-Berne potential is most suited to model benzene due to 
its ellipsoidal, disk-like shape that is mostly affected by dispersion effects. It is therefore not 
surprising to note that the Gay-Berne potential contributes around 95% of the interaction 
potential energy in a simulation of liquid benzene. Because of this, the EMP was excluded in the 
modelling of liquid benzene in the FEFI package and CGGB module. 
3.2.2 Simulation overview 
The FEFI MD package7 generally follows the same structure as the one described for MD 
simulations in Chapter 1. The package and the CGGB module have limited development features 
as their implementation is not within the scope of the project. The following is a synopsis of its 
included features. 
 
1) Setup simulation: Like a fully-atomistic simulation, FEFI starts by setting up the 
simulation using the input and parameters provided by the user. Currently, FEFI can 
only run NVT simulations i.e. the number of molecules, volume and temperature are 
fixed while the pressure and energy may vary. The simulation box is set up using the box 
length provided by the user. The temperature, time step and a total number of steps are 
also provided by the user. The user also provides a “skip” value which determines the 
frequency at which the trajectory files are written to and the information is provided on 
the console. The neighbourhood list for each particle in the system is also created during 
the setup phase. Besides these values, FEFI further requires the following files. 
• Initial coordinate files: These files contain the initial positions of the atoms, 
molecules and residues in CHARMMS’s9 .cor or .crd format. Structural 
information is required to convert the fully-atomistic description of the molecule 
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to its coarse-grained representation and vice versa. The development and 
parsing of structure or PSF files do not fall under the scope of this thesis. So, the 
structural information for benzene is currently hard-coded. 
• Parameter files: When using the CGGB module, the parameters for the Gay-
Berne potential function are provided through a parameter file. They are also 
used to convert the values in the simulation to reduced units.  
 
 
Figure 3.1: The flow of the FEFI MD simulation with the integrated CGGB module  
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2) Initialize velocities: Velocities of the particles in the simulation are initialized at 
random from a Gaussian distribution depending on the required temperature provided 
by the user. For a restart simulation, initial velocities are obtained from the restart file. 
3) Calculate potential energy and forces: The CGGB module performs the energy and 
force computations using the Gay-Berne analytical function as the force field. It is set up 
using the Gay-Berne parameter file provided by the user. 
4) Update the dynamics: Scalar and angular accelerations are computed using the forces 
and torques obtained from the GB force routine. The scaler velocities and displacements 
are computed using the Velocity Verlet algorithm10-11, while angular velocity and 
rotations are determined using quaternions7. To make sure the system stays at the 
required constant temperature, the Berendsen thermostat12 is used to scale the 
velocities. The velocities and temperature are used to determine the kinetic energy of 
the particles. 
5) Output simulation information:  The user is provided with the information on the 
potential and kinetic energies via console output. Dynamics can further be analysed 
using the following files that are created and updated during the simulation:  
• Coordinate files and restart files: The final positions of the molecules in the 
simulation are written out to two files: one coarse-grained version and one fully-
atomistic version. The files are in CHARMM’s format. A restart file containing the 
final velocities is also created. 
• Trajectory files: CHARMM-format trajectory files are written to after every pre-
defined number of steps i.e. the “skip” value provided by the user. Four files are 
provided: coarse-grained displacement, fully-atomistic displacement, coarse-
grained velocity and fully-atomistic velocity. The user also has the option to write 
a LAAMPS-format trajectory file for displacement to be used in BioVEC13: a visual 
simulation tool that can more accurately represent the shape of the coarse-
grained Gay-Berne particle. 
 
3.2.3 The CGGB module and force routine 
The computation of the non-bonded interactions is one of the most important sections of FEFI. 
As mentioned earlier, the Gay-Berne analytical potential is used as the force field for the non-
bonded interactions within the CGGB module. The non-bonded energy of the system can be 
computed using: 
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𝑈𝑠𝑦𝑠𝑡𝑒𝑚 =∑ ∑ 𝑈𝑖𝑗
𝐺𝐵
𝑁
𝑗=𝑖+1
𝑁
𝑖=1
 (3.1) 
 
The interactions are computed in this double loop structure. In an actual implementation, 
however, the number of iterations in the inner loop is restricted by the neighbourhood list size 
and the cut-off interaction distance. 
 
The Gay-Berne potential was previously described in Chapter 1 and will be discussed in depth 
here. Given the distance and molecular orientation vectors describing two interacting particles 
(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋), the potential can be described by the following equations1, 3: 
 
𝑈𝑖𝑗
𝐺𝐵(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋) = 4𝜀𝑖𝑗(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋)[𝑅
12 − 𝑅6] (3.2) 
  
Where: 
𝑅 =
𝜎0
𝑟𝑖𝑗 − 𝜎𝑖𝑗(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋) + 𝜎0
 (3.3) 
 
The 𝜀𝑖𝑗 and 𝜎𝑖𝑗 terms are anisotropic and depend on the orientation of the particle as much as 
they depend on its physical and chemical properties. 𝜎𝑖𝑗 is given by: 
 
𝜎𝑖𝑗(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋) = 𝜎0[1 − 𝐻]
−
1
2 (3.4) 
 
Where: 
𝐻 =
χ𝛼2(?̂?𝒊 . ?̂?𝒊𝒋)
2
+ χ𝛼−2(?̂?𝒋 . ?̂?𝒊𝒋)
2
− 2χ2(?̂?𝒊 . ?̂?𝒊𝒋)(?̂?𝒋 . ?̂?𝒊𝒋)(?̂?𝒊 . ?̂?𝒋)
1 − χ2(?̂?𝒊 . ?̂?𝒋)
2  (3.5) 
 
The terms σ0, χ and 𝛼 are obtained using the dimensions of the molecule: the length, 𝑙, and the 
thickness, 𝑑. 
 
𝜎0 =  √𝑑𝑖
2 − 𝑑𝑗
2 (3.6) 
𝜒 = [
(𝑙𝑖
2 − 𝑑𝑖
2)(𝑙𝑗
2 − 𝑑𝑗
2)
(𝑙𝑗
2 + 𝑑𝑖
2)(𝑙𝑖
2 + 𝑑𝑗
2)
]
−
1
2
 
(3.7) 
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𝛼2 = [
(𝑙𝑖
2 − 𝑑𝑖
2)(𝑙𝑗
2 + 𝑑𝑖
2)
(𝑙𝑗
2 − 𝑑𝑗
2)(𝑙𝑖
2 + 𝑑𝑗
2)
]
−
1
2
 
(3.8) 
 
Similarly, 𝜀𝑖𝑗 is given by: 
 
𝜀𝑖𝑗(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋) = 𝜀0𝜀1
𝑣(?̂?𝒊 , ?̂?𝒋)𝜀2
𝜇(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋) (3.9) 
 
Where: 
𝜀1(?̂?𝒊 , ?̂?𝒋) = [1 − χ
2(?̂?𝒊 . ?̂?𝒋)
2
]
−
1
2
 
(3.10) 
 
𝜀2(?̂?𝒊 , ?̂?𝒋, ?⃗? 𝒊𝒋) = 1 − 𝐻′ (3.11) 
 
𝐻′ =
χ′𝛼′2(?̂?𝒊 . ?̂?𝒊𝒋)
2
− χ′𝛼′−2(?̂?𝒋 . ?̂?𝒊𝒋)
2
− 2χ′2(?̂?𝒊 . ?̂?𝒊𝒋)(?̂?𝒋 . ?̂?𝒊𝒋)(?̂?𝒊 . ?̂?𝒋)
1 − χ′2(?̂?𝒊 . ?̂?𝒋)
2  
(3.12) 
 
 
The χ′𝛼′2, χ′𝛼′−2 and χ′2 terms are described by: 
 
χ′ =
1 − (
𝜀𝐸
𝜀𝑆
)
1
μ
1 + (
𝜀𝐸
𝜀𝑆
)
1
μ
 (3.13) 
 
𝛼′2 = [1 + (
𝜀𝐸
𝜀𝑆
)
1
μ
]
−1
 
(3.14) 
 
 
Where: 
• 𝜀0 is the well-depth of the interacting molecules in the cross configuration 
• 𝜀𝐸 is the well-depth of the interacting molecules in the end-to-end/face-to-face 
configuration 
• 𝜀𝑆 is the well-depth of the interacting molecules in the side-by-side configuration 
 
𝜇 and 𝑣 define the structure and characteristics of the Gay-Berne potential and are set to the 
canonical values of 2.0 and 1.0 respectively. From the interaction energies, the energy per 
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molecule is computed by dividing the energy equally between the two interacting particles 
and accumulating the energy for each particle. 
 
Using vectors as parameters can be complicated. As a simplification, four scalar variables or 
reaction coordinates can instead be derived from these vectors. The Gay-Berne potential 
equation can, therefore, be re-written as: 
 
𝑈𝑖𝑗
𝐺𝐵(𝑟, 𝑎, 𝑏, 𝑔) = 4𝜀𝑖𝑗(𝑟, 𝑎, 𝑏, 𝑔)[𝑅
12 − 𝑅6] (3.15) 
 
The reaction coordinates are described as follows: 
 
 
Figure 3.2: The reaction coordinates for coarse-grained benzene 
 
• 𝑟: The distance between the centers of the two particles. 
• 𝑎 = 𝑟cos 𝜃1: The cosine of the molecular vector angle (orientation) of the first particle.  
• 𝑏 = 𝑟cos 𝜃2: The cosine of the molecular vector angle (orientation) of the second 
particle. 
• 𝑔 = cos𝜑: The cosine of the angle between the two molecular vectors.  
 
The position vectors of a molecular pair 𝑖 and 𝑗 are defined as: 
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?⃗? 𝒊 = (
𝑥𝑖
𝑦𝑖
𝑧𝑖
) and ?⃗? 𝒋 = (
𝑥𝑗
𝑦𝑗
𝑧𝑗
) (3.16) 
 
where each vector comprises three Cartesian coordinates defining the position of the molecule 
in 3-dimensional space. The distance between 𝑖 and 𝑗 is therefore defined as: 
 
?⃗? 𝒊𝒋 = ?⃗? 𝒊 − ?⃗? 𝒋 = (
𝑥𝑖 − 𝑥𝑗
𝑦𝑖 −  𝑦𝑗
𝑧𝑖 − 𝑧𝑗
) (3.17) 
 
?⃗? 𝒊𝒋 runs along the interaction axis of the two molecules. Besides their positions, each of the 
molecules are also defined by their molecular directional vectors: ?̂?𝒊 and ?̂?𝒋. For benzene, the 
molecular vector is parallel to the C6 axis and is therefore normal to the plane of both the fully-
atomistic molecule and CG particle. Using these three vectors, the reaction coordinates are 
computed: 
 
𝑟 = |?⃗? 𝒊𝒋| = √(?⃗? 𝒊𝒋 .  ?⃗? 𝒊𝒋) 
(3.18) 
  
𝑟 is the scalar distance between the two molecules i.e. the magnitude of the distance vector ?⃗? 𝒊𝒋. 
It is also used to normalize ?⃗? 𝒊𝒋: 
 
?̂?𝒊𝒋 =
1
|?⃗? 𝒊𝒋|
?⃗? 𝒊𝒋 =
1
√(?⃗? 𝒊𝒋 .  ?⃗? 𝒊𝒋)
?⃗? 𝒊𝒋 =
1
𝑟
?⃗? 𝒊𝒋 (3.19) 
 
The normalized distance vector, ?̂?𝒊𝒋, along with the molecular directional vectors, ?̂?𝒊 and ?̂?𝒋 are 
used to compute the interaction angles and their cosines: 
 
𝜃1 = cos
−1(?̂?𝒊 . ?̂?𝒊𝒋) (3.20) 
  
𝜃1 is defined as the angle between the directional vector ?̂?𝒊, and the interaction axis or distance 
vector ?⃗? 𝒊𝒋.  
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𝜃2 = cos
−1(?̂?𝒋 . ?̂?𝒊𝒋) 
 
(3.21) 
𝜃2 is defined as the angle between the directional vector ?̂?𝒋 and the interaction axis or distance 
vector ?⃗? 𝒊𝒋.  
 
𝜑 = cos−1(?̂?𝒊. ?̂?𝒋) (3.22) 
 
𝜑 is defined as the angle between the two directional vectors  ?̂?𝒊 and ?̂?𝒋.  
 
It is important to note that the Gay-Berne potential as defined in Equation 3.15 is not actually 
in terms of the angles described above but rather their cosines i.e. the dot products of the three 
vectors involved. So, the actual reaction coordinates to be used are: 
 
𝑟 = |?⃗? 𝒊𝒋| = √(?̂?𝒊𝒋 . ?̂?𝒊𝒋 )
2
 (3.23) 
𝑎 = (?̂?𝒊 . ?⃗? 𝒊𝒋) = 𝑟(?̂?𝒊 . ?̂?𝒊𝒋) = 𝑟 cos 𝜃1 (3.24) 
𝑏 = (?̂?𝒋 . ?⃗? 𝒊𝒋) = 𝑟(?̂?𝒋 . ?̂?𝒊𝒋) = 𝑟 cos 𝜃2 (3.25) 
𝑔 = (?̂?𝒊. ?̂?𝒋) = cos𝜑 (3.26) 
 
 
With respect to the scalar reaction coordinates, the partial derivatives can be described as3: 
 
𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑟
=
8𝜀𝜇𝐻′
𝜀2𝑟𝑖𝑗
[𝑅12 − 𝑅6] −
4𝜀
𝜎0
(1 +
𝜎3𝐻
𝑟𝑖𝑗𝜎0
2) [12𝑅
13 − 6𝑅7] (3.27) 
  
𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑎
= −
8𝜀𝜇
𝜀2𝑟𝑖𝑗
[𝑅12 − 𝑅6]
χ′𝛼′2(?̂?𝒊 . ?̂?𝒊𝒋) − 𝜒
′2(?̂?𝒋 . ?̂?𝒊𝒋)(?̂?𝒊. ?̂?𝒋)
1 − 𝜒′2(?̂?𝒊. ?̂?𝒋)
2
+
8𝜀𝜎3
𝑟𝑖𝑗𝜎0
3
[6𝑅13 − 3𝑅7]
χ𝛼2(?̂?𝒊 . ?̂?𝒊𝒋) + χ
2(?̂?𝒋 . ?̂?𝒊𝒋)(?̂?𝒊. ?̂?𝒋)
1 − χ2(?̂?𝒊. ?̂?𝒋)
2  
(3.28) 
 
𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑏
= −
8𝜀𝜇
𝜀2𝑟𝑖𝑗
[𝑅12 − 𝑅6]
χ′𝛼′2(?̂?𝒊 . ?̂?𝒊𝒋) − 𝜒
′2(?̂?𝒋 . ?̂?𝒊𝒋)(?̂?𝒊. ?̂?𝒋)
1 − 𝜒′2(?̂?𝒊. ?̂?𝒋)
2
+
8𝜀𝜎3
𝑟𝑖𝑗𝜎0
3
[6𝑅13 − 3𝑅7]
χ𝛼2(?̂?𝒊 .  ?̂?𝒊𝒋) + χ
2(?̂?𝒋 . ?̂?𝒊𝒋)(?̂?𝒊. ?̂?𝒋)
1 − χ2(?̂?𝒊. ?̂?𝒋)
2  
(3.29) 
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𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑔
= 4𝜀𝑣[𝑅12 − 𝑅6] (
χ2(?̂?𝒊. ?̂?𝒋)
1 − χ2(?̂?𝒊. ?̂?𝒋)
2)
−
8𝜀𝜇
𝜀2
[𝑅12 − 𝑅6]
𝜒′2(?̂?𝒊 . ?̂?𝒊𝒋)(?̂?𝒋 . ?̂?𝒊𝒋) − 𝐻′𝜒
′2(?̂?𝒊. ?̂?𝒋)
1 − 𝜒′2(?̂?𝒊. ?̂?𝒋)
2
+
8𝜀𝜎3
𝜎0
3
[6𝑅13 − 3𝑅7]
χ2(?̂?𝒊 . ?̂?𝒊𝒋)(?̂?𝒋 . ?̂?𝒊𝒋) − 𝐻χ
2(?̂?𝒊. ?̂?𝒋)
1 − χ2(?̂?𝒊. ?̂?𝒋)
2  
(3.30) 
 
 
Using these derivatives, the forces and torques are computed as follows3, 14: 
 
?⃗? 𝒊 = −?⃗? 𝒋 = ?̂?𝒊𝒋
𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑟
+ ?̂?𝒊 
𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑎
+ ?̂?𝒊𝒋
𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑏
 
(3.31) 
 
?⃗? 𝒊 = (?̂?𝒊𝒋 ×  ?̂?𝒊 )
𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑎
+ (?̂?𝒊 ×  ?̂?𝒋)
𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑔
 (3.32) 
 
?⃗? 𝒋 = (?̂?𝒊𝒋 ×  ?̂?𝒋)
𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑏
+ (?̂?𝒋 × ?̂?𝒊)
𝜕𝑈𝑖𝑗
𝐺𝐵
𝜕𝑔
 
 
(3.33) 
 
Like the energy, the forces and torques are accumulated for each particle in the system during 
the computation of the interactions. 
3.2.4 CPU-based sequential implementation 
The CGGB module has a simple sequential implementation for a single CPU.  In the double loop-
structure described by Equation 3.1, the routine iterates over every CG particle in the system 
and processes its interaction with the particles in its neighbourhood list. The routine, which is 
called once per time step, is outlined by the pseudo-code in Listing 3.1: 
 
 
For every particle (i) in the system 
- Obtain the neighbourhood list 
- For every pair particle (j) in the list 
o Compute the distance 
o Check for cut-offs and apply minimum imaging 
o Compute the remaining reaction coordinates 
o Compute the Gay-Berne potential energy 
o Compute the Gay-Berne partial derivatives 
o Divide the energy equally between the particles 
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Listing 3.1: Pseudo-code for the computation of the energy and forces on a single-threaded CPU 
 
o Compute the forces and torques from the partial derivatives 
o Update total system energy 
 
 
To test the potential of the GPU in improving the computational performance of FEFI, the CGGB 
module was ported to a GPU with the aid of CUDA. Due to parallelization, the GPU algorithm is 
different from the one described for the CPU version in Listing 3.1.  
 
While the CGGB module was ported to the GPU, the remaining routines of FEFI still execute on 
the CPU sequentially. The schematic in Figure 3.3 illustrates this operation: 
 
 
Figure 3.3: FEFI MD executes on the CPU and requests the CGGB module on the GPU for energy, forces and torques at 
every time step 
 
Due to the GPU’s SIMT architecture, for ideal performance the algorithm must have an 
embarrassingly parallel structure. This can be achieved by shifting the focus from the 
“calculation-per-particle” method in the sequential implementation to a “calculation-per-
interaction” method instead. The threads in the GPU will each be assigned to a unique 
interaction in the system. The reaction coordinates are set up as batches of input for the energy 
and force calculations on the GPU. These batches are created on the GPU itself using the 
molecular position and directional vectors. Along with these vectors, the CGGB routine also has 
access to the neighbourhood list per particle. 
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Unlike the energy computations, the reaction coordinate computations do require the double 
loop structure, where the outer loop iterates over the particles, and the inner loop iterates over 
its neighbour list. To do away with the double-loop structure, the threads and block IDs are 
used to map to the inner and outer loop respectively. 
  
The size of the thread block, 𝑇𝑃𝐵, is chosen to achieve the maximum theoretical occupancy of 
the GPU’s SMs. There is no shared memory usage employed in this kernel. The grid size is 
derived from the maximum number of interactions per CG particle and the thread block size: 
 
𝐵𝑃𝐺 = ⌈
max(𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠)
𝑇𝑃𝐵
⌉
=  ⌈
max(𝑝𝑎𝑖𝑟𝑠 𝑝𝑒𝑟 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒) ∗ 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠
𝑇𝑃𝐵
⌉ 
(3.34) 
 
In the kernel, the global thread index is broken down to obtain two indices. The first index maps 
to each particle in the system. The second index is used to obtain the paired particle from the 
neighbourhood list of the current particle. The global thread index is computed using the thread 
index per block, the block index per grid and the block size. This method is used to ensure that 
very few threads are idle or stalled per block, and to increase the throughput of the GPU to 
compute the reaction coordinates of larger systems. The number of pairs per particle is not 
consistent, however, and some blocks will have more stalled threads than others. 
 
Another source of complexity and stalls is the cut-off distance. While a particle may be present 
in another’s neighbourhood list if the distance between the two is too long the energy and force 
for that interaction is practically zero. As a result, the actual number of interactions needs to be 
tracked and stored as it is different from the previously determined number, and to ensure that 
there are fewer stalled threads in the next kernel.  
 
A counter variable that resides in the device’s global memory is used to keep track of the next 
available index in the reaction coordinate array. The counter starts at zero and each thread 
reads in the counter value, stores the computed reaction coordinate at the location pointed by 
it, and updates it by one. Since these computations are in parallel, this will inevitably lead to 
race conditions when reading from and writing to the same location. To address this, CUDA’s 
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 Listing 3.2: Pseudo-code for computing the reaction coordinate batch with Kernel 1 
in-built mutex-based atomicAdd15 function was used to read from and update the counter in a 
single step. The intrinsic function is well optimized and adds very little delay to the overall 
function.  The pseudo-code in Listing 3.2 briefly explains the implementation of the kernel in 
code: 
 
Break the global thread ID to particle ID (i) and list index (l) 
If (l) is less than the size of the neighbour list for the particle 
- Obtain index (j) from the neighbour list using (l) 
- Compute the distance for the pair and apply minimum imaging 
- If within the cut-off range 
o Compute the remaining reaction coordinates 
o Obtain the available index value from the counter and update 
the counter (mutex-based access) 
o Use the index to store reaction 
 
 
Indexing considerations with the block and thread IDs are taken to ensure there are no out-of-
bounds errors and incorrect fetches and writes. Each item in the neighbourhood list, input 
vectors and output reaction coordinates is accessed only once by individual threads and so the 
kernels follow an embarassingly parallel structure. The shared memory was not involved in 
this mechanism but may act as a cache in future revisions. The actual index of the interaction is 
also stored along with the reaction coordinates for reverse mapping when computing the total 
energy, force and torque per particle. 
 
This step is split between two kernels. The first one is the GPU implementation of the Gay-Berne 
potential and its partial derivatives. As evidenced by Equations 3.2 to 3.30, the algorithm for 
computing GB potential energy and derivatives is complex. However, the CPU implementation7 
offers a fast adaptation of the algorithm which the GPU implementation also uses.  
 
As mentioned earlier, to conform to the GPU’s SIMT structure, the double-loop in the algorithm 
(Equation 3.1) had to be adapted to an embarrassingly parallel structure. Since Kernel 1 was 
used to compute the reaction coordinate batch, Kernel 2 can focus on the computation of the 
GB energy and its derivatives. The final value of the counter variable at the end of Kernel 1’s 
execution provides the total number of unique interactions to be computed. This ensures that 
most of the threads are involved in the computation and are not stalled. The kernel’s flow is 
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Listing 3.3: Pseudo-code for computing the Gay-Berne energy and partial derivatives using Kernel 2 
Listing 3.4: Pseudo-code for computing and accumulating the energy, forces and torques per particle using Kernel 3 
straight-forward, however, the energy and derivative computations are slightly complicated 
(Equations 3.2 to 3.30) using up many resources. 
 
 
If thread ID (tid) is less than the total number of interactions: 
- Read in reaction coordinates to shared memory 
- Compute the energy and four partial derivatives and store in shared 
memory 
- Copy the energy and derivatives to their arrays in global memory 
 
 
 
Shared memory is used as a cache to store the repeatedly used reaction coordinates and results. 
This reduces the load on the registers. Given the complexity of the GB calculations and the 
resources used, Kernel 2 does not compute and accumulate the energy and forces per particle. 
This is instead done in Kernel 3 that follows the same embarrassingly parallel structure as 
Kernel 2. 
 
 
If thread ID (tid) is less than the total number of interactions: 
- Split (tid) to get the indices of the pair of interacting particles 
(i) and (j) 
- Read in the position and molecular direction vectors 
- Use the vectors to compute the force and torque 
- Using mutex-based addition operations: 
o Add half of the energy to the total for particle (i) and the 
other half to particle (j) at their respective indices in the 
global energy array 
o Add the total energy to the global energy variable 
o Add the computed forces and torques for particle (i) and 
particle (j) to their total at their respective indices in the 
global force and torque arrays 
 
 
Like Kernel 1, Kernel 3 also uses the atomicAdd function to accumulate the energy, forces and 
torques per particle and the total energy of the system. While this does slow the execution of 
the threads, it eliminates the need for multiple arrays and additional kernels. Kernel 3 does not 
use any shared memory. 
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3.2.5 Performance analysis 
The performance of the GPU implementation of the CGGB module is evaluated by checking the 
accuracy of the results and the execution times as opposed to the CPU version. The GPU 
occupancy of the kernels and other metrics, previously covered in Chapter 2, are also looked at 
to highlight potential improvements. 
 
The FEFI MD simulation and the CPU version of CGGB were executed on an Intel® Xeon® E5-
2620 clocked at 2.00GHz. The GPU version of the CGGB module was executed on an Nvidia Tesla 
K40 (specifications provided in Chapter 2). 
 
The analysis of the kernels using the Nvidia Profiler provides the information in Table 3.1: 
 K1 K2 K3 
Threads per block 96 640 512 
Registers per thread 23 45 34 
Shared memory per block 0B 22.5KiB 0B 
Theoretical occupancy 75% 62.5% 75% 
Actual occupancy 54.6% 29.4% 25.9% 
FLOP (% of total execution 
count) 
14% 52% 39% 
Inactive (% of total execution 
count) 
65% 8% 11% 
Load/Store (% of total execution 
count) 
2% 4% 11% 
Table 3.1: Kernel structure analysis of the GPU-based CGGB module 
The theoretical occupancies of all three kernels is quite high. The number of threads per block 
for Kernels 2 and 3 were chosen specifically to get the best possible theoretical occupancy. 
However, the number of threads used in Kernel 1 relies on the maximum number of 
interactions per particle and is thus variable. Due to its low register usage, the theoretical 
occupancy of the kernel is always above 50% for more than 64 threads per block and enough 
to hide the latency of the kernel.  
 
Despite the large number of inactive threads per warp due to the three branching statements, 
the actual occupancy of the kernel is high at 54.6%. The main source of latency is execution 
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dependency. This can potentially be rectified in future revisions by increasing instruction level 
parallelism however it does not seem to weigh down the kernel heavily. 
 
Kernels 2 and 3, however, do not achieve the desired 50% occupancy in practice. The two 
kernels are much more complex as evidenced by the large number of floating-point operations 
they execute. Kernel 2 has latencies arising from execution and memory dependency, which can 
be addressed by managing instruction level parallelism and memory access patterns.  
Kernel 3 is affected by memory throttle. The kernel is not only dependent on Kernel 2 for results 
but has multiple memory-based operations due to its high usage of atomicAdd to compute the 
total energy, force and torque per molecule and the system energy. 
 
Since the focus of this thesis is a proof of concept of the CG algorithms, a high-level optimization 
of the kernels is not included in this thesis. The objective is to observe the suitability of the 
algorithm and implementation at a “simpler” level in terms of accuracy and timing. The in-
practice execution of the kernels will be analysed in the following subsections.  
 
The Mean Absolute Percentage Error (MAPE) check was used to determine the accuracy of the 
GPU results when compared to those from the CPU. It is described as: 
 
𝑀𝐴𝑃𝐸 =
1
𝑁
∑
|𝑦𝑐 − 𝑦𝑜|
|𝑦𝑜|
𝑁
𝑖
 (3.35) 
 
In Equation 3.35, 𝑦𝑜 are the original (CPU) values and 𝑦𝑐 are the calculated (GPU) values. 
 
The check was performed on the energy, force and torque values obtained after one time-step 
against various box sizes. Since the forces and torques are vectors, the MAPE is computed for 
their magnitudes. 
 
No. of molecules Box side length(Å) MAPE(%) 
Energy Force Torque 
100 24.0 0.0821 0.0014 0.0033 
250 34.0 0.0040 0.0003 0.0005 
500 42.0 0.0322 0.0007 0.0013 
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1000 53.0 0.0003 0.0039 0.0012 
2500 72.0 0.0055 0.0014 0.0011 
Table 3.2: Observing the accuracy of GPU implementation when compared to the CPU one 
 
The errors in all the results are minimal, with the box size barely affecting the results. This is 
expected since GB energy and partial derivatives are computed using the same algorithm on 
the CPU and GPU. 
 
The execution time for one step of the CGGB module provides a specific indication of the speed-
up achieved. Table 3.3 covers the time taken by a single execution of the CGGB module on the 
CPU and GPU for varying box sizes: 
 
No. of 
molecules 
Box side 
length(Å) 
CPU(ms) GPU 
without 
latency(ms) 
Speed-up 
(without 
latency) 
GPU with 
latency(ms) 
Speed-up 
(with 
latency) 
100 24.0 33.3 0.190 175 13.4 2.49 
250 34.0 65.3 0.184 355 13.8 4.73 
500 42.0 119.3 0.207 575 17.2 6.94 
1000 53.0 228.0 0.315 724 38.1 5.98 
2500 72.0 479.1 0.615 779 89.0 5.38 
Table 3.3: Time taken for a single execution of the CGGB module for various simulation sizes 
 
The speed-up achieved from the GPU is broken into two sections: the total execution time of 
only the three kernels on the GPU (i.e. without latency) and the total time of the GPU-based 
force routine including the memory copy overhead and other latencies (i.e. with latency). 
While comparing to the kernel execution times without the latency, the GPU’s speed-up is 
phenomenal. However, it is fairer to include the latencies, since they notably add to the total 
time taken. The speed-up achieved with latencies is, in fact, much less.  
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Figure 3.4: Plot of the execution time per time step of the CGGB module for various simulation sizes 
 
Looking closely at the GPU’s latency in Table 3.4 shows that memory copy and other latencies 
take up most of the time on the GPU. 
 
No. of 
molecules 
Box side 
length(Å) 
GPU 
without 
latency(ms) 
GPU with 
latency(ms) 
Latency(ms) Latency (%) 
100 24.0 0.190 13.4 13.2 97.0 
250 34.0 0.184 13.8 13.6 98.5 
500 42.0 0.207 17.2 17.0 98.8 
1000 53.0 0.315 38.1 27.8 73.0 
2500 72.0 0.615 89.0 88.4 99.3 
Table 3.4: Latency in the GPU's execution of the CGGB module 
 
The size of the latency is an indication that the memory copy to and from the GPU needs to be 
managed better. This can be done in a future implementation using GPU streams to coalesce 
kernel execution and memory copy. 
 
In Table 3.5, the speed-up achieved in long simulations of FEFI with the CGGB module is 
analysed. The simulations were conducted for a 42.0Å ×  42.0Å ×  42.0Å cubical box with 500 
benzene molecules at a 1fs time step while printing out to console at every 10 steps. 
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No. of steps Total time(ps) CPU(s) GPU(s) Speed-up 
10000 10 266 148 1.80 
25000 25 665 359 1.85 
50000 50 1323 750 1.76 
100000 100 2659 1566 1.70 
Table 3.5: Execution time and speed-up of the CGGB module on GPU and CPU 
 
From the Table 3.5 and Figure 3.1, it is visible that the increase in CPU and GPU execution times 
is relatively similar at different rates. This is evident from the speed-up which is almost 
consistent. This is because the main source of the speed-up is the CGGB module which takes the 
same amount of time per time step, while the remaining execution of the FEFI MD simulation is 
done sequentially on the CPU. This is an indication that, along with better memory copy 
management, more of the FEFI code should be on the GPU. Not only will it limit the memory 
copy latency, but it will also make asynchronous execution using GPU streams more feasible. 
 
 
Figure 3.5: Plot of execution times of FEFI with the CGGB module for several time steps 
3.3 Simulation results 
The FEFI MD simulation using the CGGB module was used to simulate liquid benzene using the 
Golubkov and Ren parameter set3. The performance and accuracy of the simulation were 
verified when compared to a “golden standard” CHARMM simulation of benzene using various 
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MD metrics. All simulations were run for 100,000 steps at 1𝑓𝑠 time steps. The constant 
temperature was set to 298K. 
3.3.1 Probability Distribution Functions 
Probability distribution functions provide information on how the molecules are spread 
throughout the simulation and their structural information in the box. 
 
The radial distribution16 or the pair correlation function is the measure of how the density of 
the particles in a system varies with the distance from a reference particle. In other words, it 
provides the probability of finding particles at any given position from the reference particle. It 
can be described as: 
 
𝑔(𝑟) = 𝜌4𝜋𝑟2𝑑𝑟 (3.36) 
 
Where: 
• 𝜌 is the number density of the system of particles 
• 𝑟 is the distance from the reference particle 
• 𝑑𝑟 is the extra margin that is included in the measurement 
 
It is generally performed for each molecule in the system and averaged. For benzene, the RDF 
for the centre-of-mass to centre-of-mass of the molecules and the carbon to carbon for a single 
carbon on the ring is measured.  
 
The plots in Figure 3.6 and Figure 3.7 were obtained from the position trajectories of the 
molecules in the system using CHARMM’s in-built RDF calculator17. The RDF from the CHARMM 
simulation can be considered the “gold standard” version and is used as the basis of 
comparison.  
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Figure 3.6: The centre-of-mass to centre-of-mass Radial Distribution of Benzene  
 
For the centre-of-mass to centre-of-mass plots, the Golubkov and Ren results follow the trend 
of the CHARMM results well, albeit with poorer peaks. There is also some structure present at 
short-contact distances for the Golubkov and Ren results that does not exist for CHARMM. 
 
Figure 3.7: The carbon to carbon Radial Distribution of Benzene 
 
For the carbon to carbon plots, the Golubkov and Ren results show good correlation with the 
CHARMM results. However, the results do not provide the same level of detail and the peak 
heights are also slightly smaller. This is, however, expected. Despite recovering benzene’s 
structure and its planar orientation, while mapping the CG particle of benzene back to its fully-
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atomistic form, the carbons were placed around its centre-or-mass randomly. Since the single 
tracked carbon was not necessarily in its expected location at each time step, the carbon to 
carbon RDF does not show the same level of accuracy and detail as the fully-atomistic result.  
 
While the RDFs give a valuable indication of the accuracy of the results, they are one-
dimensional and cannot provide details on anisotropy. However, a radial distribution with an 
angular component can give a much better indication of that. 
 
The Radial-Angular Distribution plots in Figure 3.11 were obtained from the displacement 
trajectories of the simulations. The displacements were used to obtain the 𝑟 𝑣𝑠. 𝜑 plots that 
show a clear distribution of the three general positions a pair of benzene molecules take: 
 
• The area before the first peak at very low distances shows the probability of the parallel-
displaced or end-to-end/face-to-face position. In this position, the “wider” faces of each 
benzene molecule face each other i.e. they are parallel: 
 
Figure 3.8: The end-to-end/face-to-face configuration 
• The first, smaller peak at shorter distances gives the probability of the T-configuration.  
 
Figure 3.9: The T-configuration 
• The second, larger peak at greater distances gives the probability of side-to-side 
configuration. In this position, the two benzene rings lie flat on the plane with their 
“wider” faces pointing upwards. 
 
Figure 3.10: The side-to-side configuration 
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The 2D contour and 3D surface plots for 𝑟 𝑣𝑠. 𝜑 are as follows. 
 
(a) 
 
 
 
  
(b) 
 
 
 
 
Figure 3.11: 2D contour and 3D surface plots of r vs. φ from a) CHARMM and b) FEFI running the CGGB module with 
G&R parameters 
 
The CHARMM plots again provide the basis of comparison. The plots are highly detailed and 
give a good indication of the positions and orientations of the benzene molecules during the 
simulation. 
 
The Golubkov and Ren plots suggest more favour towards the T-configuration with a higher 
first peak than the CHARMM plots. The second peak, however, has a similar height. Further, the 
area and orientations between the peaks seem to be poorly defined when compared to the 
CHARMM results. 
73 
 
3.3.2 Diffusion coefficient 
Transport coefficients, more specifically the diffusion constants are a good indicator of how 
accurate the motion of the molecules is. Translational diffusion is the linear movement of the 
molecules in 3D space. The translational diffusion coefficients were computed for each 
simulation. The published experimental value 18 for the diffusion of liquid benzene at 298K, 
which the simulations were run at, is also provided for comparison.  
 
  Diffusion coefficient (10-9 m2/s) 
CHARMM 2.18 
FEFI(CGGB) 3.82 
Experimental18 2.20 
Table 3.6: Comparing the diffusion coefficients 
The fully-atomistic CHARMM simulation provides a near accurate diffusion constant when 
compared to the experimental value. The Golubkov and Ren results however over-estimated 
both the experimental and CHARMM values of the diffusion coefficients. This corresponds to 
the center-of-mass to center-of-mass RDF plot in Figure 3.6. The peaks of the Golubkov and Ren 
plots are shorter and less defined. This suggests that there is less structure present in the 
simulation with these parameters.  
3.3.3 Computational performance 
Besides the accuracy of the results, the other important aspect of coarse-graining and a GPU-
based implementation is the computational speed-up achieved when compared to a fully-
atomistic simulation. For a simulation box with 500 benzene molecules, the execution times for 
a 1𝑛𝑠 simulation in CHARMM and FEFI using the CGGB module at 1𝑓𝑠 time steps are estimated 
to be: 
  Execution time (hrs) 
CHARMM 40.74 
FEFI(CGGB) 4.35 
Speed-up 8.63 
Table 3.7: Comparing estimates long timescale simulation executions times 
 
The speed-up obtained from the coarse-grained FEFI simulation and the GPU-accelerated CGGB 
module is 9.36, which is a remarkable improvement over CHARMM’s execution time. 
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3.4 Concluding remarks 
The Gay-Berne analytical potential with the Golubkov and Ren parameters shows promise 
when it comes to the coarse-grained simulation of benzene. This was expected since benzene is 
a suitable molecule for the potential. Even so, there are several inaccuracies between the all-
atomistic results and the GB results.  
 
An alternative approach to using the Gay-Berne potential would be using a numerical free 
energy description of the molecule. The Free Energy From Adaptive Reaction Coordinate Forces 
(FEARCF)19-20 is a sampling method used to create Free Energy Volumes (FEV)21 from the 
interactions in an atomistic molecular dynamics simulation. These FEVs contain the description 
of two interacting molecules and describe them with respect to various reaction coordinates. 
This means that that the arrays can be used to obtain the structural information of various 
systems. For example, a pure substance in a vacuum like benzene can be described with the aid 
of four reaction coordinates resulting in a four-dimensional free energy array.  
 
Due to the amount of information they include and their dissimilarity with the potential, these 
arrays cannot be used to parameterize the Gay-Berne potential equation. Instead, the FEV could 
be treated as a numerical free energy potential for the dynamics instead of extracting 
parameters from it. This can be achieved by treating the FEARCF FEV as a look-up table (LUT) 
using an interpolation algorithm to approximate results between grid points. This idea led to 
the creation of the LUT module for the FEFI MD simulation package. The development and 
testing of the package will be discussed in Chapters 4, 5 and 6. 
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4. Look-up tables and interpolation 
algorithms 
4.1 Introduction 
Look-up tables (LUTs) have historically been very popular in mathematics and computer 
science. Any table with one or more indices mapping to unique value constitutes a LUT. This 
includes trigonometric and logarithmic tables found in many mathematics textbooks1. In 
computer science and engineering, the concept of table look-ups has led to many uses such as 
memory caching, databases with a search operation and spreadsheets. Most of these use the 
very basic principle of indexing, but many complex LUTs such as hash tables are used for 
improving performance. 
 
While simple table lookups have been used to reduce the computation time of many complex 
operations, this can be taken a step further by completely replacing the computation with a 
table look-up and an interpolation. Interpolation algorithms can predict the trend of the data 
points in a table and provide an approximate solution based on that prediction. While the 
accuracy and precision vary between algorithms, an interpolation will nearly always contain an 
approximation error. However, the gain received in resources, execution time and efficiency 
may greatly outweigh the loss in accuracy for most algorithms. Furthermore, for data sets with 
no functional form, an interpolation algorithm can be used to estimate values between the data 
points. 
 
Many MD simulation packages have made use of look-up tables and interpolations to improve 
the execution times and efficiency of the algorithms. In Chapter 2, the use of the GPU’s in-built 
texture memory and linear interpolation for the look-up of Lennard-Jones forces in NAMD2-3 
was highlighted.  
 
In the preceding chapters, the need for using a numerical free energy surface as the 
intermolecular potential in coarse-grained simulations was established. The free energy 
volumes used in this project were created via sampling in FEARCF4-6 and have no functional 
form. The surfaces can be used as a LUT and the values in-between the grid points can be 
determined with the aid of an interpolation algorithm. The aim of this chapter is to investigate 
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a suitable interpolation algorithm for this purpose. Since these surfaces are four-dimensional 
(4D) in nature, the algorithm must be capable of multidimensional implementations.  
 
This chapter begins with a brief discussion of look-up table examples and their uses. In-built 
hardware LUTs in FPGAs and GPUs are also highlighted. This is followed by a discussion on 
interpolation and its various types. Polynomial and cubic spline interpolation algorithms are 
analysed in detail, and the reasons for choosing the cubic spline interpolation for this project 
are offered. Finally, the chapter ends with a look at two examples of cubic spline interpolation 
algorithms that are further investigated in the thesis.   
4.2 Examples and uses of look-up tables 
The aim of using LUTs in most of their implementations is to reduce execution time and increase 
efficiency by replacing repetitive computation. The computation of non-trivial functions is 
generally more time consuming than reading from an array. In many cases, the indexing is not 
direct but is performed using a function or algorithm to map an index to the corresponding 
value in an array. 
 
LUTs and similar data structures are used extensively in computer and computational science. 
Some commonly used types of LUTs are briefly discussed below. 
 
4.2.1 Lists and indexing 
Lists are the simplest form of LUTs. In many programs, a list is implemented using an array that 
acts as a quick access storage location for commonly used values. A set of indices can be mapped 
one-to-one or many-to-one (for multidimensional data) to a value stored in an array. When the 
values in the arrays are known, a simple array indexing operation can return the value 
immediately. When the arrangement is not known, however, search operations need to be 
employed. 
 
Databases and spreadsheets are more sophisticated forms of lists where the data can be 
queried using keys that can be integer values or strings. 
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4.2.2 Caching and Memoization 
A cache is an on-chip hardware or software structure that stores the original address and data 
of frequently used locations on off-chip memory. Off-chip memory like DRAM is large but very 
slow to access. To reduce computation time, caches store values that the compiler or 
programmer determines will be used often. On a cache miss, i.e. when a value is not present in 
the cache, the expensive off-chip memory fetching operation needs to be performed. However, 
this will be stored in the cache and a future call for the same location will result in a cache hit. 
Hardware caches are used by processors like CPUs7 and GPUs8. A web browser cache is an 
example of software caching.   
Memoization9-10 is a technique where data from computationally expensive function calls is 
stored in a LUT for future re-use to avoid computing the value again. It is related to caching, 
however, instead of storing commonly used data from a slower storage location like DRAM, the 
data is computed in runtime and stored on-the-fly when required. When a value is computed, 
the LUT is accessed to check if the value is present. If it is not, the value is computed and stored 
in the LUT. Memoization is used in functional programming languages like Haskell11-12 and top-
down parsing10 to reduce the computational costs in the algorithms of these platforms and 
increase efficiency. 
4.2.3 Hash tables and functions 
Hash tables use complex algorithms known as hash functions to compute a unique key to map 
to a value. The most ideal hash function distributes the key values uniformly and has no 
collisions, i.e. no key has two values it can map to. In a realistic scenario, collisions may occur, 
and a hash table needs to be specifically designed to handle such a condition. Optimization 
techniques are used to handle collisions. 
 
Hash tables are commonly used to implement associative arrays: tables of keys and values, 
where a unique key, that is separate from the index, is mapped to a value in the table. Examples 
of associative arrays include dictionaries and maps. They are also used for indexing operations 
in databases and caches which were mentioned earlier. 
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4.2.4 Hardware-based LUTs 
LUTs are hard-coded on some hardware to reduce computations of commonly used functions 
on these platforms. Caches, which can be hardware-based, were discussed in Section 4.2.2. 
Hardware LUTs on FPGAs and GPUs are discussed below. 
 
Look-up tables are commonly found on FPGAs as part of the Configurable Logic Block (CLB). 
They are implemented using multiplexers and can be multidimensional i.e. use more than one 
input to map to a single value. These values can be hard-coded for common functions such as 
sines and cosines or be reconfigurable with the aid of D-latches. Boolean functions can be 
accelerated by implementing a truth table as a LUT.  
 
LUTs have been used extensively in graphics processing in 1D, 2D and 3D forms. They are used 
for the acceleration of colour operations and reduced their computationally complexity and 
time13. Three 1D LUTs, one for each colour, are used for simple modifications, such as 
brightness, gamma and contrast. More complex colour operations require higher 
dimensionality and more complex interpolation algorithms. 3D LUTs are used to accelerate 
operations such as shadow, hue and saturation. 
 
LUTs are used in conjunction with interpolation (which will be discussed in the next section) 
to determine data in between the values stored on the LUT. The most commonly used forms of 
interpolation used in graphics are the nearest-neighbour and linear interpolation (or trilinear 
interpolation in the case of 3D operations)13. 
 
LUTs and linear interpolation are hard-coded in most GPUs as texture look-ups. Both images 
and non-graphical data can be loaded into texture memory and the texture fetching operations 
can be configured to perform a “direct” look-up using nearest-neighbour interpolation or linear 
filtering which applies linear interpolation. Both the LUTs and interpolation methods on GPUs 
are available up till 3D. 
4.3 Interpolation algorithms 
A computationally intensive function can be replaced by numerical data using a LUT to reduce 
the cost of the calculation. The output from a set of input values can be computed and stored in 
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an array to act as a LUT and the values can be directly looked-up instead of being computed. 
However, the technique fails for values that fall in between the data points in the table. While 
these can be computed on-the-fly and stored again for future use (i.e. memoization), it will 
reduce the computation efficiency of the algorithm. 
 
The alternative solution is the use of interpolation algorithms. Interpolation can be described 
as a numerical method used for the determination of values between an available set of discrete 
data points. A computationally intensive function can be replaced with a look-up table and a 
“simpler” interpolation algorithm. Any gains in computational speed and efficiency may, 
however, come at the cost of accuracy. 
 
As described in Section 4.2.4(ii), interpolation has been used for image filtering and correction 
to smooth rougher images using pixel data. However, its use is even more essential when 
determining values from a set of scattered data with no functional form. In this case, the 
interpolation algorithm acts as the function to return values between the data points as 
accurately as possible. In this section, some popular interpolation algorithms and their 
advantages and disadvantages are discussed. 
 
4.3.1 Nearest-neighbour interpolation 
Nearest-neighbour is the most basic type of interpolation14. The technique simply returns the 
value closest to the index being looked-up. For example, if a table contains index values ranging 
from 1 to 10 at a step size of 1, depending on the algorithm, an index of 5.6 can be mapped to 
6.0 and the value of that index will be returned. 
 
Figure 4.1: A 1D nearest-neighbour interpolation (blue) around the data points (red)15† 
                                                        
† “File:Piecewise_constant.svg” by Berland is available in the Public Domain. 
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Nearest-neighbour is computationally simple and is almost equivalent to a direct read from an 
array. However, not only is the function piecewise and discontinuous, it is also particularly 
inaccurate for multidimensional data and unusable if derivatives are required. 
 
4.3.2 Linear interpolation 
Linear interpolation is one of the most commonly used interpolation forms for basic data16. 
Unlike nearest-neighbour, linear interpolation computes a new value for any data point that 
lies between the ones present in an array or LUT. 
 
In 1D, for a given value 𝑥𝑞 that falls in the range of 𝑥 values, the corresponding 𝑦𝑞 value is 
computed using Equation 4.1: 
 
𝑦𝑞 = 𝑦𝑖 + (𝑦𝑖+1 − 𝑦𝑖)
(𝑥𝑞 − 𝑥𝑖)
(𝑥𝑖+1 − 𝑥𝑖)
 (4.1) 
 
As the name suggests, the function has a linear form. Interpolation takes place in between two 
data points (𝑥𝑖, 𝑦𝑖) and (𝑥𝑖+1, 𝑦𝑖+1) where the 𝑥𝑞 value falls.  For multi-dimensional data, linear 
interpolation is performed for each dimension iteratively to obtain the final value. 
 
 
Figure 4.2: Linear interpolation (blue) between data points (red)17† 
 
Linear interpolation is continuous and more accurate than the nearest-neighbour interpolation. 
However, it is also not differentiable. This makes it unsuitable for data where derivatives are 
required. 
                                                        
† “File:Interpolation example linear.svg” by Berland is available in the Public Domain. 
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4.3.3 Polynomial interpolation 
Higher order polynomial interpolation is used for data that requires more accuracy than that 
offered by its linear variant. For a given set of 𝑛 data points, a polynomial of 𝑛 − 1 degree can 
fit through them18: 
 
𝑦 = 𝑐𝑛−1𝑥
𝑛−1 + 𝑐𝑛−2𝑥
𝑛−2 + 𝑐𝑛−3𝑥
𝑛−3 +⋯+ 𝑐1𝑥 + 𝑐0 (4.2) 
 
High-order polynomial interpolations are not only continuous but differentiable, making them 
much more suitable than linear interpolation 
 
Figure 4.3: A polynomial (blue) passing through the data points (red). Note the higher accuracy in approximation 
with no discontinuities19† 
 
With higher accuracy and differentiability comes higher computational costs. The polynomial 
may also exhibit oscillatory effects at endpoints, known as the Runge’s phenomenon20.  
 
 
Figure 4.4: Runge's phenomenon with a high-order Lagrange polynomial21‡ 
                                                        
† “File:Interpolation_example_polynomial.svg” by Berland is available in the Public Domain. 
‡ “File:Runge's phenomenon in Lagrange polynomials.svg” by Glosser.ca is licensed under CC BY-SA 4.0 
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As opposed to linear interpolation, for approximating simpler functions or data where accuracy 
is not a major factor, the disadvantages of polynomial interpolation may outweigh the 
advantages. 
 
Lagrange and Newton polynomials are commonly used for interpolation. The following is a 
brief overview of the two polynomials. 
 
For a set of 𝑛 data points in a table, a Lagrange polynomial16, 22 of less than (𝑛 − 1) degree that 
passes through all the points in the table is given by the following linear combination22: 
 
𝑃𝐿(𝑥) =∑𝑦𝑗𝑃𝑗
𝐿(𝑥)
𝑛
𝑗=0
 (4.3) 
 
Where the Lagrange basis polynomial 𝑃𝑗
𝐿(𝑥) is given by: 
 
𝑃𝑗
𝐿(𝑥) =∏
𝑥𝑞 − 𝑥𝑘
𝑥𝑗 − 𝑥𝑘
𝑛
𝑘=0
𝑘≠𝑗
 (4.4) 
 
For the 1D case, the tabulated data points must have a one-to-one mapping for the basis 
functions to be non-zero. The Lagrange polynomial is very susceptible to Runge’s phenomenon. 
It is, therefore, essential to choose a polynomial degree that can accurately predict the data with 
as few oscillations and errors as possible. 
 
Like Lagrange polynomials, Newton polynomials are a linear combination22: 
 
𝑃𝑁(𝑥) =∑𝑎𝑗𝑃𝑗
𝑁(𝑥)
𝑛
𝑗=0
 (4.5) 
 
Unlike Lagrange, however, the coefficients of the polynomials 𝑎𝑗  are divided differences for the 
values of 𝑦 until the current index: 
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𝑎𝑗 = [𝑦0, … , 𝑦𝑗] (4.6) 
 
The divided differences can be computed recursively or with the aid of an upper triangular 
matrix.  The Newton basis polynomials themselves are given by (𝑗 > 0 and 𝑃0
𝑁 = 0): 
 
𝑃𝑗
𝑁(𝑥) =∏(𝑥𝑞 − 𝑥𝑖)
𝑗−1
𝑖=0
 (4.7) 
 
As compared to Lagrange, Newton polynomials are harder to compute due to the use of divided 
difference. However, it is much easier to add new terms to the Newton polynomial if new data 
points are added to the table, unlike Lagrange polynomials where the entire polynomial needs 
to be re-computed22.  
4.3.4 Spline interpolation 
A spline is a special type of polynomial which is piecewise in nature23-24. Due to this, they are 
resistant to Runge’s phenomenon and are much more flexible, enabling them to pass through 
the data points while ensuring there are no discontinuities and unreasonable behaviour. 
 
 
Figure 4.5:  A cubic spline approximating a set of data points25† 
 
Interpolation is performed by forming a spline curve between consecutive pairs or alternating 
sets of data points known as knots. A general spline function is provided in Equation 4.8. 
 
                                                        
† File:Parametic Cubic Spline.svg  by User:Garry R. Osgood is licensed under CC BY-SA 3.0 
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𝑆(𝑥) =
{
 
 
 
 
𝑆0(𝑥),
𝑆1(𝑥),
⋮
𝑆𝑛−2(𝑥),
𝑆𝑛−1(𝑥)
          
𝑥0 ≤ 𝑥 ≤ 𝑥1
𝑥1 ≤ 𝑥 ≤ 𝑥2
⋮
𝑥𝑛−2 ≤ 𝑥 ≤ 𝑥𝑛−1
𝑥𝑛−1 ≤ 𝑥 ≤ 𝑥𝑛
 (4.8) 
 
𝑆𝑖(𝑥) are polynomials of the chosen degree. Despite being piecewise in nature, spline 
interpolation ensures continuity and differentiability at the data points.  
 
The third degree or cubic spline is the most commonly used version of spline interpolation since 
it is twice differentiable and continuous23-24. As the name suggests, for a cubic spline, the 
polynomials making up each case of the piecewise function, Equation 4.8, will be cubic26: 
 
𝑆𝑖(𝑥) = 𝑎𝑖 + 𝑏𝑖(𝑥 − 𝑥𝑖) + 𝑐𝑖(𝑥 − 𝑥𝑖)
2 + 𝑑𝑖(𝑥 − 𝑥𝑖)
3 for 𝑥𝑖 ≤ 𝑥 < 𝑥𝑖+1 (4.9) 
 
The interpolation must ensure that at the data points of a set of tabulated values, the 
corresponding value is returned by the function. Furthermore, the value and the first and 
second order derivatives of two consecutive piecewise polynomials in the spline must be equal 
at their shared knot. This ensures the continuity and differentiability of the spline and 
interpolation. For differentiability at the endpoints of the tabulated values, the spline is 
clamped to zero (natural cubic spline) or a known value if available18. 
 
The data points and these conditions result in a system of equations to compute the coefficients 
of the polynomials in Equations 4.8 and 4.9. The tridiagonal algorithm is generally used to solve 
this set of equations27-28. An alternative version of the algorithm is computed using basis 
functions28-29. 
4.4 Comparing interpolation algorithms 
In choosing the right interpolation for the LUT, it is necessary to look at three main aspects of 
the algorithms: their computation complexity, multidimensionality and potential parallelism. 
The aim of the project is to implement a parallel, 4D LUT and the chosen algorithm needs to 
meet these criteria. 
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4.4.1 Computation complexity 
The cubic spline interpolation has two steps: computation of the coefficients and interpolation. 
The tridiagonal algorithm used for the computation of the coefficients has the complexity of 
𝑂(𝑁2)30. As established in the case of MD simulations, this complexity is inefficient. However, 
it is only called once before any interpolations are performed. Further, optimized versions of 
the routine are available from linear algebra libraries like BLAS31 and LAPACK32. Once the 
coefficients are known, a single interpolation is generally performed in 𝑂(𝑛) time18.  
 
Both Lagrange and Newton polynomials involve two sets of accumulation which 
computationally will be translated to a double nested-loop. This means they generally have the 
inefficient computational complexity of 𝑂(𝑁2)33 when computing their coefficients. However, 
like the cubic spline interpolation, their actual interpolation can be performed in 𝑂(𝑁) time33.  
 
4.4.2 Multidimensionality 
Multidimensionality is the main section where the cubic spline interpolation has a major 
advantage. 2D and higher polynomial interpolations are not simple algorithms, and while 
attempts at their implementation have been made34-35, they are not commonly used. 
 
On the other hand, cubic spline interpolation can be easily used for multivariate interpolation28, 
35. The bicubic spline interpolation is frequently documented and used in many applications18, 
28-29, 35.  
4.4.3 Parallelism 
Many parallel implementations to reduce the overall complexity of the algorithms have been 
devised. In the case of polynomial interpolation, this reduces the complexity to 𝑂(log𝑁)36-37. 
An algorithm implementing a parallel cubic spline interpolation has also shown a reduction in 
complexity to 𝑂(1) on a GPU38. 
4.4.4 Conclusion 
Overall, both polynomial interpolation and cubic spline interpolation are popular for their high 
accuracy in estimating between the data points, continuity and differentiability. The cubic 
spline interpolation is not, however, susceptible to Runge’s phenomenon like the polynomial 
ones. While some of the interpolation algorithms can benefit from parallelization, the 
motivation in choosing the cubic spline interpolation as the algorithm of choice for the LUT 
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used in this project has much to do with its potential for multidimensionality which is essential 
to this work. 
4.5 Cubic spline interpolation algorithms 
In this section, two variants of the cubic spline interpolation algorithms explored in this thesis 
are discussed. 
4.5.1 A special case of the Lagrange Polynomial 
In their FORTRAN-based implementation, William H. Press et al. provided the following general 
equations for a cubic spline interpolation and its derivatives18: 
 
𝑦 = 𝐴𝑦𝑖 + 𝐵𝑦𝑖+1 + 𝐶𝑦𝑖" + 𝐷𝑦𝑖+1" (4.10) 
 
𝑑𝑦
𝑑𝑥
=
𝑦𝑖+1 − 𝑦𝑖
𝑥𝑖+1 − 𝑥𝑖
−
3𝐴2 − 1
6
(𝑥𝑖+1 − 𝑥𝑖)𝑦𝑖" +
3𝐵2 − 1
6
(𝑥𝑖+1 − 𝑥𝑖)𝑦𝑖+1" (4.11) 
𝑑2𝑦
𝑑𝑥2
= 𝐴𝑦𝑖" + 𝐵𝑦𝑖+1" (4.12) 
 
Where: 
 
𝐴 =
𝑥𝑖+1−𝑥𝑞
𝑥𝑖+1−𝑥𝑖
; 𝐵 = 1 − 𝐴; 𝐶 =
1
6
(𝐴3 − 𝐴)(𝑥𝑖+1 − 𝑥𝑖)
2;  𝐷 =
1
6
(𝐵3 − 𝐵)(𝑥𝑖+1 − 𝑥𝑖)
2 (4.13) 
 
(𝑥𝑎, 𝑦𝑏) and (𝑥𝑏 , 𝑦𝑏) are the two consecutive points forming an interval between them. The 
equations are derived from a special case of Lagrange polynomials. For this derivation, the 
authors had to assume that the second derivatives are known. Further, by insuring that the first 
derivatives of the splines are continuous and differentiable across the boundaries of the 
intervals (to ensure the second derivative exists), the authors provided the following system of 
equations: 
 
𝑥𝑖 − 𝑥𝑖−1
6
𝑦𝑖−1"+
𝑥𝑖+1 − 𝑥𝑖−1
3
𝑦𝑖"+
𝑥𝑖+1 − 𝑥𝑖
6
𝑦𝑖+1" =
𝑦𝑖+1 − 𝑦𝑖
𝑥𝑖+1 − 𝑥𝑖
−
𝑦𝑖 − 𝑦𝑖−1
𝑥𝑖 − 𝑥𝑖−1
 (4.14) 
 
The equations exist for 𝑖 = 2,… ,𝑁 − 1 and can be solved using the tridiagonal algorithm to 
obtain the series of 𝑦𝑖" values.  
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To obtain unique solutions, the second derivative of one or both endpoints of the entire 
tabulated data needs to be set, since they are not covered by the system of equations (4.14). If 
the second derivatives are not known, this can be done in one of two ways: 
• Setting either or both endpoints to values computed using Equation 4.11 
• Setting the endpoints to 0, giving the natural cubic spline. 
Along with one of the boundary conditions specified above, the equations take the form of a 
tridiagonal matrix. 
 
The FORTRAN code provided in the book “Numerical Recipes in FORTRAN”18 splits the process 
into two functions: 
• A function implementing the tridiagonal algorithm and boundary conditions to compute 
the second derivatives which are only called once. 
• A function that performs the interpolation using a given value of 𝑥𝑞 , the computed values 
from the above routine and the original data table. Optimization techniques are 
employed to ensure a quick computation. 
 
The book18 also offers a bicubic spline interpolation algorithm. 
4.5.2 Interpolation using B-splines 
An alternative and popular method for cubic spline interpolation is using B-splines i.e. basis 
spline functions. A 𝑑-dimensional spline can be constructed from the linear combination of B-
splines of the same dimension.  Like regular splines, B-splines are also piecewise in nature. The 
zeroth-degree B-spline is given by the “hat” or shifted step function28-29: 
 
𝛽0(𝑥) = { 
1                 |𝑥| ≤
1
2
0          𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
 (4.15) 
 
The zeroth dimensional spline is an example of a nearest-neighbour interpolation. Higher-
dimensional B-splines are obtained using repeated convolution of 𝛽0(𝑥) with itself, or 
computed using the Cox-de Boor recursion formula39. 
 
The third-degree B-spline is given by: 
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𝛽3(𝑥) = { 
(2 − |𝑥|)3                      1 ≤ |𝑥| ≤ 2
4 − 6|𝑥|2 + 3|𝑥|3                |𝑥| < 1
0                                       𝑒𝑙𝑠𝑒𝑤h𝑒𝑟𝑒
 (4.16) 
 
Using the basis function, a spline in 𝑑-degree is computed using a linear combination: 
 
𝑠𝑑(𝑥) =∑𝑐𝑘𝛽𝑘
𝑑(𝑥)
𝑘
 (4.17) 
 
𝑐𝑘 is the set of coefficient values computed from the tabulated data points to correspond with 
the basis functions. 
  
In their design of a fast, general multidimensional cubic spline interpolation, Kindermann and 
Habermann28 use B-splines.  The technique requires the index values or dependent variables in 
the data table to be equidistant. However, a re-scaling function can be applied to non-
equidistant nodes prior to applying the same algorithm, provided they fulfil the required 
criteria. Any index value 𝑥𝑖  in the table can then be expressed as: 
 
𝑥𝑖 = 𝑎 + 𝑖ℎ (4.18) 
 
Where 𝑎 is the smallest value of 𝑥𝑖  in the table and ℎ is the stride. ℎ is computed using: 
 
ℎ =  
𝑏 − 𝑎
ℎ
 (4.19) 
 
where 𝑏 is the largest value of 𝑥𝑖  in the table. Cubic splines created with this technique exist in 
the 𝑛 + 3 space: 
 
𝑠3(𝑥) = ∑𝑐𝑘𝛽𝑘
3(𝑥)
𝑛+3
𝑘=1
 (4.20) 
 
Therefore, the number of coefficients to be computed is 𝑛 + 3. The value being queried, 𝑥𝑞 also 
needs to be adjusted to work with this equation: 
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𝑡𝑘 = (
𝑥𝑞−𝑎
ℎ
− (𝑘 − 2)) for 𝑘 = 1,  …… , 𝑛 + 3 (4.21) 
 
𝑡𝑘 is then input into Equation 4.16 to compute the value of the base for each value of 𝑘. 𝛽𝑘
3(𝑥) 
vanishes outside the bounded interval of [𝑥𝑘−4, 𝑥𝑘] ∩ [𝑎, 𝑏] since 𝑠𝑢𝑝𝑝(𝛽𝑘
3 ) =  [𝑥𝑘−4, 𝑥𝑘] ∩ [𝑎, 𝑏]. 
So, the equation of the spline can be further re-written as: 
 
𝑠3(𝑥) =∑ 𝑐𝑘
𝑚
𝑘=1
𝛽𝑘
3(𝑥),    𝑙 = ⌊
𝑥𝑞 − 𝑎
ℎ
⌋ + 1,            𝑚 = min (𝑙 + 3, 𝑛 + 3) (4.22) 
 
 𝑠(𝑥𝑖) = 𝑦𝑖,  𝑖 = 0,…… , 𝑛 gives 𝑛 + 1 conditions, but 𝑛 + 3 conditions are required. The 
remaining two conditions are regarding the second derivatives at the end points of the data 
set: 
𝑠"(a) = v,    s"(𝑏) = 𝑤 (4.23) 
 
The values for 𝑣 and 𝑤 can be explicily chosen or set to 0 to give the natural cubic spline. 
The 𝑛 + 3 conditions are therefore: 
 
𝑠3"(𝑥0) =∑ 𝑐𝑘
3
𝑘=1
𝛽3,𝑘"(𝑥0) = 𝑣 (4.24) 
  
𝑠3"(𝑥𝑛) = ∑ 𝑐𝑘
𝑛+3
𝑖=𝑛+1
𝐵3,𝑘"(𝑥𝑛) = 𝑤 (4.25) 
 
𝑠3(𝑥𝑖) =∑ 𝑐𝑘
𝑚
𝑘=1
β3,𝑘(𝑥𝑖) = 𝑦𝑖   (4.26) 
 
Where: 
  𝑙 = ⌊
𝑥𝑖 − 𝑎
h
⌋ + 1 and 𝑚 = min(𝑙 + 3, 𝑛 + 3),     𝑖 = 0,…… , 𝑛    
  
As with the previous algorithm, these conditions make up a system of equations in tridiagonal 
form, which can be solved to obtain the coefficient values 𝑐𝑘 for 𝑘 = 1,…… , 𝑛 + 3. Using the 
coefficient values and the computation of the basis function, for any  𝑥 ∈ [𝑎, 𝑏] the 
corresponding  𝑠3(𝑥𝑞) = 𝑦𝑞  can be found. 
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This technique is meant to be scalable to any dimension, provided the available resources allow 
it28. 
4.6 Concluding remarks 
Based on the explored literature, the cubic spline interpolation was selected as the algorithm 
of choice for the look-up table routine for the Free Energy Force Induced (FEFI) CG MD 
simulation package40. In the following chapter, the implementation of three variants of the four-
dimensional cubic spline interpolation on the CPU and GPU will be evaluated for their potential 
in achieving the objectives of this thesis. 
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5. Implementing the 4-dimensional look-
up table with a cubic B-spline 
interpolation 
5.1 Introduction 
In Chapter 3, the limitations of the Gay-Berne potential1-2 function to simulate liquid benzene 
was demonstrated. A conclusion was reached at the end of that chapter suggesting that 
instead of relying on analytical potential energy functions such as Gay-Berne, a computational 
means of integrating free energy from a numerical potential energy function should be 
investigated. This approach is consistent with the theoretical premise of CG models where 
free energy is used as a source of a more accurate interaction potential function3.  This 
chapter focusses on the development of a look-up table (LUT) as an alternative to the Gay-
Berne based CGGB module in coarse-grained simulations of liquid benzene. The LUT 
comprises 4D free energy arrays generated from the FEARCF package4-6 to be used as the 
intermolecular numerical potential in the coarse-grained Free Energy Force Induced (FEFI) 
MD package7. 
 
As highlighted in Chapter 4, a look-up table can be used with an interpolation algorithm to 
estimate between the grid points of a function-less dataset like the free energy arrays. The 
cubic spline interpolation was selected for its efficiency, accuracy and potential for 
multidimensional applications. Two versions of the algorithm were discussed for one-
dimensional data. However, since the FEARCF arrays are four-dimensional (4D), this 
implementation is the focus of this study. 
 
In this chapter, the three cubic spline interpolation algorithms will be expanded upon to their 
four-dimensional versions. The algorithms will all use the same 4D arrays built using a 4D 
polynomial for evaluation. The polynomial and its derivatives will be used to assess the 
accuracy of the results. The computational performance of the algorithms on a GPU will be 
compared to their respective CPU-based “golden measure” solutions. Using these metrics, the 
most suitable algorithm will be chosen for integration into the FEFI package to build its LUT 
module. 
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5.2 Algorithm 1: Cubic Spline Interpolation 
The first interpolation algorithm is derived from the book “Numerical Recipes in FORTRAN”8. 
The algorithm was previously discussed in Chapter 4 and adapted by researchers at the 
Scientific Computing Research Unit to compute energies and forces from numerical potentials. 
Variations of this algorithm have been implemented into packages for large scale molecular 
computations4, 6. It is an accurate algorithm designed for single threaded sequential execution 
on the CPU. However, that also made it slow for the large amount of interpolations per time 
step required in FEFI. In my previous work9, the algorithm was explored for its suitability for a 
GPU-based adaptation. The implementation and its issues are discussed in this section. 
5.2.1 Review of the 1D case 
In Chapter 4, the equations and algorithm for a 1D cubic spline interpolation were discussed. 
The process is divided into two parts: 
 
1) The first step is determining the second derivatives via pre-defined values for the end 
cases (zero or a specific computed value) and the set of equations defined for 𝑖 =
2, … , 𝑁 − 1: 
 
𝑥𝑖 − 𝑥𝑖−1
6
𝑓𝑖−1"+
𝑥𝑖+1 − 𝑥𝑖−1
3
𝑓𝑖"+
𝑥𝑖+1 − 𝑥𝑖
6
𝑓𝑖+1" =
𝑓𝑖+1 − 𝑓𝑖
𝑥𝑖+1 − 𝑥𝑖
−
𝑓𝑖 − 𝑓𝑖−1
𝑥𝑖 − 𝑥𝑖−1
 (5.1) 
 
These two conditions form a system of equations that can be solved using the tridiagonal 
algorithm to obtain the second derivatives. 
 
2) The second step involves computing the coefficients: 
 
𝐴 =
𝑥𝑖+1−𝑥𝑞
𝑥𝑖+1−𝑥𝑖
; 𝐵 = 1 − 𝐴; 𝐶 =
1
6
(𝐴3 − 𝐴)(𝑥𝑖+1 − 𝑥𝑖)
2;  𝐷 =
1
6
(𝐵3 − 𝐵)(𝑥𝑖+1 − 𝑥𝑖)
2 (5.2) 
 
and plugging in the coefficients and second derivatives into Equation 5.3 to obtain the 
interpolated value: 
 
𝑦 = 𝐴𝑦𝑖 + 𝐵𝑦𝑖+1 + 𝐶𝑦𝑖" + 𝐷𝑦𝑖+1" (5.3) 
 
 and into Equation 5.4 to get the first derivative: 
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𝑑𝑦
𝑑𝑥
=
𝑦𝑖+1 − 𝑦𝑖
𝑥𝑖+1 − 𝑥𝑖
−
3𝐴2 − 1
6
(𝑥𝑖+1 − 𝑥𝑖)𝑦𝑖" +
3𝐵2 − 1
6
(𝑥𝑖+1 − 𝑥𝑖)𝑦𝑖+1" (5.4) 
 
5.2.2 Performing a 4D interpolation 
The 4D case is a complex method that makes use of the 1D cubic spline interpolation multiple 
times to interpolate a final value. For a given 4D set of input values: (𝑥𝑞 , 𝑦𝑞 , 𝑧𝑞 , 𝑤𝑞), the 
interpolation is performed through a “reduction” process illustrated in Figure 5.1: 
 
 
Figure 5.1: Reducing the 4D array using multiple cubic spline interpolations 
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Each of the branches in Figure 5.1 follows a pathway to obtain the interpolated value and its 
partial derivatives. In the first branch: 
• The 4D array,  𝑇4𝐷(𝑥𝑖, 𝑦𝑖, 𝑧𝑖 , 𝑤𝑖),  is used to perform 1D interpolations for all values where 
𝑥 = 𝑥𝑞 and a combination of the remaining indices, (𝑦𝑖, 𝑧𝑖 , 𝑤𝑖), in the table. The result of 
this operation is a 3D array: 𝑇3𝐷(𝑥 = 𝑥𝑞 , 𝑦, 𝑧, 𝑤), to be used for further interpolations.  
• The 3D array is then queried for 𝑦 = 𝑦𝑞 and (𝑧𝑖, 𝑤𝑖). The interpolations produce a 2D 
array: 𝑇2𝐷(𝑥 = 𝑥𝑞 , 𝑦 = 𝑦𝑞 , 𝑧, 𝑤). The step is again repeated for  𝑧 = 𝑧𝑞 and 𝑤𝑖. giving 
𝑇1𝐷(𝑥 = 𝑥𝑞 , 𝑦 = 𝑦𝑞 , 𝑧 = 𝑧𝑞 , 𝑤). 
• Finally, 𝑠(𝑥𝑞 , 𝑦𝑞 , 𝑧𝑞 , 𝑤𝑞) and 
𝑑𝑠
𝑑𝑤
(𝑥𝑞 , 𝑦𝑞 , 𝑧𝑞 , 𝑤𝑞)  are obtained from the final interpolations 
for 𝑤 = 𝑤𝑞 . 
The remaining branches in Figure 5.1 follow the same steps using a different order of the 
variables (𝑥𝑞 , 𝑦𝑞 , 𝑧𝑞 , 𝑤𝑞), depending on which partial derivative is being queried. 
5.2.3 Implementation 
From Figure 5.1, it can be determined that not only is the 4D cubic spline interpolation a 
complex method, it is memory intensive as well. Overcoming this computational limitation is a 
challenge because the aim of the interpolation and the LUT is to not only accurately process 
numerous reaction coordinates, but to do this in a computational time that is competitive with 
the CGGB module.  
 
In the sequential CPU-based version of CGGB, a double-loop assembles the interactions for 
every particle with particles in its neighbour list, as explained in Chapter 3. However, to observe 
the throughput of the interpolation algorithm, its CPU-based sequential “golden measure” 
solution processes a set of predefined reaction coordinates iteratively in a single loop. The GPU 
uses the embarrassingly parallel method of “calculation-per-interaction” described in Chapter 
3 for the GPU-based GGGB module. Apart from this “high-level” difference, the CPU and GPU 
algorithms follow the same approach. 
 
At the start of the program, the 4D surface 𝑇4𝐷 is read from a file and stored in a flattened 1D 
array. The grid-point indices (𝑥𝑖, 𝑦𝑖, 𝑧𝑖 , 𝑤𝑖) are each stored in a 1D array respectively. The 
algorithm and equations required for the 1D cubic spline interpolation are coded as functions 
(or device functions in the case of the GPU) which are called multiple times in the main 4D 
routine.  
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Listing 5.1: Pseudo-code for interpolating the first branch in Algorithm 1 on the CPU and GPU 
Given the complexity of the algorithm, as a small upgrade from the previous implementation9, 
the interpolation was split between two kernels. The first kernel followed the first major branch 
in Figure 5.1, while the second kernel follows the second branch. This helped in reducing the 
amount of memory used per thread in the kernel. The pseudo-code for Function/Kernel 1 is 
provided in Listing 5.1. As evident in the pseudo-code, the outer-loops iterate through the 
different combinations of (𝑦𝑖, 𝑧𝑖, 𝑤𝑖) to get to the specific 1D array with respect to 𝑥𝑖 . 1D 
interpolation is performed on this array with respect to  𝑥𝑞 :   
 
For every set of 4D variables (xq,yq,zq,wq) being queried:  
- For all values of wi: 
o For all values of zi: 
▪ For all values of yi: 
• Compute the second derivatives of the 1D array 
derived from T4D 
• Interpolate for x=xq and store results in T3D 
- For all values of wi: 
o For all values of zi: 
▪ Compute the second derivatives of 1D array derived from 
T3D 
▪ Interpolate for y=yq and store results in T2D 
- For all values of wi: 
o Compute the second derivatives of the 1D array derived from 
T2S 
o Interpolate for z=zq and store results in T1D 
- Compute the second derivatives of T1D 
- Interpolate for the final value for w=wq and partial derivative with 
respect to w. 
 
 
The pseudo-code for Function/Kernel 2 is provided in Listing 5.2:   
 
For every set of 4D variables (xq,yq,zq,wq) being queried:  
- For all values of xi: 
o For all values of yi: 
▪ For all values of zi: 
• Compute the second derivatives of the 1D array 
derived from T4D 
• Interpolate for w=wq and store results in T3D 
- For all values of xi: 
o For all values of yi: 
99 
 
 
 
Listing 5.2: Pseudo-code for interpolating the second branch in Algorithm 1 on the CPU and GPU 
 
▪ Compute the second derivatives of 1D array derived from 
T3D 
▪ Interpolate for z=zq and store results in T2D 
- For all values of xi: 
o Compute the second derivatives of the 1D array derived from 
T2S 
o Interpolate for y=yq and store results in T1D 
- Compute the second derivatives of T1D 
- Interpolate the partial derivative with respect to x for x=xq. 
Process the remaining branches to obtain the remaining partial 
derivatives.  
 
 
 
To test the performance of the 4D cubic spline interpolation, a 4D array was created using a 
simple polynomial made up of four variables: 
 
𝑓(𝑥, 𝑦, 𝑧, 𝑤) = 𝑥4 − 2𝑥𝑦 + 5𝑦sin(𝑧) − 0.25𝑥𝑦2𝑤2  (5.5) 
 
The grid points of this array were at: 
 
𝑥 =  [2.0: 0.5: 12.0] 
𝑦 = [−1.0: 0.1: 1.0] 
𝑧 = [−3.1416: 0.31416: 3.1416] 
𝑤 = [−10: 0.5: 0.0] 
 
The function is differentiable. The partial derivatives are: 
 
𝜕𝑓
𝜕𝑥
(𝑥, 𝑦, 𝑧, 𝑤) = 4𝑥3 − 2𝑦 − 0.25𝑦2𝑤2  (5.6) 
 
𝜕𝑓
𝜕𝑦
(𝑥, 𝑦, 𝑧, 𝑤) = −2𝑥 + 5sin(𝑧) − 0.5𝑥𝑦𝑤2  (5.7) 
 
𝜕𝑓
𝜕𝑧
(𝑥, 𝑦, 𝑧, 𝑤) = 5𝑦cos(𝑧) (5.8) 
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𝜕𝑓
𝜕𝑤
(𝑥, 𝑦, 𝑧, 𝑤) = −0.5𝑥𝑦2𝑤  (5.9) 
 
 The function and its derivatives are used to check the accuracy of the results from the LUT. 
Kernel structure analysis 
The analysis of the kernel for the GPU implementation using the Nvidia Profiler is provided in 
Table 5.1: 
 K1 K2 
Threads per block 64 64 
Registers per thread 44 44 
Shared memory per block 20.0 B 20.0 B 
Theoretical occupancy 50% 50% 
Actual occupancy 3.1% 3.1% 
FLOP (% of total execution count) 8% 8% 
Inactive (% of total execution count) 22% 22% 
Load/Store (% of total execution count) 35% 35% 
Table 5.1: Kernel structure analysis of Algorithm 1 
The theoretical occupancy of both kernels is 50% and enough to hide the GPU’s latency. The 
number of threads per block for each kernel was chosen specifically to ensure the highest 
possible occupancy without causing any errors. The actual occupancies are extremely poor at 
3.1% for both kernels.  
 
Even though the register usage per thread was not maximised, there was a large amount of 
register spillage into the much slower local memory. When observing Figure 5.1, the high 
memory demand can be seen clearly. To interpolate the value and the partial derivatives for a 
single set of reaction coordinates, a large amount of memory is required due to the multiple 3D, 
2D and 1D arrays required for each interpolation.  
 
Since a high throughput is required, the interpolation for each reaction coordinate set is 
mapped to one thread. A block-based assignment does not provide an improvement since the 
total memory required for the computation of one reaction coordinate is too large for shared 
memory. Furthermore, the maximum number of threads per block, 1024, is too small to 
effectively decompose the large number of iterations in the kernels. 
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Since using more than one block per interaction reduces the throughput and the shared 
memory cannot be used, a block-based solution is impractical. While the thread per interaction 
method is highly inefficient, it does produce results. 
Comparing execution times amongst platforms 
The GPU-based LUT’s execution time on an Nvidia Tesla K40 was observed against that of the 
sequential CPU-based LUT on an Intel® Xeon® E5-2620 to measure computational efficiency: 
 
Number of reaction 
coordinates 
CPU (ms) GPU (ms) Speed-up 
1000 17285 8678 1.99 
5000 85954 9195 9.35 
10000 172178 9833 17.5 
50000 855070 39216 21.8 
100000 1713242 77569 22.1 
Table 5.2: Execution time of Algorithm 1 on the CPU and GPU 
 
 
Figure 5.2: Comparing CPU vs GPU execution times on a Logarithmic scale 
 
The improved performance in the GPU algorithm in comparison to the CPU version is 
noteworthy. Not-withstanding, the GPU’s execution time remains too high in comparison to the 
CGGB module processing a comparable number of computations. For example, the computation 
of 1000 reaction coordinates with Algorithm 1 takes 8678ms, while the kernels of the CGGB 
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module take 38.1ms to compute the interactions of 1000 particles, which would be much 
greater than 1000 computations. Based on the kernel analysis, this result is expected. For a 
large input size, the program becomes almost sequential since the blocks cannot be computed 
quickly and efficiently. While the GPU is faster, it is still too slow and inefficient to be used in an 
MD simulation. The execution time of the GPU LUT must be comparable to that of the GPU-
based CGGB module. 
Determining the accuracy of the interpolation 
The accuracy of the results from the LUT is tested by comparing the values and partial 
derivatives obtained from the LUT to those computed using the polynomial and its derivatives 
described in Subsection 5.2.3(ii). 
 
Since the 4D array is quite complex, only a subsection of it is used for testing. For each variable 
i.e. dimension, a more fine-gridded array of the grid points is created. For example, the grid 
contains 21 values of variable 𝑥 from 2.0 to 12.0. The testing array contains 101 values for the 
same range just with a smaller stride value. The remaining variables are set to the median value 
of their respective ranges. Therefore, the values will be interpolated and computed for a single 
variable, while the remaining ones are fixed. This is done for each of the four variables.  The 
Mean Average Percentage Error previously used in Chapter 3 (MAPE) is used as the check for 
accuracy of the interpolated value, (𝑠) and its derivatives (𝑑𝑠 𝑑𝑥⁄ ,
𝑑𝑠
𝑑𝑦⁄ ,
𝑑𝑠
𝑑𝑧⁄ ,
𝑑𝑠
𝑑𝑤⁄ ). 
 
Selected 
Variable 
MAPE(%) 
𝑠(%) 𝑑𝑠 𝑑𝑥⁄ (%) 
𝑑𝑠
𝑑𝑦⁄ (%) 
𝑑𝑠
𝑑𝑧⁄ (%) 
𝑑𝑠
𝑑𝑤⁄ (%) 
𝑥 0.0429 0.6163 0.2564 0.0000 0.0000 
𝑦 0.0002 0.0005 0.3251 0.3399 1.0447 
𝑧 0.0000 0.0001 0.0268 0.0000 0.0000 
𝑤 0.0000 0.0001 0.0079 0.0000 0.0000 
Table 5.3: Mean average percentage error in the results from Algorithm 1 
 
The accuracy of this LUT algorithm is evidently extremely high; some of the errors are near zero 
for both the value itself and its partial derivatives. 
 
 
103 
 
Conclusions from results 
The accuracy of Algorithm 1 is its main advantage. However, it is very inefficient resulting in 
unfavourable compute times and so is unsuited for a high-throughput implementation on a 
GPU. For this reason, the algorithm was abandoned to look for a new one that is more suitable 
for the requirements of this project. 
5.3 Algorithm 2: Cubic B-Spline Interpolation 
In their article10, Habermann and Kindermann provided an algorithm for multi-dimensional 
cubic spline interpolation using B-splines. The 1D cubic B-spline interpolation algorithm was 
previously discussed in Chapter 4.  
 
This algorithm is well-suited for a high-throughput computational implementation. The time-
consuming coefficient computations are done once upfront, making subsequent sets of 
interpolations low in computational cost as they rely on these precomputed coefficients.  
Moreover, the algorithm scales well to higher dimensions. These advantageous features make 
it especially suitable for the GPU-based implementation of the LUT because the coefficients 
from the free energy array can be pre-computed and stored on the GPU at the start of a 
simulation. The basis functions used to construct the spline can be processed quickly on-the-fly 
during the simulation and combined with the pre-computed coefficients to give the 
interpolated values. 
5.3.1 Implementing the 4D interpolation 
Following the steps for the general multi-dimensional algorithm given in the work by 
Habermann and Kindermann10, the 4D spline interpolation is built. The interpolation is split 
into two parts, the one-time computation of the coefficients and the interpolation executed for 
each pairwise interaction.  
 
The equation for the 4D cubic spline interpolation can be described as: 
 
𝑠(𝑥, 𝑦, 𝑧, 𝑤) = ∑ ∑ ∑ ∑ 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑖𝑤
𝑛𝑤+3
𝑖𝑤=1
𝑛𝑧+3
𝑖𝑧=1
𝑛𝑦+3
𝑖𝑦=1
𝑛𝑥+3
𝑖𝑥=1
𝛽3
𝑖𝑥
(𝑥)𝛽3
𝑖𝑦
(𝑦)𝛽3
𝑖𝑧
(𝑧)𝛽3
𝑖𝑤
(𝑤) (5.10) 
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To obtain the 4D coefficients 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑖𝑤 , the dimensionality of the equation must be reduced 
iteratively since the tridiagonal algorithm can only be applied to a 1D set of values. For 𝑞𝑤 =
0,… , 𝑛𝑤, Equation 5.10 is reduced to Equation 5.11:  
 
𝑠(𝑥, 𝑦, 𝑧) = ∑ ∑ ∑ 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑞𝑤
∗
𝑛𝑧+3
𝑖𝑧=1
𝑛𝑦+3
𝑖𝑦=1
𝑛𝑥+3
𝑖𝑥=1
𝛽3
𝑖1
(𝑥)𝛽3
𝑖2
(𝑦)𝛽3
𝑖3
(𝑧) (5.11) 
 
Equation 5.11 is in 3D, and so must be further reduced to the following equation for 𝑞𝑧 =
0,… , 𝑛𝑧: 
 
𝑠(𝑥, 𝑦) = ∑ ∑ 𝑐𝑖𝑥𝑖𝑦𝑞𝑧𝑞𝑤
∗∗
𝑛𝑦+3
𝑖𝑦=1
𝑛𝑥+3
𝑖𝑥=1
𝛽3
𝑖1
(𝑥)𝛽3
𝑖2
(𝑦) (5.12) 
 
The 2D Equation 5.12 is reduced to a 1D equation: 
 
𝑠(𝑥) = ∑ 𝑐𝑖𝑥𝑞𝑦𝑞𝑧𝑞𝑤
∗∗∗
𝑛𝑥+3
𝑖𝑥=1
𝛽3
𝑖1
(𝑥) (5.13) 
 
For 𝑞y = 0,… , 𝑛𝑦, 𝑐𝑖𝑥𝑞𝑦𝑞𝑧𝑞𝑤
∗∗∗  are computed using 𝑓𝑖1𝑞2𝑞3𝑞4 and the tridiagonal algorithm. From 
here, the coefficients 𝑐𝑖𝑥𝑖𝑦𝑞𝑧𝑞𝑤
∗∗  are computed for 𝑖𝑥 = 0,… , 𝑛𝑥 + 3 using 𝑐𝑖𝑥𝑞𝑦𝑞𝑧𝑞𝑤
∗∗∗  and the 
tridiagonal algorithm: 
 
𝑠(𝑦) = ∑ 𝑐𝑖𝑥𝑖𝑦𝑞𝑧𝑞𝑤
∗∗
𝑛𝑦+3
𝑖𝑦=1
𝛽3
𝑖2
(𝑦) (5.14) 
 
Once the coefficients 𝑐𝑖𝑥𝑖𝑦𝑞𝑧𝑞𝑤
∗∗  are computed, 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑞𝑤
∗  can be computed for  𝑖𝑥 = 0,… , 𝑛𝑥 + 3 
and 𝑖𝑦 = 0,… , 𝑛𝑦 + 3 using 𝑐𝑖𝑥𝑖𝑦𝑞𝑧𝑞𝑤
∗∗  and the tridiagonal algorithm: 
 
𝑠(𝑧) = ∑ 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑞𝑤
∗
𝑛𝑧+3
𝑖𝑧=1
𝛽3
𝑖3
(𝑧) (5.15) 
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Finally, 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑖𝑤 can be computed for  𝑖𝑥 = 0,… , 𝑛𝑥 + 3,  𝑖𝑦 = 0,… , 𝑛𝑦 + 3 and 𝑖𝑧 = 0,… , 𝑛𝑧 + 3 
using 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑞𝑤
∗  and the tridiagonal algorithm: 
 
𝑠(𝑤) = ∑ 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑖𝑤
𝑛𝑤+3
𝑖𝑤=1
𝛽3
𝑖4
(𝑤) (5.16) 
 
The final coefficients, 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑖𝑤 are then stored in a 4D array flattened to 1D to be used for the 
interpolation computations.   
 
Equation 5.10 translates to a 4D nested loop. Like the 1D case, the equation only produces non-
zero results in the intervals: 
 
[𝑥𝑖𝑥−4, 𝑥𝑖𝑥] ∩ [𝑎𝑥, 𝑏𝑥] 
[𝑦𝑖𝑦−4, 𝑦𝑖𝑦] ∩ [𝑎𝑦, 𝑏𝑦] 
[𝑧𝑖𝑧−4, 𝑧,𝑖𝑧] ∩ [𝑎𝑧 , 𝑏𝑧] 
[𝑤𝑖𝑤−4, 𝑤𝑖𝑤] ∩ [𝑎𝑤, 𝑏𝑤] 
  
This simplifies the range of Equation 5.10: 
 
𝑠(𝑥, 𝑦, 𝑧, 𝑤) = ∑ ∑ ∑ ∑ 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑖𝑤
𝑚𝑤
𝑖𝑤=𝑙𝑤
𝑚𝑧
𝑖𝑧=𝑙𝑧
𝑚𝑦
𝑖𝑦=𝑙𝑦
𝑚𝑥
𝑖𝑥=𝑙𝑥
𝛽3
𝑖𝑥
(𝑥)𝛽3
𝑖𝑦
(𝑦)𝛽3
𝑖𝑧
(𝑧)𝛽3
𝑖𝑤
(𝑤) (5.17) 
 
Where: 
𝑙𝑣 = ⌊
𝑣 − 𝑎𝑣
ℎ𝑣
⌋ + 1 and 𝑚𝑣 = min(𝑙𝑣 + 3, 𝑛𝑣 + 3) for 𝑣 = 𝑥, 𝑦, 𝑧, 𝑤 
  
Equation 5.17 also translates to a 4D nested loop ranging from 𝑙 to 𝑚 in each dimension.  The 
set of coordinates being queried are all plugged into the basis function and combined with the 
coefficients in the 4D nested loop to provide the interpolated value. 
106 
 
 
The partial derivative with respect to each reaction coordinate can be expressed in the 
following ways: 
 
𝜕𝑠
𝜕𝑥
= ∑ ∑ ∑ ∑ 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑖𝑤
𝑛𝑤+3
𝑖𝑤=1
𝑛𝑧+3
𝑖𝑧=1
𝑛𝑦+3
𝑖𝑦=1
𝑛𝑥+3
𝑖𝑥=1
𝑑𝛽3
𝑖𝑥
𝑑𝑥
(𝑥)𝛽3
𝑖𝑦
(𝑦)𝛽3
𝑖𝑧
(𝑧)𝛽3
𝑖𝑤
(𝑤) (5.18) 
 
𝜕𝑠
𝜕𝑦
= ∑ ∑ ∑ ∑ 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑖𝑤
𝑛𝑤+3
𝑖𝑤=1
𝑛𝑧+3
𝑖𝑧=1
𝑛𝑦+3
𝑖𝑦=1
𝑛𝑥+3
𝑖𝑥=1
𝑢𝑖𝑥(𝑥)
𝑑𝛽3
𝑖𝑦
𝑑𝑦
(𝑦)𝛽3
𝑖𝑧
(𝑧)𝛽3
𝑖𝑤
(𝑤) (5.19) 
 
𝜕𝑠
𝜕𝑧
= ∑ ∑ ∑ ∑ 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑖𝑤
𝑛𝑤+3
𝑖𝑤=1
𝑛𝑧+3
𝑖𝑧=1
𝑛𝑦+3
𝑖𝑦=1
𝑛𝑥+3
𝑖𝑥=1
𝛽3
𝑖𝑥
(𝑥)𝛽3
𝑖𝑦
(𝑦)
𝑑𝑢𝑖𝑧
𝑑z
(𝑧)𝛽3
𝑖𝑤
(𝑤) (5.20) 
 
𝜕𝑠
𝜕𝑤
= ∑ ∑ ∑ ∑ 𝑐𝑖𝑥𝑖𝑦𝑖𝑧𝑖𝑤
𝑛𝑤+3
𝑖𝑤=1
𝑛𝑧+3
𝑖𝑧=1
𝑛𝑦+3
𝑖𝑦=1
𝑛𝑥+3
𝑖𝑥=1
𝛽3
𝑖𝑥
(𝑥)𝛽3
𝑖𝑦
(𝑦)𝛽3
𝑖𝑧
(𝑧)
𝑑𝛽3
𝑖𝑤
𝑑𝑤
(𝑤) (5.21) 
 
To calculate the partial derivatives, the first derivative of the basis function needs to be 
derived. The basis function is described as:  
𝛽3
𝑖
(𝑡) = { 
(2 − |𝑡|)3
4 − 6|𝑡|2 + 3|𝑡|3
0
                      
1 ≤ |𝑡| ≤ 2
|𝑡| ≤ 1
𝑒𝑙𝑠𝑒𝑤h𝑒𝑟𝑒
 (5.22) 
 where: 
𝑡 = (
𝑥−𝑎
ℎ
− (𝑖 − 2)) for 𝑖 = 1,  …… , 𝑛 (5.23) 
 
 By applying the product and chain rules, and the differentiation of absolute functions 
(
𝑑|𝑡|
𝑑𝑡
=
|𝑡|
𝑡
= sgn(𝑡)), the derivative of the base can be described as: 
 
𝑑𝛽3
𝑖
𝑑𝑡
= { 
−3(2 − |𝑡|)2. sgn(𝑡)
(−12|𝑡| + 9|𝑡|2). sgn(𝑡)
0
                      
1 ≤ |𝑡| ≤ 2
|𝑡| ≤ 1
𝑒𝑙𝑠𝑒𝑤h𝑒𝑟𝑒
 (5.24) 
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Listing 5.3: Pseudo-code for computing the coefficients on the CPU 
And for each variable, i.e. for 𝑣 =  𝑥, 𝑦, 𝑧, 𝑤: 
 
𝑑𝛽3
𝑖
𝑑𝑣
=
𝑑𝛽3
𝑖
𝑑𝑡
𝑑t
𝑑𝑣
=
𝑑𝛽3
𝑖
𝑑𝑡
1
ℎ𝑣
 (5.25) 
 
The four partial derivatives are calculated using the first derivative basis function and the same 
coefficients used for the computation of the interpolated value. 
5.3.2 Implementation 
The two-step algorithm was implemented on the GPU, and on the CPU for a basis of 
comparison.  
 
The computation of the coefficients is complicated and memory intensive. However, 
it is only performed once at the start of the program. Due to the complex, fine-grained 4D 
nested loop that uses multiple large arrays in each step, the coefficient computation is not 
suitable for the GPU. Therefore, the coefficient computation is performed on the CPU for both 
the CPU and GPU implementations of the algorithm: 
  
For q4 from 1 to n4+1:  
- For q3 from 1 to n3+1: 
o For q2 from 1 to n2+1: 
▪ Compute the coefficients c_str_i1q2q3q4 from 
T4D[i1,q2,q3,q4] using the tridiagonal algorithm 
o For i1 from 1 to n1+3: 
▪ Compute the coefficients c_str_i1i2q3q4 from 
T4D[i1,i2,q3,q4] using the tridiagonal algorithm 
- For i2 from 1 to n2+3: 
o For i1 from 1 to n1+3: 
▪ Compute the coefficients c_str_i1i2i3q4 from 
T4D[i1,i2,i3,q4] using the tridiagonal algorithm 
For i3 from 1 to n3+3: 
- For i2 from 1 to n2+3: 
o For i1 from 1 to n1+3: 
▪ Compute the coefficients c_i1i2i3i4 from 
T4D[i1,i2,i3,i4] using the tridiagonal algorithm 
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It is important to note that the coefficient array is bigger than the actual 4D surface. The surface 
has the size (𝑛𝑥 × 𝑛𝑦 × 𝑛𝑧 × 𝑛𝑤) while the coefficient array, due to the nature of the algorithm, 
is (𝑛𝑥 + 3 × 𝑛𝑦 + 3 × 𝑛𝑧 + 3 × 𝑛𝑤 + 3). However, since computations in this project are 
performed in single-precision, this adds only about 48 bytes of data. Since most modern GPUs 
have large global memory sizes this is not an issue.     
Like Algorithm 1, the interpolation is performed for each set of input reaction coordinates in an 
embarrassingly parallel execution on the GPU and within a single-loop on the CPU. The 
coefficient array is bound to the GPU’s texture memory.  The minimum value (𝑎) and stride (ℎ) 
of each grid-point index is stored in constant memory. The interpolation on the CPU and GPU is 
performed as follows:  
 
For every set of 4D variables (xq,yq,zq,wq) being queried: 
- Compute the values for (l1,l2,l3,l4) and (m1,m2,m3,m4) per reaction 
coordinate  
- For i1 from l1 to m1: 
o Compute the base and derivative base wrt to xq 
o For i2 from l2 to m2: 
▪ Compute the base and derivative base wrt to yq 
▪ For i3 from l3 to m3: 
• Compute the base and derivative base wrt to zq 
• For i4 from l4 to m4: 
o Compute the base and derivative base wrt to 
wq 
o Fetch the coefficient for (i1,i2,i3,i4) 
o Compute the interpolated value and 4 partial 
derivatives via summation 
 
Listing 5.4: Pseudo-code for interpolating using Algorithm 2 on the CPU and GPU 
While there is a 4D loop in this kernel, it is limited to a total of 81 iterations at most. Therefore, 
its execution should not add much to the computation time. Unlike Algorithm 1, there are 
no large arrays allocated per thread and memory usage and leakage is limited.  
 
As with Algorithm 1, the kernel is analysed in detail and the performance of the CPU and GPU 
results are compared to each other for execution time. The interpolation results from the GPU 
implementation of this algorithm are also compared with the values computed using the 
4D polynomial and its derivatives. 
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Kernel structure analysis 
The analysis of the kernel using the Nvidia Profiler provides the information in Table 5.4: 
 K1 
Threads per block 546 
Registers per thread 49 
Shared memory per block 19.195 KiB 
Theoretical occupancy 56.2% 
Actual occupancy 54% 
FLOP (% of total execution count) 38% 
Inactive (% of total execution count) 35% 
Load/Store (% of total execution count) 8% 
Table 5.4: Kernel structure analysis of Algorithm 2 
 
The theoretical occupancy is well above 50% and therefore enough to hide the GPU’s latency. 
The number of threads per block was chosen specifically to ensure the highest possible 
occupancy. The actual occupancy is about 54% which is very close to the theoretical value and 
over the required value. The kernel did not experience any register spillage into local memory.   
  
Despite the good occupancy, the kernel’s efficacy was hampered by execution dependency, 
memory dependency and divergent threads. Execution efficiency can be addressed by 
improving the instruction-level parallelism within the kernel. The global memory access can be 
optimized to improve the memory dependency.  However, solving the problem of divergent 
threads presents a challenge.  
  
The main cause of divergent threads is the branching statements resulting from the piecewise 
basis functions and the loops to compute the interpolation. This means that multiple threads 
within a warp differ at that point resulting in reduced efficiency of the warp execution as well 
as a higher number of inactive threads. Due to the nature of the algorithm, the loops and 
branching statements are necessary. However, the issues arising from their presence do not 
extensively impact the overall kernel execution. 
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Comparing execution times amongst platforms 
The performance of the GPU when compared to the CPU version of the algorithm running on a 
single CPU core is as follows: 
 
Number of reaction 
coordinates 
CPU (ms) GPU (ms) Speed-up 
1000 30 0.6906 43 
5000 170 0.6705 254 
10000 340 0.6959 489 
50000 1690 2.4145 692 
100000 3370 4.7344 712 
Table 5.5: Execution time of Algorithm 2 on the CPU and GPU 
 
 
Figure 5.3: Comparing CPU vs GPU execution times on a logarithmic scale 
 
The initial coefficients are computed for both platforms on the CPU which takes approximately 
860ms. In terms of execution time, the performance of the GPU-based interpolation is not 
only superior when compared with its CPU counterpart, but it is a drastic improvement on 
Algorithm 1. The execution of Algorithm 2 on the GPU for 100,000 reaction coordinates is 
over 16,000 faster than that of Algorithm 1. 
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Comparing accuracy amongst platforms 
The MAPE values when comparing the interpolated values from the GPU and the on-the-fly 
calculations from the polynomial are provided in Table 5.6. 
 
Selected 
Variable 
MAPE(%) 
𝑠(%) 𝑑𝑠 𝑑𝑥⁄ (%) 
𝑑𝑠
𝑑𝑦⁄ (%) 
𝑑𝑠
𝑑𝑧⁄ (%) 
𝑑𝑠
𝑑𝑤⁄ (%) 
𝑥 11.6119 14.0301  4.4002 21.1703 0.7961 
𝑦 12.8116 14.6948 134.545 22.8821 89.9606 
𝑧 38.3415 39.7558 35.4645 11.4965 32723 
𝑤 13.3443 14.8241 3.1857 22.5190 0.3111 
Table 5.6: Mean average percentage error in the results from Algorithm 2 
 
The accuracy of Algorithm 2 is much poorer when compared to that of Algorithm 1. For the 
partial derivatives, the average error is very high. This is because of the signum function, sgn(𝑡). 
As per the nature of the function, it is undefined at 0 i.e. when 𝑡 = 0, the derivatives do not exist. 
To avoid divide-by-zero errors and NaN values, the signum function was set to return 0 
when  𝑡 = 0. This added to the errors in the estimation.  
Conclusions from results 
While the overall performance of the algorithm on the GPU is improved, a more accurate 
algorithm was required that addressed the computational accuracy of the partial derivatives 
since the main goal of the MP simulation is to compute forces and torques. Due to errors arising 
from the signum function in the first derivative basis function (Equation 5.24), the accuracy of 
the partial derivative is compromised. The piecewise basis functions also caused too many 
divergent threads within a warp and a more efficient algorithm in this respect would be 
beneficial. 
5.4 Algorithm 3: GPU Texture-based Cubic B-Spline 
Interpolation 
This method11-13 of the cubic B-spline interpolation takes advantage of the GPU’s in-built linear 
interpolation using texture memory and fetch that was discussed in Chapter 4. The primary use 
for this implementation is to apply an efficient filter on images with the aid of a cubic B-spline 
interpolation. The authors of this solution argue that the method is not only faster, but more 
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accurate than other B-spline interpolations. As with the implementations discussed earlier, the 
process is divided in two steps: obtaining the coefficients and performing the interpolation. 
The required 4D algorithm is built upon the source code provided for the 1D, 2D and 3D cases. 
5.4.1 Interpolation prefilter 
Unlike most cubic spline interpolation methods that compute the coefficients using the 
tridiagonal algorithm, this method computes the coefficient with the aid of a “prefilter”11. The 
prefilter is constructed using the cubic B-spline equation and is designed so that the data points 
sit perfectly on the splines, which the authors suggest is not necessarily the case for other B-
spline based implementations. Since the sample points in the table containing the data points 
are discrete in nature, it is very simple to create a digital filter for the coefficients from them.  
 
In its discrete version, the cubic B-spline equation can be re-written as: 
 
𝑠3(𝑥) = ∑ 𝑐[𝑘
′]𝑏𝑘′
3 (𝑥 − 𝑘′)
𝑘′𝜖ℤ
 (5.26) 
 
In this form, the basis functions are treated as integer shifted splines that are centred around 
the 𝑥 value being queried. Equation 5.22 can be re-written as the following to include the 
1
6
 term 
found in cubic spline equations: 
 
𝛽3(𝑥) =
{
 
 
 
 
 
1
6
(2 − |𝑥|)3                      1 ≤ |𝑥| ≤ 2
2
3
−
1
2
|𝑥|2. (2 − |𝑥|)                |𝑥| < 1
0                                       𝑒𝑙𝑠𝑒𝑤h𝑒𝑟𝑒
 (5.27) 
 
For the system to work, the spline must equal the sample points 𝑓[𝑘] at the values of 𝑥 at the 
indices:  
 
𝑓[𝑘] = 𝑠3(𝑘) = ∑ 𝑐[𝑘
′]𝑏3(𝑘 − 𝑘′)
𝑘′𝜖ℤ
 (5.28) 
 
The equation above has the form of a discrete convolution. However, the basis function 𝛽𝑘′
3  is a 
continuous signal. In this case however, the equation can be replaced with 𝑏3[𝑘] = 𝛽
3(𝑥) at 𝑥 =
𝑘. So, now Equation 5.28 can be replaced with a convolution: 
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𝑓[𝑘] = 𝑠3(𝑘) = (𝑐 ∗ 𝑏3)[𝑘] (5.29) 
 
Applying a discreet Fourier transform gives the equation: 
 
𝐹(𝑧) = 𝐶(𝑧)𝐵3(𝑧)
𝑟𝑒−𝑎𝑟𝑟𝑎𝑛𝑔𝑒
→        𝐶(𝑧) = 𝐹(𝑧)𝐵3
−1(𝑧) (5.30) 
 
𝐹(𝑧) is simply the set of constant points from the table. By converting 𝑏3[𝑘] to Fourier space 
and re-arranging, the following formula for a digital filter is obtained: 
 
𝐵3
−1(𝑧) =
𝜆
1 − 𝑧𝑝𝑧−1
.
−𝑧𝑝
1 − 𝑧𝑝𝑧
 (5.31) 
 
In the above, the gain, 𝜆 = 6 and the pole, 𝑧𝑝 = √3 − 2. The filter is implemented as a causal 
filter and an anti-causal filter linked recursively. The anti-causal filter can be implemented 
easily since the entire data sequence to be filtered is already known for both images and a LUT 
with pre-computed values in it. 
 
The discrete data points are passed through the filter to obtain the final coefficient values that 
will ensure the resulting interpolation makes splines that pass through the data points exactly. 
Like with the previously discussed cubic spline interpolation algorithms, the filtration is 
performed once at the start. In the multidimensional cases, the filtration in each dimension is 
done with the aid of the parallel threads. 
 
To understand how the 4D filter is built, it is first necessary to have a brief look at the filters of 
the previously implemented 1D, 2D and 3D forms. Analysing these gives a general idea of how 
the multidimensional filtering works that aids with the design of the 4D algorithm. 
 
The 1D case is straight forward. The sample values are first put through the causal filter in the 
given order. Then, the intermediate values from the causal filter are put through the anti-causal 
filter in reverse. This is because the anti-causal filter relies on the next sample value, as opposed 
to the causal filter which needs the previous value. The 1D case simply needs one single 
threaded kernel to perform the filtration. However, it is an essential building block for higher 
dimensional cases. 
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Figure 5.4: A 1D filter processing a 1D array 
 
The 2D case is slightly more complex than the 1D case but follows the same principle. Two 
filters are used to cover both dimensions of the grid: 𝑥 and 𝑦. The filters are kernels with a 
thread assigned to each 1D array of values in their respective dimension. First, filterX is applied 
to each array in the direction of the 𝑥-dimension. Then, filterY is applied to the arrays in the 𝑦-
dimension. After the application of both filters, the final coefficient values for the interpolation 
are obtained. Figure 5.5 graphically explains the operation of the filters. 
 
 
Figure 5.5: A 2D filter processing a 2D array 
  
The 3D case further builds on the 1D and 2D cases. The 3D filter processes the multiple cross-
sectional surfaces of the 3D surface in the direction of 𝑥, 𝑦 and 𝑧. As with the 2D cases, each 
dimension is processed by a filter kernel (graphically explained in Figure 5.6): filter for the 
horizontal slices (black arrows), filter for the vertical slices (red arrows) and filterZ for the 
width-wise slices (blue arrows).  
 
 
Figure 5.6: A 3D filter processing a 3D array 
115 
 
 
Using the 1 to 3-dimensional cases described in the previously available source-code14, the 4D 
prefilter was built. The 4D filter kernels process the multiple 3D surfaces in the direction of 𝑥, 
𝑦, 𝑧 and 𝑤 the 4D surface can be broken down to. As with the 2D and 3D cases, each dimension 
is processed by its own kernel. The 4D array is stored as a row-major flattened 1D array. Within 
these kernels, the standard 1D filter is applied to each 1D array the 3D surface can be broken 
down to. 
 
For each combination of 𝑦, 𝑧 and 𝑤-coordinates, filterX directly accesses the first 𝑥-coordinate 
(0) at the given surface. Since the 4D surface is flattened into a 1D array, the location accessed 
is at:  𝑑𝑎𝑡𝑎 + (0 ∗ 𝑛𝑤 ∗ 𝑛𝑦 ∗ 𝑛𝑧 ∗ 𝑛𝑤) + (𝑦 ∗ 𝑛𝑧 ∗ 𝑛𝑤) + (𝑧 ∗ 𝑛𝑤) + 𝑤. The selected array of 
length 𝑛𝑥 is then filtered. filterY, filterZ and filterW repeat the same technique with the surfaces 
in their respective dimensions. Since the data at the lower dimensions are not stored 
contiguously (row-major order), a stepping value built into the filter is used to directly access 
the value in the 4D surface. Once the filtering process is completed, the final coefficient values 
for the interpolation are obtained.  
 
5.4.2 Performing the interpolation 
Given the coefficients and cubic B-spline basis functions mentioned earlier, the cubic B-spline 
for any data set can be calculated. The unique feature of this interpolation is the use of in-built 
linear interpolation of GPUs to compute a cubic spline15. The cubic B-spline interpolation 
equation re-arranged for this purpose is: 
 
𝑠(𝑖 + 𝛼) = 𝑔0𝑐(𝑖 + ℎ0) + 𝑔1𝑐(𝑖 + ℎ1) (5.32) 
 
The interpolation is divided into the linear interpolation of coefficients and the computation of 
the weights. In the above equation, 𝑥, the independent variable to be interpolated is 
decomposed into its integer part 𝑖, and its fractional part, 𝛼. 
 
𝑥 = 𝑖 + 𝛼;  𝑖 =  ⌊𝑥⌋;  𝛼 = 𝑥 − 𝑖 (5.33) 
 
 The fractional part is used for calculating the weights: 
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𝑤0(α) =  𝛽
3(−𝛼 − 1) =  
1
6
(1 − 𝛼)3 
𝑤1(α) =  𝛽
3(−𝛼) =
2
3
−
1
2
𝛼2(2 − 𝛼) 
𝑤2(α) =  𝛽
3(1 − 𝛼) =
2
3
−
1
2
(1 − 𝛼)2(1 + 𝛼) 
𝑤3(α) =  𝛽
3(2 − 𝛼) =
1
6
(𝛼)3 
(5.34) 
  
The weights are derived from the B-spline basis function. They eliminate the need for branching 
statements since the piecewise nature of the basis functions is removed. This is thanks to the 
decomposition of 𝑥 to its integer and fractional part. Since only the fractional part is used, the 
variables will always fall in one of the categories of the piecewise B-spline basis function. For 
the 1st derivative, the weights are: 
 
𝑑𝑤0
𝑑𝛼
(α) =  
𝑑𝛽3
𝑑𝛼
(−𝛼 − 1) = −
1
2
𝛼2 + 𝛼 −
1
2
 
𝑑𝑤1
𝑑𝛼 1
(α) =  
𝑑𝛽3
𝑑𝛼
(−𝛼) =
3
2
𝛼2 − 2𝛼 
𝑑𝑤2
𝑑𝛼
(α) =
𝑑𝛽3
𝑑𝛼
(1 − 𝛼) = −
3
2
𝛼2 + 𝛼 +
1
2
 
𝑑𝑤3
𝑑𝛼
(α) =  
𝑑𝛽3
𝑑𝛼
(2 − 𝛼) =
1
2
𝛼2 
(5.35) 
  
To fit into Equation 5.32, the weights are combined for both the actual interpolation and the 
derivatives: 
𝑔0 = 𝑤0 + 𝑤1 
𝑔1 = 𝑤2 +𝑤3 
ℎ0 = (
𝑤1
𝑔0
) − 1 
ℎ1 = (
𝑤3
𝑔1
) + 1 
(5.36) 
 
 𝑔0 and 𝑔1 are combined weights, and ℎ0 and ℎ1, summed with the integer part of 𝑥 i.e. 𝑖, are 
used for obtaining the coefficients. For ease of coding,  ℎ0 and ℎ1are combined with 𝑖: 
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ℎ0 = (
𝑤1
𝑔0
) − 1 + 𝑖 
ℎ1 = (
𝑤3
𝑔1
) + 1 + 𝑖 
(5.37) 
 
The values of ℎ0 and ℎ1 are used to perform the linear interpolation of the coefficients. This is 
done using the GPU's in-built texture’s memory fetch configured to the linear filtering mode.  
 
Since the GPU textures are up till 3D, the algorithm is implemented for 1D, 2D and 3D cubic B-
spline interpolation. All cases use parallel threads and increase in dimensionality generally has 
no effect on the computation complexity. As with the filtration, it was necessary to understand 
how the interpolation takes place at the lower dimensions to formulate the 4D version. Since a 
4D linear interpolation is not available on a GPU, additional code that implements a 4D linear 
interpolation had to be written. The 4D linear interpolation is inspired by how the GPU 
performs the linear interpolation in the lower dimensional cases. 
 
The cubic B-spline algorithm had to be further adapted because the original algorithm was used 
for image filtering. The 4D linear interpolation also had to be designed to mimic the GPU’s 
texture memory.  
Adjusting the indices 
The cubic B-spline interpolation algorithm and the GPU’s texture memory use the indices or 
positions of the data points, instead of the actual values (𝑥𝑖, 𝑦𝑖, 𝑧𝑖, 𝑤𝑖). This is not an issue when 
querying the actual data points in the LUT. However, when interpolating for a point that lies in-
between the data points, it is essential to map the point to a corresponding “index” value: 
 
𝑣𝑎𝑙𝑢𝑒𝑛𝑒𝑤 = 𝑚𝑖𝑛𝑛𝑒𝑤+ (𝑣𝑎𝑙𝑢𝑒𝑜𝑙𝑑 −𝑚𝑖𝑛𝑜𝑙𝑑) ∗
(𝑚𝑎𝑥𝑛𝑒𝑤 −𝑚𝑖𝑛𝑛𝑒𝑤)
(𝑚𝑎𝑥𝑜𝑙𝑑 −𝑚𝑖𝑛𝑜𝑙𝑑)
 (5.38) 
 
The “index” of any point lying in between the grid data will not be a whole number. If the 
minimum, maximum and total number of data points in the grid are known, the following 
simplified equation (for languages where the starting index is 0) can be used to get the 
corresponding “index value,  𝑚𝑣: 
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𝑚𝑣 = (𝑣 − 𝑣𝑚𝑖𝑛) ∗
𝑛𝑣
(𝑣𝑚𝑎𝑥 − 𝑣𝑚𝑖𝑛)
 (5.39) 
 
Using 𝑚𝑣, the interpolation can be performed, and the returned value will correspond to the 
original value. There is, however, another consideration that needs to be made when computing 
the derivatives. Since the interpolated derivative is actually 
𝑑𝑠
𝑑𝑚𝑣
, and not 
𝑑𝑠
𝑑𝑣
, chain rule must be 
used to compute the required derivative: 
 
𝑑𝑠
𝑑𝑣
=
𝑑𝑠
𝑑𝑚𝑣
𝑑𝑚𝑣
𝑑𝑣
 (5.40) 
 
𝑑𝑠
𝑑𝑚𝑣
=
𝑛𝑣
(𝑣𝑚𝑎𝑥 − 𝑣𝑚𝑖𝑛)
=
1
𝜔𝑣
 (5.41) 
 
In Equation 5.41, 𝜔𝑣 is the stride or spacing of the values of the independent variables in the 
table. Therefore: 
 
𝑑𝑠
𝑑𝑣
= 𝜔𝑣
𝑑𝑠
𝑑𝑚𝑣
 (5.42) 
 
Using the stride of the variable, the first derivative with respect to that variable can be obtained. 
Clamping  
A further issue that requires attention is the need for clamping. This arises when the value is 
close to the boundaries extra checks need to be performed as it is possible that the indices will 
go beyond the boundaries, specifically to −1, 𝑛 or 𝑛 + 1. As a result, it is important to clamp the 
index values when retrieving the coefficients, mimicking the way the texture itself can be 
clamped at the boundaries. If 𝑖 < 0, then the returned value would be 𝑇[0] and if 𝑖 ≥ 𝑛, then the 
returned value would be 𝑇[𝑛 − 1]. These conditions are only applicable at the boundaries, in 
which case the returned values will be the ones expected. In all other cases, the clamping will 
return the actual index being queried. 
 
Linear filtering is performed with the values of ℎ0 and ℎ1.  To replicate the behaviour of CUDA’s 
texture linear interpolation, the documentation was consulted16. The linear interpolation is 
implemented as: 
119 
 
𝑡𝑒𝑥1𝐷(𝑥𝑇) = (1 − 𝛼𝑇)𝑇[𝑖𝑇] +  𝛼𝑇𝑇[𝑖𝑇 + 1] (5.43) 
Where: 
𝑥𝑇 = 𝑖𝑇 + 𝛼𝑇;  𝑖𝑇 =  ⌊𝑥𝑇⌋;  𝛼𝑇 = 𝑥𝑇 − 𝑖𝑇 
 
(5.44) 
𝑇 is the array bound to the texture memory; in this case the coefficients. In this algorithm, the 
ℎ0 and ℎ1 values are plugged-in for 𝑥 to provide the interpolated value of the coeffcient. The 
equation and code get more complex for higher dimensions. In 2D: 
 
𝑡𝑒𝑥2𝐷(𝑥𝑇 , 𝑦𝑇)
= (1 − 𝛼𝑇)(1 − 𝛽𝑇)𝑇[𝑖𝑇 , 𝑗𝑇]
+ (1 − 𝛼𝑇)𝛽𝑇𝑇[𝑖𝑇 , 𝑗𝑇 + 1] + 𝛼𝑇(1 − 𝛽𝑇)𝑇[𝑖𝑇 + 1, 𝑗𝑇]
+ 𝛼𝑇𝛽𝑇𝑇[𝑖𝑇 + 1, 𝑗𝑇 + 1] 
(5.45) 
 
Where: 
𝑦𝑇 = 𝑗𝑇 + 𝛽𝑇;  𝑗𝑇 =  ⌊𝑦𝑇⌋;  𝛽𝑇 = 𝑦𝑇 − 𝑗𝑇 (5.46) 
 
And in 3D: 
𝑡𝑒𝑥3𝐷(𝑥𝑇 , 𝑦𝑇 , 𝑧𝑇)
= (1 − 𝛼𝑇)(1 − 𝛽𝑇)(1 − 𝛾𝑇)𝑇[𝑖𝑇 , 𝑗𝑇 , 𝑘𝑇]
+ (1 − 𝛼𝑇)(1 − 𝛽𝑇)𝛾𝑇𝑇[𝑖𝑇 , 𝑗𝑇 , 𝑘𝑇 + 1]
+ (1 − 𝛼𝑇)𝛽𝑇(1 − 𝛾𝑇)𝑇[𝑖𝑇 , 𝑗𝑇 + 1, 𝑘𝑇]
+ (1 − 𝛼𝑇)𝛽𝑇𝛾𝑇𝑇[𝑖𝑇 , 𝑗𝑇 + 1, 𝑘𝑇 + 1]
+  𝛼𝑇(1 − 𝛽𝑇)(1 − 𝛾𝑇)𝑇[𝑖𝑇 + 1, 𝑗𝑇 , 𝑘𝑇]
+ 𝛼𝑇(1 − 𝛽𝑇)𝛾𝑇𝑇[𝑖𝑇 + 1, 𝑗𝑇 , 𝑘𝑇 + 1]
+ 𝛼𝑇𝛽𝑇(1 − 𝛾𝑇)𝑇[𝑖𝑇 + 1, 𝑗𝑇 + 1, 𝑘𝑇]
+ 𝛼𝑇𝛽𝑇𝛾𝑇𝑇[𝑖𝑇 + 1, 𝑗𝑇 + 1, 𝑘𝑇 + 1] 
(5.47) 
Where: 
𝑧𝑇 = 𝑘 + 𝛾𝑇;  𝑘 =  ⌊𝑧𝑇⌋;  𝛾 = 𝑧𝑇 − 𝑘𝑇  (5.48) 
 
Finally, the 4D version of the “texture fetch” is derived using the same algorithm: 
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𝑡𝑒𝑥4𝐷(𝑥𝑇 , 𝑦𝑇 , 𝑧𝑇 , 𝑤𝑇)
= (1 − 𝛼𝑇)(1 − 𝛽𝑇)(1 − 𝛾𝑇)(1 − 𝛿𝑇)𝑇[𝑖𝑇 , 𝑗𝑇 , 𝑘𝑇 , 𝑙𝑇]
+ (1 − 𝛼𝑇)(1 − 𝛽𝑇)(1 − 𝛾𝑇)𝛿𝑇𝑇[𝑖𝑇 , 𝑗𝑇 , 𝑘𝑇 , 𝑙𝑇 + 1]
+ (1 − 𝛼𝑇)(1 − 𝛽𝑇)𝛾𝑇(1 − 𝛿𝑇)𝑇[𝑖𝑇 , 𝑗𝑇 , 𝑘𝑇 + 1, 𝑙𝑇]
+ (1 − 𝛼𝑇)(1 − 𝛽𝑇)𝛾𝑇𝛿𝑇𝑇[𝑖𝑇 , 𝑗𝑇 , 𝑘𝑇 + 1, 𝑙𝑇 + 1]
+ (1 − 𝛼𝑇)𝛽𝑇(1 − 𝛾𝑇)(1 − 𝛿𝑇)𝑇[𝑖𝑇 , 𝑗𝑇 + 1, 𝑘𝑇 , 𝑙𝑇]
+ (1 − 𝛼𝑇)𝛽𝑇(1 − 𝛾𝑇)𝛿𝑇𝑇[𝑖𝑇 , 𝑗𝑇 + 1, 𝑘𝑇 , 𝑙𝑇 + 1]
+ (1 − 𝛼𝑇)𝛽𝑇𝛾𝑇(1 − 𝛿𝑇)𝑇[𝑖𝑇 , 𝑗𝑇 + 1, 𝑘𝑇 + 1, 𝑙𝑇]
+ (1 − 𝛼𝑇)𝛽𝑇𝛾𝑇𝛿𝑇𝑇[𝑖𝑇 , 𝑗𝑇 + 1, 𝑘𝑇 + 1, 𝑙𝑇 + 1]
+  𝛼𝑇(1 − 𝛽𝑇)(1 − 𝛾𝑇)(1 − 𝛿𝑇)𝑇[𝑖𝑇 + 1, 𝑗𝑇 , 𝑘𝑇 , 𝑙𝑇]
+  𝛼𝑇(1 − 𝛽𝑇)(1 − 𝛾𝑇)𝛿𝑇𝑇[𝑖𝑇 + 1, 𝑗𝑇 , 𝑘𝑇 , 𝑙𝑇 + 1]
+ 𝛼𝑇(1 − 𝛽𝑇)𝛾𝑇(1 − 𝛿𝑇)𝑇[𝑖𝑇 + 1, 𝑗𝑇 , 𝑘𝑇 + 1, 𝑙𝑇]
+ 𝛼𝑇(1 − 𝛽𝑇)𝛾𝑇𝛿𝑇𝑇[𝑖𝑇 + 1, 𝑗𝑇 , 𝑘𝑇 + 1, 𝑙𝑇 + 1]
+ 𝛼𝑇𝛽𝑇(1 − 𝛾𝑇)(1 − 𝛿𝑇)𝑇[𝑖𝑇 + 1, 𝑗𝑇 + 1, 𝑘𝑇 , 𝑙𝑇]
+ 𝛼𝑇𝛽𝑇(1 − 𝛾𝑇)𝛿𝑇𝑇[𝑖𝑇 + 1, 𝑗𝑇 + 1, 𝑘𝑇 , 𝑙𝑇 + 1]
+ 𝛼𝑇𝛽𝑇𝛾𝑇(1 − 𝛿𝑇)𝑇[𝑖𝑇 + 1, 𝑗𝑇 + 1, 𝑘𝑇 + 1, 𝑙𝑇]
+ 𝛼𝑇𝛽𝑇𝛾𝑇𝛿𝑇𝑇[𝑖𝑇 + 1, 𝑗𝑇 + 1, 𝑘𝑇 + 1, 𝑙𝑇 + 1] 
(5.49) 
 
Where: 
𝑤𝑇 = 𝑙𝑇 + 𝛿𝑇;  𝑙𝑇 =  ⌊𝑤𝑇⌋;  𝛿𝑇 = 𝑤𝑇 − 𝑙𝑇 (5.50) 
 
The in-built texture memory shifts the indices being interpolated for by 0.5 before the 
interpolation. The cubic spline interpolation algorithm itself performed shifts to ℎ0 and ℎ1 to 
compensate for that. This is due to the use of the linear interpolation as well as the cubic spline 
interpolation in image filtering. However, for this application this shift was removed. 
 
Using the 1D, 2D and 3D cases described above, the 4D case was built. The 𝑚 value is computed 
for each index 𝑥, 𝑦, 𝑧 and 𝑤 and used to perform the interpolation, but not directly. 𝑚 is split 
into two parts: a fractional and an integer part, just like how ℎ0 and ℎ1 are for the linear 
interpolation. The integer and fractional parts are used to compute the weights  and coefficient 
indices in each dimension. 
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(ℎ0
𝑥, ℎ0
𝑦 , ℎ0
𝑧 , ℎ0
𝑤) and (ℎ1
𝑥, ℎ1
𝑦, ℎ1
𝑧 , ℎ1
𝑤) are computed using Equations 5.34 to 5.37 and used to 
perform the 4D linear “texture fetch” for the coefficients. The interpolated coefficients and 
weights are then plugged into the complex formula for the 4D cubic spline interpolation: 
 
 
𝑠(𝑥, 𝑦, 𝑧, 𝑤) = 𝑠(𝑖 + 𝛼, 𝑗 + 𝛽, 𝑘 + 𝛾, 𝑙 + 𝛿)
= 𝑔0
𝑥𝑔0
𝑦𝑔0
𝑧𝑔0
𝑤𝑐(ℎ0
𝑥, ℎ0
𝑦 , ℎ0
𝑧 , ℎ0
𝑤) + 𝑔0
𝑥𝑔0
𝑦𝑔0
𝑧𝑔1
𝑤𝑐(ℎ0
𝑥, ℎ0
𝑦 , ℎ0
𝑧 , ℎ1
𝑤)
+ 𝑔0
𝑥𝑔0
𝑦𝑔1
𝑧𝑔0
𝑤𝑐(ℎ0
𝑥 , ℎ0
𝑦, ℎ1
𝑧 , ℎ0
𝑤) + 𝑔0
𝑥𝑔0
𝑦𝑔1
𝑧𝑔1
𝑤𝑐(ℎ0
𝑥 , ℎ0
𝑦, ℎ1
𝑧 , ℎ1
𝑤)
+ 𝑔0
𝑥𝑔1
𝑦𝑔0
𝑧𝑔0
𝑤𝑐(ℎ0
𝑥 , ℎ1
𝑦, ℎ0
𝑧 , ℎ0
𝑤) + 𝑔0
𝑥𝑔1
𝑦𝑔0
𝑧𝑔1
𝑤𝑐(ℎ0
𝑥 , ℎ1
𝑦, ℎ0
𝑧 , ℎ1
𝑤)
+ 𝑔0
𝑥𝑔1
𝑦𝑔1
𝑧𝑔0
𝑤𝑐(ℎ0
𝑥 , ℎ1
𝑦, ℎ1
𝑧 , ℎ0
𝑤) + 𝑔0
𝑥𝑔1
𝑦𝑔1
𝑧𝑔1
𝑤𝑐(ℎ0
𝑥 , ℎ1
𝑦, ℎ1
𝑧 , ℎ1
𝑤)
+ 𝑔1
𝑥𝑔0
𝑦𝑔0
𝑧𝑔0
𝑤𝑐(ℎ1
𝑥 , ℎ0
𝑦, ℎ0
𝑧 , ℎ0
𝑤) + 𝑔1
𝑥𝑔0
𝑦𝑔0
𝑧𝑔1
𝑤𝑐(ℎ1
𝑥 , ℎ0
𝑦, ℎ0
𝑧 , ℎ1
𝑤)
+ 𝑔1
𝑥𝑔0
𝑦𝑔1
𝑧𝑔0
𝑤𝑐(ℎ1
𝑥 , ℎ0
𝑦, ℎ1
𝑧 , ℎ0
𝑤) + 𝑔1
𝑥𝑔0
𝑦𝑔1
𝑧𝑔1
𝑤𝑐(ℎ1
𝑥 , ℎ0
𝑦, ℎ1
𝑧 , ℎ1
𝑤)
+ 𝑔1
𝑥𝑔1
𝑦𝑔0
𝑧𝑔0
𝑤𝑐(ℎ1
𝑥 , ℎ1
𝑦, ℎ0
𝑧 , ℎ0
𝑤) + 𝑔1
𝑥𝑔1
𝑦𝑔0
𝑧𝑔1
𝑤𝑐(ℎ1
𝑥 , ℎ1
𝑦, ℎ0
𝑧 , ℎ1
𝑤)
+ 𝑔1
𝑥𝑔1
𝑦𝑔1
𝑧𝑔0
𝑤𝑐(ℎ1
𝑥 , ℎ1
𝑦, ℎ1
𝑧 , ℎ0
𝑤) + 𝑔1
𝑥𝑔1
𝑦𝑔1
𝑧𝑔1
𝑤𝑐(ℎ1
𝑥 , ℎ1
𝑦, ℎ1
𝑧 , ℎ1
𝑤) 
(5.51) 
 
5.4.3 Implementation 
Unlike Algorithms 1 and 2, this algorithm is difficult to represent using a few equations. 
However, this means that there are no loops or branching statements adding to the execution 
time and stalls in this program. Like Algorithm 2, the program follows a two-step process of 
computing the coefficients once followed by multiple interpolations. The key difference is that 
the coefficients can be computed on the GPU. Like the previous two algorithms, each thread on 
the GPU is mapped to a unique interaction. The CPU version computes each interaction 
iteratively. 
 
As described earlier, the coefficient filtering is done in each direction. This is performed 
sequentially by 4 functions on the CPU and 4 kernels on the GPU. Within the GPU kernels, the 
filtration of the slices is independent of each other and so can be performed in an 
embarrassingly parallel way. On the CPU, it is done in a loop: 
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Listing 5.5: Pseudo-code for performing the pre-filter on the 4D array to obtain the interpolation coefficients on the 
CPU and GPU 
Listing 5.6: Pseudo-code for performing the interpolation on the CPU and GPU 
 
For tid from 1 to (ny*nz*nw) [in parallel on the GPU]:  
- Split the flattened tid to indices iy, iz and iw in each direction 
- Use indices to directly access the slice of T4D to be filtered. 
- Perform filter on the slice and store 
Repeat [in parallel on GPU] for remaining indices. 
 
 
 
The coefficient array is of the same size as the 4D array. Again, the interpolation is performed 
per set of input reaction coordinates in an embarrassingly parallel execution on the GPU and 
within a single-loop on the CPU.  The coefficient array is bound to the GPU’s texture memory 
for simple fetches and without any linear interpolation. Like Algorithm 2, the grid-point indices  
(𝑥𝑖, 𝑦𝑖 , 𝑧𝑖, 𝑤𝑖) are not required except for the smallest value, the largest value and the stride per 
index variable. The interpolation on the CPU and GPU is performed as follows:   
 
For every set of 4D variables (xq,yq,zq,wq) being queried: 
- Map the (xq,yq,zq,wq) values to the indices (ixq,iyq,izq,iwq) 
- Compute the interpolated value using the indices 
- Compute the four interpolated partial derivatives using the indices 
- Adjust the partial derivatives to be wrt (xq,yq,zq,wq) 
 
 
 
As with the previous algorithms, the five kernels in this algorithm are analysed first. Then, the 
performance of the GPU and CPU implementations are compared in terms of their execution 
times. The accuracy of the LUT results is tested by comparing it to the computed values from 
the polynomial and its partial derivatives. 
Kernel structure analysis 
The analysis of the kernel using the Nvidia Profiler provides the information in Table 5.7: 
 K1 K2 K3 K4 K5 
Threads per block 512 512 512 512 1024 
Registers per thread 40 40 40 29 63 
Shared memory per block 0.0KiB 0.0KiB 0.0KiB 0.0KiB 36.0KiB 
Theoretical occupancy 75.0% 75.0% 75.0% 100% 50.0% 
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Actual occupancy 65.3% 63.2% 64.5% 92.6% 48.9% 
FLOP (% of total execution count) 22% 22% 22% 33% 58% 
Inactive (% of total execution count) 4% 4% 4% 7% 2% 
Load/Store (% of total execution count) 20% 20% 20% 31% 25% 
Table 5.7: Kernel structure analysis of Algorithm 3 
 
Kernels 1-4 are the prefilter kernels. To observe their best performance, a large 4D array of size 
514 was used. The theoretical occupancy of each of these kernels was very high with 75% for 
kernels 1-3 and 100% for kernel 4. The difference in register usage arises from the fact that 
kernel 4 accesses contiguous data and therefore uses fewer variables. There was no leakage 
into local memory. The actual occupancy of the kernels when processing the large 4D array is 
quite high.  
 
The kernels are not only capable of processing a large amount of data but perform best when 
they are given more work. While some improvements can be made to the memory access to 
reduce stalls from memory dependency, the overall computational performance of the prefilter 
kernels is very good. 
 
For kernel 5, the interpolation routine, the theoretical occupancy is 50% and enough to hide 
the GPU’s latency. The number of threads per block was chosen specifically to ensure the 
highest possible occupancy. The actual occupancy is a little less at about 49.8% but still close 
enough. There was no local memory spillage. 
 
Some improvements that can help increase performance is reducing memory dependency and 
optimizing texture access. Unlike Algorithm 2 which only needs to access the texture memory 
once per thread, this algorithm needs to access it five times: once for the interpolated value and 
once each for the four partial derivatives. This results in the texture sub-system getting full 
more often. This however can be dealt with by optimizing texture memory access, using 
multiple kernels for each of the five interpolated values and parallelizing them with the aid of 
streams to reduce memory dependency. There are also no absolute values, loops, branching 
statements (besides the ones insuring the threads on the GPU do not access illegal memory) in 
this algorithm and therefore intra-warp divergence is minimal. 
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Comparing execution times amongst platforms 
The performance of the GPU when compared to the CPU version of the algorithm: 
 
Number of reaction 
coordinates 
CPU (ms) GPU (ms) Speed-up 
1000 140 0.822144 170 
5000 680 0.95712 710 
10000 1350 1.23962 1089 
50000 6380 4.69578 1359 
100000 13480 8.17085 1645 
Table 5.8: Execution time of Algorithm 3 on the CPU and GPU 
 
 
Figure 5.7: Comparing CPU vs GPU execution times on a logarithmic scale 
 
The computation of the coefficients took about 20ms on the CPU, while taking only 0.337152ms 
on the GPU. Since this algorithm is derived from a GPU-based algorithm, the CPU-based solution 
is technically an unfair basis for comparison. However, the GPU does show the expected 
impressive speed-up over the CPU. Compared to Algorithm 2 however, Algorithm 3’s 
performance is weaker. Since, the 4D version requires a custom made 4D linear interpolation, 
the algorithm uses many variables and registers per thread. While there is no register spillage, 
the large register usage reduces the occupancy of the SMs on the GPU making the execution a 
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bit slower. However, since there are no iterations and very few branching statements, the 
algorithm still does perform very well on the GPU. 
Comparing accuracy amongst platforms 
The MAPE values between interpolated values from the GPU and the on-the-fly calculations 
from the polynomial. 
 
Selected 
Variable 
MAPE(%) 
𝑠(%) 𝑑𝑠 𝑑𝑥⁄ (%) 
𝑑𝑠
𝑑𝑦⁄ (%) 
𝑑𝑠
𝑑𝑧⁄ (%) 
𝑑𝑠
𝑑𝑤⁄ (%) 
𝑥 0.0930 1.7400 0.3276 0.0754 0.024 
𝑦 0.0027 0.0024 2.4702 0.3959 1.1337 
𝑧 0.0000 0.0000 0.0770 0.0383 0.0118 
𝑤 0.0000 0.0000 0.0115 0.0246 0.0186 
Table 5.9: Mean average percentage error in the results from Algorithm 3 
 
The accuracy of the results is very high and comparable to that from Algorithm 1 and much 
higher than Algorithm 2. The partial derivatives especially are better because this algorithm 
does away with the absolute values in and the piece-wise nature of the basis function that lead 
to errors in the partial derivatives from Algorithm 2. 
Conclusions from results 
Based on the results, Algorithm 3 provides a good balance of accuracy and efficiency which the 
previous algorithms were unable to. 
5.5 Concluding remarks 
Algorithm 1 produced accurate results but was inefficient and unsuitable for a GPU-based 
implementation. Algorithm 2 was highly efficient and near perfect for the GPU, but its accuracy 
was too low for MD simulations. Algorithm 3 was much more capable of giving good results in 
each of these categories. It is very accurate and comparable to Algorithm 1 in this respect while 
being much more efficient. While it is a bit slower and less efficient than Algorithm 2, it 
outperforms it in terms of accuracy, especially for the partial derivatives which are essential to 
the force routine in the MD simulation. As a result, Algorithm 3 was selected for the LUT 
interpolation algorithm. 
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6. Coarse-grained simulations of benzene 
using FEFI and the four-dimensional 
Look-up table module 
6.1 Introduction  
Expanding on the literature and the work presented in the previous chapters, the discussion in 
this chapter explores the feasibility of a LUT module within a coarse-grained MD simulation.  
More importantly, the task of demonstrating the use of a multidimensional Free Energy Volume 
(FEV) as a numerical potential in a coarse-grained MD simulation will be evaluated.  
 
The LUT module for the Free Energy Force Induced (FEFI) coarse-grained molecular dynamics 
package1 was created and integrated into the main simulation code. The aim of the module is 
to use a four-dimensional FEV for a pair of interacting benzene molecules as the intermolecular 
pair potential. Using the LUT, the energy values and their partial derivatives are computed from 
the FEV for a set of four reaction coordinates. The interpolated values are then used to compute 
the energy and forces per molecule in the simulation. The optimal four-dimensional cubic B-
spline interpolation routines were discussed in Chapters 4 and 5.  
 
To measure the validity of using a multidimensional LUT module in an MD simulation, a 
Potential Energy Volume (PEV) was constructed using the Gay-Berne (GB) analytical function 
and the set of Golubkov and Ren2 parameters for benzene. The FEFI LUT MD simulations’ 
efficiency and computational speed is compared with the performance of the FEFI CGCB MD 
simulation (Chapter 3). Following this, the LUT modules accuracy when using the GB PEV was 
established by comparing its results to those from the CGCB module. This is done using a 
battery of structural and transport property analysis measures.  
 
After verifying the LUT module’s effectiveness it was used to simulate a coarse-grained benzene 
solvent using a free energy numerical intermolecular pair potential generated from FEARCF3-5. 
The results from this simulation are then compared to the results from the fully atomistic 
CHARMM simulation as well as the FEFI CGGB MD simulation using the Golubkov and Ren 
parameters. 
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6.2 Free Energy Surfaces and coarse-grained 
simulations 
The aim of coarse-grained simulations is to provide computational speed-up by removing 
some degrees of freedom, while still maintaining a considerable amount of atomistic detail. 
However, as has been observed from literature6 and within this thesis, ensuring that a CG 
model is capable of capturing the atomistic information is challenging. 
 
It was previously discussed in Chapter 1 that Voth et al.6 established that a surface containing 
the free energies from the fully atomistic interactions of a molecule could be used as a 
numerical potential in a coarse-grained simulation. This relationship is established in 
Equation 6.: 
 
exp (
−𝐹
𝑘𝐵𝑇
) = (𝑐𝑜𝑛𝑠𝑡. )∫𝑑𝒙𝑒𝑥𝑝 [
−𝑉(𝒙)
𝑘𝐵𝑇
] ≈ (𝑐𝑜𝑛𝑠𝑡. ′)∫𝑑𝒙𝐶𝐺𝑒𝑥𝑝 [
−𝑉(𝒙𝐶𝐺)
𝑘𝐵𝑇
] (6.1) 
 
Researchers at the Scientific Computing Research Unit (SCRU) have created four-dimensional, 
free energy arrays4 for benzene using the Free Energy from Adaptive Reaction Coordinate 
Forces (FEARCF) sampling method3, 5. These arrays preserve the structural information of 
two interacting molecules for various distances and individual and relative orientations and 
can therefore be used to develop a reduced parameter course-grained model that replicates 
the corresponding atomistic definition of benzene. 
 
After the integration and testing of the LUT module, the surface will be used to perform a CG 
simulation of liquid benzene using FEFI and the LUT module. 
6.3 Integration and testing 
While integrating the LUT into FEFI, it was important to keep in mind that the main goal is to 
use an FEV as a numerical intermolecular potential facilitated by the LUT module. This is a novel 
approach and consequently the FEV LUT implementation does not have an analytical 
benchmark by which its performance can be measured. The standalone LUT routine was 
rigorously tested using a simple 4-variable polynomial in Chapter 5. Here, its performance as a 
module within FEFI will be tested using the known performance and property measures from 
CGGB, the analytical potential-based module in FEFI. To achieve this, the GB analytical function 
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was used to generate a 4D Potential Energy Volume (PEV).  The GB PEV was then used as a 
numerical potential in the LUT module and became the source of the intermolecular energy, 
forces and molecular torques for each FEFI MD step. 
6.3.1 LUT integration 
The LUT module operates similarly to the CGGB module. In Chapter 3, the workflow of the GPU-
based CGGB module was broken down into three steps and kernels. The first kernel is used to 
compute the four reaction coordinates from the interaction. The second kernel computes the 
interaction energy and its four partial derivatives using the GB analytical functions. The third 
kernel computes the total energy, force and torque per molecule in the system, and the total 
system energy. The GB PEV was described in terms of the same four reaction coordinates as the 
GB analytical function. Therefore, Kernel 1 in the CGGB module was incorporated into the LUT 
module as well to compute the four reaction coordinates to interpolate from the GB PEV. 
 
The force and torque definitions used for the GB analytical function in the CGGB module2 are 
also applicable to the 4D energy volume and LUT. Not only do they use the same reaction 
coordinates, they are both parametrized with cosine values or scalar product values. As per 
Allen and Germano’s discussion7 on forces and torques in MD simulations, both the GB potential 
and the LUT are scalar product potentials and will therefore use the same expression for forces 
and torques. Therefore, the CGGB module’s Kernel 3 was also incorporated into the LUT 
module. 
 
While the CGGB module relied on an analytical function to compute the intermolecular energies 
and forces, the LUT module is used to interpolate energies and forces from the 4D energy 
volume. The LUT routine evaluated in Chapter 5 is incorporated as Kernel 2 in the LUT module. 
 
6.3.2 Constructing the GB PEV 
The GB potential function and the Golubkov and Ren parameters were used to create a PEV for 
a set of reaction coordinates. The grid points for each of the reaction coordinates were: 
 
𝑟 =  [2.0: 0.35: 16.0] 
𝑎 = [−1.0: 0.1: 1.0] 
𝑏 = [−1.0: 0.1: 1.0] 
𝑔 = [−1.0: 0.1: 1.0] 
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There are 57 points for 𝑟 while there are 21 points each for 𝑎, 𝑏 and 𝑔. It was necessary to have 
more grid points for 𝑟 since the gradient of the surface changes rapidly with respect to it, 
especially at close contant distances. The ranges of 𝑎, 𝑏 and 𝑔 are small and the potential’s 
gradient is not heavily reliant on them. So the number of points for those coordiantes is smaller. 
The grid can be made finer if necessary however this is limited by memory usage on both the 
CPU (for generating the grid and copying it to the the GPU) and the GPU (size of the RAM).   
 
A 4D volume is, of course, difficult to visualize. However, using Boltzmann averaging, surfaces 
with reduced dimensionality can be created and observed. The contour plots of the 2D cross-
sections of the 4D surface, created by applying the Boltzmann average to the energies, are 
provided in Figure 6.1. The plots for  𝑟 𝑣𝑠. 𝑐𝑜𝑠( 𝜃1) and  𝑟 𝑣𝑠. 𝑐𝑜𝑠(𝜑) are contoured at 0.5 
kCal/mol and the ones for cos (𝜃1) 𝑣𝑠. 𝑐𝑜𝑠( 𝜃2) and 𝑐𝑜𝑠(𝜃2) 𝑣𝑠. 𝑐𝑜𝑠(𝜑) are contoured at 0.25 
kCal/mol. 
 
 
(a) 
 
 
(b) 
 
 
(c) 
 
 
 
(d) 
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Figure 6.1: The 2D Boltzmann averaged surfaces from the 4D PEV of Benzene. 
 
The plots display the high gradient section at close-contact distances representing the strong 
repulsive energy. At long distances, the potential asymptotically approaches 0. The angular 
plots reveal the symmetry of the potential.  
6.3.3 Numerical accuracy analysis 
Before running the simulation, the LUT was tested for numerical accuracy using the same test 
used in Chapter 5, Section 5.2.3(ii) with the simpler polynomial. The accuracy of the results 
from the LUT is tested by comparing the values and partial derivatives obtained from the LUT 
to those computed using the GB potential function and its derivative functions specified in 
Chapter 3. As done in Chapter 5, the accuracy is tested against a more gridded range of the 
selected variable while the rest of the variables are set to the mid-point of their ranges. The 
MAPEs generated from the accuracy testing are provided in Table 6.1.  
 
Selected 
Variable 
MAPE (%) 
𝑈(%) 𝑑𝑈 𝑑𝑟⁄ (%) 
𝑑𝑈
𝑑𝑎⁄ (%) 
𝑑𝑈
𝑑𝑏⁄ (%) 
𝑑𝑈
𝑑𝑔⁄ (%) 
𝑟 3.9871 2.7464 386.505 0.5689 1.3479 
𝑎 0.4645 17.134 100.445 0.0000 0.0000 
𝑏 4.4444 86.467 97.257 960.25 99.751 
𝑔 12.1254 6.6772 0.0000 0.0000 16.997 
Table 6.1: MAPEs for the interpolated energy value and the partial derivatives 
 
For the GB PEV, the LUT does not produce the level of accuracy observed for the polynomial in 
Chapter 5. This is expected, since the GB potential has much steeper gradients when 
compared with the polynomial, resulting in pronounced errors in the partial derivatives. 
 
The accuracy of the partial derivatives is important in FEFI since the forces and torques that 
determine the dynamics of the simulation are computed from them. As a result, the accuracy 
of the partial derivatives must be ensured. One way of doing this is by increasing the number 
of grid points, especially with respect to 𝑟 since the gradient changes rapidly against it. Ideally, 
this should be done for all dimensions but that is not feasible in terms of memory usage. It is 
also much more difficult to develop an FEV using FEARCF3 with numerous grid points since 
not only will it take a long time, it will add more errors to the volume due to the nature of 
sampling. 
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The main source of the errors is that the partial derivatives can deviate greatly at the end 
points of the grid. This can be observed in the plot of  
𝜕𝑈
𝜕𝑟
 with respect to 𝑟 in Figure 6.2. This is 
due to the nature of the cubic B-spline interpolation that ensures that the first derivative is 
continuous and differentiable, but not necessarily accurate. This can result in some 
oscillations at the end points. 
 
Figure 6.2: The plot of  
𝝏𝑼
𝝏𝒓
 with respect to 𝒓 
 
Depending on the magnitude of the derivatives at the end points, the errors may or may not 
affect the simulation. This can be tested by performing a FEFI CG simulation with the LUT 
module and GB PEV and comparing its results to a simulation executed using the CGGB module. 
6.3.4 Testing the FEFI LUT module’s performance with a GB PEV 
As with the CGGB module (Chapter 3), only the LUT module was implemented on the GPU. The 
remaining FEFI simulation was executed on the CPU. 
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Figure 6.3: FEFI MD executes on the CPU and requests the LUT module on the GPU for energy, forces and torques at 
every time step 
 
The LUT module executed on an Nvidia Tesla K40, while the remaining simulation ran on an 
Intel® Xeon® E5-2620 CPU clocked at 2.00GHz. Since the kernels making up the LUT routine 
were discussed previously in Chapter 3 and 5, further kernel analysis is not required. The 
accuracy and timing results comparing the two modules will however be further discussed.  
 
The Mean Average Percentage Errors (MAPEs) were computed for the energy, force and torque 
values from the LUT module compared to the results from the CGGB module. These results are 
provided in Table 6.2.  The simulation was run for one time-step for various box sizes. Since the 
forces and torques are vectors, the percentage error is reported on their magnitude. 
 
No. of molecules Box side length(Å) 
MAPE (%) 
Energy Force Torque 
100 24.0 0.2832 52.6329 22.0398 
250 34.0 0.1419 73.2304 36.4219 
500 42.0 0.1698  41.1192   42.3825 
1000 53.0 0.1528 40.6613 25.3250 
2500 72.0 0.2761 46.0261 29.7176 
Table 6.2: Comparing accuracy between the CPU and GPU 
 
From Table 6.2, it is evident that the 4D interpolation is working well since the interpolated 
energies have minimal errors. However, the forces and torques have relatively larger errors. 
This is expected since the forces and torques are reliant on the partial derivatives which are not 
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always accurate at the grid points. These errors add up per molecule resulting in a force and 
torque which is erroneous. Despite that, some of the errors, especially ones on the torques, are 
smaller. 
 
Since they are not algorithmically related, an analysis of the execution times of FEFI running 
the CGCB module and the LUT module does not provide information such as speed-up. Rather 
it gives an indication of whether the LUT would be feasible when running a long simulation. In 
Table 6.3, the time taken for the execution of a single force routine of each type is compared. 
The comparison is explained graphically in Figure 6.4. 
 
No. of 
molecules 
Box side 
length(Å) 
CGGB 
without 
latency(ms) 
CGGB with 
latency(ms) 
LUT without 
latency (ms) 
LUT with 
latency (ms) 
100 24.0 0.190 13.4 0.51 14.9 
250 34.0 0.184 13.8 0.57 14.7 
500 42.0 0.207 17.2 0.97 17.8 
1000 53.0 0.315 38.1 1.57 37.8 
2500 72.0` 0.615 89.0 3.58 123.0 
Table 6.3: Execution time per time-step for various simulation sizes 
 
 
Figure 6.4: Plot of the execution time per time-step for various simulation sizes 
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For the smaller box sizes, the execution time of the CGCB and the LUT modules are very close. 
The trend starts to change however for the larger box of 2500 molecules. This is expected since 
the memory copy and other latencies were no longer hidden due to the interpolation kernel’s 
structure and occupancy (discussed in Chapter 5, Section 5.4). 
 
In Table 6.4, the speed-up achieved in long simulations is analysed. The simulations were 
conducted for a 42.0Å ×  42.0Å ×  42.0Å cubical box with 500 benzene molecules at a 1fs time-
step while printing out to console at every 10 steps. 
 
No. of steps Total simulated 
time(ps) 
CGGB(s) LUT(s) 
10000 10 148 152 
25000 25 359 382 
50000 50 750 782 
100000 100 1566 1667 
Table 6.4: Execution time and speed-up of CGGB on GPU and CPU 
 
 
Figure 6.5: Plot of execution times for different simulation lengths 
From the Table 6.4 and Figure 6.5, it is visible that the overall performance of FEFI using each 
of the two modules is relatively similar for this box size. This shows that at least for smaller 
boxes, the LUT module has a sustainable execution time, making it suitable as a numerical 
potential in a long coarse-grained simulation. 
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Following the evaluation of the execution times and numerical accuracy, in the next section, the 
efficiency of the LUT in its ability to mimic the analytical function is observed. 
6.4 Simulation results using the GB PEV 
The analysis of the simulation results applies the tests used for evaluating the CGGB module in 
Chapter 3. However, the aim is to prove how well the LUT module running the GB PEV 
reproduces the CGGB module’s simulation performance. Consequently, a comparison with the 
fully-atomistic liquid benzene CHARMM simulation is not a part of this analysis. All simulations 
were run for 100,000 steps with timesteps at 1𝑓𝑠 in length. 
6.4.1 Probability Distribution Functions 
In this section, the ability of the LUT module to reproduce the configurational structures of 
liquid benzene as modelled by the CGGB module is evaluated. Both radially averaged (RDFs) as 
well as orientational distribution functions are used to make this evaluation. 
 
The plots in Figure 6.6 and Figure 6.7 were obtained from the position trajectories of the 
molecules in the system and CHARMM’s provided RDF calculator8.  
 
Figure 6.6: The Radial Distribution of Benzene centre-of-mass to centre-of-mass 
 
The center-of-mass to center-of-mass RDF from the LUT mimics the one from CGGB  in terms 
of position; the peaks are perfectly in-line. However, the LUT RDF has slightly higher peaks, 
most likely due to the incorrect larger forces at close contact distances. 
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Figure 6.7: The Radial Distribution of Benzene carbon to carbon 
 
The carbon to carbon RDFs are nearly identical. As with the CoM-CoM RDFs, the peaks are in-
line but the one from the LUT is slightly higher. 
 
The 2D contour and 3D surface plots of 𝑟 𝑣𝑠. 𝜑 in Figure 6.8 were obtained from the 
displacement trajectories of the simulations. 
 
(a) 
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(b) 
 
 
 
 
Figure 6.8: 2D contour and 3D surface plots of 𝒓 𝒗𝒔.𝝋 a) for the CGGB module with G&R parameters and b) the LUT 
module with the GB PEV 
 
The two orientational distributions are nearly identical, however like the RDFs, the peaks in the 
plots from the LUT are slightly higher. The distribution from the LUT is also slightly cleaner in 
comparison to the one from CGGB. This is because the interpolation produces smother values 
than the analytical function.  
6.4.2 Diffusion coefficient 
The distribution for the LUT simulation was computed to compare with the one from the CGGB 
module: 
 
  Diffusion coefficient (10-9 m2/s) 
FEFI(CGGB) 3.85 
FEFI(LUT with GB PEV) 3.70 
 
Table 6.5: Comparing the diffusion coefficients from the CGGB module with G&R parameters and the LUT module 
with the GB PEV 
As with the results, the two diffusions are very similar but not the same.  The differences could 
be attributed again to the slightly higher forces computed from the erroneous partial 
derivatives obtained from the LUT at close contact distances. 
6.4.3 Computational performance 
Estimates for execution times of FEFI for a 1𝑛𝑠 simulation at 1𝑓𝑠 time-steps, using the CGGB 
module and the LUT module are provided in Table 6.6. 
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  Execution time (hrs) 
FEFI(CGGB) 4.35 
FEFI(LUT with GB PEV) 4.63 
 
Table 6.6: Estimated long timescale execution times from the CGGB module and the LUT module 
The LUT, despite being more complex, adds very little to the time. However, as is evident from 
the step-times listed in Table 6.6, this can progressively get worse for larger boxes. This is due 
to the complex nature of the spline interpolation kernel which uses much more resources than 
the kernel for the analytical function. 
6.5 Using the Free Energy Volume for the LUT 
The primary aim of creating the LUT module was to use a free energy surface as the 
intermolecular potential. In their work, Gamieldien et al.1 used FEARCF to produce 4D free 
energy volumes for water and benzene. The Boltzmann averaged plots in in Figure 6.9, are all 
contoured at 1.0 kCal/mol. 
 
 
 
(a) 
 
 
 
(b) 
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(c) 
 
 
(d) 
 
 
Figure 6.9: The 2D Boltzmann-averaged surfaces from the 4D FEV of Benzene.  
(a)  𝒓 𝒗𝒔. 𝜽𝟏 , (b)  𝒓 𝒗𝒔.𝝋 , (c) 𝜽𝟏 𝒗𝒔. 𝜽𝟐 , (d) 𝜽𝟐 𝒗𝒔.𝝋 
 
The free energy volumes can be described with: 
 
𝑈𝐹𝐸 = 𝑊(𝑟, 𝜃1, 𝜃2, 𝜑𝑑𝑖ℎ𝑒) (6.2) 
 
The four reaction coordinates describing this interaction are: 
 
 
Figure 6.10: Two benzene molecules and the reaction coordinates describing their interaction4 
 
• 𝑟: The distance between the center of masses of the two molecules. 
• 𝜃1: The molecular vector angle (orientation) of the first molecule.  
• 𝜃2: The molecular vector angle (orientation) of the second molecule. 
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• 𝜑𝑑𝑖ℎ𝑒: The dihedral angle providing the relative orientation and rotation of the 
molecules. 
 
It is important to note that while the first three reaction coordinates are present in the GB 
potential, the dihedral angle 𝜑𝑑𝑖ℎ𝑒 does not correspond to the GB definition of 𝜑. As a result, the 
volume described above cannot be used to parametrize the GB potential. Therefore, a new 
volume that corresponds to the GB reaction coordinates was created. 
 
6.5.1 A new surface and issues 
The new volume can be described with: 
 
𝑈𝐹𝐸 = 𝑊(𝑟, cos 𝜃1 , cos  𝜃2 , cos 𝜑) (6.3) 
 
The angle 𝜑 was changed to the GB version described in Chapter 3, Section 3.2.3(ii) ) and the 
surface was also described in terms of the angles’ cosine values. This is like the GB PEV 
described in Figure 6.1. The plots in Figure 6.11 are contoured at 0.25 kCal/mol. 
 
 
 
(a) 
 
 
 
(b) 
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 (c) 
 
 
 
(d) 
 
 
Figure 6.11: The 2D Boltzmann-averaged surfaces from the updated 4D FEV of Benzene. 
(a)  𝒓 𝒗𝒔. 𝜽𝟏 , (b)  𝒓 𝒗𝒔.𝝋 , (c) 𝜽𝟏 𝒗𝒔. 𝜽𝟐 , (d) 𝜽𝟐 𝒗𝒔.𝝋 
 
The surface was used in FEFI via the LUT module. However, the results were not as expected. 
The simulation resulted in all the particles clustering together. The cause, however, is visible 
from the plots of the surface in Figure 6.11. The highest value in the plot is in fact about 0, and 
the close contact distances display no change in value. This that meant there is no force in the 
region. Consequently, any molecules in close contact did not repel each other resulting in 
clustering.  This is due to a sampling error in FEARCF that is unable to sample the high-gradient 
close contact energy properly. At long distances, the surface becomes noisy and unreliable as 
well. 
6.5.2 The soft-core potential and switching function 
A way to tackle the clustering problem is to introduce a surface with a high gradient at the short 
contact distances. A good candidate for this is the soft-core potential9. 
  
𝑈𝑆𝐶(𝑟, 𝑎, 𝑏, 𝑔) = 𝑚[𝑟 − 𝜎(𝑟, 𝑎, 𝑏, 𝑔)] (6.4) 
 
The potential has been used by Berrardi et al. in their work9 to reduce the sharp recoil arising 
from the close-contact forces in the GB potential. Equation 6.4 shows that the potential uses the 
anisotropic 𝜎 term from the GB potential to tailor it for the various orientations. The parameter 
𝑚 is the gradient of the function and the source of the close contact forces. Given the nature of 
intermolecular potentials, 𝑚 must be negative. 
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To merge the soft-core potential with the GB potential surface, Berrardi et al. used a switching 
function based on an exponential: 
 
𝑓(𝑟, 𝑎, 𝑏, 𝑔) =
𝑒𝑥𝑝{𝑘[𝑟 − 𝜎(𝑟, 𝑎, 𝑏, 𝑔)]}
1 + 𝑒𝑥𝑝{𝑘[𝑟 − 𝜎(𝑟, 𝑎, 𝑏, 𝑔)]}
 (6.5) 
 
Like the soft-core potential, the switching function also relies on 𝜎 . The parameter 𝑘 is used to 
tune the function to obtain the best possible switch between the two surfaces. If 𝑘 < 0, the 
function tends to unity 𝑟 < 𝜎. For 𝑟 > 𝜎, it tends to 0 asymptotically. This can be used to blend 
the surfaces in a way that, depending on the distance parameter, 𝑟, one potential is 
predominantly available over the other. The FEV and the soft-core potential can be combined 
using9: 
 
𝑈𝐴𝐹𝐸𝑉(𝑟, 𝑎, 𝑏, 𝑔) = (1 − 𝑓)𝑈𝐹𝐸𝑉 + 𝑓𝑈𝑆𝐶  (6.6) 
 
6.5.3 Parameterization 
To use the soft-core potential and switching function, the 𝜎 parameter must be computed. The 
GB description of the term relies on two parameters: 
• 𝑙: The length of the molecule/CG ellipsoid. In benzene’s case, the diameter. 
• 𝑑: The width or thickness of the molecule/CG ellipsoid. 
 
Furthermore, since FEFI runs in reduced units a value for 𝜀0: the well-depth of the potential 
when the molecules are in cross-configuration, is also required. These parameters can be 
obtained by analysing the surface and extracting the plots of two specific configurations. Given 
the noisy nature of the surface, a few adjustments to the plot had to be made to focus on the 
sections required to obtain the parameters.   
 
In this position, the molecules form a cross shape in a way that their molecular vectors are 
perpendicular to each other, They are also perpendicular to the distance vector running 
between them. The three angles for this interaction are therefore, 𝜃1 = 90⁰, 𝜃2 = 90⁰, and 𝜑 =
90⁰. 
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Figure 6.12: The cross-configuration 
The plot in Figure 6.3 was extracted from the FEV for this position: 
 
Figure 6.13: The plot for the cross-configuration energy extracted from the FEV 
 
In this position, 𝜀(?̂?𝒊, ?̂?𝒋, ?⃗? 𝒊𝒋) = 𝜀0 and 𝜎(?̂?𝒊, ?̂?𝒋, ?⃗? 𝒊𝒋) = 𝜎0. From Figure 6.13, the minimum 
energy is approximately −0.49 Therefore, 𝜀0 = −0.49 𝑘𝐶𝑎𝑙/𝑚𝑜𝑙. Similarly, the close contact 
distance from the plot is about 5.75Å. Using 𝜎(?̂?𝒊, ?̂?𝒋, ?⃗? 𝒊𝒋), this gives 𝜎0 = 5.75Å and 𝑑 = 4.07Å. 
 
In this position, the “wider” faces of each benzene molecules face each other i.e. they are 
parallel: 
 
Figure 6.14: The end-to-end/face-to-face configuration 
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Since the molecular vector is perpendicular to the plane of the molecule in benzene, the 
molecular vectors are not only parallel to each other, but also to the distance vector between 
them. The three angles for this interaction are therefore, 𝜃1 = 0⁰, 𝜃2 = 0⁰, and 𝜑 = 0⁰. Using the 
cosine values of the angles, the plot in Figure 6.15 was obtained from the FEV: 
 
Figure 6.15: The end-to-end/face-to-face section of the FEV 
The plot is used to determine the value for the length parameter 𝑙 by obtaining the close contact 
distance which is approximately 2.75Å. By plugging in the value and cosines of the angles into 
the equation for 𝜎(?̂?𝒊, ?̂?𝒋, ?⃗? 𝒊𝒋), 𝑙 is determined to be about 2.75Å as well. 
 
To obtain a high enough gradient, the maximum value of the end-to-end configuration was set 
to be about 15𝑘𝐶𝑎𝑙/𝑚𝑜𝑙 at 𝑟 = 2.0Å. Based on that, 𝑚 was computed to be about −1834.5
𝜀0
𝜎0
.  
 
Similarly, the value of 𝑘 had to be set to ensure that the minima in the surfaces were not 
removed. For the cross-configuration, the value of the switching function must be very close 0 
when the energy is 𝜀0. The best fit was obtained using  𝑘 =
−812.0
𝜎0
. 
 
The parameters computed to adjust and combine the FEV with the soft-core potential are listed 
in Table 6.7. Using the switching function, the soft-core potential was merged with the FEV 
entirely. For 𝑟 < 𝜎 values, the soft-core potential was predominant. For 𝑟 > 𝜎 however the 
values were obtained almost entirely from the FEV.  
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𝑙 𝑑 𝜀0 𝑚 𝑘 
2.75 4.07 0.73 −1834.5
𝜀0
𝜎0
 −812.0
1
𝜎0
 
Table 6.7: Parameter set to combine the FEV with the soft-core potential 
 
Since the FEV contained quite a bit of noise at larger distances as well, with the aid of the 
switching function all these values were set to 0. The value of 𝑘 was set to −100 to ensure a 
smooth but rapid switch to 0. The Boltzmann reduced plots of the final altered surface are 
provided in Figure 6.16. The plots for  𝑟 𝑣𝑠. 𝑐𝑜𝑠( 𝜃1) and  𝑟 𝑣𝑠. 𝑐𝑜𝑠(𝜑) are contoured at 0.5 
kCal/mol and the ones for cos (𝜃1) 𝑣𝑠. 𝑐𝑜𝑠( 𝜃2) and 𝑐𝑜𝑠(𝜃2) 𝑣𝑠. 𝑐𝑜𝑠(𝜑) are contoured at 0.25 
kCal/mol. 
  
(a) 
 
 
 (b) 
 
 
(c) 
 
 
(d) 
 
Figure 6.16: The 2D Boltzmann-averaged surfaces from the new FEV altered using the soft-core potential. 
(a)  𝒓 𝒗𝒔. 𝒄𝒐𝒔( 𝜽𝟏)  (b)  𝒓 𝒗𝒔. 𝒄𝒐𝒔(𝝋) (c)cos (𝜽𝟏) 𝒗𝒔. 𝒄𝒐𝒔( 𝜽𝟐) (d) 𝒄𝒐𝒔(𝜽𝟐) 𝒗𝒔. 𝒄𝒐𝒔(𝝋) 
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6.6 Simulation results using the altered FEV 
The altered 4D FEV was used in a simulation to determine how well it performs. The surface is 
compared to the fully atomistic simulation results from CHARMM and the results of the GB 
analytical function using the Golubkov and Ren2 parameters. In analysing the accuracy of the 
following results, it is important to remember the slight errors present in the results arising 
from some incorrect partial derivative values. 
6.6.1 Probability Distribution Functions 
Both radially averaged (RDFs) as well as orientational distribution functions are used to 
evaluate the ability of the LUT module in approximating the configurational structures of liquid 
benzene as modelled by the fully atomistic CHARMM simulation. 
 
The plots in Figure 6.17 and Figure 6.18 were obtained from the position trajectories of the 
molecules in the system and CHARMM’s provided RDF calculator.  
 
Figure 6.17: The centre-of-mass to centre-of-mass Radial Distribution of Benzene  
 
For the centre-of-mass to centre-of-mass plots in Figure 6.17, the RDF from the FEV-driven 
simulation correlates well with the RDF from CHARMM in terms of position. The FEV plot also 
does not have the structure at close contact distances that the Golubkov and Ren plot does. 
However, the peak of the FEV RDF plot is much higher and sharper, indicating that the well-
depth in the FEV is quite deep. The remaining peaks, however, have near identical heights to 
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the CHARMM RDF, something that the Golubkov and Ren parameters were unable to achieve. 
Another source of error is from the computation of the partial derivatives when derived from 
the endpoints of the surface as described in Section 6.3.3. Like the results from the PEV-driven 
simulation (Section 6.4), the erroneous derivatives may be contributing to the high peak. 
  
Figure 6.18: The carbon to carbon Radial Distribution of Benzene  
  
For carbon to carbon plots in Figure 6.18, the FEV was also unable to offer the level of detail 
present in the CHARMM simulation. However, this is expected since the carbons are placed 
randomly on the plane of the benzene molecule when mapping from a CG description to the 
fully atomistic one.  There was also some structure present at short contact distances. However, 
all the peak heights from the FEV plots are similar to the ones from CHARMM, correlating better 
than the Golubkov and Ren parameters and the GB potential. 
 
The plots for the 2D contour and 3D surface of 𝑟 𝑣𝑠. 𝜑 in Figure 6.19 were obtained from the 
displacement trajectories of the simulations. 
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(a) 
 
 
 
  
 
(b) 
 
 
 
 
 
(c) 
 
 
 
 
 
Figure 6.19: 2D contour and 3D surface plots of 𝒓 𝒗𝒔.𝝋 from a) CHARMM b) FEFI with the CGGB module and G&R 
parameters c) FEFI with the LUT module and the FEARCF FEV  
 
The CHARMM and the GB potential results form the basis of comparison for the results from 
the FEV. The FEV results are nosier and less structured than the CHARMM results. The 
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orientations appear to be more spread out. However, the heights of both peaks are similar to 
the ones from the CHARMM simulation. 
6.6.2 Diffusion coefficient 
The translational diffusion coefficients were obtained for all the simulations. The published, 
experimental value10 is also provided for comparison.  
 
  Diffusion coefficient (10-9 m2/s) 
CHARMM 2.18 
FEFI(CGGB) 3.70 
FEFI(LUT with 
FEARCF FEV) 
2.23 
Published10 2.20 
Table 6.8: Comparing the diffusion coefficients from the three simulations 
 
While the CGGB results over-estimated the diffusion, the one from the LUT and FEV is much 
closer not only to the value from CHARMM, but to the published experimental value as well.   
6.7 Concluding remarks 
The LUT module’s computational performance is similar to that of the CGGB module while 
providing the ability to use a function-less 4D numerical potential. With the GB PEV, it could 
replicate the results from the CGGB module and the Gay-Berne potential with near perfection. 
Furthermore, the results from the simulation with the FEARCF FEV appreciably outperformed 
those from the CGGB module and Golubkov and Ren parameters when compared to the fully 
atomistic results from CHARMM. While some more work must be done to make the LUT module 
more accurate and efficient, overall the LUT was able show the performance expected in terms 
of the objectives established for this thesis. 
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7. Future Work 
7.1 Introduction 
In Chapter 1, the two main objectives established for this thesis were: 
• Designing and evaluating a parallel software solution for the determination of non-
bonded interactions for a coarse-grained Molecular Dynamics simulation.  
• Developing a four-dimensional look-up table (LUT) to enable the use of 4D Free Energy 
Surfaces (FEVs) as the accurate numerical intermolecular potential in CG simulations. 
 
The work done in this thesis was established as a proof of concept for both objectives. In this 
regard, the work detailed in Chapters 3, 5 and 6 was able to meet both objectives. However, 
further work can be done to improve on these results. 
7.2 Optimizing the GPU implementation of the CGGB 
and LUT modules 
The optimization of the algorithms used in this thesis lay beyond its scope. It is, therefore, one 
of the first things that should be considered in the future development of the work. The 
occupancy and latency issues in some of the kernels used for the two modules were highlighted 
in Chapters 3 and 5. Using the Nvidia Profiler1, solutions can be obtained for their optimization. 
For example, memory dependency issues can be mitigated by parallelizing memory copy and 
kernel launches using GPU streams1. The instruction-level parallelism of the code can be 
improved by employing techniques to group memory transactions and other similar 
operations. A combination of techniques can be attempted and evaluated to ensure optimum 
performance. 
7.3 Parallelizing the computationally intensive 
routines in FEFI 
NAMD2 is a prime example of a highly parallelized and efficient MD simulation program. 
Following, its example, more of the routines of the Free Energy Force Induced (FEFI)3 MD 
package could be implemented on the GPU, including setting up and updating the 
neighbourhood list and computing and updating the motion of the particles. Having more of the 
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code on the GPU will reduce the memory copy latencies and allow for more effective use of the 
GPU’s resources. 
7.4 Scaling the algorithms to multiple GPUs 
While both modules have performed effectively on a single GPU, for very large systems, more 
than one GPU might be necessary. The load of the simulation can be split between multiple GPUs 
that will execute in an embarrassingly parallel fashion independent of each other. This is similar 
to NAMD’s “patch” allocations2. 
7.5 Increasing the accuracy of the interpolation 
derivatives 
One of the key issues highlighted in Chapter 6 regarding the cubic B-spline interpolation 
algorithm is the accuracy of the partial derivatives at the end points of the grid. Since the MD 
simulations rely heavily on the partial derivative values for force and torque computations, the 
accuracy must be ensured. Currently, there is a not much literature available on this. Therefore, 
extensive and creative work must be done to improve the results. 
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