Abstract: This paper presents a hardware realization of a genetic algorithm (GA) for the path planning problem of mobile robots on a field programmable gate array (FPGA). A customized GA intellectual property (IP) core was designed and implemented on an FPGA. A Xilinx xupv5-lx110t FPGA device was used as the hardware platform. The proposed GA IP core was applied to a Pioneer 3-DX mobile robot to confirm its path planning performance. For localization tasks, a camera mounted on the ceiling of the laboratory was utilized to receive images and allow the robot to determine its own location and the obstacles in the environment. In this way, procedures of path planning were tested in a real laboratory environment. An impressive time speedup was achieved when compared with its software implementation.
Introduction
Path planning is the most important task of autonomous mobile robots and it is a research area that is increasingly studied. Path planning is the process of finding an optimum collision-free path between a starting node and a target node in an environment with obstacles. Several methods and algorithms have been developed to overcome the path planning problems using various approaches, such as the grid-based A* algorithm, road maps (Voronoi diagrams and visibility graphs), cell decomposition, and artificial potential fields [1] . Comparing the methods with each other, each technique has its own advantages. However, they also have shortcomings depending on the type of application environment, such as a static or dynamic environment, and global or local planning. Recently, fuzzy logic, neural networks, and genetic algorithms (GAs) have been widely used to solve path planning problems.
The path planning problem can be addressed as an optimization problem when it is considered as the shortest or the least-cost path. The GA, which is a stochastic technique, is a robust search and optimization algorithm. It can find solutions for complex problems that traditional algorithms cannot find an optimal solution for in a reasonable time. It is able to reach a better solution quickly, since it searches all the search space simultaneously, in a parallel manner. The GA, which has become commonly used to solve optimization problems, has been utilized to find optimal paths in recent years [2] [3] [4] .
However, when the complexity of the problem increases, the software implementation of the GA takes a long time to solve the problem, and this makes GAs unsuitable, especially for real-time applications. One solution to this problem can be the replacement of the software GA by a hardware equivalent [5, 6] . Due to pipelining, parallelization, and the absence of function calls, a GA implemented in hardware generates a significant improvement in performance over a software GA [7] . This speed advantage makes hardware GAs very important for real-time applications. In this paper, it is intended to decrease the solution time or increase the speed by performing the GA as a hardware implementation.
The field programmable gate array (FPGA) has gained popularity in implementation hardware because of its low cost, fast design, and good performance. It is a digital integrated circuit that consists of programmable logic blocks, I/O interfaces, and interconnections between them. It is a general-purpose chip that is programmable and application-specific. It has a very wide range of applications. The FPGA is often used to accelerate applications that require high-speed computation by implementing them in hardware. This technology provides great flexibility to hardware designers in that that it can be reprogrammed unlimited times. One of the most important features of FPGAs is that they have the capability to perform parallel processing; therefore, they are frequently preferred in applications requiring high performance. This paper shows how the path planning problem can be solved using a GA for mobile robots and a hardware implementation of the GA on an FPGA. The proposed study has several important features as given below; a GA is used for feasible and shortest path planning for mobile robots. A dynamic path planning, which was realized using a GA, was performed in our previous study [2] . The algorithm was tested in different environments and the success of the algorithm was demonstrated in that paper. However, in this study, we focus on the hardware implementation of the algorithm instead, to show the success of the algorithm.
In another of our previous studies [8] , a hybrid implementation of a GA for path planning on an FPGA was carried out. Only the fitness function of the GA was implemented as a hardware intellectual property (IP) core while the other parts of the GA were implemented as software running over MicroBlaze, a soft microprocessor core from Xilinx. Speed differences between the IP hard core and the MicroBlaze implementations on the FPGA were examined. In that study, it was seen clearly that the speed of the IP core fitness function was increased. Because of this speed improvement, in this study, the overall GA design was implemented in hardware as a customized IP core on an FPGA using VHDL. The GA IP core was realized on a Xilinx xc5vlx110t FPGA device. The MicroBlaze soft processor on the FPGA was used as a communication unit between the GA IP core and the outside hardware. The coding was done using VHDL and simulated to test its correctness using Xilinx ISE 11.1. Some reported studies have used a hardware/software hybrid design, where some parts of the GA, especially the fitness function, are implemented in hardware [9, 10] and the rest of the GA is implemented in software. However, in this study, all components of the GA are implemented in hardware. Digital image processing was used for the localization of the mobile robot, obstacles, and target. Within the frame of the study, the entire system was performed in a real laboratory environment using a camera and a Pioneer 3-DX mobile robot so as to demonstrate that the study is applicable in the real world as well as in simulation. In the literature, there are studies of FPGA implementations for general-purpose GAs. There are a small number of GA-based studies for path planning. Allaire et al. [11] proposed a solution for an unmanned aerial vehicle (UAV) with an autonomous real-time path planning capability based on a GA implemented on an FPGA. In that study, not all the operations of the GA were performed as hardware. The evaluation and mutation phases were not implemented on an FPGA. The mutation was only tested within a simulation environment. Kok et al. [12] proposed an autonomous GA-based UAV path planner with all modules of the proposed architecture implemented on an FPGA. Hachour [13] presented a hardware implementation of a navigation approach of an autonomous mobile robot on an FPGA. Unlike these studies, in our study all the components of the system were implemented as a customized IP core. Since there are no numerical results in the existing studies in the literature to make comparisons with, the software GA, MicroBlaze GA, and customized GA IP core were compared to each for a sample environment in this study.
Robot path planning with the genetic algorithm
As proposed by Holland [14] , the GA is an optimization technique based on genetic science and has been applied to many hard optimization problems. It has been defined as one of the most powerful search algorithms for complex problems. Due to its parallel search capability, the GA can search the whole environment simultaneously. In recent years, the GA has been widely used to produce optimum paths by taking advantage of its strong optimization ability [4] . The GA is a method that outperforms others in path planning because of its capacity to explore the solution space while preserving the best solution that has already been found [11] .
The GA requires the determination of the working environment of the robot and the coding of solutions into the chromosomes of the GA. Many path planning methods use a grid-based model to represent the environment [3] . The calculation of distances and the processing of obstacles are easier with grid-based representation [15] . Using the grid-based model, the environment can be viewed as a 2-dimensional coordinate plane.
In this paper, a 16 × 16 area is used for environment representation, as shown in Figure 1 . A cell in the grid-based environment belongs to 1 of 2 categories that contain feasible or obstacle cells. In the figure, a sample path from a starting node to a target node is also shown. A chromosome of the GA represents a candidate solution [16] for the path planning problem. A chromosome or a path consists of a starting node, a target node, and the nodes that the mobile robot goes over [2] . Each pair of genes in the chromosome contains the (x,y) coordinates for each point in the path. Figure 2 shows the chromosome for the coordinates of the sample path in Figure 1 . As shown in the figure, a valid path consists of a sequence of grid labels, which begins from starting node and ends at the target node. 
Hardware implementation of the GA on an FPGA
In recent years, FPGAs have become very popular in embedded systems and high performance applications. FPGAs offer the advantages of hardware speed and software flexibility and hence are a good option for many scientific and engineering applications [10] . While designers can create effective hardware designs on FPGAs, many systems need both software and hardware together [17] . A whole system can be implemented as only software using C/C ++, or only hardware using hardware description languages such as VHDL or Verilog. However, a part of the system can be implemented as software and the rest of it can be implemented as hardware. Many sophisticated FPGAs have soft processor cores that designers can use in their designs, such as Nios from Altera and MicroBlaze from Xilinx. Software cores are more portable and flexible than hardware cores. However, they consume more power, have lower performance, and require much more calculation time. In order to alleviate the performance and power overhead, a designer can potentially use hardware/software partitioning to increase software performance while decreasing energy consumption [17] .
The soft processor in an FPGA provides wide flexibility for communication between software and hardware. The MicroBlaze softcore processor provided by Xilinx is highly configurable, allowing users to select a specific set of features required by the design [18] . This processor has 32-bit general purpose registers and a 32-bit address bus. The MicroBlaze instruction execution is pipelined.
In this paper, we propose putting a customized GA IP core into a MicroBlaze soft processor-based system. The more general view of the architectural structure of the FPGA-based GA is shown in Figure 3 . The system consists of 6 basic modules, i.e. a random number generator module (RNGM), a fitness function module (FFM), a population sequencer module (PSM), a selection module (SM), a crossover module (CM), and a mutation module (MM). The initial population is generated by the RNGM. This population is then sent to the FFM, which evaluates the fitness value of each chromosome in the population. After that, the fitness values are sent to the PSM to sort chromosomes according to their fitness values. The SM selects parents for mating and sends them to the CM to cross the parents and generate offspring. Chromosomes are sent to the MM after the crossover and mutated there. The new population is sent to the FFM again. The RNGM runs in parallel with the other modules and supplies them with the required random numbers. The following briefly explains the hardware modules of the GA architecture. 
Random number generator module (RNGM)
The RNGM is a very important module, which is required in the hardware GA. This module generates random numbers that are used for GA operators, such as the initial population, selection, crossover, and mutation. Generally, there are 2 methods for implementing the random number generator [19] : linear feedback shift register (LFSR) and linear cellular automata (LCA). However, LCA generates better random numbers than LFSR does [20] . In many studies, LCA has been used for the RNGM on FPGAs [19] [20] [21] , and hence LCA is used in this study. The LCA consists of 16 cells, which are based on rule 90 and rule 150 as described by Wolfram [22, 23] in Eqs. (1) and (2):
(1)
Here, s i is the current state of cell i , s + i is the next state of state s i , and ⊕ is the exclusive-OR operator. Serra [20] showed that a 16-cell LCA, whose cells were updated by the rule sequence 150-90-150, produces a maximum length cycle. Figure 4 shows a hybrid LCA that uses the structure of rules 90 and 150. In this study, 16-bit binary numbers are used for random number generation. Different bits of these binary number sequence are used for each GA operator. Figure 5 shows which bits of the 16-bit binary sequence are used for operators. Once the seed value is given, the RNGM efficiently generates a 16-bit random number on every system clock cycle of the FPGA. 
Selection module (SM)
The main principle of the GA is that the best chromosomes should survive and be transferred to new generations. The selection process used for determining the best chromosomes in the population consists of 3 stages. In the first stage, the fitness function values of all the chromosomes are found. In the second stage, the fitness values are sorted. In the third stage, after selection according to fitness values, selected chromosomes are put into a mating pool to produce offspring chromosomes. The roulette-wheel selection method is used in the SM. In the proposed system, the roulette wheel selection method and elitism are used together. Elitism is provided by transferring the best chromosome in the current population into the next population. The SM receives an 8-bit random number from the RNGM.
Crossover module (CM)
This module crosses 2 selected parent chromosomes (paths) to generate 2 new offspring. A 3-bit binary random number supplied by the RNGM is used for the determination of a random crossover point. A single-point crossover method is used for the crossover process. The crossover point on the parent chromosomes is selected randomly for every cross. The offspring is generated by cutting at the chosen crossover point and swapping the second parts of the 2 parent chromosomes. Figure 6 shows a single-point crossover process. 
Mutation module (MM)
The function of the MM is to randomly change the genes on the chromosomes in order to prevent them from resembling each other. After a new generation is created through the crossover operator, a new offspring is randomly chosen for the mutation process. How many genes in the population are changed is controlled by the mutation rate. The RNGM supplies random numbers for every gene and the MM compares the random numbers with the predefined mutation rate to decide whether mutation should be done for that gene. If a random number is smaller than the mutation rate, a new 4-bit random coordinate is generated for the mutated gene.
Fitness function module (FFM)
The fitness function is the sole problem-dependent part of a GA and it is formed according to the problem. The purpose of the path planning problem is to find a feasible (collision-free) path between a start point and a target point. The meaning of fitness herein may be the shortest path, the least time, or the least energy consumption. In this paper, the fitness function is considered as the shortest path and it is the Manhattan distance between the starting and target nodes. Bresenham's line algorithm [24] is used to determine the cells that construct the path. Unlike other algorithms, it uses only integer values instead of floating-point values, and bit shifting instead of division and multiplication, all of which are practical and quick. In this study, the fitness function value of a chromosome is calculated with Eqs. (3) and (4).
penalty, for infeasible paths
Here, f is the fitness function, p i is the ith gene (node) of the chromosome, n is the length of the chromosome, m is the number of obstacles between 2 nodes, and d is the Manhattan distance between 2 nodes. As seen in Eq. (3), the fitness function is calculated as the sum of the distances between the genes of a chromosome. Penalty values are added to the fitness function if there is any obstacle between the 2 nodes. Thus, the selection probability of a path that passes through an obstacle is reduced by this penalty mechanism.
A customized GA IP core for path planning
IP cores are built-in functions that contain complex electronic circuit blocks. Many vendors offer IP cores to customers. The need for third-party IP cores in FPGA designs is driven by the increased size and performance of FPGA devices. Designers of these complex FPGA designs require proven IP cores to accelerate system development [25] . Although vendors provide IP cores, users can develop their own IP cores according to their problems and designs. In this paper, we designed a customized GA IP core for path planning of a mobile robot on an FPGA. The proposed GA IP core was developed by using VHDL, including initial population, fitness, population sequencer, selection, crossover, mutation, and random number generator modules.
The overall GA was designed and executed as a hardware IP core on an FPGA. The connection between the FPGA and the outside environment was carried out via the MicroBlaze soft processor. These connections include the camera and robot connections. The map information is sent to the GA IP core on the FPGA from a computer, which is connected to a camera. The fitness function is calculated, and the optimum path coordinates are found in the IP core and sent to the computer. The designed GA IP core is quite flexible and easy to integrate with target applications.
The general structure of the GA IP core designed in this study is shown in Figure 7 . The RNGM runs in parallel with the other operators of GA. A 16-bit random number is generated on each rising edge of the FPGA's system clock pulse and this process is independent from the other GA operators. Whenever it is required, a GA operator can use the random numbers generated at the moment. The finite state machines were used to coordinate the transitions between the sequential modules in the GA system. Table 1 shows the registers and their addresses on the GA IP core. The registers are used to transfer information between the MicroBlaze processor and the IP core. These registers can be thought of as a shared memory. Twenty registers are used, namely Control, Status, Start Target, Path Coordinates, and Map registers. The first register's address is Base + 0x00. The purposes of these registers are as follows: Map registers: In order to run the GA, the map information first has to be given to the GA. After MicroBlaze takes the map from the camera, it puts the map into the Map registers. In this study, the environment consists of 16 × 16 grids for a map. Therefore, 16 registers are used for each row of the map. With these registers, the map information can be sent to the IP core from MicroBlaze. The first address row of the map is Base + 0x10 and the last address is Base + 0X4C.
Start Target register: This register is used to send the coordinates of the start and target nodes of the robot from MicroBlaze to the IP core.
Control register: MicroBlaze informs the GA IP core by means of the Control register when the map is ready in map registers. '0' in the Control register means to wait and 1 means to start.
Status register: When the IP core finishes the calculation, it notifies the MicroBlaze processor by using this register. While the IP core continues the calculation, the status value is 0. When it finishes the calculation, the status value is 1.
Path Coordinates register: After the IP core completes its execution, the optimum path coordinates are put into this register and MicroBlaze takes them from here. Figure 8 shows the values of the GA parameters used in the IP core on the ModelSim screen. On the ModelSim screen, the values of all operators, the best fitness value (the shortest path distance), and the best path coordinates are shown at the end of 100 generations. 
Testing the designed system in a laboratory environment
This study was conducted on the basis of our previous work, in which a software GA was run on a computer to find the optimum path [26] . In this study, a hardware GA IP core on an FPGA was used instead of the software GA on a computer. The Pioneer 3-DX mobile robot and a camera were used in a laboratory environment to confirm the designed GA IP core. Figure 9 shows the laboratory environment, the Pioneer 3-DX mobile robot, and the obstacles used in the study.
The camera is mounted on the ceiling and it sends real-time images of the environment to a computer. Each object in the environment is labeled with a different color: green for the obstacles, blue for the target, and yellow for the mobile robot. In order to determine the heading angle of the mobile robot, it is also labeled with a red color. The direction of the line that connects the centers of yellow and red circles on the robot corresponds to its heading angle. Figure 10 shows the implementation of the path planning system in a real environment step by step. In the first step, an environment image is captured with a camera. This image is converted into map information by using image processing methods on the computer that is connected to the camera. In the second step, the obtained map is sent from the computer to the FPGA. The GA IP core on the FPGA takes the map information and performs calculations for path planning. In the third step, the coordinates of the determined path are sent to the computer. In the fourth step, the path coordinates are converted into Pioneer 3-DX motion commands on the computer. Then the commands are sent from the computer to the Pioneer robot via RS-232. 
Experimental results
After the GA IP core was implemented, the processing times of all the hardware GA operators were identified and the performance of the system was evaluated. In order to make a comparison with our earlier study, the processing times of that GA that was written in C codes and works on a computer, the processing times of a GA that was written in C codes and works on a MicroBlaze soft processor on the FPGA, and the processing times of this hardware GA IP core that was written in VHDL and works on an FPGA are given in the Table 2 . The population size was taken as 16 chromosomes for all 3 GA systems. The computer used in the experiments has an Intel i5-2.53 GHz processor and 4 GB RAM. The FPGA used in the experiments has a clock rate of 78 MHz (12.8 ns) for the GA IP core. 
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According to the processing times given in the table, the GA that runs on the MicroBlaze soft processor was the slowest system. This result is quite normal because the code that runs on the 125-MHz FPGA is slower than the same code that runs on the 2.53-GHz computer. The GA IP core on the FPGA runs faster than both the computer and MicroBlaze do. The hardware GA provides amazing improvements in process times, which vary between 43.9% and 96.2%, when compared to the software GA that runs on the computer. When the population size is taken as 16 and the generation number as 100, the overall solution time of the shortest path determination process is about 0.6 ms for the IP core and about 6 ms for the computer. As a result, the proposed GA IP core achieves significant improvements in process times when compared to its software version.
Conclusion
In this study, the GA was used for feasible path planning for mobile robots in order to find the shortest path. A customized IP core design and the implementation of the GA on an FPGA was proposed. The MicroBlaze soft processor was used in the FPGA as a communication unit between the GA IP core and the outside peripherals. The coding was done with the VHDL and it was simulated to test its correctness on the Xilinx ISE 11.1 platform. The experimental results of verification showed that the GA IP core achieves impressive time speedups when compared to its software version. Then real experiments were conducted using a Pioneer 3-DX mobile robot, a Xilinx xupv5-lx110t FPGA device, and a camera. Within the framework of this study, the entire system was performed in a real laboratory environment so as to demonstrate that the study was applicable in the real world. The hardware GA provided improvements in processing time, which varied between 43.9% and 96.2%, when compared to the software GA that runs on the computer. This result makes the hardware GA the fastest choice for the path planning of autonomous mobile robots, especially for dynamic environments.
