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1 Introduction
Let f(t) ∈ Q[t] be a degree n univariate polynomial with f(t) =
∑n
i=0 ait
i where ai ∈ Q with
an 6= 0. Let r be the least non-negative integer such that ar 6= 0. Define len(f) = n− r. f(t)
is said to be palindromic if ar+i = an−i for 0 ≤ i ≤ (n− r)/2. Define the center of symmetry
of f(t) to be c-o-s(f(t)) = (n+ r)/2. Note that for a palindromic polynomial f(t), its center
of symmetry c-o-s(f(t)) could be half integral.
Let PalindPoly(n+r)/2(t) denote the vector space of palindromic univariate polynomials
f(t) =
∑n
i=0 ait
i with r being the least non-negative integer such that ar > 0 and with
c-o-s(f(t)) = (n + r)/2. Clearly, Γ = {tr+i(1 + t)n−r−2i : 0 ≤ i ≤ ⌊(n − r)/2⌋} is a basis
of PalindPoly(n+r)/2(t). Thus, if f(t) ∈ PalindPoly(n+r)/2(t), then we can write f(t) =∑⌊(n−r)/2⌋
i=0 γn,it
r+i(1+ t)n−2i. f(t) is said to be “gamma positive” if γn,i ≥ 0 for all i (that is,
if f(t) has positive coefficients when expressed in the basis Γ).
For a positive integer n, let [n] = {1, 2, . . . , n} and let Sn be the set of permutations
on [n]. For π = π1, π2, . . . , πn ∈ Sn, define its excedance set as ExcSet(π) = {i ∈ [n] :
πi > i} and its number of excedances as exc(π) = |ExcSet(π)|. Define its number of non-
excedances as nexc(π) = |{i ∈ [n] : πi ≤ i}|. For π ∈ Sn, define its number of inversions
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as inv(π) = |{1 ≤ i < j ≤ n : πi > πj}|. Let Des Set(π) = {i ∈ [n − 1] : πi > πi+1} and
Asc Set(π) = {i ∈ [n − 1] : πi < πi+1} be its set of descents and ascents respectively. Let
des(π) = |Des Set(π)| be its number of descents and asc(π) = |Asc Set(π)| be its number of
ascents. The polynomials An(t) =
∑
π∈Sn
tdes(π) are the classical Eulerian polynomials. Let
An ⊆ Sn be the subset of even permutations. Define
AExcn(t) =
∑
π∈Sn
texc(π) and AExcn(s, t) =
∑
π∈Sn
texc(π)snexc(π)−1, (1)
AExc+n (t) =
∑
π∈An
texc(π) and AExc+n (s, t) =
∑
π∈An
texc(π)snexc(π)−1, (2)
AExc−n (t) =
∑
π∈Sn−An
texc(π) and AExc−n (s, t) =
∑
π∈Sn−An
texc(π)snexc(π)−1. (3)
It is a well known result of MacMahon [9] that both descents and excedances are equidis-
tributed over Sn. That is, for all non negative integers n, An(t) = AExcn(t). It is well known
that the Eulerian polynomials AExcn(t) are palindromic (see Graham, Knuth and Patashnik
[7]). Gamma positivity of AExcn(t) was first proved by Foata and Schu¨tzenberger (see [5]).
Foata and Strehl [6] later used a group action based proof which has been termed as “valley
hopping” by Shapiro, Woan and Getu [14]. This approach gives a combinatorial interpreta-
tion for the gamma coefficients. Several refinements of the gamma positivity of AExcn(t) are
known when enumeration is done with respect to both descents des() and with respect to
excedance exc(). For two statistics 2-13, 31-2 : Sn → Z≥0, Bra¨nde´n [1] and Shin-and-Zeng
[17, 18] have shown a p, q-refinement by showing that the polynomial
An(p, q, t) =
∑
π∈Sn
p2-13(π)q31-2(π)tdes(π) =
⌊n/2⌋∑
i=0
an,i(p, q)t
i(1 + t)n−2i
where the an,i(p, q)’s are polynomials with positive coefficients. Similarly, Shareshian and
Wachs [16] have shown for statistics des∗,maj : Sn 7→ Z≥0 that the polynomial
AExcn(p, q, t) =
∑
π∈Sn
pdes
∗(π)qmaj(π)−exc(π)texc(π) =
⌊n/2⌋∑
i=0
γn,i(p, q)t
i(1 + t)n−2i
where the γn,i(p, q)’s are polynomials with positive coefficients. Dey and Sivasubramanian
had recently given gamma positivity results (see [4]) when one sums descents over An. In
this paper, we consider the case when we sum excedances over An. Two of our main results
in this paper are the following.
Theorem 1 For all positive integers n ≥ 5 with n ≡ 1 (mod 2), AExc+n (s, t) and AExc
−
n (s, t)
are gamma positive, with both polynomials having the same center of symmetry (n− 1)/2.
Theorem 2 For all even positive integers n = 2m with n ≥ 4, AExc+n (t) and AExc
−
n (t) can
be written as a sum of two gamma positive polynomials whose centers of symmetry differ by
one.
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Similar results are known when we sum excedances over derangements. Let SDn = {π ∈
Sn : πi 6= i for all i} denote the set of derangements in Sn. Let SD
+
n = SDn ∩ An and
SD
−
n = SDn ∩ (Sn −An). Define
ADerExcn(t) =
∑
π∈SDn
texc(π) and ADerExcn(s, t) =
∑
π∈SDn
texc(π)snexc(π)−1 (4)
ADerExc+n (t) =
∑
π∈SD+n
texc(π) and ADerExc+n (s, t) =
∑
π∈SD+n
texc(π)snexc(π)−1 (5)
ADerExc−n (t) =
∑
π∈SD−n
texc(π) and ADerExc−n (s, t) =
∑
π∈SD−n
texc(π)snexc(π)−1. (6)
The polynomial ADerExcn(t) is known to be real rooted (see Zhang [22]) and easily seen
to be palindromic. Hence it is gamma positive (see Petersens book [13, Page 82]). Shin
and Zeng in [17, 18] have proved the following refinement with respect to the number of
inversions inv(π), number of cycles cyc(π) and the nesting number nest(π).
Theorem 3 (Shin and Zeng) For all positive integers n, and for all choices stat(π) ∈
{cyc(π), inv(π), nest(π)}, the polynomial
∑
π∈SDn
qstat(π)texc(π) =
∑⌊n/2⌋
i=0 bn,i(q)t
i(1 + t)n−2i
where bn,i(q) is a polynomial with positive integral coefficients.
We prove the following refinement of Theorem 3 in this paper.
Theorem 4 For all positive integers n, and for all choices stat(π) ∈ {cyc(π), inv(π)}, the
polynomials
∑
π∈SD+n
qstat(π)texc(π) =
∑⌊n/2⌋
i=0 b
+
n,i(q)t
i(1 + t)n−2i and
∑
π∈SD−n
qstat(π)texc(π) =∑⌊n/2⌋
i=0 b
−
n,i(q)t
i(1 + t)n−2i where both b+n,i(q) and b
−
n,i(q) are polynomials with positive integral
coefficients.
We generalize our results to the case when excedances are summed up over the elements
with positive sign in classical Weyl groups. Let Bn denote the group of signed permutations
on Tn = {−n,−(n − 1), . . . ,−1, 1, 2, . . . , n}, that is σ ∈ Bn consists of all permutations of
Tn that satisfy σ(−i) = −σ(i) for all i ∈ [n]. Similarly, let Dn ⊆ Bn denote the subset
consisting of those elements of Bn which have an even number of negative entries. As both
Bn and Dn are Coxeter groups, they have a natural notion of descent associated to them.
Similar to the classical Eulerian polynomials, we thus have the Eulerian polynomials of type-
B and type-D. There is a natural notion of length in these groups and we get results when
restricted to elements with even length. Our results for Type-B Weyl groups are Theorems
24 and 25. Similarly for Type-D Weyl groups, our main result is Theorem 34.
2 Preliminaries on Gamma positive polynomials
Most of the gamma positive polynomials in this work have homogeneous bivariate counter-
parts with the following slightly more general definition of gamma positivity. Let f(s, t) =
3
∑n
i=0 ais
n−iti be a homogenous bivariate polynomial with an 6= 0 and let r be the small-
est non-negative integer such that ar 6= 0. As before, definef(s, t) to be palindromic if
ar+i = an−i for all i and define c-o-s(f(s, t)) = (n+ r)/2.
Let f(s, t) have c-o-s(f(s, t)) = n/2. f(s, t) is said to be bivariate gamma positive if
f(s, t) =
∑n/2
i=0 γn,i(st)
i(s + t)n−2i with γn,i ≥ 0 for all i. Clearly, if f(s, t) is a bivariate
gamma positive polynomial, then f(t) = f(s, t)|s=1 is clearly a univariate gamma positive
palindromic polynomial with the same center of symmetry. We need the following lemmas.
Since all of them are from [4]), we omit proofs.
Lemma 5 Let f1(s, t) and f2(s, t) be two bivariate gamma positive polynomials with respec-
tive centers of symmetry c-o-s(f1(s, t)) = r1+(n−r1)/2 and c-o-s(f2(s, t)) = r2+(n−r2)/2.
Then f1(s, t)f2(s, t) is gamma positive with c-o-s(f1(s, t)f2(s, t)) = (r1+r2)+(2n−r1−r2)/2.
Let D be the operator
(
d
ds
+
d
dt
)
in Q[s, t].
Lemma 6 Let f(s, t) be a bivariate gamma positive polynomial with c-o-s(f(s, t)) = n/2.
Then, g(s, t) = Df(s, t) is gamma positive with c-o-s(g(s, t)) = (n− 1)/2.
The following are easy corollaries.
Corollary 7 Let f(s, t) be a bivariate gamma positive polynomial with c-o-s(f(s, t)) = n/2.
1. Then, for a natural number ℓ, g(s, t) = Dℓf(s, t) is gamma positive with c-o-s(g(s, t)) =
(n− ℓ)/2.
2. Then, h(s, t) = (st)if(s, t) is gamma positive with c-o-s(h(s, t)) = i+ n/2
3. Then, h(s, t) = (s+ t)f(s, t) is gamma positive with c-o-s(h(s, t)) = (n + 1)/2
Lemma 8 Let f(t) be gamma positive with c-o-s(f(t)) = n/2 and with len(f(t)) being odd.
Then, f(t) is the sum of two gamma positive sequences p1(t) and p2(t) with centers of sym-
metry (n− 1)/2 and (n+ 1)/2 respectively. Further, both p1(t) and p2(t) have even length.
3 Type-A Coxeter Groups
Define pos n(π)=index i such that π(i) = n and define π′ to be π restricted to [n − 1]. Let
S
i
n = {π ∈ Sn : pos n(π) = i}, A
i
n = {π ∈ An : pos n(π) = i}, and S
i
n − A
i
n = {π ∈
Sn − An : pos n(π) = i}. We need Foata’s First Fundamental Transformation which is a
bijection that maps descents to excedances (See Lothaire [8, Section 10.2]).
Theorem 9 (Foata’s First Fundamental Transformation) For all n ≥ 2, there exist
a bijection FFTn : Sn 7→ Sn such that des(FFTn(π)) = exc(π). Hence, the statistics des()
and exc() are equidistributed over Sn for all positive integers n.
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We use the bijection FFTn of Theorem 9 to prove the following.
Lemma 10 For all integers n ≥ 2, the following holds:∑
π∈S1n
tdes(π)sasc(π) =
∑
π∈Sn−1n
texc(π)snexc(π)−1 (7)
Proof: We give a bijection fn : S
n−1
n 7→ S
1
n as follows. For any π = π1, π2, . . . , πn−2, n, πn ∈
S
n−1
n , let FFTn−1(π
′) = a1, a2, . . . , an−1. Then, let fn(π) = n, a1, a2, . . . , an−1. Clearly, fn
is well-defined and is a bijection. Further, for π ∈ Sn−1n , it is easy to see that exc(π) =
des(fn(π)) and hence that nexc(π) = asc(fn(π)) + 1.
Lemma 11 For all positive integers n and r with 1 ≤ r ≤ n− 2, the following holds:
∑
π∈Arn
texc(π)snexc(π)−1 =
∑
π∈Srn−A
r
n
texc(π)snexc(π)−1 =
1
2
∑
π∈Srn
texc(π)snexc(π)−1
Proof: Define g : Arn 7→ S
r
n −A
r
n by g(π1, π2, . . . , πn−1, πn) = π1, π2, . . . , πn, πn−1. Clearly,
inv(π) 6≡ inv(g(π)) (mod 2) and further g2 = id. As pos n(π) ≤ n − 2, we also have
exc(π) = exc(g(π)), completing the proof.
Lemma 12 For all positive integers n, the polynomials AExc+n (s, t) and AExc
−
n (s, t) satisfy
the following recurrence.
AExc+n (s, t) = sAExc
+
n−1(s, t) + tAExc
−
n−1(s, t) +
1
2
stDAn−1(s, t), (8)
AExc−n (s, t) = sAExc
−
n−1(s, t) + tAExc
+
n−1(s, t) +
1
2
stDAn−1(s, t). (9)
Proof: Foata’s First Fundamental bijection, applied on Sn and Sn−1 gives us:∑
π∈Sn
tdes(π)sasc(π) =
∑
π∈Sn
texc(π)snexc(π)−1 (10)
∑
π∈Snn
tdes(π)sasc(π) =
∑
π∈Snn
texc(π)snexc(π)−1 (11)
Subtracting equations (7) and (11) from (10), we get
n−1∑
r=2
∑
π∈Srn
tdes(π)sasc(π) =
n−2∑
r=1
∑
π∈Srn
texc(π)snexc(π)−1 (12)
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We know
AExc+n (s, t) =
n−2∑
r=1
∑
π∈Arn
texc(π)snexc(π)−1 +
∑
π∈An−1n
texc(π)snexc(π)−1 +
∑
π∈Ann
texc(π)snexc(π)−1
=
1
2
n−2∑
r=1
∑
π∈Srn
texc(π)snexc(π)−1 + tAExc−n−1(s, t) + sAExc
+
n−1(s, t)
=
1
2
n−1∑
r=2
∑
π∈Srn
tdes(π)sasc(π) + tAExc−n−1(s, t) + sAExc
+
n−1(s, t)
=
1
2
stDAn−1(s, t) + tAExc
−
n−1(s, t) + sAExc
+
n−1(s, t)
The second line follows by using Lemma 11. The third line follows using (12). The last line
follows using the fact that stDAn−1(s, t) is the contribution of all the permutations where n
is not in the initial or the final position. The proof of (9) is identical and is hence omitted.
A simple corollary of Lemma 12 is the following Theorem of Mantaci (see [11]).
Corollary 13 For all positive integers n ≥ 2,
∑
π∈Sn
(−1)inv(π)texc(π)snexc(π)−1 = (s− t)n−1.
Proof: We induct on n with the base case being n = 2. When n = 2, it is simple to note
that
∑
π∈S2
(−1)inv(π)texc(π)snexc(π)−1 = s− t. Subtracting (9) from (8) we get
∑
π∈Sn
(−1)inv(π)texc(π)snexc(π)−1 = AExc+n (s, t)− AExc
−
n (s, t)
= (s− t)
[
AExc+n−1(s, t)− AExc
−
n−1(s, t)
]
= (s− t)n−1
Let AExc+n (t) =
∑n−1
k=0 a
+
n,kt
k and let AExc−n (t) =
∑n−1
k=0 a
−
n,kt
k. The following recurrences
for the numbers a+n,k and a
−
n,k were proved by Mantaci in [11, 10]. It is easy to derive them
from Lemma 12
Corollary 14 For all positive integers n with n ≥ 2, we have
a+n,k = ka
−
n−1,k + (n− k)a
−
n−1,k−1 + a
+
n−1,k and a
−
n,k = ka
+
n−1,k + (n− k)a
+
n−1,k−1 + a
−
n−1,k.
We move on to palindromicity of the polynomials AExc+n (s, t) and AExc
−
n (s, t).
Lemma 15 For all natural numbers n, AExc+n (s, t) and AExc
−
n (s, t) are palindromic if and
only if n ≡ 1 mod 2.
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Proof: By Corollary 13,
AExc+n (s, t) =
1
2
(
An(s, t) + (s− t)
n−1
)
and AExc−n (s, t) =
1
2
(
An(s, t)− (s− t)
n−1
)
.
Clearly, An(s, t) is palindromic for all n while (s− t)
n−1 is palindromic if and only if n is
odd. Hence, AExc+n (s, t) and AExc
−
n (s, t) are palindromic iff n ≡ 1 mod 2.
Lemma 16 For all positive integers n ≥ 2, DAExc+n (s, t) = DAExc
−
n (s, t) =
1
2
DAn(s, t).
Proof: We induct on n. Clearly, when n = 2, AExc+2 (s, t) = s, AExc
−
2 (s, t) = t
while A2(s, t) = s + t. Thus, DAExc
+
2 (s, t) = DAExc
−
2 (s, t) = 1 =
1
2
DA2(s, t. Assume,
DAExc+n−1(s, t) = DAExc
−
n−1(s, t) =
1
2
DAn−1(s, t). Further,
DAExc+n (s, t) = D
(
sAExc+n−1(s, t) + tAExc
−
n−1(s, t) +
1
2
stDAn−1(s, t)
)
= sDAExc+n−1(s, t) + AExc
+
n−1(s, t) + tDAExc
−
n−1(s, t) + AExc
−
n−1(s, t)
+
1
2
D(stDAn−1(s, t))
= sDAExc−n−1(s, t) + AExc
+
n−1(s, t) + tDAExc
+
n−1(s, t) + AExc
−
n−1(s, t)
+
1
2
D(stDAn−1(s, t)
= D
(
sAExc−n−1(s, t) + tAExc
+
n−1(s, t) +
1
2
stDAn−1(s, t)
)
= DAExc−n (s, t)
The proof is complete.
We use the recurrences (8) and (9) four times to get the following. Since this is the main
idea of the proof, we omit some details.
Lemma 17 For all positive integers n, we have
AExc+n+4(s, t) = L1(s, t)AExc
+
n (s, t) + L2(s, t)AExc
−
n (s, t) + L3(s, t)DAExc
+
n (s, t)
+
[
L4(s, t)D
2 + L5(s, t)D
3 + L6(s, t)D
4
]
AExc+n (s, t) (13)
AExc−n+4(s, t) = L1(s, t)AExc
−
n (s, t) + L2(s, t)AExc
+
n (s, t) + L3(s, t)DAExc
−
n (s, t)
+
[
L4(s, t)D
2 + L5(s, t)D
3 + L6(s, t)D
4
]
AExc−n (s, t) (14)
where the Li(s, t) with their centers of symmetry are as follows.
f(s, t) c-o-s(f(s, t))
L1(s, t) = (s+ t)
4 + 7st(s+ t)2 + 16(st)2 2
L2(s, t) = 15st(s+ t)
2 2
L3(s, t) = 3(5s
2 + 30st+ 5t2)st(s+ t) 5/2
L4(s, t) = 25(st)
2(s+ t)2 + 20(st)3 3
L5(s, t) = 10(st)
3(s+ t) 7/2
L6(s, t) = (st)
4 4
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Proof: (Of Theorem 1) When n = 5 and n = 7 one can check that
AExc+5 (s, t) = s
4 + 11s3t+ 36s2t2 + 11st3 + t4 = (s+ t)4 + 7st(s+ t)2 + 16(st)2,
AExc−5 (s, t) = 15s
3t+ 30s2t2 + 15st3 = 15st(s+ t)2,
AExc+7 (s, t) = s
6 + 57s5t+ 603s4t2 + 1198s3t3 + 603s2t4 + 57st5 + t6
= (s+ t)6 + 51st(s+ t)4 + 384(st)(s+ t)2 + 104(st)3,
AExc−7 (s, t) = 63s
5t+ 588s4t2 + 1218s3t3 + 588s2t4 + 63st5,
= 63st(s+ t)4 + 336(st)2(s+ t)2 + 168(st)3.
Let n be odd with n > 7 and let m = n− 4. By induction, both AExc+m(s, t) and AExc
−
m(s, t)
are gamma positive with centers of symmetry 1
2
(m− 1). It is easy to check that all Li(s, t)’s
for all 1 ≤ i ≤ 6 that appear in Lemma 17 are gamma positive. Further, each of the six
terms in (13) has the same center of symmetry 1
2
(m+3). Thus by Lemma 17, AExc+n (s, t) is
gamma positive. In an identical manner, one can prove that AExc−n (s, t) is gamma positive
with center of symmetry 1
2
(n− 1), completing the proof.
3.1 When n ≡ 0 (mod 2)
When n = 2m for a natural number m, by Lemma 15, the polynomials AExc+n (t) and
AExc−n (t) are not even palindromic.
Proof: (Of Theorem 2) We induct on n. Our base case is when n = 2m = 4, one can check
that AExc+4 (t) = 1+4t+7t
2 = (1+4t+t2)+6t2 and AExc−4 (t) = t
3+4t2+7t = t(1+4t+t2)+6t.
By Lemma 12, we have
AExc+2m+2(s, t) = sAExc
+
2m+1(s, t) + tAExc
−
2m+1(s, t) + stDAExc
+
2m+1(s, t)
AExc+2m+2(t) = AExc
+
2m+1(t) + tAExc
−
2m+1(t) +
(
stDAExc+2m+1(s, t)
)
|s=1 (15)
The polynomial p(s, t) = stDAExc2m+1(s, t) is gamma positive with c-o-s(p(s, t)) = m−
1/2+1. Hence, p(t) = p(s, t)|s=1 is univariate gamma positive polynomial with c-o-s(p(t)) =
m+ 1/2. Further, it is simple to see that p(t) has odd length and thus by Lemma 8, it can
be written as p(t) = p1(t)+ p2(t) with c-o-s(p1(t)) = m and c-o-s(p2(t)) = m+1. Thus, (15)
becomes
AExc+2m+2(t) = AExc
+
2m+1(t) + tAExc
−
2m+1(t) + p1(t) + p2(t) (16)
= w1(t) + w2(t) (17)
where w1(t) = AExc
+
2m+1(t) + p1(t) has c-o-s(w1(t)) = m and w2(t) = tAExc
−
2m+1(t) + p2(t)
has c-o-s(w2(t)) = m+ 1. The proof is complete.
4 Type B Coxeter Group
Let Bn be the set of permutations π of {−n,−(n− 1), . . . ,−1, 1, 2, . . . n} satisfying π(−i) =
−π(i). We denote −k as k as well. Bn is referred to as the hyperoctahedral group or the
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group of signed permutations on [n] and |Bn| = 2
nn!. For π ∈ Bn we alternatively denote
π(i) as πi. For π ∈ Bn, define Negs(π) = {πi : i > 0, πi < 0} be the set of elements which
occur with a negative sign. Define invB(π) = |{1 ≤ i < j ≤ n : πi > πj}| +
∑
i∈Negs(π) i and
let B+n ⊆ Bn denote the subset of elements having even invB() value and let B
−
n = Bn−B
+
n .
We follow Brenti’s[2] definition of excedance: excB(π) = |{i ∈ [n] : π|π(i)| > πi}| + |{i ∈
[n] : πi = −i}| and nexcB(π) = n − excB(π). For all the permutations π ∈ Bn, let π0 = 0.
Define desB(π) = |{i ∈ [0, 1, 2 . . . , n− 1] : πi > πi+1}| and ascB(π) = |{i ∈ [0, 1, 2 . . . , n− 1] :
πi < πi+1}|. Define
BExcn(t) =
∑
π∈Bn
texcB(π) and BExcn(s, t) =
∑
π∈Bn
texcB(π)snexcB(π) (18)
Bn(t) =
∑
π∈Bn
tdesB(π) and Bn(s, t) =
∑
π∈Bn
tdesB(π)sascB(π) (19)
B+n (s, t) =
∑
π∈B+n
tdesB(π)sascB(π) and B−n (s, t) =
∑
π∈B−n
tdesB(π)sascB(π) (20)
BExc+n (t) =
∑
π∈B+n
texcB(π) and BExc+n (s, t) =
∑
π∈B+n
texcB(π)snexcB(π) (21)
BExc−n (t) =
∑
π∈B−n
texcB(π) and BExc−n (s, t) =
∑
π∈B−n
texcB(π)snexcB(π) (22)
SgnBExcn(s, t) =
∑
π∈Bn
(−1)invB(π)texcB(π)snexcB(π) (23)
SgnBExcn(t) =
∑
π∈Bn
(−1)invB(π)texcB(π) (24)
Bn(s, t) is called the type-B Eulerian polynomial and Brenti in [2] proved that Bn(s, t) =
BExcn(s, t).
Theorem 18 (Brenti) For all positive integers n, there exists a bijection hn : Bn 7→ Bn
such that ascB(hn(π)) = wkexcB(π) and Negs((h(nπ)) = Negs(π).
Gamma positivity of the type-B Eulerian polynomial was shown by Chow [3] and Petersen
[12]. We refine these results to B+n and B
−
n when n is even. We enumerate Bn(t) with type-
B inversions and find surprisingly that the signed type-B Eulerian polynomial is the same
irrespective of whether we use descents or excedances (see Theorem 20).
4.1 Equidistribution of Descent and excedance over B+
n
Let a1, a2, . . . , an be n distinct positive integers with a1 < a2 < · · · < an. Let B{a1,a2,...,an}
be the Type-B group of 2nn! permutations on the letters a1, a2, . . . , an. Clearly, when ai = i
for all i, we get Bn = B{1,2,...,n}. We write π ∈ B{a1,a2,...,an} in two line notation with
a1, a2, . . . , an above and πai below ai. Thus, πai is defined for all i. For any permutation
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π ∈ B{a1,a2,...,an} define invB(π) = |{1 ≤ i < j ≤ n : πai > πaj}| + |{1 ≤ i < j ≤ n :
−πai > πaj}|+} + |Negs(π)|. Let B
+
{a1,a2,...,an}
denote the subset of even length elements
of B{a1,a2,...,an} and B
−
{a1,a2,...,an}
= B{a1,a2,...,an} − B
+
{a1,a2,...,an}
. Let a0 = 0 and π(0) = 0
for all π. Define desB(π) = |{i ∈ {0, 1, 2 . . . , n − 1} : πai > πai+1}| and ascB(π) = |{i ∈
{0, 1, 2 . . . , n− 1} : πai < πai+1}|. Also define posai(π) = k if |πak | = ai. Define
SgnB{a1,a2,...,an}(s, t, u) =
∑
π∈B{a1,a2,...,an}
(−1)invB(π)tdesB(π)sascB(π)uposan(π) (25)
We recall the following result from [4, Lemma 26].
Lemma 19 For all positive integers a1 < a2 < . . . < an,∑
π∈B{a1,a2,...,an},posan(π)6=n
(−1)invB(π)tdesB(π)sascB(π)uposan(π) = 0 (26)
Theorem 20 For all positive integers a1 < a2 < . . . < an, the following holds:
SgnB{a1,a2,...,an}(s, t, u) =
∑
π∈B{a1,a2,...,an}
(−1)invB(π)tdesB(π)sascB(π)uposan (π) = (s− t)nun. (27)
Proof: We induct on n. When n = 1, clearly SgnBa1(s, t, u) = (s− t)u. Assume that for
any n− 1 integers a1 < a2 < . . . < an−1,
SgnB{a1,a2,...,an−1}(s, t, u) =
∑
π∈B{a1,a2,...,an−1}
(−1)invB(π)tdesB(π)sascB(π)uposan−1(π) = (s−t)n−1un−1.
Adding ±an at position n, we get∑
π∈B{a1,a2,...,an−1,an},posan(π)=n
(−1)invB(π)tdesB(π)sascB(π)uposan(π) = (s− t)(s− t)n−1un (28)
where s(s − t)n−1un is the contribution of of π ∈ Ba1,a2,...,an with an appearing in the final
position of π and −t(s− t)n−1un is the contribution of π ∈ Ba1,a2,...,an with an appearing in
the final position of π. The proof is complete by summing (26) and (28).
Setting u = 1 and ai = i in Theorem 20, we get the following:
Corollary 21
SgnBn(s, t) =
∑
π∈Bn
(−1)invB(π)tdesB(π)sascB(π) = (s− t)n. (29)
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Sivasubramanian in [19] showed that SgnBExcn(t) = (1 − t)
n and the same proof shows
the following.
SgnBExcn(s, t) = (s− t)
n (30)
We get the following surprising result about enumerating type-B excedances and type-B
descents in B+n . Note that an analogous result is not true over Sn. As mentioned earlier,
Theorem 18 due to Brenti gives a type-B bijective counterpart of Foata’s First Fundamental
Transformation. It is easy to check that Brenti’s bijection neither preserves nor reverses
parity of invB() and so is not directly useful to prove the result below.
Theorem 22 For all positive integers n, type-B excedances and type-B descents are equidis-
tributed over B+n and B
−
n . That is,
BExc+n (s, t) = B
+
n (s, t) and BExc
−
n (s, t) = B
−
n (s, t).
Proof: Follows from (29) and (30).
In [4], Dey and Sivasubramanian proved several results about gamma positivity ofB+n (s, t)
and B−n (s, t). Due to Theorem 22, these are valid for BExc
+
n (s, t) and BExc
−
n (s, t). The fol-
lowing three results follow from [4, Theorems 28,29,30].
Lemma 23 The following recurrence relations are true for BExc+n (s, t) and BExc
−
n (s, t) for
all positive integers n ≥ 2.
BExc+n (s, t) = sBExc
+
n−1(s, t) + tBExc
−
n−1(s, t) + stDBExcn−1(s, t), (31)
BExc−n (s, t) = sBExc
−
n−1(s, t) + tBExc
+
n−1(s, t) + stDBExcn−1(s, t). (32)
Theorem 24 For all positive even integers n = 2m with n ≥ 2, BExc+n (s, t) and BExc
−
n (s, t)
are gamma positive polynomials with the same center of symmetry m.
Theorem 25 For all positive odd integers n ≥ 3, BExc−n (t) and BExc
+
n (t) can be written as
a sum of 2 gamma positive polynomials.
5 Type D Coxeter Group
Let Dn = {σ ∈ Bn : |Negs(σ)| is even} denote the type-D Coxeter group. For π ∈ Dn,
define as before, Negs(π) = {πi : i > 0, πi < 0} to be the set of elements which occur with a
negative sign. Define invD(π) = inv(π) + |{1 ≤ i < j ≤ n : −πi > πj}|. For Type-D Coxeter
groups, we have the same definition of excedance as in type-B coxeter groups. Hence, define
excD(π) = |{i ∈ [n] : π|π(i)| > πi}| + |{i ∈ [n] : πi = −i}|, nexcD(π) = n − excD(π) and
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wkexcD(π) = |{i ∈ [n] : π|π(i)| > πi}| + |{i ∈ [n] : πi = i}|. Let D
+
n ⊆ Dn denote the subset
of even length elements of Dn and let D
−
n = Dn −D
+
n . Define
DExcn(t) =
∑
π∈Dn
texcD(π) and DExcn(s, t) =
∑
π∈Dn
texcD(π)snexcD(π) (33)
(B-D)Excn(t) =
∑
π∈Bn−Dn
texcD(π) and (B-D)Excn(s, t) =
∑
π∈Bn−Dn
texcD(π)snexcD(π) (34)
DExc+n (t) =
∑
π∈D+n
texcD(π) and DExc+n (s, t) =
∑
π∈D+n
texcD(π)snexcD(π) (35)
DExc−n (t) =
∑
π∈D−n
texcD(π) and DExc−n (s, t) =
∑
π∈D−n
texcD(π)snexcD(π) (36)
SgnDExcn(s, t) =
∑
π∈Dn
(−1)invD(π)texcD(π)snexcD(π) (37)
Recall that Brenti showed that type-B excedances and type-B ascents are equidistributed
in Bn (Theorem 18).
Remark 26 It is simple to give a similar bijection Tn : Bn 7→ Bn such that desB(Tn(π)) =
excB(π) and Negs((Tn(π)) = Negs(π). The bijection is very similar to the proof of [8, Theo-
rem 10.2.3] and [2, Theorem 3.15] and so we omit it.
Remark 27 By Remark 26, as the number of negative entries is preserved by Tn, enumerat-
ing Type-B descents over Dn is equivalent to enumerating Type-B excedance over Dn which
is equivalent to enumerating Type-D excedance over Dn. That is, for all positive integers n,
we have ∑
π∈Dn
tdesB(π)sascB(π) =
∑
π∈Dn
texcD(π)snexcD(π).
Recall the operator D =
(
d
ds
+
d
dt
)
. We prove the following recurrence relations.
Lemma 28 For all positive integers n, the polynomials DExcn(s, t) satisfy the following
recurrence relations.
DExcn(s, t) = sDExcn−1(s, t) + t(B-D)Excn−1(s, t) + stDBExcn−1(s, t) (38)
(B-D)Excn(s, t) = tDExcn−1(s, t) + s(B-D)Excn−1(s, t) + stDBExcn−1(s, t) (39)
Proof: We prove (38) first. Using Remark 27, we evaluate
∑
π∈Dn
tdesB(π)sascB(π) instead.
Clearly, s
∑
π∈Dn−1
tdesB(π)sascB(π) is the contribution from π ∈ Dn in which the letter ‘n’
appears in the last position and t
∑
π∈Bn−1−Dn−1
tdesB(π)sascB(π) is the contribution from π ∈
Dn in which the letter n appears in the last position. The term stD
∑
π∈Dn−1
tdesB(π)sascB(π)
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accounts for all those permutations π ∈ Dn in which the letter n appears in all positions
except the last position. Likewise, the term stD
∑
π∈Bn−1−Dn−1
tdesB(π)sascB(π) accounts for all
those permutations π ∈ Dn in which the letter n appears at either the initial position or in
the gaps in the permutations of Bn −Dn. Summing up all these we get∑
π∈Dn
tdesB(π)sascB(π) = s
∑
π∈Dn−1
tdesB(π)sascB(π) + t
∑
π∈Bn−1−Dn−1
tdesB(π)sascB(π)
+stD
∑
π∈Dn−1
tdesB(π)sascB(π) + stD
∑
π∈Bn−1−Dn−1
tdesB(π)sascB(π)
In an identical manner one can prove (39). We omit the details.
Using Lemma 28, we next show that the polynomials DExcn(s, t) and (B-D)Excn(s, t) are
gamma positive.
Theorem 29 For all positive integers n ≥ 2, BExc+n (s, t) = DExcn(s, t) and BExc
−
n (s, t) =
(B-D)Excn(s, t). Hence, for all even natural numbers n, DExcn(s, t) and (B-D)Excn(s, t) are
gamma positive polynomials with same center of symmetry n/2. For all odd positive integers
n ≥ 3, the univariate polynomials DExcn(t) and (B-D)Excn(t) can be written as a sum of 2
gamma positive polynomials.
Proof: It is simple to see that DExc2(s, t) = s
2+2st+t2 = BExc+2 (s, t) and (B-D)Exc2(s, t) =
4st = BExc−2 (s, t). Further, recurrences (38) and (39) for DExcn(s, t) and (B-D)Excn(s, t)
respectively are identical to the recurrences (31) and (32). Thus, the proof of Theorem 24
and Theorem 25 works here.
We next give a recurrence relation satisfied by DExcn(s, t).
Lemma 30 For all positive integers n ≥ 2,
DExcn+4(s, t) = R1(s, t)DExcn(s, t) +R2(s, t)(B-D)Excn(s, t) +R3(s, t)DBExcn(s, t)
+R4(s, t)D
2BExcn(s, t) +R5(s, t)DBExcn+1(s, t)
+R6(s, t)D
2BExcn+1(s, t) +R7(s, t)D
2BExcn+2(s, t) (40)
where the following table lists Ri(s, t) and its center of symmetry.
Ri(s, t) c-o-s(Ri(s, t))
R1(s, t) = (s + t)
4 + 8st(s+ t)2 + 16(st)2 2
R2(s, t) = 16st(s+ t)
2 2
R3(s, t) = 4st(s+ t)
3 + 32(st)2(s+ t) 5/2
R4(s, t) = 2(st)
2(s+ t)2 + 8(st)3 3
R5(s, t) = 12(st)(s+ t)
2 2
R6(s, t) = 8(st)
2(s+ t) 5/2
R7(s, t) = 2(st)
2 2
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Further, let
Sn+4(s, t) = R2(s, t)(B-D)Excn(s, t) + (R3(s, t)D +R4(s, t)D
2)BExcn(s, t)
+(R5(s, t)D +R6(s, t)D
2)BExcn+1(s, t) +R7(s, t)D
2BExcn+2(s, t) (41)
Then, Sn+4(s, t) is gamma positive with center of symmetry
1
2
(n+ 4) and each gamma coef-
ficient of Sn+4(s, t) is even.
Proof: Applying Lemma 28 twice, we get
DExcn+4(s, t) = (s+ t)
2DExcn+2(s, t) + 4st(B-D)Excn+2(s, t) + 4st(s+ t)DBExcn+2(s, t)
+2(st)2D2BExcn+2(s, t) (42)
Further,
DExcn+2(s, t) = (s+ t)
2DExcn(s, t) + 4st(B-D)Excn(s, t) + 4st(s+ t)DBExcn(s, t)
+2(st)2D2BExcn(s, t) (43)
(B-D)Excn+2(s,t) = 4stDExcn(s, t) + (s+ t)
2(B-D)Excn(s, t) + 4st(s+ t)DBExcn(s, t)
+2(st)2D2BExcn(s, t) (44)
DBExcn+2(s, t) = 2(s+ t)BExcn(s, t) + 4stDBExcn(s, t) + 3(s+ t)DBExcn+1(s, t)
+2stD2BExcn+1(s, t) (45)
We get (40) by plugging in (43), (44) and (45) in (42). Further, note that Sn+4(s, t) is
a sum of 6 gamma positive polynomials, each with center of symmetry 1
2
(n + 4). Further,
from the table, each Ri(s, t) clearly has even gamma coefficients and hence, Sn+4(s, t) also
has even gamma coefficients.
Sivasubramanian in [20] showed the following.
Theorem 31 For all positive integers n, SgnDExcn(t) =
{
(1− t)n if n even .
(1− t)n−1 if n odd .
A slight modification of this result gives us the following bivariate version of Theorem 31.
Since the proof is identical, we omit the details.
Theorem 32 For all positive integers n, SgnDExcn(s, t) =
{
(s− t)n if n even .
s(s− t)n−1 if n odd .
We use Theorem 32 twice to get the following.
Corollary 33 For positive integers n, we have SgnDExcn+4(s, t) = (s− t)
4SgnDExcn(s, t).
We now come to the main Theorem of this section.
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Theorem 34 . For all even positive integers n ≥ 4, DExc+n (s, t) and DExc
−
n (s, t) are gamma
positive with center of symmetry 1
2
n.
Proof: We induct on n with the base cases being n = 4 and n = 6. When n = 4 and
n = 6 one can check the following.
DExc+4 (s, t) = s
4 + 16s3t+ 62s2t2 + 16st3 + t4 = (s+ t)4 + 12st(s+ t)2 + 32(st)2,
DExc−4 (s, t) = 20s
3t+ 56s2t2 + 20st3 = 20st(s+ t)2 + 16(st)2,
DExc+6 (s, t) = s
6 + 176s5t + 2647s4t2 + 5872s3t3 + 2647s2t4 + 176st5 + t6
= (s+ t)6 + 170st(s+ t)4 + 1952(st)(s+ t)2 + 928(st)3,
DExc−6 (s, t) = 182s
5t+ 2632s4t2 + 5892s3t3 + 2632s2t4 + 182st5,
= 182st(s+ t)4 + 1904(st)2(s+ t)2 + 992(st)3.
By (40) and Corollary 33,
DExc+n+4(s, t) =
1
2
(
DExcn+4(s, t) + SgnDExcn+4(s, t)
)
=
1
2
(
R1(s, t)DExcn(s, t) + Sn+4(s, t) + (s− t)
4SgnDExcn(s, t)
)
=
1
2
(
[R1(s, t) + (s− t)
4]DExc+n (s, t)
)
+
1
2
(
[R1(s, t)− (s− t)
4]DExc−n (s, t)
)
+
1
2
Sn+4(s, t), (46)
DExc−n+4(s, t) =
1
2
(
DExcn+4(s, t)− SgnDExcn+4(s, t)
)
=
1
2
(
[R1(s, t)− (s− t)
4]DExc+n (s, t)
)
+
1
2
(
[R1(s, t) + (s− t)
4]DExc−n (s, t)
)
+
1
2
Sn+4(s, t) (47)
It is simple to see that R1(s, t) + (s− t)
4 = 2(s + t)4 + 32(st)2 and R1(s, t)− (s− t)
4 =
16st(s+ t)2 are both gamma positive with center of symmetry 2 and both have even gamma
coefficients. Let n be even with n > 7. By induction, both DExc+n (s, t) and DExc
−
n (s, t) are
gamma positive with the same center of symmetry 1
2
n. Further, each of the three terms
of (46) have the same center of symmetry 1
2
(n + 4). Thus by Lemma 30, the polynomial
DExc+n+4(s, t) is gamma positive with center of symmetry
1
2
(n+ 4). In an identical manner,
one can prove that DExc−n+4(s, t) is gamma positive with center of symmetry
1
2
(n + 4).
Theorem 35 For all odd positive integers n ≥ 5, DExc+n (t) and DExc
−
n (t) can be written as
sum of two gamma positive polynomials.
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Proof: Let n be an odd integer ≥ 5.
DExc+n (s, t) =
1
2
(DExcn(s, t) + SgnDExcn(s, t))
=
1
2
(
sDExcn−1(s, t) + SgnDExcn(s, t) + t(B-D)Excn−1(s, t)
)
+
1
2
stDBExcn−1(s, t)
=
1
2
(
sDExcn−1(s, t) + sSgnDExcn−1(s, t) + t(B-D)Excn−1(s, t) + stDBExcn−1(s, t)
)
Hence,
DExc+n (t) =
1
2
(
2DExc+n−1(t) + t(B-D)Excn−1(t) + {stDBExcn−1(s, t)}|s=1
)
.
Now the proof follows in similar lines to the proof of Theorem 2.
6 Excedance in Even and odd Derangements
Let SDn ⊆ Sn be the subset of derangements in Sn. Though descents and excedances in
Sn are equidistributed, they are not equidistributed in SDn ∩ An. Recall ADerExcn(t) as
defined in (4). Shin and Zeng [17] and Sharesian and Wachs [15] proved gamma positivity
of ADerExcn(t).
Theorem 36 (Shin and Zeng) For all positive integers n, ADerExcn(t) is gamma positive.
Sun and Wang in [21] gave an alternate proof of Theorem 36 based on a semi bijective
variant of valley hopping that we call cyclic valley hopping. It can be checked that the
cyclic valley hopping proof preserves cycle type and hence sign. Thus, we get the follow-
ing refinement of Theorem 36. We give a different proof as our proof gives more refined
information.
Theorem 37 The polynomials ADerExc+n (t) and ADerExc
−
n (t) are gamma positive for all
positive integers n.
6.1 Gamma-nonnegativity for even and odd derangements
For π ∈ Sn, let cyctype(π) = 1
m12m2 . . . kmk where we have mi’s are positive integers and π
hasmi cycles of length i. We denote by λ(π) ⊢ n, the partition (of the integer n) withmi parts
having size i and also denote this as cyctype(π) = λ. It is well known that conjugacy classes in
Sn are indexed by partitions λ ⊢ n and the conjugacy class Cλ = {π ∈ Sn : cyctype(π) = λ}.
For λ ⊢ n, define
ADerExcλ(t) =
∑
π∈Cλ
texc(π). (48)
We start by summing excedance over cyclic permutations (which are all permutations π
with cyctype(π) = n).
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Lemma 38 Let n ≥ 2 and consider the partition µ = n. Then the following holds.
ADerExcµ(t) =
∑
π∈Sn,cyctype(π)=n
texc(π) = tAn−1(t) (49)
Thus ADerExcµ(t) is gamma positive with center of symmetry
1
2
n.
Proof: Let π = a1, a2, . . . , an−1 ∈ Sn−1. Define f : Sn−1 7→ Cµ by f(π) = (1, n + 1 −
a1, n+1− a2, . . . , n+1− an−1), where a1, a2, . . . , an−1 is in one-line notation and (1, n+1−
a1, n+1− a2, . . . , n+ 1− an−1) is in cyclic notation. Clearly, π has k descents if and only if
n−a1, n−a2, . . . , n−an−1 has k ascents. This happens if and only if f(π) = (1, n+1−a1, n+
1− a2, . . . , n+1− an−1) has k+1 excedances. f is a bijection with f
−1 = g where g : Cµ 7→
Sn−1 is defined by g((1, a1, a2, . . . , an−1)) = n+ 1− a1, n+ 1− a2, . . . , n+ 1− an−1. An−1(t)
is gamma positive with center of symmetry 1
2
(n− 2) and hence ADerExcµ(t) = tAn−1(t) has
center of symmetry 1
2
n, completing the proof.
Let λ ⊢ n. We use two notations for λ. In exponential notation, let λ = 1m1 , 2m2 , . . . , kmk .
This means λ has mi parts equal to i for 1 ≤ i ≤ k. We also use λ = λ1, λ2, . . . , λℓ to denote
that the parts of λ are λi for 1 ≤ i ≤ ℓ. Define
(
n
λ
)
to be the multinomial coefficient
(
n
λ1,...,λℓ
)
.
We next consider Cλ, the conjugacy class of Sn indexed by λ. It is well known that Cλ
contains all π ∈ Sn with cyctype(π) = λ. We start with the case when λ = n1, n2 with both
n1, n2 ≥ 1. We do not need n1 and n2 to be distinct.
Lemma 39 Let λ ⊢ n with λ = n1, n2 where n1, n2 ≥ 1. Then,
∑
π∈Cλ
texc(π) =
(
n
λ
)
∏k
i=1(mi!)

 ∑
π∈Sn1 ,cyctype(π)=n1
texc(π)

×

 ∑
π∈Sn2 ,cyctype(π)=n2
texc(π)

 (50)
=
(
n
λ
)
∏k
i=1(mi!)
[tAn1−1(t)]× [tAn2−1(t)] (51)
Thus,
∑
π∈Cλ
texc(π) is gamma positive with center of symmetry 1
2
n if both n1, n2 > 1.
Proof: Let T = {π ∈ Sn1 : cyctype(π) = n1} × {π ∈ Sn2 : cyctype(π) = n2}. Let π ∈ Cλ
with π = (a1, a2, . . . , an1), (b1, b2, . . . , bn2) (written in cycle notation). Define f : Cλ 7→
T as f(π) = (a′1, a
′
2, . . . , a
′
n1
), (b′1, b2, . . . , b
′
n2
) where (a′1, a
′
2, . . . , a
′
n1
) is the order preserving
restriction of the set A = {a1, a2, . . . , an1} to the set [n1]. That is we map the least element
of A to 1, the second smallest element to 2 and so on. Similarly (b′1, b2, . . . , b
′
n2
) is the order
preserving restriction of B = {b1, b2, . . . , bn2} to [n2]. This is an
(
n
λ
)
∏k
i=1(mi!)
to 1 mapping.
As excedances are preserved under this map, the proof of (50) is complete. (51) follows from
Lemma 38. Further, if both n1, n2 > 1, then both An1−1(t) and An2−1(t) have positive degree
and thus the center of symmetry will clearly be n/2.
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Remark 40 For a positive integer n, let λ ⊢ n with λ = 1m1 , 2m2, . . . , kmk . Then,
(
n
λ
)
∏k
i=1(mi!)
is a positive integer. Indeed, it counts the number of ways to partition the set [n] into parts
with sizes λi.
Theorem 41 Let λ ⊢ n with λ = 1m12m2 . . . kmk . If m1 = 0, then
ADerExcλ(t) =
∑
π∈Cλ
texc(π) =
(
n
λ
)
∏k
i=1(mi!)
k∏
j=2
[tAj−1(t)]
mj . (52)
Hence, ADerExcλ(t) is gamma positive with center of symmetry
1
2
n. If m1 > 0, then
ADerExcλ(t) =
∑
π∈Cλ
texc(π) =
(
n
λ
)
∏k
i=1(mi!)
k∏
j=2
[tAj−1(t)]
mj . (53)
Hence, ADerExcλ(t) is a gamma positive polynomial with center of symmetry
1
2
(n−m1).
Proof: Is an easy application of Lemma 39. By Lemmas 5 and 38,
∏k
j=2(tAj−1(t))
mj is
gamma positive with center of symmetry
∑k
j=2
1
2
(jmj). By Remark 40, the multiplication
factor is a positive integer and so gamma positivity is preserved. We only need to note that
when m1 = 0,
∑k
j=2
1
2
(jmj) =
1
2
n. Likewise, when m1 > 0,
∑k
j=2
1
2
jmj =
1
2
(n−m1).
The following is our refinement of Theorem 36.
Theorem 42 For all positive integers n, the polynomials ADerExcn(t),ADerExc
+
n (t) and
ADerExc−n (t) are gamma positive with centers of symmetry
n
2
.
Proof: We denote those partitions λ ⊢ n, with no part being 1 as 1 6∈ λ. Clearly
SDn =
⊎
λ⊢n,16∈λCλ. Thus, by Theorem 41, summing over all conjugacy classes indexed by
λ ⊢ n with 1 6∈ λ, we get gamma positivity of ADerExcn(t).
If λ ⊢ n with λ = 1m12m2 . . . kmk , then clearly, if π ∈ Cλ, then π ∈ An iff n −
∑k
j=1mj
is even. For λ ⊢ n define sign(λ) = sign(π) for any π ∈ Cλ. Thus, summing over conjugacy
classes Cλ with 1 6∈ λ and with sign(λ) = 1 gives us gamma positivity of ADerExc
+
n (t).
Likewise, summing over conjugacy classes Cλ with 1 6∈ λ and with sign(λ) = −1 gives us
gamma positivity of ADerExc−n (t).
Define SDn,i ⊆ Sn denote the permutations with i fixed points. Let SD
+
n,i = SDn,i∩An
and SD−n,i = SDn,i ∩ (Sn −An). Define,
ADerExcn,i(t) =
∑
π∈SDn,i
texc(π) and ADerExcn,i(s, t) =
∑
π∈SDn,i
texc(π)snexc(π)−1, (54)
ADerExc+n,i(t) =
∑
π∈SD+
n,i
texc(π) and ADerExc+n,i(s, t) =
∑
π∈SD+
,i
texc(π)snexc(π)−1, (55)
ADerExc−n,i(t) =
∑
π∈SD−n,i
texc(π) and ADerExc−n,i(s, t) =
∑
π∈SD−n,i
texc(π)snexc(π)−1. (56)
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Theorem 43 For all positive integers n, i with 0 ≤ i ≤ n, the polynomials ADerExc+n,i(t)
and ADerExc−n,i(t) are gamma positive with center of symmetry
1
2
(n− i).
Proof: Sum Theorem 41 over the conjugacy classes Cλ with m1 = i in λ and with
sign(λ) = ±1 (with sign(λ) as defined in the proof of Theorem 42).
Recall that cyc(w) denotes the number of cycles of a permutation w. We are now ready
to prove the Main result of this Section.
Proof: (Of Theorem 4) We prove separately for the two statistics inv(π) and cyc(π).
stat(π) = inv(π) : Shin and Zeng [17]. showed that
∑
π∈SDn
qinv(π)texc(π) =
⌊n/2⌋∑
i=0
bn,i(q)t
i(1 + t)n−2i. (57)
where bn,i(q) =
∑
π∈SDn(i)
qinv(π). Here, SDn(i) consists of all elements of SDn with exactly
i excedances and no double excedances. Consider both terms on either side of the equaliy
as polynomials in R[t][q]. The coefficient of q2r and q2r+1 for each r ≥ 0 on either side are
the same. Hence, (57) factors nicely for SD+n and SD
−
n .
stat(π) = cyc(π) : Shin and Zeng in [17] also showed
∑
π∈SDn
qcyc(π)texc(π) =
⌊n/2⌋∑
i=0
fn,i(q)t
i(1 + t)n−2i (58)
where fn,i(q) =
∑
π∈SDn(i)
qc(π). Again comparing the coefficients of q2r and q2r+1 in both
sides of (58) completes the proof.
References
[1] Bra¨nde´n, P, M. Actions on permutations and unimodality of descent polynomials.
European Journal of Combinatorics 29 (2) (2008), 514–534.
[2] Brenti, F. q-Eulerian Polynomials Arising from Coxeter Groups. European Journal
of Combinatorics 15 (1994), 417–441.
[3] Chow, C.-O. On certain combinatorial expansions of the Eulerian polynomials. Ad-
vances in Applied Math 41 (2008), 133–157.
[4] Dey, H. K., and Sivasubramanian, S. Gamma positivity of the Descent based
Eulerian polynomial in positive elements of Classical Weyl Groups. available at
https://arxiv.org/abs/1812.01927 (2018), 24 pages.
[5] Foata, D., and Schu¨tzenberger, M.-P. The´orie ge´ome´trique des polynoˆmes
Eule´riens, available at http://www.mat.univie.ac.at/∼slc/books/ ed. Lecture Notes
in Mathematics, 138, Berlin, Springer-Verlag, 1970.
19
[6] Foata, D., and Strehl, V. Euler numbers and variations of permutations. Colloquio
Internazionale sulle Teorie Combinatoire (Roma 1973) Tomo I Atti dei Convegni Lincei,
No 17, Accad. Naz. Lincei, Rome (1976), 119–131.
[7] Graham, R. L., Knuth, D. E., and Patashnik, O. Concrete Mathematics, 2nd ed.
Pearson Education Asia Pvt Ltd, 2000.
[8] Lothaire, M. Combinatorics on Words. Cambridge University Press, 1983.
[9] MacMahon, P. A. Combinatory Analysis. Cambridge University Press, 1915-1916
(Reprinted by AMS Chelsea, 2000).
[10] Mantaci, R. Statistiques Eule´riennes sur les Groupes de Permutation. PhD thesis,
Universite´ Paris, 1991.
[11] Mantaci, R. Binomial Coefficients and Anti-excedances of Even Permutations: A
Combinatorial Proof. Journal of Combinatorial Theory, Ser A 63 (1993), 330–337.
[12] Petersen, K. Enriched P-partitions and peak algebras. Advances in Math 209 (2007),
561–610.
[13] Petersen, T. K. Eulerian Numbers, 1st ed. Birkha¨user, 2015.
[14] Shapiro, L. W., Woan, W. J., and Getu, S. Runs, slides and moments. SIAM
J. Algebraic Discrete Methods 4(4) (1983), 459–466.
[15] Shareshian, J., and Wachs, M. Eulerian quasisymmetric functions. Advances in
Mathematics 295 (2010), 497–551.
[16] Shareshian, J., and Wachs, M. Gamma-positivity of variations of Eulerian poly-
nomials. https://arxiv.org/abs/1702.06666 (2018), 30 pages.
[17] Shin, H., and Zeng, J. The symmetric and unimodal expansion of Eulerian polyno-
mials via continued fractions. European Journal of Combinatorics 33 (2012), 111–127.
[18] Shin, H., and Zeng, J. Symmetric unimodal expansions of excedances in colored
permutations. European Journal of Combinatorics 52 (2016), 174–196.
[19] Sivasubramanian, S. Signed Excedance Enumeration in the Hyperoctahedral group.
Electronic Journal of Combinatorics 21(2) (2014), P2.10.
[20] Sivasubramanian, S. Enumerating Excedances with Linear Characters in Classical
Weyl Groups. Se´minaire Lotharingien de Combinatoire B74c (2016), 15 pp.
[21] Sun, H., and Wang, Y. A group action on derangements. Electronic Journal of
Combinatorics 21(1) (2014), #P 1.67.
[22] Zhang, X. On q-derangements polynomials. in Combinatorics and Graph Theory 1
(Hefei) World Scientific Publication (1995), 462–465.
20
