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Abstract 
Dette projekt undersøger energiforbruget af forskellige måder at lagre data på Android-enheder. 
Problemstillingen omhandler tidspunktet når en Android-applikation lukkes helt ned, og dens fulde tilstand 
skal gemmes. Når applikationen åbnes igen, vil den gendanne den samme tilstand, tilsvarende til da den 
blev lukket ned.  Den måde Android-applikationer gemmer deres tilstand på, menes at kunne forbedres 
med hensyn til energiforbrug og tid. Vi har udtænkt tre yderligere metoder ud over Androids egen metode. 
Alle fire metoder blev programmeret i Java og eksekveret på to forskellige måder. En af de fire metoder 
tror vi vil være en forbedring, og to af metoderne, tester vi datalagringsydelserne ved konvertering under 
lagring. Senere implementerede vi Java programmerne i Android. 
Vi testede energiforbruget og eksekveringstiden på alle programmerne og applikationerne. Resultaterne 
afslørede at den forventede metode der ville medføre en forbedring, viste sig også at kunne levere en 
forbedring. De to andre metoder hvor dataene blev konverteret og lagret, var langsommere end de to 
første metoder, men derimod ikke som forventet. Det er dog uvist om den optimerede metode kan 
implementeres i Android-systemet. Men hvis den kunne implementeres ville det betyde en besparelse af 
energi.  
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1 Forord 
Denne rapport er er et førstesemesterprojekt skrevet af Peter Juul, Frederik Zeilberger Thulstrup og Morten 
Brodthagen. Projektet startede officielt den 17. september 2015 og projektet afleveres den 21. december 
2015.  
Et af kravene til projektet er at det skal opfylde semesterbindingen, som siger: 
”1.semester: Anvendelse af naturvidenskab i teknik og samfund: 
Formålet med projektet er, at den studerende gennem arbejdet med et repræsentativt eksempel får 
erfaring med naturvidenskab som redskab i praktiske, tekniske og samfundsmæssige sammenhænge. ͟1 
Vi var fem datalogiinteresserede, så vi dannede hurtigt en gruppe. Vi fik et tip af vores vejleder om, at 
Android tvinger udviklere til at gemme på en mere kostbar måde. Vi tog hurtigt fat i emnet da vi alle var 
enige i at emnet var vældig interessant. Dette ville også opfylde semesterbindingen. 
Tak til Morten Løyche og Miguel Nielsen for deres bidrag, indtil de måtte forlade gruppen af personlige 
årsager. 
Tak til vores vejleder Morten Rhiger, og til Xueliang Li for hjælpen. 
  
                                                             
1 Studiehåndbogen Nat Bach 
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2 Indledning 
Siden den industrielle revolution begyndte i cirka 17502 er CO2(kuldioxid)-niveauet i atmosfæren steget 
drastisk3. Dette fænomen bidrager til det, der kaldes den globale opvarmning. På grund af en stigende 
udledning af CO2 i atmosfæren, stiger temperaturen på kloden. I takt med at temperaturen stiger, 
forekommer en masse problemer såsom at isen smelter på Antarktis og Grønland, vandstanden i havene 
stiger, og at der oftere forekommer naturkatastrofer4. En af løsningerne på problemet kunne være at 
reducere verdens samlede energiforbrug. For hvis man kikker på hvor strøm produceret i Danmark kommer 
fra, kan man se at hele 30% af strømproduktionen kommer af afbrænding af kul og brunkul, hvilket kan ses 
på figur 15 som er fra 2014. 
 
Figur 1 Cirkeldiagram af Danmarks strømproduktion 
Afbrænding af kul udleder CO2 i atmosfæren, som er med til at skabe den globale opvarmning
6. Så hvis vi 
kunne spare noget af alt den strøm vi forbruger, kan det formentlig være med til at nedsætte behovet for 
at brænde kul. Der er mange områder man kan optimere på, men et af de områder kunne være 
smartphones. Hvis man kunne reducere energiforbruget på smartphones, vil man kunne formindske 
hyppigheden af opladninger, og derved spare energi. 
                                                             
2 http://www.denstoredanske.dk/Geografi_og_historie/%C3%98konomisk_historie/den_industrielle_revolution 
3 http://climate.nasa.gov/evidence/  
4 http://climate.nasa.gov/vital-signs/carbon-dioxide/ 
5 http://www.energinet.dk/DA/KLIMA-OG-MILJOE/Miljoedeklarationer/Sider/Hvor-kommer-stroemmen-fra.aspx 
6 http://www.global-klima.org/Kap%202/s2_2a.html 
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Smartphones er blevet populære for forbrugere, tre ud af fire danskere ejer nu en smartphone7. Det, som 
skiller smartphones ud fra andre stationære elektroniske maskiner i hjemmet, er at disse mobile enheder 
ikke skal være tilsluttet til en stikkontakt hele tiden for at kunne være tændt. De kan bruge deres batterier, 
som en strømforsyning til at kunne virke uden tilslutning til en stikkontakt. Dog kræver det at man oplader 
batterierne en gang i mellem. Det kan ses på figur 2, at britiske forbrugere ønsker en lang batterilevetid når 
de skal købe en ny telefon. Vi formoder, at denne forbrugerundersøgelse kan afspejle sig i danskere.   
 
Figur 2 Forbrugerens vigtigste interesser lavet af GMI i april 20148 
Grunden til at det er vigtigt med en lang batterilevetid, er at der er blevet installeret flere hardware 
komponenter ned på de mobile enheder end tidligere, og at den tilknyttede software er mere krævende. 
Software som spil, Facebook og mail, og hardware som GPS, Wi-Fi og selve skærmen er bare nogle af de 
ting, der kræver energi på en smartphone9.  
En måde at forlænge batterilevetiden er ved at lave et bedre batteri, men dette har ikke noget at gøre med 
datalogi.  En anden måde man kunne forlænge batterilevetiden på, er ved at få enheden til at bruge mindre 
energi, således at batteriet holder længere. 
Behovet for længere batterilevetid har ført til en tendens inden for udvikling af applikationer til mobile 
enheder, der automatisk skruer ned for lysstyrken, slukker Wi-Fi og GPS og sætter CPU (Central Processing 
                                                             
7 http://www.mx.dk/viden/digital/story/18754827 
8 http://www.theguardian.com/technology/2014/may/21/your-smartphones-best-app-battery-life-say-89-of-britons 
9 http://www.cl.cam.ac.uk/~nv240/papers/IEEE_EnergyManagementTechniques_Survey.pdf 
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Unit) -hastigheden ned for at spare energi10. Gruppen ønskede ikke at lave noget tilsvarende. Derimod var 
målsætningen at finde ud af om at Android brugte en ineffektiv måde at lagre information på når en 
applikation lukkes ned og dens tilstand skal gemmes. 
2.1 Målgruppe 
Denne rapport henvender sig til personer, der allerede har elementær viden om Java programmering og 
basale fagtermer inden for datalogi. Man skal derfor forvente, at de forklaringer der formuleres i dette 
projekt, kun forklares fordi de kan tilknyttes til den dokumentation, projektet omhandler.   
Hvis der kan opnås pålidelige analyser af energiforbruget af applikationer, der køres på Android-enhederne, 
samt af de resultater, der undersøges i databehandlingen af dette projekt, ville man måske kunne 
overbevise andre softwareinteressede om nødvendigheden af udviklingen af energieffektiv software.   
Dette kunne inspirere andre til at påbegynde at udvikle andre, mere energieffektive datalagringsstrukturer 
til applikationer, der målrettes til mobileheder.  
Rapporten er destineret til folk, der ville være interesseret i opsøge en viden omkring hvordan aktiviteters 
livscyklus metoder, påvirker energiforbruget på de mobile enheder. 
Rapporten kan måske også være nyttig over for andre universitetsstuderende, der ønsker at vide hvordan 
opbygningen af Android styresystemet fungerer, når det skal lagre information. Samt hvordan Android 
styresystemet fungerer i sammenspil med det Javakode, som bruges til at programmere de applikationer, 
der skal implementeres i Android styresystemet. 
2.2 Problemintroduktion 
Android applikationer kan man sammenligne med et program på computeren. Hver applikation kan have 
en eller flere såkaldte Aktiviteter (Activities). Disse aktiviteter fungerer lidt ligesom et vindue på 
computeren. Det kunne være din web-browser eller tekstredigeringsværktøj. Ligesom man kun kan have 
fokus på et vindue ad gangen på computeren, er det samme tilfældet på Android. På computeren kan flere 
vinduer være synlige på samme tid, og det kan aktiviteterne på Android også, men oftest er kun en aktivitet 
synlig af gangen. Det er en almindelig misforståelse, at når der trykkes på hjem-knappen, lukkes 
applikationen ned; i virkeligheden minimeres aktiviteten. Det vil sige at aktiviteten mister fokus. Når en 
aktivitet mister fokus ligger den i baggrunden og bruger stadig RAM (hukommelse). Hvis flere aktiviteter er 
kørende i baggrundeŶ, kaŶ sŵartphoŶeŶ løďe tør for hukoŵŵelse, og derŵed ǀære Ŷødt til at ͟dræďe͟ 
aktiviteter for at frigive mere hukommelse. Når en aktivitet dræbes kan den programmeres til at gemme 
hele aktivitetens tilstand.  Når brugeren åbner aktiviteten vil det hele være nøjagtigt, som da den blev 
                                                             
10 http://www.cnet.com/how-to/android-apps-that-prolong-and-extend-smartphone-battery-life/ 
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efterladt, så det virker som om programmet aldrig har været lukket ned. Det er Android der tilbyder denne 
funktion, som man selv indbygger i sin applikation11. Et godt eksempel på hvordan en tilstand bliver gemt 
kan ses på figur 3 og en forklaring følger med, i næste afsnit. 
 
Figur 3 Illustrere nedlukning og genåbning af Google Chrome applikationen 
Her bliver applikationen Google Chrome manuelt lukket ned, hvorefter det bliver åbnet og har samme 
tilstand som før den blev lukket. 
Vores problemstilling ligger i at når en aktivitets tilstand gemmes, bliver tilstanden gemt på en 
uhensigtsmæssig måde i forhold til energiforbruget. Det vi vil undersøge er, om der kan laves en bedre, 
alternativ metode til at lagre aktivitetens tilstand på. Tilmed vil også gerne finde ud af, hvad der sker ved 
forberedelse til permanent lagring. Vi vil teste disse forskellige lagringsmetoder i hastighed og 
energiforbrug. 
2.3 Problemformulering 
Er det muligt at måle en forskel i energiforbruget og eksekveringstid under forskellige lagringsmetoder på 
Android-enheder, og i bekræftende fald ville forskellen være væsentlig?   
                                                             
11 http://developer.android.com/training/basics/activity-lifecycle/index.html 
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3 Baggrund 
3.1 Energiforbrug af digitale enheder 
Vi starter med at beskrive basal el-lære, så vi kan foretage analyser af energiforbruget. 
EŶ tilfældig AŶdroid sŵartphoŶe soŵ eŶ ͟“aŵsuŶg GalaǆǇ s5͟ har et ďatteri ŵed eŶ kapaĐitet på Ϯ8ϬϬ ŵAh 
(miliampere-timer) og en spænding på 3,85 V (volt)12. De 2800 mAh svarer til 2,8 Ah (ampere-timer). Det vil 
sige at 2,8 Ah svarer til at batteriet kan levere 2.8 ampere i en time eller en ampere i 2 timer og 48 
minutter. Ifølge Ohms Lov er effekten (watt) lig med strømstyrke (volt) gange med spændingen (ampere).  ܸ݋݈ݐ ∗ �݉݌�ݎ� = ܹܽݐݐ 
Hvis man skal regne energiforbrug over tid hedder enheden Wh (Watt-timer). For at beregne watt-timer 
skal man gange effekten (watt) med et antal timer. Der er allerede en tidsenhed på informationen fra 
batteriet, nemlig de 2,8 ampere-timer (Ah). Strømstyrken var på batteriet 3,85 V og det ganget sammen 
med de 2,8 Ah giver resultatet i Wh.13  ʹ,ͺ�ℎ ∗ ͵,ͺͷܸ = ͳͲ,͹ͺܹℎ 
1 Wh er lig 3600 Joule så de 10.78Wh kan omregnes til Joule14: ͳͲ,͹ͺ ܹℎ ∗ ͵͸ͲͲ� = ͵ͺͺͲͺ � = ͵ͺ,ͺ ݇�. 
3.2 Android 
Vi har valgt at vælge Android at teste på, fordi vi formoder at der er en potentiel energiineffektivitet. 
Android er et open-source operativ system til mobile enheder lavet af Google. Android operativsystemet 
har en Linux kerne og det eksekverer Javakode ved brug af Androids eget bibliotek. Alle kan udvikle til 
Android, da deres udviklingsmiljø er frit tilgængeligt15.  
3.2.1 Android aktiviteters livscyklus 
Når ŵaŶ koŶstruerer eŶ applikatioŶ i AŶdroid, ďestår deŶŶe applikatioŶ af eŶ eller flere ͞Aktiǀiteter͟. EŶ 
aktivitet er det vindue, man ser på skærmen når man åbner en applikation. En applikation kan bestå af flere 
aktiviteter. Hvis applikationen er en email-applikation kunne en aktivitet være din indbakke, mens en anden 
aktiǀitet kuŶŶe ǀære ͟seŶd eŶ eŵail͟. Hǀis eŶ aktivitet er mindre end skærmen selv, eller er transparent 
kan flere aktiviteter være synlige af gangen. Hvis aktiviteten fylder hele skærmen må man skifte mellem de 
forskellige aktiviteter. Der er syv ting som kan ske i en aktivitets livscyklus: 
                                                             
12 http://www.samsung.com/us/mobile/cell-phones-accessories/EB-BG900BBUSTA 
13 http://www.glemsom.dk/talmaal/ohms_lov.htm 
14 http://www.natlex.dk/energienheder.html 
15 http://www.zdnet.com/article/how-android-works-the-big-picture/ 
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1. Aktiviteten oprettes 
2. Aktiviteten startes 
3. Aktiviteten genoptages 
4. Aktiviteten pauses 
5. Aktiviteten stoppes 
6. Aktiviteten genstartes 
7. Aktiviteten destrueres 
 
Figur 4 Det kan ses, hvad der sker fra når aktiviteten åbnes til den lukkes 16  
Aktiviteter kan afbrydes, enten manuelt eller automatisk, hvis der skulle opstå et behov for at frigive mere 
hukommelse.  
                                                             
16 http://developer.android.com/guide/components/activities.html 
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Pointen er, at man når hvert af de syv tilfælde forekommer, kan man programmere aktiviteten til at gøre 
noget bestemt. For eksempel når aktiviteten oprettes (onCreate), vil der ske forskellige initialiseringer, 
herunder af opsætningen af brugerfladen og man kan starte en animation. På de fem andre tilfælde kan 
brugeren så vælge hvad der skal ske. Det kunne være at brugeren ville gemme alt informationen i en 
tekstfil før applikationen bliver destrueret. Eller at en melodi i et spil pauser, når aktiviteten pauser 
(onPause), og så igen fortsætter når aktiviteten fortsætter (onResume)16.  
For at sikre at informationen i en aktivitet, (såsom en mail man er ved at skrive) bliver gemt, skal brugeren 
sørge for at gemme aktivitetens (onSaveInstanceState) tilstand. Det skal gøres før aktiviteten dræbes. Man 
skal gemme sin tilstand i onPause.  
 
Figur 5 Figur af aktiviteters tilstand der gemmes og hentes17 
På figur 5 er det illustreret hvordan tilstanden hentes og gemmes. Denne tilstand gemmes i et såkaldt 
bundle, som fungere på samme måde som en hashtabel17 (dette forklares seneres).  
Vi mener at anvendelsen af denne bundle er mere energikrævende, end det nødvendigvis behøver at være.  
3.3 Java 
Inden for Java bør man skelne imellem Java programmeringssproget Java virtual machine (JVM), og Java 
platformen.  
Java programmeringssproget er et af mange forskellige programmeringssprog, hvilket i ordbogen defineres 
som et kunstigt sprog, der bruges til at formulere sine instrukser med, der kan oversættes til maskinkode og 
herefter blive udført af en computer18. Java er et objektorienteret programmeringssprog19, der 
                                                             
17 http://developer.android.com/training/basics/activity-lifecycle/recreating.html 
18 http://www.thefreedictionary.com/programming+language 
19 Daǀid FlaŶagaŶ, Jaǀa iŶ a Ŷutshell, O͛reillǇ, ϮϬϬ5 
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kendetegnes ved at man opdeler sin programkode i klasser(classes), der hver har et velafgrænset 
ansvarsområde20.  
Siden 1995, er der løbende blevet udgivet nyere versioner af Java, hvilket har gjort Java i stand til at 
beherske et større omfang af opgaver, da dets API (Application programmering interface) er vokset fra at 
have 200 til at have 3000 foruddefinerede klasser til rådighed, fra 1995 til 2004. Dette er klasser som er, 
͟foruddefiŶeret͟, det ǀil sige de ligger i et bibliotek klart til at blive kaldt, hvilke giver programmørerne flere 
handlingsmuligheder.  
Java er kendt for at være et programmeringssprog, der har gjort det enklere for programmører at skrive 
robust kode, hvilket har gjort programmeringssproget populært blandt programmører. På trods af at Java 
er kendt for at være enkelt, forhindrer det ikke programmører i, at konstruere komplicerede strukturer19.  
Det kan ses på figur 6 nedeunder at Java har ligget i toppen af popularitet over de seneste to år, ifølge The 
Institute of Electrical and Electronic Engineers(IEEE)21.  
 
Figur 6. Her fremvises over populariteten, målt over flere forskellige faktorer, af de forskellige programmeringssprog. Højre kolonne 
fremviser populariteten som den så ud i år 2014 og i venstre kolonne ser man hvordan popularitet har ændret sig i år 2015.  
                                                             
20http://www.denstoredanske.dk/It,_teknik_og_naturvidenskab/Informatik/Software,_programmering,_internet_og_
webkommunikation/objektorienteret_programmering 
21 http://spectrum.ieee.org/computing/software/the-2015-top-ten-programming-languages 
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Her er der blevet lavet et lille program ved brug af Java. Her laves to variabler x og y, som indeholder hvert 
sit tal. Variablen z er lig med summen af den to variabler. Til sidst bliver z udskrevet ved brug af en af de 
foruddefinerede klasser.  
public class Eksempel{ 
  public static void main(String[] args){ 
    int x=1; 
    int y=2; 
    int z=x+y; 
    System.out.println(z); 
  } 
} 
Man kan nu gemme denne kode som en .java fil, kompilere denne fil og eksekvere programmet.  
 
Figur 7 viser Kompilering og eksekvering af klassen Eksempel. 
Faktisk blev dette programmeringssprog betragtet som så pålideligt et programmeringssprog, at det er 
blevet accepteret af forskellige større selskaber, som for eksempel Microsoft19.  Google er heller ikke nogen 
undtagelse, da man skriver applikationer til Android styresystemet med Java22.  
Projektet belyser hvordan software kan have en indflydelse på energiforbruget af mobile enheder. Det er 
derfor uundgåeligt ikke også at beskæftige sig med hvordan Javas Platform, JIT compileren og virtuelle 
maskine fungerer, da de er vigtige betingelser for at den kode, der er skrevet i Java 
programmeringssproget, overhovedet kan implementeres.  
“uŶ MiĐrosǇsteŵs defiŶerede sig selǀ ŵed slogaŶet ͟ǁrite oŶĐe, ruŶ eǀerǇǁhere͟ 19, inden de blev opkøbt 
af Oracle23, hvilket var kerneværdien der lå bag udviklingen af Java. Ideen bag sloganet var, at man kun 
skulle skrive sit program en gang, og så være i stand til at køre det på flere forskellige styresystemer, i 
stedet for at man skulle tilpasse programmet til hver af de forskellige styresystemer. For at det skulle lykkes 
Sun Microsystems at realisere deres vision om at blive i stand til at eksekvere deres program på samme 
måde på forskellige slags computere med forskellige slags styresystemer installeret, måtte der også følge to 
afgørende installationer med, der kunne fungere i sammenspil med Java programmeringssproget, 
Platformen og den såkaldte Java Virtual Machine 19(JVM)(hvilket vi forklarer senere hvad er).  
                                                             
22 http://code.tutsplus.com/tutorials/android-sdk-java-application-programming--mobile-20462 
23 https://www.oracle.com/sun/index.html?PHPSESSID=8fd76773d26875481e097a4a27c7a6a1 
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3.3.1 Java platform 
Java platformen er ligeså vigtig som selve Java programmeringssproget, samt den virtuelle maskine, der 
også måtte følge med. Java platformen består af en række af forskellige programmer, der muliggør 
implementering på en computer.  
Java platform er dog ikke et styresystem, som f.eks. Linux eller Windows, men er dog stadigvæk en 
platforŵ, der uŶderstøtter eŶ række API ͚er, soŵ f.eks. Jaǀa DeǀelopŵeŶt Kit. Ikke alle prograŵŵerŶe, soŵ 
f.eks. Jaǀa ‘uŶtiŵe EŶǀiroŶŵeŶt, er API ͚er. “oŵ Ŷoget særligt, er de udviklet til at kunne køre ens, 
͟oǀeŶpå͟ hǀilket soŵ helst stǇresǇsteŵ, udeŶ at skulle tage heŶsǇŶ til deŶ afhæŶgighed ŵaŶ ŵåtte haǀe til 
et styresystem, man er i gang med at skrive eller kører applikationer på. Dette betyder, at der dengang blev 
givet programmører frihed til at vælge at afbenytte sig af de styresystemer, de måtte foretrække19.    
3.3.2 Just-in-time compiler 
En JIT (Just-In-Time) compiler er en komponent af JVM, der senere end Javas oprindelse blev programmeret 
til forbedre implementeringspræstationen af en applikation imens programmet eksekveres (Run time). Det 
er JIT ĐoŵpilereŶs forŵål at støtte JVM͛eŶ i at oǀersætte Jaǀa ďǇtekode til ŵaskiŶkode. Det gør JIT 
ĐoŵpilereŶ og JVM͛eŶ i groǀe træk ved at kombinere hastigheden af før-kompileret kode, med fortolkerens 
fleksibilitet24.   
Når JVM skal eksekvere kode, påbegynder den ikke kompilationen med det samme og det gør den af to 
grunde ikke.  
For det første: Hvis koden kun skal eksekveres en enkelt gang, er det ikke besværet værd. Det ville være 
hurtigere af fortolke (interpretation) Java bytekode, linje for linje end at kompilere hele koden, hvis det kun 
skal bruges en enkel gang. Det kræver også mere CPU og RAM kraft, at kompilere det, så det ville heller ikke 
betale sig, hvis man kun skulle eksekvere koden en enkel gang.  
Hvis man så skulle implementere det samme kode, flere gange, ville det bedre kunne betale sig at 
kompilere koden, da man slipper for at indlæse koden, flere gange end nødvendigt. At kompilere koden 
opvejer altså de besparelser af behovet for at oplagre de data, hver gang man eksekverer koden. Så i et 
større perspektiv, sker der altså hurtigere eksekvering, og man foretager en givende afvejning, ved at lade 
JVM eksekvere den fortolkede kode først og så til sidst lade JIT køre den kompilerede kode.   
Den anden grund til at JVM ikke påbegynder kompilation med det samme, når den skal bearbejde Java 
bytekode er, at jo flere gange JVM implementerer Java bytekode, jo flere informationer iŶdsaŵler JVM͛eŶ 
om eksekveringen af kode. Men det kræver flere gange run time, fordi JVM͛eŶ skal oďserǀere og 
                                                             
24 http://www.sco.com/developers/java/news/jit-heur.pdf 
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bestemme, hvor ofte den imødegår en bestemt type foruddefineret klasse (method). Derefter kaŶ JVM͛eŶ 
så målrette, hvordan den skal optimere, når den skal kompilere25.  
Som nævnt tidligere, så kompileres der ikke første gang, man kalder på methods. JVM er programmeret 
sådan, at den tæller det antal af gaŶge, deŶ har ͟kaldt eŶ ŵetode͟ og Ŷår det Ŷår oǀer eŶ græŶseǀærdi, 
kompileres koden, og udskyder eksekveringen af den aktuelle kode til slutningen af run time. Nogle gange 
starter den med at kompilere de hyppige methods, kort efter JVM͛eŶ starter ŵed at eksekǀere, og 
kompilere mindre hyppige methods senere, hvis overhoved JVM gør det. JIT compilerens grænseværdi 
hjælper JVM med at opstarte run time hurtigt.    
Grænseværdien er programmeret med det formål, at skabe en balance mellem hurtig opstart af run time 
og stabilitet af længerevarende eksekvering i run time.  
Denne tæller nulstilles efter hver gang, der kompileres og efterfølgende starter den forfra med at optælle 
methods. Når tælleren når en genkompileringsgrænseværdi, kompilerer JIT compileren det en anden gang, 
og denne gang anvendes der et større udvalg af optimeringer end den tidligere kompilering. Denne proces 
fortsætter indtil det maksimale niveau af optimeringer er nået. Igen målretter compileren sig efter de mest 
fremtrædende (eller hyppige) som værende de methods med forrang til først at blive kompileret. Dette 
maksimerer JIT compilerens præstation. Teknologien blev døbt just in time(JIT), efter sine evner til at skelne 
mellem, hvilke methods der imødegås hyppigt og kvalificerer sig til kompilation og hvornår fortolkning 
bedre kan betale sig. Dermed kan run time præstationen optimeres, til tiden når der skal eksekveres.26 
3.3.3 Java Virtual Machine    
En JVM er en programmeret efterligning af tilsvarende fysiske maskiner, så det bliver muligt at 
implementere kildekode på flere forskellige maskiner, ved at oversætte Java bytekode til den specifikke 
maskinkode. En JVM fortolker bytekode, og al kompilation af bytekode er JIT compileren programmeret til, 
for at lette arbejde for JVMs fortolkning.  
En JVM er programmeret til at varetage en række af forskellige opgaver, for at gennemføre eksekvering af 
Java bytekode. Den indlæser og udfører Java bytekode, og under udførslen varetager den operand stack 
management (hvilket vi forklare senere i afsnittet stack based machines og register based machines), 
method invocation & return og lignede formål, for at fuldføre dens formål, der er at skabe binær 
kompabilitet. For at kunne kompilere Java kode til bytekode kræver det man henter JDK (Java Development 
                                                             
25 https://www.safaribooksonline.com/library/view/java-performance-the/9781449363512/ch04.html    
26 https://www-
01.ibm.com/support/knowledgecenter/SSYKE2_7.0.0/com.ibm.java.aix.71.doc/diag/understanding/jit_overview.html 
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Kit), der indeholder Java compileren. Java compileren bruges for at kunne kompilere den skrevet Java kode 
til bytekode, som så bliver kompileret af JVM som er blevet installeret på computeren.  
 
Figur 8 Visualisering af de forskellige lag27 
Hvis man kigger på figur 8, kan man se at man skal kompilere .java filen(kildekode) til en .class fil(bytekode) 
før man kan køre programmet. Dette blev også vist på figur 7, da der blev brugt kommandoen javac først28, 
hvilken er Java compileren der kompilere kildekoden til bytekoden. Derefter kunne man så køre class filen, 
som så bliver kompileret(JIT) eller fortolket(JVM) efter behov, til maskinkode. 
Dette medfører at JVM gør ens program i stand til at køre på flere forskellige styresystemer, da den 
kompilerer bytekoden til de forskellige computeres specifikke maskinkode. Derfor er det en vigtig 
komponent for at få Java til at virke på forskellige maskiner, da alle maskiner ikke opererer på samme måde 
og ikke bruger den samme maskinkode29.  
En JVM bearbejder altså Java bytekode, som er en serie af operation codes(opcodes), hvilket både er en 
enkel linje og en opgave. Sammensættes disse opcodes, fås bytekoden. Formålet med opcodes, er at 
specificere de opgaver der skal eksekveres, når en opgave udføres. Opcodes råder over funktioner som 
operander, reference adresse og lignende, til at specificere hvilke data, der skal bearbejdes30.  
I næste afsnit forklares de generelle principper bag udregning med opcodes, både med Java og Android.  
3.3.4 Stack based machines & register based machines 
En af de mest enkle metoder til at udføre code generation, er ved anvendelse af stak maskiner (stack 
machines).  
                                                             
27 http://stackoverflow.com/questions/28209637/what-does-javac-exe-do-when-compile-a-java-file 
28 http://www.skylit.com/javamethods/faqs/javaindos.html 
29 http://www.cubrid.org/blog/dev-platform/understanding-jvm-internals/ 
30 http://www.javaworld.com/article/2077233/core-java/bytecode-basics.html 
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Code generation er den proces hvor en compiler oversætter, hvad der måtte stå i kildekoden, 
repræsenteret i et programmeringssprog, til et kodeformat, som f.eks. maskinkode, så en maskine kan 
forstå og implementere, hvad der er blevet forberedt i kildekoden.  
Under runtime, hvilket er den periode hvor et program går i gang med at eksekvere, behandles bytekode af 
JVM͛eŶ og der påbegyndes code generation efter en stack based machine model31. Alternativt, findes der 
også en anden udbredt compilation model, der er Register based machine, hvilket er den model Androids 
dalvik virtual machine anvender32(hvilket vi forklarer senere).    
En stak, der også går under navnet LIFO (last in, first out), er en datatype, der består af en samling af 
forskellige elementer. Hele princippet bag en stack based machine er baseret på brug af to operationer, der 
udgør den grundliggende handlingsstruktur bag hele metoden: Nemlig, push funktionen der tillægger et 
element til stakken, og pop funktionen, der modsat, fjerner et element fra stakken.  
En stakmaskine er en programmeringssprogsimplementering, der anvendes af enten endnu en computer 
eller en virtuel maskine, til at foretage udregninger, som led i en større operation.  Dette kunne f.eks. gøres 
ved at anvende en JVM, der bruger stak datatyper, freŵ for de iŶdiǀiduelle ŵaskiŶregistre i CPU͛eŶ.   
En alternativ opbygning af en virtual maskine, er en Register based machine. Her foregår udregningerne i en 
maskines individuelle registre under eksekveringen af et program. Eksekveringen sker ved at hver en 
operand har fået tildelt en specifik registeradresse, og disse registeradresser anvendes så til udregning af 
de instrukser, der er forberedt i et programs kildekode.  Med registermaskine, vil udregningerne generelt 
blive fuldført hurtigere, og man har også muligheden for at placere informationen hvor man ønsker det. 
Med en registermaskine, kræves det også færre mellemliggende operationer, for at fuldføre en operation, 
og ŵaŶ ǀil opleǀe ŵiŶdre dataŵaŶipulatioŶ, da ŵaŶ slipper for at ͟skuďďe og trække͟ forskellige 
informationer ind og ud af stakken, for at nå hen til den information man ønsker.  
Fordi stakmaskiner styres ud fra et LIFO princip, er systemet udynamisk, fordi man ikke kan ændre 
rækkefølgen af udførelsen af udregningerne. Derfor man er tvunget til at arbejde fra starten af den 
operation man har forberedt. Man har kun adgang til de data, der ligger på toppen af stakken. Til gængæld, 
så er behovet for at have registeradresser fuldstændigt elimineret, fordi man jo bare kan arbejde, i al 
enkelthed, fra toppen af stakken33 34 35 36.   
                                                             
31 https://www.youtube.com/watch?v=GtKJ-ccF3oI 
32 https://markfaction.wordpress.com/2012/07/15/stack-based-vs-register-based-virtual-machine-architecture-and-
the-dalvik-vm/ 
33 https://www.youtube.com/watch?v=7ha78yWRDlE 
34 http://users.ece.cmu.edu/~koopman/stack_computers/sec3_2.html 
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Til sammenligning med en registermaskine, så eksekverer en stakmaskine mere kompakt objektkode, så 
instrukserne fylder mindre inde i computeren. I stakmaskine foretages alle udregningerne, der måtte findes 
inde i programinstrukserne, ved hjælp af udregningsmetoden: Reverse Polish Notation.35 33 
3.3.5 Reverse polish notation 
Ethvert matematisk udtryk, der skal udregnes af en computer, bliver hvis det udføres på en stakmaskine, 
omdannet fra den almindelige infix notation måde at opstille et udtryk på, til en alternativ måde, man 
kalder Reverse Polish Notation(RPN).  
Her fremvises den et matematisk udtryk, der er blevet opstillet med den almindelige infix opsætning:  
  ͸ ∗ ሺͶ + ͷሻ − ʹͷሺʹ + ͵ሻ 
Og her fremvises, hvordan udtrykket måtte se ud, når det er blevet oversat til Reverse Polish Notation 
opstilling: Ͷ ͷ + ͸ ∗ ʹ ͵ + ʹͷ /− 
Formålet med denne notation er at eliminere behovet for parenteser og at indføre en opstilling af 
regnestykker, en computer vil gøre sig færre anstrengelser for at analysere. Ved udregning af et 
regnestykke, opstillet med Reverse Polish Notation starter man med at anvende den første operator med 
de to foregående tal, til venstre for operatoren og herefter forsætter man ligesådan.  
I matematik, hvor man anvender infix, starter man med at multiplicere eller dividere, medmindre der er en 
parentes, der instruerer en i at addere eller subtraktere først. Det gør man fordi, reglen er at multiplikation 
og division er operatorer med forrang, da de er operatorer, der kan medføre størst mulig forandring.  
For at tage højde for det, når man regner med RPN metoden, er reglen at operatorer med forrang skal stå 
som de første operatorer man imødegår, når man læser regnestykket fra venstre. ܽ + ܾ ∗ ܿ = ܽ ܾ ܿ ∗ + 
Den anden regel dikterer, at hvis der så er opstillet en parentes i et udtryk, der er opstillet med infix 
metode, skal man, når man oversætter det til RPN, først regne summen for det regnestykke, der befinder 
                                                                                                                                                                                                          
35 http://www.cp.eng.chula.ac.th/~piak/teaching/ca/stack.htm 
36 https://www.youtube.com/watch?v=GtKJ-ccF3oI 
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Figur 9 illustration af en udregning i en stak 
maskine 
sig inden for parentesen, før man kan tillade sig at udregne summen med det tal, der står uden for 
parentesen.33 37 
    ሺܽ + ܾሻ ∗ ܿ = ܽ ܾ + ܿ ∗ 
3.3.5.1 Anvendelse af RPN i Stak Baseret Makiner 
Anvendelse af RPN i stak maskiner vil blive illustreret ved beregningen af 
dette udtryk:  ሺͳʹ + Ͷͷሻ ∗ ͻͺ 
Som tilsvarende ville blive opstillet således med Reverse Polish Notation:  ͻͺ ͳʹ Ͷͷ + ∗ 
Herefter skubbes så vores tal ind i stakken, og vi starter med det tal, man 
først møder fra venstre af. Dette er 98 i vores tilfælde og efterfølgende 
skubbes de resterende tal ind i stakken. Som sagt, starter man med at 
lave sine mellemregninger fra toppen af i en stak maskine. Vi har:  ͳʹ Ͷͷ +  
Hvilket lagt sammen, giver værdien 57, som så vil blive lagt øverst, på 
toppen af stakken og erstatte værdierne 45 og 12, som efterfølgende 
bliver trukket ud af stakken.   
Herefter fortsætter vi til den endelige udregning, der vil give os det endelige svar. Vi har:  ͷ͹ ͻͺ ∗  
Hvilket giver os resultatet 5586. Bemærk her, at stak maskinen ved udregningen forblev uafhængig af hvad 
der måtte stå efterfølgende. Så i princippet kunne det, der fremvises i illustrationen, blot være en 
mellemregning, der figurerer som et led i en større operation. Det er fordi stak maskine compileren 
beskæftiger sig uafhængigt af hvad der måtte være skrevet i forløbende og efterfølgende koder, ved hver 
en udregning, fordi den udregner alle sine instrukser trinvist.  
Der er måske andet information opbevaret i stakken, når vi går i gang med at beregne toppen af stakken. 
Men når det så er blevet færdigberegnet vil resten af stakken forblive uændret, selvom argumentet blev 
ændret. Det er den egenskab en stak maskine udnytter, og derfor gør den det muligt at skabe en kompakt 
kode, der fylder mindre og hurtigere kan indlæses.38 39 
 
                                                             
37 http://www.calculator.org/rpn.aspx 
38 https://www.youtube.com/watch?v=GtKJ-ccF3oI 
39 http://users.ece.cmu.edu/~koopman/stack_computers/sec3_2.html 
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Set I et større perspektiv, så hvis en stak maskine skulle udregne et større udtryk, ville man matematisk 
opstille et regnestykke således: 
  ݎ = ܨሺܽ1, … , ܽ௡ሻ  
 
Hvor r er resultaterne oven på stakken, F er operationen og a er de mellemregninger, eller trin om man vil, 
der hver især skal beregnes, før man kan udføre operationen. 38 
 
3.3.6 Register baseret Maskine 
EŶ registerŵaskiŶe er karakteriseret ǀed at operaŶderŶe er opďeǀaret i CPU͛eŶs register og at der, i 
ŵodsætŶiŶg til stakŵaskiŶe, ikke fiŶdes de priŶĐipielle ͟skuď og træk͟ operatioŶer.  
En registermaskine navngiver utvetydigt, hvor den tager sine operander fra, og hvor den placerer 
resultaterne. I assembly / maskinkode, kan der observeres at det kræves 3 registre, for at udføre en 
mellemregning, nemlig to register til to argumenter og et register til en destination.  
Denne handling opstilles sådan her:  
R1, R2, R3.  
Hvor R1og R2 er de to argumenter der skal beregnes, og R3 er resultatet af denne beregning.
 38 
 
 
Figur 10 I denne illustration, kan man se hvordan eksekveringen af en operation, manipulerer med indholdet af et fast sæt af 
lagringselementer, vi kalder registre. 
Kommandoen for at påbegynde sådan en udregning er kortere formuleret, hvorimod der i en stakmaskine 
vil være et behov for at gennemgå flere mellemliggende trin og datamanipulationer i stakken. Dette 
betyder, at der vil ske en hurtigere udførelse af en operation. 38 39 
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Figur 11 Figur over 
forløbet over Java 
kildekode til Dalvik 
eksekvering 
En anden fordel, ved registermaskiner er at den kan beregne et udtryk en enkel gang og være i stand til at 
opbevare resultatet i et register og huske, hvad resultatet er for en mellemregning, hvis den skulle vise sig 
igen. Dette tillader en besparelse af CPU kraft, da der ikke bliver behov for genberegning af udtryk, man 
tidligere har beregnet.  
Konsekvensen af denne evne til at foretage rekursion er dog, at register maskiners måde at beregne 
operationer på, kræver mere plads, end det måtte ved anvendelse af en stak maskiner. Det skyldes at den 
bare starter fra toppen af sin stak, frem for eksplicit at navngive, hvor deres operander er adresseret og 
hvorhen de skal overføres.Fejl! Bogmærke er ikke defineret. 
Selvom opcodes er et såkaldt low level programmeringssprog, og oftest et hardwarerelateret emne, skal 
det ikke forveksles med maskinkode, da det stadigvæk skal igennem en fortolknings proces, hvor dataene 
specificeres, hvordan det skal bearbejdes vha. operander, reference adresser og lignende. Derefter bliver 
det fortolket færdigt til maskinkode format hvor det bliver muligt for en mikroprocessor at forstå, hvad der 
er blevet instrueret, og handle derefter 40.  
3.3.7 Dalvik 
Dalvik er en registerbaseret virtuel maskine til Android, der kompilerer Java bytekode 
om til Dalvik bytekode. Dalvik bytekode og Java bytekode har det tilfælles at begge 
kodeformater er opcodes, men det er dog nødvendigt at oversætte Java bytekode til 
Dalvik bytekode, før det blive oversat af Dex compileren til enhedens maskinkode. 
Ligesom Java, løser det udfordringen ved at have mange forskellige enheder, med 
hver deres unikke processor.  
Dalvik bytekode er af filtypen .dex(Dalvik executable) eller .odex(Optimized Dalvik 
executable). Det er disse filtyper Dalvik Virtual Machine kan eksekvere. Compileren 
der kompilerer fra Java bytekode til Dalvik bytekode hedder Dex. Det samler alle 
klasser i en fil modsat Java compileren, og den sørger for at alle konstanter og strenge 
kun bliver inkluderet 1 gang. Dette sparer plads, og når en applikation bliver installeret 
vil Dex filerne muligvis blive optimeret for den enkelte enhed, til at fylde endnu 
mindre.32 41 
3.3.8 Eksempel på eksekvering af Java bytekode og Dalvik bytekode 
Her nedeunder er vist bytekoden fra det tidligere klasse, Eksempel. 
Compiled from "eksempel.java" 
                                                             
40 http://web.archive.org/web/20080213090055/http://www.atariarchives.org/mlb/introduction.php  
41 https://source.android.com/devices/tech/dalvik/index.html 
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       0: iconst_1 
       1: istore_1 
       2: iconst_2 
       3: istore_2 
       4: iload_1 
       5: iload_2 
       6: iadd 
       7: istore_3 
 
Der fremvises kun en lille del af en større bytekode operation. Det er vigtig at huske at det er Java 
bytekode, så det er stakbaseret.  
 
       0: iconst_1 
       1: istore_1 
 
Her bliver den første variable lavet og gemt. Den ligger først int værdien 1 på stakken, ved brug af iconst_1. 
Der efter tager istore_1 så det første int værdi på stakken og gemmer det i variablen 1. I bytekode bruger 
den ikke navne som normalt bliver brugt i Java kode, her bruger den kun tal værdier. 
 
       2: iconst_2 
       3: istore_2  
 
Her sker det samme, dog ligger den int værdien 2 på stakken, og så bliver det gemt i variablen 2. 
 
       4: iload_1 
       5: iload_2 
       6: iadd 
       7: istore_3 
 
Med iload henter den int værdien i den variable som den har fået at vide, i dette tilfælde 1 og 2, og lægger 
dem på stakken. Og så bruger den iadd til at lægge de sidste 2 int værdi på stakken sammen, så nu er der 
int værdien 3 på stakken. Og så gemmer den int værdien i variable 3, da variable 1 og 2 stadig er i brug, selv 
om de er blevet hentet en gang. Nu mangler programmet bare at udskrive tallet til kommandovinduet, men 
det er ikke vigtig, så det bliver ikke forklaret. 
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Her er et eksempel på Dalvik bytekode, der udfører det samme instruktioner som eksemplet ovenfor i Java 
bytekode.  
 
.line 12 
const/4 v0,1 //Puts the 4-bit contant with the value of 1 into register V0 
.line 13 
const/4 v1,2 //Puts the 4-bit contant with the value of 2 into register V1 
.line 14 
add-int v2,v0,v1 //Calculates V0+V1 and puts the value on register V2  
Her kan det ses at der kun skal bruges 3 linjer bytekode til at udfører de instruktioner42. Hvor det tog 7 
linjer med Java bytekode. 
3.4 Datalagringen 
For at fuldføre projektets målsætning, er det også nødvendigt at vide noget om de datalagringsmetoder der 
bliver brugt.  
3.4.1 Hashtables 
Formålet med hashtabeller er at opstille data systematisk i et register, en fortegnelse eller lignende og gøre 
datamaterialet søgbart.  
Hvordan man gør det, kan man bedst forklare ved at beskrive det med lægmandssprog.  
Man skal forestille sig, at man har et tomt bibliotek, og at man ikke bare ønsker at indsætte bøgene 
tilfældigt i bogreolerne. Man ønsker i stedet at skabe et system, der muliggør at man hurtigt kan finde 
bøgerne igen.  
Man kunne indrette et system således, at hvis en person ønsker at læse en bog, som han kun kender titlen 
på, så kunne den findes uden at det kræver andet end at kende titlen på bogen.  
For at det skulle være nemt at gå til, kunne man f.eks. skrive en liste over, hvor de forskellige bøger skulle 
stå henne. Men medmindre biblioteket kun skulle udstyres med et relativt lille udvalg af bøger, kunne dette 
nemt gå og blive problematisk, fordi det hurtigt ville blive overvældende at gennemsøge biblioteket 
sekventielt, og man ville derfor stå tilbage med et utilstrækkeligt system.  
Nu ønsker man sig i stedet at skabe et system, der hurtigt og effektivt kan føre en hen til det sted, hvor den 
bog man ønsker at opspore, er opstillet, blot ved at kende titlen på bogen. Tilmed ønsker vi også at nøjes 
                                                             
42 http://pallergabor.uw.hu/androidblog/dalvik_opcodes.html 
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med hurtigt at kunne søge den rigtige reol igennem. Dette kræver, at man gør sig nogle tanker om hvordan 
man havde tænkt sig at indeksere sine bøger, imens man sætter bøgerne i bogreolerne i biblioteket.  
 Frem for bare at stable bøgerne i reolerne fra den ene ende til den anden, kan man udtænke en plan. Man 
bruger nu bogens titel og kører det igennem et computer program, der kan indikerehvilken hylde, bogen 
skal stå på og tilmed også, hvor på den hylde, bogen skal stå.  
Dette program er det man kalder en hash algoritme. En hash algoritme virker ved, at den information, der 
er blevet indtastet ind i algoritmen (i vores eksempel, var det titlen på bogen) behandler og systematiserer 
den information, der blev indtastet, ved at give den et heltal. Ganske enkelt, så kan den omdanne alle 
bogstaver og symboler til heltal, og så summere dem. Det der gør at hash algoritmer kommer til at fremstå 
som en elegant udtænkt strategi er, at hvis der indtastet det samme output ind i algoritmen, gang på gang, 
så vedbliver den at udskrive det samme tal, hver gang.  
Dette er den helt basale grundtanke bag hash tabeller.  
En hash tabel er en datastruktur for opbevaring af et sæt af genstande, så man hurtigt kan bestemme om et 
genstand er, eller ikke er, i sættet43. Her tildeles genstanden det unikke ID, som kaldes i koden for 
programmet. 
Basal teori bag hashtabeller:  
Ideen er at vælge en hash funktion h, der kortlægger hver en mulig genstand x til et heltal h(x). 
Efterfølgende opbevarer vi x i spalte h(x) i et matrix. Denne matrix er hash tabellen.  
Eksempelvis, ønsker vi at opbevare n genstande hvor hver genstand er et element af et endeligt set, U, som 
vi kalder et univers. Vi bruger u til at beskrive størrelsen af et univers, hvilket er antallet af genstande, U 
indeholder. En hash tabel er en matrix T;ϭ…ŵͿ, hǀor ŵ er eŶdŶu et positiǀt heltal, der også defiŶeres soŵ 
tabel størrelsen. Typisk så er m væsentligt mindre end u, og vi har en hash funktion:  ℎ: ܷ → {Ͳ,ͳ, … , ݉ − ͳ} 
Det kortlægger hver mulig genstand i U til en plads i vores hash tabel. Vi bestemmer, at en genstand x, der 
hash͛es hen til pladsen T(h(x)) 
Hvis u=m, kan man forvente en hashfunktion af mindre vigtighed, fordi h(x)=x, hvilket bare er tilsvarende til 
at man bruger genstanden til at indeksere sig selv. Dette kaldes direct access table, men vi kunne jo også 
                                                             
43 (Analogien er inspireret fra fra et indlæg siden:) http://stackoverflow.com/questions/730620/how-does-a-hash-
table-work 
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bare kalde det en matrix. Imidlertid vil man i computerprogrammer ofte opleve, at universet af mulige 
nøgler bliver for stort til at kunne bearbejdes i praksis. Selvom man skulle have muligheden for at kunne 
fordele hukommelsen, behøver man i realiteten kun at skulle opbevare en brøkdel af universet. Resten er 
således bare at spilde plads. I grove træk, bør vi derfor sætte m=n, der er antallet af genstande, vi ønsker at 
opretholde. Det vi ønsker er altså, at for at hver en genstand i vores set, skal vi kunne hash͛e den hen til 
forskellige positioner i matrixen, men uheldigvis er m=u nok noget, der er for optimistisk at skulle stræbe 
efter.  Derfor har vi ikke så mange andre valg end at acceptere at der opstår såkaldte kollisioner. Vi forstår 
en kollision som en situation hvor to genstande x & y har den samme hash værdi, altså at h(x)=h(y). Da det 
ikke er muligt at opbevare to genstande i den samme spalte, beskriver vi i stedet en almindelige 
løsningsmetoder til at løse det her problem. Denne metode kaldes chaining.  
3.4.1.1 Chaining 
I en hash tabel, der anvender chaining, har hver en indgang T[i] ikke blot en enkel indgang, men nærmere 
(en pointer, der peger hen til) en hægtet liste af alle geŶstaŶdeŶe, der skal hash͛es heŶ til T[i].  
Vi lader l(x) afspejle længden af listen T[h(x)] . For at se, om en genstand x befinder sig inde i hashtabellen, 
scanner man derefter hele listen T[h(x)]. Den værst tænkelige tid, det må kræve at søge efter x må være at 
indsætte x i O(1) til at beregne h(x) plus 0(1), for hvert et element i T[h(x)], eller ved at O(1+l(x)), i det hele 
taget.  
At indsætte og slette x kræver også O(1+l(x)) tid.  
 
Figur 12 Kilde:  http://jeffe.cs.illinois.edu/teaching/373/notes/06-hashing.pdf 
Den værst tænkelige måde at konstruere en hash tabel på er, at ville være at tildele alle genstandene den 
samme værdi, og på den måde at opbygge en lang matrix af alle n genstande. I princippet gælder det for 
alle hashingoversigter at der altid vil være muligheder for at der kan optræde en ondartet modspiller som 
kan udvise de samme egenskaber. For at undgå dette, ønsker vi at bruge en hash funktion, der virker med 
så høj grad af tilfældighed som overhoved mulig. Dog er det upraktisk, at konstruere en hash funktion, der 
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opfører sig fuldstændigt tilfældigt. I stedet må man finde frem til måder at producere hashfunktioner på, 
der er så tæt på tilfældighed som overhoved muligt. Vi vil så analysere præstationen, som ville de være 
fuldstændig tilfældige. Denne adfærd kan man beskrive med en formel:  ℎݒ�ݏ ݔ ≠ ݕ, ݏå Pr[ℎሺݔሻ = ℎሺݕሻ] = ͳ/݉     DeŶŶe forŵel beskriver eŶ ͟eŶkel͟ uŶiforŵ hash ͚iŶg aŶtagelse.  
For at fremme forståelse af denne regel, skal vi beregne den forventede værdi af l(x), ved at bruge den 
overstående formel. Vi forventer nu, af dette vil føre til øjeblikkelig tilbinding til den forventede tid, det 
tager at foretage en gennemsøgning efter en genstand, x. Vi antager altså, at x allerede er blevet opbevaret 
i vores hash tabel og at vi for alle x & y nu vil definere en indikator variabel:  �௫,௬ = [ℎሺݔሻ = ℎሺݕሻ].  
For at opsummere, hvad der skal ske inden for parentesen, så �௫,௬ = ͳ, ℎݒ�ݏ ℎሺݔሻ = ℎሺݕሻ ݋� �௫,௬ =Ͳ , ℎݒ�ݏ ℎሺݔሻ ≠ ℎሺݕሻ. Siden så også at længden af matrixen T[h(x)] er præcist svarende til antallet af 
genstande, der kollidere med x, får man:  ݈ሺݔሻ = ∑ �௫,௬௬∈�  
Nu kaŶ ǀi geŶskriǀe deŶ uŶiforŵe hash ͚iŶg aŶtagelse, som fremgår nedenfor:  
ݔ ≠ ݕ → ܧ[�௫,௬] = ͳ݉  
I det næste trin, skal vi så arbejde os igennem de tidligere definerede definitioner:  ܧ[݈ሺݔሻ] = ∑ ܧ[�௫,௬]௬∈� = ∑ 1௠௬∈� = ௡௠  
Brøken n/m, som vi fik som resultat, døber vi ladningsfaktoren af en hashtabel. Idet ladningsfactoren vil 
vise sig ofte, hvor som helst når vi beskæftiger os med hashtabeller, får den nu sit eget symbol α.  
For god ordeŶs skǇld, så klargøre ǀi lige defiŶitioŶeŶ af α.  � = ݊݉  
Denne fortolkning indebærer nu, at den forventede tid for en ikke-succesfuld sammenkædet hashtabel er �ሺͳ + �ሻ. Altså, så længe antallet af genstande n forbliver en konstant faktor, der er større end 
tabelstørrelsen m, bliver gennemsøgningstiden konstant.  
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 Hægtede lister (linked lists) er ikke den eneste slags datastruktur, man kan anvende til at opbevare 
kæderne, men derimod vil enhver datastruktur være kompatibel til at opbevare et sæt af genstande.  
Eksempelvis, hvis vores univers U har en komplet bestilling, og vi kan opbevare hver af disse kæder i et 
binary search tree, hvilket vil mindske selve den værst tænkelige tid for en gennemsøgning af O(1+ log l(x)), 
og under den uniforme hash ͚iŶg aŶtagelse, vil den forventede tid for en søgning være O(1+ log αͿ.  
Der findes også en anden mulighed, nemlig at beholde overløbet af lister i hash tabellerne. Dette gælder 
især, for hver t[i], vi opretholder en hashtabel Ti, der beholder alle genstandene i hash værdien i. For at 
opretholde effektivitet kan man sørge for at ladningsfaktoren for hver sekundær hashtabel konstant er 
mindre end 1. Dette kan man kun realisere med et konstant amortiseret overliggende (amortized 
overhead).  
Dette betyder at en enkelt indsættelse eller sletning i tabellen kræver mere konstant tid, men at den totale 
tid, til at håndtere enhver sekvens af k antal indsættelser eller sletninger, for ethvert k, er O(k) tid.  
Men fordi ladningsfaktoren er konstant, vil en søgning i hver en sekundær tabel altid kræve O(1) forventet 
tid, så derfor er det totale af en forventede tid, det kræver at gennemsøge i det øverste lag af hashtabellen, 
også tilsvarende O(1)44.  
 
3.4.2 Serialisering 
Serialisering kan defineres som konverteringen af en datastruktur eller en objekttilstand, til et format, eller 
rettere en sekvens af bytes. På den måde kan et objekt blive gemt, gerne på en kompakt måde enten i en 
database, på harddisken eller som en fil. På den måde kan man få adgang til den information, der er blevet 
ændret i et program. Hvis man således senere vil have adgang til de informationer, der er blevet tilføjet, så 
er dette muligt, også når et program lukkes ned45.  
Dette skyldes at iŶforŵatioŶeŶ i ‘aŵ͛eŶ ďestår af et aŶtal pointers; Det vil sige, at i stedet for at opbevare 
informationen, så henviser den bare til hvor den specifikke informationen er placeret.  
‘AM er eŶ ŵaskiŶes ͟korttidshukoŵŵelse͟. Så ønsker man at genanvende den ændrede information, 
indsamles informationen og opbevares et andet sted, på et sted der har eŶ ͟langtidshukommelses͟ 
egenskab. Det kan forklares teknisk således:  
                                                             
44 http://jeffe.cs.illinois.edu/teaching/373/notes/06-hashing.pdf  
45 https://web.archive.org/web/20150405013606/http://isocpp.org/wiki/faq/serialization 
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Hvis man gemte disse pointers på harddisken, og hentede dem igen næste gang man skulle bruge dem, ville 
disse pointers ikke længere være præcise, da deres pladser i ‘aŵ͛eŶ Ŷu også kan indeholde andre ting. Så 
man samler det hele sammen med serialisering, hvorved det hele gemmes på harddisken46 47. 
Denne transmission, eller opbevaring af det konverterede format, kan så blive deserialiseret, hvilket vil sige, 
at der skabes en kopi af dette objekt, genkonstrueret i det samme eller i et andet computermiljø. Dette er 
nyttigt, hvis man skal transmittere et objekt over et netværk, eksempelvis fra en JVM til en anden. Denne 
teknik kan dog også anvendes, hǀis ŵaŶ ǀil ͟kloŶe͟ siŶe oďjekter, udeŶ at oǀerskriǀe oďjektet48.  
Java platformen har en indbygget funktion, der kan bruges til serialisering af data46. 
 
Figur 13   Illustration over serialisering og deserialisering 46 
Et eksempel på hvordan serialisering kan blive brugt er, når man spiller et computerspil og vælger at 
gemme på et tidspunkt. Så bliver alt spilinformatioen på det indeværende tidspunkt serialiseret ned til 
harddisken. Så kan man forsætte med at spille, men hvis man vælger at hente det tidligere gemte, så 
deserialiser den informationen og man kan så spille videre, derfra hvor man gemte. Det er på den måde kan 
man blive ved med at hente den gemte information uden at fjerne den, fordi den hele tiden ligger på 
harddisken46. 
                                                             
46 http://www.codingeek.com/java/io/object-streams-serialization-deserialization-java-example-serializable-interface/ 
47 http://erights.org/data/serial/jhu-paper/intro.html 
48 http://www.javacodegeeks.com/2013/03/serialization-in-java.html 
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4 Metode 
Det er forudsat at man i Android gemmer aktivitetens tilstand i en bundle, når aktiviteten lukkes ned. Det vi 
gerne ville undersøge var derfor, hvad der ville ske med energiforbruget og hastigheden, hvis man undlod 
at gemme informationen i en bundle, men derimod bare gemte den som en værdi i RAM-hukommelsen.  
Vi ville samtidigt gerne undersøge to forskellige lagringsmetoder, hvor informationen enten var blevet 
serialiseret eller både serialiseret og klargjort til en permanent lagring i en opbevaringsdestination. Mere 
præcist ville vi undersøge, hvad der ville ske med energiforbruget og hastigheden, hvis information enten 
kun skulle serialiseres, eller hvis informationen både skulle gemmes i en hashtabel og serialiseres. I 
metoden, hvor informationen bliver serialiseret og derefter gemt i en hash tabel, gør vi informationen klar 
til at blive opbevaret på en mere systematisk måde.   
Vi endte derfor med at ville afprøve fire metoder: 
1. I ͟‘aŵ͟ ŵetodeŶ ďliǀer iŶforŵatioŶeŶ ďearďejdet og derefter geŵt soŵ ǀærdier i ‘AM-
hukommelsen. 
2. I ͟Hash͟ ŵetodeŶ ďliǀer iŶforŵatioŶeŶ trukket ud af eŶ hashtaďel;JaǀaͿ eller eŶ ďuŶdle;Android). 
Denne information bliver bearbejdet og gemt igen i dens oprindelige opbevaringslokation 
(hashtabel eller bundle). 
3. I ͟“erial͟ ŵetodeŶ ďliǀer iŶforŵatioŶeŶ deserialiseret og ďliǀer derŵed koŶǀerteret fra eŶ 
tekststreng til en talværdi, bliver bearbejdet og serialiseret og derefter konverteret tilbage igen. 
4. I ͟Hash“erial͟ŵetodeŶ, soŵ ǀar Hash- og Serial metoderne kombineret, bliver information trukket 
ud fra enten en bundle eller hashtabel, som en tekststreng og efterfølgende deserialiseret til en 
talværdi, der bearbejdes og serialiseret til tekststreng, og endeligt opbevaret i den oprindelige 
opbevaringslokation.  
Inde i hvert loop skal en bearbejdning, forstået som udregningen af en operation og en lagring finde sted. 
Det eneste der skal variere i mellem de fire metoder er, hvordan informationen bliver lagret. Opstillingen af 
operationen i alle metoderne er uvæsentlige, så længe de er ens.  
Vi opstillede en operation der skulle eksekveres i hvert loop: ܸܽݎ�ܾܽ�݈ = ܸܽݎ�ܾܽ�݈ ∙ ܸܽݎ�ܾܽ�݈ + ͳ 
Denne variable værdi, var den værdi, der i hvert loop skulle lagres. 
I starten var vores operation blot at lægge 1 til i hvert loop: 
PJ, FZT & MB 1. semesterprojekt RUC 21-12-2015 
Side 31 af 73 
 
ܸܽݎ�ܾܽ�݈ = ܸܽݎ�ܾܽ�݈ + ͳ 
Vi lavede et ydre loop, som udførte programmet automatisk det ønskede antal gange. Dette viste sig dog at 
give problemer med resultaterne, da de fleste resultater tog 0 nanosekunder at udføre. Det kan ses i byte 
koden herunder, at den stadig kører hvert enkelt loop som den burde.  
0: iconst_0 
       1: istore_1 
       2: iload_1 
       3: bipush        20 
       5: if_icmpge     58 //tjekker om den skal køre det ydre loop igen 
       8: iconst_0 
       9: istore_2 
      10: invokestatic  #2  // Method java/lang/System.nanoTime:()J 
      13: lstore_3 
      14: iconst_0 
      15: istore        5 
      17: iload         5 
      19: ldc           #3   // int 1000000 
      21: if_icmpge     33 
      24: iinc          2, 1 
      27: iinc          5, 1 
      30: goto          17 
      33: invokestatic  #2   // Method java/lang/System.nanoTime:()J 
      36: lstore        5 
      38: lload         5 
      40: lload_3 
      41: lsub 
      42: lstore        7 
      44: getstatic     #4  // Field java/lang/System.out:Ljava/io/PrintStream; 
      47: lload         7 
      49: invokevirtual #5 // Method java/io/PrintStream.println:(J)V 
      52: iinc          1, 1 
      55: goto          2 //Her slutter det ydre loop, og kører tilbage til 
linje 2. Sådan eksekveres det ens hver gang. 
 
Dette betyder at det ikke kan være Java compileren, der er skyld i dette problem. 
Vi troede derfor at udregningen var for enkle, da JIT-compileren muligvis optimerede og regnede ud, at når 
der kun skulle lægge 1 til hvert loop, ville det for JIT-compileren være mere effektivt at summere alle 
PJ, FZT & MB 1. semesterprojekt RUC 21-12-2015 
Side 32 af 73 
 
værdierne med det sammen til en enkelt operation. Dette passer også godt med beskrivelserne af JIT 
compilerens evner til at optimere bytekode ved kompilation.  
Vi troede nu, at problemet var løst, idet vi fik nogle umildbare rimelige resultater: Men i virkeligheden 
forhindrede denne metode heller ikke JIT-compileren i at foretage optimeringer i bytekoden. Dog var 
denne optimering ikke lige så effektiv, da vores resultater så ud til at være anvendelige. Ved nærmere 
analyse af resultaterne, kunne vi dog observere, at optimeringen stadigvæk fandt sted, blot i mindre 
effektiv grad.  
Vi fandt ud af, at udregningen ikke havde noget med problemet at gøre. Det var derimod det ydre loop, 
som var skyld i problemet. Dette betød, at vi kunne bevare udregningerne som de var opstillet, men at at vi 
var nødt til at slette det ydre loop fra koden. Dermed måtte vi i stedet foretage vores målinger manuelt.  
Vi startede med at programmere programmerne i Java for at kunne se bytekoden. Herefter ville vi 
implementere programmerne i Android. 
4.1 Java programmerne 
Her vil de otte Java programmer blive beskrevet. 
4.1.1 Ram 
Der er programmeret 2 Ram programmer: det første eksekverede et bestemt antal loops, og aflæste den 
brugte tid. Det andet program eksekverede loops i et bestemt tidsinterval og talte hvor mange loops, 
programmet havde nået at eksekvere. 
Først programmeres programmet som skal eksekvere et bestemt antal loops. Når man starter med at 
programmere et Java program, skal man starte med at lave en klasse, som skal have samme navn som filen. 
Inde i denne klasse, skal der laves en mainfunktion, som eksekveres automatisk når programmet bliver 
kørt. Den skal bruges som mainfunktion for at kunne starte processen. 
public class Ram { 
  public static void main(String[] args){ 
  //Her skal koden være 
  } 
} 
Herefter kan alt opsætning, som skal bruges til alle programmerne, programmeres. Der defineres en 
variabel til starttidspunktet og tidspunktet gemmes. Til det bruges der fuŶktioŶeŶ ͞ŶaŶoTiŵe͟, soŵ tæller 
den forløbne tid i nanosekunder49.  Derefter kommer loopet til at blive eksekveret en million gange og efter 
                                                             
49 https://docs.oracle.com/javase/1.5.0/docs/api/java/lang/System.html#nanoTime() 
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alle loopsne er blevet eksekveret, skal det nye tidspunkt gemmes, så forskellen mellem start tiden og 
sluttiden kan beregnes. Derefter udskrives den forløbne tid, så det kan aflæses. 
public class Ram { 
  public static void main(String[] args){ 
    long startTime = System.nanoTime(); 
    for(int i=0; i<1000000; i+=1){ 
      //Her skal koden være   
    } 
    long endTime = System.nanoTime(); 
    long estimatedTime = endTime - startTime; 
    System.out.println(estimatedTime);  
  } 
} 
Dette er skabelonen vi anvender til hver program, der skal eksekvere et bestemt antal loops. Denne 
skabelon anvender vi også i Ram programmet. I Ram programmet skal der angives en variable, som skal 
gemme værdien. Derefter kommer funktionen inde i loopet, som skal hente informationen, multiplicere 
variablen med sig selv, og lægge en til. 
public class Ram { 
  public static void main(String[] args){ 
    int score = 0; 
    long startTime = System.nanoTime(); 
    for(int i=0; i<1000000; i+=1){   
      score = score*score+1;   
    } 
    long endTime = System.nanoTime(); 
    long estimatedTime = endTime - startTime; 
    System.out.println(estimatedTime);  
  } 
} 
Herefter programmeres det andet program, der skal eksekvere et bestem tidsinterval, og tælle de loops, 
der er blevet eksekveret inden for tidsintervallet. Dette kræver, at man igen programmerer en klasse og en 
mainfil.  
Der startes igen med at lave en skabelon, som bruges til de andre programmer. Igen skal der bruges en 
start tid. Denne gang skal man lægge 10 sekunder til tiden. Tiden man får fra nanoTime, er nanosekunder. 
Og der går ͳ.ͲͲͲ.ͲͲͲ.ͲͲͲ nanosekunder på et sekund. NanoTime kan divideres med ͳ.ͲͲͲ.ͲͲͲ.ͲͲͲ, for at 
få det til sekunder, og så kan der lægges 10 til det. Denne gang skal der bruges et while loop, da loopet 
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fortsætter med at køre indtil dens betingelse er opfyldt. I dette tilfælde er det så længde den aktuelle tid er 
mindre end den tid der blev fundet i starten af programmet. 
public class RamTime { 
  public static void main(String[] args){ 
    long time = (System.nanoTime()/1000000000)+10; 
    while((System.nanoTime()/1000000000)<time){ 
    //Her skal koden være 
    } 
    System.out.println(loops);  
  } 
} 
Skabelonen er nu klar til brug, nu kan resten kan blive programmeret. Der skal laves den samme udregning 
som i de tidligere program. Tilmed skal der laves en ekstra variabel, som der skal lægges 1 til, hver gang der 
er eksekveret et loop.  
public class RamTime { 
  public static void main(String[] args){ 
    int score = 0; 
    int loops = 0; 
    long time = (System.nanoTime()/1000000000)+10; 
    while((System.nanoTime()/1000000000)<time){ 
      score = score*score+1; 
      loops++; 
    } 
    System.out.println(loops);  
  } 
} 
4.1.2 Hash 
De forrige skabeloner anvendes også i hash programmet. Dog med nogle få ændringer. Der bliver indlæst 
nogle ekstra funktioner, der anvendes Hash tabel, og public class navngives Hash i det nye program. 
import java.util.*; 
public class Hash { 
  public static void main(String[] args){ 
    int score = 0; 
    long startTime = System.nanoTime(); 
    for(int i=0; i<1000000; i+=1){   
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      score = score*score+1;   
    } 
    long endTime = System.nanoTime(); 
    long estimatedTime = endTime - startTime; 
    System.out.println(estimatedTime);  
  } 
} 
Vi anvender en hashtabel i dette program og den skal initialiseres, før den kan bruges.  Betingelserne for 
vores hashtabel er, at den skal indeholde et tekststrengsnøgleord og en int. værdi. Der defineres en start 
variabel, som så skal indsættes i hashtabel før loopet starter. Inde i loopet henter vi værdien fra hashtabel 
og gemmer den som en variabel. Derefter gemmes den nye værdi i hashtabel, og denne værdi defineres 
ved udregningen af ligningen.  
import java.util.*; 
public class Hash { 
  public static void main(String[] args){ 
    int score = 0; 
    Hashtable<String, Integer> h = new Hashtable<String, Integer>(); 
    h.put("scorekey", score); 
    long startTime = System.nanoTime(); 
    for(int i=0; i<1000000; i+=1){ 
        int old=h.get("scorekey"); 
        h.put("scorekey", old*old+1); 
    } 
    long estimatedTime = System.nanoTime() - startTime; 
    System.out.println(estimatedTime); 
  } 
} 
Igen programmeres tidsprogrammet ved brug af skabelonen fra Ramprogrammet, og så sættes de 
funktioner ind som lige er blevet lavet i det forrige program, ind i tidsprogrammet. 
import java.util.*; 
public class HashTime { 
  public static void main(String[] args){ 
    int score = 0; 
    int loops = 0; 
    Hashtable<String, Integer> h = new Hashtable<String, Integer>(); 
    h.put("scorekey", score); 
    long time = (System.nanoTime()/1000000000)+10; 
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    while((System.nanoTime()/1000000000)<time){ 
      int old=h.get("scorekey"); 
      h.put("scorekey", old*old+1); 
      loops++; 
    } 
    System.out.println(loops); 
  } 
} 
4.1.3 Serial 
Til Serial programmet skal der bruges 2 ekstra funktioner ud over main. Den Skabelon, der bruges til måling 
af eksekvering af et bestemt antal loops, genanvendes og 2 andre funktioner implementeres. 
public class Serial { 
  public static String toString(int i) { 
  //Her skal koden være 
  } 
  public static int toInt(String s2){ 
  //Her skal koden være 
  } 
 
  public static void main(String[] args){ 
    long startTime = System.nanoTime(); 
    for(int i=0; i<1000000; i+=1){  
      //Her skal koden være  
    } 
    long endTime = System.nanoTime(); 
    long estimatedTime = endTime - startTime; 
    System.out.println(estimatedTime);  
  } 
} 
Før mainfunktionen kan laves færdig skal de 2 andre funktioner laves først. Man begynder med at 
programmere funktionen toString. Denne funktion skal tage en int. og lave det om til det samme tal, 
bare som en tekststreng. Når man skal lave en funktion i Java er det vigtigt at vide, hvad funktionen skal 
gøre. Eksempelvis, hvis en funktion skal udføre flere kommandoer uden at returnere nogen værdi, så er det 
nødvendigt at bruge en void funktion. Det er tilfældet med vores mainfunktion. ͟toString͟ er eŶ 
funktion, der skal returnere en værdi, så i stedet for at bruge voidfunktionen, skal man i stedet bruge den 
værdi, der skal returneres.  
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I toString skal der startes med at erklære en tom tekststreng.  
Nu skal der laves et while loop, som skal tage et tal ad gangen og lave det om til en tekststreng. Dette kan 
gøres ved at tage tallet modulo 10, og gemme det i en variable. Hvis vi bruger tallet 123 som et eksempel vil 
det se sådan her ud: ͳʹ͵ % ͳͲ = ͵ ͳʹ % ͳͲ = ʹ ͳ % ͳͲ = ͳ 
Ved at tage tallet til modulo 10 får man tallet længst til højre. Vi bruger ASCII som serialiseringsmetode. 
Disse tal skal konverteres til formatet char, hvilket læser tallet som en ASCII-værdi. Der lægges 48 til tallet 
for at for at lave en char værdi om til ASCII-værdien af tallet. Derefter bliver de forskellige char værdier lagt 
ind i starten af den tomme tekststreng, en efter en. Et eksempel på at lægge tekststrenge sammen ser 
sådan ud: �݊ + ݐ݋ + ݐݎ� = �݊ݐ݋ݐݎ� 
På den måde er det muligt at tage et tal af gangen og tilføje det til tekststrengen. Til sidst skal det 
oprindelige tal divideres med 10, for at rykke til det næste tal i rækken. Det bliver funktionen ved med indtil 
tallet rammer nul og så afgiver den tallet i tekststrengen.  
public class Serial { 
public static String toString(int i) { 
    String s = ""; 
    while (i > 0) { 
      int digit = i % 10; 
      char digit_char = (char) (digit + 48); 
      s = digit_char + s; 
      i = i / 10; 
    } 
    return s;     
  } 
  public static int toInt(String s2){ 
  //Her skal koden være 
  } 
  public static void main(String[] args){ 
    long startTime = System.nanoTime(); 
        for(int i=0; i<1000000; i+=1){   
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    } 
    long endTime = System.nanoTime(); 
    long estimatedTime = endTime - startTime; 
    System.out.println(estimatedTime);  
  } 
} 
I funktionen toInt skal der tages en streng og lave det om til en int. Man starter med at lave en variabel, i 
dette tilfælde r, som er lig med 0. Denne variable skal blive til det endelige tal. Så laves der et while loop, 
som skal kører så længe, der er tegn i den givet streng. Det gøres ved at sige, at den skal kører så længe den 
ikke er tom. Så skal loopet tage et tegn af gangen, og den starter med den længst til venstre. Der skal nu 
bruges char igen, men denne gang skal der tages char værdien, trækkes 48 fra og der fås rigtige tal, og så 
laves det om til en int. Værdi. Så anvendes r og multipliceres med 10 og hermed lægges der det tal man 
fandt til produktet. For at give et eksempel kan vi bruge tallet ͳʹ͵. Så først startes der med 1. Ͳ ∗ ͳͲ + ͳ = ͳ ͳ ∗ ͳͲ + ʹ = ͳʹ ͳʹ ∗ ͳͲ + ͵ = ͳʹ͵ 
Og sådan vil det forsætte, hvis det var et længere tal. 
public class Serial { 
public static String toString(int i) { 
    String s = ""; 
    while (i > 0) { 
      int digit = i % 10; 
      char digit_char = (char) (digit + 48); 
      s = digit_char + s; 
      i = i / 10; 
    } 
    return s;     
 
  } 
public static int toInt(String s2){ 
    int r= 0; 
    while (!s2.equals("")){ 
      char c = s2.charAt(0); 
      int d = ((int) c)-48; 
      r=r*10+d; 
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      s2=s2.substring(1); 
    } 
    return r; 
  } 
 
  public static void main(String[] args){ 
    long startTime = System.nanoTime(); 
        for(int i=0; i<1000000; i+=1){   
    } 
    long endTime = System.nanoTime(); 
    long estimatedTime = endTime - startTime; 
    System.out.println(estimatedTime);  
  } 
} 
Nu er de 2 ekstrafunktioner lavet og mainfunktionen kan laves. Først skal der defineres en variabel som skal 
være værdien for informationen. Dette skal være før loopet. Inde i loopet skal programmet så tage den 
værdi, der lige er blevet lavet og bruge funktion toString på den, så det ender med at blive en 
tekststreng. Så skal den igen tage den tekststreng og lave det tilbage til et tal ved brug af toInt. Denne 
værdi (som lige er blevet fundet) skal så ganges med sig selv og tillægges med 1. 
public class Serial { 
public static String toString(int i) { 
    String s = ""; 
    while (i > 0) { 
      int digit = i % 10; 
      char digit_char = (char) (digit + 48); 
      s = digit_char + s; 
      i = i / 10; 
    } 
    return s;     
  } 
public static int toInt(String s2){ 
    int r= 0; 
    while (!s2.equals("")){ 
      char c = s2.charAt(0); 
      int d = ((int) c)-48; 
      r=r*10+d; 
      s2=s2.substring(1); 
    } 
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    return r; 
  } 
public static void main(String[] args){ 
    int i = 1; 
    long startTime = System.nanoTime(); 
    for(int i=0; i<1000000; i+=1){   
      String s2 = toString(i); 
      int i2 = toInt(s2); 
      i=i*i+1; 
    } 
    long endTime = System.nanoTime(); 
    long estimatedTime = endTime - startTime; 
    System.out.println(estimatedTime);  
  } 
} 
Til tidsprogrammet er det kun mainfunktion som skal ændres, så der vil kun blive kigget på den. Lige som 
de andre tidsprogrammer er det de samme ting, som skal ændres. 
public static void main(String[] args) { 
  int i = 1; 
  int loops = 0; 
  long time = (System.nanoTime()/1000000000)+10; 
  while((System.nanoTime()/1000000000)<time){ 
    String s2 = toString(i); 
    int i2 = toInt(s2); 
    i=i*i+1; 
    loops++; 
  } 
  System.out.println(loops); 
} 
4.1.4 HashSerial 
Til HashSerial programmet vil de 2 funktioner, toString og toInt, blive brugt som 
serialiseringsmetode, men da de lige er blevet forklaret, vil de ikke blive vist her. Der vil kun blive forklaret, 
hvad der skal eksekveres inde i mainfunktion. Her vil principperne fra Hash og Serial programmerne blive 
sat sammen. Så der skal startes med at definere en variabel, som er informationen. Denne værdi laves til en 
tekststreng ved brug af funktion toString. Hashtabellen skal defineres, som denne gang skal bruge en 
tekststreng som både keyword og som den gemte information. Til sidst inden loopet starter skal den 
tekststreng, som blev lavet, gemmes i hashtabellen. I loopet skal programmet så hente tekststrengen fra 
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hashtabellen, konvertere den om til en int ved hjælp af toInt, hvorefter udregningerne kan blive udført. 
Så skal informationen igen laves om til tekststreng ved hjælp af toString og så gemmes i hashtabellen. 
public static void main(String[] args){ 
  int score = 0; 
  String sd = toString(score); 
  Hashtable<String, String> h = new Hashtable<String, String>(); 
  h.put("scorekey", sd); 
  long startTime = System.nanoTime(); 
  for(int i=0; i<1000000; i+=1){ 
    String sa = h.get("scorekey"); 
    int ia = toInt(sa); 
    ia=ia*ia+1; 
    sd = toString(ia); 
    h.put("scorekey",sd); 
  } 
  long estimatedTime = System.nanoTime() - startTime; 
  System.out.println(estimatedTime); 
} 
Til tidsprogrammmet er det igen kun mainfunktionen som skal ændres. 
public static void main(String[] args){ 
  for(int j=0; j<12; j++){ 
    int score = 0; 
    int loops = 0; 
    String sd = toString(score); 
    Hashtable<String, String> h = new Hashtable<String, String>(); 
    h.put("scorekey", sd); 
    long time = (System.nanoTime()/1000000000)+10; 
    while((System.nanoTime()/1000000000)<time){ 
      String sa = h.get("scorekey"); 
      int ia = toInt(sa); 
      ia=ia*ia+1; 
      sd = toString(ia); 
      h.put("scorekey",sd); 
      loops++; 
    } 
    System.out.println(loops); 
  } 
} 
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4.2 Implementering på Android 
Vi skulle have implementeret de otte Java programmer til at kunne køre på Android. Fordi vi havde to 
forskellige måder at køre de fire metoder på. Vi valgte at dele de otte programmer op og lave to 
applikationer.  
Den første applikation hvor vi lod while-loopet køre i et indtastet antal sekunder. Denne applikation kaldte 
vi ͞LagriŶg “ekuŶder͟. 
Den anden applikation hvor vi lod if-sætningen køre et bestemt antal loops. Denne applikation kaldte vi 
͞LagriŶg Loops͟.  
Vi brugte Android Studio til at lave vores applikationer. Android Studio er det officielle udviklingsmiljø til 
Android udvikling50.  Og vi valgte at bruge Android 4.0.3, fordi vores Android enhed kørte denne version. 
En Android applikation består af flere forskellige dele. De to områder vi har arbejdet med for at konstruere 
applikationerne er layout og koden til programmet. 
Det første vi gjorde var at designe udseendet for applikationen. Det sker i en XML-fil hvor forskellige 
objekter, som knapper og tekst kan placeres.  
 
Figur 14 De 2 applikationer 
 
Således endte vores to applikationer 
med at se ud. Der er placeret tekst, 
knapper og et tekstfelt til talinput. 
Hvert objekt har fået et unikt ID, som vi 
kan kalde i koden for programmet.  
 
Hvis vi skulle give et eksempel på et objekt i sådan en XML-fil kunne vi tage RAM-knappen.  
                                                             
50  http://developer.android.com/tools/studio/index.html 
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Først defineres typen af objektet, hvor det i det her tilfælde er en knap. 
<Button 
Her tildeles det unikke ID, som kaldes i koden for programmet. 
  android:id="@+id/buttonRam" 
De næste to linjer kode definerer højden og bredden på knappen. Knappen bliver sat til at fylde det mindst 
ŵulige i forhold til teksteŶ i kŶappeŶ ŵed ͞wrap_content͟. Dette aŶgiǀer størrelseŶ på ďreddeŶ og deŶ 
bliver sat til kun at fylde det nødvendige i forhold til hvad der står i knappen. 
  android:layout_width="wrap_content" 
  android:layout_height="wrap_content" 
Til sidst defineres teksten på knappen og knapobjektet afsluttes. 
  android:text="RAM" /> 
Det er sådan, hvert objekt programmeres. Hele kildekoden til begge applikationers layout kan findes i bilag.  
Koden til programmet beskrives herunder. Det er vigtigt at nævne, at vi anvender bundle i stedet for 
hashtabel på applikationerne. 
Den første linje er vores package name, som skal være unikt. 
package ruc.fjorten.lagrings; 
Alle nødvendige biblioteker importeres. 
import android.os.Bundle; 
import android.support.v7.app.AppCompatActivity; 
import android.view.View; 
import android.widget.Button; 
import android.widget.EditText; 
import android.widget.TextView; 
import java.util.Hashtable; 
AktiǀiteteŶ hedder ͞MaiŶAĐtiǀitǇ͟, og derfor skal klasseŶ også hedde det. Den bruger klassen 
AppCompatActivity til at lave titelfanen. At titelfanen automatisk er inkluderet er standard, når der 
oprettes en ny applikation. Og lige under erklæres alle variable, som skal bruges igennem hele programmet 
(i dette tilfælde kun seconds) og alle widgets (TextView og EditText). 
public class MainActivity extends AppCompatActivity { 
int seconds; 
TextView modeText, loopText, timeText; 
EditText secondInput; 
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De to funktioner toString og toInt fra Java programmerne blev sat direkte ind. I funktionen 
toString blev nødt til at hedde noget andet, da der allerede var en funktion i Android der hed 
toString. Vi navngav den derfor toString1. 
public static String toString1(int i) { 
public static int toInt(String s2) { 
Metoden onCreate kaldes når aktiviteten starter. Der sørges for at tilstanden kan gendannes, hvis 
applikationens tilstand er blevet gemt. Metoden setContentView sætter layoutet til layoutfilen fra før ved 
hjælp af layoutets ID. 
protected void onCreate(Bundle savedInstanceState) { 
  super.onCreate(savedInstanceState); 
  setContentView(R.layout.activity_main); 
Alle tekster og tekstinputfeltet importeres ved hjælp af deres ID i layoutfilen. Variablen sættes til 0. 
modeText = (TextView) findViewById(R.id.modeText); 
loopText = (TextView) findViewById(R.id.loopText); 
timeText = (TextView) findViewById(R.id.timeText); 
secondInput = (EditText) findViewById(R.id.secondInput); 
seconds = 0; 
Her fiŶdes kŶappeŶ fra dets ID og der oprettes eŶ ͞lǇtter͟, så ǀi kaŶ registrere kŶaptrǇkket. Når kŶappeŶ 
trykkes, bliver de forskellige tekster ændret ligesom vores originale Javakode bliver eksekveret. Her er det 
med RAM-funktionen som eksempel. 
final Button buttonRam = (Button) findViewById(R.id.buttonRam); 
buttonRam.setOnClickListener(new View.OnClickListener() { 
  public void onClick(View v) { 
      seconds = Integer.parseInt(secondInput.getText().toString()); 
      timeText.setText("Time: " + seconds); 
      modeText.setText("Mode: RAM"); 
 
      long time = System.nanoTime() / 1000000000 + seconds; 
      int loopcount = 0; 
      int count = 0; 
      while ((System.nanoTime() / 1000000000) < time) { 
          count = count * count + 1; 
          loopcount++; 
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      } 
      loopText.setText("Loops: " + loopcount); 
  } 
}); 
 
Der blev lavet en ͞lytter͟ for alle fire knapper, så de fire programmer kunne køre. Dette eksempel var 
ďaseret på applikatioŶeŶ ͞LagriŶg “ekuŶder͟. Der er groft sagt sådan Java programmerne bliver 
implementeret i Android. Den fulde kildekode til XML og Java koden kan findes i bilag. 
4.3 Forsøget 
Nu da de fire Android applikationer er lavet, vil vi sammen med de otte Java programmer lave to forskellige 
tests. I den ene test observerer vi, hvor hurtige de forskellige metoder er til at eksekvere operationerne. 
Den anden test måler vi strømforbruget af de forskellige metoder, når operationerne udføres.  
På den måde kan det direkte ses hvilke metoder, der er hurtigst og bruger mindst energi. Her er de to tests 
nærmere beskrevet: 
1. Hvor hurtigt udføres operationerne 
Forsøgene vil blive udført på alle fire metoder på både Android enhed og bærbar computer. 
 I programmet/applikationen fastsættes et antal sekunder, skal der skal måles hvor mange loops de 
forskellige metoder kan nå at eksekvere på 10 sekunder. Vi vil foretage 12 målinger for hver 
metode. 
 I programmet/applikationen fastsættes et antal loops, skal der måles hvor mange sekunder det 
tager at udføre 1.000.000 loops.  
Vi vil foretage 20 målinger for hver metode. 
Med det data vi får, kan det ses hvilken metode, der er hurtigst. 
2. Hvor meget strøm forbruger de forskellige metoder under operationerne 
Strømmålingerne gennemføres kun på en specialbygget Android-enhed. Denne specialbyggede Android-
enhed er bygget til det specifikke formål at måle strømforbruget. Enheden viser det øjeblikkelige 
strømforbrug målt i watt, og derfor skal vi have et separat script, som løbende henter det øjeblikkelige 
strømforbrug og gemmer det på computeren. Dataene gemmes 10 gange i sekundet (hvert decisekund). 
Dette script samt Android enheden har vi fået af Ph.d. studerende Xueliang Li. Vi vil kun måle 
strømforbruget på applikationen, idet vi fastsætter et antal sekunder og måler hvor mange loops, der kan 
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nås at blive eksekveret. I den anden applikation, hvor vi måler tiden det tager at udføre et bestemt antal 
loops, valgte vi ikke at måle strømforbruget, da det ikke kunne vides hvor lang tid det ville tage, og det 
dermed ville give ubrugelige resultater.  
Vi sætter applikationen til at eksekvere loops i 60 sekunder, og det gør vi på alle fire metoder. Desuden 
tager vi også en måling af strømforbruget, når Android enheden ikke udfører nogen operationer, men blot 
har skærŵeŶ tæŶdt. Det kalder ǀi ͟Idle͟. Vi ǀil sætte sĐriptet til at ŵåle i feŵ sekuŶder før og feŵ sekuŶder 
efter. Det gør vi for at kunne se, om der var uregelmæssige stigninger og fald, som kunne tyde på at der var 
et problem. Så simulerer vi et touch-input (skærmtryk) på skærmen. Det skal starte processen i 
applikationen og herefter hente strømdata i 65 sekunder. Det vil sige at der i alt måles i 70 sekunder. 
                                             Måling idle         Måling under eksekvering           Måling idle 
-----------------|---------------------------------------------|------------- 
    5 sekunder                     60 sekunder                       5 sekunder 
Det skal fastslås, at vi ved måling af de fire metoder måler i fem sekunder før og efter programmet kører. 
Programmet kører som sagt i 60 sekunder. De fem sekunder før og efter kaldes Idle, men der gennemføres 
også en hel måling på 70 sekunder på kun Idle. 
Efter processen har vi målt strømforbruget for hvert decisekund i en fil og desuden er det opnåede antal 
loops for hver metode noteret. 
Vi anvender en HTC ONE X som den telefon, vi udførte målingerne på, og en ASUS R557L model til 
målingerne på bærbar. 
Forventningerne til disse forsøg var, at Ram metoden vil være hurtigere og bruge mindre energi end Hash 
ŵetodeŶ, da deŶ ikke skal hash͛e siŶe ǀærdier for geŵŵe deŵ ŵere sǇstematisk: Det samme gælder for 
Serial og HashSerial. Serial og Hashserial burde bruge lige meget tid og energi på at skulle serialisere, men 
Hash“erial skal ďruge ŵere tid og eŶergi på, at deŶ også skal hash͛e siŶe ǀærdier. 
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5 Diskussion 
5.1 Resultater 
Efter at målinger var gennemført endte vi med en masse data. Det komplette datasæt kan findes i BilagA. 
Der var tre områder vi fik data fra: 
 Strømforbruget 
 Antal loops på 10 sekunder 
 Antal nanosekunder 1.000.000 loops 
Strømforbrugsdataene er blevet målt i watt og er blevet målt 10 gange i sekundet. Under udtrækning af 
data fik vi en masse overflødig information. Det var kun enhedens strømforbrug (markeret grøn) vi var 
interesserede i. Her et udtræk for 10 tilfældige data fra Ram programmet. 
Kerne 1. strømforbrug 
målt i watt 
Enhedens strømforbrug 
målt i watt 
Kerne 2. strømforbrug 
målt i watt 
Tidsforskellen målt i 
nanosekunder 
0,010967 0,811000 0,027300 14172205251802  
0,010967 0,811000 0,027300 14172320457468  
0,010967 0,864000 0,040040 14172436334635  
0,010967 0,864000 0,040040 14172551626510  
0,010967 0,864000 0,040040 14172666302010  
0,010967 0,791000 0,003640 14172781057343  
0,010967 0,791000 0,003640 14172895997260  
0,010967 0,770456 0,002730 14173010998010  
0,010967 0,770456 0,002730 14173125864677  
0,010967 0,770456 0,003640 14173240992927 
I dataene for antal loops på 10 sekunder, har vi fået data både fra en bærbar computer og fra en telefon. 
Målingen er blevet gentaget 12 gange, således at vi ender med et mere pålideligt resultat. Her er dataene 
for Ram: 
Bærbar(loops) Telefon(loops) 
491099184 9115173 
496514180 8628293 
496711434 10020504 
496369828 9234525 
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494638465 7869333 
496482475 8332801 
496497267 8251863 
496589850 8620150 
496765763 8045200 
496325069 8598094 
496651094 8741472 
496537417 9169815 
I dataene for antal sekunder på 1.000.000 loops har vi også data fra både computer og telefon, men denne 
gang er målingerne blevet gentaget 20 gange. Her er dataene fra Ram: 
Bærbar Telefon 
5131502 12512000 
3559441 9931000 
2099158 12597000 
2003276 9713998 
2002763 8901000 
2003788 12205999 
2003275 9803000 
2006351 10256000 
2003275 9527000 
2013018 9988000 
2027887 9879000 
2003275 9824000 
2091980 9553000 
2063778 9802999 
2009941 9708001 
2010966 7439001 
2011479 9654000 
2101209 9517000 
2006352 7998000 
2019170 9839000 
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5.2 Databehandling 
5.2.1 Strømforbrug 
Vi endte med to versioner til vores applikationer. Den første og oprindelige applikation benyttede sig af 
hashtabels i stedet bundles. Det var en fejl, at vi lavede applikationen til at bruge hashtabeller i stedet for 
bundles. Det fandt vi først ud af efterfølgende, men dette gav os en glimrende mulighed for at 
sammenligne hashtabels og bundles på en Android. 
Alle plot er foretaget i MATLAB. Vi startede med at plotte alle dataene fra strømforbruget ind i en graf. Der 
ǀar ŵåliŶger af alle fire ŵetoder saŵt ͟IDLE͟, soŵ ǀar når enheden var tændt, men ikke udførte noget 
arbejde. Denne måling blev taget for at se strømforbruget når enheden ikke lavede noget arbejde, således 
at man kunne sammenligne. 
 
                 Figur 15 Plot over strømforbruget for hashtabel 
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Alle programmer har kørt i 60 sekunder, og antallet af loops er noteret nedenfor i tabellen. 
 IDLE RAM HASH SERIAL HASHSERIAL 
Sekunder 60 60 60 60 60 
Loops 0 23.136.257 12.010.641 6.169.802 2.232.983 
Gennemsnits- 
strømforbrug 
0,1968 Watt 0,7489 Watt 0,7966 Watt 0,8646 Watt 0,8946 Watt 
Disse resultater levede op til vores forventninger. På figur 15 ses det, at enheden bruger mindre watt på at 
udfører RAM end den gør på at udføre Hash, og at Serial bruger mindre watt en HashSerial. Desuden nåede 
Ram at eksekvere næsten dobbelt så mange loops som Hash, og Serial nåede næsten tre gange flere loops 
end HashSerial. 
De næste figurer vil vise strømforbruget efter, at vi har så skiftet hashtabel ud med bundles.  
 
Figur 16                 Figur 17 
 Idle Ram Hash Serial HashSerial 
Sekunder 60 60 60 60 60 
Loops 0 23.523.870 11.019.789 6.072.992 4.878.042 
Gennemsnits- 
strømforbrug 
0,1800 Watt 0,7632 Watt 0,8097 Watt 0,8792 Watt 0,8660 Watt 
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På figur 16 ses den fulde data med stigningen og med faldet. Der var ingen uforventet adfærd, så der er 
ingen grund til at tro, at der noget i vejen med programmet ud fra dette. Dog falder Ram en anelse tidligere 
end de andre, hvilket ikke kan forklares, men vi forventer ikke det betyder noget. På figur 17 ses, at Ram 
stadig er den, der bruger mindre energi og er hurtigere end Hash. Dog er der uforventede resultater i Serial 
og HashSerial.  
HashSerial bruger mindre energi end Serial, hvilket er meget overaskende, da Serial kun skal serialisere 
iŶforŵatioŶeŶ, hǀoriŵod at Hash“erial ďåde skal serialisere og hash͛e iŶforŵatioŶeŶ. MeŶ ikke Ŷok ŵed 
det:  Serial når at lave flere loops end HashSerial. Det er første gang i dataene, at der sker en sådan 
omvending af betingelserne. Der har ellers generelt været sammenhæng imellem, at et højere antal af 
loops har ført til et mindre forbrug af energi.  
Disse applikationer skal nu sammenliges procentmæssigt. Procentforskellen er beregnet ud fra en 
forestilling om at bundle burde være bedst, da det er eksklusivt bygget til Android. 
 Ram Hash Serial HashSerial 
Hashtable 0,7489 Watt 0,7966 Watt 0,8646 Watt 0,8946 Watt 
Bundle 0,7632 Watt 0,8097 Watt 0,8792 Watt 0,8660 Watt 
% forskel -1,87% -1,62% -1,67% 3,30% 
Hashtable 23.136.257 loops 12.010.641 loops 6.169.802 loops 2.232.983 loops 
Bundle 23.523.870 loops 11.019.789 loops 6.072.992 loops 4.878.042 loops 
% forskel 1,65% -8,25% -1,57% 118,45% 
Ram og Serial bruger ikke hashtabeller eller bundles, så forskellen på disse resultater må skyldes den 
afvigelse, der kommer for hver gang man tager en måling. Man må desuden gå ud fra, at den samme 
variation må gælde for Hash, da energiforbruget har ca. variation som Ram og Serial. Man kan se på 
HashSerial, at den bruger hele tre procent mindre energi end Hash.  
Man kan også se et antal loops at Ram og Serial har en lille variation. Ram har en ydelse på 1,65 % og Serial 
har en ydelse på -1,57 %, hvilket betyder at de to ydelser varierer med 3,2 %. Det er ikke meget og stemmer 
overens med vores forventninger.   
HashSerial har en ydelse på 118,45%, i forhold til Hash, der har en ydelse på -8,25 %, hvilket giver en 
difference på 126,7 %. Her ses en tydelig forskel, der antyder at HashSerial leverer den bedste ydelse af 
bundle. Den eneste forskel ved brug og hash tabel og bundle, i Hash og HashSerial er at Hash skal gemme et 
tekststreng keyword og en int værdi. HashSerial skal derimod gemme en tekststreng keyword og en 
tekststreng værdi.  Det tyder på, at bundles lagrer tekststrenge bedre end hashtabeller er i stand til.    
Resten af diskussionen vil kun tage udgangspunkt i bundle dataene, for at se på forskellene mellem de fire 
metoder. Det kan ses, at Ram er den, der leverer den bedste præstation, med henblik på energiforbrug. 
PJ, FZT & MB 1. semesterprojekt RUC 21-12-2015 
Side 52 af 73 
 
For at undersøgehvor lang tid en telefon kunne holde strøm, mens vi anvendte de fire metoder, har vi lavet 
nogle udregninger. Ligesom i kapitlet Energi forbrug af digitale enheder, vil vi bruge et batteri fra Samsung 
Galaxy s5. Den har ͳͲ,͹ͺ ܹℎ, og det vides at Ram i gennemsnit bruger Ͳ,͹͸͵ʹ ܹ på den specialbyggede 
Android-enhed, hvilket vil sige at det ikke betyder at en Samsung Galaxy S5 vil bruge den samme mængde 
eŶergi. MeŶ der er taget udgaŶgspuŶkt i ďatteriet fra “aŵsuŶg GalaǆǇ 5“͛ereŶ. Ved diǀisioŶ af disse 2 
resultater, for finde ud af hvor længe det batteri kan levere den mængde strøm, programmet kræver for at 
køre, får vi:  
ܴܽ݉: ͳͲ,͹ͺܹℎͲ,͹͸͵ʹܹ = ͳͶ,ͳʹͷℎ 
Hvilket betyder at en telefon, der bruger det batteri som vi har taget udgangs punkt i og som er fuldt 
opladt, ville kunne blive ved med at køre den ønskede funktion i 14 timer. 
�ܽݏℎ: ͳͲ,͹ͺܹℎͲ,ͺͲͻ͹ ܹ = ͳ͵,͵ͳͶℎ ܵ�ݎ�݈ܽ: ͳͲ,͹ͺܹℎͲ,ͺ͹ͻʹܹ = ͳʹ,ʹ͸ͳℎ �ܽݏℎܵ�ݎ�݈ܽ: ͳͲ,͹ͺܹℎͲ,ͺ͸͸Ͳܹ = ͳʹ,ͶͶͺℎ 
 
Antal minutter Ram holder mere end Hash Ͷͺ,͸͸ ݉�݊ݑݐݐ�ݎ 
Antal minutter HashSerial mere end Serial ͳͳ,ʹʹ ݉�݊ݑݐݐ�ݎ 
Vi kan se på tabellen at ram holder 48,66 minutter længere strøm end Hash, hvilket stemmer overens med 
vores forventninger. Hvorimod HashSerial vil holde 11,22 minutter længere strøm end Serial, hvilket ikke er 
overens med vores forventninger og vi synes at det er mærkværdigt, at et program bruger mindre strøm på 
at eksekvere flere operationer. Det kan vi ikke kommentere fornuftigt på.  
5.2.2 Hastighed 
5.2.2.1 Antal loops på et antal sekunder 
Resultaterne for programmet, som kørte efter et fast antal sekunder på telefonen og den bærbare, er her 
blevet plottet ind på en graf for at visualisere dataene. Programmerne har alle kørt i 10 sekunder hver, og 
der er foretaget 12 målinger. X-aksen, hvor der står ͟forsøg͟, ǀiser hvert forsøg, der er en måling af hvor 
mange loops, programmet nåede at eksekvere. ͟AŶtal loops͟ er resultatet af deŶ ŵåliŶg ŵålt i aŶtal loops. 
Jo flere loops programmerne har kørt, jo bedre, fordi det betyder at den skal bruge mindre tid på at udføre 
et loop. 
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Figur 18 Plot af antal loops på bærbar                  
 
Figur 19 Plot af antal loops på telefon 
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Gennemsnit antal loops for alle forsøg Telefon Bærbar 
Ram ͺ.Ͳ͸͸ͺ ∙ ͳͲ଺ Ͷ.ͻͷͻ͵ ∙ ͳͲ଼  
Hash ͵.ʹ͵Ͳͻ ∙ ͳͲ଺ ʹ.ͲͲͲͳ ∙ ͳͲ଼  
% forskel ͳͶͻ,͹% ͳͶͺ% 
Serial ͺ.Ͷͺ͸ͷ ∙ ͳͲହ Ͷ.ͳ͸ͳͷ ∙ ͳͲ଻  
HashSerial ͹.͸͵ʹ͹ ∙ ͳͲହ Ͷ.͵͵ͳ͹ ∙ ͳͲ଻  
% forskel ͳͳ,ʹ% −͵,͵% 
Man kan helt klart se, at Ram er den bedst præsterende på begge enheder. Ram udfører 149,7% 
(telefonen) og 148% (bærbar) mere end Hash. I målingerne for Serial og HashSerial er Serial på telefonen 
11,2% mere effektiv end HashSerial og på bærbaren er Serial 3,3% mindre effektiv end HashSerial. 
Telefonen lever op til vores forventninger om, at Ram er bedre end Hash og at Serial er bedre end 
HashSerial. Men på den bærbare computer er det kun Ram og Hash, der lever op til forventningerne, 
hvorimod Serial HashSerial giver uforventede resultater. 
5.2.2.2 Antal sekunder på et antal loops 
 Vi fik data for applikationen, hvor der blev målt tid efter et bestemt antal loops. Der var taget 20 målinger 
af de fire metoder, på både computer og Android enhed. Dataene blev plottet herunder: 
 
Figur 20 Antal sekunder på 1000000 loops på telefonen  
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Figur 21 Zoom af figur 19 for at vise Ram, der ligger til venstre for de tre andre søjler.                       
  
Figur 22 Antal sekunder på 1000000 loops på bærbar 
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Her er resultaterne stillet op i en tabel. 
Gennemsnit af sekunder for alle forsøg Telefon Bærbar 
Ram  Ͳ,ͲͲͻͻ Ͳ,ͲͲͷͶ 
Hash ͳ,͸͸ͷͷ Ͳ,ͳͲʹͷ 
% forskel ͳ͸͹ʹ͵% ͳ͹ͻͺ% 
Serial ͻ,͵͸͵ʹ Ͳ,ʹ͸ʹͷ 
HashSerial ͳͲ,͵͹ͺʹ Ͳ,ͳͻʹͳ 
% forskel ͳͲ,ͺ% −ʹ͸,ͺʹ% 
Resultaterne lever op til vores forventninger om, at Ram er bedre end Hash, omend forskellen er meget 
større end vi forventede. Ram var 16723% hurtigere end Hash på telefonen, hvilket virker urealistisk, og det 
må være en fejlkilde i indsamlingen af dataene. Det kunne være Dex-compileren, der har foretaget en 
optimering. Det er dobbelttjekket, at det ikke er udregningerne, eller målingerne, der er sket en fejl ved. 
Desuden var Ram på computeren 1798% bedre end Hash, hvilket også virker mærkværdigt, men i mindre 
alvorlig grad. Hvis vi kikker på Serial og HashSerial er Serial på telefonen 10,8% bedre end HashSerial, 
hvilket virker forventeligt. Men på computeren var HashSerial 26,82% bedre end Serial. Dette var stadig 
uforventet i forhold til vores forventninger, men det har vist sig som et systematisk mønster igennem alle 
resultaterne. 
Det viser sig, at den procent forskel, når informationen skal serialiseres og gemmes, er meget mindre i 
forhold til, at det ikke er del af programmet. Det kan også konkluderes, at hvis informationen skulle 
serialiseres og enten blive gemt i hukommelsen som en normal værdi, eller i en hashtabel, ville forskellen 
ikke procentmæssigt være så stor. 
Fejlkilder til forsøget kunne være ting som: 
 JIT-compileren/Dex-compileren kunne lave en optimering, vi ikke kunne se.  
 Det kan betvivles om man kan sammenligne computer og telefon, da computeren anvender 
stakbaseret arkitektur og telefonen anvender registerbaseret arkitektur. 
 Vi har muligvis indsamlet en utilstrækkelig mængde af målinger til at danne et retvisende overblik 
over virkeligheden. 
 Eventuel fejl i kildekoden. 
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6 Konklusion 
Ud fra alle tests af de fire lagringsmetoder er det tydeligt at Ram var den bedste af de fire lagringsmetoder. 
Dog er det måske ikke fair at sammenligne Ram- og Hash metoden, med Serial- og HashSerial metoden, 
fordi de er programmerede til at undersøge forskellige formål.  
Ram metoden var i forhold til Hash metoden den metode, der klarede sig bedst i forsøgspræstationen med 
hensyn til tids- og energiforbrug på, både bærbar og telefon. Det blev udregnet, at Ram ville kunne kører 48 
minutter længere tid end Hash, hvis metoderne blev anvendt konstant. Derfor kan det godt konkluderes, at 
der kan spares energi. Der er altså en mærkbar forskel.  
Det næste spørgsmål er så, hvorvidt Ram metoden kan implementeres i Android systemet, som noget 
grundlæggende og om man hermed kan undlade at gemme tilstanden i en bundle. 
Ved sammenligningen af Serial og HashSerial var der ikke en lige så klar forskel på dem, som der var mellem 
Ram og Hash. På telefonen var hastighedsresulterne som forventet. Serial metoden var hurtigere end 
HashSerial metoden, og vi blev bekræftet i, at Serial ville være den bedste metode, da den skulle eksekvere 
færre operationer. På den bærbare var HashSerial faktisk hurtigere end Serial på begge 
hastighedsmålingsmetoder og det er mærkværdigt, for det virker umildbart ikke logisk, at et program der 
udfører flere operationer er hurtigere end et program, der udfører færre operationer.  
Ud fra et energimæssige synspunkt brugte Serial på Android-enheden mere energi end HashSerial. Serial og 
HashSerial har begge fordele og ulemper, som gør det meget svært at konkludere noget fornuftigt på disse 
to metoder. På telefonen var Serial hastighedsmæssigt altid bedre end HashSerial, dog ikke i samme 
omfang som Ram og Hash. 
Det kan også konkluderes, at hvis informationen skulle serialiseres og enten blive gemt i hukommelsen som 
en normal værdi i stedet for som en hashtabel, ville forskellen ikke være så procentmæssigt stor.  
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8 Bilag 
8.1 Java 
8.1.1 Loops 
8.1.1.1 Ram 
public class Ram { 
 public static void main(String[] args){ 
  //for(int j=0;j<20;j++){ 
   int score = 0; 
   long startTime = System.nanoTime();  
   for(int i=0; i<1000000; i+=1){   
    score=score*score+1; 
   } 
   long endTime = System.nanoTime(); 
   long estimatedTime = endTime - startTime; 
   System.out.println(estimatedTime);  
  //} 
 } 
} 
8.1.1.2 Hash 
import java.util.*; 
public class Hash { 
 public static void main(String[] args){ 
  int score = 0; 
  Hashtable<String, Integer> h = new Hashtable<String, 
Integer>(); 
  h.put("scorekey", score); 
  long startTime = System.nanoTime(); 
  for(int i=0; i<1000000; i++){ 
   int old=h.get("scorekey"); 
   h.put("scorekey", old*old+1); 
  } 
  long estimatedTime = System.nanoTime() - startTime; 
  System.out.println(estimatedTime); 
 } 
} 
8.1.1.3 Serial 
public class Serial  { 
 public static String toString(int i) { 
  String s = ""; 
  while (i > 0) { 
   int digit = i % 10; 
   char digit_char = (char) (digit + 48); 
   s = digit_char + s; 
   i = i / 10; 
  } 
  return s;     
 } 
 public static int toInt(String s2){ 
  int r= 0; 
  while (!s2.equals("")){ 
   char c = s2.charAt(0); 
   int d = ((int) c)-48; 
   r=r*10+d; 
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   s2=s2.substring(1); 
  } 
  return r; 
   
 } 
 public static void main(String[] args) { 
  int i = 0; 
  long startTime = System.nanoTime(); 
  for (int j=0; j<1000000;j++){ 
   String s2 = toString(i); 
   int i2 = toInt(s2); 
   i=i*i+1; 
  } 
  long estimatedTime = System.nanoTime() - startTime; 
  System.out.println(estimatedTime); 
 } 
} 
8.1.1.4 HashSerial 
import java.util.*; 
public class HashSerial { 
 public static String toString(int i) { 
  String s = ""; 
  while (i > 0) { 
   int digit = i % 10; 
   char digit_char = (char) (digit + 48); 
   s = digit_char + s; 
   i = i / 10; 
  } 
  return s;     
 } 
 public static int toInt(String s2){ 
    int r= 0; 
  while (!s2.equals("")){ 
   char c = s2.charAt(0); 
   int d = ((int) c)-48; 
   r=r*10+d; 
   s2=s2.substring(1); 
  } 
  return r; 
 } 
 public static void main(String[] args){ 
   
  int score = 0; 
  int ia = 0; 
  String sd = toString(score); 
  Hashtable<String, String> h = new Hashtable<String, 
String>(); 
  h.put("scorekey", sd);//sd=sdvale 
  long startTime = System.nanoTime(); 
  for(int i=0; i<1000000; i+=1){ 
   String sa = h.get("scorekey");//sa=saktiv 
   ia = toInt(sa);//ia=iaktiv 
   ia=ia*ia+1; 
   sd = toString(ia); 
   h.put("scorekey",sd); 
  } 
  long estimatedTime = System.nanoTime() - startTime; 
  System.out.println(estimatedTime); 
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 } 
} 
8.1.2 Tid 
8.1.2.1 Ram 
public class RamTime { 
 public static void main(String[] args){ 
  //for(int i=0; i<12; i++){ 
   int score = 0; 
   int loops = 0; 
   long time = (System.nanoTime()/1000000000)+10; 
   while((System.nanoTime()/1000000000)<time){ 
    score = score*score+1; 
    loops++; 
   } 
   System.out.println(loops);  
  //} 
 } 
} 
8.1.2.2 Hash 
import java.util.*; 
public class HashTime { 
 public static void main(String[] args){ 
  //for(int i=0; i<12; i++){ 
   int score = 0; 
   int loops = 0; 
   Hashtable<String, Integer> h = new 
Hashtable<String, Integer>(); 
   h.put("scorekey", score); 
   long time = (System.nanoTime()/1000000000)+10; 
   while((System.nanoTime()/1000000000)<time){ 
    int old=h.get("scorekey"); 
    h.put("scorekey", old*old+1); 
    loops++; 
    } 
   System.out.println(loops); 
    
  //} 
 } 
} 
8.1.2.3 Serial 
public class SerialTime  { 
 public static String toString(int i) { 
  String s = ""; 
  if (i == 0) return "0"; 
  while (i > 0) { 
   int digit = i % 10; 
   char digit_char = (char) (digit + 48); 
   s = digit_char + s; 
   i = i / 10; 
  } 
  return s;     
 } 
 public static int toInt(String s2){ 
  int r= 0; 
  while (!s2.equals("")){ 
PJ, FZT & MB 1. semesterprojekt RUC 21-12-2015 
Side 65 af 73 
 
   char c = s2.charAt(0); 
   int d = ((int) c)-48; 
   r=r*10+d; 
   s2=s2.substring(1); 
  } 
  return r; 
   
 } 
  public static void main(String[] args) { 
 for(int j=0; j<12; j++){ 
  int i = 0; 
  int loops = 0; 
  long time = (System.nanoTime()/1000000000)+10; 
  while((System.nanoTime()/1000000000)<time){ 
   String s2 = toString(i); 
   int i2 = toInt(s2); 
   i=i*i+1; 
   loops++; 
   } 
  System.out.println(loops); 
 } 
  } 
} 
8.1.2.4 HashSerial 
import java.util.*; 
public class HashSerialTime { 
 public static String toString(int i) { 
  String s = ""; 
  if (i == 0) return "0"; 
  while (i > 0) { 
   int digit = i % 10; 
   char digit_char = (char) (digit + 48); 
   s = digit_char + s; 
   i = i / 10; 
  } 
  return s;     
 } 
 public static int toInt(String s2){ 
    int r= 0; 
  while (!s2.equals("")){ 
   char c = s2.charAt(0); 
   int d = ((int) c)-48; 
   r=r*10+d; 
   s2=s2.substring(1); 
  } 
  return r; 
 } 
 public static void main(String[] args){ 
  for(int j=0; j<12; j++){ 
   int score = 0; 
   int loops = 0; 
   String sd = toString(score); 
   Hashtable<String, String> h = new 
Hashtable<String, String>(); 
   h.put("scorekey", sd);//sd=sdvale 
   long time = (System.nanoTime()/1000000000)+10; 
   while((System.nanoTime()/1000000000)<time){ 
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    String sa = 
h.get("scorekey");//sa=saktiv 
    int ia = toInt(sa);//ia=iaktiv 
    ia=ia*ia+1; 
    sd = toString(ia); 
    h.put("scorekey",sd); 
    loops++; 
   } 
   System.out.println(loops); 
  } 
 } 
} 
8.2 Android 
8.2.1 Lagring loops 
8.2.1.1 Java 
package ruc.fjorten.lagring; 
 
import android.support.v7.app.AppCompatActivity; 
import android.os.Bundle; 
import android.view.View; 
import android.widget.Button; 
import android.widget.EditText; 
import android.widget.TextView; 
 
public class MainActivity extends AppCompatActivity { 
 
    TextView modeText, loopText, timeText; 
    EditText loopInput; 
 
    public static String toString1(int i) { 
        String s = ""; 
        while (i > 0) { 
            int digit = i % 10; 
            char digit_char = (char) (digit + 48); 
            s = digit_char + s; 
            i = i / 10; 
        } 
        return s; 
    } 
 
    public static int toInt(String s2) { 
        int r = 0; 
        while (!s2.equals("")) { 
            char c = s2.charAt(0); 
            int d = ((int) c) - 48; 
            r = r * 10 + d; 
            s2 = s2.substring(1); 
        } 
        return r; 
 
    } 
 
    @Override 
    protected void onCreate(Bundle savedInstanceState) { 
        super.onCreate(savedInstanceState); 
        setContentView(R.layout.activity_main); 
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        modeText = (TextView) findViewById(R.id.modeText); 
        loopText = (TextView) findViewById(R.id.loopText); 
        timeText = (TextView) findViewById(R.id.timeText); 
        loopInput = (EditText) findViewById(R.id.loopInput); 
 
        final Button buttonRam = (Button) findViewById(R.id.buttonRam); 
        buttonRam.setOnClickListener(new View.OnClickListener() { 
            public void onClick(View v) { 
                int loops = Integer.parseInt(loopInput.getText().toString()); 
                loopText.setText("Loops: " + loops); 
                modeText.setText("Mode: RAM"); 
                int count = 0; 
                long startTime = System.nanoTime(); 
                for (int i = 0; i < loops; i += 1) { 
                    count = count * count + 1; 
                } 
                long estimatedTime = System.nanoTime() - startTime; 
                timeText.setText("Time: " + estimatedTime); 
            } 
        }); 
 
        final Button buttonSerial = (Button) findViewById(R.id.buttonSerial); 
        buttonSerial.setOnClickListener(new View.OnClickListener() { 
            public void onClick(View v) { 
                int loops = Integer.parseInt(loopInput.getText().toString()); 
                loopText.setText("Loops: " + loops); 
                modeText.setText("Mode: SERIAL"); 
                int count = 0; 
                String sd = toString1(count); 
                long startTime = System.nanoTime(); 
                for (int i = 0; i < loops; i += 1) { 
                    int ia = toInt(sd); 
                    ia = ia * ia + 1; 
                    sd = toString1(ia); 
                } 
                long estimatedTime = System.nanoTime() - startTime; 
                timeText.setText("Time: " + estimatedTime); 
            } 
        }); 
 
        final Button buttonHash = (Button) findViewById(R.id.buttonHash); 
        buttonHash.setOnClickListener(new View.OnClickListener() { 
            public void onClick(View v) { 
                int loops = Integer.parseInt(loopInput.getText().toString()); 
                loopText.setText("Loops: " + loops); 
                modeText.setText("Mode: HASH"); 
                int count = 0; 
                Bundle bundle = new Bundle(); 
                bundle.putInt("countkey", count); 
                long startTime = System.nanoTime(); 
                for (int i = 0; i < loops; i += 1) { 
                    int old = bundle.getInt("countkey"); 
                    bundle.putInt("countkey", old * old + 1); 
                } 
                long estimatedTime = System.nanoTime() - startTime; 
                timeText.setText("Time: " + estimatedTime); 
            } 
        }); 
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        final Button buttonHashserial = (Button) 
findViewById(R.id.buttonHashserial); 
        buttonHashserial.setOnClickListener(new View.OnClickListener() { 
            public void onClick(View v) { 
                int loops = Integer.parseInt(loopInput.getText().toString()); 
                loopText.setText("Loops: " + loops); 
                modeText.setText("Mode: HASHSERIAL"); 
 
                int count = 0; 
                int ia = 0; 
                String sd = toString1(count); 
                Bundle bundle = new Bundle(); 
                bundle.putString("countkey", sd); 
                long startTime = System.nanoTime(); 
                for (int i = 0; i < loops; i += 1) { 
                    String sa = bundle.getString("countkey"); 
                    ia = toInt(sa); 
                    ia = ia * ia + 1; 
                    sd = toString1(ia); 
                    bundle.putString("countkey", sd); 
                } 
                long estimatedTime = System.nanoTime() - startTime; 
                timeText.setText("Time: " + estimatedTime); 
            } 
        }); 
    } 
} 
8.2.1.2 XML 
<?xml version="1.0" encoding="utf-8"?> 
<LinearLayout xmlns:android="http://schemas.android.com/apk/res/android" 
    android:layout_width="match_parent" 
    android:layout_height="match_parent" 
    android:orientation="vertical" 
    android:paddingLeft="16dp" 
    android:paddingRight="16dp"> 
 
    <TextView 
        android:id="@+id/modeText" 
        android:layout_width="wrap_content" 
        android:layout_height="wrap_content" 
        android:text="Mode:" 
        android:textSize="30dp" /> 
 
    <TextView 
        android:id="@+id/loopText" 
        android:layout_width="wrap_content" 
        android:layout_height="wrap_content" 
        android:text="Loops:" 
        android:textSize="30dp" /> 
 
    <TextView 
        android:id="@+id/timeText" 
        android:layout_width="wrap_content" 
        android:layout_height="wrap_content" 
        android:text="Time:" 
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        android:textSize="30dp" /> 
 
    <LinearLayout 
 
        android:layout_width="wrap_content" 
        android:layout_height="wrap_content" 
        android:orientation="horizontal"> 
 
        <Button 
            android:id="@+id/buttonRam" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:text="RAM" /> 
 
        <Button 
            android:id="@+id/buttonSerial" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:text="SERIAL" /> 
 
        <Button 
            android:id="@+id/buttonHash" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:text="HASH" /> 
 
        <Button 
            android:id="@+id/buttonHashserial" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:text="HASHSERIAL" /> 
    </LinearLayout> 
 
 
    <EditText 
        android:id="@+id/loopInput" 
        android:layout_width="fill_parent" 
        android:layout_height="wrap_content" 
        android:ems="10" 
        android:hint="Number of loops" 
        android:inputType="number" /> 
 
</LinearLayout> 
8.2.2 Lagring sekunder 
8.2.2.1 Java 
package ruc.fjorten.lagrings; 
 
import android.os.Bundle; 
import android.support.v7.app.AppCompatActivity; 
import android.view.View; 
import android.widget.Button; 
import android.widget.EditText; 
import android.widget.TextView; 
 
public class MainActivity extends AppCompatActivity { 
 
    TextView modeText, loopText, timeText; 
    EditText secondInput; 
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    public static String toString1(int i) { 
        String s = ""; 
        while (i > 0) { 
            int digit = i % 10; 
            char digit_char = (char) (digit + 48); 
            s = digit_char + s; 
            i = i / 10; 
        } 
        return s; 
    } 
 
    public static int toInt(String s2) { 
        int r = 0; 
        while (!s2.equals("")) { 
            char c = s2.charAt(0); 
            int d = ((int) c) - 48; 
            r = r * 10 + d; 
            s2 = s2.substring(1); 
        } 
        return r; 
 
    } 
 
    @Override 
    protected void onCreate(Bundle savedInstanceState) { 
        super.onCreate(savedInstanceState); 
        setContentView(R.layout.activity_main); 
 
        modeText = (TextView) findViewById(R.id.modeText); 
        loopText = (TextView) findViewById(R.id.loopText); 
        timeText = (TextView) findViewById(R.id.timeText); 
        secondInput = (EditText) findViewById(R.id.secondInput); 
 
        final Button buttonRam = (Button) findViewById(R.id.buttonRam); 
        buttonRam.setOnClickListener(new View.OnClickListener() { 
            public void onClick(View v) { 
                int seconds = 
Integer.parseInt(secondInput.getText().toString()); 
                timeText.setText("Time: " + seconds); 
                modeText.setText("Mode: RAM"); 
                int count = 0; 
                int loopcount = 0; 
                long time = System.nanoTime() / 1000000000 + seconds; 
                while ((System.nanoTime() / 1000000000) < time) { 
                    count = count * count + 1; 
                    loopcount++; 
                } 
                loopText.setText("Loops: " + loopcount); 
            } 
        }); 
 
        final Button buttonSerial = (Button) findViewById(R.id.buttonSerial); 
        buttonSerial.setOnClickListener(new View.OnClickListener() { 
            public void onClick(View v) { 
                int seconds = 
Integer.parseInt(secondInput.getText().toString()); 
                timeText.setText("Time: " + seconds); 
                modeText.setText("Mode: SERIAL"); 
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                int count = 0; 
                int loopcount = 0; 
                String sd = toString1(count); 
                long time = System.nanoTime() / 1000000000 + seconds; 
                while ((System.nanoTime() / 1000000000) < time) { 
                    int ia = toInt(sd); 
                    ia = ia * ia + 1; 
                    sd = toString1(ia); 
                    loopcount++; 
                } 
                loopText.setText("Loops: " + loopcount); 
            } 
        }); 
 
        final Button buttonHash = (Button) findViewById(R.id.buttonHash); 
        buttonHash.setOnClickListener(new View.OnClickListener() { 
            public void onClick(View v) { 
                int seconds = 
Integer.parseInt(secondInput.getText().toString()); 
                timeText.setText("Time: " + seconds); 
                modeText.setText("Mode: HASH"); 
                int count = 0; 
                int loopcount = 0; 
                Bundle bundle = new Bundle(); 
                bundle.putInt("countkey", count); 
                long time = System.nanoTime() / 1000000000 + seconds; 
                while ((System.nanoTime() / 1000000000) < time) { 
                    int old = bundle.getInt("countkey"); 
                    bundle.putInt("countkey", old * old + 1); 
                    loopcount++; 
                } 
                loopText.setText("Loops: " + loopcount); 
            } 
        }); 
 
        final Button buttonHashserial = (Button) 
findViewById(R.id.buttonHashserial); 
        buttonHashserial.setOnClickListener(new View.OnClickListener() { 
            public void onClick(View v) { 
                int seconds = 
Integer.parseInt(secondInput.getText().toString()); 
                timeText.setText("Time: " + seconds); 
                modeText.setText("Mode: HASHSERIAL"); 
                int count = 0; 
                int loopcount = 0; 
                int ia = 0; 
                String sd = toString1(count); 
                Bundle bundle = new Bundle(); 
                bundle.putString("countkey", sd); 
                long time = System.nanoTime() / 1000000000 + seconds; 
                while ((System.nanoTime() / 1000000000) < time) { 
                    String sa = bundle.getString("countkey"); 
                    ia = toInt(sa); 
                    ia = ia * ia + 1; 
                    sd = toString1(ia); 
                    bundle.putString("countkey", sd); 
                    loopcount++; 
                } 
                loopText.setText("Loops: " + loopcount); 
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            } 
        }); 
    } 
 
} 
8.2.2.2 XML 
<?xml version="1.0" encoding="utf-8"?> 
<LinearLayout xmlns:android="http://schemas.android.com/apk/res/android" 
    android:layout_width="match_parent" 
    android:layout_height="match_parent" 
    android:orientation="vertical" 
    android:paddingLeft="16dp" 
    android:paddingRight="16dp"> 
 
    <TextView 
        android:id="@+id/modeText" 
        android:layout_width="wrap_content" 
        android:layout_height="wrap_content" 
        android:layout_alignBaseline="@+id/loopInput" 
        android:layout_alignBottom="@+id/loopInput" 
        android:text="Mode:" 
        android:textSize="30dp" /> 
 
    <TextView 
        android:id="@+id/loopText" 
        android:layout_width="wrap_content" 
        android:layout_height="wrap_content" 
        android:text="Loops:" 
        android:textSize="30dp" /> 
 
    <TextView 
        android:id="@+id/timeText" 
        android:layout_width="wrap_content" 
        android:layout_height="wrap_content" 
        android:text="Time:" 
        android:textSize="30dp" /> 
 
    <LinearLayout 
 
        android:layout_width="wrap_content" 
        android:layout_height="wrap_content" 
        android:orientation="horizontal"> 
 
        <Button 
            android:id="@+id/buttonRam" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:text="RAM" /> 
 
        <Button 
            android:id="@+id/buttonSerial" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:text="SERIAL" /> 
 
        <Button 
            android:id="@+id/buttonHash" 
            android:layout_width="wrap_content" 
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            android:layout_height="wrap_content" 
            android:text="HASH" /> 
 
        <Button 
            android:id="@+id/buttonHashserial" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:text="HASHSERIAL" /> 
    </LinearLayout> 
 
    <EditText 
        android:id="@+id/secondInput" 
        android:layout_width="fill_parent" 
        android:layout_height="wrap_content" 
        android:ems="10" 
        android:hint="Number of seconds" 
        android:inputType="number" /> 
</LinearLayout> 
 
