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Abstract
The conventional Sinusoidal Pulse Width Modulation (SPWM) inverter is lim-
ited by the fact that it does not allow for Zero Voltage Switching. This means
that the switching frequency is kept low to reduce the switching losses. As
a consequence of holding these switching frequencies low, the distribution
of power over the frequency spectrum is kept closer to the fundamental fre-
quency (compared to higher switching frequencies) leading to larger reactive
components to filter out these harmonics. The use of high-frequency switch-
ing, Zero Voltage Switching, and different modulation schemes can lead to
higher power densities. This research investigates under what conditions the
use of these techniques in a Dual Active Bridge (DAB) inverter might lead to
a higher power density than the SPWM.
Volumetric approximations for the different circuit components in the inves-
tigated inverter topologies are demonstrated. These approximations are used
to design circuits using physical volume as the cost function where possible.
Additionally, a loss model is derived to determine the expected efficiency of
each topology being investigated. This model is related to the power density
since it is directly proportional to the size of heat sink required to cool the
inverter.
The techniques for improving power density mentioned above are presented,
and the impact that they have on power density is shown using the volumetric
approximation function. From this approximation, the volumes between the
DAB and the SPWM are compared and investigations into where the DAB
may have a higher power density have been performed. It was found that
the DAB was not smaller than the SPWM for frequencies less than 72kHz.
When simulating the converters operating at different frequencies, the gen-
eral trend is that the SPWM increases in volume as the frequency increases,
i
ii
whereas, the DAB decreases in volume as the frequency increases. An exact
frequency at which the DAB would be smaller than the SPWM was not found
in this research. However, many conclusions have been drawn around the
use of a DAB as an inverter and the strengths and shortcomings it provides.
The modulation scheme would need to be modified to reduce the losses and
provide a more competitive volume. Additionally, multi-level and multi-stage
techniques could be used to reduce the volume further.
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Introduction 1
There has been a focus over the last few years in the advancement of the power
density of converters. A practical example of this advancement is the Google
Little Box Challenge (GLBC), which involved the design and implementation
of a 2kW inverter, where the winning team was awarded $1,000,000 for hav-
ing the highest power density while meeting requirements around frequency,
voltage, and current (discussed in detail in Section 2.6). This demonstrates
the relevance of the drive towards power density and that it is the direction in
which industry is driving Power Electronics.
Kolar et al. have focused on increasing the power density of power convert-
ers for many years [1]–[3]. There are many reasons towards having a higher
power density, cost and volume play a significant role. U.S. DRIVE, an in-
dustrial partnership with the United States Department of Energy, have set
targets for DC-to-DC converters [4], [5]. In 2013, they set a target that the
cost for a DC-to-DC converter should reduce from less than $60 per kW to less
than $50 per kW in the year 2020 compared to 2015. More recently, in 2017,
they added to target that the price should decrease to $30 per kW in 2025.
Another target that they set is that the power density should increase from
more than 2 kWl−1 to more than 3 kWl−1 between 2015 and 2020 and should
reach 4.6 kWl−1 in 2025.
Furthermore, U.S. DRIVE report that the costs (projected) of the Printed
Circuit Board (PCB), power silicon, thermal management, and capacitors com-
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bined, make up 77% of the total cost of a power inverter1 [4]. This implies that
the cost can be reduced by decreasing the volume of the capacitors and heat
sinks. Additionally, if the PCB size reduces, one may see a reduction in cost,
however, the majority of the costs may lie in the components on the PCB as
opposed to the size of the actual PCB itself.
The direction towards a higher power density leads to questions about how to
achieve these densities and what affects the volume of a converter. In order
to scope this research correctly, the GLBC is used as the baseline case study,
this provides relevance for the case study and provides an operational point
for all power converter designs [6].
The focus of this research is to establish relationships between power con-
verter parameters and their effect on the volume of the converter, thus leading
to the relationship between these parameters and the power density of these
converters. These relationships can then be utilised to optimise the volumes of
converters as they would show which factors have the most significant effect
on power density.
The topological choices for power converters were considered, and these
considerations are discussed in detail in Chapter 2. As a summary, the Dual
Active Bridge (DAB) is used because it has many features such as the ability
to apply different modulation schemes, Zero Voltage Switching (ZVS), reverse
power flow, and Partial Power Processing (PPP) which is defined and discussed
further in Chapter 2. The DAB is a DC-to-DC converter, however, in this re-
search, it is used as a DC-to-AC converter. This choice was made because the
functionality that the DAB provides is useful in DC-to-AC converters. The
DAB has been used in DC-to-DC converters with high power densities, dis-
cussed in Chapter 2. This research aims to see if it could provide similar
results in a DC-to-AC converter.
1.1 Research Question
The question being investigated in this research is, “Under what conditions
does an inverter that contains a Dual Active Bridge using high-frequency
switching techniques, Zero Voltage Switching, and standard modulation tech-
niques have a higher power density compared to the conventional Sinusoidal
1The PCB includes the components that are mounted on the board.
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Pulse Width Modulation converter?”
There are underlying questions that must be answered first before conclud-
ing on the main question mentioned. The research approach to answer this
question is discussed below.
1.2 Research Approach
The use of high-frequency switching, ZVS, and certain modulation techniques
should lead to the reduction in the size of the energy storage components and
power losses. However, the underlying questions that need to be answered
are,
• what the relationship of these effects are on the power density;
• whether they are linear;
• and which has the largest effect.
The knowledge and significance of this research is mainly found in the generic
models derived that are used to approximate the volumes of the SPWM and
DAB.
To find the effects on the power density of an inverter, a valid volumetric
approximation method had to be established and can be seen in Chapter 2.
This approximation is then be applied to the SPWM as well as the DAB to
predict the power densities of each circuit under different conditions.
From this volumetric approximation, circuits are optimised according to the
following specific requirements,
1. the switching frequency;
2. the use of Zero Voltage Switching;
3. the use of different modulation schemes;
4. the combination of the above requirements.
A comparison has been performed between the power densities of the opti-
mised SPWM and the inverter containing the DAB under each of the require-
ments listed above and is discussed in Chapter 5. Conclusions are made from
the comparisons between the volumes and trends of the SPWM and DAB.
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An attempt has been made to generalise the techniques in Chapters 3
and 4 that are used to approximate the volumes of these converters. This
is to allow for future work to occur where more topologies can be compared
without having to remodel the topologies used in this research.
The research structure is demonstrated in Figure 1.1 below. In each chapter,
this figure is used to demonstrate the knowledge areas covered and how each
chapter fits into the entirety of this research. For each topology, a basic circuit
is designed which leads to a first order volumetric approximation. The losses
are calculated, and the final volumetric approximation is found. Since the
losses contribute indirectly to the volume, an optimisation loop is added to
find the lowest volume by adjusting the circuit design to reduce the loss.
The conditions under which the Dual Active Bridge has a smaller
volume than the Sinusoidal Pulse Width Modulation Inverter
Establish relationships between design parameters for the Sinu-
soidal Pulse Width Modulation inverter and the Dual Active Bridge.
A volumetric approximation
of the Dual Active Bridge.
A volumetric approxima-
tion of the Sinusoidal Pulse
Width Modulation inverter.
Approximate the losses in the circuit.Approximate the losses in the circuit.
Initial volumetric approximation.Initial volumetric approximation.
Volume of energy storage components.Volume of energy storage components.
Circuit design.Circuit design.
O
ptim
ization
O
ptim
ization
Figure 1.1: The argument flow that is used to find the conclusion to this re-
search. Volumetric approximations are derived, and relationships are found
from these approximations.
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Many power converter topologies were investigated, and these are discussed
in this chapter. The final choices are summarised in Section 2.1 below. Further
depth and elaboration is provided in the sections following the summary.
2.1 Research Choices based on the Literature
After an investigation into the existing power converter topologies, the DAB
was chosen as the topology that would be used throughout this research. The
question may arise why a typical DC-to-DC converter is being used in a DC-
to-AC application. It is assumed that the switching frequency is much higher
than the fundamental output frequency, this means that over each switching
period, the converter is effectively a DC-to-DC converter. Krishnamurthy and
Ayyanar propose a topology that can be used for universal power conversion
[7]. The input and output terminals of this topology may be connected in par-
allel and series, allowing for this topology to be utilised in many applications.
This highly configurable and functional topology essentially contains a recti-
fier to a DAB, demonstrating the compatibility and functionality that the DAB
topology provides. The major reasons for the choice to use the DAB [8], [9] is
because it provides the following features,
• It allows for ZVS and, therefore, high-frequency switching.
• It provides isolation between the input and output ports.
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• It allows for the transfer of power in both directions.
• It supports many modulation techniques.
The DAB shows much potential as a DC-to-DC converter and has been used to
achieve extremely high power densities [3]. It has been applied in AC-to-AC
converters and has shown promising results. Qin and Kimball demonstrate
an AC-to-AC DAB that has an efficiency of over 90 % under full load condi-
tions using a DAB topology with four-quadrant switches [10]. Furthermore,
they have demonstrated the effectiveness of ZVS in this converter [11]. The
use of the DAB as an AC-to-AC converter does not seem to progress from the
contributions made by Qin and Kimball in 2009. Facchinello et al. [12] have
published a paper in 2016 on a hybrid DAB which applies a similar DAB AC-
to-AC converter in a multi-cellular (cascaded) fashion. Aside from this work,
there hasn’t been much movement to use the DAB in an AC application.
To approximate the volume of power converters, the energy storage devices,
as well as the thermal management systems, are investigated as these sig-
nificantly contribute to the volume [1]. The silicon components are assumed
to use a negligible amount of volume, however, their real contribution to the
volume of the circuit is in their losses which lead to larger heat sinks.
In the sections following, the choices that were made in this section are dis-
cussed in more depth and the volume of the reactive and thermal management
systems are defined.
2.2 Existing Topologies
A number of reviews have been performed on many inverter topologies. This
section outlines the important findings that these reviews present along with
the relationships that they share.
2.2.1 Multi-Level Inverters
The design of power converters seems to be moving towards what is known
as “multi-level” techniques. In the year 2000, Peng argued that there are
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three types multi-level converters: “cascaded, diode-clamped, and capacitor-
clamped” [13].
Multi-level diode-clamped and capacitor-clamped converters seem to focus
more on switching networks, these networks allow for the output voltage to
be changed depending on how the network is configured at that point in time.
Multi-level cascaded converters seem to focus on the use of many known
conversion topologies that are cascaded together to form a new topology with
additional functionality.
Rodríguez et al. indicate that industry is moving towards multi-level topolo-
gies [14], they present many of these topologies including a generalised diode-
clamped model first proposed by Peng [13]. Daher et al. agree that industry
is moving in this direction, however, balancing the capacitor voltages in these
multi-level systems is complicated. They, therefore, disagree with the notion
that industry will move to any systems that have more than three levels due
to the practical implications involved when increasing levels from this point
[15].
The aim of having multiple levels is to create a waveform that is closer to
the required output. This reduces the stress on the output filter and leads to
a decrease in the distortion of the filtered output waveform. As the number of
levels increases, the output waveform gets closer to the required waveform.
An inverter designer would take Peng’s “M-level” diode-clamped converter
and try to increase M to as high a number as possible [13]. However, due
to the control limitations mentioned by Daher et al. [15], one could conclude
that a designer would not be able to implement this model with real circuitry
and see Peng’s predicted results.
This is where multi-level cascaded topologies show promise. A good anal-
ogy to use for these topologies would be a comparison between a group of Dung
Beetles and an army of Ants.
If a stone is to be moved, how many Ants would need to be used compared to
the number of Dung Beetles?
Once these numbers have been established, the total volume of the number
of Dung Beetles versus the army of Ants can be calculated. In some cases,
the volume of the Ants may be less than the volume of the Dung Beetles,
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and in other cases, may be the opposite. This is the same for multi-cellular
topologies, the question of when it is beneficial to have multiple smaller cells
working together to achieve the same output as fewer larger cells is asked.
Kolar et al. have shown that there are cases where having a number of
smaller cells leads to extremely high power densities compared to other con-
verters that currently exist [3]. They achieved a 2.2 kWdm−3 density using
six cells. In this case, they found the power density to be higher using multi-
ple cells compared to a single cell converter. Kasper, Bortis, and Kolar state
that there is a relationship between the number of cells and the volume of
the converter. This relationship is, ideally, exponential in nature as shown in
Equation (2.1) [16],
V
V0
=
(
P
P0
) 3
2
(2.1)
where,
V0 volume of the original module;
V volume of the smaller module;
P0 processed power of the original module;
P processed power of the smaller module.
Although this is an ideal scaling law, it does show that there is a reason why
multi-level cascaded systems may have higher power densities when com-
pared to their single-level counterparts. Fundamentally, the cells that make
up a multi-level cascaded system are the same as a single-level converter with
lower requirements and specifications. Effectively, the power processed be-
tween each cell is reduced as the workload is spread between all of the cells.
In this research, the focus is put into optimising a single-level converter.
However, the topological choice of the single-level converter is one that sup-
ports multi-level cascading because this could lead to higher power densities.
What’s important to note here is the fact that, when designing a multi-level
cascaded system, the topology does not change in each cell and optimising the
power density of a single cell would lead to a higher power density in the en-
tire cascaded system.
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2.2.2 Multi-Stage Converters
Xue et al. [17], as well as Kjaer et al. [18] provide reviews on inverter topolo-
gies. Kjaer et al. focus on grid-connected applications whereas Xue et al. focus
on general single-phase inverter topologies. Both groups separate inverters
into two categories, single-stage inverters and multistage inverters.
A single-stage inverter converts directly from DC-to-AC, whereas, a multi-
stage inverter usually has a DC-to-DC converter and from that, a DC-to-AC
converter follows. The benefit of having a multi-stage inverter is that it allows
for a larger input voltage range because the DC-to-DC stage can adjust the
output to what is required for the DC-to-AC stage. This comes at the cost of a
higher component count and an increase in complexity.
Multi-stage inverters, in most cases, also offer isolation which can be bene-
ficial when applying Partial Power Processing (PPP) techniques. PPP involves
connecting the input and output terminal directly so, instead of processing all
of the power, the PPP converter only processes the power required that is
above or below the power being provided by the input. PPP is discussed fur-
ther in Chapter 5. It was not investigated in this research, but it does provide
benefits and should be considered in future work.
Xue et al. discuss the trend direction towards lower component counts in in-
verters and state that single-stage inverters offer lower component counts
over multi-stage inverters [17]. Kjaer et al. disagree with this trend by stating
that single-stage inverters, generally, should not be used unless no amplifica-
tion is required from the input voltage [18]. The metrics used to evaluate the
topologies reviewed are quite similar between groups. They both agree and
emphasise the importance of soft-switching.The differences show where Xue
et al. look at [17],
1. whether the topology is single-stage or multi-stage;
2. how power decoupling is achieved;
3. and whether isolation is possible.
Kjaer et al. use similar metrics but add to this theoretical analysis by demon-
strating practical parameters such as efficiency and THD [18].
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A single-stage or multi-stage inverter is a design choice, the importance here
is in the way that Xue et al. and Kjaer et al. see value in converter isolation.
The topological choice in this research takes this consideration into account
by ensuring that isolation between the input and output terminals is possible.
Not only does this agree with both groups, but it allows for the novel use of
the DAB as a DC-to-AC converter.
2.2.3 Topological Considerations
Based on the previous sections, there are a number of important factors that
were considered when choosing a topology to use for this research. The topol-
ogy should,
• Support multi-level configurations with preference on a cascaded system
over a diode-clamped or capacitor-clamped system.
• Provide the ability for soft-switching, thereby, allowing for the use of
high-frequency switching (the need for high-frequency switching is dis-
cussed further in Section 2.5.1).
• Allow for a number of modulation techniques to be applied, thereby, al-
lowing for many control methods to be implemented.
• Provide isolation between the input and output, thereby, supporting the
PPP configurations and any other configurations that require isolation.
Based on these requirements, the decision was made to utilise the Dual Ac-
tive Bridge. The concept of the Dual Active Bridge was published in 1992 by
Kheraluwala et al. [8] and has been widely used since (mainly in DC-to-DC
applications). It provides many benefits such as,
1. Soft-switching.
2. Isolation between the input and output terminals.
3. Control of the output voltage.
4. A large number of modulation scheme options to apply.
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Steigerwald et al. review high power DC-to-DC converters [19]. The baseline
comparison is the conventional H Bridge (discussed in Section 2.2.4). They
found that the Dual Active Bridge is ideal for applications when bidirectional
power flow is needed which allows for reactive output loads. Krismer adds to
the work published by Kheraluwala et al. [8] by performing detailed analysis
and modelling on the DAB [20] and outlines many loss models that can be
applied, different modulation techniques, and optimisation methods.
Much work has been performed on the DAB, and it has shown promising re-
sults. Qin and Kimball demonstrate the effectiveness of the DAB as an AC-to-
AC converter [11]. What is interesting to note here is that they aim to reduce
the bulk of passive components and they have achieved that aim. However,
what they have not shown is how the volume of these components change as
the design parameters of the DAB changes. There is a need for knowledge de-
velopment in this area. Not only can a comparison between the power density
of DAB and the power density of the SPWM be shown, but the relationships
between parameters and the volume of the DAB can be established.
It should be noted that the DAB in this research is used differently to the AC-
to-AC converter made by Qin and Kimball. In this research, the DAB creates
a full wave rectified sinusoidal output waveform. This waveform then enters
a low-frequency inverter stage to form the positive and negative half-cycles.
Qin and Kimball have an input voltage that moves between the positive and
negative domain and they modify this waveform into the AC waveform that
they require at the output.
2.2.4 Sinusoidal Pulse Width Modulation Inverter
The inverter that is used as the baseline comparison is the conventional H
bridge, shown in Figure 2.1 below, that is modulated to form a sinusoidal
output. This circuit uses a method of Sinusoidal Pulse Width Modulation
(SPWM) over an LC filter to create an AC output [21], [22]. The H Bridge
does not accommodate for soft switching because the direction of the current
through the inductor does not change direction over a switching cycle. In
other words, the current does not go from positive to negative or negative to
positive, it remains positive or negative through the whole cycle. This means
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that, when using this topology, the switching frequency is kept relatively low
to reduce switching losses. This does, however, impose stress on the filter as
the low frequency harmonic components are higher in magnitude compared
to those in a higher frequency waveform. The stress on the filter leads to the
need for larger inductive and capacitive components and this relationship is
demonstrated in Section 3.1.1.2.
In order to reduce the stress on the filter, the switching frequency should be in-
creased. There is a clear relationship between the filter stress and the switch-
ing losses in this circuit as well as the filter stress and volume of the filter
(through the cut-off frequency of the filter). The SPWM is analysed and pre-
sented in Chapter 3.
S1
S2
S3
S4
L
C
RL
Vin(t)
+
-
+ −
Vo(t)
Figure 2.1: The conventional H Bridge circuit, this circuit applies Sinusoidal
Pulse Width Modulation over the LC filter to create an AC output over R.
2.2.5 Modulation Techniques
Holmes and Lipo outline Pulse Width Modulation (PWM) in power converters
in great detail [23]. There are three main methods that affect the switch-
on times of a PWM waveform, these are naturally sampled, regular sampled,
and measured directly. To give a brief outline, Holmes and Lipo define these
methods as follows,
• Naturally sampled waveforms are PWM signals that trigger when the
carrier waveform intercepts with the required output waveform.
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• Regularly sampled waveforms are similar to the naturally sampled wave-
forms, however, the carrier waveform is sampled. In this case, the inter-
ception may be missed because the sample points are discrete, but this
system would switch on when there was a crossover between the previ-
ously sampled point and the current one.
• Direct PWM integrates the required waveform and creates a pulse that
shares the same area.
In the case of this research, regularly sampled PWM methods are used as
the calculations are done digitally. The simulations use digital inputs into the
switches and do not use comparators and other circuit components to form the
output SPWM waveform. This allows for consistency between the calculated
waveforms used in approximations and the simulation waveforms.
The SPWM waveform, in this case, is regularly sampled and the pulse widths
and start and end times do not change over each output waveform period.
It is a set waveform and does not change. A control technique could be ap-
plied to vary the switching times and pulse widths to ensure that the output
waveform matches the required output. However, this introduces a number of
complexities into the model. Instead of focusing on the circuit itself, the focus
changes to the modulation technique which drastically increases the scope as
a number of control techniques could be used. For this research, an open-loop
system is used to manage the scope.
2.3 Physical Volume Approximation
The first-order physical volumetric approximations of each circuit component
are based on pre-existing electromagnetic formulae. These formulae include
approximations for capacitors, inductors, high-frequency transformers, and
heat sinks. This chapter outlines these first-order approximations which are
used throughout the research to determine the approximate volumes of each
converter.
The work done by de Jong et al. [24] demonstrates how power electronic cir-
cuits can be printed and packaged to achieve high density packaging. It is
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important to note that the volumetric approximation in this research does not
consider the packaging of the circuit, but focusses on the individual volumes of
each component in the circuit. The reason for this is because there are many
ways to package the circuit in a 3-Dimensional space to optimise volume and
the aim of this research is to look at the circuit itself and not the placement of
each element.
2.3.1 Capacitors
The energy in a capacitor can be written as,
Ec = 12CV
2 (2.2)
where C is the capacitance of the capacitor and V is the voltage over the ca-
pacitor. If the capacitance is defined as the volume of the capacitor multiplied
by the density [25],
C =CvolCden (2.3)
where Cvol is the volume of the capacitor and Cden is the density of the capac-
itor. It can be seen that substituting Equation (2.3) into Equation (2.2) leads
to,
Ec = 12V
2CvolCden
Cvol =
2Ec
V 2
1
Cden
(2.4)
Equation (2.4) is utilised to determine the volume of the capacitor given a cer-
tain energy that must be stored. The capacitor density that is used in this
equation is discussed and defined in Section 2.4.1 below.
From Equation (2.4) it can be seen that the volume of the capacitor is depen-
dent on the energy stored by the capactor as well as the peak voltage require-
ment across the capacitor. In the case of this research, the voltage is chosen at
a fixed value to match the GLBC reqiurements. The voltage, however, is pa-
rameterised throughout this research meaning that the output voltage could
be changed the models would accomodate for this. Increasing the output volt-
age to decrease the volume of the capacitor was not considered in this research
due to the aim to achieve the GLBC requirements.
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2.3.2 Inductors
The energy stored by an inductor can be written as,
EL = 12LI
2 (2.5)
where L is the inductance, and I is the current through the inductor.
L= N
2
R
R= lc
µ0µr Ac
I = Hlc
N
B=µ0µrH
(2.6)
where,
N number of turns or windings;
µ0 the magnetic constant;
µr the relative permeability;
Ac the cross-sectional area of the core;
lc the length of the core;
B flux density through the core;
H magnetic field strength.
This leads to the equation,
Aclc = 2µ0µrB2 EL (2.7)
where Aclc is effectively the volume of the inductor (it is the volume of the core
of the inductor without winding contribution). The alternative to calculating
the volume of an inductor is similar to that mentioned in Section 2.3.1,
Lvol =
2EL
I2
1
Lden
(2.8)
where Lvol is the volume of the inductor and Lden is the energy storage density
of the inductor. In this case, the volume of the inductor is seen to be related
to the energy stored as well as the peak current through it. The peak current,
I, is extremely important in this case because both the SPWM and the DAB
have high frequency currents that move through the circuit and the peaks of
these currents have an impact on the volume of the inductor. It should be
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noted that the winding volume of the inductor is not considered in order to re-
duce complexity of the volumetric approximation by removing the dependence
on the core shape. Taking the winding volume into account would reduce the
magnetic energy storage density if it were considered but would introduce the
need to calculate the number of turns each time an inductor is required in the
circuit design. Instead, a standard inductive density is used, this density can
be modified if the winding density needs to be considered. Considering the
winding volume in the inductor design is discussed in further detail in Chap-
ter 5.
The volume of the inductor can be calculated using Equation (2.8), and this
equation is used throughout this research. The density of the inductor is dis-
cussed and defined in Section 2.4.2.
2.3.3 High-Frequency Transformer
The standard E-core may be defined using the dimensions presented in Fig-
ure 2.2 below [26]. In this case, the volume of the core can be calculated as,
Vcore = 2d1h1w−2h2w(d2−d3) (2.9)
The windings contribute significantly to the volume of the core as well. Hur-
ley, Gath, and Breslin [27] mention methods in which to minimise the losses
in multilayer transformers. From their findings, one can establish the number
of layers required to minimise the loss. This, however, adds additional com-
plexity to the model. Instead of calculating the volume of the winding based
on the number of layers required, it was decided to reverse the design flow.
The E-core that can provide the required winding window size is chosen, and
the winding volume is assumed to take up all of the window space. The reason
that the full winding volume is assumed, is to reduce complexity and it means
that the optimal E-core would be used during the design process. The addi-
tional space provided when windings are not there would not be considered as
a reduction in volume, forcing the transformer designer to use a smaller core
if the winding window is not utilised fully.
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d1
w
d2d3
h1
h2
Figure 2.2: The dimensions used to calculate the volume of a standard E-core,
provided by The International Magnetics Association [26].
As demonstrated in Appendix C, the smallest E-core that fits the winding
requirement is chosen in the design of the DAB. This is discussed in more
detail in Chapter 4. This simplifies the approximation of the volume of the
transformer because the volume of the core, as well as the windings, can be
calculated using the standard E-core dimensions. The volume of the windings
is calculated as a cuboid that fits around the central arm and fills the winding
window,
Vwire = 2
(
d2−d3
)
h2
(
w+d2
)
(2.10)
The final volume of the transformer is the combination of the core and the
windings,
Vt =Vcore+Vwire (2.11)
The volumes of these standard E-cores are given in Table 2.1. These volumes
will be used in the calculation of the volume of the DAB.
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Table 2.1: The volumetric approximations calculated using standard E-core
dimensions as well as an approximated winding window volume and cross-
sectional area.
Name Vcore Vwire Vtot Ae
cm3 cm3 cm3 cm2
E13/4 0.419 0.735 1.154 0.137
E16/5 0.892 1.487 2.379 0.221
E20/6 1.733 2.815 4.548 0.348
E25/7 3.543 4.927 8.470 0.563
E32/9 7.032 11.464 18.496 0.903
E42/15 18.513 27.094 45.607 1.800
E42/20 24.684 30.039 54.723 2.400
E55/21 47.552 50.952 98.504 3.570
E55/25 56.610 54.349 110.959 4.250
E65/27 86.378 87.308 173.686 5.400
where,
Ae = d3×w, the cross sectional area;
2.3.4 Heat Sink
There are many ways to configure a heat sink. For instance, in the same
volume, a heat sink could contain five 1mm thick plates with a 2mm gap be-
tween each, or, three 1mm thick plates with 5mm gaps between them. There
are many possibilities that could lead to the heat sink performing differently
in this research. Due to this, the optimisation of the heat sink is out of the
scope of this research.
Instead of performing this optimisation, the heat sink is parameterised
as a volume that specifies the rate at which Watts are dissipated per sec-
ond. Billings defines the thermal radiation properties of certain metals as a
function of the heat sink temperature definition, which can be used to approx-
imate the volume requirement of a heat sink [28]. In this case, matt painted
aluminium with a 100◦C differential is just under 0.8Win−2. This property
is for a metal plate that radiates heat on both sides. Metal fins on heat sinks
vary in widths, additionally, the air gaps between them vary. Assuming that
the fin and the air gap are about 2mm wide, the heat sink density, Dhs, is
approximately,
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Dhs ≈ 620kWm−3 = 0.62Wcm−3 (2.12)
Again, this is a very rough approximation, however, in the research that fol-
lows, the models are parameterised, and Dhs can change. Furthermore, the
volumes of these models for different values of Dhs are investigated to demon-
strate how volumes would change with a change in heat sink density. This
means that the specific value of Dhs is not vital, provided that it is in the same
order of magnitude as the real world, as it is changed to show how the volumes
of these converters would change with improvements in its density. This den-
sity focuses on naturally cooled heat sinks, changing the cooling mechanism
to use moving air or water would have a dramatic effect on the density. These
other cooling mechanisms will not be considered in this research. However,
since the density is parameterised as Dhs, it would be possible to see the ef-
fects of these cooling systems in the models derived throughout this research
by substituting Dhs with the densities provided by these technologies. Fig-
ure 2.3 demonstrates the size of a heat sink that would be able to remove
approximately 77.5W from the system. This figure is solely used to demon-
strate what 620 kWm−3 represents in this research and what size the heat
sink would be if it were ten times smaller or even one hundred times smaller.
5cm
5cm
5cm
Figure 2.3: The size of a heat sink that would dissipate approximately 77.5W.
This heat sink is 125cm3 and is drawn to scale.
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2.4 Energy Storage Potentials of Existing
Technology
The energy storage potential of the filter components are calculated as,
EC =
1
2
CV 2C(p) (2.13)
EL =
1
2
LI2L(p) (2.14)
where VC(p) is the peak voltage over the capacitor and IL(p) is the peak current
through the inductor. Inductors and capacitors have different energy densi-
ties. Defining the energy density of the inductor as Wm and the energy density
of a capacitor as We, Equation (2.13) can be written as follows,
EC =CvolWe
Cvol =
1
2We
CV 2C(p) (2.15)
where Cvol is the physical volume of the capacitor, and We is the energy den-
sity of an electric field in a capacitor.
Additionally, Equation (2.14) can be written as,
EL = LvolWm
Lvol =
1
2Wm
LI2L(p) (2.16)
where Lvol is the physical volume of the inductor and Wm is the energy density
of the magnetic field from an inductor.
The total volume of the filter is then determined using Equations (2.15) and (2.16),
Fvol =Cvol+Lvol
= 1
2We
CV 2C(p)+
1
2Wm
LI2L(p) (2.17)
Albert Eßer analyses energy densities for electric and magnetic fields in air.
Given that the electric field breakdown voltage in air is about 3MVm−1, he
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finds the energy density of an electric field through air has a maximum value
of [29],
We ≈ 40kJm−3 (2.18)
Given that the maximum magnetic field strength is about 400mT through air,
the maximum density of a magnetic field through air is about [29],
Wm ≈ 64kJm−3 (2.19)
In this case, the volume of the filter would be reduced if it were to have a large
inductor and small capacitor. However, capacitors use dielectrics to increase
the breakdown voltage between the plates. Additionally, inductors are not
just air gaps, they contain cores with windings around them. The energy
storage densities used during the filter design are discussed in Sections 2.4.1
and 2.4.2 below. In these sections, it is shown that capacitors have higher
power densities than inductors when analysing current technology.
2.4.1 Capacitive Energy Density
A dielectric used in a capacitor changes the energy density due to the change
in permittivity. The relative permittivity of a dielectric can be written in the
following way,
εr = ε
ε0
(2.20)
where,
εr relative permittivity of the dielectric;
ε permittivity of the dielectric;
ε0 ≈ 8541878×10−12, vacuum permittivity.
The energy density of a dielectric is calculated using the following equation,
We = 12εrε0E
2 (2.21)
where E is the perpendicular electric field through the dielectric.
Chen investigated capacitors with the highest energy density in 2012 with
the help of Page [30]. He found the Panasonic Series EE type A capacitor to
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have the highest energy density (from the set of electrolytic capacitors) with a
density of [30],
We = 656.5mJcm−1 = 656.5kJm−3 (2.22)
Throughout this research, the value of 656.5 kJm−3 is used as the energy den-
sity for a capacitor. The energy density of the capacitor is parameterised in
the models which means that it can be changed as the densities in industry
improve.
2.4.2 Inductive Energy Density
The inductor is designed using a toroid as the core with an air gap to store
the magnetic energy. Current technologies utilise soft magnetic composites to
form the core. These composites are ferrite particles that have a layer of in-
sulation around them, this method of insulating individual particles reduces
eddy current losses and reduces loss at higher frequencies [31]. This method
effectively alters the permeability in the core. To model this effect, these com-
posite ferrite cores are made to look like a pure ferrite core with an air gap in
the following way,
Vc =VFe+VAir (2.23)
where,
Vc volume of the composite core which is based on current technologies;
VFe volume of pure ferrite in the model core;
VAir volume of the air gap in the model.
The weighted permeability of the actual core and the model needs to be the
same which leads to,
µcVc =µFeVFe+µAirVAir (2.24)
where,
µc permeability of the composite core which is based on current tech-
nologies;
µFe permeability of pure ferrite in the model core;
µAir permeability of the air gap in the model.
Substituting Equations (2.23) and (2.24) leads to the following relationship,
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VAir
Vc
= µFe−µc
µFe−µAir
(2.25)
From this relationship, a method for calculating energy density of toroidal in-
ductors based on current technology has been derived. Toroids manufactured
by Ferroxcube are made from a number of compounds, however, the 4C65
material is an applicable material due to the relatively low permeability and
relatively high saturation flux density compared to the other materials that
Ferroxcube provides. The 4C65 material has a relative permeability of 125
and a saturation flux density of 380mT [32]. Using the following permeability
values,
µc ≈ 200Hm−1 (2.26)
µFe ≈ 5000Hm−1 (2.27)
µAir ≈ 1Hm−1 (2.28)
the energy density of a core of this type would be,
Wm = 12
5000−125
5000−1
1
(4pi×10−7)(1)(380×10
−3)2
≈ 56.03kJm−3 (2.29)
TDK provides toroids made from the K1 material [33]. This material has
a relative permeability of 80 and a saturation flux density of 310mT. The
energy density of this core is calculated as,
Wm = 12
5000−80
5000−1
1
(4pi×10−7)(1)(310×10
−3)2
≈ 37.633kJm−3
Throughout this research, the value of approximately 56.03 kJm−3 is used
as the energy density for an inductor. Similarly to Section 2.4.1, the energy
density is parameterised in the models throughout this research allowing for
the value to change as these densities improve in industry.
23
2.5. Techniques for Increasing Power Density
2.5 Techniques for Increasing Power Density
Kolar et al. [2], as well as Mirjafari et al. [34], discuss the general limitations
of power electronics and mainly consider the following aspects to be the most
important,
1. Weight
2. Volume
3. Losses
4. Cost
5. Failure Rate
The limitations by both groups are found by applying Pareto Frontiers to cir-
cuit models. There is no contradiction between the two research groups in
what they believe are the major limiting elements in power electronics. A
slight difference between the two groups is that Mirjafari et al. focus more
specifically on inverters, whereas, Kolar et al. discuss power electronics more
generally. Mirjafari et al. discuss specific modules that make up an inverter
and optimise the inverter on a component level. Once the design has been
optimised, it is classified by the volume, weighted efficiency, and failure rate
to find the optimal results. It can be seen from both cases that, although the
power density depends on the volume of the circuit, many factors influence
the overall power density and volume of the converter.
2.5.1 High-Frequency Switching
It is generally accepted that higher frequencies lead to smaller reactive com-
ponents. Kolar et al. provide an optimisation graph where they demonstrate
the the power density, ρ, increases as the switching frequency, fP, increases
[2]. As the switching frequency increases, the efficiency, η, decreases. What
can be seen in their optimisation is that a switching frequency increase leads
to an increase in power density but the power density begins to taper off at
higher frequencies. One can conclude from their research that moving to
higher switching frequencies is beneficial to an extent and after that point,
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losses and other factors lead to the power density remaining the same (or pos-
sibly decreasing).
In this research, the switching frequency is limited to compare the topologies
in the case study. More detail is discussed in Section 2.6.1 below.
2.6 System Specifications
The design of this inverter is based on constraints implemented by the GLBC
due to its current relevance. The specifications that this inverter should ei-
ther match or improve are presented in Table 2.2.
The comparisons between the SPWM and DAB are based on these specifi-
cations for this research. However, the models are parameterised for each
topology so that these specifications can be adjusted to see their effects on the
power densities of each converter.
The output frequency used in this research is 60 Hz. Although South Africa
uses 50 Hz, this research uses 60 Hz to match the specifications of the GLBC.
Again, the output frequency, fo, is parameterised and can be changed to 50 Hz
in the models if needed.
Table 2.2: The specifications on which designs throughout this research are
based. These specifications mirror the Google Little Box Challenge [6].
Specification Name Specification Value
Input Voltage, Vin 450V (DC)
Input Power, Pin 2kW
Peak Output Voltage, Vo(p) 339V
Output Frequency, fo 60Hz
Total Harmonic Distortion (THD) 5%
Output Current Ripple 5%
Output Voltage Ripple 5%
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2.6.1 Switching Frequency Limitation
A comparison is made between the SPWM and the DAB as an inverter in this
research. The simulated frequency ranges for the SPWM and the DAB were
kept relatively similar in order for the models and comparisons to overlap.
The SPWM is simulated between a range of 6 kHz and 72 kHz and the DAB
is simulated between 24 kHz and 72 kHz. The reason for the discrepancy be-
tween the SPWM and DAB starting frequencies is due to the assumption that
the most optimised SPWM volume would be at a relatively low range com-
pared to the DAB. This assumption was verified in the research and can be
seen in Chapter 5 where the SPWM reached a minimum volume at a low fre-
quency and the volume of the DAB continued to decrease as the frequency
increased. Appendices B and D show the simulation instructions as well as
the simulation results and waveforms for the SPWM and DAB respectively.
2.6.2 Load Resistance
The load resistance used in this research is purely resistive to reduce the
complexity of the models. It is chosen using the following formulae,
Po(t)=
Vo(p)2
R
sin2(2pi fot)
〈Po(t)〉 =
Vo(p)2
R
1
To
∫ To
0
sin2(2pi fot) dt
〈Po(t)〉 = 12
Vo(p)2
R
R = 1
2
Vo(p)2
〈Po(t)〉
(2.30)
Using an ideal output power of 2 kW, the load resistance is found to be R =
28.8Ω.
2.7 Summary
This chapter has provided the base knowledge required to approach this re-
search. Figure 2.4 below demonstrates how this knowledge contributes to the
entirety of the research at hand. The most important points to take from this
chapter are,
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• A number of topologies for inverters have been reviewed. The important
factors that should be considered are,
– Multi-level cascaded systems.
– Soft-switching support which allows for high-frequency switching.
– Isolation between the inverter input and output.
– The ability to use different modulation schemes which allows for
more forms of control to be applied.
• The DAB has been chosen as the topology that will be investigated for
the relationships between volume and high-frequency switching, Zero
Voltage Switching, and modulation schemes due to the functionality it
offers as a DC-to-DC converter.
• When modelling the volume of capacitors, an energy density of 656.5 kJm−3
is used.
• When modelling the volume of inductors, an energy density of 56.03 kJm−3
is used.
• The heat sink density used in this research is 620 kWm−3 and focuses
on naturally cooled heat sinks. Other cooling systems are not considered
in this research, however, the heat sink density value can be changed to
model these other systems.
• All density values are parameterised in the research to allow for them
to change as industry progresses. This means that the models are not
locked into current technologies and current energy densities.
• A frequency of 60 Hz is used in this research in order to fit the GLBC
specifications even though South Africa would require a 50 Hz inverter.
• The load resistance used in the models throughout this research is cho-
sen to be 28.8Ω which is calculated as the optimal load for a 2 kW av-
erage output power that is sinusoidal at 60 Hz with a peak voltage of
339 V.
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The conditions under which the Dual Active Bridge has a smaller
volume than the Sinusoidal Pulse Width Modulation Inverter
Establish relationships between design parameters for the Sinu-
soidal Pulse Width Modulation inverter and the Dual Active Bridge.
A volumetric approximation
of the Dual Active Bridge.
A volumetric approxima-
tion of the Sinusoidal Pulse
Width Modulation inverter.
Approximate the losses in the circuit.Approximate the losses in the circuit.
Initial volumetric approximation.Initial volumetric approximation.
Volume of energy storage components.Volume of energy storage components.
Circuit design.Circuit design.
O
ptim
ization
O
ptim
ization
Figure 2.4: The contribution to the overall argument provided by Chapter 2.
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The Sinusoidal Pulse Width Modulation
Inverter 3
The Sinusoidal Pulse Width Modulation (SPWM) inverter varies the duty cy-
cle of a PWM signal to average a sinusoidal waveform more closely than a
square wave that is switching at the sinusoidal wave’s fundamental frequency.
This reduces the power in the lower harmonics, thereby, reducing the filter re-
quirements on the output.
The chapter flow is demonstrated in Figure 3.1 below. The switching fre-
quency is changed until the optimal volume for the SPWM inverter is found.
The SPWM waveform generation, as well as the filter required to reduce the
harmonic content of this waveform over the output is discussed in Section 3.1.
Once the filter specifications have been found, the semi-conductive losses are
found and this is covered in Section 3.2, losses due to the inductor aren’t con-
sidered in the loss approximation to simplify the model. This allows for the
relationships between the design parameters and the volume of the inverter
to be established which is covered in Section 3.4. Finally, the “best of class”
SPWM inverter that meets the system specifications mentioned in Table 2.2
is found and this model is used to compare to the topology discussed in Chap-
ter 4.
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The SPWM that meets the system specifications and is
“best of class” is chosen for comparison to other topologies.
The relationships are established between the de-
sign parameters and the volume of the SPWM.
The overall volume of the SPWM inverter is calculated.
The losses are calculated and the size of the heatsink required is found.
The filter that leads to a THD of 5 % is found
and the volume of this filter is approximated.
A switching frequency, fs, is chosen.
O
ptim
ization
Figure 3.1: The process followed to approximate the SPWM inverter volume
and find the SPWM inverter that has the smallest volume that meets the
system requirements.
3.1 Ideal Model
The ideal model involves the volumetric approximation of the filter. No losses
are taken into account in this model, the approximation that takes loss into
account is described in Section 3.2.
3.1.1 Waveform
The unipolar SPWM works on a system of finding the points of intersection be-
tween a triangular waveform and two control signals. The first control wave-
form is the required output waveform and the second is the negative of the
first. The second may also be described as the first with a phase difference of
pi radians. The triangular wave has the amplitude of the DC input voltage,
Vin, and the frequency is the switching frequency, fs, of the inverter. A graph-
ical demonstration of these waveforms is given in Figure 3.2. It is important
to note that the switching frequencies, fs, used throughout this section are
chosen to be integer multiples of the output frequency, fo. In mathematical
terms,
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fs = nfo, n ∈ W (3.1)
This ensures that the triangular waveform fits over the output waveform and
is able to share the same period, allowing for the calculation of the intercept
times using the methods defined in Section 3.1.1.1.
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Figure 3.2: The control waveforms superimposed on a triangular waveform to
form the PWM waveforms, VA(t) and VB(t). Image adapted from [21].
SPWM inverters use bipolar or unipolar techniques to modulate the output
waveform. Given a DC input voltage, Vin, a bipolar SPWM inverter switches
between +Vin and −Vin as seen in Figure 3.3, whereas the unipolar SPWM
switches between +Vin and 0V for the first half-cycle and it switches between
−Vin and 0V for the second half-cycle as shown in Figure 3.4.
The use of the unipolar technique effectively doubles the switching har-
monic position in the frequency spectrum because there are effectively two
pulses in a switching window instead of one. The frequency spectrum of the
the unipolar and bipolar waveforms are demonstrated in Figure 3.5 to demon-
strate this effect. The unipolar technique creates less of a strain on the filter
allowing for smaller inductor and capacitor values at the cost of more compli-
cated control of the switches. The SPWM modules modelled in this section are
unipolar since they lead to a reduction on the filter requirements.
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The square waveforms used to develop the SPWM output are determined by
using the waveforms in Figure 3.4. The first square waveform, VA(t), is deter-
mined by finding the intersection times between the Positive Control Signal,
CA(t), and the triangular waveform, T(t) using the following equation,
VA(t)=
Vin T(t)≤CA(t)0 T(t)>CA(t) (3.2)
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Figure 3.3: The creation of a bipolar SPWM waveform using a single control
waveform and a triangular waveform. Adapted from [21].
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The second square waveform, VB(t), is determined using the Negative Control
Signal, VB(t), and the triangular waveform, T(t) using the following equation,
VB(t)=
Vin T(t)≤CB(t)0 T(t)>CB(t) (3.3)
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Figure 3.4: The creation of the unipolar SPWM waveform by using two control
waveforms along with the triangular waveform. This modulation technique ef-
fectively doubles the switching frequency. The increase in switching frequency
reduces the stress on the filter, thereby, reducing the size of the filter. Adapted
from [21].
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(a) Bipolar SPWM waveform frequency spectrum.
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(b) Unipolar SPWM waveform frequency spectrum.
Figure 3.5: The frequency spectra of the bipolar and unipolar SPWM wave-
forms. In this case, Vin = 450V, Vo = 240Vrms, fo = 60Hz, and fs = 12kHz.
Finally, the SPWM waveform is created by combining Equations (3.2) and (3.3),
V out(t)=VA(t)−VB(t) (3.4)
Equation (3.4) defines a continuous equation and the Fourier Series of this
equation can be found. Finding the Fourier Series of this equation allows
one to find the harmonics that dominate the waveform. There are two major
benefits that this information provides,
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1. The THD can be calculated using these harmonics.
2. The filter characteristic can be applied to these harmonics directly and
the new THD can be found.
This enables the design of the filter to be based on the THD of the output
waveform. This is a different technique to the conventional design method
where the filter is chosen based on the output ripple. The process of finding
the analytical solution in Equation (3.4) is completed in a number of steps,
finding the analytical solution for Equations (3.2) and (3.3) is not simple and
this process is described in Section 3.1.1.1.
3.1.1.1 Creating an Analytical SPWM Waveform
In order to calculate VA(t) and VB(t), Equations (3.2) and (3.3), the intersec-
tion times between the control signals and the triangular waveform need to
be found. The triangular wave can be generated using a piecewise model that
is a combination of lines with positive and negative gradients. Given a trian-
gular waveform of amplitude, Vin, and frequency, fs, and the required output
waveform being a sinusoid with an amplitude, Vo(p), and frequency, fo, the
piecewise breakdown of Figure 3.2 can be seen in Figure 3.6 below. Each line
with a positive gradient as seen in Figure 3.6a, can be written in the following
form,
Tp(t,k)= 4Vin fst−Vin(4k+1), k ∈ Z (3.5)
And each line with a negative gradient as seen in Figure 3.6b, can be written
as,
Tn(t,k)=−4Vin fst+Vin(3+4k), k ∈ Z (3.6)
In both cases, the first line that is seen in Figures 3.6a and 3.6b is when k= 0.
Each time k increases in Equations (3.5) and (3.6), the respective lines in Fig-
ures 3.6a and 3.6b are shifted to the right.
There is not a closed form solution to solve for the intercept points between
a line and a sinusoidal waveform, since the possibilities could be infinite de-
pending on the gradient of the line. However, in this case, the gradient is ex-
tremely high which means there is just one intercept point between each line
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from the triangular waveform and the sinusoidal waveform. Kepler’s Equa-
tion discussed in Appendix A demonstrates a solution that is extremely close
to a closed form solution. The points of intersection are found with an error of
less than 10−9 and are used to form VA(t) and VB(t). As mentioned in Equa-
tion (3.4), this leads to the output SPWM signal.
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(a) Positive Gradient Lines from the Triangular Waveform.
0 1
10To
2
10To
3
10To
4
10To
5
10To
6
10To
7
10To
8
10To
9
10To To
-Vin
− 45Vin
− 35Vin
− 25Vin
− 15Vin
0
1
5Vin
2
5Vin
3
5Vin
4
5Vin
Vin
TIME (s)
V
O
L
T
A
G
E
(V
)
(b) Negative Gradient Lines from the Triangular Waveform.
Figure 3.6: A Piecewise Line Breakdown of the Triangular Waveform Super-
imposed over the Control Signals.
Once the SPWM output waveform has been established, the Fourier Series
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can be used to determine the THD, this is explained in Appendix A.1. As
mentioned previously, the use of the Fourier Series allows for the direct ap-
plication of the filter characteristic to calculate the effect of the filter on the
output THD which is discussed further in Section 3.1.1.2.
3.1.1.2 The Filter Characteristic
Figure 3.7 demonstrates the low pass filter that is used in the SPWM inverter.
The filter is designed by determining a required cut-off frequency, fc, and cal-
culating the L and C values required to get this cut-off point. Comparing the
transfer function from the LC filter in the inverter,
H(s)=
1
LC
s2+ 1RC s+ 1LC
(3.7)
to the generic second order filter transfer characteristic,
H(s)= ω
2
c
s2+2ζωcs+ω2c
(3.8)
where,
ωc = 2pi fc, cut-off frequency;
ζ damping coefficient.
Reveals the following relationships,
ω2c = 4pi2 fc2 =
1
LC
(3.9)
2ζωc = 4ζpi fc = 1RC (3.10)
L
+ −VL(t)
iL(t)
C
+
−
Vc(t)
ic(t)
R
+
−
Vo(t)
io(t)
VSPWM(t)
+
-
Figure 3.7: The current and voltage directions utilised in calculations used
through the SPWM design.
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It can be seen from Equation (3.9) that as fc increases, the LC ratio decreases.
This leads to less stress on the filter. As demonstrated in Section 2.3 the
smaller L and C values reduce the volume of the filter. Equation (3.10) demon-
strates that adjusting the damping coefficient, ζ, has an effect on the filter.
Choosing values for fc and ζ allows for the required L and C values to be
determined,
C = 1
4ζpi fcR
(3.11)
L= ζR
pi fc
(3.12)
The filter characteristic calculated using the L and C values from Equations (3.11)
and (3.12) are applied to the Fourier Coefficients of the SPWM output and the
Total Harmonic Distortion is calculated. It should be noted that the damping
coefficient, ζ, is optimised uring this choice as it effects the volume of the filter.
This optimisation is demonstrated and discussed later in this chaper in Equa-
tion (3.24). The number of coefficients used to calculate the Fourier Series is
chosen to be,
Nc = 10 fsfo
(3.13)
where Nc is the number of coefficients used in the series. This means that the
first ten harmonics of the switching frequency are included in the THD calcu-
lations. Looking at Figure 3.5b, it can be seen that these harmonics are not
negligible and should be included in calculations. There are many parameters
that have an effect on the THD and the filter requirements of the system and
these are demonstrated in Table 3.1 below.
In order to find the SPWM inverter with the smallest volume, the filter that
has the smallest volume needs to be selected, however, the filter also needs
to ensure that the inverter meets design requirements for THD. In order to
choose the smallest filter, all filters that allow for a THD of 5% or more are not
considered and the optimization process continues. The volume of the filter
is then determined using Equation (2.17) with the energy densities defined in
Equations (2.22) and (2.29):
Ffil =
1
2We
CV 2C(p)+
1
2Wm
Li2L(p)
=
CV 2C(p)
2(656.5×103) +
Li2L(p)
2(4.124×103) (3.14)
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It can be seen from Equation (3.14) that it is still dependent on the peak volt-
age over the capacitor and the peak current through the inductor. The ca-
pacitor peak voltage is modelled ignoring the harmonics, in other words, it is
assumed that the voltage from the capacitor is defined as,
V c(t)=Vo(p) sin(2pi fot+φ) (3.15)
where φ is the phase caused by the capacitor and inductor that make up the
low pass filter. Although the phase is shown in this equation, it is regarded
as negligible for the approximations that follow, as these phase angles have
been found to be very small and it simplifies the approximation when they are
ignored.
Equation (3.15) ignores the voltage ripple and shows that the approximate
peak voltage over the capacitor is Vo(p). The peak current through the inductor
is modelled as the maximum current due to the 60Hz sinusoidal output along
with the ripple from the widest possible pulse width. Figure 3.8 demonstrates
when the PWM signal would be on for the longest time. Since the output
Table 3.1: Parameter effects on Total Harmonic Distortion and their Effects
on the Filter Specifications
Parameter Relationship
Vin As the input voltage increases, the SPWM signal changes be-
cause VA(t) and VB(t) are on for shorter periods of time.
fs The switching frequency pushes the switching harmonics up
as it increases because it allows for an increase in the cut-off
frequency.
fc Increasing the cut-off frequency of the filter reduces the size
requirements of the L and C components. This can have an
adverse effect on the output waveform because frequencies
below the cut-off frequency will not experience large attenu-
ations, this means that if there are large harmonics close to
the fundamental frequency, they will be seen in the output
wave.
ζ Changing the damping coefficient affects the response time
of the filter and, therefore, has an effect on the harmonics.
The value for the damping coefficient changes according to
the THD as demonstrated in Figure 3.9.
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Figure 3.8: High-Frequency Triangular Waveform over the Peak of a Sinu-
soidal Waveform.
depends on both VA(t) and VB(t), the longest possible time that the SPWM
would be on for is when it is forming the peak output voltage. This time is
related to the modulation index described in Equation (A.4) and is calculated
as,
Ton = m2 fs
(3.16)
As mentioned in Appendix A, the modulation index is calculated as,
m= Vo(p)
Vin
This leads to the maximum ripple current of,
iL(r−max) =
1
L
∫ m
2 fs
0
Vindt
= m
2Lfs
Vin (3.17)
Equation (3.17) demonstrates that as the switching frequency increases the
ripple current decreases as expected. It also shows that the peak frequency
is reliant on the input voltage, the inverse of the switching frequency and the
inverse of the inductor. This means that the peak current could be decreased
by increasing the switching frequency or increasing the size of the inductor.
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The result of Equation (3.17) can now be added to the peak sinusoidal current
through the resistor. The current through the inductor can be calculated using
Kirchoff ’s Current Law, the current directions are presented in Figure 3.7,
iL(t)= io(t)− ic(t)
= Vo(p)
R
sin(2pi fot)−C ddt
(
Vo(p) sin(2pi fot)
)
= Vo(p)
R
sin(2pi fot)−2pi foCVo(p) cos(2pi fot) (3.18)
From this equation, the peak current is calculated by finding the turning
points by setting the derivative to zero,
diL(t)
dt
= Vo(p)
R
2pi fo cos(2pi fot)+CVo(p)(2pi fo)2 sin(2pi fot) (3.19)
This leads to the following,
0= Vo(p)
R
2pi fo cos(2pi fotL(peak))+CVo(p)(2pi fo)2 sin(2pi fotL(peak))
tL(peak) =
1
2pi fo
arctan
( −1
2pi foRC
)
Which leads to the peak sinusoidal current through the inductor,
IL(p−sine) =
∣∣iL(tL(peak))∣∣
=
∣∣∣∣Vo(p)R sin
(
2pi fo
1
2pi fo
arctan
( −1
2pi foRC
))
−2pi foCVo(p) cos
(
2pi fo
1
2pi fo
arctan
( −1
2pi foRC
))∣∣∣∣
= Vo(p)
R
√
1+ (2pi foRC)2
(3.20)
The peak current through the inductor is the combination of Equations (3.17)
and (3.20) defined as,
iL(p) = IL(p−sine)+ iL(r−max)
= Vo(p)
R
√
1+ (2pi foRC)2+ m2Lfs Vin
(3.21)
The ripple current is calculated as the worst case scenario. It is unlikely for
the current through the inductor to reach this value, however, it is possible
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if the peak output voltage is equal to the input voltage demonstrated in Fig-
ure 3.8.
The final equation for approximating the volume of the filter is a combination
of Equations (2.17), (2.22), (2.29), (3.15) and (3.21). Equation (2.17) is used as
the basis for this approximation,
Fvol =
1
2We
CV 2C(p)+
1
2Wm
LI2L(p)
The values for We = 656.5kJm−3 and Wm ≈ 56.03kJm−3 are taken from Equa-
tions (2.22) and (2.29). Finally, the peak values VC(p) and IL(p) are found using
Equations (3.15) and (3.21) respectively. These substitutions lead to the for-
mula used to approximate the volume of the filter as follows,
Ffil(L,C, fs,Vin)=
C
2
m2Vin2
We
+ L
2
(
Vo(p)
R
√
1+ (2pi foRC)2+ m2Lfs Vin
)2
Wm
(3.22)
Substituting Equations (3.11) and (3.12) into Equation (3.22) above shows the
relationship with respect to the damping and the cut-off frequency. These
values directly affect the volume in the following way,
Ffil(ζ, fc, fs,Vin)=
1
8ζpi fcR
m2Vin2
We
+ ζR
2pi fc
(
Vo(p)
R
√
1+
(
fo
2ζ fc
)2
+ pimfc2ζR fs Vin
)2
Wm
(3.23)
The local minimum of this equation is found with the following derivative,
∂
∂ζ
Fvol(ζ, fc, fs,Vin)= 0 (3.24)
As described in Section 2.6.2, the load resistance is kept at a constant purely
resistive value of 28.8Ω. Since fs and Vin are specified, only fc is unknown in
Equation (3.24) and the ζ that leads to the smallest volume (while still meet-
ing the THD requirements), ζ∗, can be defined in terms of fc. From Equa-
tion (3.23) it can be seen that the volume is non-linearly dependent on the
cut-off frequency. As the cut-off frequency becomes very small or very large,
the volume increases. This is found by looking at the powers of fc in the
numerator and the denominator. In the first term of Equation (3.23) there
is 1fc and in the second term there is
fc
1 . Ideally the cut-off frequency would
be chosen to lead to the lowest volume, however, the THD could be higher
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than 5% in this case. This means that not all values of ζ and fc lead to a
viable solution. It is possible to solve for the value of ζ∗ in terms of fc using
Equation (3.24). However, the solution is extremely long and complicated and,
although it works, it is less complicated to find the optimal point numerically
using the following process,
1. Create a vector of ζ values.
2. Find the cut-off frequencies, fc, that lead to a THD that meets the re-
quirement.
3. Calculate the volumes of each option that meets the requirement and
choose the value of ζ that leads to the smallest volume.
In its entirety, the process followed to find the optimal volume of the low pass
filter used in a unipolar SPWM is defined below and is demonstrated visually
in Figure 3.9.
1. Simulate the SPWM waveform based on the input voltage and switching
frequency.
2. Find the Fourier Series of this waveform and ensure that the final har-
monic is at a frequency greater than ten times that of the switching
frequency, as mentioned in Equation (3.13).
3. Choose the lower and upper bounds for the cut-off frequency of the filter.
Initially, these are chosen to be fo and fs respectively.
4. Set the cut-off frequency to the value between the upper and lower
bounds.
5. Choose the damping coefficient, ζ, that leads to the smallest volume
based using Equation (3.24).
6. Calculate the L and C values using Equation (3.11) and Equation (3.12).
7. Find the transfer characteristic of the filter and apply it to each har-
monic amplitude.
8. Calculate the THD of output waveform using the following equation,
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THD= 1
V1
√√√√ N∑
i=2
V 2i (3.25)
where Vi is the magnitude of the amplitudes of each harmonic in the
Fourier Series.
9. See if the THD of the current SPWM inverter is larger than 5%, if that
is the case, move the upper bound to the current cut-off frequency. If
the THD is less than 5% then set the lower bound to the current cut-
off frequency. If the THD is 5% then the correct cut-off frequency has
been found, the volume is chosen as the ideal SPWM volume for the
current input parameters and the process ends. Otherwise, the process
is repeated from Step 4.
The work in this section outlines the process to follow to find the optimal
volume of a low pass filter for a unipolar SPWM inverter. The model is pa-
rameterised which means that the input and output voltages may be varied
provided that m < 1. The parameterised model gives a valid approximation
provided that fs À fo. If this is not the case, the amplitude of the fundamental
frequency does not reach fo meaning that the THD adheres to the specifica-
tions but the output amplitude does not. This effect is seen and discussed in
Section 3.5.
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Find the intercept times between the triangular waveform
and the control waveforms using Kepler’s Equation.
Calculate the Fourier Series of this waveform and ensure
that the number of harmonics, N, and ensure that:
N ≥ fsfo ∗ 10
Choose upper and lower bounds for
the cut-off frequency of the filter:
fc(low) = fo
fc(up) = fs
Set fc using:
fc = 12
(
fc(low)+ fc(up)
)
Calculate the optimal ζ value by finding:
∂
∂ζ
Fvol(ζ, fc, fs,Vin) = 0
Calculate the L and C values using:
C = 14ζpi fcR
L = ζR
pi fc
Apply the filter transfer characteristic
to each harmonic in the Fourier Series
Calculate the Total Harmonic Distor-
tion of the output waveform using:
THD = 1V1
√∑N
i=2V
2
i
The THD is
less than 5%
Is the
THD
more
than 5%
Is the
THD
equal to
5%
No
No
Set fc(up) = fc Set fc(low) = fc
Yes
The correct point has been found, the values of L and
C, given the current ζ∗ and fc values, can be calculated.
Yes
Figure 3.9: The flow diagram of the process used to find the optimal filter
specification for an SPWM input waveform.
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3.2 Loss Model
The non-ideal effects of the switches add to the losses of the SPWM inverter.
The following losses are taken into account in the model,
• Switching losses, Psw.
• Reverse recovery of the body diode, Prr.
• Conduction losses, Pcon.
The equation that describes the total loss approximation in the circuit is de-
fined as follows,
Ploss = Psw+Pcon+Prr (3.26)
3.2.1 Current Flow Realisation
There are two conduction paths used in this SPWM and they are demon-
strated in Figure 3.10. This naming convention is used throughout this sec-
tion.
The modulation technique used to create the unipolar SPWM waveform is
described in Figure 3.11 below. This figure is referred to during the calcula-
tion of the SPWM current waveforms. The naming convention is used when
describing the switching and conduction losses throughout this chapter.
Q1
Q2
Q3
Q4
L
C
RL
Vin(t)
+
-
+ −
Vo(t)
Negative Conduction Path
Positive Conduction Path
Figure 3.10: The naming of the arms and switches in the SPWM circuit.
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Q1
Q2
Q3
Q4
L
C
RL
Vi(t)
+
-
+ −
Vo(t)
(a) The positive conduction path is
conducting and current flows through
the inductive load.
Q1
Q2
Q3
Q4
L
C
RL
Vi(t)
+
-
+ −
Vo(t)
(b) The top switch of the positive con-
duction path, Q1, switches off but the
bottom switch, Q4, is kept on. The in-
ductor forces current to flow through
the body diode of Q2.
Q1
Q2
Q3
Q4
L
C
RL
Vi(t)
+
-
+ −
Vo(t)
(c) Q2 is turned on after the diode is
forced to turn on, this prevents shoot-
through by turning Q2 on before Q1 is
fully turned off.
Q1
Q2
Q3
Q4
L
C
RL
Vi(t)
+
-
+ −
Vo(t)
(d) Before Q1 is turned on, Q2 is
turned off and the body diode of Q2 be-
gins to conduct again.
Q1
Q2
Q3
Q4
L
C
RL
Vi(t)
+
-
+ −
Vo(t)
(e) Q1 is turned on, but since the body
diode of Q2 is conducting, an effective
path to ground is created. Current
rushes through Q1 and Q2 and this
continues until the minority charge in
the body diode of Q2 is depleted.
Q1
Q2
Q3
Q4
L
C
RL
Vi(t)
+
-
+ −
Vo(t)
(f) Once the minority charge in the
body diode of Q2 is depleted, the diode
switches off, leaving the positive con-
duction path conducting.
Figure 3.11: The method used to create the unipolar SPWM waveform by
controlling the conduction paths throughout the switching cycle.
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3.2.2 Switching Losses
By parameterising characteristics of the switch, a model has been made to
approximate the switching loss. The rise and fall rates of the voltage drop
across the switch are defined as dVswdt . The rise and fall rates of the current
passing through the switch are defined as dIswdt . These rates are assumed to be
the same magnitude in both directions, therefore, in mathematical terms:
dVsw
dt
= dVsw−rise
dt
=
∣∣∣∣dVsw−falldt
∣∣∣∣ (3.27)
dIsw
dt
= dIsw−rise
dt
=
∣∣∣∣dIsw−falldt
∣∣∣∣ (3.28)
Rates are used as opposed to rise and fall times as they simplify the mathe-
matics and the approximation process when simulations are run. The rate is
measured in the simulation and used to approximate the switching times of
the MOSFET.
Utilising an SPWM waveform, the current through the switch changes over
time, however, the voltage over the switch remains constant at Vin. In order to
model the effects of the sinusoidal behaviour accurately, the inductor voltage
and currents are modelled using the SPWM waveform in Equation (A.22). In
this case, the switch current, IL(t), is defined using the following approxima-
tion,
VL(t)=VSPWM(t)−Vo(p) sin(2pi fot+φ) (3.29)
IL(t)=
1
L
∫ t
0
VL(t) dt (3.30)
Switching events take place at discrete times throughout the output waveform
period. Provided that m < 1, there will be two pulses in each switching cycle
which is demonstrated in Figures 3.8 and 3.12. This means that the loss over
each switching cycle for Q1 or Q3 is,
Wsw(k)=Won(k)+Woff
(
4k+1
4
)
+Won
(
4k+2
4
)
+Woff
(
4k+3
4
)
(3.31)
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Where k represents a switching event, k = 0, · · · , fswfo and Isw(k) is the approx-
imation of the current flowing through the switch at a given switching event
and is approximated using,
Isw(k)= IL
(
k
fsw
)
(3.32)
As seen in Equation (3.31), four switching events that take place over one
switching cycle. The values being sent intoWon(k) andWoff(k) are, 0, 14 ,
2
4 ,
3
4 , · · · , fswfo .
One switching event happens relatively close to the start of the switching cy-
cle, two close to the middle, and one close to the end (see Figure 3.12 for a
simplified visual demonstration). The current that appears in IL(t) changes
from a minimum at the start of the switching cycle to a maximum at the
end of the switching cycle (or from a maximum to a minimum if the overall
sinusoidal current is decreasing). Using k, the switching events are taken
as quarterly events which approximates this move from the minimum to the
maximum current in a single cycle.
The switching loss incurred by the switch-off and switch-on events, Woff(k)
and Won(k), are derived in Sections 3.2.2.1 and 3.2.2.2 below.
α α+ 14Ts α+ 24Ts α+ 34Ts α+Ts
β+ i(min)
β+ i(max)
4k
4 → SWITCH ON EVENT
4k+1
4 → SWITCH OFF EVENT
4k+2
4 → SWITCH ON EVENT
4k+3
4 → SWITCH OFF EVENT
TIME (s)
C
U
R
R
E
N
T
(A
)
Figure 3.12: The four switching events that take place over each switching
period, Ts. This is a simplified model where the current average remains
the same between the start and end of the period. In reality, the current
slightly increases or decreases over this period as it is being modulated to
form a sinusoidal current.
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3.2.2.1 MOSFET Switching Off Event
The switching loss is calculated based on a clamped inductive load model. In
this case, when turning off a switch, the clamping diode’s bias must reach 0V
before the current through the switch begins to decrease. The voltage across
the switch increases linearly from 0V to Vsw. For the SPWM, the voltage
across the switch when it is off is Vin. It is assumed that the current through
the inductor remains constant over this period of time due to the speed of
this switching event. These approximate waveforms are demonstrated in Fig-
ure 3.13 below [35].
The time taken for the voltage over the switch to increase from 0V to Vin is
calculated as,
∆toff−v =
Vin
dVsw
dt
(3.33)
Leading to the energy loss over this period calculated as a triangle with a base
of ∆toff−v and a height of Isw(k)Vin since it is assumed that Isw(k) stays con-
stant over this short period of time.
Woff−v(k)=
1
2
∆toff−vIsw(k)Vin
= 1
2
Isw(k)V 2in
dVsw
dt
(3.34)
Once the voltage reaches Vin, the diode becomes forward biased and allows
current to flow. The current through the switch linearly decreases to 0A. The
time taken for this is transition is calculated using,
∆toff−i =
Isw(k)
dIsw
dt
(3.35)
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Figure 3.13: The current and voltage waveforms over the top switch of a phase
arm of the SPWM as well as the body diode of the switch beneath it. These
waveforms demonstrate when the top switch in the phase arm is turning off.
The body diode from the switch below first becomes forward biased before
conducting current. Adapted from [35].
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In much the same way as the voltage change, the energy loss during this tran-
sition is calculated as,
Woff−i(k)=
1
2
∆toff−iIsw(k)Vin
= 1
2
VinIsw2(k)
dIsw
dt
(3.36)
This leads to the total energy loss over the event of the switch turning off to
be calculated as,
Woff(k)=Woff−v(k)+Woff−i(k)
= 1
2
Isw(k)Vin
(
Vin
dVsw
dt
+ Isw(k)dIsw
dt
)
(3.37)
3.2.2.2 MOSFET Switching On Event
When the top switch of either phase arm turns on, reverse recovery losses oc-
cur. This is because the body diode of the bottom switch in the opposing phase
arm is conducting. When the switch above it turns on, a temporary path be-
tween the input source and ground is created. This creates a rush of current
through the body diode and this current is blocked once the minority charge
carriers have been removed. Figure 3.11 demonstrates the conduction loops
that exist over a switching cycle and Figure 3.14 demonstrates the switching
waveforms during reverse recovery.
There are two major stages, the first is a rush of current through the diode
until it reaches its peak reverse recovery current, Irr. The second is the re-
turn from the peak reverse recovery current to 0A. In most cases, the reverse
recovery charge, Qrr, is provided for the MOSFET in the datasheet. The re-
verse recovery time, trr, is defined as the time between intervals t2 and t4 in
Figure 3.14 which is a simplified approximation of the reverse recovery wave-
form. The loss through the switch turning on during this switching event can
be approximated as [35],
Won(k)=VinIsw(k)trr+VinQrr (3.38)
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The loss through the diode during the reverse recovery is regarded as neg-
ligible since the voltage over the diode effectively starts at 0V and ends at
Vin.
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Figure 3.14: The losses incurred when turning on the MOSFET in the SPWM.
The diode from the switch below the MOSFET turns off, however, there is an
influx of current due to the reverse recovery of the diode which is demon-
strated in this figure. Irr is the peak reverse recovery current reached and
VD(on) is the on voltage of the body diode.
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3.2.3 Conduction Losses
As mentioned in Section 3.2.2, the current through the switches can be ap-
proximated using the following formula,
IL(t)=
1
L
∫ t
0
(VSPWM(t)−Vo(p) sin(2pi fot+φ)) dt
Due to symmetry, the conduction losses over a half-cycle can be calculated
in order to calculate the total conduction losses. As seen in Figure 3.11, Q4 is
always conducting over a half-cycle, the conduction loss due to Q4 is calculated
as,
Pcon = 2To
∫ To
2
0
IL2(t)ron dt (3.39)
Conduction alternates between Q1 and Q4 and the loss due to these two switches
is not as simple as Equation (3.39). The two switches alternate in conduction,
this is demonstrated in Figures 3.11a, 3.11c and 3.11d. Section 3.2.3.1 dis-
cusses the change in conduction loss when the current through the MOSFET
is reversed. The two switches have the following behaviours,
• Q1 acts as a small resistor and the voltage drop over it is defined in
Equation (3.43).
• Q2 acts as a small resistor until the current through it causes the voltage
across it to grow to the on voltage of the body diode, VD(on). At this point
the voltage saturates at around VD(on). Section 3.2.3.1 discusses this
effect in detail and defines the voltage characteristic across Q2.
In order to model this loss, the following functions are needed,
UQ1(t)=
VSPWM(t)
Vin
IL(t) (3.40)
UQ4(t)= 1−UQ1(t) (3.41)
The VSPWM(t)Vin in Equation (3.40) acts as a sequence of unit steps that hold the
value of 1 when Q1 is conducting and 0 when it is not. Equation (3.41) is just
the opposite of Equation (3.40). These two equations represent when Q1 is on
and when Q2 is on respectively.
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The conduction loss due to these two switches is the sum of the conduction
losses contributed by each of them when they are on,
Prcon = 2To
∫ To
2
0
(
V sw(f)
(
IL(t)
)
IL(t)UQ1(t)+V sw(r)
(
IL(t)
)
IL(t)UQ4(t)
)
dt (3.42)
3.2.3.1 Model For Reverse Current Through MOSFET
Current is able to travel in both directions through the MOSFET. When cur-
rent is flowing from the drain to the source, the voltage developed over the
MOSFET is simply,
V sw(f)
(
Isw
)= Iswron (3.43)
Where V sw(f) is the voltage across the switch when the current is moving in
the the “forward” direction, in other words, when the current is flowing from
the drain to the source. However, in the reverse direction, the body diode plays
a role. As soon as the voltage in Equation (3.43) increases to the on-voltage
of the body diode, the diode turns on and limits the voltage drop across the
MOSFET. In this case,
V sw(r)
(
Isw
)=
Iswron, Iswron <VD(on)VD(on), Iswron ≥VD(on) (3.44)
Where V sw(r) is the voltage over the switch when the current is moving in
the “reverse” direction, in other words, the current is moving from the source
to the drain. Figure 3.15 demonstrates Equation (3.44) visually. This effect
wouldn’t be seen as much in low voltage blocking MOSFETs since they have
a very low on-resistance and it would take a large current to get the voltage
to be similar to the turn-on voltage of the body diode. When it comes to high
voltage blocking MOSFETs such as the IRFP460 that is used in this research,
the on-resistance is relatively high and a smaller current can lead to the body
diode turning on.
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Figure 3.15: The voltage and current characteristic of a MOSFET when the
current is flowing from the source to the drain. The MOSFET can no longer
be modelled as a small resistor, its voltage drop is capped by the body diode.
3.2.4 Combined Loss Model Approximation
By combining the switching losses, along with the reverse recovery loss, the
total switching losses for MOSFET switches are found. The SPWM waveform
is symmetric over each half-cycle of the output waveform. The only change
is from Vin to −Vin as the output amplitude, Figure 3.4 demonstrates this
symmetry and magnitude. This means that the power losses over half of the
output period, To, is the same as the power loss over the whole output period.
In this section, calculations are performed over a half period, To2 .
Q4 is on for the entire half-cycle. The loss incurred by this switch is simply
the conduction loss for this period of time,
PQ4 =
2
To
∫ To
2
0
IL2(t)ron dt (3.45)
Q1 pulses according to the required SPWM waveform. Over each switching
period, Ts, there are two switch-on events and two switch-off events as demon-
strated in Equation (3.31). The losses due to these events are calculated as,
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PQ1 =
2
To
k= fs2 fo∑
k=0
(
Won(k)+Woff
(
4k+1
4
)
+Won
(
4k+2
4
)
+Woff
(
4k+3
4
))
=2Vin
To
k= fs2 fo∑
k=0
{
2Qrr+ trr
(
Isw(k)+ Isw
(
4k+2
4
))
+
1
2
(
Isw
(
4k+1
4
)(
Vin
dVsw
dt
+
Isw
(
4k+1
4
)
dIsw
dt
)
+
Isw
(
4k+3
4
)(
Vin
dVsw
dt
+
Isw
(
4k+3
4
)
dIsw
dt
))}
(3.46)
The switching losses incurred in Q2 are regarded as negligible compared to
those in Q1. This can be seen in Figure 3.13 since the voltage changes when
the current is effectively 0A and the current changes when the voltage is close
to 0V. Q1 and Q2 effectively form a single switch that is conducting for the
full half-cycle. This loss is approximated using Equation (3.42).
The total losses over the half-cycle are, therefore, approximated as,
Ploss =
2Vin
To
k= fs2 fo∑
k=0
{
2Qrr+ trr
(
Isw(k)+ Isw
(
4k+2
4
))
+
1
2
(
Isw
(
4k+1
4
)(
Vin
dVsw
dt
+
Isw
(
4k+1
4
)
dIsw
dt
)
+
Isw
(
4k+3
4
)(
Vin
dVsw
dt
+
Isw
(
4k+3
4
)
dIsw
dt
))}
+ 2
To
∫ To
2
0
IL2(t)ron dt+
2
To
∫ To
2
0
(
V sw(f)
(
IL(t)
)
IL(t)UQ1(t)+V sw(r)
(
IL(t)
)
IL(t)UQ4(t)
)
dt
(3.47)
3.2.5 Loss Model Verification
In order to verify the loss model, different switching frequencies were mod-
elled, and the loss model was compared to simulation results. The simulations
were done using LTspice XVII [36]. Following the specifications mentioned in
Table 2.2, the simulation results produced the results demonstrated in Ta-
ble 3.2. The error remains below 10% between a switching frequency of 6kHz
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and 72kHz. After this point, a number of non-ideal effects take place that lead
to an error between the approximation and the actual loss, mainly,
• The initial and ending pulses of the SPWM waveform are at frequencies
higher than what can be handled by the MOSFET drivers. This leads
to missing pulses and a reduction in switching losses compared to the
approximation.
• Minor delays in the switch-off time due to the parasitic gate-source ca-
pacitance start to show an effect. The delays lead to a change in the
duty cycle which increases the current that flows through the circuit
since the voltage pulses over the inductor stay on for a slightly longer
period of time. This leads to higher conduction losses through the circuit
compared to the approximation.
This means that the approximation is limited to a switching frequency of
72kHz. Moving to higher frequencies would require a change in technology
and possibly a change in topology. This, however, is not a concern as the fre-
quencies of interest in this research are below this boundary and can be seen
in Section 3.4.
Table 3.2: Verification of the loss model derived in this chapter against LTspice
XVII simulations.
fs fc L C ζ Ploss Psima err
kHz Hz mH µF unit W W %
6 478 3.790 29.290 0.1975 33.0 33.2 0.8
12 885 1.984 16.303 0.1915 37.5 35.7 4.9
18 1330 1.321 10.841 0.1916 41.8 39.9 4.9
24 1841 0.967 7.724 0.1943 46.1 44.5 3.7
30 2297 0.775 6.197 0.1941 50.5 49.3 2.5
36 2789 0.641 5.080 0.1950 54.9 54.3 1.1
42 3260 0.549 4.343 0.1952 59.2 59.4 0.3
48 3753 0.478 3.762 0.1957 63.3 64.6 2.0
54 4221 0.425 3.345 0.1957 67.5 70.0 3.5
60 4699 0.382 3.003 0.1958 71.7 75.4 4.9
66 5179 0.347 2.722 0.1960 75.8 81.0 6.5
72 5663 0.318 2.487 0.1962 79.9 86.7 7.8
aPsim is the loss found in simulations, it is defined in Equation (B.2).
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3.3 Volumetric Approximation Model
Combining the ideal model found in Section 3.1 and the loss model found in
Section 3.2, the final volumetric approximation can be found. The loss affects
the size of the heat sink, which directly affects the overall volume. As men-
tioned in Section 2.3.4, to limit the scope of this research the heat sink is not
optimised as there are many ways to configure a single volume to create a heat
sink and each would perform differently. The heat sink density used in this
research is a constant defined as Dhs and has the units Wm−3. The volume of
the heat sink is then calculated as the product between the heat sink density
and the loss approximation,
Fhs =
Ploss
Dhs
(3.48)
Combining Equations (3.22) and (3.48) leads to the final volumetric approxi-
mation of a specific SPWM inverter that uses MOSFETs as the switches as,
Fvol =
C
2
m2Vin2
We
+ L
2
(
Vo(p)
R
√
1+ (2pi foRC)2+ m2Lfs Vin
)2
Wm
+ 1
Dhs
[
2Vin
To
k= fs2 fo∑
k=0
{
2Qrr+ trr
(
Isw(k)+ Isw
(
4k+2
4
))
+
1
2
(
Isw
(
4k+1
4
)(
Vin
dVsw
dt
+
Isw
(
4k+1
4
)
dIsw
dt
)
+
Isw
(
4k+3
4
)(
Vin
dVsw
dt
+
Isw
(
4k+3
4
)
dIsw
dt
))}
+ 2
To
∫ To
2
0
IL2(t)ron dt+
2
To
∫ To
2
0
(
V sw(f)
(
IL(t)
)
IL(t)UQ1(t)+V sw(r)
(
IL(t)
)
IL(t)UQ4(t)
)
dt
]
(3.49)
This equation is used to approximate the volume of the SPWM at different
frequencies. Table 3.3 demonstrates the volumes of SPWMs between switch-
ing frequencies of 6kHz and 72kHz. Figure 3.16 is a plot of these volumes. It
can be seen that the volume dips between 6kHz and 12kHz. In order to find
the smallest SPWM, the frequency should vary between this range.
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Table 3.3: The simulated volumes of the SPWM in a frequency range between
6kHz and 72kHz.
fs L C ζ fc THD Ploss Ffil Fhs Fvol
kHz µH µF units Hz % W cm3 cm3 cm3
6 3790 29.29 0.197 478 4.995 33.0 15.03 53.20 68.23
9 2589 20.70 0.194 688 5.004 35.2 9.93 56.74 66.68
12 1984 16.30 0.192 885 5.002 37.5 7.48 60.43 67.91
15 1635 13.90 0.188 1056 4.998 39.6 6.07 63.87 69.94
18 1321 10.84 0.192 1330 4.995 41.8 4.94 67.46 72.40
21 1108 8.87 0.194 1605 5.000 44.0 4.17 71.00 75.17
24 967 7.72 0.194 1841 5.000 46.1 3.64 74.40 78.04
27 860 6.88 0.194 2069 5.001 48.2 3.24 77.78 81.02
30 775 6.20 0.194 2297 4.995 50.5 2.91 81.48 84.39
33 701 5.58 0.195 2545 4.995 52.7 2.64 84.96 87.60
36 641 5.08 0.195 2789 5.003 54.9 2.41 88.49 90.91
39 591 4.68 0.195 3026 4.999 56.8 2.23 91.63 93.86
42 549 4.34 0.195 3260 4.996 59.2 2.07 95.50 97.57
45 512 4.04 0.195 3500 4.997 61.4 1.93 98.97 100.90
48 478 3.76 0.196 3753 4.999 63.3 1.80 102.11 103.91
51 450 3.54 0.196 3987 5.001 65.4 1.70 105.43 107.13
54 425 3.34 0.196 4221 5.001 67.5 1.60 108.93 110.53
57 402 3.16 0.196 4460 4.997 69.6 1.52 112.28 113.79
60 382 3.00 0.196 4699 4.996 71.7 1.44 115.70 117.14
63 363 2.85 0.196 4946 5.003 73.8 1.37 119.04 120.41
66 347 2.72 0.196 5179 4.996 75.8 1.31 122.18 123.49
69 332 2.60 0.196 5421 4.997 78.9 1.25 127.30 128.55
72 318 2.49 0.196 5663 5.001 79.9 1.20 128.92 130.12
60
3.3. Volumetric Approximation Model
0 10 20 30 40 50 60 70
80
100
120
SWITCHING FREQUENCY, fs (kHz)
V
O
L
U
M
E
,V
(c
m
3 )
Figure 3.16: The volumetric approximations of the SPWM when simulated
from 6kHz to 72kHz.
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3.4 Relationships
Table 3.3 demonstrates the approximated volumes of the SPWM at different
switching frequencies. It is important to note that the only decrease in volume
is the dip between 6kHz and 12kHz. The relationships in this section focus
around this point to see how small the volume could become given changes in
technology.
Using numerical values from the volumetric approximation in Equation (3.49),
Fvol =
C
2
m2Vin2
We
+ L
2
(
Vo(p)
R
√
1+ (2pi foRC)2+ m2Lfs Vin
)2
Wm
+ 1
Dhs
[
2Vin
To
k= fs2 fo∑
k=0
{
2Qrr+ trr
(
Isw(k)+ Isw
(
4k+2
4
))
+
1
2
(
Isw
(
4k+1
4
)(
Vin
dVsw
dt
+
Isw
(
4k+1
4
)
dIsw
dt
)
+
Isw
(
4k+3
4
)(
Vin
dVsw
dt
+
Isw
(
4k+3
4
)
dIsw
dt
))}
+ 2
To
∫ To
2
0
IL2(t)ron dt+
2
To
∫ To
2
0
(
V sw(f)
(
IL(t)
)
IL(t)UQ1(t)+V sw(r)
(
IL(t)
)
IL(t)UQ4(t)
)
dt
]
relationships can be established between different design parameters and the
volume of the SPWM converter. By following the procedure defined in Fig-
ure 3.9, the first relationship that is seen is the linear relationship between
the cut-off frequency, fc, and the switching frequency, fs, and is demonstrated
in Figure 3.17. This relationship can be used to find the optimal filter size
faster since L and C rely on fc. By extrapolating this line, one can find the
optimal volume by using a brute force method on ζ where a vector of values
are used and the value of ζ that leads to the smallest volume is chosen as ζ∗.
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Figure 3.17: The linear relationship between fc and fs, based on the procedure
defined in Figure 3.9.
The volume of the filter decreases as the switching frequency increases. The
size of the capacitor and inductor constantly decrease as the switching fre-
quency increases as can be seen by Figures 3.18b and 3.18c.
Although the volume of the filter decreases as the switching frequency in-
creases, the switching losses increase which leads to a larger heat sink. This
result agrees with the findings of Kolar et al. [2]. There is a balance be-
tween the volume of the filter and the volume of the heat sink and Figure 3.19
demonstrates this balance. Using current technology, the switching frequency
that leads to the optimal volume is relatively low, this could change with an
improvement in heat sink density which is discussed further on.
As the electric and magnetic energy densities increase, it can be seen that the
volume of the inverter decreases. Figure 3.20 demonstrates the effect of the
density changes on the volume of the inverter.
The changes in We and Wm do affect the volume of the inverter but We doesn’t
have as large an effect as Wm. It can be seen that the improvement in the
magnetic field energy storage density of an inductor by a factor of 100 could
effectively halve the size of the inverter. As mentioned in Section 2.3, the
shape of the magnetic component is not considered. This could mean that
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(a) The damping coefficient, ζ, changes with a
change in the switching frequency, fs. The change
is extremely small and an approximation can be
made for the optimal value of ζ based on this by
choosing a value of ζ in this region.
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(b) The size of the inductor decreases as
the switching frequency increases.
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(c) The size of the capacitor decreases as
the switching frequency increases.
Figure 3.18: The size of the inductor and capacitor decrease exponentially
with a change in the switching frequency, fc. However, this is the only rela-
tionship that can be seen here, it does not provide insight into the smallest
filter volume. Using this relationship, it can be seen that fs should become as
high as possible to reduce the size of the filter.
increasing the magnetic field energy storage density, realistically, would not
have as great an effect as it stated here because the shape might limit the
volumetric reduction, but this reduction in volume should not be overlooked.
The increase in We results a drastic increase in power density, however, there
is another parameter that has a much greater effect on this power density.
The density of the heat sink seems to have the largest effect on the power
density of the inverter. Figure 3.21 shows that an increase in the density of
the heat sink reduces the volume of the inverter by orders of magnitude. In
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Figure 3.19: The volume of the inverter is parabolic and has a minimum point.
order to reduce the volume of the SPWM inverter, a major focus must be put
in increasing the density of the heat sink. It can also be seen that the change
in volume is logarithmic, this means that a small improvement in the density
of the heat sink would lead to drastic reductions in volumes of the SPWM.
Figure 3.22 demonstrates the difference in volume if all of the densities, We,
Wm, and Dhs, were to increase by a factor of 100. It should be noted that the
volumetric ratio between Figures 3.22a and 3.22b is 100 times smaller and,
based on Figures 3.20 and 3.21 this is mainly due to the increase in Dhs and
Wm.
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(a) As the electric field storage energy density, We, increases, the
volume decreases. However, the decrease is not as drastic as the
decrease in the magnetic field energy storage density.
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(b) As the magnetic field storage energy density, Wm, increases,
the volume of the filter drastically decreases. It can be seen that
Wm is the bottleneck in trying to reduce the volume of the filter.
Figure 3.20: The comparison in volumetric change between the inverter and
the electric and magnetic field energy storage densities, We and Wm.
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Figure 3.21: The change in the volume of the inverter as the heat sink den-
sity, Dhs, increases. The increase in the density of the heat sink drastically
decreases the volume of the inverter compared to the changes in the energy
storage densities, We and Wm.
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(a) The volume of the SPWM inverter with current energy stor-
age and heat sink densities.
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(b) The volume of the SPWM inverter when the energy storage
densities, as well as the heat sink densities, are all one hundred
times larger.
Figure 3.22: The comparison in the volumetric change of the SPWM inverter
as energy storage densities as well as heat sink densities improve. Notice the
order of magnitude difference in the volume scales between the two graphs.
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3.5 Simplified Example
To give an example of the entire process described above, a simple example
is performed where the switching frequency, fs, is four times the output fre-
quency which adheres to the requirement specified in Equation (3.1). The
required output waveform is 240Vrms at 60Hz, and the input voltage is 450V.
The switching frequency, in this case, is 240Hz. Figure 3.23 below demon-
strates the control waveforms and the triangular waveforms that are appli-
cable for these specifications. It should be noted that the outputs from this
example are not practical as the switching frequency is not high enough and
the filter adversely affects the output amplitude of the fundamental frequency,
fo. This is merely a demonstration of the method and allows for a visual rep-
resentation.
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Figure 3.23: The sinusoidal control waveforms along with the triangular
waveform used to calculate the VA(t) and VB(t) functions.
The intercept points are solved using Kepler’s equation (see Appendix A) and
these points are demonstrated in Figure 3.24 below. These intercepts are used
to form the VA(t) and VB(t) waveforms from Equations (3.2) and (3.3). The
VA(t) waveform is formed using Figures 3.24a and 3.24b. The VB(t) wave-
form is formed using Figures 3.24c and 3.24d. The final SPWM waveform is
calculated using VA(t)−VB(t). The VA(t) waveform is demonstrated in Fig-
ure 3.25a, VB(t) in Figure 3.25b, and the SPWM waveform in Figure 3.25c.
Once the SPWM waveform has been calculated (Figure 3.25c), the Fourier Se-
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(c) Intercepts between the negative gra-
dient lines and the positive control wave-
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Figure 3.24: The points of intersection between the control waveforms and the
triangular waveform.
ries is calculated to find the effects of the low pass filter on this waveform.
During simulations, the first 40 harmonics are calculated for the Fourier Se-
ries, that means that the final harmonic is at a frequency1 of 2.4kHz. This
allows for the first 10 harmonics of the switching frequency to appear in the
series. The frequency spectrum of the SPWM waveform demonstrated in Fig-
ure 3.25c is plotted in Figure 3.26a. This figure demonstrates how the fun-
damental frequency has a higher magnitude than the others but there are
still magnitudes that are significant at higher frequencies. The filter needs to
reduce these frequencies in the output waveform in order to ensure that the
THD is less than or equal to 5%. Before filtering the waveform the THD is
approximately 81%. In order to get a THD of 5% the cut-off frequency is found
to be 19.82Hz with ζ∗ = 0.32321. The cut-off frequency, fc, is less than the fun-
1Calculated as 60Hz×40.
70
3.5. Simplified Example
damental frequency, fo, and causes an adverse effect on the magnitude of the
fundamental harmonic. The effect of the filter can be seen in Figure 3.26b. Al-
though the THD meets the 5% requirement, the system specifications are not
met as the output amplitude is higher than 240
p
2V. The value of fc and ζ∗
lead to the filter capacitance value being 431.37µF and the inductance value
being 149.51mH.
Finally, the loss is calculated as Ploss = 0.92968W. Again, this value is not
accurate as the cut-off frequency of the filter is too low and resonance is taking
place which is not taken into account in the loss approximation (nor should it
be when fs À fo).
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(a) The VA(t) function generated using
Kepler’s equation and the positive con-
trol waveform.
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(b) The VB(t) function generated us-
ing Kepler’s equation and the negative
control waveform.
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(c) The SPWM waveform, VA(t)−VB(t).
Figure 3.25: Generating the SPWM waveform using VA(t) and VB(t).
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3.5. Simplified Example
This leads to the volume of the inverter being 4702cm3 which is the optimal
volumetric approximation of an inverter that requires the switching frequency
to be at 240Hz and the THD to be at 5%. Again, it should be noted that this
system does not meet the system specifications as the output amplitude is
incorrect, however, this example does demonstrate the design process in its
entirety along with visual examples.
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(a) The magnitudes of the first 40 harmonics in an SPWM waveform
that has a switching frequency at 240Hz.
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(b) The magnitudes of the first 40 harmonics in an SPWM waveform
that has a switching frequency at 240Hz after passing through the
low pass filter.
Figure 3.26: The harmonic magnitudes of the SPWM waveform before and
after passing through the low pass filter.
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3.6 Summary
The knowledge covered in this chapter is demonstrated in Figure 3.27 below.
Under the system specifications mentioned in Table 2.2, the main points to
take from this chapter are as follows,
• The SPWM is a common topology and is used as the baseline inverters
to which others are compared in this research.
• Kepler’s equation can be used to find the switch-on and switch-off times
of the SPWM waveform at high accuracies.
• The relationship between the switching frequency, fs, and the cut-off
frequency, fc, is linear.
• The optimal value of the damping coefficient, ζ∗, is almost constant at
all values of fs for set energy densities, We and Wm.
• The parameters that have a major effect on the volume of the inverter
are the density of the heat sink, Dhs, and the magnetic field energy stor-
age density, Wm.
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3.6. Summary
The conditions under which the Dual Active Bridge has a smaller
volume than the Sinusoidal Pulse Width Modulation Inverter
Establish relationships between design parameters for the Sinu-
soidal Pulse Width Modulation inverter and the Dual Active Bridge.
A volumetric approximation
of the Dual Active Bridge.
A volumetric approxima-
tion of the Sinusoidal Pulse
Width Modulation inverter.
Approximate the losses in the circuit.Approximate the losses in the circuit.
Initial volumetric approximation.Initial volumetric approximation.
Volume of energy storage components.Volume of energy storage components.
Circuit design.Circuit design.
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Figure 3.27: The contribution to the overall argument provided by Chapter 3.
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The Dual Active Bridge 4
Krismer provides a lot of insight into the DAB through his PhD under Kolar
[20]. Detail goes into modulation and modelling of the DAB under DC-to-
DC conditions. However, Krismer does not look at using the DAB as an in-
verter. The modelling throughout this chapter is similar to that performed by
Krismer, however, the current and voltage waveforms differ over the output
waveform period. The DAB is presented in Figure 4.1 below, where the input
voltage is DC and the output voltage is AC. As mentioned in Section 2.2.3,
the DAB creates a full-wave rectified sinusoidal output waveform which must
be passed through a low-frequency inverter to form the positive and negative
half-cycles. The low-frequency inverter is ignored in the DAB models as it
would be switching at 0 V and would contribute very little towards the losses
compared to the high-frequency DAB bridges.
Q1
Q2
Q3
Q4
L
Vin
+
-
+
−
VA(t)
+
−
VB(t)
Q5
Q6
Q7
Q8
Vo(t)
+
-
Co
Figure 4.1: The circuit diagram of the Dual Active Bridge that is used in this
research. The input voltage Vin is assumed to remain a constant DC input,
and the output voltage is a time-varying AC waveform.
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The models created throughout this chapter are based on Figure 4.1 above.
This is the general DAB converter, there are cases where the leakage induc-
tance is not lumped on the primary side and appears on both sides of the
transformer. Either way, the outcome of the modelling is the same, as the
transformer ratio is used to transform the secondary leakage inductance and
lump it together with the primary leakage inductance.
4.1 Modulation Technique
The DAB provides the ability to use many modulation techniques. Three main
modulation techniques are,
1. Phase Shift Modulation (PSM).
2. Triangular Modulation (TriM).
3. Trapezoidal Modulation.
These fundamental techniques form the grounds to create a number of current
waveforms to fit the requirements of a DAB circuit. PSM and TriM were
investigated in this research and are discussed in Sections 4.1.1 and 4.1.2
respectively. PSM was found to be relatively simple to implement but it did
not work well in low load situations (details given in Section 4.1.1 below).
TriM was more complicated to model and implement, however, it did provide
the ability to control the output waveform at low load conditions.
4.1.1 Phase Shift Modulation
PSM is a modulation technique where the input and output bridges use a
phase shift to determine the direction and magnitude of energy flow. The dif-
ference in phase causes a potential difference across the leakage inductance,
thereby inducing a current. The effective voltage difference is demonstrated
in Figure 4.2, where the input and output bridges are simplified to square
wave voltage sources.
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−
+
Vin
+ −VL
+
−
nVo
Figure 4.2: The approximated equivalent circuit of the DAB leading to a rela-
tively simple method used to calculate the current through the leakage induc-
tance at any given time.
The phase between the input and output bridges is defined as φ. As men-
tioned previously, changing this angle has an effect on the current through
the leakage inductor. Figure 4.3 demonstrates a simplified example of the two
bridges with a phase angle of φ between them, as well as the current through
the transformer due to the leakage inductance. These bridges are phased us-
ing a PWM signal which is a realistic approach to building a PSM DAB.
Changing the phase angle, φ, the output power (and, therefore, output volt-
age) changes. The output power is controlled using the following equations
[8], [20],
Po = VinVonωL φ
(
1− |φ|
pi
)
(4.1)
Vo = VinRLnωL φ
(
1− |φ|
pi
)
(4.2)
where,
Po output power;
Vin DC input voltage;
Vo output voltage;
ω = 2pi fs, switching frequency in radians;
n high-frequency transformer turns ratio;
L DAB leakage inductance;
φ phase difference between the bridges;
RL the output load resistance.
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PWM
tBridge 1
t
Bridge 2
t
Transformer Current
t
φ
1 2 3 4
Tpwm
Ts
2
Figure 4.3: The method used to phase two bridges using a single PWM signal.
This diagram demonstrates the switching period of the PWM signal, Tpwm,
against the switching period of the bridges, Ts. There are four unique seg-
ments that contribute to the waveform and they are labelled accordingly. The
phase, φ, between the bridges is related to the duty cycle of the PWM signal.
It was assumed that this could be converted into an AC equation by trans-
forming the output power, output voltage, and phase angle to time-varying
equations,
Po(t)= VinV o(t)nωL φ(t)
(
1− |φ(t)|
pi
)
(4.3)
V o(t)= VinRLnωL φ(t)
(
1− |φ(t)|
pi
)
(4.4)
where,
Po(t) output power;
V o(t) AC output voltage;
φ(t) phase difference between the bridges.
Since the frequency being used would be higher than the output frequency, it
was assumed that the output voltage would modulate according to the phase
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angle using the equation below,
φ(t)= pi
2
± pi
2
√
1−8 nfsL
VinR
V o(t) , φ(t) ∈R (4.5)
This means that there are some limitations in the design since it is possible
for Equation (4.5) to move into the complex domain if 8 nfsLVinR is greater than 1.
The design must, therefore, meet the requirement that,
4
nfsL
VinR
V o(t)< 1 (4.6)
From Equation (4.6) it can be seen that there is a limiting condition and there
are three design parameters that may be changed to ensure that this condidi-
ton is met,
• The turns ratio, n, may be increased or decreased. This, in turn, affects
the currents through the circuit and, therefore, the conduction loss.
• The switching frequency, fs, can be increased or decreased. This affects
the current ripple as well as the switching loss of the circuit.
• The leakage inductance, L, can potentially be adjusted. The minimum
leakage inductance depends on the transformer and cannot be changed.
The total inductance can, however, be adjusted by adding more induc-
tance in series with the transformer. In this research, L is referred to as
the leakage inductance. This is not always the case as it is possible to
add additional inductance if necessary.
In the case of this research, there is no direct impact on the design technique.
However, it has been noted as it would be important when performing opti-
misation techniques and using new topologies (discussed in Chapter 5) where
more parameters in the model will be considered.
Equations (4.1) to (4.6) do not consider the transient effects of the system
and the response times to the changes in the phase angle. Additionally, both
bridges are always on at a duty cycle of 50% as demonstrated in Figure 4.3
where the bridge waveforms are formed by a PWM signal1, meaning that the
current through the transformer cannot remain at 0A. At low loads, this
1Using a PWM signal to form the bridge waveforms is a realistic approach to implement-
ing the DAB.
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means that currents circulate through the converter but do not contribute to
the output voltage. It also means that the phase angles need to be extremely
small at low loads to ensure that only a small amount of energy is transferred
from the primary side to the secondary side. This led to the need for a modu-
lation technique that allows for more predictable low load output power. The
Triangular Modulation technique was investigated and is discussed in Sec-
tion 4.1.2 below.
4.1.2 Triangular Modulation
The TriM technique was considered because it allows for the current in the
circuit to remain at 0A in low load conditions since both bridges can be turned
off, unlike PSM. The TriM technique gets its name from the fact that it forms
triangular current waveform pulses as demonstrated in Figure 4.4. Krismer
demonstrates that TriM can be used in many scenarios, both when Vin > nVo
and Vin < nVo [20]. The application of TriM when Vin > nVo is most applicable
for this research as Vin >Vo(p) due to the specifications of the GLBC.
4.1.2.1 Modelling the Dual Active Bridge Switches using Triangular
Modulation
The DAB using TriM can be modelled as six unique segments as demonstrated
in Figure 4.4. These configurations are shown in Table 4.1 where a dot rep-
resents a switch being turned on and an empty space represents the switch
being turned off.
Table 4.1: The switch configurations that form the six segments in Triangu-
lar Modulation. The switch names are based off Figure 4.1, and the segments
are demonstrated in Figure 4.4 where the related circuit diagrams are demon-
strated in Figure 4.5.
Segment Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8
a • • • •
b • • • •
c • • • •
d • • • •
e • • • •
f • • • •
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Bridge 1
tT1
Ts
2
Vin
Bridge 2
nVo
tT2
VL = Vin − nVo
t
iL
t
a b c d e f
Figure 4.4: The current waveform, iL, formed over the leakage inductance,
L, using Triangular Modulation. Assuming that the primary bridge has a
higher voltage than the secondary bridge (n can be adjusted to ensure this
is the case), the primary bridge is kept on for a shorter period of time than
the secondary. The secondary bridge is kept on until the current waveform
reaches 0A and then it is switched off. Six unique segments make up the
waveform and have been labelled in the figure.
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(a) Both the input and output bridges are on, and power is flowing from the input to
the output bridge. The current ramps up in the positive direction.
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(b) The input bridge is switched off, and the energy stored in the leakage inductance
is discharged until the current through the inductor reaches 0 A.
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(c) The current through the leakage inductance is 0A. At this point, both the input
and output bridges are switched off and current flows into the output load from the
output capacitor.
Figure 4.5: The current flow cycle through the DAB when using Triangular
Modulation. The faded lines imply that no current is flowing through that
path, therefore, the switches in these paths are off. This figure continues on
the next page.
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(d) Both the input and output bridges are switched in the reverse direction. This
rectifies the current flowing into the output capacitor.
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(e) The input bridge is switched off, and the energy from the leakage inductance dis-
charges until the current through the leakage inductance reaches 0A.
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(f) The current through the leakage inductance has reached 0A. Both the input and
output bridges are switched off and the output load is powered through the output
capacitance.
Figure 4.5: The current flow cycle through the DAB when using Triangular
Modulation. The faded lines imply that no current is flowing through that
path, therefore, the switches in these paths are off.
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4.2 Triangular Modulation Mathematical
Model
As demonstrated in Table 4.1 and Figure 4.5, six stages must be considered
when modelling the DAB using TriM. Each stage is modelled and described
below. Since the inversion of the bridges rectifies the signal, there are ef-
fectively three stages that are unique. All of the formulae are demonstrated
below to reach this conclusion.
In the first stage, Figure 4.5a, both the input and output bridges are switched
on, and power flows from the input to the output. The current through the
leakage inductance ramps up leading to the start of the triangular waveform
demonstrated in Figure 4.4. The formulae derived here form piecewise models
for the output voltage, V o(t), and the derivative of the output voltage, V ′o(t).
Before deriving the formula for each stage, the constants below should be
defined, these constants were found during the derivations below and it in-
creases legibility to use them from the start.
γ=
√
L−4CoR2 (4.7)
α= γ
CoR
p
L
(4.8)
β= 1
2
( 1
RCo
+α
)
(4.9)
As demonstrated in Figure 4.4, there are two periods of time that should be
defined, T1(k) and T2(k). These are the periods of time that the primary and
secondary bridges are on over each half-switching-cycle, Ts2 .
Using the constants defined in Equations (4.7) to (4.9) as well as the time
periods demonstrated in Figure 4.4, each stage is modelled. The equations
obtained are labelled Va to V f and these voltages correspond to the output
voltage for each stage in Figure 4.5. The differential equations that form the
basis of Va to V f are found by calculating the voltage across the leakage in-
ductance using the model in Figure 4.2. For instance, Va is calculated when
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both bridges are switched on and are positive, in this case,
VL(t)=Vin−V o(t)
L
diL(t)
dt
=Vin−V o(t)
This equation is then used to calculate the instantaneous value of V o(t). In all
of the derived models below, there is a time shift to reduce complexity. The first
stage is when both bridges are switched on as demonstrated in Figure 4.5a,
defining t0 = t− kTs, when time-shifted (to reduce complexity) the model for
this stage is,
Va(t)= 12nγ e
−βt0
(
2nRCoV ′o(0)
p
L
(
eαt0 −1)+pL(1− eαt0)(Vin−nV o(0))
−γ
(
1+ eαt0 −2eβt0
)
Vin+γ
(
eαt0 +1)nV o(0))
(4.10)
The next stage is when the primary bridge is off and the secondary is on,
as demonstrated in Figure 4.5b. Defining va =Va(T1(k)), v′a =V ′a(T1(k)) and
t1 = t−T1(k), when time-shifted the model for this stage is,
Vb(t)=
1
2γ
e−βt1
(
2Cov′a
(
eαt1 −1)RpL+ (eαt1 −1)vapL+ (eαt1 +1)γva) (4.11)
After the stages defined in Equations (4.10) and (4.11), both bridges are switched
off as demonstrated in Figure 4.5c. The output capacitor, Co, discharges into
the output load, R. Defining vb =Vb(T2(k)) and t2 = t−T2(k), the time-shifted
voltage for this stage is modelled as,
V c(t)= vbe−
1
RCo t2 (4.12)
This discharge continues until half of the switching cycle, Ts2 , and at that
point, the primary bridge and secondary bridges are switched on in the reverse
direction as demonstrated in Figure 4.5d. Defining, vc = V c
(
Ts
2
)
, v′c = V ′c
(
Ts
2
)
and t3 = t− Ts2 , the model for this stage is,
Vd(t)=
1
2nγ
e−βt3
(
2nRCov′c
p
L
(
eαt3 −1)+pL(1− eαt3)(Vin−nvc)
−γ
(
1+ eαt3 −2eβt3
)
Vin+γ
(
eαt3 +1)nvc) (4.13)
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The primary bridge then switches off leaving the secondary bridge to dis-
charge the energy from the leakage inductance, as demonstrated in Figure 4.5e.
Defining, vd =Vd
(
Ts
2 +T1(k)
)
, v′d =V ′d
(
Ts
2 +T1(k)
)
and t4 = t−
(
Ts
2 +T1(k)
)
, this
stage is modelled as,
V e(t)= 12γ e
−βt4
(
2Cov′d
(
eαt4 −1)RpL+ (eαt4 −1)vdpL+ (eαt4 +1)γvd) (4.14)
Finally, both bridges switch off, as demonstrated in Figure 4.5f and the output
capacitor, Co, discharges into the output load. Defining ve = V e(T2(k)) and
t5 = t−
(Ts
2 +T2(k)
)
, the time-shifted voltage for this stage is modelled as,
V f(t)= vee−
1
RCo t5 (4.15)
From these equations, it can be seen that the first three stages are effectively
the same as the last three stages apart from the time-shift. This is due to the
rectification process of both bridges inverting on the same stages.
4.2.1 Forming the Sinusoidal Waveform
The formulae derived in Equations (4.10) to (4.15) model the dynamics of the
DAB and can be used to calculate how to form a sinusoidal waveform using
the DAB and TriM. This is done by varying T1(k) and T2(k) on each switch-
ing cycle. These formulae allow one to dynamically calculate how the output
voltage changes at any given time.
Using TriM, the values of T1(k) and T2(k) can be tied to the output voltage
using the following equations [20],
φ=pi
√
fsL
n2RVin
(
Vin−nV o(t)
)
(4.16)
T1(k)= φ
pi fs
nV o(t)
Vin−nV o(t)
(4.17)
T2(k)= φ
pi fs
(4.18)
The values of T1(k) and T2(k) are the required times for each bridge to be on
to form the triangular waveform demonstrated in Figure 4.4. The variable,
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k, is defined as the switching cycle and follows the same convention as k de-
fined in Section 3.2.2. T1(k) and T2(k) can be any value less than or equal to
Ts
2 , however, if these time periods are not determined using the above calcula-
tions, the waveform could be distorted and the current could change direction
before returning to 0A.
The stages that are defined in Equations (4.10) to (4.15) are non-linear and
calculating what V o(t) would be after a switching cycle requires all six stages
to be calculated. Defining a step function that exists for a period of time,
Us(t, t0,T1(k))= us(t− t0)−us(t−T1(k)) (4.19)
Equations (4.10) to (4.15) can be combined to form the Piecewise Linear Mod-
els that would form the current through the leakage inductance,
VA(t)=VinUs(t,0,T1(k))−VinUs
(
t,
Ts
2
,
Ts
2
+T1(k)
)
(4.20)
VB(t)=V o(t)Us(t,0,T2(k))−V o(t)Us
(
t,
Ts
2
,
Ts
2
+T2(k)
)
(4.21)
where VA(t) is the modulated waveform from the input bridge, and VB(t) is
the modulated waveform from the output bridge.
Equations (4.20) and (4.21) lead to the effective voltage over the leakage in-
ductance of,
VL(tri)(t)=VA(t)−VB(t) (4.22)
Finally, the equation that can be used to calculate the current through the
leakage inductance can be written as,
IL(tri)(t)=
1
L
∫ t
0
VL(tri)(t) dt (4.23)
The numerical application of this can lead to minor errors where the current
does not return to 0A after each switching event. The approximation model
does not take this into account and the error cascades over each event. In
order to solve this problem, each switching cycle is multiplied by a unit step
that starts at the beginning of the cycle and ends at the end of the cycle to
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ensure that each current cycle ends at 0A and the next event starts on 0A.
The goal is to form a sinusoidal waveform at the output, however, it is not
known what the value of φ should be after each switching cycle to achieve
this. This is because the equations above focus on the DAB being in a steady
state which is not always the case. A binary search algorithm is applied in
much the same way as Figure 3.9 where the filter for the SPWM is found. This
process is demonstrated in Figure 4.6. Using this method, each switching cy-
cle has a calculated T1(k) and T2(k) that make it track a sinusoidal waveform.
The output from Figure 4.6 leads to a sinusoidal waveform, with ripple, that
tracks an ideal output voltage waveform. Figure 4.7 demonstrates this output
voltage and is coupled with LTspice XVII simulations to validate the results.
It should be noted that the ideal output voltage and the approximation have
very little error between them. The simulation output voltage has error due
to losses, switching effects, and other non-ideal behaviours. These losses are
modelled at a later stage, the main point to take from this figure is that it
is possible to modulate a sinusoidal output waveform using a DAB and a DC
input voltage.
4.3 Loss Model
A sinusoidal waveform can be created using the method mentioned in Sec-
tion 4.2, the loss model is derived from this to approximate the requirements
for building this inverter. The loss for the DAB could be summarised using,
Ploss = Psw+Pesw+Pcon+Ptrans (4.24)
where Ptrans is the transformer loss and Pesw the loss dissipated during switch-
on events.
4.3.1 Switching Loss
Figure 4.8 demonstrates the TriM current waveform that is formed by switch-
ing the input and output bridges. Points S2 and S5 point to high impact
switching events since current is flowing through these switches as they are
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turned off. There is the possibility of ZVS, however, the energy circulating
through the system must be high enough to oscillate between the leakage in-
ductance and the capacitance over the switches.
The losses at S2 and S5 must be considered. At these points, there is current
Start
Take the current output voltage, let vn = Vo(tn).
Calculate the next (ideal) output voltage requirement at tn+1 = tn+Ts.
vn+1 = Vo(p) sin(2pi fotn+1)
Choose upper and lower bounds for the output voltage:
vo(low) = 0
vo(up) = Vin
Set v using:
v = 12
(
vo(low)+vo(up)
)
Calculate the value of φ:
φ = pi
√
fsL
n2RVin
(
Vin−nv
)
Calculate the values of T1 and T2 using φ:
T1 = φpi fs
nv
Vin−nv
T2 = φpi fs
Numerically run through the stages
V1(t) to V6(t) using T1 and T2 and
get a calculated output voltage, V .
Calculate the error between the ideal
and the calculated output voltage,
e = V−vn+1vn+1
The error is
negative but
larger than 1%
Is e more
than 1%?
Is the
absolute
error, |e|,
greater
than 1%?
No
Yes
Set vo(up) = v Set vo(low) = v
Yes
Use the values of T1 and T2 to calculate
what Vo(t) will be after the switching cycle.
No
End
Figure 4.6: The method used to calculate the required value of φ that modu-
lates the output voltage, V o(t), according to a sinusoidal waveform.
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(a) The DAB forming a modulated sinusoidal waveform at a switching fre-
quency of 20kHz.
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(b) The DAB forming a modulated sinusoidal waveform at a switching fre-
quency of 40kHz.
Figure 4.7: The DAB forming the first quarter-cycle of the sinusoidal out-
put voltage using TriM. These figures demonstrate the approximated (blue
line) and simulated (red line) output voltages against the ideal output voltage
(black line) at different switching frequencies.
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Figure 4.8: The switching events that take place in the Dual Active Bridge
using Triangular Modulation. The solid black line represents the current
through the leakage inductance, the dotted blue line represents the input
bridge voltage, and the dotted red line represents the output bridge voltage.
flowing through the switches and a voltage across them. Since the output
waveform is symmetric, the power loss can be calculated over a quarter of the
waveform. The same method is used as Section 3.2.2.1 mentioned previously.
In this case, Isw(k) is defined as,
Isw(k)= IL(tri)
(
k
Ts
2
+T1(2k)
)
(4.25)
Notice that k represents double the frequency of Ts which is why 2k is used
when calculating T1. The switching loss for S2 and S5 can be approximated
as,
Psw = 4To
fs
2 fo∑
k=0
1
2
Isw(k)Vin
(
Vin
dVsw
dt
+ Isw(k)dIsw
dt
)
(4.26)
Furthermore, it is possible for ZVS to occur if there is enough energy in the
leakage inductor to resonate with the capacitances over the switches in the
primary bridge [8], [11], let,
γZVS(t)= 2
√
Cs
L
VinV o(t) (4.27)
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iL(t)≥γZVS(t) (4.28)
In order to utilise Equation (4.28), the relationship between time and k should
be defined,
tk(k)= k
Ts
2
+T1(k) (4.29)
At this point Equation (4.26) can be modified to ignore the switching loss that
occurs when ZVS can take place. Equation (4.26) can, therefore, be modified
to,
Psw = 4To
fs
2 fo∑
k=0
Isw(k)<γZVS(tk(k))
1
2
Isw(k)Vin
(
Vin
dVsw
dt
+ Isw(k)dIsw
dt
)
(4.30)
4.3.1.1 Switch-On Events
The switch-on events of the DAB at S1 and S4 are the major contributors to
the loss in the circuit. Although the current flowing through the circuit at
these switch on points is relatively low compared to the peaks at S2 and S5,
there is still a large power loss that takes place at these events. The reason
for this is because the (natural) capacitors over the switches need to charge
and discharge at the switching events S1 and S4. Figure 4.9 demonstrates
the event that takes place. The transition that causes the loss is when Q1
is off and, Q2 is on. The voltage across Q1 is effectively Vin and Q2 is 0V.
At this point, Q1 turns on, and Q2 turns off. This causes the voltage across
Q2 to rapidly increase to Vin and the voltage across Q1 to rapidly decrease to
0V. The energy required to charge and discharge these capacitors is dissi-
pated through the Q1 resistance. The capacitors do not charge and discharge
entirely, this is because there is some current flowing through the leakage in-
ductance that feeds into the capacitors during the event. This means that the
energy lost is a function of the inductor current,
Esw(t)= 2× 12CsV c(t)
2 =CsV c(t)2 (4.31)
Where the capacitor voltage that is discharged is calculated as,
V c(t)=Vin−
√
L
2Cs
iL2(t) (4.32)
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This equation is found by equating the energy in the leakage inductor to the
energy shared by the two capacitors in question. The same equation applies
to the output bridge, however, the voltage equation differs and is defined as,
V co(t)=V o(t)−
√
L
2Cs
iL2(t) (4.33)
Eswo(t)=CsV co(t)2 (4.34)
The power lost due to these events is calculated as,
Pesw = 4To
fs
2 fo∑
k=0
(
Esw
(
k
Ts
2
)
+Eswo
(
k
Ts
2
))
(4.35)
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(a) Switches Q2 and Q4 are on, causing the inductor current to
flow through the loop until another switching event takes place.
Although this current is low, it is not 0A. The voltage across
switches Q2 and Q4 is effectively 0V, and the voltage across
switches Q1 and Q3 is Vin.
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(b) Switch Q2 turns off, and Q1 turns on. At this point, the volt-
age across the natural capacitor of Q2 rapidly increases to Vin,
and the voltage across the natural capacitor of Q1 rapidly de-
creases to 0V. The energy required to charge and discharge the
capacitances of Q1 and Q2 is dissipated through the resistance
of Q1.
Figure 4.9: An analysis of the switch-on events (S1 and S4) that cause sub-
stantial losses in the DAB circuit.
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4.3.2 Conduction Loss
Since the current through the leakage inductance can be 0A for extended pe-
riods of time, the conduction losses must be calculated based on the periods
of time that the input and output bridges are on. During the time periods
T1(k) and T2(k) both bridges will be conducting through two switches. Since
the current and voltage waveforms are symmetric, the conduction loss can be
calculated for a quarter of the output waveform, this is done using,
Pcon = 2To
∫ To
4
0
IL(tri)2(t)(n2+1)ron dt (4.36)
Since the current waveform follows that of Figure 4.4, there will be times
when the conduction loss is very close to 0W because the current is close to
0A.
4.3.3 Output Capacitance
The ripple on the output waveform is reduced compared to the SPWM. This
is because the waveform modulates around the required output waveform as
opposed to modulating a square wave to form the sinusoidal wave when fil-
tered. Using triangular modulation, the peak φ value in Equation (4.16) can
be calculated as,
φmax =pi
√
fsL
n2RVin
(
Vin−nVo(p)
)
(4.37)
This would lead to T1 at the peak being calculated as,
T1(p) =
φ
pi fs
nVo(p)
Vin−nVo(p)
(4.38)
and the value of T2 at the peak would be calculated as,
T2(p) =
φ
pi fs
(4.39)
Ideally, the triangular modulation should lead the current through the in-
ductor to be 0A after T1(p) +T2(p), however, this is not the case because of
the magnetising inductance. Additionally, the system is not in a steady state
which introduces additional complexity in the modulation technique. The cur-
rent flowing through the leakage inductance of the DAB can be approximated
using the effective circuit demonstrated in Figure 4.2. As demonstrated in
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Figure 4.5, both bridges are on during time, T1(p), the primary bridge is off,
and the secondary is on during T2(p), and both bridges are off after T2(p) for
the rest of the half-cycle.
During time T1(p), the current (ignoring the initial conditions) is,
iL1(t)=
1
L
∫ t
0
(
Vin−nVo(p)
)
dt
= 1
L
(
Vin−nVo(p)
)
t
(4.40)
During time T2(p), the current is,
iL2(t)= iL1(T1(p))−
1
L
∫ t
0
nVo(p) dt
= iL1(T1(p))t−
1
L
nVo(p)t
(4.41)
For the rest of the half-cycle, the current would remain constant at iL2(T2(p)).
The ripple current can be calculated as the area under Equations (4.40) and (4.41)
as well as iL2(T2(p)) until Ts2 . The ripple charge is, therefore,
QL =
∫ T1(p)
0
iL1(t) dt+
∫ T2(p)
0
iL2(t) dt+
∫ Ts
2 −T1(p)−T2(p)
0
iL2(T2(p)) dt
=iL1(T1(p))− iL1(0)+ iL2(T2(p))− iL2(0)+
(
Ts
2
−T1(p)−T2(p)
)
iL2(T2(p))
= 1
2L
(
T2(p)
(
T2(p)−Ts
)
nVo(p)+T21(p)
(
nVo(p)−Vin
)
+T1(p)
(
2T2(p)nVo(p)+Ts
(
Vin−nVo(p)
)))
(4.42)
The required capacitance for the ripple is calculated using,
Co = QL
∆Vo
= QL
0.05Vo(p)
(4.43)
4.3.4 Transformer Losses
The transformer loss can be approximated using the Steinmetz equation. It
should be noted that there are many methods to approximate the loss in trans-
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formers but in order to reduce complexity of the overall model, the Steinmetz
equation is used. The equation is defined as [37],
Pcore =VcorekfswαBβp (4.44)
where,
Vcore volume of the core found in Table 2.1;
Bp peak magnetic flux density;
k,α,β Steinmetz parameters.
The parameters that are entered into this equation are uniquely defined in
each case. Section 4.4.1 demonstrates the use of this equation to approximate
the loss for each transformer core size used in this case study.
4.3.5 Loss Model Verification
Table 4.2 demonstrates the loss approximation compared to the simulations
found in LTspice XVII which used MOSFET models provided by the suppliers.
Further details on these simulations, along with the circuit and waveforms
are presented in Appendix D. The loss from the simulations does not take the
transformer into account, however, in the final model, the loss from the trans-
former has been added to arrive at the final loss value for each DAB model.
The transformer loss depends on the transformer volume, and the details of
this are outlined in Section 4.3.4 above.
Given that the loss approximation has been verified in Table 4.2, more data
points have been generated in Table 4.3 below along with details around the
output capacitance, peak currents and voltages, and the required copper cross-
section area in order to handle the currents at each frequency. There are three
parameters in Table 4.2 that have not been utilised at this point. The first is
the peak current, iL(p), which is the highest peak current seen when forming
the sinusoidal output voltage and is applicable for the wire area requirement.
The wire area requirement, Aw, is the area of wire required to handle the
previously mentioned peak current. This value takes into consideration the
current density that the wire can withstand. The final value is the integral
of the squared inductor current over a full-time period, ζ. This value can be
multiplied by a resistance such as the MOSFET on-resistance, ron, and the
transformer wire resistance to determine the conductive losses.
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Table 4.2: Verification of the loss model derived in this chapter against LTspice
XVII simulations.
fs Ploss Psim e
kHz W W %
18 137.29 148.17 7.34
24 127.58 135.51 5.85
30 126.42 129.42 2.32
36 126.59 128.21 1.27
42 130.70 128.17 1.97
48 131.87 130.11 1.35
54 137.82 131.96 4.44
60 141.13 134.37 5.03
66 145.28 142.63 1.86
72 142.74 151.05 5.50
where,
Ploss approximated losses in the circuit;
Psim simulated losses in the circuit;
e error between the approximation and simulation.
4.4 Volumetric Approximation
The loss approximation defined in Section 4.3 is used to approximate the size
of the heat sink. Similar to Section 3.3, the heat sink is defined as a density,
Dhs, that is multiplied by the loss to determine the volume.
4.4.1 Transformer Choice
As demonstrated in Table 2.1, the transformers used for this circuit would be
standard E-cores, and it is assumed that they are designed to utilise all of the
winding area. A relatively simplistic approach is taken to determine which
transformer to use, the number of turns required can be calculated using the
equation,
Nw ≥ V ·Don
∆BAe fs
(4.45)
In the case of the DAB, the values described in Table 4.4 can be used in this
equation.
In order to reduce the effects of the skin effect in the high-frequency trans-
former, Litz wire is used. The gauge of the wire is chosen depending on the
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Table 4.3: The loss approximation for different switching frequencies based
on the loss model derived in this research.
fs iL(p) Aw ζ Vo(max) Co Ploss
kHz A mm2 A2 V µF W
18 55.73 12.38 289.82 348.91 19.3 137.29
21 51.58 11.46 261.53 348.56 16.5 130.67
24 47.78 10.62 244.32 348.22 14.5 127.58
27 45.65 10.14 224.25 347.69 12.9 126.79
30 43.15 9.59 211.39 347.17 11.6 126.42
33 40.99 9.11 200.40 346.90 10.5 126.96
36 39.28 8.73 189.50 346.64 9.65 126.59
39 37.43 8.32 182.31 345.77 8.90 127.99
42 36.21 8.05 173.91 345.46 8.27 130.70
45 35.22 7.83 168.99 344.69 7.72 132.10
48 34.16 7.59 163.33 344.48 7.23 131.87
51 33.11 7.36 156.10 344.27 6.81 136.86
54 31.75 7.06 151.66 344.08 6.43 137.82
57 31.15 6.92 147.97 343.73 6.09 139.96
60 30.52 6.78 151.04 343.06 5.79 141.13
63 29.52 6.56 136.51 342.15 5.51 142.54
66 28.92 6.43 131.35 341.55 5.26 145.28
69 28.34 6.30 126.68 341.31 5.03 144.40
72 27.82 6.18 124.27 340.30 4.82 142.74
where,
iL(p) peak current through the circuit;
Aw required area of wire to handle the peak current;
ζ = 1To
∫ To
0 iL
2(t) dt;
Co output capacitance;
Vo(max) peak voltage in the circuit taking the effects of the output capaci-
tance into account.
Table 4.4: The values used to design the transformer used in the DAB for this
case study.
Parameter Value
V 450V
∆B 400mT
Don 12
Ae Table 2.1
frequency, and the number of strands is chosen based on the current density
required. The work presented by Sullivan and Zhang [38] can be used to de-
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sign the Litz wire required. The area of wire required to allow for the current
to flow through the wire without it reaching a temperature where the insula-
tion melts can be calculated as follows,
Aw = ImaxJ (4.46)
where,
Aw required wire area;
Imax maximum current through the circuit;
J current density.
Based on Equation (4.46), a chosen value of J = 4.5Amm−2 the standard E-
core size can be found2. This is done by determining what area of copper would
allow for the conditions of J to be met. The number of strands of wire to use
to form the Litz wire is determined by taking the area required divided by the
area of the gauge of wire that is being used, leading to the equation,
Ns = AwAwg
(4.47)
where Ns is the number of strands required and Awg is the area of the wire
being used.
The length of the wire required is approximated using the circumference of
the winding area multiplied by the number of turns,
lw =NCw (4.48)
where lw is the total length of wire required and Cw is the circumference of
the winding area.
The wire area in Equation (4.46) multiplied by the number of turns leads to
the total area required, Areq, the difference between the E-core winding win-
dow area and the required area is calculated to see if a core meets the require-
ments and Table C.1 shows the valid E-core sizes for each switching frequency,
fs. The top choices for each frequency have been summarised in Table 4.5
which led to the transformer choices for each frequency range demonstrated
2The choice of a current density of 4.5 Amm−2 is based off the transformer design exam-
ples by Billings and Morey where they often use 450 Acm−2 [28].
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in Table 4.6.
Table 4.5: The results from Table C.1 summarised by selecting the core that
would lead to the minimum transformer volume for each switching frequency.
Core Ae fs N Aw Cw lw Areq Diff
mm2 kHz turns mm2 mm m mm2 %
E65/27 1196.0 18 58 12.38 146.0 8.5 718.3 40
E55/21 849.2 24 66 10.62 120.0 7.9 700.8 17
E55/21 849.2 30 53 9.59 120.0 6.4 508.2 40
E42/20 589.0 36 66 8.73 102.0 6.7 576.1 2
E42/20 589.0 42 56 8.05 102.0 5.7 450.6 23
E42/15 589.0 48 66 7.59 92.0 6.1 501.0 15
E42/15 589.0 54 58 7.06 92.0 5.3 409.2 31
E42/15 589.0 60 53 6.78 92.0 4.9 359.5 39
E42/15 589.0 66 48 6.43 92.0 4.4 308.5 48
E42/15 589.0 72 44 6.18 92.0 4.0 272.0 54
Table 4.6: The choice of E-core given a certain switching frequency, fs, in
the Dual Active Bridge. The volumes of each E-core have been defined in
Table 2.1.
Frequency Range E-core Volume
kHz cm3
18≤ fs < 24 E65/27 173.686
24≤ fs < 36 E55/21 98.504
36≤ fs < 48 E42/20 54.723
48≤ fs ≤ 72 E42/15 45.607
4.4.2 Transformer Volume
The E-core manufacturer and ferrite choice affect the final size of the inverter.
This is because the core losses differ based on the material choice. For this
case, the core manufacturer EPCOS which is TDK in Europe is used. For
their E-core selection, they provide three main materials: n27 [39], n87 [40],
and n97 [41]. The relative core loss, Pv, decreases from n27 to n97.
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As mentioned in Section 4.3.4, the Steinmetz Equation is used to approximate
the loss of the transformer. By removing the core volume, Vcore, from Equa-
tion (4.44), the relative core loss, Pv, is found. This loss is defined as,
Pv = kfswαBβp
log
(
Pv
)= log(k)+β log(Bp)+α log( fsw) (4.49)
and is usually provided in the datasheet of power converter transformers.
By graph fitting this, the Steinmetz equation parameters are found. The
datasheet for the n97 material defines,
• Pv = 45kWm−3 at fs = 25kHz, Bp = 200mT.
• Pv = 300kWm−3 at fs = 100kHz, Bp = 200mT.
• Pv = 340kWm−3 at fs = 300kHz, Bp = 300mT.
These values lead to the following simultaneous equations,
log
(
45
)=β log(0.2)+α log(25)+ log(k) (4.50)
log
(
300
)=β log(0.2)+α log(100)+ log(k) (4.51)
log
(
340
)=β log(0.3)+α log(300)+ log(k) (4.52)
This leads to the following coefficient values, α = 1.36848, β = −3.39923, and
k = 1.81447×10−4. These values form the approximate transformer core loss
equation,
Pcore =Vcore
(
1.81447×10−4( fsw)1.36848(Bp)−3.39923)
=Vcore
(
1.81447×10−4( fsw)1.36848(200mT)−3.39923) (4.53)
Although this seems counter-intuitive as the β value is negative, it does cor-
rectly model the losses of the transformer. Using Equations (4.45), (4.46),
(4.48) and (4.53) the core losses are calculated, and the results of these losses
are shown in Table 4.7.
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Table 4.7: The approximate losses with the additional transformer losses calculated in this section.
fs Core Vcore iL(p) Ae N Cw lw Aw Rw ζ Pw Pcore Papprox Ploss
kHz A cm2 units mm2 mm mm2 mΩ mm2 mW A2 W W W W
18 E65/27 86.38 55.73 540 58 146 8.47 12.38 11.8 289.82 3.41 2.48 137.29 143.18
21 E65/27 86.38 51.58 540 50 146 7.30 11.46 11.0 261.53 2.86 3.07 130.67 136.60
24 E55/21 47.55 47.78 357 66 120 7.92 10.62 12.8 244.32 3.13 2.03 127.58 132.74
27 E55/21 47.55 45.65 357 59 120 7.08 10.14 12.0 224.25 2.69 2.38 126.79 131.86
30 E55/21 47.55 43.15 357 53 120 6.36 9.59 11.4 211.39 2.41 2.75 126.42 131.58
33 E55/21 47.55 40.99 357 48 120 5.76 9.11 10.9 200.40 2.18 3.13 126.96 132.27
36 E42/20 24.68 39.28 240 66 102 6.73 8.73 13.3 189.50 2.51 1.83 126.59 130.94
39 E42/20 24.68 37.43 240 61 102 6.22 8.32 12.9 182.31 2.35 2.04 127.99 132.38
42 E42/20 24.68 36.21 240 56 102 5.71 8.05 12.2 173.91 2.12 2.26 130.70 135.09
45 E42/20 24.68 35.22 240 53 102 5.41 7.83 11.9 168.99 2.01 2.49 132.10 136.59
48 E42/15 18.51 34.16 180 66 92 6.07 7.59 13.8 163.33 2.25 2.04 131.87 136.15
51 E42/15 18.51 33.11 180 62 92 5.70 7.36 13.3 156.10 2.08 2.21 136.86 141.15
54 E42/15 18.51 31.75 180 58 92 5.34 7.06 13.0 151.66 1.97 2.39 137.82 142.19
57 E42/15 18.51 31.15 180 55 92 5.06 6.92 12.6 147.97 1.86 2.58 139.96 144.40
60 E42/15 18.51 30.52 180 53 92 4.88 6.78 12.4 151.04 1.87 2.76 141.13 145.76
63 E42/15 18.51 29.52 180 50 92 4.60 6.56 12.1 136.51 1.65 2.95 142.54 147.14
66 E42/15 18.51 28.92 180 48 92 4.42 6.43 11.8 131.35 1.55 3.15 145.28 149.98
69 E42/15 18.51 28.34 180 46 92 4.23 6.30 11.6 126.68 1.46 3.35 144.40 149.21
72 E42/15 18.51 27.82 180 44 92 4.05 6.18 11.3 124.27 1.40 3.55 142.74 147.69
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4.4.3 Total Volume
The total volume for the DAB inverter is calculated as the sum of the trans-
former volume, VT, the heat sink volume, Vhs, and the output capacitor vol-
ume, VCo . Table 4.8 shows the final volumes of the DAB inverter between
18kHz and 72kHz. These volumes are plotted in Figure 4.10, there’s a dra-
matic decrease in volume from 18kHz to 36kHz and after this point the effect
of the heat sink is more apparent and the decrease in volume from the E-core
does not have as large an effect.
Table 4.8: The approximate losses with the additional transformer losses cal-
culated in this section.
fs Core Vcore VT Ploss Vhs Co Vo(max) VCo Vtot
kHz cm3 cm3 W cm3 µF V cm3 cm3
18 E65/27 86.38 173.69 143.18 230.94 19.3 348.91 1.79 406.41
21 E65/27 86.38 173.69 136.60 220.32 16.5 348.56 1.53 395.54
24 E55/21 47.55 98.50 132.74 214.10 14.5 348.22 1.34 313.94
27 E55/21 47.55 98.50 131.86 212.68 12.9 347.69 1.18 312.37
30 E55/21 47.55 98.50 131.58 212.23 11.6 347.17 1.06 311.79
33 E55/21 47.55 98.50 132.27 213.34 10.5 346.90 0.96 312.81
36 E42/20 24.68 54.72 130.94 211.19 9.65 346.64 0.88 266.79
39 E42/20 24.68 54.72 132.38 213.52 8.90 345.77 0.81 269.05
42 E42/20 24.68 54.72 135.09 217.88 8.27 345.46 0.75 273.35
45 E42/20 24.68 54.72 136.59 220.31 7.72 344.69 0.70 275.73
48 E42/15 18.51 45.61 136.15 219.60 7.23 344.48 0.65 265.86
51 E42/15 18.51 45.61 141.15 227.67 6.81 344.27 0.61 273.89
54 E42/15 18.51 45.61 142.19 229.33 6.43 344.08 0.58 275.52
57 E42/15 18.51 45.61 144.40 232.90 6.09 343.73 0.55 279.05
60 E42/15 18.51 45.61 145.76 235.10 5.79 343.06 0.52 281.22
63 E42/15 18.51 45.61 147.14 237.32 5.51 342.15 0.49 283.42
66 E42/15 18.51 45.61 149.98 241.91 5.26 341.55 0.47 287.98
69 E42/15 18.51 45.61 149.21 240.66 5.03 341.31 0.45 286.72
72 E42/15 18.51 45.61 147.69 238.20 4.82 340.30 0.43 284.24
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Figure 4.10: The volumetric approximations for the DAB between a frequency
range of 18kHz and 72kHz. The plot has been divided into the different E-
cores used depending on the frequency. It should be noted that there is a dra-
matic reduction in volume over each jump in E-core size until around 36kHz,
from this point it is more dependent on other factors such as the heat sink.
4.5 Relationships
Figure 4.11 demonstrates the effect that the density of the heat sink has on
the final volume of the DAB. It can be seen that increasing the density by a
factor of 10 can potentially halve the volume of the DAB inverter. After this
point, a second increase by a factor of 10 (thereby increasing the initial density
by a factor of 100), has a reduced impact on the volumetric decrease compared
to the first density increase.
The change in E-core size also has a large effect on the change in volume. The
aim, in this case, would be to use the E13/4 core which has a total volume of
1.154cm3 as opposed to the E42/15 core (required at a switching frequency of
72kHz) with a volume of 45.607cm3. However, as seen in Table 4.8, the main
aim should be to reduce the losses in the circuit. This is because the heat sink
is much larger (over 200cm3) compared to the saving by changing the core to
the E13/4 core.
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Figure 4.11: The volumetric approximations for the DAB as the heat sink
density increases are demonstrated in this figure. The black line is the current
heat sink density, Dhs. The blue line is when the heat sink density increases
by a factor of 10 and the red line is when the density increases by a factor of
100. It can be seen that the volume almost saturates between the factor of 10
and 100 and the major contributor to volume at this stage is the transformer
itself.
4.6 Summary
The knowledge covered in this chapter that contributes to the argument tree
is demonstrated in Figure 4.12. The main points to take from this chapter are
as follows,
• The DAB is a topology that is extremely versatile and the bridges can be
modulated in many ways. This research covers PSM and TriM, and the
volumetric approximations are based on the TriM scheme.
• The two major factors that contribute to volume in this model are the
transformer core and the heat sink. The losses are larger in the DAB
compared to the SPWM leading to larger heat sink requirements. The
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heat sink contributes to the majority of the volume of the DAB in this
model. Focus should be put into reducing the switching losses (which
would lead to a smaller heat sink) before increasing the switching fre-
quency (which would lead to a smaller transformer core).
• The major contributor to the loss in the DAB is the energy dissipated
during the switch-on events of both bridges. This needs to be reduced in
order to reduce the volume of the inverter.
• Even with ZVS, the switching losses are high due to the switch-on events
mentioned in the previous point.
The conditions under which the Dual Active Bridge has a smaller
volume than the Sinusoidal Pulse Width Modulation Inverter
Establish relationships between design parameters for the Sinu-
soidal Pulse Width Modulation inverter and the Dual Active Bridge.
A volumetric approximation
of the Dual Active Bridge.
A volumetric approxima-
tion of the Sinusoidal Pulse
Width Modulation inverter.
Approximate the losses in the circuit.Approximate the losses in the circuit.
Initial volumetric approximation.Initial volumetric approximation.
Volume of energy storage components.Volume of energy storage components.
Circuit design.Circuit design.
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Figure 4.12: The contribution to the overall argument provided by Chapter 4.
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The volumetric comparison between the SPWM and DAB is demonstrated
in Figure 5.1 below. It can be seen that, for this case study, the SPWM is
volumetrically smaller than the DAB for all frequencies up to and including
72kHz. The main reason for this is the difference in losses between these two
topologies. The switching losses in the DAB are far more significant than the
SPWM, and the transformer size does not compensate (at these frequencies)
for the volume of the heat sink.
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Figure 5.1: The comparison between the volumes of the SPWM and the DAB.
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This means that the conditions under which the DAB is volumetrically smaller
than the SPWM cannot be definitively specified based on the results found in
this research. However, it can be concluded that the switching frequency, fs,
must be larger than 72kHz in order for it to have the possibility of being
smaller.
The methods that can be used to improve the power density of the SPWM are
mentioned in Section 5.1 below. The improvements look at the implementa-
tion of the SPWM instead of the increase in switching frequency to increase
power density. Increasing the accuracy of the volumetric approximation by
considuring the winding volumes in inductors is also discussed in this section.
A number of conclusions can be drawn on the modulation technique that
should be used in the DAB, and possible improvements that could be made
around this discussion is presented in Section 5.2 below. Due to the scope
of the research, additional topologies and configurations that could lead to
smaller volumes were not investigated. This is because a volume for the stan-
dard DAB needed to be established before looking into more advanced config-
urations and schemes. The topologies that could lead to smaller volumes are
discussed in Section 5.3 below.
5.1 Sinusoidal Pulse Width Modulation
Techniques
The SPWM was implemented using open-loop control. In reality, a form of
closed-loop control can be implemented to shape the waveform better and re-
duce THD. A closed-loop control system would introduce a lot of complexity
into the SPWM model since switching times would be less predictable. This
would, however, reduce the stress on the output filter meaning that the filter
requirements could be reduced.
As mentioned in Section 2.3.2, the winding volume of the inductor is not con-
sidered in this research to reduce the complexity of the model. This is because
ignoring the winding volume removes the need to consider core shape and the
number of turns required when designing an inductor for the circuit. This
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does, however, mean that the magnetic energy storage density of the inductor,
Wm, in the models is higher than it would be in reality because the approxi-
mated volume is smaller when the windings are not considered. A trade-off
between accuracy and complexity can be made here where the windings are
considered which leads to a more accurate volumetric approximation of the
inductor but a more complicated SPWM model.
5.2 Dual Active Bridge Modulation Techniques
Another conclusion can be drawn from this research regarding the DAB de-
sign, and that is on the modulation technique. Both PSM and TriM were used
in this research as they are popular modulation techniques used in the DAB.
PSM did not allow for ZVS for a large range of switching events and TriM has
large switch-on event losses. When designing a DC-to-DC converter, these
problems can be avoided. The choice of the turns ratio, n, would allow the ef-
fective voltages on either side of the transformer to remain very similar which
means that ZVS would happen regularly. Sections 5.2.1 and 5.2.2 below out-
line the changes that could be made to improve the problems mentioned.
5.2.1 Extending Triangular Modulation
The PhD thesis by Dr Krismer [20] outlines the use of more complicated mod-
ulation schemes to achieve higher efficiencies. Krismer found the hard switch-
ing happening on the turn on events could be dealt with by extending the TriM
scheme. Effectively, the currents are circulated during the switch-on events
to enable ZVS. This is a trade-off between conduction losses and switching
losses, and Krismer has found that this trade-off leads to higher efficiencies.
Referring to Figure 4.8 in the previous chapter, Krismer’s extension of the
TriM scheme can be explained. In the standard TriM scheme, the current
should be relatively close to 0A once switching has moved from S1 to S3. In
other words, the current through the inductor between S3 and S4 is nearly
0A. Krismer proposes that the current should not get close to 0A between S1
to S3, but instead, it should rather stop at a current that would still allow for
ZVS at the next switching event (refer to Equation (4.28)). This means that
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the current between S3 and S4 would not be close to 0A, causing conduction
losses, however, ZVS would occur at S4 and this trade-off between conduc-
tion losses between S3 and S4 and ZVS at S4 increases the efficiency of the
converter.
5.2.2 Alternate Modulation Techniques
Krismer not only extends standard modulation techniques but also demon-
strates that the DAB can be modulated in a number of different ways. In fact,
since the input and output bridges can be controlled and pulsed in any way,
one could conclude that there are a large number of ways that the DAB can be
modulated. Dynamic schemes such as Space Vector Modulation (SVM) could
be implemented where feedback is used to determine what the bridge should
do next. Dynamic schemes could lead to changes such as,
• The time at which the input bridge and output bridges switch on.
• The length of time that each bridge is on for.
• The current flowing through the circuit when the bridges are switched
off.
• The number of pulses from each bridge during a switching cycle.
5.3 Dual Active Bridge Topology
One of the benefits offered by the DAB is the isolation from the transformer.
This allows for the input and output terminals to be connected in some way or
for multiple DABs to be connected without grounding problems.
5.3.1 Partial Power Processing
As discussed in Section 2.2.2, a multi-stage approach such as Partial Power
Processing could be used. PPP involves the use of a direct link between the
input and output terminal in order to allow the free flow of energy without
it being processed first [42]. Figure 5.2 is a demonstration of what the DAB
would look like in the PPP configuration.
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Figure 5.2: Generalised Partial Power Processing Black Box System where
The Output Signal is AC.
The application of this topology has not been applied in this research, however,
it has been listed here as a possible method to reduce the losses in the circuit.
This is because the power processed is no longer the input power, it is the
difference between the input power and the output power which reduces the
amount of energy undergoing the conversion process.
5.3.2 Multi-Level Design
By connecting DABs in a topology similar to that of Figure 5.3, the load can
be spread over each of the DABs in the string. As described in Section 2.2.1,
this could potentially lead to a reduction in volume because of the exponential
relationship between the number of cells and the overall volume.
112
5.4. Summary
+ +
− −
Vin(t) Vo(t)
Figure 5.3: A potential topology that could be used to create a multicellular
DAB inverter.
5.4 Summary
The details in this section lead to the conclusion in the argument tree demon-
strated in Figure 5.4 below. Although the conditions cannot be definitively
stated, it has been established that switching frequencies less than and equal
to 72kHz do not lead to volumetrically smaller DAB inverters. The knowledge
established in this section is summarised as follows,
• The DAB using TriM is not smaller than the SPWM for switching fre-
quencies less than or equal to 72kHz.
• The switch-on events for the DAB are major contributors to the loss in
the circuit, and this problem could be solved using alternate modula-
tion techniques. Krismer presents possible solutions to this problem by
trading off conduction losses with switching losses [20].
• It is possible that the application of a dynamic modulation scheme such
as SVM could lead to a reduction in losses since the cost of the optimisa-
tion equation could focus on the power losses in the circuit. In this way,
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it is likely that the modulation scheme would aim to ensure ZVS would
take place where ever possible.
• The use of different DAB topologies could lead to a reduction in the
losses and volume of the inverter. An example given in this chapter
is the use of PPP which would only process the difference between the
input and output power as opposed to the input power.
• The use of multi-level topologies could lead to a reduction in the volume
of the inverter due to the scaling relationship defined by Kasper, Bortis,
and Kolar [16].
The conditions under which the Dual Active Bridge has a smaller
volume than the Sinusoidal Pulse Width Modulation Inverter
Establish relationships between design parameters for the Sinu-
soidal Pulse Width Modulation inverter and the Dual Active Bridge.
A volumetric approximation
of the Dual Active Bridge.
A volumetric approxima-
tion of the Sinusoidal Pulse
Width Modulation inverter.
Approximate the losses in the circuit.Approximate the losses in the circuit.
Initial volumetric approximation.Initial volumetric approximation.
Volume of energy storage components.Volume of energy storage components.
Circuit design.Circuit design.
O
ptim
ization
O
ptim
ization
Figure 5.4: The contribution to the overall argument provided by Chapter 5.
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Conclusion 6
The research conducted investigates the DAB under a case study for the GLBC.
It has been found that the DAB can be used as a DC-to-AC converter, however,
there are trade-offs and additional complexities that must be considered. The
investigation on the effect of high-frequency switching, ZVS, and the use of
a topology aside from the SPWM was conducted and conclusions are made in
Chapter 5.
Future work and improvements are also discussed in Chapter 5, where sug-
gestions on widening the scope of the DAB may lead to increases in power
density and reductions in losses. These improvements do, however, increase
the complexity of the circuit and there are too many possibilities to cover in
this research.
6.1 Case Study Conclusion
The use of the DAB as an inverter was investigated as a replacement for the
SPWM. The volume of the SPWM was found to decrease between 6kHz and
12kHz and only increase after this point. The volume of the DAB was found
to decrease as the switching frequency increased. Although the volumes were
found to perform oppositely, the SPWM was found to have a smaller volume
at all switching frequencies investigated in this research. The frequencies in-
vestigated in this research were up to and including 72kHz, after this point,
the SPWM model begins to require unrealistic switching pulses that are below
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rise and fall times of standard MOSFETs.
As discussed in Chapter 5, there are a number of conclusions that can be
drawn around the DAB. One of the main conclusions is that the switching
loss for the DAB in an inverter topology is too high when using modulation
techniques like PSM and TriM. The modulation technique must be modified
to ensure that ZVS takes place as much as possible, especially during the
switch-on events as these cause the largest switching losses in the circuit.
Another alternative to decreasing the DAB is using a multi-stage or multi-
cellular connection strategy to reduce the losses and volume of the circuit.
These techniques were mentioned in Sections 2.2.1 and 2.2.2 and their appli-
cations using the DAB were summarised in Chapter 5.
In the case study presented in this research, a 2kW inverter with an input
voltage of 450V and an output RMS voltage of 240V at 60Hz (see Table 2.2)
was modelled. The DAB has been found to have a lower power density than
the SPWM for frequencies below 72kHz. This is not to say that the DAB will
always have a lower power density than the SPWM. In fact, the trend of the
DAB volume is to decrease as the switching frequency increases. The DAB can
run at frequencies higher than 72kHz, whereas, the SPWM begins to reach
limits at this point. It can, therefore, be concluded that for an inverter that
meets the requirements specified in Table 2.2, higher power densities cannot
be achieved using a DAB when TriM is used in conjunction with the wave-
form model in Chapter 4 and switching frequencies under 72kHz. The SPWM
should be used at a switching frequency around 9kHz or further investiga-
tions should be done around the DAB at frequencies higher than 72kHz to
find if and when the volume is below that of the SPWM.
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Kepler’s Equation A
The SPWM waveform is defined as,
VSPWM(t)=VA(t)−VB(t)
In order to find VA(t) and VB(t), accurate intercept times need to be found
between the output waveform,
V o(t)=Vo(p) sin(2pi fot) (A.1)
and the straight lines defined in Equations (3.5) and (3.6) (where Vo(p) is peak
sinusoidal output voltage). In other words, the equations below need to be
solved,
4Vin fst−Vin(4k+1)=Vo(p) sin(2pi fot) (A.2)
−4Vin fst+Vin(3+4k)=Vo(p) sin(2pi fot) (A.3)
In order to allow for a generic model, a modulation index, m, can be defined
as,
m= Vo(p)
Vin
(A.4)
In order to solve these intercept times, Kepler’s Equation is used. Kepler’s
Equation is defined as,
M =E− esin(E) (A.5)
1
Kepler would use this equation for applications in celestial mechanics and ap-
proximations to the solution of this equation exist. Bessel provided a solution
to finding E using the following equation [1],
E =M+
n=∞∑
n=1
2
n
Jn (ne)sin(nM) (A.6)
where Jn(x) is Bessel Function of the First Kind.
The derivation to relate Equation (A.5) to Equation (A.2) is completed in the
following way,
4Vin fst−Vin(4k+1)=mVin sin(2pi fot)
t− 4k+1
4 fs
= m
4 fs
sin(2pi fot)
4k+1
4 fs
= t− m
4 fs
sin(2pi fot)
pi fo(4k+1)
2 fs
= 2pi fot− mpi fo2 fs
sin(2pi fot) (A.7)
Comparing Equation (A.7) to Equation (A.5) the following is apparent,
M = pi fo(4k+1)
2 fs
(A.8)
E = 2pi fot (A.9)
e= mpi fo
2 fs
(A.10)
Substituting these values into Bessel’s approximation function (Equation (A.6))
it is found that the time intercepts occur at,
TPp(k)=
(4k+1)
4 fs
+ 1
2pi fo
∞∑
n=1
2
n
Jn
(
n
mpi fo
2 fs
)
sin
(
n
pi fo(4k+1)
2 fs
)
(A.11)
Where Tpp(k) can be described as the time intercept of the positive control
waveform with the kth positive line in the sawtooth waveform. The inter-
cept times are solved by setting k = 0, . . . , fsf . As the number of terms used in
Bessel’s approximation increases, the overall error decreases. At a switching
frequency of 20kHz and a DC input of 400V, the error as the number of terms
increases is demonstrated in Figure A.1 below. The error is normalised using
the following equation,
2
e(t,k)=
∣∣∣∣V o(t)−Tp(t,k)V o(t)
∣∣∣∣ (A.12)
It can be seen from Figure A.1d that the error is in the order of 10−10 when
n= 1, · · · ,4. Since 10−8% is extremely small, it will be regarded as negligible.
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(a) Single Term used in Approximation.
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(b) Two Terms used in Approximation.
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(c) Three Terms used in Approximation.
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(d) Four Terms used in Approximation.
Figure A.1: The error in Bessel’s approximation of Kepler’s Function as n (the
number of terms in the approximation) increases.
Calculating the intercepts for the negative lines (Equation (3.6)) works in very
much the same way. Although, it is stated that Bessel’s Approximation con-
verges when 0 ≤ e ≤ 1, it has been found that convergence still occurs for
0 ≤ |e| ≤ 1. This means that the intercept times for the negative lines can
be found using the following derivation,
3
−4Vin fst+Vin(3+4k)=mVin sin(2pi fot)
Vin(3+4k)= 4Vin fst+mVin sin(2pi fot)
3+4k
4 fs
= t+ m
4 fs
sin(2pi fot)
pi fo(3+4k)
2 fs
= 2pi fot+ mpi fo2 fs
sin(2pi fot) (A.13)
Comparing Equation (A.13) to Equation (A.5) the following terms are found,
M = pi fo(3+4k)
2 fs
(A.14)
E = 2pi fot (A.15)
e=−mpi fo
2 fs
(A.16)
From these terms above, the negative intercept times can be approximated
using,
TPn(k)=
3+4k
4 fs
+ 1
2pi fo
∞∑
n=1
2
n
Jn
(
−n mpi fo
2 fs
)
sin
(
n
pi fo(3+4k)
2 fs
)
(A.17)
For the negative control signal, the intercept times for the positive lines are
calculated using,
TNp(k)=
4k+1
4 fs
+ 1
2pi fo
∞∑
n=1
2
n
Jn
(
−n mpi fo
2 fs
)
sin
(
n
pi fo(4k+1)
2 fs
)
(A.18)
and for the negative lines the intercept times are calculated using,
TNn(k)=
3+4k
4 fs
+ 1
2pi fo
∞∑
n=1
2
n
Jn
(
n
mpi fo
2 fs
)
sin
(
n
pi fo(3+4k)
2 fs
)
(A.19)
The SPWM waveform can be defined using Equations (A.11) and (A.17) to (A.19)
in the following way,
VA(t)=Vin
k= fsf∑
k=0
(
us(t−TPn(k))−us(t−TPp(k))
)
(A.20)
VB(t)=Vin
k= fsf∑
k=0
(
us(t−TNn(k))−us(t−TNp(k))
)
(A.21)
4
A.1. The Fourier Series
Combining these equations leads to the function,
VSPWM(t)=Vin
k= fsf∑
k=0
(
us(t−TPn(k))−us(t−TPp(k))
+us(t−TNp(k))−us(t−TNn(k))
)
(A.22)
This equation represents an ideal SPWM waveform that utilises Kepler’s equa-
tion to calculate the intercept points numerically. From this, the VSPWM(t)
equation can used in the transfer characteristic of the filter to calculate the
output waveform. This forumla is what is used in this research to model the
output waveform and switching losses of the SPWM.
A.1 The Fourier Series
The Fourier Series of the SPWM waveform is calculated using the switching
times calculated in Appendix A. The Fourier Series form used for this appli-
cation is,
f (t)= a0+
n=∞∑
n=1
an cos(2pi font)+
n=∞∑
n=1
bn sin(2pi font) (A.23)
and,
a0 = 1T
∫ T
0
f (t) dt (A.24)
an = 12T
∫ T
0
f (t)cos(2pi font) dt (A.25)
bn = 12T
∫ T
0
f (t)sin(2pi font) dt (A.26)
Since the SPWM output is the combination of VA(t) and VB(t), it can be writ-
ten as the difference between the individual Fourier Series of each of these
waveforms. Additionally, it is known that the SPWM signal is symmetric
about the t axis which implies that a0 = 0V (there is no DC offset). After
defining the following functions:
5
A.1. The Fourier Series
TPp(k) The intercept time between the positive control signal and the line
k with a positive gradient.
TPn(k) The intercept time between the negative control signal and the
line k with a positive gradient.
TNp(k) The intercept time between the positive control signal and the line
k with a negative gradient.
TNn(k) The intercept time between the negative control signal and the
line k with a negative gradient.
The Fourier Coefficients for VA(t) can be calculated as follows,
aA,n =
1
2T
fs
f∑
k=0
∫ TPp(k+1)
TNp(k)
Vin cos(2pi font) dt
= Vin
4pin
fs
f∑
k=0
(
sin(2pi fonTPp(k+1))−sin(2pi fonTNp(k))
)
(A.27)
bA,n =
1
2T
fs
f∑
k=0
∫ TPp(k+1)
TNp(k)
Vin sin(2pi font) dt
= Vin
4pin
fs
f∑
k=0
(
cos(2pi fonTNp(k))−cos(2pi fonTPp(k+1))
)
(A.28)
And the Coefficients for VB(t),
aB,n =
1
2T
fs
f∑
k=0
∫ TNn(k+1)
TpN(k)
Vin cos(2pi font) dt
= Vin
4pin
fs
f∑
k=0
Vin (sin(2pi fonTPn(k+1))−sin(2pi fonTNn(k+1))) (A.29)
bB,n =
1
2T
fs
f∑
k=0
∫ TNn(k+1)
TpN(k)
Vin sin(2pi font) dt
= Vin
4pin
fs
f∑
k=0
(cos(2pi fonTPn(k))−cos(2pi fonTNn(k+1))) (A.30)
The Fourier Series for the final SPWM output is, therefore,
V out(t)=
n=∞∑
n=1
(aA,n−aB,n)cos(2pi font)+
n=∞∑
n=1
(bA,n−bB,n)sin(2pi font) (A.31)
The alternative to this is to use the double Fourier Series presented by Holmes
and Lipo [2].
6
A.1. The Fourier Series
Conclusion
The effects of each filter can be tested on the Fourier Series demonstrated in
Equation (A.31) above and after applying the filter transfer characteristic, the
THD can be calculated.
This Appendix demonstrates the use of Kepler’s equation to approximate the
switching points for the SPWM. These approximations have low errors and
allow for numerical approximations of intercept times during simulations. A
Fourier Series method can be used over this method and is presented in work
performed by Holmes and Lipo [2].
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Sinusoidal Pulse Width Modulation
Simulation Setup B
The simulations run in Chapter 3 follow the Google Little Box Challenge spec-
ifications. The simulations were run in LTspice XVII using the IRFP460 MOS-
FET as the switch and the circuit was configured to match Figure 2.1. Internal
losses due to the inductor and capacitor were ignored for the simulation. The
IR2110 was used to drive each phase arm to create more realistic input pulses
into the gates of the MOSFETs. Connecting an ideal voltage source directly to
the gate caused a reduction in the Miller effect which changed the waveforms
demonstrated in Figure 3.13. Instead of a delay between the switching events
of the voltage and current waveforms, the waveforms overlapped which de-
creased the overall loss of the switch-off events.
The modulation technique used to drive the H Bridge is defined in Figure 3.11.
The simulated loss, Psim, is calculated by taking the average product of the
current and voltage waveforms over the switches and adding them together.
In mathematical terms,
PQ1(sim) = 〈iQ1(t)vQ1(t)〉
PQ2(sim) = 〈iQ2(t)vQ2(t)〉
PQ4(sim) = 〈iQ4(t)vQ4(t)〉
(B.1)
are added together to find,
8
Psim = PQ1(sim)+PQ2(sim)+PQ3(sim) (B.2)
In all cases, iQk (t), is the current flowing through the switch, vQk (t), is the
voltage across the switch, and PQk(sim), is the average power dissipated by the
switch, where k ∈Z.
Figure B.1 below demonstrates the circuit used to simulate the SPWM. Fig-
ure B.2 is an example of the output waveforms in the SPWM simulations.
When the pulsed waveform in Figure B.2a is put across the LC filter, there is
a sinusoidal voltage output over the load resistance as shown in Figure B.2b.
The current through the inductor has high-frequency ripple which is filtered
out through the capacitor leading to a smooth current over the load resistor,
as shown in Figure B.2c.
Conclusion
The simulations demonstrated in this Appendix are used to compare the ap-
proximated switching losses to those that are simulated. Figure B.2 demon-
strates the simulated SPWM waveform and the output voltage and it can be
seen that the sinusoidal output of 60Hz and 240
p
2V is achieved.
9
LO
C
O
M
VC
CVSVBH
o
VD
D
H
in
SDLI
N
VS
S
910 1112 13
7 6 5 3 2 1
U
5
IR
21
10
R
1
50 R
2
50
R
3
50 R
4
50
uf
40
07 D
C
1
10
µ
C
3
0.
1µ
C
7
10
µ
C
8
0.
1µ
C
9
0.
1µ
C
10
10
µ
Vc
c
20
Vd
d
15
LO
C
O
M
VC
CVSVBH
o
VD
D
H
in
SDLI
N
VS
S
910 1112 13
7 6 5 3 2 1
U
6
IR
21
10
D
2
D
C
2
10
µ
C
4
0.
1µ
C
5
10
µ
C
6
0.
1µ
C
11
0.
1µ
C
12
10
µ
Vc
c1
20
Vd
d1
15
Vi
n
45
0
V1
PW
L 
R
EP
EA
T 
FO
R
EV
ER
 fi
le
=Q
1.
tx
t E
N
D
R
EP
EA
T
V2
PW
L 
R
EP
EA
T 
FO
R
EV
ER
 fi
le
=Q
2.
tx
t E
N
D
R
EP
EA
T
V3
PW
L 
R
EP
EA
T 
FO
R
EV
ER
 fi
le
=Q
3.
tx
t E
N
D
R
EP
EA
T
V4
PW
L 
R
EP
EA
T 
FO
R
EV
ER
 fi
le
=Q
4.
tx
t E
N
D
R
EP
EA
T
L1
0.
00
06
41
04
87
C
13
0.
00
00
05
08
04
R
5
28
.8
U
1
IR
FP
46
0N
U
2
IR
FP
46
0N
U
3
IR
FP
46
0N
U
4
IR
FP
46
0N
.tr
an
 0
 0
.0
08
33
33
33
33
33
3 
0 
10
n
F
ig
ur
e
B
.1
:
T
he
SP
W
M
ci
rc
ui
t
us
ed
in
LT
sp
ic
e
X
V
II
fo
r
si
m
ul
at
io
ns
.
T
he
IR
21
10
dr
iv
er
s
ar
e
us
ed
to
dr
iv
e
IR
F
P
46
0N
M
O
SF
E
T
S.
T
he
se
ar
e
co
nn
ec
te
d
to
an
L
C
fil
te
r
w
hi
ch
,fi
na
lly
,c
on
ne
ct
s
to
th
e
lo
ad
re
si
st
an
ce
,R
.
10
(a
)T
he
vo
lt
ag
e
ou
tp
ut
ac
ro
ss
th
e
L
C
fil
te
r
in
th
e
SP
W
M
.
(b
)T
he
ou
tp
ut
vo
lt
ag
e
ov
er
th
e
lo
ad
re
si
st
an
ce
.
(c
)T
he
cu
rr
en
t
th
ro
ug
h
th
e
fil
te
r
in
du
ct
or
,L
(b
lu
e)
,a
nd
th
ro
ug
h
th
e
lo
ad
re
si
st
an
ce
,R
(g
re
en
).
F
ig
ur
e
B
.2
:T
he
w
av
ef
or
m
s
se
en
w
he
n
si
m
ul
at
in
g
th
e
SP
W
M
LT
sp
ic
e
X
V
II
m
od
el
s.
11
E-Core Transformer Size Requirements in
Dual Active Bridge C
Different E-core sizes can be used when designing the DAB. Ideally, the small-
est core for the required switching frequency should be chosen. Table C.1
demonstrates the required number of turns, wire thickness, and other factors
that influence the required core size. The percentage difference between the
area that the core provides for winding and the actual winding area required
is calculated and the core with the smallest positive percentage difference is
chosen.
In Table C.1, Ae is the area of the winding window, fs is the switching fre-
quency that the DAB would be running at, N is the required number of turns
for this switching frequency, Aw is the cross-sectional area of the wire re-
quired (this is achieved by using multiple strands of wire to reach this total
area), Cw is the approximated circumference of a single loop or winding, lw
is the approximate total length of wire required to get N windings and Areq
is the required winding area given the number of turns and the width of the
wire. The “Diff” column shows the percentage difference between the actual
winding area and the required winding area.
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Conclusion
Table C.1 demonstrates the effective use of the winding window for different
E-core configurations and parameters. When designing for a specific switch-
ing frequency, fs, this table is used to determine which E-core best suits the
circuit. This is then chosen as the core to use for that circuit design.
Table C.1: The comparison between the area for wires in an E-core and the
required winding area given the peak current at each switching frequency.
The difference between these two areas is calculated and the scenarios where
the requirements are not met are marked in red.
Core Ae fs N Aw Cw lw Areq Diff
mm2 kHz turns mm2 mm m mm2 %
E13/4 55.7 18 2282 12.38 26.4 60.2 28260.8 -50656
E13/4 55.7 24 1711 10.62 26.4 45.2 18167.8 -32529
E13/4 55.7 30 1369 9.59 26.4 36.1 13128.1 -23478
E13/4 55.7 36 1141 8.73 26.4 30.1 9958.9 -17786
E13/4 55.7 42 978 8.05 26.4 25.8 7870.1 -14034
E13/4 55.7 48 856 7.59 26.4 22.6 6497.2 -11569
E13/4 55.7 54 761 7.06 26.4 20.1 5369.3 -9543
E13/4 55.7 60 685 6.78 26.4 18.1 4646.4 -8245
E13/4 55.7 66 623 6.43 26.4 16.4 4004.1 -7091
E13/4 55.7 72 571 6.18 26.4 15.1 3530.4 -6241
E16/5 89.1 18 1415 12.38 33.4 47.3 17523.7 -19576
E16/5 89.1 24 1061 10.62 33.4 35.4 11265.9 -12550
E16/5 89.1 30 849 9.59 33.4 28.4 8141.5 -9042
E16/5 89.1 36 708 8.73 33.4 23.6 6179.6 -6839
E16/5 89.1 42 607 8.05 33.4 20.3 4884.6 -5385
E16/5 89.1 48 531 7.59 33.4 17.7 4030.4 -4425
E16/5 89.1 54 472 7.06 33.4 15.8 3330.2 -3639
E16/5 89.1 60 425 6.78 33.4 14.2 2882.8 -3137
E16/5 89.1 66 386 6.43 33.4 12.9 2480.9 -2686
13
Core Ae fs N Aw Cw lw Areq Diff
mm2 kHz turns mm2 mm m mm2 %
E16/5 89.1 72 354 6.18 33.4 11.8 2188.7 -2358
E20/6 134.7 18 898 12.38 41.8 37.5 11121.0 -8157
E20/6 134.7 24 674 10.62 41.8 28.2 7156.7 -5214
E20/6 134.7 30 539 9.59 41.8 22.5 5168.8 -3738
E20/6 134.7 36 449 8.73 41.8 18.8 3919.0 -2810
E20/6 134.7 42 385 8.05 41.8 16.1 3098.1 -2200
E20/6 134.7 48 337 7.59 41.8 14.1 2557.9 -1799
E20/6 134.7 54 300 7.06 41.8 12.5 2116.7 -1472
E20/6 134.7 60 270 6.78 41.8 11.3 1831.4 -1260
E20/6 134.7 66 245 6.43 41.8 10.2 1574.6 -1069
E20/6 134.7 72 225 6.18 41.8 9.4 1391.2 -933
E25/7 193.2 18 556 12.38 51.0 28.4 6885.6 -3464
E25/7 193.2 24 417 10.62 51.0 21.3 4427.8 -2192
E25/7 193.2 30 334 9.59 51.0 17.0 3202.9 -1558
E25/7 193.2 36 278 8.73 51.0 14.2 2426.4 -1156
E25/7 193.2 42 238 8.05 51.0 12.1 1915.2 -891
E25/7 193.2 48 209 7.59 51.0 10.7 1586.4 -721
E25/7 193.2 54 186 7.06 51.0 9.5 1312.3 -579
E25/7 193.2 60 167 6.78 51.0 8.5 1132.8 -486
E25/7 193.2 66 152 6.43 51.0 7.8 976.9 -406
E25/7 193.2 72 139 6.18 51.0 7.1 859.4 -345
E32/19 342.2 18 347 12.38 67.0 23.2 4297.3 -1156
E32/19 342.2 24 260 10.62 67.0 17.4 2760.7 -707
E32/19 342.2 30 208 9.59 67.0 13.9 1994.6 -483
E32/19 342.2 36 174 8.73 67.0 11.7 1518.7 -344
E32/19 342.2 42 149 8.05 67.0 10.0 1199.0 -250
E32/19 342.2 48 130 7.59 67.0 8.7 986.7 -188
E32/19 342.2 54 116 7.06 67.0 7.8 818.4 -139
E32/19 342.2 60 104 6.78 67.0 7.0 705.4 -106
E32/19 342.2 66 95 6.43 67.0 6.4 610.6 -78
E32/19 342.2 72 87 6.18 67.0 5.8 537.9 -57
E42/15 589.0 18 174 12.38 92.0 16.0 2154.9 -266
E42/15 589.0 24 131 10.62 92.0 12.1 1391.0 -136
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Core Ae fs N Aw Cw lw Areq Diff
mm2 kHz turns mm2 mm m mm2 %
E42/15 589.0 30 105 9.59 92.0 9.7 1006.9 -71
E42/15 589.0 36 87 8.73 92.0 8.0 759.4 -29
E42/15 589.0 42 75 8.05 92.0 6.9 603.5 -2
E42/15 589.0 48 66 7.59 92.0 6.1 501.0 15
E42/15 589.0 54 58 7.06 92.0 5.3 409.2 31
E42/15 589.0 60 53 6.78 92.0 4.9 359.5 39
E42/15 589.0 66 48 6.43 92.0 4.4 308.5 48
E42/15 589.0 72 44 6.18 92.0 4.0 272.0 54
E42/20 589.0 18 131 12.38 102.0 13.4 1622.3 -175
E42/20 589.0 24 98 10.62 102.0 10.0 1040.6 -77
E42/20 589.0 30 79 9.59 102.0 8.1 757.6 -29
E42/20 589.0 36 66 8.73 102.0 6.7 576.1 2
E42/20 589.0 42 56 8.05 102.0 5.7 450.6 23
E42/20 589.0 48 49 7.59 102.0 5.0 371.9 37
E42/20 589.0 54 44 7.06 102.0 4.5 310.4 47
E42/20 589.0 60 40 6.78 102.0 4.1 271.3 54
E42/20 589.0 66 36 6.43 102.0 3.7 231.4 61
E42/20 589.0 72 33 6.18 102.0 3.4 204.0 65
E55/21 849.2 18 88 12.38 120.0 10.6 1089.8 -28
E55/21 849.2 24 66 10.62 120.0 7.9 700.8 17
E55/21 849.2 30 53 9.59 120.0 6.4 508.2 40
E55/21 849.2 36 44 8.73 120.0 5.3 384.0 55
E55/21 849.2 42 38 8.05 120.0 4.6 305.8 64
E55/21 849.2 48 33 7.59 120.0 4.0 250.5 71
E55/21 849.2 54 30 7.06 120.0 3.6 211.7 75
E55/21 849.2 60 27 6.78 120.0 3.2 183.1 78
E55/21 849.2 66 24 6.43 120.0 2.9 154.3 82
E55/21 849.2 72 22 6.18 120.0 2.6 136.0 84
E55/25 849.2 18 74 12.38 128.0 9.5 916.4 -8
E55/25 849.2 24 56 10.62 128.0 7.2 594.6 30
E55/25 849.2 30 45 9.59 128.0 5.8 431.5 49
E55/25 849.2 36 37 8.73 128.0 4.7 322.9 62
E55/25 849.2 42 32 8.05 128.0 4.1 257.5 70
15
Core Ae fs N Aw Cw lw Areq Diff
mm2 kHz turns mm2 mm m mm2 %
E55/25 849.2 48 28 7.59 128.0 3.6 212.5 75
E55/25 849.2 54 25 7.06 128.0 3.2 176.4 79
E55/25 849.2 60 23 6.78 128.0 2.9 156.0 82
E55/25 849.2 66 21 6.43 128.0 2.7 135.0 84
E55/25 849.2 72 19 6.18 128.0 2.4 117.5 86
E65/27 1196.0 18 58 12.38 146.0 8.5 718.3 40
E65/27 1196.0 24 44 10.62 146.0 6.4 467.2 61
E65/27 1196.0 30 35 9.59 146.0 5.1 335.6 72
E65/27 1196.0 36 29 8.73 146.0 4.2 253.1 79
E65/27 1196.0 42 25 8.05 146.0 3.7 201.2 83
E65/27 1196.0 48 22 7.59 146.0 3.2 167.0 86
E65/27 1196.0 54 20 7.06 146.0 2.9 141.1 88
E65/27 1196.0 60 18 6.78 146.0 2.6 122.1 90
E65/27 1196.0 66 16 6.43 146.0 2.3 102.8 91
E65/27 1196.0 72 15 6.18 146.0 2.2 92.7 92
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Dual Active Bridge Simulation Setup D
LTspice XVII is used to simulate the DAB to validate the loss model derived
in this research. Figure D.1 demonstrates the circuit used in LTspice XVII to
simulate the output voltage and current. Figures D.2 and D.3 are enlarged
views of the primary and secondary side of Figure D.1 respectively. The MOS-
FETs are driven by IR2110 drivers which receive logical inputs that follow the
Triangular Modulation methods described in Chapter 4. Simulating this cir-
cuit leads to the waveforms demonstrated Figures D.4 and D.5. Figures D.4a
and D.4b demonstrate the pulsed waveforms across the transformer. These
waveforms cause a potential difference across the leakage inductance of the
transformer which induces a current. The current through the leakage induc-
tance is demonstrated in Figure D.4c. The output bridge rectifies the wave-
form and passes it through the output capacitor, Co. This leads to the voltage
and current over the load demonstrated in Figure D.5.
Conclusion
Figures D.4 and D.5 demonstrate the use of the DAB as a sinusoidal inverter
using LTspice XVII to simulate the output voltage. The simulated losses in
are compared to the approximated losses in this research to ensure that the
approximation is accurate.
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