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We study complex eigenvalues of the Wishart model for nonsymmetric correlation matrices. The
model is defined for two statistically equivalent but different Gaussian real matrices, as C = ABt/T ,
where Bt is the transpose of B and both matrices A and B are of dimensions N × T . If A and B are
uncorrelated, or equivalently if C vanishes on average, it is known that at large matrix dimension
the domain of the eigenvalues of C is a circle centered-at-origin and the eigenvalue density depends
only on the radial distances. We consider actual correlation in A and B and derive a result for the
contour describing the domain of the bulk of the eigenvalues of C in the limit of large N and T
where the ratio N/T is finite. In particular, we show that the eigenvalue domain is sensitive to the
correlations. For example, when C is diagonal on average with the same element c 6= 0, the contour
is no longer a circle centered at origin but a shifted ellipse. In this case, we explicitly derive a result
for the spectral density which again depends only on the radial distances. For more general cases,
we show that the contour depends on the symmetric and anti-symmetric parts of the correlation
matrix resulting from the ensemble averaged C. If the correlation matrix is normal then the contour
depends only on its spectrum. We also provide numerics to justify our analytics.
PACS numbers: 02.50.Sk, 05.45.Tp, 89.90.+n
I. INTRODUCTION
Correlation matrices are fundamental in multivariate
analysis [1–4]. Examples thereof are not only in econo-
physcis [5–9] but also in biological sciences [10, 11] and
atmospheric science [12] among others. In such studies,
random matrix theory (RMT) proved to be remarkably
useful. The basic random matrix model for the symmet-
ric correlation matrices is due to Wishart [4], which is
often being credited as the very origin of RMT [3, 13].
Notably, beyond the conventional theme, potential of this
model has been realized in physics [13–17] and in com-
munication engineering [18] as well.
In multivariate analysis the Wishart model provides a
framework against which the non-noisy correlations must
be viewed [5–8, 10–12, 19, 20]. Nevertheless, a simple
generalization by including the cross-correlations in this
model improves the so-called null hypothesis [20] and pro-
vides a better platform to understand the underlying cor-
relations [21–27]. These models are often referred to as
the correlated Wishart orthogonal ensembles (CWOE).
Recently, a Wishart model for nonsysmmetric corre-
lation matrices [28] has drawn considerable attention in
quantitative finance [29–34] and in visual and auditory
cortex analysis [35–37]. Motivations behind studying
such nonsymmetric matrices are twofold: The nonsym-
metry is natural for a correlation matrix describing statis-
tics between two different statistical systems while the
time-lagged correlation matrix, which is interesting from
the viewpoint of forecasting models, is also nonsymmet-
ric. Time-lagged correlation matrices are important in
applications and their eigenvalues statistics may lead to
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substantial clues about the nonsymmetry associated with
the system. This motivated spectral analysis of nonsym-
metric correlation matrices of several complex systems
[29, 30, 36, 37] where the RMT results for the uncorre-
lated matrices [38–42] have been useful to mark the pre-
dominance of the symmetric or anti-symmetric part of
the correlations matrix. Numerical analysis with this ap-
proach have been quite illustrative [29, 36] and therefore
analytical results for the spectral statistics of the random
matrix model, as used in Ref. [43], become important.
The Wishart model for nonsymmetric correlation ma-
trices is defined via two statistically equivalent but differ-
ent Gaussian real matrices A and B, as C = ABt/T where
the entries of each of the matrices are real Gaussian vari-
ables with 0 mean and variance 1. For the uncorrelated
A and B, i.e. where C vanishes on the ensemble aver-
age, density of the singular values has been derived in
Refs. [31, 38, 44, 45]. For the correlated A and B, using
the CWOE approach the Pastur equation [46] has been
derived in Ref. [43]. We consider ABt/T = η, where
the overbar denotes the ensemble averaging, and η is the
N ×N correlation matrix which defines correlations be-
tween the rows of A and B. The joint probability density
of the matrix elements is described via
P (A,B) ∝ exp
[
−T
2
tr
{(
1N η
ηt 1N
)−1(
A
B
)(
At Bt
)}]
,
(1)
where matrices A and B both are of dimension N×T and
1K is an identity matrix of dimensions K×K. Often the
spectral density is used in applications [29, 34] and in
this paper we derive the loop equations which describe
the spectral density of C at large matrix dimension. Our
derivation exploits the techniques developed in Refs. [47–
51] and used recently for the η = 0 case in Ref. [38]. We
solve these equation and obtain a formula for the con-
2tour describing the boundary of the bulk of eigenvalues
of C. This result is interesting from the application point
of view as it states that the contour depends only on
the spectrum of η when η is a normal matrix, while for
nonnormal η the contour depends on its symmetric and
the anti-symmetric parts. We present some examples for
tridiagonal η. In applications, however, η may vary from
system to system yet with this simple but non-trivial η
we may display details of the theory presented in this
paper. In particular, we derive the spectral density for
two cases, viz., (i) ηjk = c and (ii) ηjk = c δjk. We show
that in both cases the density depends only on the radial
distance; however, in the latter case the contour is no
longer a circle centered at origin but a shifted ellipse.
In the next section we define the nonsymmetric corre-
lation matrices from the CWOE approach, fix notations
and discuss generalities of the model. In Sec. III, we
derive the loop equations. In section IV, we derive the
formula for the contours defining boundaries of the bulk
of complex eigenvalues of C for those η’s for which abso-
lute values of the eigenvalues are bounded from above by
1. In Sec. V, we compare our analytics with numerics
for tridiagonal η. In Sec. VI, we solve the loop equations
and derive the spectral density for some especial cases,
as discussed above. In Sec. VII, we summaries our work
with conclusion.
II. GENERALITIES
The problem we address in this paper is closely related
to CWOE. CWOE is an ensemble of real symmetric ma-
trices of type C = WWt/T . For CWOE, W = ξ1/2W ′
where ξ is a real symmetric positive definite nonrandom
(fixed) matrix which takes account of the the correla-
tions in rows of W and the entries of the matrix W ′ are
independent real Gaussian variables with mean 0 and
variance 1. Thus, on average we have
C = ξ. (2)
In our case the matrix W constitutes of two different
random matrices A and B, as
W =
(
A
B
)
, (3)
where A and B are both of dimensions N × T . The en-
semble correlation matrix ξ we consider here is given by
ξ =
(
1N η
ηt 1N
)
, (4)
where the diagonal blocks imply only self-correlations
among the variables of A and B. The off-diagonal η-
blocks account for the correlations between A and B. The
correlation matrix we are interested in corresponds to the
upper off-diagonal block of C:
C =
1
T
ABt, (5)
so that C = η. Here we also define the ratio,
κ =
N
T
. (6)
Note that by construction C is of rank min{N, T },
therefore it will have exactly N − T zero eigenvalues if
T < N . In the following we consider a large N limit,
such that κ is finite, so that the matrix C will never be
deterministic. Since by definition ξ is a positive definite
matrix, therefore η can not be chosen arbitrarily. For
instance, the positive definiteness of ξ implies that the
absolute values of the eigenvalues of η are bounded from
above by 1; since the singular values have an upper bound
[43], Weyl’s theorem [52] implies the same bound for the
absolute values of the eigenvalues.
We are interested in the statistics of the eigenvalues of
C. For instance, the eigenvalue density, ρC(z, z
∗), which
is defined as
ρC(z, z
∗) =
1
N
N∑
j=1
δ(z − λj)δ(z∗ − λ∗j ), (7)
where z∗ stands for the complex conjugate of z. We use
overbar to represent the ensemble averaged quantities.
The ensemble averaged density can be obtained from the
Green’s function [48], gC(z, z
∗), via
ρC(z, z
∗) =
1
π
∂gC(z, z
∗)
∂z∗
, (8)
where
gC(z, z
∗) = lim
ǫ→0
〈
z∗1N − Ct
(z∗1N − Ct)(z1N − C) + ǫ21N
〉
.
(9)
In the above definition we have introduced the spectral
averaging, using the angular brackets as 〈H〉 = trH/K,
for a K ×K matrix H.
Often the above definitions are described better as
an analogy of two-dimensional electrostatics [47–49].
For instance, the potential in this case is F (z, z∗) =
N−1ln(Det(z∗−Ct)(z −C) + ǫ2). The analogous electric
field will then be gC(z, z
∗). Finally, ρC(z, z
∗) will be the
charge density as a consequence of the two-dimensional
Gauss law (8). We refer to the Ref. [48] for the details
of Eqs. (8) and (9).
In order to evaluate gC(z, z
∗) for large N , one is
tempted to use the methods developed for the Hermitian
matrices, e.g. the diagrammatic expansion method [22,
49, 53] or the binary correlation method [14, 26, 43, 54].
However, the large z-expansion, which is used in these
methods, contains nonlinear combinations of C and Ct
and these combinations make direct applications of such
methods very complicated. As in [51], to circumvent this
problem we rather calculate a 2N×2N matrix, G(z, z∗),
defined as
G(z, z∗) = lim
ǫ→0
(
z1N − C iǫ1N
iǫ1N z
∗1N − Ct
)−1
, (10)
3where gC(z, z
∗) will be the spectral average of the upper
diagonal block of G(z, z∗). The eigenvalues of C are iso-
lated poles of G(z, z∗) scattered in the complex plane.
For N → ∞ the eigenvalues coalesce and define a non-
holomorphic region. Like the symmetric case [26], an
infinitesimal ǫ > 0 is needed to allow for analytic contin-
uation to the nonholomorphic region.
Our goal is to calculate G(z, z∗) which is still compli-
cated due to the non-Gaussian probability associated to
the distribution of the matrix elements of C. To simplify
the problem we use a trick of linearization, as proposed
in Ref. [48], which unfolds the problem as linear in A
and Bt and consequently simplifies the binary correlation
method [26] in a straightforward manner. We emphasize
that our results are valid in the same limit as has been
addressed in Ref. [38], viz. when N →∞ such that κ is
finite.
III. THE LOOP EQUATIONS
We begin with linearizing the problem, defining an
(N + T )× (N + T ) dimensional matrix P as
P =
1√
T
(
0 A
Bt 0
)
. (11)
With a note that the nonzero eigenvalues of P2 coincide
with the nonzero eigenvalues of C [51] and have a two-
fold degeneracy for each, so we calculate ρ
C
(z, z∗) from
the spectral density, ρP(w,w
∗), of P, using
ρ
C
(z, z∗) =
1
2|z|ρP(w(z), w
∗(z∗)), (12)
with z = w2. Another very useful relation is in between
the corresponding Green’s functions:
zgC(z, z
∗)− 1 = T +N
2N
[wgP(w(z), w
∗(z∗))− 1] , (13)
where g
P
(w,w∗) is the Green’s function of
ρP(w(z), w
∗(z∗)). As it will be shown later, we
first derive gP(w,w
∗) and consequently gC(z, z
∗) using
the above relations.
As it is stated above, in the binary correlation method
it will be convenient to deal with a matrix valued Green’s
function. Following the definition (10), we define a 2(N+
T )× 2(N + T ) dimensional matrix P˜ as
P˜ =
(
P 0
0 Pt
)
. (14)
The corresponding Green’s function G˜ can then be writ-
ten as
G˜(w,w∗) = lim
ǫ→0
(
W˜ − P˜
)−1
, (15)
where
W˜ =
(
w 1N+T iǫ1N+T
iǫ1N+T w
∗ 1N+T
)
. (16)
Like the relation between g
C
(z, z∗) and G(z, z∗), here as
well, gP(w,w
∗) is given by the spectral average of the
(N + T )× (N + T ) dimensional upper diagonal block of
G˜(w,w∗). As in [38], it is suggestive to write G˜ in terms
of smaller subblocks
G˜ =


G11 G12 G11 G12
G21 G22 G21 G22
G11 G12 G1 1 G1 2
G21 G22 G2 1 G2 2

 , (17)
where Gjj and Gj j are N × N and T × T respectively
for the block indices j = 1 and 2; following the conven-
tion used in Ref. [38] we use the overbar, again but for
integers, to represent (N + T )× (N + T ) blocks.
In order to perform the ensemble averaging we expand
G˜ for large w:
G˜ = W˜−1 + W˜−1P˜W˜−1P˜W˜−1 + . . . . (18)
As in the case of symmetric correlation matrices [26], we
collect only the leading order terms and avoid those re-
sulting in O(N−1) or smaller. Using the jpd (1), we first
write the following exact identities, valid for arbitrary
fixed matrices χ1 and χ2:
1
T
Aχ1Atχ2 = 〈χ1〉χ2, (19)
Aχ1Aχ2 = χ2χ
t
1, (20)
1
T
Bχ1Btχ2 = 〈χ1〉χ2, (21)
Bχ1Bχ2 = χ2χ
t
1. (22)
These identities are sufficient to obtain results for the
η = 0 case. However, for η 6= 0, we shall also use
1
T
Aχ1Btχ2 = 〈χ1〉 ηχ2, (23)
1
T
Atχ1Bχ2 = κ 〈ηtχ1〉χ2, (24)
1
T
Bχ1Atχ2 = 〈χ1〉 ηtχ2, (25)
1
T
Btχ1Aχ2 = κ 〈ηχ1〉χ2. (26)
In what follows, we ignore O(N−1) terms in the ensemble
averaging while keeping only the leading order terms. We
use the identities (19, 21) and (23-26), i.e., avoiding terms
resulting from the binary associations of A with A and B
with B. Terms resulting from the binary association of A
with B are 0, thus will also be ignored. We then obtain
G˜ =
(
W˜ − Σ
)−1
, (27)
4where
Σ =


〈G22〉η 0 〈G22〉1N 0
0 κ〈ηG11〉1T 0 κ〈G11〉1T
〈G22〉1N 0 〈G2 2〉ηt 0
0 κ〈G11〉1T 0 κ〈ηtG1 1〉1T

 .
(28)
Notice that avoiding the O(N−1) or smaller contributions
yields zeros in the rectangular blocks. Moreover, like the
symmetric case [20], in the derivation of Eq.(27) we have
also avoided the binary associations across the spectral
averages as those will also produce terms of O(N−1).
Finally, calculating the inverse in Eq. (27), we obtain
G˜ =


Γ
(1)
1 d1 0 Γ
(1)
1 〈G2 2〉 0
0 Γ
(2)
1 d2 0 κΓ
(2)
1 〈G1 1〉
Γ
(1)
2 〈G2 2〉 0 Γ
(1)
2 a1 0
0 κΓ
(2)
2 〈G1 1〉 0 Γ
(2)
2 a2

 .
(29)
Here,
Γ
(1)
1 =
[
d1a1 − g22g221N
]−1
, (30)
Γ
(1)
2 =
[
a1d1 − g22g221N
]−1
, (31)
Γ
(2)
1 =
[
d2a2 − κ2g11g111T
]−1
, (32)
Γ
(2)
2 =
[
a2d2 − κ2g11g111T
]−1
, (33)
and
a1 = w1N − g22η, d1 = w∗1N − g2 2ηt, (34)
a2 = (w − κg11,η)1T , d2 = (w∗ − κg1 1,ηt)1T . (35)
Some details of the derivation of the above equation are
given in Appendix A.
In the above result we have used rather a more general
spectral-averaging, viz.,
gjj,L = 〈LGjj〉, gj j,L = 〈LGj j〉, (36)
where L is N × N or T × T , respectively for j = 1 or
2. For instance, in Eq. (35), we have considered L = η
and ηt, respectively in the first and the second equality.
Similarly we have used gj j = 〈Gj j〉 and gj j = 〈Gj j〉 for
the spectral averages of the off-diagonal blocks with their
respective dimensions.
Next, on equating the right-hand sides of Eqs. (17) and
(29), we derive a set of coupled equations. Comparing
spectral averages of the diagonal blocks of these equations
we obtain
g11 = 〈Γ
(1)
1 d1〉, g22 = 〈Γ
(2)
1 d2〉, (37)
g1 1 = 〈Γ
(1)
2 a1〉, g2 2 = 〈Γ
(2)
2 a2〉. (38)
Similarly, averaging over the off-diagonal blocks gives
g11 = g22〈Γ
(1)
1 〉, g11 = g22〈Γ
(1)
2 〉, (39)
g22 = κg11〈Γ
(2)
1 〉, g22 = κg11〈Γ
(2)
2 〉. (40)
All together the Eqs. (37,38,39,40) are the loop equations
for P. Eliminating g11 and g11 from Eqs. (39,40) we get
an important identity:
〈Γ(1)j 〉 〈Γ
(2)
j 〉 =
1
κ
, (41)
for j = 1, 2. The Green’s function, which describes the
spectral density for P, is formally given by [38]
g
P
(w,w∗) =
N g11(w,w
∗) + T g22(w,w
∗)
N + T
. (42)
As in the previous cases [38, 48], here we obtain two
solutions for gjj . For the trivial one, gjj and gjj are 0.
This solution corresponds to the holomorphic region as
for large w the Green’s function behaves as 1/w. The
other solution is a nontrivial, giving gP(w,w
∗), and con-
sequently gC(z, z
∗) for which the Gauss law (8) gives the
density we desire in the nonholomorphic region. For in-
finitely large matrices, however, the density has a sharp
cut-off at the boundary of holomorphic and the nonholo-
morphic regions.
IV. THE DOMAIN OF EIGENVALUES
For a general η, an analytic solution in the nonholo-
morphic region is difficult to obtain. However, the sit-
uation is simpler at the boundary of the holomorphic-
nonholomorphic region. As in Refs. [38, 48, 50, 51], we
match the solution of nonholomorphic and holomorphic
regions and derive a formula for the contours defining
such boundaries. For this purpose we solve the loop
equations in the nonholomorphic region and then use
the solutions corresponding the holomorphic region, viz.
gjj = gjj = 0. At first we note that with gjj = gjj = 0,
Eqs. (30-33) simplify to
〈Γ(1)1 〉 = 〈
[
d1a1
]−1〉 = 〈Γ(1)2 〉 ≡ γ1, (43)
〈Γ(2)1 〉 = 〈
[
d2a2
]−1〉 = 〈Γ(2)2 〉 ≡ γ2. (44)
For g11,η, we use the definition (36) in the first equality
of Eq. (37) and simplify this equation by setting gjj =
gjj = 0. Next, we write g22 in terms of g11,η by exploiting
the second equality of Eq. (37) with gjj = gjj = 0.
Finally we set ǫ = 0. This method leads to the self-
consistent equation:
g11,η = (w − κg11,η)
〈
η
(
w(w − κg11,η)− η
)−1〉
. (45)
Denoting w(w − κg11,η) = Ψ, one can cast this equation
into
z = Ψ+ κΨ
〈
η (Ψ− η)−1
〉
, (46)
where we have replaced w2 by z to transform the equation
for the eigenvalues of C. Similarly, using Eq. (38) for
g1 1,ηt , we obtain
z∗ = Ψ∗ + κΨ∗
〈
ηt
(
Ψ∗ − ηt)−1〉 , (47)
5-1 0 1
-1
0
1
-1 0 1 -1 0 1
(a) (b) (c)
Re (λ)
Im
 (λ
)
c=-1/4 c=0 c=1/4
FIG. 1. (Color online) Scatter plot for the eigenvalues for
the case (i), where η is diagonal with the same entries c.
Here data (eigenvalues), obtained from the diagonalization
of the corresponding matrix C, are represented by dots and
theory (55) is represented by the solid lines. Dashed red lines
represent the theory for c = 0. In this figure the matrix
dimension N = 512 and we show only 1 realization.
where we have used w∗(w∗ − κg1 1,ηt) = Ψ∗.
Next from the identity (41) we obtain, a relation
γ1γ2 = κ
−1 and thus, an equation for Ψ:
〈[(Ψ − η)(Ψ∗ − ηt)]−1〉 = 1
κ
. (48)
Notice that the identity (41) is valid only in the nonholo-
morphic region and to obtain the above equation we have
used the same method employed in the derivation of Eqs.
(46) and (47).
Equation (46), describes the contour enclosing the bulk
of the eigenvalues in terms of the solution Ψ of the Eq.
(48). Let η be commuting with ηt, meaning η is a normal
matrix. Then Eq. (48) has eigenvalue expansion and thus
can be simplified in terms of the eigenvalues of η; see Sec.
V for examples. On the other hand if η is nonnormal
then Eq. (48) does not have further simplifications. The
underlying remark for the latter case is that the solution
of Eq. (48) depends on ηS and ηA, where ηS = (η+η
t)/2
and ηA = (η − ηt)/2 are respectively the symmetric and
anti-symmetric parts of η. Therefore the contour (46) as
well depends on the symmetric and the anti-symmetric
parts of η.
V. EXAMPLES AND NUMERICS
As far as numerics are concerned, we must emphasize
that one should be careful while diagonalizing C for large
N , as such diagonalizations need extended precisions to
obtain reasonably correct results [55]. Indeed, a very high
precision is used for all numerical examples discussed be-
low. It is worth to point out that our theory stands for
a very large N where the diagonalization is really expen-
sive. Therefore we expect deviations from the theory due
to the finite size of C. In the numerical examples, we con-
sider N = 512 and T = 2N except for Fig. 6 where we
consider N = 1024.
Below, we consider η to be a tridiagonal matrix, ηjk =
c δjk + p δj,k+1 + q δj+1,k, where c, p and q are real. The
eigenvalues, λ
(η)
j , of η, are given by [56]
λ
(η)
j = c+ 2
√
pq cos(
jπ
N + 1
), (49)
for 1 ≤ j ≤ N . To ensure the positive definiteness of ξ,
we choose c and p, q such that |λ(η)j | < 1. This choice
of η is simple but capable of displaying subtleties of the
theory as discussed below.
Let p = q. Then using λ
(η)
j in Eq. (46), we can write
z = Ψ(1− κ) + κΨ2
N∑
j=1
1
N
(
Ψ− c− 2c0 cos
(
jπ
N+1
)) ,
(50)
where c0 = |√pq|. For large N , the summation may be
replaced by an integral. Solving this integral by using
the technique of contour integration, we obtain
z = Ψ(1− κ) + κΨ
2√
(Ψ− c)2 − 4c20
. (51)
Similarly, from (48) we get
1
k
+
2rs cos(θ − ν)
8c20r
2 cos(2θ)− [16c40 + r4 − s2(4c20 − r2)]
= 0, (52)
where
Ψ− c = r exp(iθ), and
√
r2 exp(2iθ)− 4c20 = s exp(iν).
(53)
We consider five cases for this tridiagonal matrix, viz.,
(i) c 6= 0 and p = q = 0, (ii) p = q 6= 0, (iii) c = 0, p =
−q, (iv) c 6= 0, p = −q, and (v) c 6= 0, p 6= q. Note that
for the cases (i, ii) η is symmetric and for the case (iii)
it is anti-symmetric. In the case (iv) η is nonsymmetric
but commutes with ηt while in (v) η is nonsymmetric and
does not commute with ηt. In the last case, Eq. (48) can
not be simplified to the eigenvalues and consequently Eq.
(52) does not apply. However, for the remaining cases the
latter may be used.
For the case (i) Eq. (52) yields a circle, i.e., |Ψ− c|2 =
κ. Using the solution of (51) for this circle, we get∣∣∣z − c(1 + κ) +√[z − c(1 + κ)]2 − 4c2κ∣∣∣2 = 4κ. (54)
Let z = x + iy. Then an ellipse can be observed from
the above equation by shifting the x-axis, defining Z =
X + iY , where X = x − c(1 + κ) and Y = y, and then
rescaling X and Y as φ = u+iv where u = X/
√
κ(1+c2)
and v = Y/
√
κ(1 − c2). Since Eq. (54) is satisfied for
|φ| = 1, the solution for z satisfying equation (54) is an
ellipse:
(x− c(1 + κ))2
κ(1 + c2)2
+
y2
κ(1− c2)2 = 1. (55)
In Sec. VI, we calculate explicitly the spectral density
for this case.
6-1
0
1
2
-1 0 1 2
-1
0
1
2
-1 0 1 2
c0=1/8
c0=1/4
c0=3/8c0=5/16
Re (λ)
Im
 (λ
)
(a) (b)
(d)(c)
FIG. 2. (Color online) Same as Fig. 1 for the case (ii) which
is described in the text. The theory is compared with the
numerical results for c = 1/4 and c0 = 1/8, 1/4, 5/16 and
3/8 respectively in (a), (b), (c) and (d). Dashed red lines
represent theory for the same c0 values where c = 0.
In Fig. 1 we compare these results for different c with
eigenvalues obtained from diagonalizing N = 512 dimen-
sional matrices. In this figure we show the results for
c = −1/4, 0 and 1/4 respectively in (a), (b) and (c). For
c = 0 the eigenvalues are enclosed by a circle of radius
√
κ
while for nonzero c these are enclosed by shifted ellipses
as predicted by our theory (55).
We observe that for given c0, (52) is the same for the
cases (ii), (iii) and (iv), and only (51) may differ. For
instance, in the case (ii) Eq. (51) remains the same but
for the remaining two cases we have
z = Ψ′(1− κ) + κΨ
′2
i
√
Ψ2 − 4c20
, (56)
where Ψ′ = iΨ + c. In the case (iii) we have Ψ′ = iΨ
which gives the same contour representing its symmetric
counterpart but with a change in phase by π/2.
In Fig. 2, we compare our theory with numerics for
N = 512 where c = 1/4 and c0 is varied from 1/4 to
3/8. As shown in the figure, the contours are symmetric
along the real axis but not along the imaginary axis. This
asymmetry arises from the nonzero choice of c. For com-
parison, we also show the result for c = 0 where indeed
the contour is symmetric along the imaginary axis.
In Fig. 3, we vary c0 from 1/8 to 3/8 to compare our
theory with numerics for the case (iii). As it is evident
from the theory, in this case the contours are symmetric
along both axes. For the nonsymmetric but commuting
η and ηt, i.e., case (iv), we show the results in Fig. 4
where c0 is varied in the same range as in Fig. 3. Here
we have considered c = 1/4, where the theoretical results
are shown by solid black lines. For comparison we also
plot the predictions for c = 0 using dashed red lines. As
shown in the figure, our theory gives reasonable account
of the eigenvalue domain.
-1
0
1
-1 0 1
-1
0
1
-1 0 1
c0=1/8
c0=1/4
c0=3/8c0=5/16
Re (λ)
Im
 (λ
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(a) (b)
(d)(c)
FIG. 3. (Color online) Repeated on the same pattern of Fig.
2 for the case case (iii) where dashed red lines represent circles
of radius
√
κ as predicted by the theory for c = 0.
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 (λ
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(d)(c)
FIG. 4. (Color online) Repeated on the same pattern of Fig.
2 for the case case (iv) where dashed red lines represent the
theory for c = 0.
Finally, for the case (v), we consider c = 1/4, p = 1/4
and q = 1/2 and N = 512. Since in this case η does not
commute with ηt, Eq. (48) has to be solved numerically.
In Fig. 5, we compare this solution with the data ob-
tained from the matrix diagonalization. For the numeri-
cal solution of Eq. (48), we consider N = 512. As shown
in the figure, our theory closely predicts the boundary.
For comparison we also plot the contour which describes
the boundary for the symmetric (normal) η which has the
same spectrum. This figure confirms that the boundaries
are sensitive to the non-normality in the correlation ma-
trix η as opposed to the normal η cases where it depends
only on the spectrum of η. Also the singular values are
sensitive to such non-normality. In Fig. 6 we compare
densities of the square of the singular values of C for the
same normal and the nonnormal η’s. This figure con-
7-1 0 1
Re(λ)
-1
0
1
Im
 (λ
)
Nonnormal η
Normal η
FIG. 5. (Color online) Scatter plot for the eigenvalues of C
corresponding non-commuting η, described as the case (v) in
the text. Data (eigenvalues) obtained from the diagonaliza-
tion of C are represented by dots and theory (46) is repre-
sented by the solid lines. Black lines represent contours for
the nonsymmetric η and red lines represent contours for the
symmetric η with the same spectrum. Results for the non-
normal case are shown for c = 1/4, p = 1/4 and q = 1/2,
and where we also plot theory for the normal (symmetric)
case where c = 1/4, p = q =
√
1/8. In this figure the matrix
dimension N = 512 and we show 4 independent realizations.
firms that the non-normality can also be observed in the
singular values of C but for small eigenvalues or in the
tail.
VI. THE DENSITY OF EIGENVALUES: SOME
ESPECIAL CASES
Let η = 0. Then from Eqs. (34-35), we have a1 = w1N ,
a2 = w1T , d1 = w
∗1N and d2 = w
∗1T . These will lead
to the same set of equations as obtained in Ref. [38] for
the uncorrelated matrices. On the other hand, for η 6= 0,
these equations are very complicated. Analytically, one
may attempt to find a linear relation between 〈Γ(1)j 〉 and
〈Γ(2)j 〉 because then, together with the identity (41), this
relation forms a quadratic equation for the 〈Γ(1)j 〉’s, or
equivalently for the 〈Γ(2)j 〉’s. However, the 〈Γ
(1)
j 〉’s or the
〈Γ(2)j 〉’s are still not sufficient to obtain gjj , that we need
to obtain gP; see Eqs. (37) and (42). Below we consider
some especial cases where a linear relation holds between
the 〈Γ(1)j 〉’s and 〈Γ
(2)
j 〉’s and in these cases the gjj ’s can
be obtained from 〈Γ(1)1 〉 and 〈Γ
(2)
1 〉.
In the first case we consider ηjk = c where 0 ≤ c ≤
1/N . This choice defines the equal-cross-correlation ma-
trix model. In this case where η is rank-1, it has only
one nonzero eigenvalue Nc. On the other hand for the
bulk of the spectrum [57], we have a1 = w1N , a2 = w1T ,
d1 = w
∗1N and d2 = w
∗1T . These will lead to the same
set of equations as one gets for the uncorrelated case.
0 2 4 6
s
2
0.01
1
P(
s2 )
Normal η
Nonnormal η
FIG. 6. (Color online) Density, P (s2), of the square of the sin-
gular values of C where s represent the singular values. Here
the η corresponds to the case (v) where the same values for
the parameters c, p and q have been used as in Fig. 5. Using
solid lines in figure we plot the theory [43] which depends on
the spectrum of ηηt. Histograms, shown by left-stair case,
are calculated using the eigenvalues of CCt for 100 realiza-
tions where N = 1024 and T = 2N . Here the orange color
represent the nonnormal η case and the blue color represent
the normal η case.
Therefore, for the bulk we know the result. For instance,
using Eq. (55) we know that the contour enclosing the
bulk is a circle of radius
√
κ. However, the spectrum may
have one eigenvalue lying off the circle. If we avoid the
bulk effect, then the ensemble averaged position of this
eigenvalue is ∼ Nc provided Nc > √κ. Such observa-
tions have been very useful in the analysis of symmetric
correlation matrices [5–8] and also for density matrices
[58]. On the other hand, there is an upper bound Nc < 1
due to the positive definiteness of ξ which consequently
implies that there will be no eigenvalue separation from
the bulk for κ > 1.
For the second case we consider ηjk = c δjk. Using
Eqs. (34-35) and Eqs. (36-40), we get
a1 = (w − c g22)1N , a2 = (w − κ c g11)1T ,
d1 = (w
∗ − c g2 2)1N , d2 = (w∗ − κ c g1 1)1T . (57)
Next, from Eqs. (30-33) we get
〈Γ(1)1 〉 = 〈Γ
(1)
2 〉 =
〈
1
a1 d1 − g22g221N
〉
≡ γ1, (58)
〈Γ(2)1 〉 = 〈Γ
(2)
2 〉 =
〈
1
a2 d2 − κ2g11g111T
〉
≡ γ2. (59)
Using these in Eqs. (37-40), the set of equations we ob-
tain is
gjj = djγj , gj j = ajγj , (60)
where j = 1 and 2, and
g1 1 = g2 2γ1, g2 2 = κg1 1γ2,
g11 = g22γ1, g22 = κg11γ2. (61)
80 1
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FIG. 7. (Color online) Radial distribution, ρ
R
(r), of the den-
sities of absolute values of the eigenvalues of C correspond-
ing the ηjk = cδjk case. In this figure we show results for
c = −1/4, 0 and 1/4 respectively in (a), (b) and (c). The
corresponding scatter plots of these are shown respectively in
Fig. 1(a), (b) and (c). Theory for ρ
R
(r) is obtained from Eq.
(55) using z = r exp(iθ). In this figure the matrix dimension
N = 512 and we have used 300 independent realizations to
obtain data shown by open circles.
Finally, the identity (41) gives
γ1γ2 =
1
κ
. (62)
In the holomorphic region, these equations have a sim-
ple solution, viz., gjj = gjj = 0. In the nonholomorphic
region, which is described by the ellipse (55), we solve
this equations by observing a linear relation between the
γj ’s. However, to be consistent with the notation used in
Ref. [38], we instead use µj for |w|2γj−1, for j = 1, 2. To
obtain the linear relation we first write g22g22 in terms of
g11g11 using Eq. (61) and then we use the identity (62).
This method leads to a linear relation between the µ′js:
µ2 = −c2(1− κ) + κµ1. (63)
Note that together with the identity (62), the above
relation simplifies the problem to a quadratic equation
since the Green’s function, we wish to calculate inside
the ellipse (55), is given by
gC(z, z
∗) =
κµ1 + µ2 + (κ+ 1) c
2 − 2cz + 2(1− c2)κ
2(1− c2)κz .
(64)
The above relation is obtained using the Eq. (13) and
the solutions of the resulting self-consistent equations for
the gjj ’s; see (37-40). There we find
g11 =
w∗γ1 − cw/κ
1− c2 , g22 =
w∗γ2 − cw
1− c2 . (65)
We re-write Eq. (62) for the µj ’s and solve it using
Eq. (63). We obtain
µ1 + 1 =
−α(1− κ) +
√
α2(1− κ)2 + 4|w|4
2κ
,
µ2 + 1 =
α(1− κ) +
√
α2(1− κ)2 + 4|w|4
2
, (66)
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FIG. 8. (Color online) Marginal distributions ρX(x), shown in
the left panel, and ρY (y), shown in the right panel, describing
respectively the densities of real and imaginary part of the
eigenvalues of C where ηjk = cδjk. In this figure we show
results for c = −1/4, 0 and 1/4 from top to bottom. The
corresponding scatter plots of these are shown respectively in
Fig. 1(a), (b) and (c). Theory for ρX(x) and ρY (y) is obtained
from Eq. (68) using z = x + iy. In this figure the matrix
dimension N = 512 where we have used 300 independent
realizations to obtain data shown by open circles.
where α = (1− c2). Consequently we derive the Green’s
function:
gC(z, z
∗) =
α(κ− 1) +
√
α2(1− κ)2 + 4|z|2
2ακz
− c
κα
. (67)
Finally, using the Gauss law (8), for κ ≤ 1, we find
ρ
C
(z, z∗) =
1
πκα
√
α2(1− κ)2 + 4|z|2 . (68)
On the other hand, the density is zero outside the ellipse
(55). Taking account the 1/z terms for z → 0, and the
identity ∂/∂z∗(1/z) = δ(z)δ(z∗), we get an additive term
(1−κ−1)δ(z)δ(z∗) for κ > 1. This term is consistent with
the note on the rank of C; see Sec. II. For c = 0, this
result (68) yields the spectral density for the uncorrelated
case which matches with the result obtained in Ref. [38]
if we replace z by
√
κ z.
In Fig. 7, we compare the radial distribution, ρR(r),
obtained from our theory (68) using z = r exp(iθ). We
consider three different c values as chosen in Fig. 1. For
90 1 2 3
x
0
0.5
1
ρ X
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data
Marchenko Pastur
FIG. 9. (Color online) Marginal density ρX(x) of the real part
of the eigenvalues of C for ηjk = cδjk where c = 0.9999. The
histogram, shown by open circles, is calculated from 225 real-
izations of 512-dimensional C. The Marcˇenko Pastur density
is shown with the solid line. As in all previous figures, here
as well, we have considered T = 2N .
instance in Fig. 7(a) we compare the radial density with
the theory (68) for c = −1/4. Since the radial density
does not depend on the sign of c, in figure (c) we get
the same result for c = 1/4. The finite-N effects, as can
be seen for c = 0 in figure (b) [38, 39], are in the peaks
and in the tails of the densities. Similarly in Fig. 8, we
compare the marginal density distribution of the real and
the imaginary parts of the eigenvalues which is obtained
by integrating over the variable other than the variable
which distribution is sought for using z = x+ iy. For ex-
ample, the density for the real part, ρX(x), is obtained by
integrating over y from ρX,Y (x, y) ≡ ρ(z, z∗). For c = 0,
both densities are symmetric along both axes. However,
for c 6= 0, the symmetry along the x-axis is broken. As
shown in the figure, our theory closely describes these
densities except the peaks in ρY (y) in between the dips
near y = 0. These in fact are finite-N effects. These
peaks are well studied for the Ginibre orthogonal ensem-
ble [59] and for uncorrelated matrices where analytical
results are known in much detail [60–62].
An interesting consequence for ρX(x) is observed from
a analytic simple calculation using the result (68). It can
be shown that as c→ 1, ρX(x) converges to the Marcˇenko
Pastur distribution [19] implying thereby that on aver-
age the lowest of the real components of the spectra is
non-negative. To demonstrate this theory we consider
c = 0.9999 and compare ρX(x) with the Marcˇenko Pas-
tur result in Fig. 9. For this value of c, we get ∼ 2− 3%
nonzero y-components which are of O(x+) where x+ is
the upper edge of ρX(x). However, as it can be seen in
this figure, the Marcˇenko Pastur result reasonably de-
scribes ρX(x).
VII. SUMMARY AND CONCLUSION
To summarize the work, we begin with a few impor-
tant remarks. In physics, nonsymmetric random matri-
ces have been of importance from different perspectives
[14–16, 63]. For the correlation matrices, however, these
are important in order to understand time evolution of
a multivariate complex system or to understand mutual
behaviour of two different statistical systems. Usually,
Wishart’s approach is used in dressing the noise from an
empirical correlation matrix where the spectral analysis
plays a crucial role. Theory incorporating linear corre-
lations, however, provides a better way of understanding
effects of the actual correlations in the spectral statistics.
The importance is evident from Refs. [5–8, 20, 64]. From
the theoretical viewpoint, there remain many problems
like obtaining the finite-N results where some methods
developed for the correlated Wishart ensembles [24, 27]
seem potentially useful.
In this paper we have focused mainly on the domain
of the bulk of complex eigenvalues under the influence of
actual correlations. We have derived analytic result for
the contour enclosing the bulk of the eigenvalues for a
general η for which the full correlation matrix ξ is pos-
itive definite. One important finding here is the ellipse
which explains the boundary of eigenvalues for a system
dominated by autocorrelations of equal strength. Beside
that we have shown that the contour depends on the
non-normality of the correlation matrix. In this paper,
the results are illustrated using tridiagonal η matrices,
which are special but allows us to obtain analytical re-
sults, which may well be used in applications. Also we
have remarked that effects of the non-normality can also
be observed in the singular values of η, mostly for small
or large eigenvalues.
As far as applications are concerned, perhaps the clos-
est example is in the quantitative finance where study
of the correlations between stock prices with their vol-
ume data [65] could be good starting point. However,
the main emphasis has so far been the bi-variate time se-
ries [66]. We believe that our results can be used for the
multi-stock data analysis which may shed more light on
the non-trivial behavior of the financial market. Finally,
we believe that our results may not be confined to the
multivariate analysis as can be deduced from the histor-
ical developments and applications of RMT [15, 67].
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Appendix A: Inverse of the matrix W˜ −Σ
The inverse of matrix we want to calculate may be
viewed as
(
W˜ − Σ
)
≡ M =
(
a b
c d
)
, (A1)
where all the matrices are of dimension (N+T )×(N+T ).
Matrices b and c are diagonal:
b = −
(
g2 21N 0
0 κg1 11T
)
, c = −
(
g2 21N 0
0 κg1 11T
)
,
(A2)
and for the diagonal blocks we have
a =
(
a1 0
0 a2
)
, d =
(
d1 0
0 d2
)
. (A3)
We use Schur components of a and of d, viz., d− ca−1b
and a−bd−1c, respectively, assuming that none of them
are singular. Then the inverse of the matrix [68] we get
is
M−1 =
(
S−1 −S−1bd−1
−d−1cS−1 (d− ca−1b)−1
)
, (A4)
where S = a− bd−1c. Thus we get (29)
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