Due to the increased interest in prospecting for unconventional oil and gas, a large part of which remain on land, the demand for land seismic data-processing has increased substantially and is expected to further increase in the near future. The complex near-surface in such land seismic data often makes it difficult to accurately image the deeper-lying targets. One way to estimate the properties of the near-surface is to use surface-wave inversion. Here we explore the non-linearity and non-uniqueness of such inversion by comparing the results obtained from a linearized inversion with those of an ensemble inference procedure applied to the results from a non-linear search method. For the the small field data-set studied, we find that in the depth-range where we have good resolution, the linearized inversion results compare favorably to that of the nonlinear search method. A study for a larger amount of field-data is currently underway.
INTRODUCTION
The emerging increased interest in prospecting for unconventional oil and gas reserves is likely to further increase the demand for on-shore seismic data processing in the near future, since a large part of these so-called unconventionals remains on land. It is known that the quality of seismic images in landseismic data processing is often substantially lower than that of marine seismic data. A large contributing factor to this differing quality is the presence of often complex unconsolidated rock in the near-surface that causes the wavefield to scatter or even loose its coherence as it propagates through it. Besides attempts to increase the data quality from a data-acquisition point of view, one can try to improve the imaging from a dataprocessing point of view. In that context it then becomes important to try and estimate the near-surface velocity structure, such that the hampered imaging of the deeper lying targets can be improved by correcting for the near-surface velocity structure. Recently Jones (2012) presented an overview of the current industrial practice for building complex near-surface models. One method to estimate the near-surface (shear-wave) velocity structure is to use surface waves.
Surface waves are sensitive to the earth's properties up to a depth of roughly one wavelength. Therefore, with observed frequencies typically somewhere between 3 and 30Hz and assuming typically observed velocities, they can be used to invert for the (shear-wave) velocity up to 100-150m deep [e.g., Xia et al. (1999) , Ivanov et al. (2006) , Muyzert (2007) , Gouédard et al. (2010) and Haney & Douma (2012) ]. The obtained models can then be used to improve the imaging of the deeper lying targets by, e.g., calculating appropriate shear-wave static solutions. Recently inverted group-and phasevelocity dispersion curves for the near-surface shear-wave velocity using a perturbational approach applied to the forward method known as the thin-layer method (Lysmer, 1970; Kausel, 1999) . This perturbational approach is discussed in more detail for Love waves by and facilitates a linearized inversion. The forward problem of modeling dispersion curves for surface waves, however, remains nonlinear. In linearized inversions this inherent non-linearity is evident by the sensitivity kernels being dependent on the modelparameters, making the inversion dependent on the starting model. Through the mere acceptance of uncertainties in the data by fitting the data up to a certain tolerance, the problem also becomes inherently non-unique. Even though linearized inversions are in the daily practice of exploration geophysics often the only option, they cannot deal well with non-linearity and non-uniqueness. In order to get a feeling for the non-linearity and non-uniqueness of surface wave inversion, we compare the results obtained from a linearized inversion with that of a non-linear search technique. For this paper we illustrate our methods and results by inverting a single dispersion curve obtained from field data (see or Haney & Douma (2012) for more details on the Coronation dataset). Throughout this paper we focus on the inversion of the phase-velocity only. For the non-linear search we employ the Neighborhood Algorithm developed by Sambridge (1999) while for the ensemble inference we use the method described by Douma et al. (1996) . Figure 1 shows a receiver gather bandpass filtered between 2 and 15 Hz, with the offsets limited between 50 and 300 m. By limiting the offsets to a narrow region around the receiver gather, we minimize any spatial averaging or path effects, such that the final inverted shear-wave velocity profile is indeed mostly associated with the local area around the receiver gather. The surface (Rayleigh) wave is clearly visible and can be used in a slant-stacking procedure as a function of frequency to obtain the phase-velocity spectrum (van der Kruk et al., 2007) . Figure 2 shows the velocity spectrum and the picked dispersion curve (black line).
DATA
Figure 3: Left: dispersion data (black line) plus or minus one standard deviation (pink shaded region); modeled dispersion curve for initial model (blue dashed) and for the different consecutive updates of LSQR (dark green is first update, and bright green is the final update and thus the modeled data from the final model). Right: initial shear-wave velocity model (blue dashed) and the models from the different consecutive updates of LSQR (dark green is first update, bright green is final model).
LINEARIZED INVERSION RESULTS
For the inversion we chose a layer thickness for the forward modeling of 3m. With a maximum frequency of 8.25 Hz in the dispersion curve and minimum observed phase-velocity of about 350 m/s, this layer thickness is less than 1/10-th of the estimated shortest wavelength of 350/8.25 = 42 m. This ensures the accuracy of the forward modeling. We imposed an exponential smoothness constraint on the inversion with a 1/e length of 9 m and an a-priori model standard-deviation of 34 m/s. The a-priori data standard-deviation was set to 10 m/s. The Rayleigh-wave phase-velocity is primarily sensitive to the shear-wave velocity, thus in practice this is the parameter that is inverted for. The sensitivity to the P-wave velocity and the density are taken into account by assuming a constant Vp/Vs ratio and using Gardner's relation (Gardner et al., 1974) to relate density to the P-wave velocity.
To invert based on the perturbational approach to the thinlayer method, we use the LSQR algorithm (Paige & Saunders, 1982b,a). Convergence is established when χ 2 ≤ 1 or when a maximum number of model updates is reached (here 10). Figure 3 shows that the inversion has found a model (light green curve) that fits the data perfectly within one standard deviation. In this case convergence was obtained after 2 updates by the LSQR algorithm. The starting model is indicated by the dashed blue line and is referred to as starting model 1. Note that in the deeper parts of the model the final model is the same as the starting model. The lower frequency limit of 4Hz provides sensitivity only to about 80m.
To highlight the inherent non-linearity of the problem of dispersioncurve inversion, we show the result from a different starting (linear) model in Figure 4 . This starting model is referred to as starting model 2. Here the LSQR algorithm does not converge to χ 2 ≤ 1 within 10 model updates; the starting model is for the deeper parts apparently too low such that it cannot fit the lower frequency part of the dispersion curve. The algorithm thus seems to get stuck in a local minimum. This emphasizes the non-linear character of surface-wave dispersion-curve inversion and highlights the importance of choosing a good starting model. However, comparison of both final models in Figure 5 shows that both obtained models agree very well in the depth range 15 − 45 m; the models differ mainly in the very shallow and deeper parts. The deeper parts would be resolved better with the presence of frequencies lower than 4 Hz, whereas the very shallow parts would be better resolved with frequencies higher than 8.25 Hz. To gauge the depth-sensitivity we plotted the mode-shapes for the fundamental mode Rayleigh wave for one of the starting models in Figure 6 , which indicate there is very little depth sensitivity below 100m. This explains why for both starting models, the final obtained model is the same as the starting model below 100m. We note that the mode-shapes for both different starting models highly similar.
NON-LINEAR SEARCH AND ENSEMBLE INFERENCE RESULTS
To get a better feeling of the non-uniqueness of the inversion, we used the Neighborhood Algorithm (NA) (Sambridge, 1999) to generate a large ensemble of models and their associated misfits. In order to reduce the number of parameters, we enforced a regularization where 3 consecutive layers have the same shear-wave velocity (and thus the same density and compressional-wave velocity also). This gives an effective layer-thickness of 3 × 3 = 9 m, which is about 1/4-th of the smallest ( rameterization of the NA was as follows. The initial number of models was set to 2500, and at each iteration the 100 best Voronoi cells were repopulated with 2 more models, leading to a total of 200 models added per iteration. The total number of iterations was set to 50. This resulted in a total of 12500 models, shown by the grey lines in Figure 7 that clearly shows the search bounds used in the calculation. The black lines show the 75 best models, and the Green line shows the model obtained using the linearized inversion (see Figure 3) . Note how the trade-off between velocity and depth is clearly visible as no a-priori smoothness constraint was imposed on the models as in the linearized-inversion case. The model obtained from the linearized inversion appears to be contained in the ensemble of best models. Figure 6: Mode-shapes for one of the starting models for the horizontal particle-velocity (left) and the vertical particlevelocity (right).
To infer the most robust information from the ensemble of best models (referred to simply as the ensemble throughout the remainder), we proceed in the same way as Douma et al. (1996) and calculate the eigenvectors of the covariance matrix of the models in the ensemble. The eigenvalues are a direct measure of the variability of the ensemble in the direction of the eigenvector. Therefore, the eigenvectors with the smallest eigenvalues determine the patterns in the ensemble that are most robust. By projecting the ensemble onto the eigenvectors with the smallest eigenvalues, we can thus infer the most robust features from the ensemble. Figure 7: Right: ensemble of models generated by NA algorithm (grey), 75 best-fit models (black) and the result obtained from the linearized inversion with starting model 1 (green). Left: dispersion curves for the whole ensemble (grey), the 75 best-fit models (black), the linearized inversion modeled dispersion curve (green) and the observed data (blue).
small with the large eigenvectors (e.g., eigenvectors 4 and 22, as in Figure 9 ), reveals that the smaller eigenvectors have small values in the depth-range between about 15 − 75 m and large values elsewhere, while the larger eigenvectors show the exact opposite pattern. This indicates that the models are better resolved in the depth range between approximately 15 − 75 m. This confirms the observation from the linearized inversion in the above. We proceed to use the 15 smallest eigenvectors to project the ensemble onto, thus producing a filtered ensemble that emphasizes the most robust features in the models. Figure 10 shows the resulting filtered ensemble as well as both final models from the linearized inversion. The filtering clearly highlights the region that is better resolved between approximately 15 − 75 m and indicates that the shallow and deeper regions that are poorly resolved. The lack of resolution in these regions is again due to the lack of frequencies higher than 8.25 Hz and lower than 4 Hz.
In the well-resolved region there is good agreement between the linearized inversion results and the projected ensemble. This is further evidence that the linearized inversion seems to perform well in the well resolved area. We note that the model obtained from the linearized inversion with the linear starting model (blue curve in Figure 10 ) seems to correspond best to the filtered ensemble. This is somewhat surprising, as it is evident from Figure 5 ular for the lower frequencies (≤ 4.25 Hz) . But the non-linear search results indicate that the pattern obtained also with the linearized inversion with starting model 2, i.e., the linear starting model, seems more robust. We note that when generating the ensemble using the NA, the lowest χ 2 value obtained was about 6, whereas the model indicated with the green curve resulted in a χ 2 value less than one. This could potentially have been caused by a too small initial model population when starting the NA algorithm, possibly resulting the algorithm to miss the global minimum. The parameterization of the NA could therefore be further explored. The filtered ensemble shows a range of possible shear-wave velocities at each depth. Therefore, the filtered ensemble can in principle be used to estimate an uncertainty on the inverted shear-wave velocity. However, the range of shear-wave velocities estimated in this way, is dependent on the number of eigenvectors used to filter the ensemble. It would thus be necessary to find an objective criterion to determine the number of eigenvectors to use to filter the ensemble. Currently a (preferably large) jump in the level of the eigenvalues is used to determine this number, but such a jump might not always be present. Intuitively one would think this threshold-level ought to somehow be related to the data.
Even though the NA approach in combination with the filtering of the ensemble has indicated the region where the model is well resolved by the data, a resolution analysis can also be done for the linearized inversion. Comparing resolutions obtained for both methods could well provide further confidence in the linearized inversion results.
CONCLUSION
We have explored the non-linearity and non-uniqueness of the inversion of fundamental-mode Rayleigh-waves by comparing linearized inversion results based on the finite-element thinlayer method, to the results obtained from ensemble inference of an ensemble of models generated through a non-linear search method (the Neighborhood Algorithm). The ensemble inference highlighted the depths that were well resolved. In this well-resolved depth-range, the results from two linearized inversions with very different starting models compared well with the results obtained from the non-linear search. Even though it is tempting to conclude that the linearized inversion provides therefore sufficent accuracy, and that the large extra expense of a non-linear search can therefore be avoided, we emphasize that we have done our analysis on one receivergather of field data only. A study for a whole swath of land seismic data is currently underway.
