A model-based texture recognition system which classifies image textures seen from different distances and under different illumination directions is presented in this paper.
Introduction
In texture analysis one must distinguish between image texture and surface texture: image texture is what appears on the 2D image of a physical object, while surface texture refers to the variation of the physical and geometric properties of the imaged surface which give rise to the image texture. Changes in the imaging geometry can significantly alter the appearance of the surface, implying significant variations in the image texture [1] . And yet one has to perform the task of recognition from the image texture.
This work is concerned with the classification of textured surfaces imaged under varying geometries, i.e. varying distance from the sensor and varying illumination direction.
Almost all work that has been published in the past on texture features invariant to rotation and scale treated texture as an innate property of a flat surface, unchanged when the camera moves or the illumination changes [2, 3, 4] . We wish to stress that surface texture that interests us here is distinct from image texture. Image texture is the result of surface relief and surface colour, and if one wishes to avoid its dependence on imaging geometry, one has to go through the fundamentals of image formation and discuss the way surface texture will appear when the imaging geometry changes. So, unless one considers texture as a pattern painted on a smooth surface, it is incorrect to deal with it ignoring the imaging geometry and, for example, use the Brodatz album to evaluate the methodology used.
The effect of varying lighting conditions on supervised texture classification was first investigated by Chantler [5] . It was observed that the direction of illumination affects the directionality of an image obtained from a given surface and indeed modifies its appearance. Nevertheless, most of the classification approaches proposed in the literature do not take into account the effect of illumination on the imaged scene, thus tacitly assume that the illumination direction is constant. Fig. 1 shows three images of the same texture illuminated from two different tilt angles and the same slant angle 1 , and obtained 1 The direction of the illuminant with respect to a texture is commonly defined by two polar coordinates: tilt and slant. We define our camera axis parallel to the z-axis. Therefore, tilt is the angle that the illuminant vector makes with the x-axis when it is projected onto the x, y plane. The illuminant slant is the angle that the illuminant vector makes with the camera axis.
from two different distances. Observe how a shift in the tilt angle is clearly manifested in the recorded images. Illumination variation attenuates or accentuates the directional information of the image texture. It should not then be surprising that a classifier would have difficulty in recognising these images as belonging to the same textured surface.
It appears that there are three different ways of dealing with the problem of classifying textures imaged with different illumination directions.
• The first approach consists of extracting and using explicit separate 3-dimensional shape and surface albedo information. The colour and the gradient vector of every visible surface patch describe the surface in a way independent from illumination, and the classification can be done directly on the basis of this explicit information.
For example, Barsky and Petrou [6] proposed an illumination-invariant classification scheme based on 5 descriptors for each surface patch obtained by means of colour photometric stereo: two gradient components, and three colour components. On the other hand, Mcgunnigle and Chantler [7] proposed a rough surface classification scheme which extracts rotation invariant statistics from photometric estimates of the surface derivatives. Their method assumes that the surface is uniformly coloured.
• Another approach is to study the immediate effects introduced by illumination direction to the observed 2D texture. Chantler [1] has shown that this effect can be described as a directional filter, and in principle it could be inverted. Recently, Chantler et al. [8] presented a formal theory which demonstrates that changes in the tilt of the illumination direction make texture features follow super-elliptical trajectories in multi-dimensional feature spaces. Based on their work, Penirschke et al. [9] developed an illuminant rotation invariant classification scheme. Their work is based on the use of photometric stereo for the detection of surface relief, and the use of Gabor features. The production of features by filtering, however, requires the use of all points of the surface/image. The surface gradients of some of these points may have been wrongly calculated by the photometric stereo technique, and their inclusion in the feature extraction process may affect the performance of the classifier. That is why in this paper we do not use filtering but co-occurrence matrices, which allow us to work only with the pixels for which reliable information is available.
• Finally, one may train a classifier on a wide selection of images of the same surface, obtained from various viewpoints and under various illumination conditions [10, 11, 12] . Thus, the information of changes in the surface appearance is explicitly built in the classifier, using both the reflectance and the 3D relief information, which allows it to recognise a surface correctly under novel viewing and illuminating conditions. Leung and Malik [13, 14] , following this strategy, developed a texture classification scheme that identifies 3D "textons" in the Columbia-Utrecht database for the purpose of illumination and viewpoint invariant classification. Basically, a 3D texton is an item in a vocabulary of prototypes of tiny surface patches with associated local geometric and photometric properties. More recently, Varma and Zisserman [15] proposed a new classification system which uses as texture model a distribution over textons obtained from training images.
Following the last strategy, in this paper we integrate the surface texture information derived by colour photometric stereo (CPS) as described in [16] , into a complete modelbased texture classification system. Photometric stereo [17, 18] is the technique which allows one to obtain surface texture and colour information from a few images of the same surface imaged under various illumination directions. Basically, the main idea consists of creating, by means of the surface texture information, a "virtual" database of image textures against which we compare the unknown test images in order to classify them.
There are various alternative techniques which allow one to obtain 3D information about surfaces [17] , like stereo vision [19] , optical flow [20] and various Shape from X methods.
The main advantage of using Shape from X methods instead of stereo vision and optical flow methods is that they allow the recovery of the local shape as well as the reflectance properties of the surface. These properties are used in different works to predict the surface appearance as a function of illumination, and also to reconstruct the 3D shape information [21, 22, 23] . Over all these Shape from X techniques, the photometric stereo technique was chosen because it has various advantages over all other methods: it does not make strong assumptions about the underlying surface structure, like some shape from X techniques do, and it allows one to recover both local colour and local gradient while flagging the places where some of its assumptions break down and the recovery is impossible.
Our approach uses CPS to extract surface information from which a "virtual" database of reference textures is created, compatible with the imaging geometry of the test images, and used to classify the test images. The virtual database creation comes in two "flavours": creation of the virtual database for test images seen from the same distance as the training images, and creation of the virtual database for test images seen from a longer distance than that of the training images. When the test images are known to have been captured from the same distance as the training images, the creation of the virtual database is straightforward: The use of photometric stereo allows us to define a surface as a set of facets which are normal to the gradient vectors of the surface. Using these facets and given an illuminant vector, rendering of the surface shape can be done showing the shading of a facet, which is calculated by taking the dot product of the illuminant vector and the gradient vector. Using this surface shape information and applying the colour map, a rendering of the surface texture can be obtained by multiplying point by point the colour map with the map of shading factors. Hence, a texture image is generated. Things are less straightforward when the test images have been captured from a longer (but known or hypothesised) distance than the training images.
The rest of this work is organised as follows: The methods we use to create the virtual database when the distance between training and testing changes are described in Section 2. In Section 3 we present the image database used for the experiments and the results of the experimental evaluation of the various components of the proposed methodology. Our conclusions are presented in Section 4.
Image texture prediction seen from a longer distance
In this section we describe two methods for predicting how a surface texture appears if seen from a longer distance.
First, we analyse the direct relationship between image texture information (image intensities) under two different resolutions. This leads to direct image prediction. Then, we present another method which predicts first how the surface itself would be approximated in a lower resolution from the original one, and then predict from it the image it would create. This leads to image prediction via surface prediction. We refer to this method as surface prediction for short.
Direct image prediction
We start by considering two grids referring to the pixels of two images of the same surface, captured from two different distances. One of them corresponds to the higher resolution image and it is finer than the other. We refer to the pixels of the coarse resolution as "superpixels" and the term "pixel" is used only for the fine resolution pixels. Each Each superpixel is made up of several pixels. Let us say that a superpixel corresponds to a tile of size K × L of fine resolution pixels. Some of the fine resolution pixels are only partially inside a superpixel, so we do not assume that the two different resolutions are such that a superpixel is replaced by an exact and integer number of fine resolution pixels that tile it exactly.
Our problem is to predict the intensity value of a superpixel I u , for a given direction of illumination u, given ρ(λ), p and q for all the pixels of the fine resolution. The values of ρ(λ), p and q have been computed by using 4-source colour photometric stereo. Although the colour photometric stereo scheme we use can deal with non-Lambertian surfaces [16] , we assume here that the surface we are dealing with is Lambertian.
Let us consider a facet of the surface of size R A × R A centred at position (α 0 , β 0 ) and a sensor cell of size X ×Y centred at position (x 0 , y 0 ). Let us define the following quantities:
• L A (λ): The energy per unit time per unit area reaching the imaged surface from a point illuminating source at a certain imaging setup denoted by A.
• N αβ : Normal vector to the imaged surface at point (α, β).
• G(N αβ , u A )dαdβ: Geometric factor determining the amount of incident radiation from the illuminating source at direction u A , received by an infinitesimal tile of size dαdβ.
• ρ αβ (λ): The fraction of the incident radiation that is reflected by infinitesimal tile dαdβ at wavelength λ.
• G(N αβ , S A (x, y))dxdy: Geometric factor affecting the fraction of reflected radiation reaching the area of the sensor element dxdy centred at (x, y) from surface point (α, β) with the direction of the particular sensor element defined by unit vector S A (x, y).
Fraction of the reflected radiation reaching a unit area at distance d A . The quantity 2πd A 2 is the area of the hemi-sphere over which the opaque point (α, β) is expected to reflect radiation.
• S(x, y, λ): Sensitivity of sensor element (x, y).
• ∆t A : Time interval during which the aperture of the sensor was open when the image at imaging setup A was being captured.
• k A : A factor encompassing all photomultiplier and quantization processes used to convert the recorded energy into grey values.
• rec(x − x 0 , y − y 0 ): A rectangular of size X × Y of sensor surface centred at sensor point (x 0 , y 0 ).
• rec(α − α 0 , β − β 0 ): A rectangular of size R A × R A of the imaged surface centred at point (α 0 , β 0 ).
Then the grey level recorded by sensor X × Y centred at (x 0 , y 0 ) is: 
For a Lambertian surface
and
Let us now assume a different imaging set up, call it B, for which the light which reaches sensor (x 0 , y 0 ) comes from an extended rectangle of size 
We may still assume that no matter how extended rectangle
its parts are to a high accuracy at the same distance from the sensor, so
Further, we may still assume Lambertianity, so the two geometric factors take again the form of equations 3 and 4. Then:
Let us assume that this big rectangle of size R B × R B may be analysed as a superposition of smaller rectangles, each one of uniform properties for which equation 2 may be written. Then the integral over α and β in equation 6 may be replaced by a sum over all these facets:
where A kl is the area of facet (k, l) inside rectangle R B × R B . This formula is quite general: it allows us to predict the intensity value of a superpixel from the information we have on its constituent pixels of the fine resolution, even when seen by a different imaging set up, i.e. different sensor, under illumination with different spectral characteristics and different orientation than those under which the original images from which the surface information was extracted, were captured.
If we assume that the spectral properties of the sensor and the light remain constant, then we may redefine the reflectance function of the surface as
At the same time we may assume that the calibration constant k B is chosen so that all constant factors cancel out. Then, equation 7 is simplified to:
This is the equation we used for our experiments.
Surface prediction
As our objective is to describe surface information, we need to understand what happens with the surface shape information if the distance of the camera changes. We must answer the following question: What will the normal vectors be if the distance of the camera is changed leading to a new image in which every pixel is the union of several old pixels?
This question is answered by deriving the relationship between the normal vectors when they are calculated for two different image resolutions.
The proposed strategy in order to recover the normal vectors of the coarse resolution is based on the prediction of the facet by which the surface is approximated locally in this resolution. First, we perform a surface integration in the fine resolution using the gradient vectors recovered by photometric stereo. Next, we reconstruct the facet of the superpixel by using the information recovered in the fine resolution. We predict the planar facet of the superpixel, computing the plane passing through the facets of the fine resolution in the least square error sense. The normal vector of the recovered facet is the normal vector of the superpixel.
Note that surface integration is necessary in order to know the height z = S(x, y) (up to an additive constant) at each point of the surface in the fine resolution (height map). If we define a surface by (x, y, S(x, y)) where S(x, y) is the height at point (x, y), the normal as a function of (x, y) is
where the partial derivatives of S(x, y) give us the components of the gradient vector p =
∂S ∂x
and q =
∂S ∂y
. There are two types of surface integration approaches [24] , local integration along paths and global integration. Path integration techniques use local calculations of height increments by curve integrals. The main idea is to use the gradient vectors, which give the change in surface height with a small step, to recover a height map of the surface by summing these changes in height along some path. In global techniques, the surface integration is treated as an optimisation problem. In other words, surface integration is considered as a variational problem where a certain functional has to be minimised. Usually, some representation of the unknown surface, e.g. in terms of the Fourier basis functions, and an integrability condition, e.g. the smoothness constraint [25, 22] , are used to constrain the global optimisation process. Obviously, this global integration technique works well only if the surface is smooth and continuous.
The photometric stereo surface reconstruction yields also the set of points where the recovery of the gradient vectors is impossible. In general, these are places which are in shadow in more than one of the four images used in the photometric stereo set. Such points are likely to occur at places where the surface has deep "ravines" and they may be associated with the places where the surface is not differentiable and continuous. Therefore, as we need to preserve as much as possible the surface roughness, and we want to perform surface integration using only points with available gradient vectors, we apply a local integration technique which uses different paths to obtain the final surface reconstruction. Thus, when we reconstruct the surface we stop the piecewise integration at the boundaries where the surface is not differentiable and continuous. Note that we predict the normal vectors only of the superpixels for which surface integration in the fine resolution is possible. Therefore, the surface shape we reconstruct and the image intensity we predict consist of image patches and not full images.
Experiments
The experiments we have performed have as purpose to check various aspects of the theory, namely:
1. The accuracy of CPS to use images captured with certain illumination direction in order to predict images referring to the same camera distance, but different illumination directions (section 3.2).
2. The accuracy of image prediction using a photometric set captured at distance A to predict images captured from distance B (>distance A). The predictions will be compared with real images captured from distance B and also with images produced from a photometric set captured from distance B (section 3.3).
3. The accuracy of surface shape prediction using a photometric set captured at distance A to predict the surface as it would appear at the resolution of distance B and compare it with the surface reconstructed from a photometric set captured at distance B and with the same light orientations as that used for the set at distance A (section 3.4).
4. The accuracy of the classifier when photometric sets at distance B are used to produce virtual model images for the same distance B, in terms of which images captured from distance B are to be classified (section 3.5).
5. The accuracy of the classifier when photometric sets at distance A are used to produce virtual model images for distance B, in terms of which images captured from distance B are to be classified (section 3.6).
Experimental data
Twenty five physical texture samples were used throughout the experimental trials pre- • One subset of surfaces consists of a wide variety of relatively smooth surfaces which may be further divided into isotropic surfaces and directional surfaces.
• The other subset of surfaces consists of a variety of very rough surfaces for which the assumption on which photometric stereo is based (i.e. relatively smooth surface with low roughness) is violated. We do not expect CPS to work well for such surfaces, but we included them in order to test to the extreme the proposed method.
The description of a surface may be made in different ways. For example, a single parameter may be sufficient to characterise a surface for some purposes. This is the case of the absolute average slope ratio (AASR) which provides an easy way to characterise the degree of roughness of a given surface texture. AASR is calculated as
where n is the number of samples for which the (p, q) values are known. For other purposes, in which more accurate description is required, statistical models such as the histograms of the values of the components of the gradient vectors may provide better descriptors.
In this work we use both descriptors to characterise the surface shape and roughness of each texture, namely the estimated probability density functions (PDFs) for the surface partial derivatives p and q (i.e. the normalised histograms of these quantities), and the We observed that some surfaces, like the first example (T5), which was formed by a fracture process, are essentially random textures. Note that the PDFs for this texture could be modelled by Gaussian distributions (see first row of Fig. 3 ). Similiar behaviour can be observed for instance for textures T1, T6, and T10. The second example, which corresponds to a directional texture, has one gradient component which is close to a typical distribution of a surface with sinusoidal height profile (see the PDF of p in the second row of Fig. 3 ). The q component concentrates all its values close to 0 with a maximum probability density of 0.1148. This distribution is shown out of scale in order to maintain the same scale for the y-axis so as to allow comparison between histograms.
We observed that all the directional surfaces such as textures T11, T12, and T13, Considering both surface descriptors, the AASR and the estimated PDFs, we have classified our textures into one of the three subsets described earlier: isotropic surfaces (from texture T1 to texture T10), directional surfaces (from texture T11 to texture T14), and very rough surfaces (from texture T15 to texture T25).
Experiment 1: Accuracy of photometric stereo
This experiment analyses the accuracy of the photometric stereo technique for creating virtual images referring to the same camera distance, but under different illumination directions. We compare the set of test images captured from distance B (tB) with the corresponding images for the same illumination conditions created from photometric stereo information (BB).
To quantify the difference between a captured colour image and a generated one, we use the mean square error of colour differences computed over all pixels. In order to compute the colour difference between the predicted and true colour values for a pixel, we use again the Euclidean metric in conjunction with the Luv colour space. This way the estimated error in colour reflects the perceived difference in colour, since the Luv space is assumed to be perceptually uniform.
In the first row of perfect. However, for many textures we may consider these results as acceptable. We must remember that our goal is to use generated images as models in the classification process. Therefore, the key question is whether the generated images are accurate enough to enhance the classification performance with respect to a naive classification system in which always the same image texture captured under a particular illumination direction is used as the reference image. 
Experiment 2: Accuracy of image prediction when the distance changes
This experiment has as purpose to evaluate the accuracy of image prediction, using a photometric set captured at distance A, to predict how an image will appear from distance B.
Using the image prediction method of section 2.1, the image intensities are directly predicted from the photometric information extracted at distance A. We call these predicted images imaAB. However, using the surface prediction method of section 2.2 only the surface gradient vectors are directly predicted but not the image intensities. We generate predicted images by using the predicted gradient vectors at distance B and the average reflectance function for each surface tile, and assuming that our sensor has narrow sensi- We also observe that surface roughness has an influence on the accuracy of the image predictions. For rougher surfaces the error of the prediction is increased (see table 1 ).
Other surface properties such as directionality or specularity may contribute to the errors too. For example, in the directional texture T14 of Fig. 5 some orientations of light source provoke more difficulties than others, and therefore the error of image prediction may significantly vary depending on the illumination direction.
Experiment 3: Accuracy of surface shape prediction
The goal of this experiment is to perform an evaluation of surface shape prediction, comparing the predicted gradient vectors AB with those obtained using the original photometric set at distance B.
Using the surface prediction method described in section 2.2, the gradient vectors are directly predicted from the photometric information extracted at distance A. However, using the image prediction method (see section 2.1) only the intensity values can be predicted but not the gradient vectors. Therefore, to make possible the surface shape evaluation, photometric stereo has been applied to these predicted images (four images corresponding to four directions of the illumination) in order to compute the gradient vectors.
The first column of Fig. 6 shows three examples of image predictions imaAB with a particular direction of illumination. Note that the image intensity we predict consists of image patches and not full images since there are points which photometric stereo can not correctly recover. We flag these points with white values.
Before we perform the evaluation it is necessary to solve the problem of localising which region of the original set at distance B corresponds exactly to the region of the prediction AB. We do this by computing the correlation of surface shape (gradient components p and image prediction (imaAB), which is propagated when photometric stereo is applied to the generated images in order to recover shape information.
As it was mentioned earlier, we used the absolute average slope ratio (AASR) as an alternative measure to evaluate our surface shape predictions. We compared the AASR of our predictions AB with the estimated values computed using the shape information extracted by the photometric set captured at distance B. Table 3 gives an overall quanti-tative assessment over all textures computing the average MSE of the AASR parameter obtained using both prediction approaches. Note that the values obtained by the surface prediction method (surAB) are again better than those obtained by the photometric stereo approach applied to the predicted images (imaAB).
From this experiment we conclude that the surface prediction method provides the best shape estimation. Moreover, we observe that in general surface roughness has an important influence in the accuracy of the surface shape predictions. However, in order to show which textures are more difficult to classify we present the classification errors separately for each subset of surface textures (isotropic, directional, and rough surfaces).
For each surface texture 4 images were rendered using a slant angle of 55 When the virtual database is created, the recognition procedure starts. This procedure is divided in two steps: the learning process and the classification process. The learning process has the goal of modeling each texture class of the virtual database by means of a representative feature vector, while the classification process has the goal of classifying an unknown test image into the texture class it belongs.
The learning process starts by feature extraction, i.e. computing a representative feature vector for each texture image in the virtual database. Co-ocurrence matrices [26] are used to extract as features the contrast, homogeneity and energy for 20 different values of a distance d (distances between [1 . . . 55] incremented in steps of 3). We used all these distances to ensure that images containing very big texels were properly characterised.
The pixels labeled as un-reconstructed points (points the shape and colour of which were unreliably calculated by photometric stereo) were not used in the computation of the coocurrence matrices. The co-ocurrence matrices were implemented in an anisotropic way, using 256 grey levels. We used four different directions: 0 Due to the large size of the captured images, we produced from each one of them different subimages of size 133 × 133, to be used for testing. The test set consists of 9 real images for each surface texture and each illuminant tilt angle. We have in all 2664 images (13 textures × 8 illuminations × 9 images + 12 textures × 16 illuminations × 9 images).
Note that different tilt angles are used for training and testing, as in a real situation one does not know the true tilt angle of the test image.
In this experiment we compare the results of our model-based approach with the results obtained in the "best" case, in which the 4 reference images of each texture are real images captured with the camera, and not images rendered by photometric stereo.
We also compare the results with those obtained in the "naive" case, in which just a single captured image of one illuminant direction is used to characterise each texture class.
Feature selection was performed separately for each case. Table 4 lists the selected features for each case. In general, the selected feature sets include a variety of features (C: contrast, H: homogeneity, E: energy), computed for a variety of distances and a variety of directions.
As well as classifying the test images captured from distance B into the corresponding texture class, we may also classify the illuminant tilt angle under which they had been captured, into one of the 4 illuminant tilt angles of the images in the virtual database.
Note that using only 4 virtual images for each surface, we can estimate the illuminant tilt angle with an accuracy of ±45
• only. With this in mind, in this experiment the illuminant tilt angle could be estimated corectly in 70.15% of the cases by the model-based approach.
However, in the "best" case an accuracy of 97.06% was obtained (see table 5 ). So, the accuracy of the illuminant tilt angle classification is considerably lower compared with the "best" case. This is presumably due to the errors introduced by the process of virtual image generation. These errors have a major influence on the illumination classification, and not so much on the texture classification, because the differences between features extracted from images of the same texture under different tilt angles are smaller than the differences between features extracted from different texture classes.
Using our model-based approach we obtained a 97.04% accuracy of texture classification. However, in the "best" case the texture classification accuracy was 100%. For the "naive" case the texture classification accuracy was 87.73% (see table 5 ). Analysing the missclassification error of the model-based approach (2.96%), we concluded that 84.98%
of it was produced by the subset of very rough surfaces, while the remaining 15.02% of it was produced by the isotropic surfaces. This indicates that the missclassification errors of the model-based approach were mainly due to the image generation by colour photometric stereo information. The results demonstrate that the model-based approach reduces significantly the texture classification errors caused by changes in illuminant direction compared with the "naive" case.
Experiment 5: Accuracy of classification when photometric and testing images are captured from different distances
This experiment analyses the accuracy of the texture classifier when photometric sets at distance A are used to produce model images for distance B.
The virtual database of images corresponding to the longer distance B is generated using the image prediction method described in 2.1. As for experiment 4, the virtual database is composed of 100 image textures. In this experiment 600 virtual images are used for training, while 2664 images are used for testing.
After applying the feature selection algorithm and choosing the appropriate feature set, we apply the classifier to the unknown test images. Using the model-based approach we classified 89.57% of them into the correct texture class. We had 100% correct texture classification in the "best" case, when reference and test images were captured from distance B (note that this case corresponds exactly to the "best" case used in experiment 4). The "naive" case here is the case when one uses as the reference image one that was captured from a different distance than that of the test image. In such a case the classifier achieved only an accuracy of 34.35%.
Analysing the missclassification error of the model-based approach (10.43%), we concluded that 92.61% of this error was produced by the subset of very rough surfaces, while the isotropic surfaces contributed only 7.39% of this error. Table 5 summarises the obtained texture classification rates using the model-based approach, the "best" case, and the "naive" case. Comparing these results with those obtained in experiment 4, we conclude that the performance of the classifier is decreased due to the error introduced by the image prediction method of section 2.1. However, we also demonstrate that the model-based approach increases significantly the accuracy of the texture classification compared with the "naive" case. In the same table we also present the percentage of test images for which the illuminat tilt angle under which they had been captured was correctly predicted.
Summary and Conclusions
Two different prediction methods were proposed, one which allows one to directly predict the image intensities (direct image prediction), and another which allows one to predict first the surface shape information and then the image intensities (image prediction via surface prediction). Both methods were tested and evaluated over a set of twenty five surface textures, demonstrating the ability of the system to predict the image texture a particular surface texture will create when seen from a longer than the original distance.
The direct image prediction method produced in general smaller errors. The major part of this error was due to the photometric stereo and not due to the step dealing with the change of distance. On the other hand, the surface prediction method produced the best shape predictions. Several error measures were used in order to evaluate the surface shape predictions: the absolute average slope ratio, which measures the degree of roughness of a surface, the MSE of the estimated probability density functions for the surface partial derivatives p and q, and also the MSE per pixel of the gradient components p and q.
As a result of these experiments one may conclude that surface roughness plays an important role in the accuracy of image and shape prediction. The rougher the surface is, the larger the errors of the predictions. Other surface properties such as directionality or specularity may also contribute to the errors.
However, even if the predicted images are not perfect, they may still make significant difference in the accuracy of a texture classifier. It was shown that when using such generated images to extract features in terms of which textures were classified, the results were significantly better than those obtained by the "naive" case where the features used were extracted from a single real image. The classification results were not much inferior to those obtained by the "best" case when test images and training images were captured under exactly the same imaging geometries. The improvement applied also to the cases for which the assumptions made by the photometric stereo technique we used were violated and the photometric stereo results were not as accurate as one might have wished. In all cases an estimate of the unknown illumination orientation under which the test image was captured could also be obtained, although not with very high accuracy.
Although we have presented results of our texture classification system when seen from different distances and under different illuminant tilt angles, it is interesting to mention that our approach could be used in other situations. For instance, changes in the illuminant slant angle and changes in the camera direction. If we have the information of the surface relief, and the surface albedo, and we use the general equations we derived, then we could render the surface to create model textures as required. Figure 6 : Accuracy of the surface shape predictions for three surface textures (textures T5, T14, and T15). The second and third columns show the distributions of the surface gradients p and q obtained by applying directly photometric stereo to the original images at distance B, by applying photometric stereo to the images predicted by the method of section 2.1 (imaAB), and by applying the surface prediction method of section 2.2 (surAB).
