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We discuss a preliminary study of the impact of duality violations on extractions
from τ decay data of the D = 6 VEVs which determine chiral limit Standard Model
K → pipi matrix elements of the electroweak penguin operators.
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I. INTRODUCTION
In the Standard Model (SM), ǫ′/ǫ is dominated by contributions from the gluonic and
electroweak penguin (EWP) operators, Q6 and Q8. In the SU(3) chiral limit, the K → ππ
matrix elements of the EWP operators Q7,8, are determined by two 4-quark VEVs, 〈O1〉
and 〈O8〉, which also determine the dimension D = 6 part of the OPE of the flavor ud V-A
correlator difference ∆Π ≡ Π
(0+1)
V −Π
(0+1)
A [1], where the superscript 0 + 1 denotes the sum
of spin J = 0 and 1 components and, with JµV/A the standard V or A ud current, the scalar
correlators Π
(J)
V/A are defined via
i
∫
d4x eiq·x〈0|T (JµV/A(x)J
ν
V/A(0)
†)|0〉 ≡ (qµqν − gµνq2) Π
(1)
V/A(q
2) + qµqν Π
(0)
V/A(q
2) . (1)
Since [∆Π]OPED=6 is strongly dominated by the contribution involving 〈O8〉, which VEV also
dominates the chiral limit Q8 matrix element, the extraction of [∆Π]
OPE
D=6 is of considerable
phenomenological interest, and a number of dispersive and finite energy sum rule (FESR)
analyses have attempted it [2–5]. τ decay data plays a key role in these analyses since the
spectral function of ∆Π, ∆ρ(s) = 1
pi
Im∆Π(s+iǫ), is directly measurable for s ≤ m2τ in non-
strange hadronic τ decays. Explicitly, in the SM, with SEW a short-distance EW correction,
y ≡ s/m2τ , wT (y) = (1 − y)
2(1 + 2y) and RudV/A ≡ Γ[τ
− → ντ hadrons
ud
V/A]/Γ[τ
− → ντe
−ν¯e],
one has, for the continuum (non-π-pole) part of ∆ρ [6]
∆ρ(s) =
m2τ
12π2|Vud|2SEWwT (y)
dRudV−A
ds
. (2)
Dispersive analyses employ the unsubtracted dispersion relation for ∆Π and require either
assumptions about the saturation of the dispersion integral within the range kinematically
accessible in τ decays, or supplementary constraints on ∆ρ(s) for s > m2τ , such as those
2FIG. 1: Residuals for the CGM “maximally safe” fit, with no DVs
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provided by the Weinberg sum rules [7] and the DGMLY π electromagnetic (EM) self-
energy sum rule [8] (see, e.g., Ref. [2] for details). Higher dimension (D > 6) contributions
to ∆Π(Q2) must also be considered. These problems are avoided in the FESR approach,
which relies on ∆Π(s) having no kinematic singularities and hence satisfying the FESR
relation ∫
dsw(s)∆ρ(s) =
−1
2πi
∮
|s|=s0
dsw(s)∆Π(s) , (3)
for any s0 and any w(s) analytic in the region of the contour. For sufficiently large s0,
the OPE should become reliable on the RHS. Choosing polynomial weights w(s) with de-
gree N strongly suppresses OPE contributions with D > 2N + 2. For sub-asymptotic s0,
OPE breakdown, or duality violation (DV) is expected. In fact, even for s0 ∼ m
2
τ , size-
able s0-dependent deviations between the LHS and OPE versions of the RHS are found
for the w(s) = 1 V and A analogues of Eq. 3 [9, 10]. These are strongly suppressed for
analogues employing pinched weights (w(s) with a zero at s = s0) [9], indicating that at
scales ∼ m2τ DVs are localized to the vicinity of the timelike axis. With this in mind, the
analysis of Ref. [4] (CGM) employed doubly pinched weights, checking the s0-dependence
of the match between the weighted spectral integrals and optimized OPE fit as a test of the
self-consistency of the assumed neglect of residual DV contributions. Figure 1 shows the
resulting residuals, [IwOPE(s0)− I
w
OPAL(s0)] /δI
w
OPAL(s0), over an expanded s0 range, for the
two weights, w1 and w2 of the “maximally safe” CGM analysis based on OPAL data [11].
(We focus here on OPAL data due to a problem with the ALEPH covariance matrices [10]
which is the subject of ongoing reanalysis.) IwOPAL,OPE(s0) are the LHS and RHSs of Eq. 3
and δIwOPAL(s0) the uncertainty on I
w
OPAL(s0). It is obvious that residual DVs, though not
evident within errors above s0 ∼ 2 GeV
2, become non-negligible below this point. Small
residual DV contibutions are thus expected in the s0 > 2 GeV
2 CGM fit window as well.
Lacking a model for DVs, analyses such as CGM were unable to estimate the systematic
uncertainty associated with neglecting these contributions.
II. INCORPORATING DUALITY VIOLATIONS
In Refs. [12], a model for DV spectral contributions was developed. The model builds on
earlier work in Refs. [13] and is motivated by large-Nc and Regge-based resonance spacing
3FIG. 2: The Weinberg and DGMLY sum rule tests, the DGMLY case involving the weight w(s) =
s log(s/Λ2).
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ideas. The model leads to ansa¨tze ρV/A(s) = ρ
(D=0)
OPE (s) + ρ
DV
V/A(s), s > smin, for the V and A
spectral functions, where the DV contributions have the form
ρDVV/A(s) = κV/Ae
−γV/As sin(αV/A + βV/As) . (4)
In Refs. [5] the impact of DVs on previous V-A analyses was investigated using a single DV
ansatz of the form Eq. 4 for the V-A difference ∆ρ(s). This involves the implicit additional
assumption that βV ≃ βA and γV ≃ γA, allowing the 8-parameter V-A difference to be
re-written in the effective 4-parameter form, Eq. 4. We avoid this additional assumption
and fit the V and A DV parameter sets separately, as part of a combined V, A fit which also
determines the OPE parameters αs, 〈αsG
2〉, and the relevant D = 6 and 8 V and A channel
effective condensates. We find central DV parameter fit values not in good accord with the
expectations βV ≃ βA, γV ≃ γA.
Our analysis employs w(s) up to degree 3, including w(s) = 1, which is optimally sensitive
to the DV contributions. The resulting fits provide excellent matches between the OPAL
spectral integrals and optimized OPE+DV fit forms for all w(s) employed and all s0 down
to a fit window minimum smin0 ∼ 1.4−1.5 GeV
2. Though so far aimed at extracting αs, and
not optimized for extracting D = 6, 8 V-A condensates, the analysis nonetheless provides
preliminary results for these quantities. Since the fits provide a prediction for ∆ρ(s) for
s > smin0 , and hence also above s = m
2
τ , we can test our results against the Weinberg
and DGMLY sum rules, which constraints have not been incorporated in performing the
fits. The first and second Weinberg sum rules are written in a form with RHSs equal
to zero; for the RHS of the DGMLY sum rule we employ the SU(2) chiral limit value
−8πf 2pi [δm
2
pi]EM /3αEM = −0.0109(15) GeV
4 [5]. The results of these tests are shown in
Figure 2, with s0 the point beyond which the fitted form of ∆ρ(s) is employed in the relevant
spectral integral. Below this point, experimental data are used. The dotted and solid black
lines in the third panel show the central DGMLY sum rule RHS and error. All three sum
rules should be satisfied for all s0 in our fit window. This is evidently the case, giving us
good confidence in the results for the fitted OPE parameters as well.
As an illustration of our preliminary results, we quote the effective D = 6 V-A condensate
CV−A6 which results from an update of the CGM OPAL fit incorporating DVs and fitting ρV ,
ρA, and the w(y) = 1, 1− y and (1 − y)
2 (y = s/s0) FESRs with the CIPT scheme for the
truncated D = 0 OPE series and smin0 = 1.504 GeV
2. CV−A6 is defined by [∆Π(Q
2)]
OPE
D=6 =
CV−A6 /Q
6. We find CV−A6 = −0.0057(18) GeV
6, c.f. the CGM no-DVs maximally safe
4analysis OPAL-based value −0.0054(8) GeV6. Values somewhat larger in magnitude, with
larger errors, are obtained from analyses excluding w(y) = 1− y, including those employing
FOPT for the D = 0 series. We emphasize that these results are preliminary, and that a
dedicated V-A analysis, aimed at reducing the errors, is in progress. Readers noting the
20− 25% difference between the values quoted above and those obtained from the ALEPH-
based analyses of CGM (neglecting DVs) and Ref. [5] (including DVs approximately) should
bear in mind that the ALEPH and OPAL 4π data differ significantly in the upper part of
the spectrum, with the OPAL data agreeing better with expectations based on CVC and
recent preliminary BaBar and SND 4π electroproduction data [14].
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