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We demonstrate trapping of electrons in a millimeter-sized quadrupole Paul trap driven at 1.6 GHz
in a room-temperature ultra-high vacuum setup. Cold electrons are introduced into the trap by
ionization of atomic calcium via Rydberg states and stay confined by microwave and static electric
fields for several tens of milliseconds. A fraction of these electrons remains trapped longer and shows
no measurable loss for measurement times up to a second. Electronic excitation of the motion reveals
secular frequencies from several tens to hundreds of MHz. Operating a similar electron Paul trap in
a cryogenic environment may provide a platform for all-electric quantum computing with trapped
electron spin qubits.
I. INTRODUCTION
The spin up and down states of an electron form
the archetypal two-level system in quantum physics and
make the electron a natural candidate for realizing a
quantum bit. Quantum computing approaches use elec-
trons in both condensed matter and atomic systems, for
instance confined in quantum dots or bound to donors
in semiconductors [1–3], or bound as valence electrons in
trapped atomic ions [4, 5]. In these examples, the con-
finement to either the host solid-state environment or to
a much heavier ion can limit the potential of the elec-
tron spin qubit: for trapped ions, entanglement is typi-
cally mediated by the slow motion of the heavy ions in
a shared trapping potential [6, 7], which limits the gate
speed, while in condensed matter systems unwanted cou-
pling of the electron’s charge and magnetic moment to
the imperfect environment limits coherence times.
An approach which promises to remove these limi-
tations is to confine individual free electrons in actual
vacuum [8–10]. Here we show experimentally that this
can be achieved with the type of traps used for the
currently most advanced ion trap quantum computers,
namely quadrupole Paul traps. Compared to commonly
trapped ions, the electron’s charge-to-mass ratio is larger
by a factor 104 − 105, such that motion-based gates and
shuttling operations could be sped up by two orders
of magnitude. Based on measurements for ion ground
state qubits, which should experience similar decoher-
ence mechanisms to trapped electron spin qubits, coher-
ence times of at least a second are expected [11]. Fur-
thermore, reducing the complex level structure down to
the minimum of two levels rules out qubit errors due
to population leakage [12]. Adapting the quantum-CCD
architecture developed for trapped ions [13] to trapped
electrons offers the opportunity to build a fast, modular,
and high-fidelity quantum computer using advanced mi-
crowave technology [14–17], which promises better com-
patibility with current microfabrication methods com-
pared to laser technology and optical beam delivery.
∗ Corresponding author: cm467@berkeley.edu
Beyond quantum computing, the experimental plat-
form we introduce here may offer new avenues for cre-
ating and studying small cold plasma [18], highly con-
trollable few- to single electron sources for electron op-
tics applications [19], or single-electron mechanical oscil-
lators [20].
Trapping single electrons in vacuum has previously
been achieved in two other platforms. First electrons
have been confined in cryogenic Penning traps in the
early 1970s [21] by combining a large magnetic field and
a constant electric quadrupole field. While several pro-
posals have considered using single electrons in Penning
traps as qubits [22–24], limited work has been performed
on experimental realisations so far [25]. Electrons can
also be trapped above the surface of liquid helium, offer-
ing quantum information applications in milli-Kelvin en-
vironments [26, 27] and recent experimental efforts have
reached the single-electron regime [28].
Our approach to trapping electrons builds on the es-
tablished quadrupole radiofrequency ion trap architec-
ture, which is at the forefront of current quantum com-
puting approaches with atomic ions [4, 5]. Guiding elec-
trons along a radiofrequency guide [29] has been achieved
and electrons have been co-trapped with ions in a com-
bined Paul and Penning trap [30], but trapping electrons
in a pure Paul trap has not been reported so far. While
potential applications to quantum computing will require
cryogenic environments [8–10], we concentrate here on
demonstrating electron trapping in a proof-of-principle
experiment at room temperature.
Paul traps employ a rapidly oscillating quadrupole
electric field to confine charged particles at the null of the
quadrupole field in two or three dimensions. The effective
confining potential can be described by the pseudopoten-
tial Up =
q2E2
4mΩ2 , where E and Ω are the amplitude and
frequency of the oscillating electric field, and q and m
the charge and mass of the trapped particle(s). The spa-
tial dependence Up(x, y, z) derives from the quadrupole
electric field amplitude E(x, y, z). The stability of tra-
jectories for a charged particle in a quadrupole trap can
be described with the a and q parameters of the Mathieu
equation, which are known as the stability parameters in
the context of ion traps, and have been studied theoreti-
cally and experimentally [31, 32]. Typically, trajectories
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2FIG. 1. Electron trap design. Exploded view of trap
printed circuit boards. Driving the halfwave co-planar waveg-
uide resonator (central board) gives rise to a quadrupole mi-
crowave trap inside the slot at the central end of the resonator.
The two outside boards are identical and feature electrodes
ein, 1−10 (ein, 11−20) on the bottom (top) to provide static con-
finement along the slot direction (see bottom inset for elec-
trode labels). The boards are separated with alumina spacers
of 1.27 mm height and have a footprint of about 5 by 10 cm.
in the trap are stable if the frequency of motion ω of
the particles in the potential is much slower than the fre-
quency Ω of the confining field, and if the pseudopotential
depth, defined as the maximum of the pseudopotential,
is much larger than the kinetic energy of the charged
particles.
There are three main challenges to moving from ion to
electron trapping: first, due to the lower electron mass
the trapping field must be at higher frequencies. The
stability parameters (a and q) and depth of a quadrupole
trap scale as (mΩ2)−1, requiring the drive frequency Ω
for an electron trap to be about two orders of magnitude
higher than for typical ion traps. Second, electrons must
be created with energies low enough to stay confined by
the trapping potential. We require both that cold elec-
trons are injected directly into the trap center, and that
the trap is sufficiently deep. Third, in the absence of
fluorescence detection, we need a different mechanism to
evidence trapping.
II. EXPERIMENT DESIGN
A. Electron trap
We begin by describing the microwave quadrupole trap
engineered for this experiment, shown in an exploded
view in Fig. 1. It consists of three double-sided printed
circuit boards (PCBs) separated by alumina spacers.
The central board features a co-planar λ/2 waveguide
resonator capacitively coupled to a microwave feedline
(right-hand side of the PCB). The end of the resonator
in the board center contains a slot and functions as the
trap’s microwave electrode, providing an AC quadrupole
field which confines electrons inside the slot in the x and
y-directions. The quality factor of the resonator is about
35. When fully assembled and connected inside the ultra-
high vacuum (UHV) chamber, we measure a resonance
frequency of 2pi× 1.60 GHz, and find we can reach about
100 V on the microwave resonator with 5 W input power.
Integrating a co-planar resonator into the trap design
provides a convenient solution to reaching the high fre-
quencies needed for electron trapping and future cryo-
genic experiments can take advantage of previous work
on waveguide resonators in the context of superconduct-
ing qubits [33, 34]. The resonator is held at DC ground
potential via a tap in its center which connects it to the
grounded top surface of the board. The outside PCBs,
mirroring each other about the central board, each fea-
ture ten rectangular electrodes along the slot on the in-
side board surface, labeled ein, j with j = 1 − 20. Elec-
trodes ein, 1−10 are visible on the lower board and mag-
nified in the inset, while electrodes ein, 11−20 are on the
hidden side of the upper board. The traces delivering
voltages to the electrodes are on the outside surfaces,
visible for the top board, and linked to a ground elec-
trode via 10 pF decoupling capacitors. Both boards also
feature a single electrode which surrounds the slot on
the outside surface, and is labeled eout, 1 for the bottom
board and eout, 2 for the top board. Electrodes ein, 1−20
are used to apply a static quadrupole field, confining elec-
trons in the z (axial) direction, while eout, 1−2 are held at
DC ground potential. Wires soldered to the outer boards
supply DC voltages in the ±28 V range from a 16 bit
digital-to-analog-converter, while the microwave voltage
is applied via SMA connectors to the central board.
Fig. 2 details the trap pseudopotential experienced
by an electron when the resonator supplies 90 V at
2pi × 1.6 GHz and all DC electrodes are grounded.
Fig. 2(a) displays a map of the pseudopotential for a cut
through the trap in the xy-plane at the center of the slot,
highlighting the trap substrate and electrodes as hashed
grey and yellow areas, respectively. In Fig. 2(b) and (c)
we show that the trap depth based on the pseudopo-
tential approximation (continuous blue curves) is about
1.3 eV (or 15,000 K), limited by the weaker confine-
ment along the x-direction. We compare the pseudopo-
tential to an ideal harmonic potential (orange dashed
curve) and find they match closely to a distance of about
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FIG. 2. Electron trapping potential. (a) Contour plot of the trapping potential based on the pseudopotential approximation
in the xy-plane in the center of the slot for 90 V amplitude at 1.6 GHz frequency on the resonator electrode. The circuit
board substrate is indicated by the hashed areas, metal electrodes are highlighted in yellow. (b) Top: pseudopotential along
the x-axis through the trap center (blue continuous curve), compared to an ideal harmonic potential (dashed orange). Bottom:
deviation ∆ of pseudopotential from harmonic potential. (c) Top: pseudopotential along the y-axis through the trap center
(blue continuous curve), compared to an ideal harmonic potential (dashed orange). Location of trap substrate (electrodes)
shown as hashed grey (solid yellow) area. Bottom: deviation ∆ of pseudopotential from harmonic potential.
FIG. 3. Experimental setup and control schematic. (a) Simplified rendering of the setup inside the UHV chamber, showing
the electron trap, a microchannel plate (MCP) detector, a mesh, the path of the PI beams, and an oven supplying calcium for
ionization. (b) Key elements for experiment synchronization. An arbitrary waveform generator (AWG) provides the extraction
pulses to the trap, and the start signal for a time-to-digital converter (TDC). It controls the timing for pulsing on and off
the PI loading beams and a signal generator (SG), which excites the electron motion (‘tickle’). Pulses from the MCP provide
the stop Signals to the TDC. Low-pass filters prevent electronic pickup of the microwave trap drive and the extraction pulses
by the MCP detection circuit which contains pulse shaping and amplification elements. The Ca oven and a digital-to-analog
converter (DAC) for the DC trap voltages are operated with constant settings during an experiment.
100 µm from the trap center, as exemplified by the green
curves in the bottom panels which show their difference
∆. The secular frequency for an electron moving in this
potential (radial modes of motion) corresponds to about
2pi × 300 MHz.
B. Electron loading and detection
With a suitable trap design in place, we address the
challenges of injecting electrons into the trap and de-
tecting them. Previous experiments involving trapping
electrons in Penning traps, or guiding electrons in a
4linear quadrupole potential employed electron guns, ei-
ther as primary electron source [29], or to create sec-
ondary electrons through collision ionization of back-
ground gas [30, 35]. Here, we borrow the two-stage proce-
dure for photoionization (PI) of calcium which is used for
trapping ions from an atomic beam [36]. It enables both
the creation of very cold electrons by tuning the lasers
close to the ionization threshold, and preferential ioniza-
tion in the trapping region by optical alignment. Since
fewer charged particles are introduced around the trap
using this method, we also reduce accidental charging of
the trap which would modify the trapping potential. De-
tection is accomplished by applying voltage pulses to sev-
eral DC electrodes which distort the trapping potential
to extract trapped electrons, and accelerate them into a
microchannel plate detector (MCP).
C. Experiment setup and protocol
The main components of the experimental setup and
their alignment in the UHV chamber are shown in
Fig. 3(a), omitting electric leads for simplicity. The base
pressure in the chamber is below 1× 10−10 mbar. In ad-
dition to the trap itself, the chamber contains a resistive
oven aligned to direct an atomic calcium beam through
the trap slots when heated (steel tube labelled ‘oven’),
the two-stage MCP, and a steel mesh which directs elec-
trons extracted from the trap towards the MCP. The pho-
toionization laser beams (423 and 390 nm wavelength)
are overlapped and traverse the chamber at right angles
to the Ca oven, focusing near the trapping region with
a beam waist of about 30 µm. The 423 nm single-mode
laser is tuned to be on resonance with the neutral calcium
41S0-4
1P1 transition, while the free-running multi-mode
390 nm laser diode is tuned by temperature and current
to maximise the electron ionization rate. While the 41P1-
continuum ionization threshold is at about 389.8 nm, we
find the ionization rate to peak when the diode center
wavelength is about 390.3 ± 0.2 nm, suggesting ioniza-
tion is taking place via Rydberg states [36]. As such, we
expect electrons to inherit only minimal kinetic energy
from the ionization process and their energy in the trap-
ping potential is rather determined by their ionization
location.
Fig. 3(b) shows a schematic of the electronics setup
for synchronizing the experiment. An arbitrary waveform
generator (AWG) functions as the experiment clock, pro-
viding the trap extraction pulse, and the start signal trig-
gering a time-to-digital-converter (TDC). The extraction
pulses are added to the static voltages for DC confine-
ment which originate from a digital-to-analog converter
(DAC). The AWG further controls the timing for switch-
ing on and off both the 390-nm PI laser for loading and
a signal generator (SG) used to apply an rf tone (la-
beled ‘tickle’) to the trap. The electron detection signal
is picked off from the MCP anode supply voltage with
a high-pass filter, shaped and amplified it so that it can
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FIG. 4. Measurement protocol and typical data. (a) Illustra-
tion of one cycle of the experimental protocol. Free electrons
are created during the loading phase when the 390-nm laser
is switched on. An rf tone is applied to one DC electrode
in some experiments during the ‘wait/excite’ phase. Voltage
pulses to three DC electrodes in the ‘readout’ phase eject elec-
trons in the direction of the mesh and MCP. (b) Histogram
of MCP detection events for experiment with load and wait
times tload = twait ≈ 10 µs. During loading, some untrapped
electrons are accelerated into the MCP, replicating the 390 nm
laser pulse shape. The extraction pulse empties the trap into
the MCP, resulting in a large and sharply localized signal.
Inset: Close-up of the histogram during the readout phase.
be used as the TDC stop signal. Low-pass filtering the
extraction pulses (2pi × 50 MHz cut-off) prevents elec-
tronic pickup at the MCP and a further low-pass filter
(2pi × 200 MHz cut-off) in front of the shaping and am-
plification circuit removes pickup at the frequency of the
microwave drive.
The timing for one experimental cycle is illustrated
in Fig. 4(a). It starts with a loading phase of variable
length tload where the 390 nm PI laser is pulsed on. The
423 nm PI laser is kept on during the full cycle. Load-
ing is followed by a variable time twait, where we either
keep all settings constant or apply an rf tone at frequency
5ωtickle to electrode ein, 17. Finally, an extraction pulse of
20 ns duration is applied to three electrodes, eout, 1 with
14 V amplitude, and ein, 3,8 with 10 V amplitude, which
ejects trapped charges from the trap. For the experi-
ments presented here we supply a constant current to
the calcium oven, and keep the microwave trap drive in
continuous-wave mode such that the voltage amplitude
on the microwave resonator corresponds to about 90 V.
500 µW of 423 nm laser light and approximately 2.4 mW
of 390 nm light are sent through the chamber. The mesh
is at 150 V potential while the first and second stage,
and the anode of the MCP are kept at 200 V, 2200 V
and 2500 V, respectively.
In Fig. 4(b) we show a histogram of MCP detection
events, where the loading and wait times are tload =
twait ≈ 10 µs. Data are displayed as probability to record
an event during a 1 ns time bin and we acquire data for
107 experimental cycles. During the loading period we
observe a small constant signal mirroring the shape of
the 390 nm laser pulse, likely from just created but not
trapped electrons. Application of the extraction pulse
at the end of the experimental cycle results in a large
and sharply localized signal from the MCP, demonstrat-
ing that electrons remain in the trap 10 µs after the end
of the loading pulse. The inset displays a close-up of
the readout signal, which peaks with a full-width at half-
maximum of about 2 ns. Note the inset uses a linear scale
for the readout signal, while the full cycle is displayed
using a semi-logarithmic scale to show the background
during loading as well.
III. RESULTS
A. Electron loading and storage
Having demonstrated electron trapping, we move on
to quantify the trapping process. To investigate elec-
tron loading we use the protocol introduced in Fig. 4(a)
and vary tload for a fixed wait time twait = 10 µs. For
ease of presentation, we sum detections over a 50-ns wide
window around the readout signal, see Fig. 5(a) for the
results. The left ordinate displays the fraction of cycles
with at least one detection pulse from the MCP which
approaches unity with a time constant τ1/e ≈ 80 µs as
tload increases. We employ a simple threshold method to
detect MCP pulses with the TDC and set a 60 ns dead-
time following each detection to prevent double counting
some events due to voltage ringing, which sets a a nat-
ural limit of one detection event per cycle. Considering
the non-unity open area of both the mesh (0.5) and the
MCP (0.6) as dominant loss sources we estimate about
One third of extracted electrons result in a signal from
the MCP. Taking into account the loss and the number
of detections per cycle, we can estimate the average num-
ber of electrons in the trap for each measurement setting.
The right ordinate in Fig. 5(a) shows that it takes on av-
erage 25 µs to load one electron and we trap on average
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FIG. 5. Trapped electron loading and storage. (a) Electron
trapping and detection probability as function of loading time
with twait = 10 µs. The dashed curve shows an exponential
fit to 1−exp(t/τ1/e) with τ1/e = 80.3±0.5 µs. Error bars due
to statistical uncertainty are too small to be visible. (b) Stor-
age time measurement with a double-exponential fit, showing
three quarters of electrons leave the trap with a decay con-
stant τ1/e = 30± 7 ms, while the remaining quarter show no
decay within measurement uncertainty. The horizontal dash-
dotted line displays the background detection level based on
an independent measurement. Error bars and the grey band
correspond to one s. d. statistical uncertainty.
about 8 electrons for a loading time of 200 µs.
To measure the electron storage time in the trap, we set
the loading time such that the trap rarely contains more
than a single electron, and record the readout signal as
function of the wait time, see Fig. 5(b) for the data. The
measurement shows two distinct regimes, where about
three quarters of electrons are lost within 100 ms (ex-
ponential decay with τ1/e = 30 ± 7 ms for this mea-
surement), while the remaining one quarter show no de-
tectable loss after 1 s. The horizontal dash-dotted line
displays the background detection level measured inde-
pendently to be about 1× 10−4 detections per cycle.
Any electron loss may seem surprising when just con-
6sidering the pseudopotential trap depth since the elec-
tron energy due to the ionization process should be be
very small. Even fast thermalisation with the room-
temperature environment would not provide enough en-
ergy to escape the trap. We have confirmed collisions
with background gas are not the dominant loss mech-
anism by conducting measurements with different pres-
sures in the chamber. Numerical simulations of electron
trajectories in the time-dependent electric field from the
microwave electrode suggest that electrons ionized at a
distance of more than 120 µm from the trap center are
trapped initially, but eventually escape. This length scale
is consistent with the extent of the strictly harmonic part
of the trapping potential (cf. Fig. 2), pointing to the im-
portance of trap harmonicity for particle storage [37]. We
can qualitatively confirm this reasoning by changing the
focusing and alignment of the PI beams, which affects
the average ionization distance from the trap center, and
find larger PI beams in the trapping region are correlated
with fewer long-lived electrons.
We also observe the initial electron loss to only acceler-
ate very slightly when we increase the number of trapped
charges, indicating only weak interaction between the few
charges in the trap. Studying the loss mechanisms of
trapped electrons in greater detail with this Paul trap
will likely be an important subject for future work. How-
ever, the long lifetimes observed here show that heating
effects, for instance due to collisions with background
gas or the electron micromotion (rf heating) [38] are not
prohibitive to conducting experiments even at room tem-
perature. This is an encouraging sign, in particular for
the prospects of non-destructive electron detection and
cooling via image current measurements in a cryogenic
environment. Studying trap loss may also yield insights
relevant for quadrupole ion traps, and since the electron
motion is faster by a factor of a hundred compared to ion
motion in typical trap, experiments would take less time.
B. Trap frequencies
Finally we are interested in the frequencies of the
electron motion in the trap. Again, we follow the ex-
perimental protocol from Fig. 4(a), now loading about
four electrons on average, and setting the wait time to
twait = 2 ms. During the wait time we try to excite the
motion of trapped electrons with an rf tone at frequency
ωtickle. We step ωtickle in increments of 1 MHz from 20 to
350 MHz and monitor electron loss, which is indicative of
a motional resonance. The top panel in Fig. 6 shows the
electron loss spectrum for a tickle voltage of about 5 mV
applied to ein, 17 and features two prominent dips. We
can identify the resonances based on their response to
DC and microwave voltages, revealing the dip at about
2pi× 40 MHz as the axial mode, while the 2pi× 300 MHz
resonance is due to one of the radial modes of motion. We
find no evidence of multi-electron Wigner crystal modes,
which is consistent with having weakly or non-interacting
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FIG. 6. Trap frequencies. Measurements of the motional
resonances for an average of four electrons loaded into the
trap, and a wait time twait = 2 ms during which an rf tickle is
switched on. The axial (radial) resonance is denoted ωz (ωr).
(a) 5 mV tickle excitation, (b) 20 mV tickle excitation.
electrons with a range of energies in the trap.
For low excitation tickle powers only the fundamen-
tal resonances are visible. Exciting the system more
strongly reveals a series of harmonics of the axial mode
(see Fig. 6(b)), and a small shift in the fundamental
frequency. Changing the DC and microwave voltages,
we can tune the axial mode frequency between 30 and
100 MHz and the radial mode between 200 and 380 MHz,
limited by the voltage sources used in the experiment.
IV. CONCLUSIONS
In summary, we have presented the first experiment
to trap single to few electrons in a microwave Paul trap.
Electrons can be loaded in several tens of microseconds
and 25% survive up to at least one second. Trap frequen-
cies ranging from several 10 MHz to several 100 MHz have
been demonstrated.
Trapping electrons in a Paul trap opens to door to
using their unique properties for quantum information
processing. The next milestones towards this goal will
be to bring motional frequencies into the GHz regime
with smaller traps, and integrate them into a cryogenic
environment, which should enable non-destructive elec-
7tron detection [21] and spin readout [9]. Building on
technology that has already been demonstrated for quan-
tum control of trapped ion hyperfine [14–17] and Zee-
man [11] qubits could accelerate the development of a
trapped electron quantum computing platform. While
distribution of entanglement over large distances appears
challenging, dipole-dipole coupling of single electrons, or
electron crystals, in separate traps is an attractive alter-
native to realizing entanglement over intermediate dis-
tances [39, 40]. Another path towards coupling electron
qubits over longer distances could be via image currents
in shared electrodes [41, 42]. Techniques like these may
enable creation of large entangled states.
We also note that an electron in the harmonic poten-
tial of a Paul trap realizes an instance of the lightest
possible electromechanical oscillator [43]. The resonance
frequency and quality factor can be engineered by con-
trolling the confining potential. The ability to fine-tune
the frequency of motion in-situ and the electron’s strong
interaction with electric fields could be used for coupling
to other quantum systems with resonances in the GHz
range, such as superconducting qubits [10, 44]. Electron
Paul traps may also find applications outside the realm
of quantum information science. Our trap could, for in-
stance, trap positrons and be employed for the prepara-
tion of antihydrogen [45, 46]. Other applications include
electric-field sensing at GHz frequencies [47], using cold
trapped electrons for imaging [19], or for plasma physics
studies [18].
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