Abstract-With the development of network technology and growing enlargement of network size, the network structure is becoming more and more complicated. Mutual interactions of different network equipment, topology configurations, transmission protocols and cooperation and competition among the network users inevitably cause the network traffic flow which is controlled by several driving factors to appear non-stationary and complicated behavior.
I. INTRODUCTION
With the fast increase of network connections, the problem of intrusion detection becomes more and more important [1] . Although internet service can provide useful information due to its open property, it should also be noticed that the number of network intrusions increases faster than before, which introduces a lot of inconvenience to the users [2] .
Network traffic anomaly detection is usually divided into two basic categories. The one is based on statistical model [3] (which first predict and then detect on the statistical model or the distribution), the other is based on the characteristic quantity of the network directly, such as hurst, mean, variance [4] , etc. Because of the large randomness and the enormous data quantity of the network traffic, it usually has a higher false reject rate and needs even longer computing time in detecting network traffic directly. The main advantages of network traffic anomaly detection based on the characteristic quantity are as follows: the number of the characteristic quantity is far lower than the original network flow, so it only spends less time to complete the detection. In the fact, the effect of the detection directly depends on the selected characteristic quantity, and the result on anomaly detection if selecting the no-ideal characteristic quantity is even worse than that on detecting the original network flow directly. However, network traffic anomaly detection based on statistical model establishes the statistical model first with comprehensive consideration of all of properties of network traffic, and then predicts network flow according to the model, finally detects on the basis of the difference between the prediction results and the actual results. The advantage of this kind method is with the consideration of the network characteristics, but it needs a large amount of data and has very high computational complexity in posterior prediction. This paper mainly focuses on the method with the statistical model, furthermore, before establishing the statistical model or the distribution, and the stationary of the series should be considered first. We must take a wide sense stationary process as a basis to carry on feasibility research at least.
However, especially for the abnormal traffic flow caused by attack, the network flow exhibits some basic characters, such as non-stationary, heavy-tailed property, Long-Range Dependence (LRD), abrupt [5, 6, 7, 8] , etc. In the posterior part of the experiment, the non-stationary is proved according to the autocorrelation function, which shows that the parameters change in the process. The stationary is usually divided into strict stationary and wide sense stationary. In most cases, it is considered as the wide sense stationary. In this condition, the parameters (such as mean and variance) keep invariant or a little changes, so it only needs to process the nonstationary series, and often turn them into the stationary series by using first order difference or more.
In this paper, the experimental results show that the abnormal traffic flow is a kind of complicated changing process, which is non-stationary, random and abrupt. These complicated systems have been discussed before [9, 10, 11] . So it is invalid to process the nonstationary by using the differential transform simply, which has been proved in this paper. Due to the basic characters mentioned above, there are a lot of unavoidable problems in network traffic anomaly detection. Therefore, aiming at these kinds of complicated problems effectively, the superstatistics theory [11, 12, 13] has been put forward to relate with the network flow, which is suitable for the change of the statistical parameters. We propose to use a more complex method which comprise the conception of 'statistics of statistics' (that is 'superstatistics', SS) to model the network traffic. The 'superstatistics' is the frontier areas of today's physics region which can conquer the disadvantage of normal statistical methods. 'Superstatistics' means a kind of 'statistics of statistics', which is used in non-equilibrium systems with complex dynamics in stationary states with large fluctuation of intensive quantities on long time scales. The SS concept is quite general and has recently been applied to a variety of physical systems.
After the non-stationary series transformed into the stationary series, the corresponding statistical model can be determined on the basics of the statistical characteristics. According to the infinitesimal calculus theory, segments can be done under the premise of a wide sense stationary, which can effectively reduce the significance and complexity of the segments. The superstatistics theory mainly describes the parameter variation of the distribution model and according to the parameter characteristics the abnormal changes of the network flow can be found by the changes of the parameters on a certain degree. Therefore, network traffic abnormity detection can be completed effectively through the research on the decisive distribution parameters which are named slow parameters and the adaptive detection method.
This paper is organized as below. In section II, we introduce the superstatistics distribution model of network traffic anomaly detection which is based on Generalized Pareto (GP) distribution. Furthermore, The GP distribution statistical model with the superstatistics theory is established on the DARPA data. In section III, we discuss a special anomaly detection method based on superstatistics, and show the contrasting pattern of the experimental results and the theoretical values. Also, the detection rate, the false reject rate and the Receiver Operating Characteristic (ROC) curve is given to show the advantages of our detection method. Finally, Section V concludes with the discussion of open problems and research challenges.
II. A NOVEL METHOD FOR ANALYZING NETWORK TRAFFIC USING DISCRETE GP DISTRIBUTION SUPERSTATISTICS

A. Datasets for Desired Analysis
Our experiments used actual network traffic taken from the MIT Lincoln Laboratory [14, 15, 16] . This is second (1998, 1999, 2000) in a series of data sets created at MIT, under a DARPA sponsored project to evaluate intrusion detection systems, and to guide research directions. The DARPA1999 dataset was created by group of the MIT Lincoln Laboratory to conduct a DARPA-sponsored comparative evaluation of different IDS. It is the reference dataset in the evaluation of IDS performance. The dataset is made of five weeks of network traffic traces extracted from a simulated military department network. It consists of two components, seven weeks of training data with labeled attack and two weeks of unlabeled test data. Each data set includes tcpdump file, tcpdump list file which is labeled with attack information, Solaris BSM audit data, and ps monitoring data. Only tcpdump files are used that record the network traffic information to analyze anomalies. We use the DARPA1999 datasets in weeks 1 and 2 as the normal traffic and detect the abrupt change of the traffic data in weeks 3 and 4 by taking the package counts per second as the observation.
In Fig.1 , we show the original data on week 4, day 3. It is overlapped data containing normal and anomaly data. The network is shown in Fig. 1 and its Autocorrelation Function(AF) is increases with the time delay, the relevance of the series is still significant, and there is not convergence to 0, the data series has obvious LRD property. Heavy-tailed features of DARPA traffic data is showed in Fig.2 with the linear features showed. These studies show that the datasets used in the paper exhibits some basic characters, such as non-stationary, heavy-tailed, LRD and abruptness. Therefore DARPA based on research data network traffic modeling has a strong universal, because the datasets have the general characteristics of network traffic.
B. Statistical Model of Network Traffic
As is known, normal network traffic data possess stable statistical properties such as stationary mean and variance over a period of time. However, when an attack occurs, these statistics will change, and hence, they can be used to detect network abnormal. To study the network traffic properties, we first consider the distribution model of normal network traffic first.
Traffic model is core of any performance evaluation of networks traffic. A good traffic model should be accurate enough to capture the statistical characteristics of actual traffic, and at the same time should be computationally efficient.
The GP distribution introduced by Pickands (1975) [17] , is widely used for modeling extreme values in hydrology [18] . It is often used to model exceedances over threshold u in peaks over threshold (POT) [19] modeling of floods or other extreme hydrological phenomena.
Let X be a GP distribution random variable; then the cumulative distribution function (CDF) of X is
(1) Where b is a positive scale parameter and k is a shape parameter. The range of X is 0 ≤ x <∞ for k < 0 and 0≤ x ≤ b/k for k > 0. It is readily seen that when k > 0, the sample space of X is a finite interval with b/k as its upper bound. It is readily seen that when k > 0, the sample space of X is a finite interval with b/k as its upper bound. In this case, the GP distribution is short-tailed. On the other hand, when k <0, the GP distribution is sometimes simply called Pareto. In this case, the distribution has a long tail that is thicker than that of the exponential distribution.
The Fig.3 shows the traffic flows from DARPA and a series comes from discrete GP distribution with proper parameter. The Fig.3 illustrates the histogram of the data in Fig.1 . From these figures it's easy to find that the discrete GP distribution model fits the traffic flows well in certain time scales (sampling interval being 4s). Because the traffic flow is always integers but the series generated from GP distribution are real numbers, so we round the elements of this series to the nearest integers less than it. This is also the reason why we use the term 'discrete GP distribution, but this minor change brings us great trouble in estimating the distribution parameter. In next section we introduce our parameter estimating method which can solve the problem. In Fig.3 the upper traffic is original traffic of DARPA 1999 and the lower traffic is the sample series generated by GP distribution (0.8, 0.6, 4). We find that the original traffic is similar to the GP distribution series with almost the same mean, variance and other statistic property. In Fig.4 the upper plot is the histogram of original traffic in Fig.1 and the lower plot is the histograms of GP distribution series in Fig.1 . From these two histograms we can find the similarity of distribution. We therefore adopt the GP distribution to develop our statistical model for network intrusion.
C. Parameter Estimation of Distribution
Once a distribution function is assumed or selected for study at hand, it remains to estimate its parameters. The methods of maximum likelihood (ML) [20] , of moments (MM) and of probability weighted moments (PWM) [21] , are some of the main methods used to fit the GP distribution model. A newer method proposed and analyzed for the GP distribution model by Rasmussen (2001) is the method of generalized probability weighted moments (GPWM) [22] .
Estimating the scale and shape parameters is not easy. The maximum likelihood estimators (MLE) may be numerically intractable. Algorithms for computing the MLE are given by Davison and Smith (1990) and Grimshaw (1993) . Smith (1987) has shown that estimating GP distribution parameters with MLE is a non-regular problem for k ≥0.5. The probability weighted moments (PWM) are easily computed and more efficient in general compared to MLE. Both the MLE and PWM require the sample size greater than 500 but the GPWM method fits the GP distribution model well with small sample size (sample size only greater than 50).
To estimate the parameter of discrete GP distribution we propose a method based on GPWM. In the GPWM method (Rasmussen, 2001) , two distinct values of v are chosen in v= v1,v2, not necessarily integers, nor positive, to form two equations from which the estimators of b and k are calculated. These estimators are given by Rasmussen (2001) also provided practical formulas for choosing v1 and v2 in (6), when interest is in estimating GP distribution quantity X T , with T >50. (4) In this paper we process the sample before using this GPWM method, because GPWM can't fit the discrete GDP well. So a compensation algorithm is proposed to try and recover the discrete sample.
To recover the decimal part of original sample we suppose that the decimal part obey a uniform distribution with the interval of [0, 1]. Then we use GPWM method to estimate parameter of the original sample plus first decimal part and get the first approximation of the tail parameter k and the scale parameter b. Next we use parameters to generate series with the same length of the original sample and we get the second decimal part by ordered series minus ordered original sample. Then by estimating the parameter of ordered original sample plus the second decimal part we get the second approximation of parameter k and b. Now we have finished one loop to calculate the accurate parameter. Generally, 4 or 5 times of loops are enough to estimate satisfied distribution parameters. We compare two method of shape parameter estimated by the method mentioned in section II and traditional GPWM method with a sample generated from discrete GDP (0.7, 1, 4). We repeat the experiment 20 times and calculate 7 parameters each time. The first parameter is estimated by traditional GPWM method and the other parameter is from each loop of improved GPWM calculation. We find the parameter estimated by traditional GPWM is larger than 1 far from the parameter 0.7 and after 3 loops of improved GPWM the parameter estimated is near 0.7.
D. Partition Algorithm
In this paper we treat the network traffic time series as a superposition of different segments which can be modeled by discrete GP distribution. To analyze the slow parameter we propose an algorithm to partition the traffic series into small segments. The method is expressed by the following. We move a sliding window from the beginning of series to the end. The sliding window has an initial size of 50 according to the requirement of the GPWM method and the size of window is increased by 1 after estimating the parameter without moving the start position. In each window we implement the parameter estimating method mentioned in the section 2.3 and get a series of parameter Zt. Then we use the BG [25] method to detect the distribution change point of network traffic flows.
The BG method begins with the partition in following steps. We move a sliding pointer from the left to the right along the signal. At each position of the pointer, we compute the mean of the subset of the signal to the left of the pointer m1 and to the right m2. To measure the significance of the difference between m1 and m2, the statistic t=|(m1-m2)/sd is computed, s1 and s2 are the standard deviations of the data to the left and to the right of the pointer, respectively, and N1 and N2 are the number of points to the left and to the right of the pointer. The sd can be expressed by the following:
We choose the position of the biggest value of t as the distribution change point of traffic flows, and repeat the algorithm to the sub series to get more subtle change points. In Fig.5 is shown the segment of darpa data on week 4, day 3. The white line is the segments of traffic. 
E. Testing of Generalized Pareto Distribution
When the parameters of the model are estimated, it is then desirable to access how well the distribution fits the observed data. Goodness of fit test is often essential to reveal departures from the assumed model. In part 2.3 parameters are estimated by modified GPWM method and in the part the Kolmogorov-Smirnov (K-S) test for GP distribution is used. And we also have adopted the probability chart testing method of Pareto distribution plans. Fig. 6 is a chart of test results. We found that all points basically in a straight line fitting, in line with that of the GP distribution distribution test. The K-S test is based on the empirical distribution function (ECDF). In order to check this condition we propose a goodness-of-fit test for the following hypothesis:
H=0: The data follows a GP distribution H=1: The data does not follow the GP distribution The Kolmogorov-Smirnov test statistic is defined as:
with y i = (x i -u n ) + , i = 1,..., n. This statistic depends on u, k, and b.
The hypothesis regarding the distributional form is rejected if the test statistic, D, is greater than the critical value obtained from a table. Table 1 is the result of k-s testing with different segments on week 4, day 3. KSSTAT is the observed K-S statistic, P is the observed p-value and the cutoff value CV for determining if KSSTAT is significant. All of tests is under 100(1-alpha)% confidence intervals, where alpha=0.05. More than 93% of dataset can get the result of H=0 with the k-s testing. From this table above, it can be seen that GP distribution is valid, which supports our claims for GP distribution model based on the theoretical consideration.
III. A NOVEL ANOMALY DETECTION MODEL BASED ON SUPERSTATISTICS THEORY
According to the abnormal network traffic, particularly because of attacks caused by the abnormal flow of non-stationary and the basic characteristics of the sudden -abnormal flow is a complex non-linear or random change in the process of application of superstatistics, traffic monitoring statistical parameters of the statistical series features real-time network traffic anomaly detection. The GP distribution is parameterized with a scale parameter sigma, and a shape parameter k. k is also known as the "tail index" parameter, and determines the rate at which the distribution falls off. So shape parameter is the slow parameter compare with the fast change parameter according to the superstatistics theory. That means the detection of network can be expressed by the study of slow parameters.
Several basic theoretical algorithm used in our method to model network traffic flow have been discussed in previous sections. The idea that views the time series of traffic flows as a non-stationary superposition of segments obeying discrete GP distribution associated with superstatistics theory provides us a novel method to partition the non-stationary time series into stationary segments which can be modeled by discrete GP distribution in certain time scales. By Implementing the partition and parameter estimate algorithm mentioned in section II to the original traffic series (threshold u=3) we get the parameter series Zt.
In section II we mentioned that the slow parameter series Zt is not only a sample series of a stochastic variable. The Zt is sample of stochastic process with discrete time t, so the series Zt is a sample of a time series.
This paper chooses AR to forecast the slow variable series, due to the better stationary shown by the slow variable series, which accords with the assumed conditions of the AR model . Moreover, the AR model is suitable for the short-term forecasting, which has much higher accuracy in prediction and less computational complexity.
The AR model has already been widely applied to analysis and forecast of the time series. For model selection, order selection and parameter fitting, there is already a set of complete method. The most commonly used time series model is the Auto Regression model (AR), the Moving Average model (MA) and the Auto Regression Integrated with Moving Averages (ARMA). The autocorrelation function of Time Series (ACF) and partial autocorrelation function (PACF) are usually used to determine the type of models.
The ACF and PACF charts of the slow variable series show that the two functions have a character of obvious tails, but neither is truncated. Therefore, the slow variable series should choose the ARMA model. We must determine the model order and the corresponding parameter before using the ARMA model to analysis on the slow variable series. This paper adopts the AIC criterion, and determine to predict residual part by using the ARMA(11,10) model, and then uses the prediction. The concrete practice of the Generalized Maximum Likelihood Ratio (GMLR) is such that the two contiguous time windows of R(t) and S(t) in the test sequence are considered first. During the Real-Time Detection Process, both of them move ahead step by step, so they are called Sliding Windows. Using the Likelihood Ratio Test method, abnormal changes between R(t) and S(t) can be tested. The method assumes that series in each time slide window (the partial observed series) are stationary, then each time slide window can use the AR model to fit based on the time series theory. The form of the AR(2) model is below: which is an independent normal random variable. Then we calculate the Residual combined likelihood ratio between two window series to obtain one statistic. After taking logarithm, we can get the log-likelihood ratio and can test abnormal changes between R(t) and S(t) by using the Likelihood Ratio Test method. Compared with the threshold T which is set the value in advance, we hold that abnormal changes between R(t) and S(t) have occurred when this statistic is over the threshold T . The Boundary of R(t) and S(t) is affirmed as an anomalous point, conversely is not an anomalous point. This method is usually used in many literatures concerning the network anomaly detection. To justify the validity of the proposed computer network detection method based on superstatistics theory, we compare the performances of different weeks of the datasets. We have also plotted some representative ROC curves based on one of datasets. The ROC curves are graphs of false positives versus true positives, to which we have referred in this paper as false alarms and correction detections, respectively. Figs.8 show the detection results in terms of detection probability ( d P ) versus probability of false alarm ( fa P ) based on the method. In these figures, it is shown that the performances of detection method are better than before.
IV. CONCLUSIONS
According to the characters of the network flow, a network traffic model based on superstatistics is developed, which describes the characters of the actual network flow quite well such as: non-stationary, heavytailed property, LRD and abruptness. Using the superstatistics theory to analyze the model, the parameter series which reflect the abnormal changes of the network flow are studied in this method, and the method achieves the goal of analyzing the whole model system at last. In addition, the number of the parameter series is far lower than the original network flow, so it can increase the calculation speed, and reduce the computational complexity to a certain extent. Obviously the abnormal changes of the network flow can be found by the parameter series. As a whole, it is more visual then ever before. This method has obtained a very good effect through a lot of experiments. The research of the complex network flow focused on the region of some decisive parameter series. The method not only makes up for those shortcomings, but also avoids the computational complexity of the traditional statistical model.
Many studies show the network flow presents a different character in a different time scale. The network traffic flow in second scale is studied in this paper and the network flow shows abruptness in the local segment. But with the increase of the time scale, abruptness will be decreased. Therefore, a further study should be continued using other distribution models. What's more, the parameter series is chosen to research on the change of the network flow in the method and a good effect has achieved. Obviously the abnormal changes of the network flow can be found by the parameter series. As a whole, it is more visual then ever before.
