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Summary
This thesis addresses the problem of creating computer vision systems that will facilitate 
high-level, user-friendly interpretation of an observed scene, and which will be readily 
adaptable to a wide range of computer vision tasks. Hence, the notion of injecting 
cognitive capabilities to  traditional computer vision systems is central to this work.
Initially, the requirements of creating a cognitive vision system will be examined. This 
will lead us to the conclusion that the two main enabling components for such systems 
are the following: a unified framework for reasoning in the context of the observed 
scene; and a multi-layered memory architecture that will aid the reasoning framework 
in recalling and storing all relevant information about the observed scene.
Regarding the apparatus used for reasoning in video sequences, it will be argued th a t it 
must be characterised by its ability to be applied at all levels of information processing 
(from raw input data to high-level abstractions concerning the evolution of the observed 
scene), support and exploit any combination of spatial and temporal dependencies (i.e. 
context) present among the input data, and deliver good reasoning performance when 
applied at any categorical domain.
On the other hand, the requirements the reasoning engine sets will be used as a guideline 
for the design of a memory architecture conducive to the former. Therefore, the latter 
must be able to handle arbitrary input data types, depending on the scope of the 
current cognition task. It must also allow for both forward and feedback interaction 
with the reasoning framework, as contextual information extracted from the observed 
scene at a later stage may assist the reasoning engine in altering a decision made in 
previous stages — just like humans do when presented with contradicting evidence. 
To further emulate the mechanisms that enable human cognition, forgetting processes 
were also embedded in the memory infrastructure. For this particular feature, different 
layers of memory storage facilitate forgetting at different speeds; the system forgets 
raw input and low-level feature data very quickly, whereas high-level concepts about 
the evolution of the observed scene are retained over relatively long term.
Finally, the overall proposed system has been implemented and tested on a real-world 
application — the annotation of broadcast tennis video sequences. In this sample 
application, the goal was to create a cognitive vision system that would keep track 
of the score for the duration of the broadcast match, based on the main components 
described above. The results obtained from processing a set of sequences captured 
off-the-air indicate that the overall approach achieves far superior results to simply 
segmenting the video sequence into shots and analysing each one separately, taken out 
of the context of the match. This demonstrates that the ability to adapt by discovering 
and exploiting context is paramount to the efficiency of any future computer vision 
system, and is, in no small part, a feature that sets biological cognitive vision systems 
apart from their machine-based counterparts.
Key words: Cognitive Vision, Video Annotation, Content-Based Video Retrieval, 
Evolution Tracking, Object/Action Recognition, Sport Videos, Probabilistic Reasoning.
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Chapter 1
Introduction
During the last two decades, one of the most striking changes in our everyday life has 
been the ease with which anyone can capture, store, process and make information 
available to the entire world. This revolution has been brought about through the use 
of digital technology, which allows us to represent and store all types of information 
content — visual, audio or text data — in a relatively unified, straightforward manner. 
As a result of this dramatic change, huge amounts of data, regarding every aspect 
of human activity, can now be easily captured. Moreover, the ever-increasing storage 
capabilities and processing power offered by state-of-the-art computer systems allow us 
to efficiently store and exploit unprecedented amounts of information, thereby enabling 
new, exciting applications in virtually every field of human activity.
As it was expected, the capability for acquiring huge volumes of audiovisual information 
with great ease has received a very warm welcome from professionals in the audio-visual 
production industry and amateur enthusiasts alike; however, the enormous volume 
of the multimedia content (especially in the form of video) generated by these new 
applications has created new, challenging issues for the research community to address. 
One of the main areas conducting research on such problems, and which has hugely 
benefited from the advent of digital media storage and processing, is th a t of computer 
vision. Since digital image acquisition systems have now reached a state of relative 
maturity, image data are now naturally represented in digital form. The development 
of sophisticated image processing and pattern recognition algorithms has enabled the
1
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introduction of a very wide range of applications, based on the ease with which digital 
content can be handled within a computer system. Arguably, the most crucial issue is 
that of automatically understanding what is contained in the actual archived content, 
so that we can both assess if (and when) important events occur, and generate a 
description of it. Such a description must have the following properties:
• It must fully characterise any perceptually important activity which takes place 
within the media clip.
• It must allow for querying at different levels of user interest — by introducing 
differing levels of detail in the description data.
• It must be as short as possible. By being short, it will assist (mainly speed 
up) any application aimed at retrieving media content by matching user-defined 
descriptions about their desired content to the actual description of each media 
clip.
• It must be user-friendly, thus allowing the user to readily understand both the 
content of the media clip and its relevance to what he/she is looking for.
In its most general form, and given the diversity of multimedia content that is captured 
in our everyday life, this clearly is a daunting task — and while, at present, one can 
confidently claim that only textual content can be retrieved at a degree that would be 
considered satisfactory for most general-purpose applications, this is clearly not the case 
when audio or (even more so) visual content is considered. This mainly stems from the 
fact that textual content possesses a well-specified meaning — therefore, interpreting 
text is an easier task, as any given word will more often than not express the same 
concept. This, however, is not the case with visual data, for example; depending on 
the position and zoom of the capturing camera and the illumination conditions of the 
captured scene, the same object in real life may appear to be very different from what 
we expect it to look like when captured in still pictures or video — or objects that are 
very different from one another may look very similar.
Even more difficult is the problem of identifying actions and recognising arbitrary con­
cepts within visual data. Action types and/or visual concepts are often defined and
3identified on the basis of a main object altering the dynamics of the observed scene, 
either by performing a set of elementary movements or by initiating some predefined 
interaction with other known entities in the scene. Therefore, in such cases, efficiently 
recognising the objects present in the scene is a prerequisite in the action recognition 
process. However, as efficient visual object recognition is (in the general case) a problem 
that has not yet been satisfactorily resolved, the action/concept recognition problem 
remains unsolved as well. Still though, even when the object recognition problem is 
somewhat more effectively addressed (which can be the case when deploying a com­
puter vision system to monitor specific, well-known objects placed in a constrained 
environment, as demonstrated by a very significant body of work presented in the 
literature) action recognition tasks generally require efficient temporal tracking of all 
objects of interest in order to establish whether any actions or interactions among them 
take place in the scene. This clearly is a quite challenging problem in its own right — 
consequently, even when an object recognition system succeeds in its task, recognition 
of the actions undertaken by the observed object cannot be taken for granted.
It can be therefore seen that the challenges faced by computer vision researchers for the 
development of a reliable object/action recognition system operating over a wide range 
of target applications are still to be fully negotiated; and such a system is still to be 
delivered. Nonetheless, in the case of audio or visual input data, the main difficulty of 
the understanding problem stems from the fact that, in order to create such a system, 
one requires it to possess both the ability to reason about the observed data set in its 
own right, as well as putting the acquired data within the context of the environment 
in which they were obtained in the first place. The latter is an attribute most state-of- 
the-art computer systems clearly lack due to limitations in their design — namely, the 
fact that they are clearly not designed to operate in such a manner. Therefore, there is 
a loss of important information, which also tends to be rich in semantic content. Since, 
in computer vision systems, the input data are stripped of any contextual information 
regarding the observed scene, one would clearly expect them to perform erratically 
when faced with a complex visual recognition task — as the visual stimulus is not the 
sole source of information about the observed scene.
It can thus be argued that, in fact, it is the contribution offered by the presence of a
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framework for the effective representation and management of contextual information 
in biological cognitive systems that allows them to outperform their computer vision 
counterparts, both in terms of object/action recognition success and (most importantly) 
in terms of overall system robustness. Since the appropriate exploitation of contextual 
information allows the vision system to separate the conceptually ‘im portant’ infor­
mation within the acquired sensory data and ‘focus’ on it in a much more intelligent 
manner (thus adapting to the environment it operates in), it would be highly desirable 
to attem pt to introduce this capability in computer vision systems. This has led to 
the introduction of cognitive vision systems — computer vision systems that actively 
employ contextual constraints in order to perform reasoning about a given scene.
However, discovering the most appropriate strategy to inject cognitive capabilities into 
computer vision systems is still a very active research topic. This is the main question 
that this work attem pts to address — how to develop a generic framework that will 
allow for the introduction of cognitive processes in computer vision systems designed for 
any type of real-world scenario. For the moment, we will briefly discuss the principles 
behind the design of a cognitive vision system (thus identifying the main building blocks 
required for the creation of such systems) and, in following chapters, we will explore 
the requirements that need to be set for each of the system’s components.
1.1 C ognitive V ision  System s: principles o f design
As we have seen, a cognitive vision system needs to be capable of performing the 
following actions:
• Reliably recognise objects and actions.
• Learn new visual concepts from the input data (i.e. the visual stimuli).
•  Adapt to its operating environment for maximum overall performance.
• Exploit the extracted visual concepts to enhance its ability to interact with the 
environment it operates in.
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For a computer vision system to be capable of object/action recognition, some type 
of classification scheme needs to be present to serve this purpose. However, in almost 
every computer vision system presented to date, discrimination of objects (or actions) 
of interest is performed by very rigidly modelling them — and this methodology of 
design seriously compromises the overall system’s ability to learn about new visual 
concepts from input data. This weakness necessitates the introduction of an altogether 
different approach, one that will allow us to discover new concepts from visual data. 
The observed object may not be the only source of discovering new concepts; in the 
most general form, one can state that visual concepts may also appear in the form of 
environment constraints for the entities of interest in the scene. Therefore, to develop a 
truly cognitive vision system, one must discover all these interactions, and incorporate 
them into the reasoning process. As the constraints imposed by the operating environ­
ment of a cognitive vision system solely depend on where the system is deployed and 
what it is intended to do, the reasoning process required in each scenario is different; 
hence, the presence of a flexible, yet powerful reasoning scheme is, in its own right, 
a prerequisite for the creation of a more generic cognitive vision system. Finally, as 
the reasoning engine must be capable of discovering and imposing constraints to its 
observations, it will need to operate via a feedback mechanism — which leads us to 
the conclusion that an efficient memory system is also a mandatory component of the 
overall cognitive system as well. The memory system must be capable of both handling 
data at any level of abstraction and allowing (even enforcing) the reasoning engine to 
perform data validity checks, given the current state of the system. Therefore, in sum­
mary, the creation of a cognitive vision system requires the presence of the following 
components:
• A robust reasoning engine for discovering visual concepts from the acquired data.
• A method of identifying contextual constraints present in the observed scene (i.e. 
the means of adapting to its operating environment) and incorporating them in 
the reasoning (i.e. visual perception) process.
• A method for re-engineering the reasoning process when necessary — in form of 
a feedback loop that will verify the original findings within the context of the
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system’s operating environment.
•  A memory system capable of handling diverse types of data (visual data, features 
and extracted concepts) in a unified, elegant manner.
In most computer vision systems presented to date, the main focus has been on the 
performance and accuracy of tracking a predefined object and detecting its activity. 
That has led to a system development paradigm where the object of interest is thor­
oughly modelled (and usually studied individually, without real consideration about its 
surroundings), while the objective has been to develop a set of object descriptors that 
will allow a predetermined classifier structure to perform the actual recognition task. 
However, one can clearly see that the requirements outlined above cannot be satisfied 
by simply improving the object/action recognition process within a computer vision 
system. This happens because, in almost all real-world scenarios, crucial information 
about the observed scene can be effectively deduced from the environment the system 
observes, sometimes much more easily rather than via the subject of observation itself. 
By simply trying to improve the recognition process (either by extracting more repre­
sentative visual features or by improving the data classification strategy), one still does 
not acknowledge this extra source of information — which, in general, is referred to as 
the contextual information available in the system’s environment.
However, in this work, we will demonstrate that these issues can be solved via the 
introduction of a tightly coupled reasoning/memory architecture, where the reasoning 
engine must be capable of extracting memory contents at any level of abstraction and 
use them as the basis on which to reach its decision. This decision can then be stored 
in the memory and fed back to the reasoning engine at a future stage, so that its 
validity can be verified within the context of the new state the systems finds itself 
in. Coupling the reasoning engine of a computer vision system with a central memory 
executive that will handle data at any level of abstraction (from raw visual data raw 
at the lowest level to concepts about scene entities and evolution scenarios at the 
higher levels) will allow the system to emulate the operation of biological cognitive 
systems, and will prove to be a positive contribution to their accuracy and efficiency. 
Moreover, as is the case with biological systems, the system’s memory executive can
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also incorporate processes such as forgetting for more efficient resource management. 
To develop such processes, contextual information about the evolution of the scene is 
critical; forgetting is an operation to be invoked i f  and only i f  the data are no longer 
perceptually important. To this end, the system must investigate both the importance 
(i.e. the level of abstraction) of the data, as well as its validity. For example, the 
memory of raw input data needs to decay rapidly, whereas information generated by 
higher levels of reasoning (and, hence, provides a symbolic description of the scene) is 
to be retained over a relatively longer term  — in the same way a hypothesis about the 
observed scene that is likely to be true will be considered for a longer time over one 
that is unlikely to materialise.
1.2 Scientific C ontribution
In this work, a number of techniques for effectively implementing active perception 
systems are going to be discussed and evaluated, leading to some scientific contributions 
regarding this area of computer vision. Initially, this thesis examines the principles 
behind the design of an effective cognitive vision system. While, to date, this was an 
issue that was usually covered superficially, the requirement for computer vision systems 
that can adapt to their environment and perform ‘intelligent’ tasks shows itself to be 
a far more challenging problem than simple object/action recognition in a constrained 
environment. Therefore, to design an effective cognitive vision system, one needs to:
•  Establish the main building blocks of such systems. In what follows, we will 
demonstrate that there are three main components that comprise a cognitive 
vision system — the data acquisition process, the system memory and the con­
textual reasoning engine.
•  Establish the topology and necessary forward and feedback information loops. 
While this seems to be a relatively straightforward operation between the three 
building blocks, we will see that the interaction among these blocks (and, espe­
cially, between the memory and the reasoning engine) within a cognitive vision
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system can be a much more complicated affair, where information regarding dif­
ferent levels of conceptual importance is exchanged.
•  Document the requirements that each component needs to cover.
The major contributions achieved in this work are summarised below:
• Firstly, a generic, multi-layer active memory infrastructure for representing visual 
content, as well as the corresponding extracted features and concepts, has been 
developed in order to manage visual and conceptual information in a unified 
manner. The main advantages of the proposed memory infrastructure are the 
following:
— The proposed system has the ability to simplify information storage, index­
ing and querying across data structures and categorical domains — as it 
needs to be capable of manipulating the stored data equally well, regardless 
of their type.
-  It incorporates important human cognitive processes, such as refreshing (and 
updating, when necessary) previous decisions about the scene content and 
forgetting data that are no longer needed. Such processes are required if 
we are to develop a cognitive vision system that can efficiently manage the 
computational resources available to it — especially the data storage buffer, 
given its limitations and the size of captured visual data.
— It has the ability to facilitate the learning of new concepts at any level of 
abstraction, by directly accessing the most appropriate visual and feature 
data required for the learning process.
-  It enables cognitive systems to adopt a modular design.
•  Secondly, in order to facilitate the successful integration of contextual constraints 
into the reasoning process, a unified framework for reasoning at any level of data 
abstraction is also presented in this work. As we will see, it is based on the 
Bayesian framework for evidential reasoning, and its main advantages are outlined 
below.
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-  It provides us with the ability to perform reasoning at any level of data 
abstraction — from raw visual data to high-level concepts regarding scene 
evolution. This is a fundamental requirement in the construction of a cogni­
tive vision system, as it allows for both the exploitation of information from 
different modalities and categorical domains and the creation of arbitrary 
reasoning structures, based on a simple building block for reasoning. The 
latter is of great importance in the design of adaptable cognitive systems, as 
the reasoning structure needs to be capable of re-engineering itself in order 
to match the natural structure of the observed scene, as well as defining and 
achieving its own perceptual goals.
-  However, it is not only the sensory and feature information that needs to be 
appropriately managed — exploitation of context at any level of abstraction 
applicable is also paramount in developing cognitive vision systems. There­
fore, such a reasoning framework needs to seamlessly incorporate contextual 
information about the observed scene into the reasoning process.
-  Finally, but equally importantly, we need to establish that the proposed 
reasoning engine demonstrates both accuracy and robustness in the decisions 
it arrives at.
• Finally, this work has been evaluated by creating an application that allows us 
to automatically annotate tennis videos, in order to extract the score without 
using any data other than the original video sequence — which comes from TV 
broadcasts of tennis matches. The results produced by the system on several 
video sequences clearly demonstrate th a t the proposed coupling of a multi-layer 
active memory with a reasoning framework capable of assessing information across 
semantic levels improve the performance of the overall visual perception system 
— while also being readily applicable to similar concept/action recognition tasks.
Parts of the work described in this thesis have already been published in relevant 
international conferences and journals [51, 47, 14, 46, 48, 50, 49]. More papers are in 
the process of being reviewed.
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1.3 O utline o f th is thesis
In what follows, we begin by shortly reviewing the state of the art in the area of 
computer vision systems in Chapter 2. Chapters 3 and 4 further elaborate on the 
two main components associated with the design and development of cognitive vision 
systems; namely, the memory infrastructure and the reasoning framework required 
for content storage and understanding, respectively. To demonstrate the functionality 
obtained by combining these components, an example cognitive vision application has 
been developed; a system that will track the evolution of broadcast tennis matches. 
The issues associated with this application will be discussed in detail in Chapter 5 
along with a presentation of the results of the overall tennis evolution tracking and 
annotation system. A discussion about the contributions and open issues of this work 
will be given in Chapter 6. Finally, Appendix A discusses in depth the HMM-based 
reasoning structures shortly presented in Chapter 4; and Appendix B elaborates on 
some interesting point within the rules of tennis, thus making the analysis presented in 
Chapter 5 more complete.
Chapter 2
Existing Computer Vision 
Applications for Object 
Recognition and Activity 
Tracking
It has already been mentioned th a t the development of video analysis systems with 
extended reasoning capabilities is nowadays a very active research topic. However, 
the underlying techniques devised for injecting cognitive features into machine vision 
systems have been extensively employed and evaluated mainly in the context of low- 
level action recognition, where the structural decomposition of the observations into 
action sequences is relatively simple. The techniques include Hidden Markov Models
[77] or other forms of Bayesian Networks [60], single classifiers such as Support Vector 
Machines [97] [30], or even ensembles of classifiers [105] — and all of these tools have 
been proven to be very powerful in the area of machine learning. However, these 
methods have not yet been as thoroughly developed and evaluated in the case of more 
complex video analysis tasks — th a t will require not only recognition of objects or 
actions or the tracking of possibly important visual content (like people moving in a 
scene), but also the ability to validate the consistency of previous decisions with respect
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to the current state of the observed scene and possibly plan for further action in the 
future. The main reasons for this lack of evaluation in more complex situations are:
• All the reasoning methods mentioned above had to be initially evaluated in sim­
pler contexts, before being more confidently applied in more complicated appli­
cation domains.
•  The recent increase in digital multimedia storage and video data have accentuated 
the need for high-level machine cognitive vision in order to alleviate (as much as 
possible) human involvement in video annotation.
In this chapter, we will review the work that has been done in the area of information 
extraction and event/action recognition from video sequences with special emphasis 
on sequences depicting sport action — while some other types of content containing 
human activity will be covered as well. The main focus of this survey will be on the 
tools used for reasoning.
2.1 V isual Feature E xtraction  and A ction  R ecogn ition  in  
V ideos D ep ictin g  H um an A ctiv ity
In the work by Petkovic et al. [74], we can see a piece of work that is quite useful 
in order to understand the observed scene, although it is obviously designed to only 
tackle a very well-defined problem within the context of an overall action interpretation 
system. In this case, the authors have chosen to use HMMs in order to determine how 
the player hits the tennis ball; hit types would include forehand and backhand strokes, 
volleys, serves, etc. To do this, the authors initially segmented the players out of the 
background (that is, the tennis court); then, they used Fourier Descriptors in order 
to describe the players’ body positioning; finally, they trained a set of Hidden Markov 
Models to recognise each type of hit. The results of this work show that this method 
can be quite successful (typically, achieving a stroke recognition ratio of above 80%) in 
performing the recognition task it was designed for, and thus can be considered as a 
promising start to someone interested in analysing tennis videos in more detail.
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Due to its strict structure and its lack of dependency on time limits (which makes 
analysis easier to some extent in practice), tennis has also been the sport of choice for 
a large number of researchers in the area of action recognition. Some of those attem pts 
include the work of Duan et al. [20] and Rea et al. [79]. In [20], the authors have 
proposed a framework to analyse sport sequences of various sports — including tennis, 
where they also tried to detect event such as serves (first and second), returns, aces and 
faults through the combination of the shot type, audio cues like ball hitting or applause 
and the players’ initial positions and trajectories. While the authors have not used 
all possible sources of information within the sequence (for example, they ignored the 
tennis ball trajectory), they have attem pted to incorporate indirect evidence instead 
(like the crowd applause) in order to support inference. Thus, the results reported for 
the detection of such events were quite promising (above 75% correct detection rates 
in all cases).
Also, in [79], the authors have attem pted to detect and classify events within play shots 
of tennis video sequences. The event labels used are the following:
• Ace
•  Fault
• Double Fault
• Serve and volley
• Rally
and each of them is detected via the use of an appropriate HMM. The features used 
from the tennis sequence are:
• The players’ positions — the players are tracked using particle filters with a fixed 
player size, and the authors simplify the representation by dividing the tennis 
court in 24 sections.
• The audio data for racket hit detection, as described by the same authors in [16].
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The authors concentrated on the detection of in-court objects and events only, not 
secondary evidence such as crowd or commentator reactions. Thus, the event detection 
scheme proposed in this work was reported to perform very well in representing the 
semantic content of tennis video sequences in the form of compact, high-level event 
labels.
Baseball was also a sport which attracted the attention of authors in [11]. In this work, 
the authors base their approach on the fact that most highlights in baseball matches 
are composed of certain types of shots, and the constituent shots are usually ordered 
in a specific manner. The authors have defined a total of 7 shot types (pitch view, 
catch overview, catch close-up, running overview, running close-up, crowd and touch 
base close-up) and the results of basic detection processes (such as playing field colour 
detection, edge detection and camera motion) are used in order to classify shots under 
one of the labels mentioned above. Finally, a set of HMMs representing hits, catches, 
home runs and diamond play are trained and applied to these data. The results reported 
in this work, while only based on cinematic features and very basic feature detection 
algorithms, were still encouraging for further analysis.
Snooker videos have been the sport of choice for Denman et al. [19] or Rea et al. [78]. 
In this work, the authors have attem pted to produce a complete system that will create 
a summary of a snooker match on a shot-by-shot basis. That is, every shot is analysed 
as to whether it resulted in a pot (score) or was a near miss and the system will simply 
concatenate all these decisions into a single frame where all ball motion will have been 
superimposed. Thus, while the authors have reported good results in identifying the 
events they were looking for (pots and near misses), they have not attem pted to further 
analyse the sequence in order to extract more high-level semantic content from the video 
— such as breaks or frame scores.
Football has also been seen by a large number of researchers as a sport in which the 
efficiency of tracking algorithms, reasoning and modelling schemes can be thoroughly 
evaluated. Although analysing football videos can be far more challenging than sports 
played either indoors or at a far slower pace (like snooker or cricket), the simple facts 
that it is a sport of worldwide appeal and video material for the sport is very easily
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available have brought a large research interest in attempting to detect important events 
in broadcast football videos. Early work on this domain was carried out by Gong et 
al. [29] and Reid and Zisserman [80], addressing completely different topics. The 
former made a first attem pt at trying to identify the area of the football field where 
the camera is zooming at — since the size of the football field makes it impossible to 
use a single camera to capture the whole of it for sport broadcasting purposes. The 
latter attem pted to establish the level of accuracy in localising visual events that can be 
achieved by un-calibrated camera footage, like the one we get with sport videos. Both 
of these are vital parameters in order to be able to accurately model the evolution of 
the game played in the video sequence, and in both these attem pts the results have 
been very encouraging, and th a t has led to a lot more effort being made in order to 
semantically interpret the content of football video sequences.
Some of these attem pts include the work by Tovinkere and Qian [93], Duan et al. [20], 
Wang et al. [101], Mei et al. [63] and Ekin et al. [22]. In [93], the authors have been 
able to achieve very promising results by using microwave transponders to locate both 
the players and the ball (via a GPS-like triangulation scheme) and creating a rule-based 
system that models the game of football. This paper has shown th a t it is possible to 
create a system that can effectively detect events during the match using only the raw 
video and audio. In [20], the authors have proposed a framework to analyse sport 
sequences of various sports — including football. More specifically for football though, 
they attem pted a twofold task; first, they clustered the shots within football videos 
into a predefined set of classes; then they applied algorithms for detecting events that 
are more specific to football, in order to identify which video shots contained corner 
kicks, free kicks, penalties and goals. The algorithms devised for both tasks described 
in the paper have led to some promising results. In [101], a more complete system 
that is capable of performing event detection for football videos taken from a single, 
main camera has been implemented. The system is capable of detecting events under 
the labels of ‘Goal\ ‘Foul’ or ‘Other’ using a SVM-based classification system, and 
(while it is only designed to distinguish between two events) it performs promisingly 
in this context. In [63], the authors have used mosaicking as the main low-level video 
processing technique — having divided the sequence into shots, they use the mosaic
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image’s colour histogram to identify whether a given shot is a play shot (ie. one taken 
by the dominant camera) or a break shot (for anything else). Having done that, they 
extract the camera motion and the distribution of the players’ positions and employ 
HMMs in order to distinguish events of semantic content, such as comer kicks, free 
kicks or other events based on these features. The results reported in this work were 
quite interesting and prove that even a relatively simple low-level processing framework 
can deliver good recognition results for high-level semantics, such as the detection of 
set pieces in football.
In the work of Ekin et al. [22], the authors have also attem pted to design a more 
complete system for football videos, both to detect events of semantic importance within 
the video and to annotate the video based on those events. While the authors had both 
audio and visual information available for the sequences used, they have only used visual 
information in this work. The first step of their processing was to characterise each 
shot within the video based on the colour histogram of the frames within each shot 
— and the shots would be classified as either long views, in-field medium view or out- 
of-field view (the latter includes close-ups to people or crowd shots). After classifying 
the shots, slow-motion replays are also detected — mainly because they are a very 
good indication that an event of semantic importance may have occurred just before 
the replay shot. Then, based on a framework that only requires cinematic features 
for event detection, the authors attem pt to detect goals, the referees and the penalty 
box (the last two as possible indications of penalty kicks, free kicks or bookings) with 
reasonably good results, even though no player or ball tracking data were extracted.
Also, in the work by Chambers et al. [10], an important aspect of sports video content 
was examined; that of refereeing decisions. Tested in the game of cricket, where umpires 
are almost completely stationary and have a very distinctive set of hand and body 
gestures by which they illustrate their decisions, the authors have attem pted to capture 
the umpire gestures and use a bank of HMMs in order to match them to the calls 
that have been made. While the results reported show th a t the method proposed is 
quite effective, a major drawback is the fact that the authors have been able to obtain 
additional data by asking the officials to wear accelerometers as wrist bands — whereas 
in most domains we only have the video alone to process.
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In the work by Ivanov and Bobick [38], we can see that the authors introduced a 
framework by which they analyse each complex event into its constituent elementary 
actions; in one of the examples the authors have used, a gesture is broken down into 
simple hand trajectories, which can be tracked more successfully via HMMs. Then, 
they apply Stochastic Context-Free Grammars to infer the full gesture. The results 
reported show th a t the proposed system performed quite well on real-world data — 
and if one combines these results with those in [10], one can infer that referee gestures 
from sports other than cricket (like football or basketball) can be efficiently recognised 
as well. Moreover, such a paradigm can be considered as quite similar to that of a 
tennis match; if we consider all elementary events leading up to the award of a point 
in a tennis match to be the equivalent of the elementary gestures in this work, and the 
tennis rules related to score-keeping as an equivalent of the grammar-based tracking 
of the full gesture the authors have implemented, we can easily see the underlying 
similarities between the authors’ work and reasoning on tennis video sequences.
Another piece of work that deals with sets of body movements that are by definition 
constrained is that reported by Starner et al. in [88]. In this case, the objective was 
to develop a system that will be capable of recognising a gesture language that is 
the American Sign Language (ASL). The main idea behind this is the use of Hidden 
Markov Models to ‘learn’ a small lexicon of words in ASL, as they are expressed through 
gestures. The low-level visual information (in this case, the hands that have been 
segmented out of the input sequence) are separately analysed in terms of their shape, 
and this information is fed into the HMMs. The output is the word recognised by the 
system, and it can be seen that (at least for a small vocabulary of gesture-words) the 
system has performed very well, achieving word recognition rates of 90% or more. This 
piece of work, along with that discussed in the previous paragraph, show us that HMMs 
can be quite successfully applied in recognising shapes and tracking object trajectories 
— which are very im portant parts of analysing tennis video sequences at a lower level.
Moreover, in the work of Rosales and Sclaroff [81], a more general problem concerning 
human body pose estimation has been addressed. Through the use of an artificial 
neural network, the authors have initially attem pted to classify the various possible 
configurations of the human body by initially capturing 3-D body positions, which they
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then project into 2-D (namely, a set of image planes). Given these 2-D projections, they 
have formulated exclusive subsets via unsupervised clustering, using the EM algorithm. 
The results of this approach have proven to be quite promising as well, showing us that 
reasoning tools can be used to distinguish between different body poses.
A similar piece of work can also be found in [103] by Wren et al. In this case, the 
authors chose to base their work on simpler 2-D models (in contrast with the previously 
described approach) and low-order statistics to describe image blobs that correspond to 
humans. In this approach, both the occupancy map of the 2-D blob corresponding to a 
human and its second-order spatial statistics are retained and used to train the system. 
Although the proposed system has been reported to have produced good results, it still 
suffers from a couple of very important drawbacks; firstly, it has to be trained for the 
image background as well; and secondly, it requires that changes in the background 
(like lighting changes) are slow.
2.2 V ideo A nnotation  and E volution  Tracking
As we have seen in the previous subsection, visual feature extraction and action recog­
nition have been thoroughly researched over a broad spectrum of target applications. 
It is clear that, even by using feature data extracted by relatively simple algorithms for 
processing images, video or audio, careful feature selection is usually the most difficult 
task for a system designer to address in order to create a framework capable of detecting 
strictly defined events in video sequences with acceptable accuracy. Nevertheless, this 
is only the first step in annotating video sequences and tracking the evolution of their 
content over time; another equally important task is fusing the information of such 
subsystems to generate a more confident and complete description of a given video 
sequence. In this subsection, some of the work related to the areas of video annotation 
and summarisation will be briefly presented.
In the work by Petkovic et al. [75] and Mihajlovic et al. [64], we can see how an overall 
cognitive vision system for sport videos has been developed and deployed. In this case, 
the authors have attem pted to isolate semantic information from both the audio and 
the visual content of the sequence, and tried to annotate the video sequences processed
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by detecting events perceived as highly important; for example, and bearing in mind 
what events can occur in Formula 1 racing, they attem pted to cover visual events such 
as overtaking, cars running out of the road etc. In addition, as the sequences used 
came from live broadcasts, they also included textual information about the race, like 
drivers’ classification and times; that information was also extracted and used. The 
audio part of the sequences, since they came from normal broadcasts, was dominated 
by the race commentary; out of that, features like voice intensity and pause rates were 
also used. Having performed all these operations, the authors attem pted to infer events 
of semantic importance through the use of Dynamic Bayesian Networks, attempting to 
infer content semantics by using audio and video information separately or combining 
this information in the temporal domain; both approaches yielded promising results 
when tested on simple queries (like finding shots in the Formula 1 race where a car 
runs out of the race track), although they were still not able to use further future 
context in order to validate their inference over the observed events.
Moreover, in the work by Wang et al. [100], the authors have attem pted to distinguish 
between play and break shots in football videos by extracting both colour and motion 
intensity features from key frames in football video sequences, and then using them as 
input to a set of different configurations of multi-modal, multi-layer models (such as 
Factorial Hierarchical HMMs, Coupled Hierarchical HMMs and Products of Hierarchi­
cal HMMs) formulated as Dynamic Bayesian Networks. The purpose of this work was 
to evaluate the performance of these topologies for the given problem, and it has been 
shown that, while the Product Hierarchical HMM yielded the best results overall, the 
performance gain of employing such complex architectures compared to simple HMM 
structures is very slight. In the work by Xu et al. [106], the same problem was tackled 
— the difference being in the type of shots that they attem pt to distinguish. In this 
work, the three labels are global views, zoom-ins into the action and close-ups on a 
player. Using only a green colour detector (for localising grass) and a simple rule-based 
shot model, the authors have still achieved very promising results in play/break shot 
segmentation. An equivalent attem pt was made in the work of Xie et al. [104], who 
have used features such as dominant colour hue, ratio and motion intensity in order to 
feed a set of HMMs and infer whether the given clip is a play or a break shot — with
20 Chapter 2. Literature Review
good overall results from a set of broadcasts.
Furthermore, in the work by Assfalg et dl. [3], the authors have attem pted to analyse 
a small archive of sport-related video sequences — that is, not only live sport video 
feeds from the main broadcaster’s camera, but studio scenes of anchor persons too, or 
collections of highlights to summarise an event. The authors’ intention is to firstly dis­
tinguish between shots of sport action, studio commentary/interviewing and audience, 
and then attem pt to classify the action shots according to the sport that is shown in 
each of them. The sports the authors included in their attem pt were the following:
• Water sports — swimming and diving
• Gymnastics events — floor exercises and long horse
• Other indoor events, like judo
• Track and field events (like running and javelin throw, respectively)
• Outdoor field events — tennis, field hockey and soccer
Firstly though, they detect and remove graphic features (such as captions, logos or 
scoreboards) from the frames. That is achieved through corner detection and tracking, 
so as to establish that a set of corners remains completely stationary for a reasonable 
amount of time. The rationale behind this approach is that, since the viewer will 
require at least a few seconds to realise that a caption is present and read it, such sets 
of corners can be deemed to belong to a superimposed graphic — therefore, further 
processing should not take place inside the bounding box of such sets. The authors 
utilised edges, image segments and colour features in order to devise a feature vector 
for each play frame and assign it to a sport discipline. The results reported in this work 
have shown that the approach followed is a sound one.
The same authors have also presented further work in [4], where they have concentrated 
on semantically annotating football videos via automatic detection of highlights within 
the match for summarisation purposes. They have proposed the use of Finite State 
Machines in order to detect each of the types of highlights their system should be able
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to detect — the kiclc-off, shots on goal, set pieces (penalties, corners or free kicks), 
turnovers, counter-attacks and forward passes. The inputs for all these models are:
•  The part of the field shown in the given frame (the field is divided in 12 zones, 6 
in each half, based on usual camera configurations)
•  The players’ positions on a model field
•  The camera motion — according to the authors, it has been proven to be a 
very reasonable substitute to the position of the ball itself. Acknowledging the 
difficulty of reliably tracking the football over a set of different matches, this is a 
much easier and computationally cheaper problem to solve.
The results reported in this work, while still not using the ball position itself, demon­
strate that the proposed method performs quite well in detecting football highlights 
from broadcast video — typically achieving a recognition rate of over 80% for each type 
of highlight.
Also, in the work of Tjondronegoro et al. [92], the authors have attem pted to not 
only integrate shots containing highlights in the video summarisation process, but to 
also utilise cues such as referee whistling, crowd excitement noise or the appearance of 
complementary text (in the form of athletes’ names, scores etc.) in order to facilitate 
both faster detection of semantically important passages of play and the creation of 
a more general content-based retrieval framework, which will allow for more complex 
user queries. The authors have based their work on the following assumptions, which 
hold in most broadcasts:
• In almost all sports broadcasts, highlights are replayed (in slow motion for most 
sports, but sometimes in normal speed too) almost immediately after key events 
happen in the game — or, at the latest, during the first break after the highlight.
• Passages of play are almost always covered by a long-range, global camera view, 
possibly with small intervening close-ups or zoom-ins — whereas, in breaks of 
play, most of the broadcasting time is covered by either long-lasting close-ups or 
slow-motion replays, unless there is an advertising break.
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• In virtually all broadcast sport events, text captions are overlayed within the 
image at some stage of the match — usually, during breaks or at the start of play 
sequences. The captions have to be fixed for a few seconds so that the viewer 
can read them and may contain any kind of information relevant to the match 
shown — like the sportspersons’ names, the score or other match statistics, even 
information about other relevant matches. Apparently, the captions are a very 
good source of semantic information about the match. However, caption areas 
may intersect with regions of interest in the actual play shot and mislead visual 
feature extractors used for player or court description — therefore, it is important 
that they are excluded from visual features extraction intended for play shots, 
but reserved for ‘reading’ the information they convey.
•  There are a number of sports where whistles or other sound-producing equipment 
are used for refereeing purposes — whistles are used in football, rugby and bas­
ketball (but to name a few such sports), while horns or guns are used in swimming 
and track events. The sounds produced by this equipment are very distinctive 
and, since they are used to denote an event (for example, the start of the event 
or a foul), they can be used to identify events of semantic importance within the 
video.
•  Even when whistles are not present, the excitement of the commentator and the 
crowd can still produce some very adequate indication that something important 
has happened in the match. Hence, it can prove quite useful to integrate such 
detectors in the process of recognising highlights in sport videos.
The proposed method has been tested on a set of video sequences containing football, 
rugby, tennis, basketball, netball, swimming, cycling and horse racing. In this selection 
of sports, one can note that the first five sports have referees using whistles, whereas 
the last three don’t — therefore, in general, the information fusion scheme is expected 
to change according to the sport discipline examined every time. The results reported 
for highlight detection in this work are quite satisfactory in almost all cases, especially 
considering the diversity of sports exhibited in the test video data.
Finally, another relevant piece of work is that of Kijak et al. [45], where the authors
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have attempted to analyse the structure of a tennis video through the use of Hidden 
Markov Models, as well as fuse audio and visual cue data in order to perform reasoning. 
Their objective was to separate a tennis video sequence into a set of scenes, each of 
which had to be classified under one of the following categories:
• First missed serve
• Rally
• Replay
•  Break — that is, a commercial break
The visual cues include a vector of dominant colours and their respective spatial co­
herencies, and a measure of camera motion, whereas the audio cues form a binary 
feature vector where speech, applause, ball hits, noise and music are to be detected or 
not. The results of the proposed system also seem to be promising.
2.3 C onclusions
In this chapter, an outline of the work th a t has been carried out in the computer vision 
research community with regard to the extraction of features of interest within visual 
data and their use for identifying objects or actions for annotation purposes has been 
presented. This does not account for a complete review of all relevant work presented in 
the literature; it is, however, still representative of the challenges faced by researchers 
in this area, and the techniques th a t have been devised to address them.
Regardless of the diversity in the application domains that the systems presented in 
this chapter were deployed in, there are still some important underlying similarities in 
their design and function. Arguably, one of the most striking ones is the fact that all 
the systems presented use a straightforward single-step decision process. That is, after 
extracting the visual features from the input data and performing reasoning about the 
scene content based on them, they do not retain their decision at a given time point 
in order to validate it against newer visual evidence, or use it in any way to direct the
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system in any way. This can be a significant failing in computer vision systems, as the 
contextual information that is available in the observed environment may greatly assist 
them in determining the objects present (or the actions taking place) in the observed 
scene.
In order to achieve this, one will have to enable a feedback interaction into the reasoning 
process. That implies not only the necessity to introduce a reasoning architecture 
that will be capable of operating at any level of abstraction, but also to design and 
implement a memory system that will enable access to the information required to 
make decisions at any level of reasoning over time and enforce the reasoning engine 
to perform consistency validation checks within its data. The latter will be the focus 
immediately afterwards in Chapter 3, while the former will be subsequently analysed 
in Chapter 4.
Chapter 3
A Memory Architecture for 
Cognitive Vision Systems
As we have seen in previous parts of this text, computer vision researchers have still 
not been able to deliver a system that will reliably perform object/action recognition 
tasks over a wide range of actions, which occur in non-constrained environments; the 
work presented in the literature demonstrates example applications that work well 
when faced with the recognition of well-known objects or actions placed in a relatively 
constrained environment. This is mainly due to the fact that computer vision systems 
are built using the standard signal processing paradigm for information extraction, as 
shown in Figure 3.1.
While this is a very simple information flow paradigm, it has been systematically em­
ployed within the computer vision community in a huge variety of visual recognition 
tasks, with varying degrees of success. The rationale behind this paradigm is very 
simple: capture the visual data; employ one (or more) low-level feature extraction 
algorithms to detect points or areas of possible interest in the images; and employ a 
decision mechanism to determine whether some predefined pattern exists or not. More­
over, since computer vision applications tend not to be developed in a modular manner, 
data storage takes place within a buffer accessible at each level, without serious consid­
eration about allowing for the storage of generic data patterns or fusion of information 
from different sources — while the information flow itself suggests th a t only forward
25
26 Chapter 3. Memory for Cognitive Vision
Image acquisition system
Image/Feature
Buffer
Reasoning
Engine
o \
System decision
Figure 3.1: The paradigm for data flow within the conceptual entities of a traditional 
computer vision system.
interaction between building blocks is required. Therefore, one can deduce that the use 
of this paradigm leads to the following limitations to the resulting vision system:
• The feature extraction process is not guided by the perceptual goal of the vi­
sion system; instead, it applies its process without specifically catering for the 
application in mind.
• It does not employ an appropriate framework in order to define its own perceptual 
goals, which would also enable them to control the perception process.
• It is designed to extract visual concepts, but cannot use the perceived information 
to support further actions.
• It is unable to understand and reason about the perceived environment.
• It requires the presence of a strong prior model for objects/actions to be recog­
nised in the input data in order for it to operate in a satisfactory manner.
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• Training the system is an explicit process that takes place at a separate stage 
to that of its deployment — therefore, it is clearly not designed to (and, there­
fore, cannot) either learn new concepts or develop through interaction with other 
systems and/or users.
•  In order for it to learn visual concepts or how to perform recognition tasks (even 
relatively simple ones), a substantial amount of thoroughly annotated video data 
is required — since a well-defined prior model is required for recognition to take 
place.
Clearly, these are key weaknesses that severely hamper the possibility of developing 
cognitive vision systems using the above paradigm. A system that can seamlessly gear 
its functionality and capability must exhibit certain properties:
• It must be capable of efficiently handling data from diverse categorical domains 
— from low-level visual data to abstract, high-level percepts.
• It must be able to handle hierarchical structures within its elements — the exact 
structure of this hierarchical data representation being solely based on the actual 
memory content.
• It must be able to discard older low-level visual data, and unreliable or invalid 
higher-level percepts — in order to finally retain only recently acquired informa­
tion of perceptual importance that has been validated at higher semantic levels. 
Moreover, the rate of data ‘forgetting’ needs to be inversely proportional to the 
level of abstraction of the data itself (for example, image data will be ‘forgotten’ 
much more quickly than action recognition data)
• It must support any type of forward or feedback information loop — as any 
mixture of data from all categorical domains may be used for either reasoning or 
learning new concepts from visual data.
Therefore, at this stage, we need to introduce a different paradigm for information 
processing in cognitive systems. In its most general form, this is illustrated in Figure 3.2
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Image acquisition system
Figure 3.2: The equivalent data flow within a cognitive vision system.
In this case, a forward-feedback association loop between the two main enabling com­
ponents of a computer vision system (the reasoning apparatus and the memory buffer 
that supports it) is created; therefore, such a system enables its designer to re-use 
the extracted information at any level of processing. This, in turn, has the following 
advantages:
• Since the information extracted by the reasoning apparatus can be retained, a 
multi-layered reasoning scheme can be deployed. This allows for the extraction 
of higher-level concepts than those detectable by a simpler, one-step reasoning 
process.
• Application-specific processes may be launched. Since a feedback loop exists, the 
detection of a specific type of visual content will allow the system to trigger 
the most appropriate tools to exploit the contextual information pertinent to it. 
The level of adaptation to the type of visual content may vary; at the lowest 
level, the system can automatically adapt its feature extraction process to match 
the requirements of the given application; at higher levels, it can exploit prior 
knowledge about the environment it observes to reason about the evolution of
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the scene.
• As a multi-layered reasoning scheme th a t is also capable of tailoring the feature 
extraction process to match the input data requirements can now be implemented, 
it is also possible to create a system that defines and actively pursues its percep­
tual goals. This is a crucial step forward in the design of computer vision system, 
as the current design framework dictates an application-independent approach to 
feature extraction — which, in demanding vision applications, can be a major 
design hindrance.
• Such systems can also learn new concepts from visual data. This is possible 
because both the data present in the memory buffer can be fed back to the system 
for learning processes to take place, and because it is possible to make the system 
define learning new objects/concepts as an important goal to pursue.
•  No strict prior modelling of the observed objects/scenes is required; the system 
can start off with a relatively simple model of the world in mind, and be designed 
to learn more elaborate descriptions of the interesting bits in the observed scene 
later on.
• The use of information across different categorical domains is facilitated. Since 
original visual information, extracted features and hypotheses about the scene 
content are retained in the memory buffer simultaneously, the system designer 
now has much more flexibility in combining data in order to develop more effi­
cient schemes for scene understanding — while also relating visual data with the 
corresponding decisions about their content in a more natural manner.
Moreover, when designing a memory architecture to be used in conjunction with a 
visual perception system, there are other important issues to be addressed as well. A 
crucial factor limiting the deployment of computer vision systems is the amount of 
memory available for visual data processing; designing a memory architecture that will 
not discard low-level visual data seriously limits the applicability of this architecture 
in real-world applications. As the memory buffer of any computer system will only 
be sufficient for holding video data for a relatively limited amount of time, a strategy
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for discarding video data without compromising the overall system performance must 
be developed. This requirement suggests that an active memory approach needs to be 
followed; data stored in the memory can be discarded as soon as the system decides it 
is no longer necessary. While this is a trivial problem in a standard computer vision 
application (where the data time stamp is all that is required for making this decision), 
cognitive vision systems will require that, for a piece of information to be discarded, 
it has to bear no importance to what is currently happening in the scene. This is a 
decision that has to be made by the contextual reasoning engine; therefore, accurate 
identification, management and exploitation of context is shown to be a key component 
in the design of such systems. As the efficient handling of contextual information about 
a given scene is clearly the most distinguishing feature between biological cognitive 
vision systems and their machine-based counterparts, a natural choice was to develop 
a memory infrastructure for handling sensory data (and any high-level abstractions 
associated with it) inspired by biological cognitive systems.
In this chapter, a memory architecture that enables cognitive processes through the 
extraction of context at any type or level of stored information, combined with the 
introduction of memory management operations such as forgetting, will be presented. 
Firstly, we will shortly discuss how human cognition mechanisms can be applied in 
visual perception systems and what is required for creating visual perception schemes 
based on these principles. Then, the proposed memory architecture is developed — 
which is coupled with a contextual reasoning engine unifying the decision-making pro­
cess across categorical domains.
3.1 Inform ation fusion for cognition  in biological and com ­
puter vision  system s
As it has been mentioned, the development of a cognitive vision system involves the 
design and implementation of several components, each of them enabling a particular 
aspect of the cognitive process. However, the focus of this work lies more in discover­
ing the most appropriate ways of representing and fusing the information originating 
from different acquisition sources (and, possibly, modalities) for further processing and
3.1. Information fusion for cognition in biological and computer vision systems 31
storage. Therefore, it will be very useful to look into examples of cognitive systems 
where such mechanisms are present — most importantly, living organisms. Initially, 
the biological and cognitive foundations of information fusion will be shortly discussed, 
in order to discover the requirements for data storage, fusion and processing posed by 
such a system. Based on the findings of this discussion, memory architectures and 
decision-making schemes used in computer vision systems, along with a number of ap­
plications where visual action recognition tasks have been deployed, will be revisited 
in the remainder of this section.
3.1.1 B iological m odels o f in form ation  fusion and cogn ition
While a large body of work in physiology has been devoted into understanding the 
mechanisms by which cognition is achieved in humans — and other living organisms, 
where cognitive mechanisms are simpler and, therefore, easier to study — most of 
this work is primarily oriented at how information fusion from different senses or over 
different semantic levels is achieved. As early as the late 1970s, the concept of ‘the unity 
of senses’ was introduced by Marks [55]. In this work, five doctrines were laid down 
and experimentally supported — not just in this work, but in further physiological 
research as well (for example, [90]). The statements made by Marks suggest that a 
given stimulus is usually perceived by more than one sense, providing a set of common 
stimulus properties (such as intensity and duration) as well as properties specific to 
each sense separately — but still, these sense-specific properties may allow humans 
to perceive the same thing in different ways. This led the authors to the conclusion 
that our senses share common (maybe even identical) perception mechanisms, and that 
a common representation of all input stimuli has to be adopted so th a t multi-sensory 
information can be integrated and interpreted by a single, common perception-enabling 
mechanism — where each sense is merely viewed as a different modality of a unified 
perception mechanism.
This final statement has also been backed by research in other areas of science. Neu­
rologists have independently provided models of neuron connectivity for sensory data 
fusion that support this theory [89]. Such models have mostly originated from the study
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of specific parts of the feline brain — namely the superior colliculus, where sensory data 
initially arrive. The feline brain is very similar, in that respect, to that of most mam­
mals, including humans; therefore, the results from such research are considered to be 
representative for the phenomenon of sensory fusion in humans as well. However, this 
work has revealed a number of other very interesting facts:
• Firstly, no interaction between signals transm itted from individual senses to the 
superior colliculus occurs; however, the vast majority of neurons leaving the su­
perior colliculus are multi-sensory. Therefore, practically all information fusion 
takes place within the superior colliculus.
• Secondly, the superior colliculus not only receives information from the senses, 
but also from the cerebral cortex — which is the part of the brain responsible for 
modulating behaviour. Therefore, the existence of a perception-action coupling 
paradigm, which will also take contextual information about observations into 
account, can be easily established; and that this is clearly not an artefact, but a 
choice of evolution for biological cognitive systems.
• Finally, the incorporation of both raw sensory data and a contextual model in 
this information fusion system allows for both flexibility in the fusion scheme used 
at a given instance (so that the fusion mechanism can seamlessly adapt to the 
observed environment) and for the evidence provided by sensor data to accrue 
rather than be averaged — allowing for the detection of conceptually important 
evidence even by a set of weak cues.
Clearly, the findings of this work are very helpful in understanding the main archi­
tectural aspects of biological cognition systems; and the work of Gjini et al. [28] and 
Nakagawa et al. [71] discovers another very important fact — the existence of a short­
term episodic memory for encoding visual stimuli in the human brain. This discovery 
was made by analysing the results of MEG and EEG scans on a number of healthy 
human subjects with normal (or corrected-to-normal) vision. The findings of this work 
strongly suggest that, at least for recognising known visual patterns within perceived 
visual information, the human brain will certainly not use the raw image sequence;
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instead, it will extract features from the input visual data and match them against the 
known pattern. Therefore, in terms of computer vision systems, th a t would imply that, 
in order to design a cognitive vision system based on the biological system paradigm, 
low-level vision processes (like shape contour finding or segmentation, which have to 
address all the visual information, regardless of what it contains) need to be performed 
within a short-term memory buffer, and then propagate their (appropriately encoded) 
results to a higher level for fusion and further processing. Still, the human brain has an 
important advantage over state-of-the-art computer vision systems; it has evolved into 
a highly parallelised visual feature extraction system, generating a very large number 
of different descriptions from the same input data to support further action — whereas 
computer vision systems generally employ very few feature extraction techniques.
3.1.2 C ogn itive science m odels
As we have seen, biological studies nowadays provide us with very interesting insights on 
how sensor fusion is achieved in the human brain. Cognitive and behavioural sciences, 
however, are more interested in why sensor fusion is a prerequisite of perception — 
and a number of theoretical models have been proposed to explain this. An important 
notion in the area of understanding cognitive mechanisms is that of perceptual modes
[76]. Simply stated, this theory suggests that, when the intention of the agent changes, 
so does the interpretation of a given stimulus by the cognitive centre — for example, 
the same person will notice different things when entering the same room just to see 
what is in there, as opposed to what he/she will notice when searching for a particular 
item. This difference not only suggests th a t a fusion mechanism for sensory data is 
present, but also that the fusion mechanism is not a static one; it can be tailored to 
the perception goals th a t arise at 'any given situation. Given the neurological models 
previously described, this observation bodes well with the observation that perception- 
action coupling (based on contextual information) is clearly present in living organisms.
Moreover though, sensor fusion has to address the problem of efficiently handling dis­
cordances between different inputs — and while this is not always a necessary step, it is 
one of the most powerful indications of a cognitive system being able to ‘adapt’ to the
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environment it is deployed at. Discordances may be addressed in one of the following 
ways, all of which have been proven to take place in living organisms [6]:
• Re-calibrating the sensors until the perceptual goal is achieved and sensory input 
is again consistent.
• Suppressing offending sensory data.
• Altogether avoid attaching any spatiotemporal correspondences across sensory 
data — which is a relatively extreme, and thus rare, case of handling sensory 
data in biological cognitive systems.
Therefore, and in order to implement sensor fusion in either of these cases, a closed- 
loop control topology for sensor fusion has to be developed; bottom-up or top-down 
approaches for associating concepts to sensory input may be useful in understanding 
the structure of perceptual processes, but the input-percept hierarchy in real-world 
scenarios may not be as straightforward as that introduced by such paradigms •— espe­
cially when feedback is involved. Moreover, the fusion mechanism has to be capable of 
weighing each type of input data separately, as there may well be cases where percep­
tion is dominated by a single modality. Finally, sensor fusion is performed at a different 
level from perception planning — that is, the perceptual goal is only outlined in the 
planning stage; sensory data will dictate the exact way the perceptual goal will be met.
Moreover, the core behaviour of biological cognitive systems can be broadly divided in 
two types: an investigatory mode, where the system looks for all perceptual informa­
tion that may be relevant to a given cognition task, and a performatory mode, where 
the system performs the task [56]. In computer-based cognitive systems, these two 
types of orienting behaviour can be closely emulated by bootstrapping and normal oper­
ation (deployment) modes of the given system. In the bootstrapping stage, all sensors 
will be optimised for detection on the given input data, and possible sensor deficien­
cies will be identified — whereas, in the deployment stage, nominal perceptual tasks 
will be performed. By employing this strategy in a computer-based cognitive system, 
a twofold benefit is achieved; the (usually expensive computationally) bootstrapping 
process is not constantly invoked; but the normal operation process can always re-use
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it (in the form of an intelligent agent) for re-adjusting sensory input, if poor sensory 
data acquisition seems to hamper the overall system performance.
Finally, cognitive psychologists have experimentally demonstrated the presence of a 
short-term working memory buffer in biological cognitive systems, in contrast to the 
more long-term memory used for learning about conceptual entities at any level. The 
capacity of this short-term memory can be regarded as being analogous to the extent 
and resolution of a spatial buffer, and is hence considered the location of our ‘mental 
imagery’ processing [58]. However, according to Just [43], it is possible to utilise this 
buffer for visual processing as well as representation. Thus, it is possible to envisage 
sequences of geometric transformations of relatively simple images as well as relatively 
complex but static images within this working memory, as required by the current cog­
nitive task. In typical tasks, such as sentence comprehension (that is balanced equally 
between representation and relationship) short-term working memory has an effective 
capacity of around seven distinct ‘chunks’ of data [65] — a chunk being a pattern of 
audio-visual data that has been committed to long-term memory. The discrete chunks 
in working memory are stored only very briefly, but may be recalled by the central 
executive instantly and in full detail (that is, with all of their associated attributes). 
Storage in the long-term memory, on the other hand, is primarily associative, relating 
very large numbers of differing items to one another in terms of their co-occurrences, 
rather than via their inherent attributes. Recall from the long-term memory is thus a 
slow process, and (lacking immediate access to the attribute data) completely reliant 
on a sufficiency of retrieval cues related by association to the item currently under 
consideration in order to be appropriately recalled. The discrete patterns represented 
in long-term memory are hence high-level abstractions of the underlying audio-visual 
sensory representations existing at the level of the short-term working memory, and 
are originally allocated on the basis of the number of times that a particular set of 
attributes has occurred within the working memory [2]. There is hence an inverted re­
lationship between memory retention and interpretative level amongst human subjects, 
with the lowest, least generalised level of sensory memory subject to the fastest decay 
times (in the short-term memory), and the highest levels of associative and relational 
data retained for the longest times (in the long-term memory).
36 Chapter 3. Memory for Cognitive Vision
3.1 .3  Inform ation fusion, m em ory architectures and reasoning for 
cognitive com puter v ision  system s
The findings of both biologists and cognitive psychologists about the function of mem­
ory in biological cognitive systems indicates that the memory architecture of a biological 
cognitive system is clearly a two-layered one; there is an initial ‘working buffer’ where 
only low-level data are retained at a highly detailed description for a very limited pe­
riod of time, while the long-term memory is the part where the results of conceptual 
processing are stored, and retained for as long as the system sees fit. Therefore, in or­
der to create a cognitive vision system that will emulate the functionality offered by its 
biological counterparts, one must design an appropriate architecture for the memory 
system to be effectively deployed in the context of computer vision systems as well. 
Whereas the structure and function of the memory system in cognitive applications is 
clearly a crucial factor for the successful deployment of the overall system, this area has 
not been as thoroughly investigated by the computer vision community as, for example, 
feature extraction and object/action recognition techniques.
Dasarathy [17] provides a general model for sensor fusion over different levels of per­
ceived information; raw data, extracted features, or decisions about visual content. He 
argues that any real-world sensor system, due to physical constraints, causes fission to 
the information generated in the environment; therefore, this fragmentation needs to 
be counteracted by a suitably designed inverse process — namely, fusion. Therefore, in 
the general case, data fusion configurations depend on the types of sensors involved, the 
objectives of the target application, the overall configuration of the sensing system, and 
the level of information that fusion is performed at (data, feature, decision or temporal 
fusion) — while suggesting that room for injecting flexibility and self-improvement to 
the fusion apparatus also exists. Fayman et al. [23] examine ways of fusing different 
types of visual processes in order to enhance the robustness of active vision systems. 
The authors propose a simple voting fusion architecture for the cues generated by a set 
of low-level vision algorithms used for visual tracking (blob and edge tracking, image 
differencing and template matching), and suggest that the spatiotemporal integration 
and composition of visual processes also play an important role in making active vision
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systems more robust. Still, in both pieces of work, the notion of memory as a storage 
buffer is only superficially covered, as the focus is clearly towards information fusion 
for improving the decision-making process rather than intermediate data management.
In the work carried out by Wrede et al. [102] and Bauckhage et al. [5], an ‘active mem­
ory’ is proposed as a basis for fusing information from different modalities, and also 
for applying reasoning on the perceived data for the deployment of integrated recog­
nition systems. This model incorporates the basic apparatus to allow both intrinsic 
(tightly linked) and extrinsic (more loosely linked) processes to search and manipulate 
the stored data in any desirable manner. The authors cite ‘forgetting ’ as an example of 
an intrinsic memory process, while consistency validation (i.e. reasoning) is a typical 
case of an extrinsic process, thus suggesting that cognitive vision tasks can be seen 
as an interactive memory process. While it is clear that this memory architecture is 
quite flexible, it still operates on a single layer — as data added to it are expected to 
be higher-level feature and decision data, which should only be distinguished by their 
attributes. However, a complete memory architecture for use with a cognitive vision 
system following the biological systems’ paradigm will also require a lower-level visual 
data buffer to be present.
This, nonetheless, is a step forward from what most state-of-the-art systems apply — 
which is normally direct fusion and decision-making in the same step, as [17] seems 
to suggest. In this case, the system designers usually employ a set of low-level vision 
algorithms in order to extract features of interest from the input data, which are then 
directly manipulated by a reasoning scheme hypothesising about the perceived scene. 
The main characteristic that differentiates such systems is the reasoning tool used in 
each case. To date, most researchers have deployed Bayesian Networks to this end 
— this mainly stems from the fact that their representation in the form of graphical 
models allows the system designer to readily understand their strengths and applica­
tion scopes. Since graphical models provided researchers with a very powerful and 
extremely intuitive tool linking probabilistic models and graphical representations [69], 
new decision-making schemes based on the graphical model representation of differ­
ent types of inference mechanisms (allowing almost every kind of reasoning process 
humans can apply to understand their environment — from deduction to explaining
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away from a set of competing scenarios, which is very useful in the case of erroneous or 
incomplete data) were developed and widely used in practice. Most of these reasoning 
schemes were inspired by Hidden Markov Models [77], and were designed to extend 
their functionality in problems where either multiple input sequences had to be anal­
ysed simultaneously ([27], [82], [8]) or problems of hierarchical nature had to be tackled 
[24], while the problems of fusing different elementary decisions into a final one ([9]) or 
having to make a single decision using a set of observations which may not always be 
complete ([57]) were also studied.
Some examples of using Bayesian Networks (BNs) for data fusion include the work by 
Wachsmuth et al. [99] on fusing visual and speech information for scene understanding 
and interaction, based on the instructions given by speech data. Garg et al. [26] on 
multi-modal speaker detection and its application in Human-Computer Interface tasks. 
Tu et al. [96] use BNs for fusing data from multiple categorical domains in order to 
detect events or actions of high semantic importance for risk assessment situations, 
given a pre-processing of the raw input data by a bank of HMMs. Soyer et al. [87] 
have also used Bayesian reasoning (and also compared it to Dempster-Shafer evidential 
reasoning) in order to implement selective attention mechanisms for relatively simple 
shape recognition tasks within their proposed robot vision system. As selective visual 
attention is an important first step in injecting cognition into an active vision system 
(especially for use with robotic systems) the authors conclude that such mechanisms 
can greatly assist scene interpretation tasks.
Information fusion and reasoning within the Dempster-Shafer theory has also been 
proposed by many researchers, like [70] and [32]. The main reason for choosing the 
Dempster-Shafer evidential reasoning theory is the fact that it not only provides a 
measure of likelihood for a hypothesis given a set of observations, but also a measure 
of conflict between these observations. In [70], the utility of a system architecture that 
will decide how sensor fusion will be performed (as seen in [6]) is examined, whereas 
in [32] evidential reasoning is applied in the context of a remote sensing task — the 
merging of satellite maps with different resolutions (due to the different characteristics 
of various image acquisition systems used) into a single, high-resolution map.
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However, there have been other interesting approaches for simultaneous sensory data fu­
sion and decision-making as well — including the use of neural networks, self-organising 
maps (SOMs), particle filtering and fuzzy reasoning. For example, Kung and Hwang 
[54] have used Neural Networks in order to represent audiovisual information by ex­
tracting feature data along different content modalities and fusing them to create a 
system that performs all the basic tasks required for intelligent multimedia processing 
— segmentation, tracking, detection and recognition at a lower level, and multi-modal 
fusion and content indexing for higher-level content description.
Self-Organising Maps have been the choice of Triesch and von der Malsburg [94] for 
integrating visual cues like object shape, colour and motion continuity for a face track­
ing task, where events such as severe change of scene illumination, change of object’s 
direction and occlusions (either individually or combined) are introduced to examine 
the capability of the system to adapt to the new conditions. Marchesotti et al. [61] 
explore the use of context in a structured manner for implementing ambient intelligence 
systems. Initially, they define a context representation and extraction model, and use 
the extracted data to feed a Self-Organising Map, which then labels the events that 
occur in the observed sequence. This approach also implements a memory manager, 
which contains samples from the previous cognitive experience of the system (in a way 
similar to human long-term experience) and samples them to populate a short-term 
memory pool, from which hypotheses for currently observed events are formed.
Particle filters have been proposed for sensor fusion by Perez et al. [73], who employ 
them in a visual tracking task. The cues used are object colour, motion and (where 
applicable) the time delay of the sound captured by a pair of microphones, and the 
tracking results indicate that data fusion clearly improves the system’s tracking ability. 
Chen and Rui [12] tackle a real-time speaker tracking task and move one step further 
by introducing the concept of verifiers. In effect, a verifier is the control module of 
an individual tracker; while the tracker itself submits its results to the fusion engine 
for further processing, feedback from the latter regarding each tracker’s reliability is 
directed to its verifier — which has the power to re-calibrate, or even re-initialise, the 
tracker it is coupled with. For the given task, both audio (sound source localisation) 
and video (speaker contour and colour) tracker-verifier couplings are utilised; their
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outputs are subsequently fed into a particle filter for the combined speaker localisation 
-  tracker updating process.
3.2 A  M ulti-Layer M em ory System  for C ognitive V ision  
A pplications
In this section, the unified memory infrastructure used for all spatio-temporal processes 
relevant to a given cognition task where the observed process retains a reasonable conti­
nuity over time (i.e. does not appear or disappear very rapidly) is going to be presented. 
After that, we will show how the framework can be applied in a computer vision task 
where both storage of high-level conceptual results and the injection of cognitive capa­
bilities to a computer vision system are very much desired. By describing the memory 
structure that is required for the creation of a system capable of annotating off-air 
tennis match broadcasts application as an example application, the main concepts and 
building blocks that comprise a multi-layer memory system appropriate for enabling 
cognition in computer vision applications will be discussed and evaluated in the re­
mainder of this chapter.
3.2.1 Logical A rchitecture
Prom the discussion of the work presented in the literature, it can be inferred that a 
crucial component in implementing cognitive computer vision systems is the existence 
of a multi-layer, flexible memory architecture — enabling the management of its content 
to be dependent on the conceptual importance of the content itself, as well as facilitating 
information fusion for decision making at all levels, To achieve this, designing a memory 
system inspired by what has been witnessed in biological cognitive systems is clearly a 
very good starting point for enabling cognition in a computer vision system. The basic 
layout of the human cognition mechanism is illustrated in Figure 3.3.
Prom this diagram, it can be seen that cognition in humans utilises three levels of 
memory storage; a sensory information buffer, the short-term, working memory and 
the long-term memory. The sensory information buffer only handles the data for a
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Figure 3.3: The memory infrastructure and intrinsic processes that support human 
cognition.
very limited period of time (well below a second) and is used at the lowest level of 
human perception. While, in strict cognitive psychology terms, this buffer is classified as 
‘memory’, it only effectively serves as a delay mechanism, allowing multiple parts of the 
brain to process the input stimulus (audio or visual) in parallel for extracting potentially 
important low-level features — before both image (or sound) data and its low-level 
descriptions are transferred to the parts of the brain responsible for implementing 
higher levels of cognition. This mechanism only retains sensory data for a few tenths of 
a second; therefore, in the context of designing computer-based cognitive vision systems, 
this buffer is, in practice, equivalent to the memory space required for low-level vision 
algorithms to run, not the actual visual information repository required for cognition. 
The human brain contains two such memory sub-systems: an iconic memory, to manage
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visual perceptions; and an echoic memory, for handling auditory perceptions.
After all appropriate pre-processing tasks are performed on the input data, the ex­
tracted description features are stored in a short-term memory repository. Prom this 
stage on, human cognitive processes have full control of how feature information is 
going to be managed. In a typical recognition scenario, where the perception task 
is limited to interpreting these features into concepts rather than re-using them for 
learning new concepts from sensory input, the data stored in this part of the mem­
ory is typically available for only a few seconds after being generated. The purpose of 
this level of memory is to provide humans with an infrastructure in which basic ob­
ject/action recognition tasks can be performed; however, since basic recognition tasks 
are performed by the human visual system at this level, visual attention mechanisms 
are also present to ensure that the observed scene is of the highest interest to the sub­
ject. For such functionality to be enabled though, information between memory levels 
in the human cognitive infrastructure needs to be both propagated from the sensors to 
the cognitive centre and vice versa. Such a feed-forward/backward interaction loop is 
integral to the adaptability of cognitive vision systems to different environments, as 
well as learning new concepts from direct visual stimuli — however, in the latter case, 
memory contents at this level need to be transferred to the long-term episodic (auto­
biographical) memory for subsequent recall, while the respective labels for the learned 
concepts populate the long-term semantic memory.
For more complex activities though (such as merging a series of elementary actions 
in order to elicit a more compact conceptual description of the observed scene), a 
higher level of abstraction in describing the visual stimuli is required. To arrive to 
such concepts though, another level of memory storage is required; in this case, the 
memory contents are preserved over a relatively longer term, which can vary from a 
few seconds up to about a minute. In this level of abstraction, the memory contents 
and the ways in which they are related become much more application-specific than in 
lower levels; therefore, it is clear that providing a flexible framework for representing 
and fusing memory content is necessary at this stage. While populating the working 
memory, the extracted concepts are treated as hypotheses about what really happens 
within the observed scene; these hypotheses have to be combined with other equivalent
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ones (possibly originating from different sources or retrieved at different time scales) to 
be assessed as to whether they are representative of the actual scene content.
Finally, all hypotheses that are considered plausible within the context of the given 
scene are stored in the long-term memory of the system. At this level of abstraction, the 
memory repository is clearly application-specific — as its content is a tightly-structured 
set of high-level concepts concerning entities and their interactions, as captured in the 
observed scene. As this is the highest level of compactness achievable for perceptually 
describing the observations made, this description is retained for as long as the main 
cognitive system executive requires it — even permanently. The ability of biological 
cognitive vision systems to summarise a series of visual stimuli, which contain a huge 
amount of redundant information, into a very compact conceptual description with a 
minimal amount of information redundancy is a very attractive proposition, as it can 
lead to massive reductions in the space required for describing visual data, while also 
allowing for more intelligent querying over the data. Moreover, such systems are also 
able to reconstruct (ie. visualise) the original visual content in a reasonable manner, 
by combining the elicited conceptual description with the contents of the long-term 
episodic memory, where visual feature data is associated to known concepts — which is 
a very important functionality extension while operating within an environment where 
contextual constraints are available beforehand, as visualising plausible future scene 
configurations can lead to effective action planning in such systems.
Figure 3.4 shows the conceptual architecture of the proposed memory infrastructure 
for such applications. In this architecture, two levels of memory storage have been 
implemented — a short-term and a long-term component. The short-term memory 
component operates in a broadly equivalent manner to the short-term sensory and 
low-level working episodic memory present in the human brain, whereas the long-term 
component is functionally similar to the more abstract representations of elementary 
concepts generated in working memory and consolidated in the long-term memory. It 
can be seen that the both the short-term and long-term components have been further 
divided, each into two parts. The short-term memory consists of a frame buffer and a 
feature buffer. The frame buffer contains the raw image data captured by the image 
acquisition system, and only retains these images for a very limited amount of time,
44 Chapter 3. Memory for Cognitive Vision
Figure 3.4: Overview of the proposed memory architecture for tracking the evolution 
of sport video sequences.
thus acting in a similar manner to that of the human sensory memory buffer. The 
feature buffer is the part of the memory used by all low-level visual feature extraction 
algorithms to store their results, making them available for performing elementary 
object/action recognition tasks — thus, this part of the system is conceptually closer 
to the short-term memory of the human cognitive architecture.
The long-term memory component is subdivided into a hypothesis pool and a concept 
memory. The purpose of the hypothesis pool is to accumulate all plausible hypotheses 
about the presence of higher-level entities or concepts, as they are detected by low-level 
computer vision algorithms; therefore, its operation is equivalent to that of working
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memory within a biological cognitive system. Finally, the concept memory is where 
high-level concepts that have been verified after combining the elementary hypotheses 
stored in the hypothesis pool and applying the appropriate contextual constraints (given 
the cognitive task required) are stored. Since, at this stage of abstraction, the extracted 
concepts form a very tight description of the perceived scene and carry a very high level 
of plausibility, they are treated as factual data and stored as a long-term description 
of the visual stimuli, suitable for future reference.
Moreover, the inherent hierarchy present in cognitive tasks also suggests that, for in­
ferring abstract, high-level concepts from low-level visual feature data, some kind of 
layered structure needs to be present in order for information exchange between dif­
ferent categorical domains to take place. To this end, a top-level XML file, outlining 
the tasks undertaken by individual modules (and, thereby, annotating the interactions 
between them) is supplied; each module is registered within this collection, and all 
modules’ input data sources (that is, the modules required to provide data to it) are 
thoroughly described. Using this convention, the system can decide on its own whether 
a certain module needs to be executed for reasoning on a given scene, thus allowing for 
a significant saving in the computational power required for cognitive tasks if low-level 
vision algorithms have already been applied on a given scene. Moreover, and most 
importantly, this architecture allows the system to be quickly and easily re-configured 
for different cognitive vision tasks, provided that the modules relevant to the new cog­
nitive task incorporate an appropriate interface for communicating with the central 
memory manager. The modules interacting with the memory manager also need to 
provide information about the semantic level of content they are going to output to the 
memory. These levels of content fully correspond to the layers present in the proposed 
architecture, and providing this information further assists in organising the informa­
tion within the memory. An example schema for an XML system structure file is shown 
in Figure 3.5.
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<?xml v«r«ion»,,l»0,1?>
<zs: schema xalns:xB»nhttp: //vw.v3. org/2001/XMLSchema*'>
<xa:element name="system">
<xa:complexType»
<i a:sequence»
<xo: element ref «"module" minQccurs=,lOn maxQccurs^'unbounded"/» 
</xa¡sequence»
</xa:complexType»
</zs:element»
<xs: element name «"module"»
<xa:complexType»
<xatall>
<xa:element ref«"moduleName"/»
<xs:element ref="moduleType"/»
<xs:element ref«"moduleInputa"/>
</xs:all»
</xa:complexType»
</xa:element»
<xa: element name«t,moduletfame" type«"modliame"/»
<xsiaimpleType names^odllam«"»
<xa jrestriction baae«"xs i string1 >
<xs:enumeration value«“highLevel"/»
<xa: enumeration value«Mthr«eDCuea"/>
<xa:enumeration value«"BerveDat«ction'7>
<xe:enumeration value«"ballTracking"/»
<xs;enumerat ion value«"ballCandidate"/>
<xa;enumeration value«"ballPoreground"/»
<xa:enumeration value«"akipHomogs'1 /»
<xa¡enumeration value«"playerTrack"/»
<xa¡enumeration value="foreground"/>
<xa:enumeration value»"proj « ction"/»
<xa:enumeration value«"whiteLinea"/>
<xs:enumeration value='1mosaic,r/»
<xs: enumeration value«’1 shot Class" />
<xs¡ enumeration value«"hoaography"/>
<xs:enumeration value«"shotBoundary"/>
<xa:enumeration value«”frame"/>
</xa¡re atriction»
</xa¡aimpleType»
<xa:element name«"moduleType'1 type="modTypen/»
<xo:simp1«Type nam««"modType">
<xa¡restriction baBe«"xs¡string"»
<xb¡enumeration value«"visualInput"/>
<xs¡enumeration value«"featureGeneration"/»
<xo:enumeration value«"elementaryConceptDetaction"/»
<xa:enumeration value«"conceptValidation"/»
</xa:restriction»
</xa:aimpleType»
<xo:element name«"moduleInputB">
<xo:complexType»
<xa:sequence»
<xfl¡element ref«1,moduleIn" min0ccur8«"l" maxOccur8«"unbounded"/» 
</xs:sequence»
</xs:complexType»
</xs:element»
<xs: element name «"module In" type«"modliame"/>
</xa:schema»
Figure 3.5: XML Schema for cognitive system structuring, in the case of tennis video 
evolution tracking.
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3.2.2 M em ory C ontent O rganisation
Within the memory system itself, the input data must be suitably represented to allow 
for the implementation of reasoning capabilities by external processes. As arbitrary 
data structures for the input data must be efficiently handled, the required flexibility 
was injected into the proposed architecture by storing the memory data in the form of 
XML files. Each external process (for data acquisition, feature extraction or reasoning 
based on the perceived data) interacting with the memory system will provide its own 
XML schema for use with the data it produces and stores within the memory, so that 
other processes can access that data as well. An example schema for a process-related 
XML memory file is shown in Figure 3.6.
However, binary data (most notably, the input images themselves) need to be stored 
within the memory system as well; in such cases, the actual binary data are stored 
separately in files (for example, the actual image content is stored as a succession of 
frames outside the XML memory) and only references to the appropriate binary data 
files are inserted into the main XML memory files instead. Therefore, the complete 
memory system more closely resembles a repository, in which all feature and concept 
data (which are smaller in size and their structure can be more easily described using 
an XML schema) are stored directly inside the core XML memory, while each chunk 
of binary data produced is stored in a separate file. Linking those additional memory 
resources to the core XML-based memory is based on the time this binary data is 
produced. For example, input frames or image patches corresponding to player blobs 
are deemed to be produced at the same time that the frame was observed. On the 
other hand though, cases like the registration of the panoramic (mosaic) image of the 
court need to be handled differently, as it can be argued that the observation time for 
such images spans the duration of a video shot where play occurs; therefore, the image 
must be referenced for the entire duration of the shot. While this storage convention 
was followed in order to facilitate easier handling of binary data within the proposed 
memory system, the binary data itself is subject to the same memory processes all 
other data stored within the core XML memory system. Moreover, since handling 
raw visual data is more frequently encountered within the lower levels of memory and
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<?xnl verfliona“1.0“?>
<xs: achama xnlns:xaa"http: //ww.w3. org/2001/XMLSchema“>
<xo:element name=“£ramen>
<xa:cooplexType>
<xa:a«quanca>
<xa:element ref«“item" minQccura="0" m&xQccur&»nunbound«d“/> 
</xe:aequence>
</xa i cooplexType>
</xa:element>
<xa: element naoea"itera">
<xa:complexType>
<xa:all>
<xa:element ref«“time"/>
<xa:element ref»"data"/>
<xs:element re£-"image,,/>
</xs:all>
</xa i cooplexType>
</xa:element>
<xo: element namea"time">
<x□:complexTjpe>
<xa:attribute name="beg" typea,,xa:int" uae«,1required“/>
<xa:attribute name«"end" typea"xaiint" uaea"required"/>
<xn:attribute name«,,£rameraten typea"xs:int" U8ea"required"/> 
<xa: attribute name^'atart“ type=“xa: string“ usea"required"/>
</xo:complexType>
</xs:element>
<xai element namea“data">
<xs:complexType>
<xa:attribute name=MfieldInPrame" typea"xa:int" use=“required"/> 
<xa:attribute name="scan" type«“xa:i.nt“ UBea“raquired“/>
</xa:complexType>
</xe:element>
<xa:element name »“image “>
<xa:complexType>
<xa:attribute name»"name" typea"xBistring" uaea“required"/> 
<xa:attribute namea"£rame" typea"xa:string" usea"required"/> 
<xa:attribute namea"fileName" typea"xa:atring" uaea"requiredM/> 
</xa:complexType>
</xs:element>
</xa:achema>
(a) XML Schema for low-level feature data storage, where binary image data 
also need to be involved.
<frame > 
citem >
<time bega"0" end«"0" fraoeratea,,60" atarta“00:00:00:00" />
<data fieldInFramen"0" scana"l" />
<image name="frame" frame»“10 277 26 694" filellamea“0/£rame000000.png" /> 
</item>
</frame>
(b) Example XML output for the input frame reader, using the structure de­
scribed in the schema above.
Figure 3.6: XML Schema and example output for the proposed memory system. Similar 
schemas are also employed by other detection and reasoning modules.
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requires more space than all other data combined, this storage technique also allows for 
faster realisation of the forgetting processes more aggressively employed at the lower 
levels; since the images are only referenced within the XML memory files, removing the 
references from the XML files is a very fast method for removing binary data from the 
memory repository. Then, the binary files themselves can also be deleted accordingly.
The remaining data within the memory (features, elementary percepts and consolidated 
concepts) are represented using a set of observation Directed Acyclic Graphs (oDAG’s), 
where each oDAG refers to a single categorical domain. This choice has been made 
mainly due to the fact that the temporal link between the oDAG’s is prevalent in cog­
nitive vision tasks, as the evolution of the scene itself is, as a concept, synonymous 
with the discovery of relations and interactions among its entities in the temporal do­
main. Another compelling reason is the ease with which the data within an oDAG 
can be manipulated for implementing reasoning in such systems. Traversing the graph 
provides access to the input observations; if adding further data is required, adding 
sub-graphs at that point for inserting the data (in terms of storing data within an 
XML document, that would translate into adding further attributes for extended data 
storage) is possible — whereas, if an observation is proven wrong, it can be modified 
within the current traversal of the graph, or even removed by simply pruning the graph 
(ie. removing the attributes that contain erroneous data) at that point. Therefore, 
such a structure provides both a natural and efficient way of handling data within the 
same categorical domain. This structure will also be very helpful in attempting to infer 
higher-level concepts from input data, as observation chains can be easily manipulated 
by tools such as Hidden Markov Models for learning and discovering underlying con­
cepts from this data. However, the additional requirement of being able to use data 
from any categorical domain to facilitate reasoning at any level of visual processing has 
led to the development of a unified Bayesian framework for reasoning at any semantic 
level. This framework will be thoroughly discussed in the following chapter, and has 
been deployed in this work for discovering the evolution of the observed scene. This 
framework not only exploits data directly related to the given reasoning task, but also 
exploits contextual information for the given reasoning task.
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3.3 Sum m ary
In this chapter, a unified active memory infrastructure that can be used for all spatio- 
temporal processes pertaining to a given cognition task has been presented. The pro­
posed memory infrastructure effectively addresses a number of issues that are critical in 
enabling a computer vision apparatus to be enhanced via the introduction of extended 
cognitive capabilities. The system is built around a central executive that manages an 
XML-based data repository for storing visual feature data and hypotheses about the 
evolution of an observed scene, while the image data are loosely linked to this reposi­
tory in the interest of repository size and data retrieval speed. The central executive 
coordinates all interaction between the data processing modules of a cognitive vision 
system and its repository, while also implementing intrinsic memory processes, such as 
forgetting. An example of its layout, taken in the context of a sport video annotation 
task, has also been presented -— showing the efficiency and flexibility of the overall 
memory system.
Chapter 4
A Unified Bayesian Fram ew ork 
for R easoning in C ontext
While the presence of a flexible yet reliable memory architecture is crucial to injecting 
cognitive capabilities into a computer vision system, it is clear that an equally flexi­
ble and robust apparatus for reasoning is always going to be the cornerstone of such 
systems. In this chapter, after reviewing the relevant work in the literature, we will 
develop a framework for reasoning in context at any level of abstraction present in the 
input data. The reasoning framework proposed in this work is cast in the Bayesian 
framework of evidential reasoning, and will be developed and extensively elaborated 
in this chapter. The use of both the memory structure presented in Chapter 3 and 
the reasoning engine will enable us to develop cognitive vision systems with extended 
reasoning capabilities — an example application where this coupled active memory /  
contextual reasoning framework can be applied to boost the performance of a computer 
vision system is going to be illustrated in Chapter 5.
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4.1 Action Recognition and Visual Evolution Tracking: A 
Review
Developing cognitive vision systems with extended reasoning capabilities is nowadays 
a very active research topic. The underlying techniques to inject cognitive capabili­
ties in machine vision systems (which include Hidden Markov Models [77] or Bayesian 
Networks [60], single classifiers such as Support Vector Machines [97] used in [30], or 
ensembles of classifiers like in [105]) have been extensively evaluated in low-level recog­
nition tasks, where the structural decomposition of observations is relatively simple. 
However, they have not yet been as thoroughly evaluated in the case of complex cog­
nitive vision tasks — ones that require not only object/action recognition or tracking 
important visual content, but also the ability to validate the consistency of previous 
decisions with respect to the current state of the observed scene, and possibly plan for 
further future action. The main reasons for this lack of evaluation in more complex 
situations are the following:
• All reasoning methods mentioned above had to be initially evaluated in simpler 
contexts before they could be confidently considered in more complex application 
domains.
• The recent advent of digital multimedia storage and the quantity of video data 
produced nowadays accentuate the need for high-level machine cognitive vision 
to alleviate (as much as possible) the dependence on human involvement in areas 
such as surveillance or video annotation.
In this section, we will review the work carried out in these areas, with respect to both 
the reasoning tools used in each case and the application domains in which they have 
been deployed.
4.1.1 P robabilistic  R easoning Tools
While a substantial amount of work has been carried out in developing techniques 
allowing the creation of decision-making systems based on graphical models, one of the
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most important pieces of work has been the introduction of Hidden Markov Models 
(HMMs) [77]. HMMs can be seen as doubly stochastic processes where only one of 
the processes is observable; the underlying process (that of the system sta tes) cannot 
be observed, but only inferred through existing observations. Despite being a quite 
simple model, the HMM proved an effective classifier used in a broad spectrum of 
applications. Nonetheless, it has been extensively extended and improved, and a large 
number of variants to it have been proposed in recent years. Among the most frequently 
used extensions one would include:
• Factorial HMMs by Ghahramani [27], handling state representations as a state 
vector, ie. a collection of N  state variables rather than a single state label. 
By constraining each state sequence to only be affected by itself, this model can 
essentially be viewed as the concatenation of N  HMMs into one complex model, 
where the observed sequence for all N  sub-models is identical.
• Linked HMMs [82], handling synchronous state sequences and the joint proba­
bilities between the states of each sequence; that, is equivalent to the Cartesian 
product of the constituent HMMs, with a bias probability attached to each joint 
state — and extends the Factorial HMMs by introducing interactivity among the 
hidden processes.
• Coupled HMMs by Brand [8], extending the link between state processes (intro­
duced in Linked HMMs) so that inter-process influences can extend over different 
time slices as well. As this allows the representation of more complex interactions 
among the hidden processes, it is an important functionality extension over the 
Linked HMMs.
• Products of Hidden Markov Models (PoHMMs) [9], where a combination of 
HMMs is used to create a distributed state from a single set of observations, 
based on a ‘Product of Experts’ paradigm to fuse the constituent HMMs. Thus, 
modelling multiple relations (both in type and range of structure) within the same 
data set is possible — and multiple types of observations can be exploited.
• Hierarchical HMMs [24], to apply HMM-based reasoning to problems of a hier­
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archical nature. In this case, one observation process is used to infer an initial 
state process. The latter, in turn, is considered as the observation for another 
state process on top of it, and so on.
• Observation-Decomposed HMMs (ODHMMs) [57], to apply HMM-based reason­
ing with a potentially incom plete observation set for a given time slice. Essentially, 
this approach only differs from the traditional HMM in that ODHMMs allow for 
the interpretation of actions involving more than one semantic entity, and thus 
have to also operate adequately even when a number of agents involved in the 
activity do not provide any observation information at a given time.
• Hidden Markov Decision Trees (HMDTs) [40], to extend the ability to make 
decisions in a hierarchical manner that is offered by standard decision trees. The 
main idea is to incorporate Markovian dynamics into the decision tree model — 
that is, to include the decisions (for the same level) made in the previous time 
slice when making a decision based on current data.
An extensive analysis of the mathematical background for these HMM-based reasoning 
structures can be found in Appendix A.
Inference in these models is always tractable — whereas, in general, parameter estima­
tion is not always so. This fact, along with the models’ ability to address issues crucial 
in building reasoning systems, such as information hierarchy or fusion, are the main 
reasons why they have been extensively employed for implementing complex reasoning 
engines. Moreover, their representation in form of graphical models allows system de­
signers to easily understand their strengths and application scopes. However, all these 
models exhibit a very important weakness — the structure of the graph that they can 
perform reasoning on cannot be altered. Given that the adaptability of the reasoning 
engine to the structural requirements of a given problem is clearly a key requirement 
for developing a generic reasoning apparatus appropriate for use with a cognitive vision 
system, all the models discussed above are n ot appropriate for building such a reasoning 
apparatus.
To counter this weakness, and since graphical models provide researchers with a very 
powerful and extremely intuitive tool linking probabilistic models and graphical repre­
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sentations [69], a number of researchers developed new decision-making schemes based 
on the graphical model representation of different types of inference mechanisms widely 
used in practice. These schemes are collectively known as B ayesian  N etw orks (BNs), 
and allow almost any kind of reasoning process humans can apply to understand their 
environment — from deduction to explaining away from a set of competing scenarios, 
which is very useful in the case of erroneous or incomplete data. However, it has been 
proven that in the general case, both exact inference [15] and approximate inference 
are NP-hard in such models, rendering their direct use impracticable. Nonetheless, if 
some restrictions to the network structure itself are enforced, it has been shown that 
approximate inference methods are very useful [68, 67, 7, 84], allowing the use of BNs 
in real-world applications. Still, the requirement for altering the network structure to 
something ‘similar’ to the original is very much a trial-and-error process to be carried 
out by human experts in the application domain the system will be deployed at — and, 
definitely, this practice is not acceptable for a fully automatic, adaptable cognitive 
vision system either.
4.1.2 O ther R easoning Tools
Clearly, probability theory is n ot the only means of developing reasoning tools. A 
relatively newer technique is that of Support Vector Machines (SVMs) [97], where 
the main idea is to create a linear classifier that maximises the margin between the 
classification boundary and the observed samples of the classes to be separated. While 
a linear classifier cannot be effective in all cases, SVMs can take advantage of the 
fact that, while it may be difficult to express the classification boundaries in form 
of a hyperplane on the original data space, appropriately projecting the data to a 
higher-dimensional space may well allow us to find such a boundary hyperplane. If 
even this approach fails, a simple ‘kernel trick’ allows the introduction of non-linear 
classification boundaries as well. However, the fact that SVMs are tools that require 
supervised learning and are designed to handle two-class models only (although the 
emergence of Relevance Vector Machines [91] that use probabilistic linear models has 
partly alleviated this limitation) prevent them from being used in applications that 
require automatic adaptation of the reasoning engine decision strategy and parameters
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to the given problem — which is the case in cognitive vision systems. However, if we 
are presented with a challenging two-class problem, SVMs are a very useful tool for 
solving it — as we will see in our example application in the next chapter. Another 
approach is that of Neural Networks. Again, supervised training is required; worse still, 
neural networks (unlike SVMs, for example) do not deterministically converge to the 
same solution for a given problem and training set. Therefore, they are not suited 
for forming the basis of a cognitive vision system either. The same applies to tools 
like the Dempster-Shafer theory for evidential reasoning [18]— expressing the required 
quantities for applying reasoning in non-trivial examples is problematic.
4.2 A Unified Bayesian Framework for Reasoning in Con­
text
From the foregoing discussion, there are two very important aspects of a cognitive 
vision system that are missing from all the systems discussed:
• The system’s ability to adapt to different types of context and levels of interpre­
tation — that is, to create a reasoning framework that can be applied to low-level 
image features as well as higher-level predicates, without restriction on the kind 
of scene observed. That will allow for the creation of cognitive systems of arbi­
trary complexity and hierarchy, since the main building block for any level of the 
reasoning process is the same.
• The ability to create cognitive systems of arbitrary structure and complexity will 
allow the system to learn and use context that is more specific to the required 
application, thus adding further conceptual validation to all the correct results 
that come out of a non-contextual interpretation process, while ‘penalising’ the 
incorrect ones. This capability will also lead to the more efficient use of context 
over a broad spectrum of target applications — as, within a complex cognitive 
vision system, each subsystem will be able to identify and learn the context it 
needs for itself to perform better.
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In this section, we propose a unified framework for all spatio-temporal processes relevant 
to a given cognition task where the observed process retains a reasonable continuity over 
time (i.e. does not appear or disappear very rapidly). To develop such a framework, 
an appropriate mathematical notation needs to be introduced. Let t>f, i =  1,. . . , Nf 
be a set of video objects to be interpreted at time t. The nature of these objects will 
depend on the interpretation task and the level of video content representation — at 
the lowest level they may be pixels, whereas at higher levels they may be regions, groups 
of regions, or visual events.
For developing such a framework, we firstly have to consider the spatio-temporal ar­
rangement of the observed objects. This will allow us to decide the kind of structure 
that offers the most natural representation of the scene interpretation problem. Fig­
ure 4.1 graphically illustrates how the objects of interest are typically arranged within 
the observed scene, and demonstrates how they are linked each other (in both the 
spatial and temporal domain) and with themselves (along the temporal axis).
Figure 4.1: Spatio-temporal context in an image sequence. Detected features (denoted 
as circles) are connected to each other (thick lines) to form a graph in the spatial 
domain. Temporal relationships for matching features across different frames (or fields) 
are denoted by thin, arrowed lines, thus extending the graph into the temporal domain 
as well. When either spatial or temporal context does not exist, graphs are simplified 
by removing feature connections appropriately.
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Therefore, we can see that the inherent spatial relation of these objects is best repre­
sented as an attributed relational graph (ARG)
G* =  ( V t , E t , X t , B t )
In this graph:
• V* is a set of vertices constituted by objects v\.
• E i is the set of links e \p i  =  1,. . . ,  iV*, jeOTi connecting object v\ with every vj 
neighbouring to v j. Th defines the index set of neighbours to node i within a 
particular neighbourhood system. At the lowest level, the neighbourhood system 
may be a 2D lattice; at higher levels, the neighbourhood system may be a general, 
fully connected graph.
• X 1 denotes unary information characterising the graph nodes, i.e.
X ‘ =  {xi|* =  l , . . . , i V ( }
• B* denotes the binary relation information between any relevant pair of graph 
nodes, i.e.
B* =  {bg|< =  l , . . . , J V t, jVflti}
where Xj is a vector of unary attributes relating to node i and by is a vector of 
binary relations between objects i and j .
Of course, in order for this representation to be useful for associating visual data in 
practice, one has to assume that the observed change in video content is relatively 
gradual over time; for example, if there is an abrupt change of camera viewpoint in 
the video (for example, a shot cut like those in broadcast video sequences), the ARGs 
of the frame before the shot change is going to be completely different to that of the 
frame after the change — therefore, any attempt to find correspondences between these 
graphs is bound to fail. While even the failure to find any correspondences between 
consecutive graphs can be viewed as useful evidence within a cognitive vision system
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(as they could indicate a change of viewpoint or the abrupt introduction of new content 
into the observed scene), such cases are not covered within the scope of this analysis.
Clearly, each object is assumed to have a unique identity. This is determined by its 
intrinsic properties (such as its shape, colour and texture) and extrinsic properties 
(such as its pose, position and motion) that are the basis for its symbolic grounding. 
The measurement of these properties is generally expected to be subject to the sensor 
transfer function and imaging transformation applied by the sensor during the visual 
data acquisition process. Let us denote the identity of object vf by Of. Then, the 
problem of video interpretation can be formulated as one of finding the most probable 
labelling Of — ujgt of objects vf, i =  1, . . . ,  N t, given the measurement information 
conveyed by the attributed relational graphs at all time frames up to time t as well 
as the interpretation of all the objects in the previous frames. Adopting a shorthand 
notation ©4 = {0\, . . . ,  0tNk) as a label set and Q,1 — (ojgt, . . . ,  ) as the set of specific
identities assumed by labels in 0*, the interpretation problem can be stated as follows:
Note that, by applying the Bayes formula in (4.1), the a posteriori probability can be 
expressed as
Furthermore, if we attempt to separate the observed graph measurements from the label 
sets associated with them by simply applying the product rule, (4.2) can be rearranged 
as follows:
assign vf a # , \ / i  if* ■
p(ef =  ne.|G*,. . . ,  , e1) =
= maxn P(0! =  0|G‘ , . . . ,  G1, 0 t_1, . . . ,  0 1)
(4.1)
p(ei = o|G*,...,G1,©i~1, . . . , e 1) =
_ p (g ‘ , . . . ,  o 1, e«-1, . . . ,  e 1!©* =  n )p (e * =  n) (4.2)
A
P(0* =  Q \G \ . . . ,  G1, e*“ 1, . . . ,  0 1) =
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= -p(g‘, ■ • •, g 1^ 1 = «, e1- 1,.... = n, e*-1.......e1)
J2 p (&, ■ ■ ■, g1!©* = a, e*-1,..., e 'jpfe* = a, e‘- \ ..., e1)
A
Equation (4.3) demonstrates that the contextual interpretation of the objects at time 
instant t  is a function of the likelihood of observing measurements G l , G4-1, . . . ,  G 1 
given jointly the hypothesis O, as well as the interpretation of the objects in the past 
frames, and the prior probability of the interpretation up to time t.
At this point, given that we have assumed that the video sequence does not change 
very rapidly, it is possible to represent both the measurement and labelling processes as 
Markovian processes. Therefore, in both cases, we accept that the past history of each 
process is fully captured by the measurements and labels at the previous time frame. 
Under this assumption, which is valid in most real-world scenarios, we can expand (4.3) 
as
p ( e t =  n \ G \ . . . ,  g \  e * -1, . . . ,  e 1) =  
p(G f [Gf- 1,e t =  ^ , e t~1)p (e f =  ^ je f- 1)p(Gi1|e1)P (e 1)
~~ • • •, g 1 je* =  a, e * -1, . . . ,  0 ^ ( 0 * =  a, 0 *-1, . . . ,  0 1) x
A
t- 2
x Y [  P(Gi_A:|Gi_fc_1, 0*-*, (4.4)
jfc=l
Moreover, at this point, we note that the denominator in (4.3) is independent of the 
labelling fi —• therefore, it will not affect the decision making process. This allows us
to ignore this term in practice, thus simplifying (4.3) in the following manner:
P(0* = filG4, . . . ,  G 1, 0 i“ \ . . . ,  0 1) = xnorm
x P { G t \Gt~1i e t =  =  ftj©^1) x
xPi©4“1!^4“ 1, . . . ,  G \  ©i~2, . . . ,  0 1) (4.5)
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In the case one would like to learn such an attributed relational graph from annotated 
video data, there are two levels at which this can be done:
• Node level — that is, generating ground truth data of each node vj separately 
and annotating the correspondence of each pair of nodes v|+1,vj+1 and their 
respective edge connectivity ejj, e f f1 in the consecutive graphs. At the lowest 
level, that would entail the matching of individual pixels that correspond within 
successive video frames — while, at higher levels, these graphs would be pruned to 
depict the appearance of objects or events in the scene. Even though this mapping 
is very accurate, the amount of annotation and human supervision it entails in 
standard cognitive vision tasks (where a graph consisting of tens, even hundreds 
of nodes per frame may appear) renders it very expensive for such uses. However, 
if this method is selected and the probabilities of hypotheses are assumed to be 
Gaussian, all the required parameters in the graph can be estimated by applying a 
variational Expectation Maximisation (EM) scheme with respect to the training 
data. However, since the model will generally use mixtures to model nodes in 
the graph, an exact solution for the problem is intractable. Even when mixtures 
are not used, the complexity of an exact calculation would, in practice, render 
the approach infeasible. As a compromise, the Expectation step will use Loopy 
Belief Propagation to approximate the probabilities for the hypotheses, and the 
Maximisation step will maximise the lower bound on the probabilities for the 
training set.
• Graph level — that is, only indicating the existence of correspondences between 
the graphs at consecutive time instances, rather than thoroughly annotating 
them. In this case, the human supervision required in annotating is significantly 
reduced, as well as the time and volume of the data set required for learning the 
graph — as this is a purely structural method for matching corresponding graphs. 
This is a much more convenient option for learning such graphs, as it enables us 
to apply the paradigm to more complex applications as well, while also reflecting 
the fact that most context-aware decision-making schemes are inherently hierar­
chical. Anyway, depending on the nature of a given application, a cognitive vision
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system designer may implement parts of the main scene graph using simpler or 
more efficient methods in that domain. In such cases, learning the graph will be 
done in the way described before; but while the Maximisation step will remain 
exactly the same as described previously, the Expectation step will already have 
been addressed by the outputs of the constituent subsystems.
4.3 Interpretation of the Proposed Framework
As we have seen in (4.5), the Bayesian theory allows us to create a flexible framework 
that realises spatial contextual reasoning (and elicits contextual information at all levels 
of processing) under temporal consistency constraints within a generic graph structure 
by formulating an objective function of attributed relational graph matching. If there is 
no temporal context (for example, when performing camera calibration in our system) 
the problem reduces to a standard graph matching one [13, 52, 59]. Conversely, if the 
only context is temporal, standard Kalman [44] or particle filter [37] techniques, or 
Hidden Markov models [77] can be employed. In the context of a computer vision task, 
the three main terms in (4.5) have the following practical meaning:
• P(Gt\Gt~1,Qt — O, 0 i_1) is the likelihood function of observing the current 
graph, given the previous graph and current and previous labellings. In the 
context of a visual tracking task, it is the likelihood of observing the present set 
of features (or blobs, or conceptual entities), given the one discovered in the pre­
vious frame of the observed video sequence, and the respective scene labellings. 
Given that feature points /  blobs /  concepts and their immediate spatial neigh­
bourhoods are considered to be independent from one another, this term can be 
viewed as the product of the likelihoods of feature observations and their respec­
tive labels, given the previous ones. Given that, under normal circumstances, the 
probability of assigning the same labels to a currently observed image feature and 
a previously observed one decays rapidly as the distance between this feature and 
its counterpart in the previous frame increases, For example, if a slow-moving 
pan/tilt/zoom camera is assumed to capture the data, we can conjecture that
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binary relations between features in successive fields (such as distances between 
pairs of scene points) are roughly preserved — therefore, features that correspond 
to the same label in successive frames are considered to move as an ensemble. In 
practice, and because this term fully captures the one-step Markovian transition 
between observations and labellings at the current time stamp, it is the most 
important term in the overall reasoning process.
• P(Qt =  0|© i_1) denotes the transition probability for the label sets in the current 
graph, given the previous assignment. Essentially, this term acts as the probabil­
ity measure that embodies a scene evolution model. This term allows the use of 
a priori knowledge for the definition of constraints for correspondences between 
features/concepts and labels in the observed scene. For example, if the scene is 
captured using a very slow pan/tilt/zoom camera motion, this term would allow 
us to constrain the range of motion for features in consecutive frames.
• P(©i-1 |(?i_1, . . . ,  G1, 0 i-2, . . . ,  0 1) represents the history of observed scene graphs 
and their respective labellings. This can be useful if a more elaborate scene evo­
lution model is employed, in order to establish more complex spatiotemporal 
context patterns by using a more complete mapping history of previous frames. 
However, when a simple memoryless or one-step Markov process is adequate for 
modelling the evolution of the scene, the influence of this term is not crucial. 
However, even in this case, this term is used in practice to develop a more accu­
rate scene description model and prevent any small matching errors introduced in 
the graph matching process from accumulating over time. The influence of this 
term is reflected by the use of template update mechanisms and more general 
bundle adjustment techniques in many computer vision applications — especially 
where tracking is involved. Such methods are employed to further improve the 
probability estimates over the full set of fields, rather than simply optimising the 
correspondences between successive frames — and essentially act as maximisation 
algorithms for this term.
64 Chapter 4. Reasoning Apparatus
4 .4  Conclusions
In this chapter, we have explored techniques that will allow us to integrate contextual 
information for reasoning at any level of data abstraction in problems of arbitrary 
structure. As, in its most general definition, context is conveyed in any type of spatio- 
temporal relation between objects/actions observed in the captured scene, the objective 
is essentially to create a reasoning apparatus that can efficiently map such relations 
over any configuration the reasoning problem may exhibit. A review of the relevant 
literature on reasoning schemes has shown that no such framework has been proposed 
so far; however, we have discovered that the Bayesian theory can provide a platform 
based on which such a framework can be developed. Based on these observations, a 
unified Bayesian framework for evidential reasoning that will generate hypotheses and 
validate their consistency based on current and future observations has been presented. 
It must be stressed that the proposed reasoning framework is both reliable and readily 
adaptable to a wide range of cognitive tasks that require analysis at a number of 
different semantic levels, as it will be proven in the example application of tennis video 
analysis and annotation presented in Chapter 5.
Chapter 5
A Complete Cognitive Vision 
System for Annotating Tennis 
Video Sequences: 
Implementation and Results
In this chapter, we will examine how the concepts presented in the previous two chapters 
can be used in tandem as a basis for developing cognitive vision systems. To this end, 
an application requiring both object and action recognition at a lower level, coupled 
with a more high-level analysis of abstract concepts derived from those elementary 
observations needs to be developed — this application is going to be the automatic 
annotation of videos showing tennis matches, as they are captured from off-the-air 
broadcasts.
In order to make this discussion easier, we will initially present some basic concepts 
about the game of tennis, and will explain how these concepts are reflected in the 
tennis video annotation system presented in the remainder of this chapter. A brief 
explanation of these concepts, as described in the rules of the game [35] is required 
in order to identify the conceptually important incidents within the game, and thus 
justify our overall approach in this specific example application.
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First of all, we will discuss the temporal structure of the game; this is governed by the 
match score line. Therefore, we will first discuss the scoring scheme used in tennis in 
Section 5.1 — which becomes even more important within the scope of the proposed 
application, as it focuses on keeping the score line of the overall match. In Section 5.2, 
we will present the manner in which it can be interpreted within the proposed frame­
work of a coupled reasoning/memory process, and, in Section 5.3, we will demonstrate 
how this interpretation has been implemented into a cognitive vision system — while 
also clarifying some application-specific issues that arose in this phase. The results of 
applying this system are presented as well, and discussed in the following chapter.
5.1 The scoring scheme in tennis
The scoring scheme in tennis is shown in Figure 5.1.
Therefore, we can see that score keeping in tennis has a hierarchical element — with 
points being awarded at the lowest level, then games, then sets and, finally, the match. 
It is also clear that there is no temporal constraint to the length of the game.
Points Starting at the lowest level, the most common cases in which a player to lose 
a point to his/her opponent are the following:
• The player serves two consecutive faults — this will be explained below.
• The player does not return the ball before it bounces twice inside his/her side of 
the court.
• The player does not return the ball before it bounces inside his/her side of the 
court and hits a permanent fixture after the bounce.
• The player returns the ball so that it bounces outside the opponent’s half court.
• The player returns the ball so that it hits a permanent fixture before it bounces.
All the other possibilities (which occur extremely rarely in practice) are outlined in [35]. 
A view of the tennis court is given in Figure B.l — one player plays at the top half of
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Figure 5.1: Score keeping in a tennis match. Tennis matches are decided as best-of-five 
(in men’s competitions) or best-of-three (for all other cases) set competitions between 
the players.
Each set is won when a player wins 6 games and leads by a margin of at least 2 —
otherwise, 7 games are required. If the score in a set is 6 -----6, a tie-break game is
usually played. At the end of a set, game scores are reset.
Each game is won when a player scores at least 4 points, while retaining a margin of 
at least 2 points from his/her opponent. At the end of a game, point scores are reset.
the court, while another plays at the bottom. Permanent fixtures are objects located 
outside of the court, such as walls, fences etc. Once the ball touches a permanent fixture, 
it is deemed to be out of play, and a point is awarded appropriately. A graphical model 
illustrating the evolution of a point in time can be seen in Figure 5.2.
Games For games, the following possibilities exist:
• Standard Game Points are scored as follows:
— No point — ‘Love ’
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Figure 5.2: Model for awarding a point in a tennis match
— One point — ‘15’
— Two points — ‘30’
— Three points — ‘40’. This does not hold when the opponent has also scored 
three points; in this case, as well as if each player has scored an equal number 
of points from this stage on, a ‘Deuce ’ is called. If a ‘Deuce ’ has been called 
in the game, the scoring scheme changes from this point on; the next point 
scored is called ‘Advantage’ to the scoring player, indicating that, if the same 
player wins the following point, he/she wins the game (gets a ‘Game’ call). 
If the player loses the point though, the score goes back to ‘Deuce’.
— Four points — ‘Game’. This concludes the game in favour of the scoring 
player.
This evolution model can be graphically depicted as shown in Figure 5.3.
• Tie-break gam e In tie-break games, the scoring is simply the point count for 
each player ( ‘Zero’, ‘One’, ‘Two’ etc.). To within the game, a player must:
— Win a minimum of 7 points.
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Figure 5.3: State model for score keeping during a game in tennis. The score is noted 
as <Server>  — <R eceiver>  and is interpreted as follows: 0* -  0 points
(also called ‘Love’ in tennis); 1* -  15 points; 2* -  30 points; 3* -  40 points; 4* -  
Advantage point; 5* -  Game point
70 Chapter 5. Tennis Video Annotation: Implementation and Results
— Lead his/her opponent by a minimum of 2 points in the game.
Tie-break games are typically used to resolve sets (see below when tie-break games 
are used).
Sets For sets, the scoring is simply the game count for each player. To resolve a set 
win the game, the following possibilities exist:
• Advantage Set In this case, the player must:
— Win a minimum of 6 games.
— Lead his/her opponent by a minimum of 2 games in the set.
This scenario is very rarely used in practice, especially in top-level competition.
• Tie-break Set In this case, the player must:
— Win a minimum of 6 games.
— Lead his/her opponent by a minimum of 2 games in the set.
If the set score reaches at 5 — 5, winning the next two games also clinches the set 
for the player who wins them with a 7 — 5 score line; however, if the score reaches 
6 — 6, a tie-break game is played to decide the winner of the set.
The Match For the match, the scoring is the set count for each player. Matches 
may be played as 'Best-of-3’ (i.e. two sets required to win, maximum of 3 sets) or 
‘Best-of-5’ (i.e. three sets required to win, maximum of 5 sets) contests.
Other scoring schemes are also found in the rules, but not normally used in competition.
5.2 T he Tennis E volution Tracking T estbed
5.2.1 Problem  description
As we can see from the rules of tennis, this application requires the detection, track­
ing and recognition of all actions involving the players and the tennis ball. Since the
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surrounding environment (the tennis court) also plays an important role in the inter­
pretation of the actions witnessed in the scene, this needs to be annotated as well. 
Therefore, a foreground/background separation process is required to extract both the 
tennis court (as the background) and the players/ball (as the foreground). On the back­
ground, the tennis court needs to be detected, so that we can localise all objects/events 
efficiently — while, on the foreground objects, tracking techniques are employed for fol­
lowing the players and the ball. Then, based on the extracted information from these 
processes, events regarding the tennis match can be detected; the detection results can 
then be combined to form a description of the tennis action that has taken place, and 
its interpretation according to the rules, therefore, the following tasks are required in 
order to develop our tennis video analysis test bed:
• foreground /  background separation
• tennis court detection
• player tracking
• tennis ball tracking
• event detection
• high-level syntactic analysis
These tasks appear to be very different from one another; thus the use of a single 
approach to tackle all these problems in the same manner does not seem to be the opti­
mal solution to the problem. However, it will be demonstrated here that the combined 
contextual reasoning /  active memory framework proposed is capable of talcing into 
account the spatio-temporal constraints pertinent to each process and addressing them 
quite successfully, as it can essentially be viewed as a more generalised expression of 
domain-specific (but also well-documented) methods discussed in the literature. In the 
remainder of this section, we will see how the framework has been further developed to 
adapt to each of these tasks.
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5.2 .2  A p plication  o f th e  reasoning fram ework to  application-specific  
tasks
In this section, we will examine how the spatio-temporal Bayesian reasoning embodied 
by (4.5) has been further developed to adapt to a wide range of video interpretation 
tasks at various levels, thus becoming a unifying framework for combining evidence 
in such applications. In our tennis video analysis test bed these tasks are foreground 
/  background separation, tennis court detection, player tracking, tennis ball tracking, 
event detection and high-level syntactic analysis.
One of the basic elements in the proposed tennis annotation system is the separation of 
the foreground from the background in each frame (or field, if the video is interlaced) 
of the input sequence. Since we require both the foreground objects (in principle, the 
players and the ball) and the background scene (which should be a part of the tennis 
court), a mosaicking approach [25, 36, 85] is going to be the most appropriate for 
both retrieving a full view of the tennis court and registering the motion of all objects 
(players and ball) onto it at the same time. For this process, it is possible to draw a 
parallel from this process to the framework proposed previously if we make the following 
considerations:
• The image is expressed as a grid-like graph, which we transform so that it only 
contains the nodes (ie. pixels) which exhibit a certain property value that exceeds 
a given threshold. In this case, the property is the likelihood of a pixel to be a 
corner in the image; therefore, the graph is pruned into a corner pixel map.
• The pixel positions are node features and, hence, the homography can be ex­
pressed as a ‘warping’ function that will match one graph (ie. one frame) into 
the next.
• The matching probability between successive frames is going to be a monoton- 
ically decreasing function of the total correspondence error for a given ‘match’. 
Therefore, the correspondence error can be effectively viewed as a measure of 
dissimilarity between the two graphs.
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(a) Starting position
(b) Slight movement to one side
(c) Fast movement to the other side
Figure 5.4: Scene grid, locations of important corners and their evolution in time. The 
grid is relatively coarse for illustration purposes. Note that detected corners on the 
grid move roughly as an ensemble.
In this case, the mosaicking algorithm directly maps into the framework proposed in 
Chapter 4. Similarly, if the ‘graph matching’ procedure as described here fails, one 
can safely assume that this failure stems from a genuine change in video content — 
therefore, it would be helpful if the video annotation system had the capability to keep 
the contextual information retrieved from the video sequence thus far in some kind of 
‘memory’. That would not only allow for processing to be resumed if we return to the 
same context at some later point, but would also enable further high-level processing 
and fusion of seemingly different pieces of visual information across different scenes 
based on the context they both convey.
In a similar manner, the court, player and ball tracking modules can also be considered
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as graph matching applications. In such cases, as it has already been mentioned, the 
reasoning framework can be simplified as follows:
• For tennis court detection, a model graph to match against a given scene is readily 
available, as the court shape and dimensions are clearly specified in tennis rule 
books. The objective of this step is to allow us to localise events inside the court 
using the court geometry outlined in the rules — which, in turn, simplifies spatial 
reasoning. An example of this operation is illustrated in Figure 5.5.
(b) (c)
Figure 5.5: Re-scaling the observed tennis court back to its real dimensions: (a) Ex­
ample mosaic; (b) Model court (corrected geometry and aspect ratio); (c) Resulting 
projection after matching the observed court lines to the model court ones
• For player tracking, the players and the ball are the objects closest to the court 
during play; thus, color- or shape-based techniques can be confidently applied for 
extracting candidate player locations, since players appear as blobs of reasonable
5.2. The Tennis Evolution Tracking Testbed 75
size. Combining this candidate information with temporal tracking, where stan­
dard techniques such as particle filters can be employed, the players’ positions can 
be efficiently tracked. If more detail about players’ body parts is required, the 
player’s body can be further decomposed via a graph describing the features and 
connectivity of body parts (such as the head, torso, arms, legs); those parts can 
then be tracked and matched against a model graph representing human motion.
(c) (d)
Figure 5.6: Player tracking in a tennis video sequence: (a) Example field, (c) The field’s 
extracted foreground, showing the detected foreground blobs; (b), (d) Contours of top 
and bottom player, respectively
• For ball tracking, the ball appears as a single, very small region of a certain color 
— therefore, it is possible to assemble a feature vector containing the properties 
of all objects that can be deemed as ‘ball’ at a given frame. Then, the true ball 
can be identified and tracked over time, based on its expected flight. The ball 
tracking process is carried out based on the work presented in [107]. An example 
result of the ball tracking process (along with detected elementary ball events) is 
illustrated in Figure 5.7.
• In the case of event detection, the fact that an event of semantic importance
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Figure 5.7: Ball tracking result with likely event positions superimposed on the mosaic 
image.
usually coincides with an abrupt change affecting an important factor within the 
observed scene (like a player suddenly changing his/her position) or interactions 
between scene objects (like the ball changing its direction because it was hit) 
provides an excellent platform through which one can define which of the scene 
object actions or interactions would constitute events and track them accordingly. 
Therefore, this task requires the creation of a model describing the interaction 
that gives rise to every type of conceptually interesting event, which will then be 
used as a matching pattern for the input video stream. The types of events we 
are interested in are shown in Figure 5.9.
Figure 5.8: Final ball tracking result. Detected events are superimposed on the 
smoothed ball trajectory, which is drawn on the mosaic image plane.
• Finally, in order to perform reasoning based on the given video context and the 
events detected in it, it can be argued that the rules of all sports indicate some
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Figure 5.9: Example of relative positioning between ball and player for bounces and 
hits, respectively. Note the heavy blur of the racket in both cases, making racket 
detection impossible in practice.
kind of scoring scheme in order to determine which contestant wins the contest 
— therefore, events that are associated with the change of that score will always 
be the most conceptually important moments within the game. Since the events 
that carry important conceptual content are recognised in the event detection 
step, one can use these events in order to generate an initial hypothesis about the 
video content, and then attempt to verify that hypothesis — or, if newer evidence 
seems to contradict that hypothesis, abandon it and adopt another plausible 
interpretation, based on both the old and newer data. An example of a played 
point taken in the model court system is illustrated in Figure 5.10
5.2.3 A p plication  o f th e  active m em ory fram ework to  application- 
specific tasks
In the context of tennis video analysis, the score of the match is the highest-level 
concept we wish to extract. The conceptual diagrams reflecting the rules of tennis [35] 
for the award of points and games are shown in Figures 5.2 and 5.3 — while the award 
of sets and the match to a player follows a pattern similar to that of awarding games.
It can be seen that, to extract the score during a tennis match, the system only needs to 
keep track of the previous score line and all elementary play events that have occurred 
since the last point was awarded. However, this is the case when we examine the 
score evolution at its highest level only; to reach this level of abstraction, there is 
much more information that needs to be handled at lower semantic levels. The main
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Figure 5.10: A passage of play leading to the award of a point to the player on the 
top half of the court in the abstracted tennis model court. Annotated are the starting 
player positions (big blue boxes) the points where the ball was hit (little green crossed 
circles) and the points where the ball bounced (little cyan crossed circles). Arrows 
indicate the direction of the ball flight.
tasks required for this system, the sequence in which they are performed, and the 
corresponding memory levels (as depicted in Figure 3.4) where they output their results 
are illustrated in Figure 5.11.
It can be seen that the extraction of the high-level concepts regarding the evolution of 
a tennis match entails a number of low-level visual feature extraction and object track­
ing/action recognition processes. At the lowest level, visual data (the raw sequence) is 
introduced to the system; after performing lens distortion correction to re-establish the 
geometry of the observed scene, a shot detection and classification stage takes place — 
whereby the frames that are not relevant to the scene evolution problem in hand are 
identified and immediately discarded. For the shots which may contain tennis action, 
the detection and tracking of all important entities within this context is required. As
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Figure 5.11: Sequence of detection and tracking tasks for the tennis annotation system, 
and the memory levels the corresponding output is stored at. Input comes from all levels 
of memory storage above, and including, the current level.
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a first step, a panoramic image of the environment is created; to this end, a mosaicking 
approach is used. For each video shot, the mosaic image contains the background of 
the observed scene; thus, it can be now used as a reference frame for detecting all static 
objects and landmarks (like the court) and localising events in the scene. Moreover, the 
image mosaic enables us to extract all moving objects comprising the scene foreground, 
such as the ball and the players. The information inferred from these processes indepen­
dently may now be fused in order to detect interactions among the scene objects. Such 
interactions would include the ball being hit by the players, bouncing on the court, or 
the officials making calls about the game. These interactions are used to formulate sets 
of hypotheses about the evolution of the match, from which the high-level contextual 
reasoning engine will determine which evolution scenario is the most likely — and thus 
decide the outcome of the match so far.
5.3 A pplication-specific issues for th e  im plem entation  o f  
th e  ten n is v ideo annotation  system
The system is intended for use with low-quality, off-air video from a single camera 
(unlike, for example, [72]). In order to graphically illustrate the basic operation of 
the system, the complete set of modules that make up the tennis annotation system, 
along with the data flow between these modules, are shown in Fig. 5.12. It has to be 
noted here that, while most of the low-level modules are run on the whole video, the 
remaining modules are only run on ‘play’ shots. In this section, we will present some of 
the issues associated with individual modules of the example tennis video annotation 
system.
5.3.1 Low -level v ision  m odules
The development of the tennis video annotation system employs a number of low-level 
image processing tasks. To begin with, video data are captured via the broadcaster’s 
cameras, which introduce a slight distortion to the geometry of the observed scene. 
Moreover, the captured sequences consist of a number of shots — not all of which are
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Figure 5.12: Module set and data flow for tennis annotation
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relevant to what is happening inside the tennis court. Finally, the cameras recording 
the action in the court are not fixed; the can rotate and zoom in and out of the scene. In 
this subsection, we will shortly outline the image processing tasks required for handling 
these issues.
5.3.1.1 Frame distortion correction
To address the camera lens distortion introduced to the observed scene during the 
capturing process, we first have to establish the model that describes the distortion 
process. Such models have been thoroughly analysed in [62, 95, 31, 1]. In almost 
all cases, a pinhole camera model is assumed; therefore, mapping 3D observed scene 
points onto 2D image points is essentially decomposed into a perspective projection and 
a distortion function introduced by the camera lens. While the former will be addressed 
in Section 5.3.1.6 for recovering the geometry of the tennis court, the correction of radial 
distortion is handled at this step.
The image distortion function introduced by the camera lens can be further decom­
posed in two terms — radial and tangential distortion. As shown in [62], the relations 
between the distorted (and observed) image coordinates (xd, yd) and the undistorted 
ones {xu,yu), assuming that square image pixels are used in all cases, are given as 
follows:
xu =  xd +  x2{kir2d +  k2r\ +  for!] +  ■••)+ [.Pi {rd +  2x f )  +  2p2Xd • yd] [1 +  p^rd +  • • •]
Vu = Vd + yd(kird + k2rd + for^ +  •«•) +  [p2 {rd +  2 y f )  +  2pix^i • ya] [1 + Pzrd +  • • •] 
where
Xd = xd ~ c x, yd = Vd-Cy, rd = Xd2 +  fd2
and (ce, c,j) is the distortion centre of the image (usually taken to be the image centre). 
The coefficients fo, fo, fo, • • • correspond to the radial distortion component, while the 
PiiPiiPZ')' ■ ■ correspond to the tangential (de-centering) distortion component.
In practice, it has been demonstrated that the tangential distortion is negligible in 
comparison with radial distortion for relatively narrow-angle pinhole cameras, like the
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ones used for broadcasting. Therefore, the above equation can be simplified as:
Thus, a good estimate of the Aq, k2, &3, ■ • • coefficients is adequate for compensating 
camera lens distortion for the majority of practical applications. Moreover, in cases 
where narrow-angle cameras capture scenes relatively far away from the camera (such as 
this application), a satisfactory approximation of the radial distortion can be obtained 
by simply calculating the Aq parameter — thus simplifying the above equations as 
follows:
V u  ~  Vd + Vdhrj
Thus, the distorted image coordinates are given by the solution of the following equation 
involving the undistorted coordinates:
or, equivalently,
This is a special form of a third-order polynomial, which can be solved using the Cardan 
method. This method calculates the following determinant:
xu = xd + xd(kir2d +  k2rd +  k3r% +  • ■ •)
Vu  =  Vd +  V d i h r j  +  k 2r Ad +  k 3r \  +  • • •)
xu = xd + x dkird
ru =  r d(l +  kir%)
If A > 0, the real solution is given by
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If A < 0, the only valid solution is given by the following formula:
Therefore, individual coordinates are given by:
X d  =  C x { X u  C x ) > X u  =  C x  "f" { x d  C x )ru rd
V d  =  Cy +  ( iJ u  ~  C y )  >— ^ U u  ~  Cy  +  iV d  ~  C y )ru rd
To calculate k\, a method based on testing the ‘straightness’ of straight lines, as de­
tected via the Hough Transform [34, 21] has been implemented. Assuming that the 
distortion centre coincides with the image centre, both 'xd and rd are known for a given 
input pixel — therefore, the problem is reduced to finding the value of ki that minimises 
an image distortion metric.
The image distortion metric to be minimised is described as follows: let us assume the 
input image shown in Figure 5.13.
Figure 5.13: Example frame from the input tennis video. The distortion of the image 
is most visible from the curvature of the near touchline.
First, an edge detection method (in this case, the Laplacian of Gaussian) is employed
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for each colour band (red, green and blue) separately. Then (after thresholding) the 
pixels that are labelled as edges in all colour bands are considered to be the edge pixels 
of the input image. The result of this process yields the image of Figure 5.14.
Figure 5.14: Edge map for the above input image.
On this edge map, a Hough Transform detects the lines present in the court. Then, 
each edge pixel within the edge map is ‘assigned’ to the line closest to it. For each edge 
pixel P(xd,yd), we then calculate its distance from the ideal Hough line L : RHough = 
xcos(0Hough) + ysin(6Hough)- This distance is given by
Distance(P, L) =  IRHough (XdC,OS(6Hough) "t" yd sin(0Hough)) I
Thus, the total curvature of the line L is given by
Distortion(L) =  Distance(P, L)
PGL
and the overall image distortion D image (as calculated by all the detected lines) is given 
by
P  image =  E Distortion(L)
Le£
where £  is the set of detected lines.
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In the case of broadcast tennis videos, no elaborate scheme for estimating the distortion 
parameter k\ is required: the venues for tennis matches are designed in a relatively 
uniform manner, so the positions of TV cameras are similar across different courts. As 
passages of play in tennis are covered by a global view camera positioned well behind 
the byline (as we can see from Figure 5.13) the distortion introduced by the cameras 
is relatively small — while pixel-level accuracy for camera calibration is enough for 
this application. Therefore, a simple search through the k\ parameter space can yield 
satisfactory results for a given sequence; and this value can be re-used as a reasonable 
estimate for other sequences as well. This approach has been used for the rest of this 
work, and has led to the result that a reasonable choice for k\ is
Aji = 2 x 1(T7
Finally, the tennis video annotation system needs to be able to detect small, fast-moving 
objects present in the sequence — most notably, the tennis ball. As the broadcaster’s 
video is interlaced, fast-moving objects will appear heavily distorted due to the presence 
of the combing effect in interlaced sequences. Therefore, to alleviate the effect of 
combing, the input frames are de-interlaced into fields — and, for the rest of the tennis 
video annotation system, the distortion-corrected fields are going to be used as the 
input sequence. However, and in order to make the restoration of the scene geometry 
via correcting lens distortion an easier problem, we have to implement the de-interlacing 
step after the lens distortion has been compensated. Therefore, the final result can be 
seen in Figure 5.15.
5.3.1.2 Shot boundary detection
After detecting and correcting the camera lens distortion for the observed frames, we 
can detect where shots start and finish. In television broadcasting, there are two main 
types of transition between different shots: cuts and fades. Cuts are abrupt changes 
between consecutive camera views, where fades are gradual ones; nevertheless, in both 
cases, the spatiotemporal continuity of the observed scene is severely affected. This is 
the basis on which the detection of shot transition points is made. Examples of cuts
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Figure 5.15: Splitting frames into fields — there is no need to revert individual fields 
into their original aspect ratio in this application.
and fades are shown in Figures 5.16 and 5.17 respectively.
(a) Last frame of 
(frame number: i)
shot (b) Cut frame (frame number: 
i +  1)
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(c) First frame of new 
(frame number: i +  2)
shot
Figure 5.16: Shot cut sequence.
It is clear that, while the time scale at which the shot transition takes place in a cut is 
much faster (and, therefore, more easily detectable by simply differencing consecutive 
frames) than that of a fade, one can still detect both in a relatively similar manner, 
provided that the extraction of very accurate boundaries is not required. As the con­
tinuity of the observed scene is not retained between consecutive shots (regardless of 
the time required for this to happen), not every frame (or field, as used in this system) 
needs to be used to perform this task. Instead, in this implementation, every fourth 
field has been used for detecting shot transitions. The measure used in this work is the
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(a) Last frame of old shot (b) Typical mid-fade frame (c) First frame of new shot 
(frame number: t) (frame number: i +  4) (frame number: i +  8)
Figure 5.17: Fading between consecutive video shots.
absolute difference between the corresponding normalised histograms of the two fields 
examined. To make the calculation of the field histograms more robust to shadows 
and slight changes in the scene illumination during time, we have decided that the 
histogram of each colour component will be divided into 16 bins — which, given the 
temporal proximity of the two examined fields, is robust enough for most cases.
Even though the proposed metric does not detect the change in spatial context effec­
tively, it still is a crucial parameter for determining a shot change. Still, only shot 
boundary detection (and not exact shot categorisation) is required at this stage; there­
fore, the spatial context of each shot need not be fully examined in most cases. Nonethe­
less, shot boundaries that are not detected using this simple metric can still be detected 
within the module that calculates inter-field homographies (presented in 5.3.1.3 below). 
If this module fails to discover a transformation that maintains the spatiotemporal con­
tinuity of the given shot, we can conclude that the introduction of a new shot boundary 
at that time stamp is necessary, as a viewpoint change is likely to have occurred.
5.3.1.3 Hom ographies and mosaicking
In this step, we calculate the parameters of a projective transformation (i.e. homogra- 
phy) that best warps the coordinate system of the current field into that of the previous 
one. Obviously, in this process, the coordinate system of the first field remains intact, 
and we can eventually warp all fields in a given shot into a single reference coordinate 
system, given by the first field. To perform this operation, the following steps need to
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be performed:
• Firstly, we must select the image transformation model during acquisition. In 
this case, a static camera is used for capturing a scene at a reasonably large 
distance (relative to the camera’s focal length) from it — therefore, a perspective 
transformation model is selected.
• Then, we have to detect features in both the current and previous field. A popular 
approach to this problem is the use of image corners, while straight lines or other 
geometrical features can also be used — although that may depend on the model 
selected in the previous step. In our application, corners detected via a SUSAN 
corner detector [86] are used as the feature points to match between successive 
fields. An example of the corner-finding process using the SUSAN corner detector 
is shown in Figure 5.18.
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Figure 5.18: Corner pixels as detected by a SUSAN corner detector for mosaicking
• Then, a simple first-order tracker is used to establish the most likely correspon­
dences between corner pixels in the two fields. Feature tracking is employed in 
order to reduce the dimensionality of the registration problem and determine the 
best matching features between successive frames.
• After establishing the corner correspondences between the two frame, the RANSAC 
algorithm [25] is applied to perform the following steps:
— Randomly pick a set of 4 corners from the current field — which automati­
cally picks the 4 corresponding corners from the previous field as well.
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— Compute the 2D projective motion between consecutive images, and identify 
outliers (false corners or corners belonging to moving foreground objects). 
This yields a homography estimate between the two fields.
— Compute the residual fitting error for the remaining (inlier) corners.
— Apply a Levenberg-Marquardt optimiser over all the ‘inlier’ features to im­
prove the homography fitting.
After a number of iterations, this step yields an accurate estimate of the inter-field 
homography. However, if the minimised error is found to be disproportionately 
large, it can be safely assumed that a dramatic change of viewpoint (such as a 
shot cut in the input video) has occurred.
• Finally, using the accumulated product of the extracted homography matrices, 
warp new images back to the reference coordinate frame.
This procedure is adequate for mapping all fields in a shot into a single coordinate 
system. However, for the creation of the mosaic image, some additional steps are 
required:
• Insert the warped image into the mosaic.
• Median filter the pixels to remove moving objects.
5.3.1.4 Shot classification
In this step, we decide whether a given shot may contain tennis action. When video 
shots contain passages of tennis play, a considerable part of the tennis court must be 
visible so that the viewer can have a complete view of the game; therefore, detecting 
the presence of features that indicate the presence of the court is the objective of this 
process, the dominant types of shots during a tennis broadcast are shown in Figure 5.19.
It can be seen that, in shots where tennis action is present, the tennis court is the 
dominant object in the scene — therefore, detecting the presence of the court in a shot 
is an indication that the shot contains a passage of play.
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(a) Play (b) Low camera replays (or, occasionally, live 
action)
(c) Medium close-up (d) Extreme close-up
(e) Global wide-camera view (Out of play (f) Commercial breaks, broadcaster logos, etc.
shots)
Figure 5.19: Example frames from different shot types in tennis broadcasts.
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To detect the court, the following features may be used:
• The structure (lines, etc.) of the court.
• The court colour.
• The characteristics of the video production — namely, the fact that, during a 
play shot, the camera moves very slowly (if at all). Therefore, the background of 
the shot remains relatively static over time.
At this stage, we will only focus on the last two features — court colour and camera 
motion.
: - —  -■
(a) Grass court (b) Clay court
/ URO&iljU
(c) Synthetic court
Figure 5.20: Different tennis court types. We can see that the colour of the court 
surface in each court is relatively consistent, and that it covers most of the frame.
If the tennis court is present in a shot, it can be detected via the frame histogram, as its 
colour will occupy most of the image area. However, to accommodate the difference in 
lighting conditions at different areas of the court at all times during the shot, the colour
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histogram is constructed using a small number of bins (16) for each colour channel. 
While this reduces the colour resolution of the image histogram, it makes it a much 
more robust descriptor of the image content with regard to the presence of a tennis 
court in it. This is indicated by the presence of one (or two, in the case of grass courts) 
strong histogram peaks. Moreover, when play is covered, the camera motion is minimal 
— therefore, background features such as lines and corners move very slowly and can 
be easily tracked. Therefore, another useful statistic for shot classification (with regard 
to the camera motion) is the overall ratio of features that have been reliably detected 
throughout the shot. Combining this evidence via the use of a simple linear classifier 
allows us to detect whether a passage of play may be present within a given shot.
5.3.1.5 Tennis court line detection
As we have seen in the previous discussion about shot classification, an important 
aspect for classifying whether a passage of play may be included in a given shot or 
not is the existence of the tennis court. While, in Section 5.3.1.4, we focused on other 
visual and cinematic features of the video sequence for determining if tennis action is 
expected within a shot, this part focuses on discovering whether the shot contains the 
tennis court.
To perform this task, we first take into account that the court is bounded by a very 
well-defined arrangement of lines — therefore, detecting those lines will enable us to 
detect the court much more easily. Line detection is done on each shot’s mosaic image 
(which is extracted as discussed previously) via the following algorithm:
• First, a pass of the baseline Hough Transform [34] is applied to the image. The 
lines are depicted in their polar form, i.e.
r = xcosd -fi ysinO
so the search is performed in the (r, 0) parameter space. Choosing step values of
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will allow this step to produce a good initial estimate of where the lines actu­
ally lie inside the image, given the size of images available from broadcast video 
sequences.
• After this first pass, we use the original Hough accumulator array as a reference 
with which a second pass of the transform to the image is performed. In this 
pass, each pixel (x,y) of the input image only contributes in incrementing the 
new accumulator values for a given (r, 6) pair if that pair is among the two best- 
fitting (i.e. most supported) lines in the original table that this pixel may belong 
to.
• Finally, out of these lines, we remove the ones which do not contain ‘white’ (i.e. 
brightly coloured) pixels or are very short.
Some examples of the end result of this line detection algorithm can be seen in Fig­
ure 5.21.
5.3.1.6 Projection of mosaic to model tennis court
As we have seen in Section 5.3.1.1, a pinhole camera model has been employed in order 
to compensate for camera distortion. Moreover, in Section 5.3.1.5, we have seen that a 
Hough Transform-based method has been employed to detect lines within the mosaic 
image of each shot.
• Finally, line support in the new accumulator table is thresholded to extract the 
most plausible lines within the image. Still though, the correct lines need to be 
located in positions plausible to form a tennis court; therefore, lines that lie closer 
to the middle of the image (as this area will always focus on the area of interest, 
which is the court) are further favoured.
• Finally, on all the lines extracted from the previous step, an exhaustive search 
is performed. The target is to identify a set of 4 lines that, if projected onto a 
model court with the dimension specified in the rules, yield a plausible mapping 
between the observed scene and the model court.
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Figure 5.21: Line detection results for different play shots in a tennis broadcast, (a)- 
(b): No superimposed graphics, (c)-(d): Top scoreboard and (e)-(f): bottom scrolling 
marquee.
96 Chapter 5. Tennis Video Annotation: Implementation and Results
The outcome of this process is illustrated in Figure 5.5.
5.3 .2  P layer tracking sub-system
5.3.2.1 Foreground estimation
In this step, we need to identify which parts of each input field are to be considered 
as foreground blobs, as opposed to the rest of the field (which is to be considered as 
the part of the scene background visible at that point). Identifying an image blob as 
foreground significantly increases its likelihood of indeed being an important object for 
the evolution of the scene — as, for example, it might be part of the player or the 
tennis ball. In this case, we are more interested in finding the blobs that correspond 
to the players; and due to the problems introduced by the non-linearity between the 
colour distance in the RG B  colour space and that perceived by humans, the following 
approach is used:
• Each field is converted from the RGB  colour system to the LU V  colour space. 
The formulae for performing these action are given as follows:
-  First, one has to convert the RGB  values to a generic tri-stimulus colour
system X Y Z . Assuming that # , (7, B  are the values for the red, green and
blue components respectively, and that they are all normalised to a scale 
from 0 to 1, this can be done by using the following formulae:
X  = 0.431# +  0.342(7 + 0.178#
Y =  0.222# +  0.707(7 + 0.071#
Z =  0.020# +  0.130(7 + 0.939#
— Then, to extract the LUV  values, a white temperature point needs to be 
set. For most camera captures (including that of broadcast video cameras, 
such as the ones used here) this point is taken as 6000°#. In this case, we
5.3. Im plem enting the tennis video annotation  system 97
will have the following definitions:
Un =
X n  =  0.312713
Y n  =  0.329016
Zn — 1 — X n  — Y n  
4 X n
U* =
X n  + 15 Y n  +  3 Zn  
4X
Vn
X  + 15Y + 3 Z 
9Yn
X n  -f- 15Yn T 3 Zn  
9 YV* = —X + 1 5 Y  + 3Z
Finally, the conversion formulae can now be written as follows:
116^/ — 16 Y
L =
903.3
Y n
Y
> 0.008856
Y n
U = 13L(U* -  Un) 
V = 13L(V* -  Vn)
Y n  
otherwise
• Then, a simple colour distance thresholding process between corresponding pixels 
in the current field and the mosaic image previously generated is performed. If 
the colour values in the LUV  colour space are found to be significantly differ­
ent between the two images for a given pixel, this denotes that the perceptual 
difference between the two colours is also significantly different — therefore, a 
foreground object is very lilcely to be present at the given position in the input 
field.
• Finally, in order to smooth the final result (which will then help us in creating 
smoother player contours at the player tracking stage) a morphological opening
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operator was applied. Because this tends to slightly shrink the object inside its 
boundaries, a morphological closing was performed on top of it; this will stretch 
the contour back to the original border as much as possible — while still keeping 
it smooth.
An example of this process is shown in Figure 5.22.
(a) The actual input frame
(b) The mosaic image of the shot it belongs to
(c) The extracted foreground. Note the small blobs that axe systemati­
cally produced along the vertical court lines due to PAL-related artefacts 
in the captured sequence.
Figure 5.22: Example of the foreground generation for player tracking purposes.
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5.3.2.2 Player tracking
For player tracking purposes, a CONDENSATION-based tracker [37] is applied for 
locating the players inside a bounding box. This is done because the players’ gait 
changes rapidly throughout the game — therefore, a shape-based tracker would not be 
an appropriate solution to the problem. Tracking the players’ blobs in the foreground 
images is a much easier and more efficient method of doing this. In this scenario, it is 
relatively easy to perform tracking, as the only possible source of occlusion to a player 
is when he/she intersects with another player — which, especially when considering 
singles’ games, is highly unlikely. After a bounding box has been placed on the tracked 
player, the largest blob in it is the player; therefore, players’ contours can be easily 
extracted and used for action characterisation purposes — such as serve detection or 
hit/bounce discrimination, which we will discuss later.
5.3.3 B all tracking sub-system
In tennis, the most important object is the ball, as it is involved in all conceptually 
important events in the game. Therefore, the tennis ball needs to be tracked at all times 
during play — and this, as it can be seen in Figure 5.23, can be a quite challenging task. 
The work that has been done in [107] has been used as the basis for the ball tracking 
system deployed in this application. For the sake of completeness in presenting this 
application, we will shortly examine the main concepts behind this work in this section.
(a) Far player serving (b) Fast moving ball (c) Chroma noise
Figure 5.23: Tennis ball tracking is a challenging task
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5.3.3.1 Field homographies
Field homographies are extracted in exactly the same way as frame ones — the only 
difference being that, in order to avoid the half-line offset that is by definition included 
between successive fields, the module completely separates the odd from the even fields. 
Therefore, two sets of homographies are generated — one for the odd fields, and one for 
the even ones. This formulation allows for more accurate homography generation — 
as motion-related artefacts are now almost inexistent. This is crucial for ball tracking 
purposes, since the accuracy required for tracking the ball in such sequences is quite 
high.
5.3.3.2 Field differencing for estim ating foreground motion of very small 
objects
Again, as in field homographies, retaining as much of the original visual information as 
possible is paramount; therefore, applying techniques such as morphological operations 
is not suitable, as they may affect the appearance of the ball in the sequence. Simple 
differencing of motion-compensated fields (using the field homography results for mo­
tion compensation) is a simple, yet very efficient way of achieving this. Some indicative 
results of this process are shown in Figure 5.24.
5.3.3.3 Ball candidate detection
From the frame differences, one can extract blobs that have the appearance expected 
of a tennis ball in such a context — that is, a very small, elliptical blob of relatively 
bright colour. These are considered as ball candidates. However, it is clear that not all 
of these candidates indeed correspond to the ball; some blobs generated by image noise 
or actual patches within the field difference image that are visually similar to the ball 
be misleading when trying to detect where the ball is in each field.
Therefore, in order to reduce the number of false candidates and make the actual 
tracking process much easier, a pre-processing step for extracting possible ball positions 
is performed. In this step, blob features are extracted based on the quality of fitting
5.3. Im plem enting the tennis video annotation  system 101
Figure 5.24: Input fields and field differences for time stamps z, i + 6, i +12, i + 18. The 
actual ball is inside the box.
an ellipse to the contour of each blob. Out of these features, an SVM-based classifier 
determines whether each blob is a ball or not — thus giving a list of confirmed ball 
candidates for each field. An example of what features affect the output of this process 
is shown in Figure 5.25.
5.3.3.4 Ball tracking
From the confirmed candidates extracted in the previous step, the actual ball can now 
be tracked using the two-level technique described in [107] to generate the tracking 
result shown in Figure 5.7.
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Figure 5.25: Gradient vectors superimposed on candidate blobs
5.3.4 E vent d etection  and m atch evolu tion  tracking
At this level, we have all the low-level visual feature information required to proceed to 
reasoning about the evolution of the tennis match. To perform reasoning, we will first 
need to detect all conceptually important events, then map them into the tennis court 
and label them in a way conducive to the reasoning engine to interpret the resulting 
event sequence into an evolution scenario based on the rules of the game. A more 
detailed account on how the rules of tennis are mapped onto the tennis court and the 
labels used for reasoning in this application is presented in Appendix B.
5.3.4.1 Ball event detection
Having tracked the trajectory of the ball and some of the most likely positions where 
events have occurred, we can now establish where all events have taken place, while 
also applying some smoothing on the output of the ball tracking process. A method 
for performing edge-preserving smoothing is described in [66] and was followed in this 
work. An example result of this process is shown in Figure 5.8.
5.3.4.2 Serve detection
According to the rules of tennis, serves need to be handled differently to all other types 
of game events. Therefore, an extra step needs to be introduced to effectively address 
this requirement. To perform this task, we need to use the following information for 
each field inside a ‘play’ shot:
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• The extracted players’ positions and contours. The player must be positioned in 
a court position where a serve is plausible according to the rules — these areas are 
illustrated in Figure B.2(a). An example of how the player contour may be used
Figure 5.26: Serve detection based on body pose.
(a) Player standing - one ellipse fitted on the player contour has its centroid close to 
that of the player and fits the contour reasonably well.
(b) Player serving - one ellipse has its centroid far from that of the player and fits 
poorly.
(c) Player serving - two ellipses (one for the top half, one for the bottom half of the 
player) fit well
• The corresponding ball position, speed and event indication. The ball must be 
positioned directly above the player expected to serve in the field image for a 
serve to be plausible, while the speed of the ball right after a serve is very high 
— especially in comparison to that just before the serve.
Therefore, the fusion of these attributes yields a very efficient serve detection scheme. 
Given that the body movement of the serve hit is very distinctive, very high recognition 
rates for serving (over 98%) can be achieved, even by using this simple detection scheme. 
When a serve is identified, there are two parameters that need to be recorded — which 
player served, and from where. A total of 4 possible combinations exist, and each one 
is given a different label, as shown in Table B.l.
in order to distinguish whether a player serves or not is illustrated in Figure 5.26.
(a) (b) (c)
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5.3.4.3 Detection and localisation of other events
After dealing with the serves, we can now follow a more generic approach in labelling 
all other events that occur within a tennis court. Such events would include the players 
hitting the ball, or the ball bouncing on the floor. The positions of these events relative 
to the tennis court are going to determine the award of the current point — and, thus, 
the evolution of the match. Therefore, the main task to be undertaken at this point is 
to identify whether the change in ball direction that has been interpreted as an event in 
previous stages is to be attributed to the ball being hit by a player or not. An example 
of where this task can prove to be tricky if examined out of the context of the match 
is shown in Figure 5.9.
To perform this task, we use the information extracted for both player and ball. For 
a hit to take place, the player must be in close proximity of the ball. However, due 
to the fact- that the racket is so heavily blurred that it is impossible to see it hit the 
ball in almost all cases, he/she will not necessarily appear to be touch the ball at that 
time — but the overall player activity at a time window containing the hit can still 
provide adequate evidence that a hit has been made. On the other hand, ball bounces 
are not related with the player’s positions; they can happen anywhere. Nevertheless, 
even when we simply use the distance between the closest player’s centroid and ball as 
the sole criterion of whether a hit has been made, satisfactory recognition rates for such 
a simple approach (around 80%) are still achievable. Events immediately following the 
serve (which are bounces) are labelled as shown in Table B.2, while all other events are 
labelled based on Tables B.3 and B.4, depending on whether the event was judged to 
be a hit or a bounce, respectively. Errors on this stage are left for correction to the 
higher levels of reasoning.
5.3.4.4 High-level match evolution tracking
Having extracted the events that have occurred within the observed scene, the game 
evolution model (as explained in Section 5.1) can now be applied. Therefore, the events 
we will have to be capable of tracking efficiently so as to follow the evolution of a tennis 
match properly are the following:
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• the tennis ball being hit by the players
• the ball bouncing on the court
• the players’ positions and shapes (that is, body poses)
These events are used to perform reasoning about events at a higher level, like awarding 
the outcome of a play sequence. The model for the evolution and award of a point in 
a tennis match is illustrated in Fig. 5.2.
As we can see, the model contains a number of loops; the state transitions drawn 
with bold lines indicate where these loops close. In order to simplify the design, we 
replaced the original scene evolution model with a set of sub-models, each one illus- 
trating a certain scenario of the match evolution. This set of sub-graphs is illustrated 
in Figure 5.27.
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Figure 5.27: Switching model and its equivalent set of sub-models.
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As we can see from the set of sub-models, we have opted for a more ‘perceptual’ way 
of selecting the set of event chains that will form the model. Moreover, choosing to 
decompose the initial graph down into sub-graphs and train each subgraph separately 
will be beneficial in other ways:
• Since the models are not loopy, reasoning and training are much more straight­
forward; and since they are simpler, smaller data sets will suffice for training each 
model.
• In some cases, we can even use prior knowledge to speed up training. Since 
extensive statistics are available for events occurring in a tennis match, one can 
benefit from that and acquire a good initial estimate for the model parameters 
without the need for a thorough training process. This is very useful when initially 
evaluating the proposed system, as it is easy to create a generic tennis model — 
while retaining the system’s capability to incorporate models more appropriate 
for specific players or styles of play.
• It will be easier to determine which sub-models need to be improved to improve 
the whole system.
Since the system is dealing with ambiguous data, we are bound to encounter event 
detection errors in the process. Hence, another issue is that the reasoning engine 
should be robust to false (positive or negative) input events. To address this, the system 
used an HMM with a look-ahead decision mechanism, thereby allowing us to take into 
account events that occur after the current one to validate the current hypotheses. The 
length of the look-ahead window has been limited to two events (where this includes 
an ‘End-Of-Shot’ event added right at the end of each ‘play’ shot), thus allowing us to 
reliably correct isolated errors, and most cases of two consecutive errors as well. There 
are two reasons for this choice of window size:
• If the length of the look-ahead window is too large, short shots with errors in them 
may be wrongly interpreted. That can happen as, at the end of the chain, the 
Viterbi algorithm will not have enough evidence to correct errors. Correction to
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such errors can only be achieved by a higher level of reasoning processes, which 
will be developed based on the rules of the game (in the same manner as the 
model for point award) and deal with the award of games based on the decisions 
made for each play.
• Of the events used as input to the HMM, the ones most susceptible to errors are 
ball bounces — due to both the difficulty in tracking the ball and the fact that 
there are cases where it is genuinely hard to decide whether the ball has bounced, 
or where it bounced. However, since only one bounce can occur between two 
successive hits if the ball is still in play, detecting a player hitting (and not 
serving) will prevent a point being awarded, even if the bounce point is wrongly 
detected (or missed altogether). Even in the relatively rare case that the hit after 
a missed bounce is incorrectly detected too, a two-event look-ahead window will 
still have a good chance of recovering from that as well.
At game (and set) level, the evolution models are straightforward; therefore, there is 
no need to alter the structure of the corresponding graphs (as shown in Figure 5.3) in 
order to perform reasoning in these cases.
The scheme described above has been tested on approximately 40 minutes of play from 
the Women’s Final of the 2003 Australian Tennis Open, as well as a little over 1 hour 
of the Men’s Final of the same tournament. The two sequences included a total of 80 
and 136 ‘play’ shots respectively, all of which were correctly recognised as such in both 
sequences. During the evaluation of the proposed system, it quickly became apparent 
that the most challenging tasks in this application were ball tracking and high-level 
contextual analysis on the hypothesised events — whereas very satisfactory levels of 
performance have been achieved in all other tasks. As the performance evaluation of the 
ball tracking subsystem is not within the focus of this work, this section will concentrate 
on the performance of the high-level contextual analysis given the hypothesised events. 
The experiments were focused on three levels of reasoning :
• Each shot separately
• Shots concatenated up to the level of a point being awarded
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• Shots concatenated up to the point level, and points concatenated up to the game 
level
If a shot contains an entire play sequence, there are 5 possible correct outcomes: no play; 
faulty serve by either player; point awarded to either player. The model also contains 
other possible situations, such as a good serve, but those will only become visible if 
the shot is terminated before the play was complete. Out of 80 play shots contained 
in the footage of the 2003 Australian Open Women’s Final, 56 were correctly inferred, 
based on their outcome. This gave a correct detection rate of 70%. For the Men’s Final 
match of the same tournament respectively, the footage processed contained 136 play 
shots, of which 93 were correctly inferred — thus, the correct detection rate for this 
sequence was 68.38%. These results are shown in Table 5.1.
Type of error No. of affected shots
Women’s Final Men’s Final
C orrect Shots 56 93
Total E rro rs 80 136
C orrect Shot % 70% 68.38%
Table 5.1: Summary of system performance and error causes
However, when contextual information about point award was taken into account (such 
as the change of position for the player’s serve following the award of a point, as de­
scribed in [35]), the recognition ratios for both sequences have risen quite considerably; 
out of the 48 points that were awarded within the 80 shots played, 42 were correctly 
awarded (a recognition rate of 87.5%). When contextual information about point award 
was taken into account in this case, a marked improvement in the recognition rate for 
points was observed again; out of the 99 points awarded in the sequence, 74 were cor­
rectly given — yielding a correct rate of 74.75%. The causes of the erroneous shot 
outcomes can be broken down as shown in Table 5.2.
As we can see, there is a drastic improvement in the performance of the system at this 
level. This can be attributed to the fact that tennis rules at this level clearly provide a 
rich source of contextual information — which can be exploited to improve the system 
performance. As we can see from Table 5.2, errors are related to the system not being
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Type of error No. of affected shots
Women’s Final Men’s Final
Shot detection errors 1 2
Court localisation 1
Player tracking & pose estimation 3
Ball tracking & event detection 5
Missed serve 1
Multiple serves in shot 1
Hit/bounce discrimination 1 2
Projecting events into model court 1 2
High-level reasoning engine 1 1
Missed replays 2
Marginal Balls 1 5
Sequence Problem 1
Total E rro rs 6 25
C orrect P oin ts 42 74
C orrect Poin t % 87.5% 74.75%
Table 5.2: Summary of system performance and error causes
capable to identify all ball events. In some cases, this happens because the system 
cannot detect the deflection of the ball in the image plane due to a bounce or hit — 
while, in other cases, it does not extract the player contour very accurately, resulting 
in the system misclassifying a hit as a bounce (or vice versa). Even if the events are 
correctly detected, it might still be genuinely hard to determine whether a ball has 
been hit or it just bounced (especially when a player is right behind it getting ready to 
hit it), or whether a ball has bounced in or out of the court — and that can sometimes 
make the difference in awarding the point to one player or another.
Moreover, the system’s reliance to the serve detection apparatus can be a source of 
error as well; in order to start processing a shot, a serve must be detected. Although 
serving is a very distinctive move in tennis, the serve detection module cannot always 
achieve 100% accuracy in detecting it — mostly due to slight differences in the serving 
technique among different players. Shots containing more than one serve are also not 
fully processed; the system currently only picks up the play resulting from the first 
serve.
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Finally, when the context up to the level of an entire game was taken into account, the 
results were mixed; while, in the Women’s match, all 7 games played were correctly 
awarded, in the Men’s match only 12 out of 19 games were correctly awarded (a rate 
of 63.2%). The hierarchy of results for different levels of reasoning is summarised in 
Table 5.3.
Level of processing Won
Correct
len’s Fi 
Total
nal
Rate
M
Correct
en’s Fin 
Total
al
Rate
Shots 56 80 70% 93 136 68.38%
Points 42 48 87.5% 74 99 74.75%
Gam es 7 7 100% 12 19 63.2%
Table 5.3: System performance at different levels
We can see that, when contextual information is taken into consideration, the per­
formance of the overall cognitive vision application can considerably rise; however, in 
order to generate improved hypotheses on the scene evolution, enough evidence must 
be available. This is the reason why, in the case of game award, the results appear to be 
mixed; at the game level, the only data used for reasoning are abstract representation 
labels regarding scene events and states of play. Since, at this level of abstraction, 
the data are very sparse, reasoning can be highly susceptible to individual errors in 
observed events or inaccuracies within the scene evolution model itself. Given the fact 
that we do not have enough data to perform an explicit training procedure for the HMM 
parameters at this level of reasoning, the scene evolution models were constructed by 
hand, based on the author’s experience as a tennis enthusiast. The models are complex, 
and could undoubtedly be improved — however, in order to train the proposed model 
in a satisfactory manner, one needs to present the system with an enormous volume of 
data, which is both difficult to handle and which the modules at the lower levels will 
take an extremely long time to process.
5.4 Conclusions
In this chapter, we have applied the active memory and contextual reasoning frame­
works described in Chapters 3 and 4 to a cognitive vision task — the analysis (and
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subsequent annotation) of broadcast tennis video sequences. The evaluation of the pro­
posed framework in this application has provided some very positive results regarding 
its ability to discover and exploit contextual information at all levels of visual data 
processing. This ability has been mirrored in the improvement witnessed in the per­
formance of the video analysis system when contextual information from higher levels 
of reasoning was used to validate decisions at the lower levels. In any case, the adapt­
ability exhibited by the proposed framework in managing information across different 
categorical domains and applying reasoning over a wide range of problems at all levels 
of abstraction is further evidence of its value and applicability in cognitive vision ap­
plications. While there are some issues still to be resolved in order to further improve 
the performance and applicability of the proposed framework (which will be discussed 
in more detail in Section 6.2), it is clear that it possesses the capability to successfully 
tackle demanding cognitive vision tasks.
Chapter 5. Tennis Video Annotation: Implementation and Results
Chapter 6
Conclusions — Future Work
In this work, we have investigated the requirements that arise when we attempt to 
design a cognitive vision system, i.e. a computer vision apparatus that is capable of 
adapting to the environment it operates in, as well as deciding what is perceptually 
important within that environment. These requirements have been thoroughly exam­
ined and addressed in previous chapters of this thesis, and some novel methodologies 
for designing cognitive vision system have been presented. Moreover, an example ap­
plication demonstrating the efficiency of the proposed methods in a real-world scenario 
has been developed and evaluated. In this chapter, we will shortly review what has 
been discussed in the previous chapters, and what can be done in order to extend and 
improve all aspects of this work in the future.
6.1 Contributions
The main contributions presented in this work, which relate to the design and devel­
opment of a real-world cognitive vision system, are the following.
• A memory infrastructure that will allow cognitive processes to take place in com­
puter vision systems has been proposed and evaluated on the analysis of tennis 
video material. The proposed system has been proven to be a sound approach
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when applied within the context of an automatic sport annotation and player anal­
ysis task. Moreover, when used within the framework of a combined perception- 
active memory system, it was shown to be both reliable and readily adaptable 
to cognitive tasks that require analysis at a number of different semantic levels. 
Finally, it can also be used to store partial results for processing video sequences 
in stages, thus avoiding repeated running of time-consuming low-level modules.
• A unified framework for reasoning in the context of the given scene by generating 
hypotheses and validating their consistency based on current and future observa­
tions has also been presented. This framework has been developed based on the 
Bayesian theory for evidential reasoning, and its main aim is to establish that 
designing a system so that it can use contextual information within its reasoning 
framework can greatly assist a cognitive vision system to achieve superior levels 
of performance. This fact has been demonstrated on a sample application, where 
contextual information was taken into account for improving the annotation ca­
pabilities of a computer vision system performing automatic sport-related action 
recognition and planning tasks, such as sport annotation or playing style analy­
sis. The results indicate that the proposed approach is sound — and it must be 
stressed that the proposed reasoning framework was shown to be both reliable 
and readily adaptable to a wide range of cognitive tasks that require analysis at 
a number of different semantic levels.
• Finally, based on the proposed apparatus for the coupled active memory system /  
contextual reasoning engine, an integrated annotation system that automatically 
analyses tennis video material up to the level of awarding games has been created. 
Benefiting from the features of its components, the system applies contextual 
reasoning at multiple levels of data abstraction, while also being capable of storing 
partial results for subsequent experiments — thus avoiding repeated running of 
the time-consuming lower-level modules. The results presented indicate that the 
overall approach is sound and can be used for both sport annotation and player 
analysis purposes (with some minor adjustments for the latter).
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6.2 Future Work
Inevitably, the work proposed here is by no means complete. There are a number 
of areas in which this work can be extended and improved. In this section, we will 
outline these open areas for each of the main component blocks and the overall system 
presented in Chapters 3, 4 and 5.
• The active memory system described in Chapter 3 and implemented in this work 
can be improved in terms of both its performance and flexibility by tackling the 
following issues:
-  It its current state of implementation, the memory system checks for data 
availability by verifying that the visual process that generates the data 
required has been executed up to the current stage. While this method 
guarantees that all data required from a particular visual feature extrac­
tion/recognition process is going to be available for reasoning at higher levels, 
it still does not bode well with the concept of a fully data-driven cognition 
system; the ideal solution would be, for each process requesting access to 
the memory data, to explicitly state its input and output flows. That would 
allow the memory manager to perform all data availability checks itself — 
and, if some of the data are missing, trigger the processes that produce them 
accordingly.
— In the proposed tennis evolution tracking application, each entity of seman­
tic importance within the observed environment initially has its activity 
monitored separately from the others, and then the results of all entities 
are fused into a coherent description of the whole scene. Still, all the data 
used in this application come from visual processing tasks. Therefore, it can 
be stated that multi-agent activity has been thoroughly examined through 
this example application. However, the handling of multi-modal inputs has 
not been as thoroughly tested — although initial experiments with audio 
cue detectors (such as a detector for the sound produced when the player’s 
racket hits the ball) have shown that the proposed architecture addresses
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multi-modal input equally well.
— Another important aspect of cognitive vision systems is their ability to adapt 
to different types of applications and environments. This requirement for full 
adaptability (and, thus, bootstrapping of the overall vision system) has also 
not been tested. This, however, is also due to the fact that, to deploy a 
cognitive vision system, the designer is limited by the requirement that all 
visual feature extraction modules need to be deployed along with the system 
as well, and have to be in their final form. In the current state of the system 
implementation though, this was not the case.
• With regard to the contextual reasoning engine that was proposed in Chapter 4, 
addressing the following issues can also lead to an improvement in the overall 
cognitive vision system performance:
— The results shown in the previous chapter correspond to the output of the 
reasoning engine where each game is individually analysed, i.e. as soon as 
the model decides a game (or a point, at a lower level) should be awarded, 
it discards all information leading to it; however, combining information 
over wider time scales and using higher-level models of tennis rules (like the 
one shown in Figure 5.3 as opposed to the one shown in Figure 5.2) can 
lead to some improvement in accuracy over the outcome of each point, and 
subsequently, each shot. Nonetheless, the amount of information pruning 
that takes place after several levels of reasoning means that, beyond a certain 
level of abstraction, the information becomes so sparse that it is possible that 
no significant improvement in the performance of the system can be expected 
— although this needs to be more thoroughly investigated for the domain 
in which the reasoning engine is applied to.
— While the HMMs interpreting the play rules in the ‘highLevel’ module are 
currently using as input ‘soft’ decisions made in other modules, the confi­
dence measures for each of the possible decisions are always the same — 
and while this slightly improves the performance of the system compared to 
using single ‘hard’ decisions, it is not the ideal method of introducing un-
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certainty for the observed event inside the model. Using a more intelligent 
confidence profile for each of the ‘soft’ decisions provided, where each de­
tection module will include easily usable confidence information along with 
each ‘soft’ decision, should further improve matters.
• Finally, within the framework of the tennis evolution tracking system, there are 
some more specific areas where improvements can be made. Such improvements 
are outlined below:
— Due to the practical issues associated with processing a set of tennis video 
data enough to proceed with a fully automatic visual learning process (namely, 
the size of the data set and its extracted feature information, and the time 
required to perform all low-level visual processing tasks), the contextual rea­
soning engine for discovering the evolution of matches had to be constructed 
by hand, based on the author’s experience as a tennis enthusiast. As the 
evolution model is relatively complex, it could undoubtedly be improved. 
This lack of training also results in the sub-optimal manner in which ‘soft’ 
decision data (i.e. confidence measures for detecting objects or events) from 
lower levels are used.
-  The system relies on the success of the serve detection algorithm in order to 
start processing a shot — if a serve is not detected, the shot is discarded. 
Although serving is a very distinctive move in tennis, serve detection module 
is not always 100% accurate in detecting it — mostly due to slight differences 
in the serving technique among different players.
— Replays are not adequately addressed in this work. While most replays in 
tennis broadcasts are shown from cameras different to the one used for live 
play coverage, there are some cases where the main camera feed is used for 
replays as well.
-  Discriminating hits from bounces can sometimes be tricky; in most cases, 
players approach the ball when it bounces and prepare to hit it very quickly 
after the bounce, and thus start to swing the racket towards the ball even 
before the bounce. Combined with the relatively small spatial resolution
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available from the main broadcast camera, this can mislead the system into 
interpreting the bounce as a hit.
-  In the current stage of development, the system only utilises visual informa­
tion; no audio cue detectors have been developed. This has been initially 
done in order to alleviate any possible dependency of the system perfor­
mance on commentators’ style of description or the acoustics of a specific 
court. However, initial testing has shown that events like racket hits can 
be reliably recognised over a variety of venues and court types; thus, some 
assistance to the whole reasoning process can be expected by utilising audio 
information as well.
Appendix A
Hidden Markov Models: Theory 
and Variants
In this chapter, the mathematical background related to Hidden Markov Models will 
initially be presented. This introduction to the basic HMM structure will be followed 
by a short presentation of the most popular variants to it, including the necessary 
mathematical re-formulations introduced in each case.
A .l The standard Hidden Markov Model
As mentioned in Chapter 4, a HMM is a doubly stochastic process where we can only 
observe the outcomes of one of the processes; the underlying stochastic process cannot 
be directly observed, but can only be inferred through the existing observations, as if it 
was a function of them. A typical example of an HMM could be to consider ourselves 
in a room and be told about the results of a die being rolled in another room; since 
we don’t know how the die is rolled, we have to consider this procedure as a stochastic 
process — as is the outcome of the dice roll itself. Since we only know the outcome of 
the latter process, the system (the roll and the result processes) is properly described 
by a Hidden Markov Model.
If we wish to define Hidden Markov Models in a more formal mathematical manner, 
we will see that an HMM is fully characterised by the following parameters:
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•  N,  w hich is th e  num ber of s ta te s  in  th e  m odel.
•  M , w hich is th e  num ber of d is tin c t observation  sym bols for each s ta te , i.e. th e  
size of th e  observation  a lp h ab e t.
•  T  w ill b e  th e  leng th  of th e  observa tion  sequence.
•  it w ill be  th e  s ta te  th e  HM M  is a t tim e t. Hence, 1 <  it < N.
• Ot w ill b e  th e  observation  sym bol a t  tim e  t  —  equivalent to  answ ering ‘what 
happened at time t ? ’
•  V  =  {t>i, • ■ •, vm } w ill b e  all th e  possib le observation  sym bols —  i.e. all th e  
possib le events
•  A — {ay} , w here atj =  P(it+1 =  j\ it  =  i) for 1 < i , j  < N,  w hich is th e  s ta te  
tran s itio n  p ro b ab ility  d is trib u tio n .
• B — (A;)}, w here bj(k) = P(vk at t\qt = Sj) for 1 <  j  < N, 1 <  k <  M , w hich
is th e  observation  sym bol p ro b ab ility  d is tr ib u tio n  in  s ta te  j.
• x — {7^} , w here txi — P{i\  =  «) for 1 <  i < N ,  w hich is th e  in itia l s ta te
d is trib u tio n .
•  A =  (A , B, 7r) w ill com pactly  deno te an  HM M .
T h e  o p era tio n  of a  H idden  M arkov M odel in  tim e is g raphically  illu s tra te d  in  F igu re  A .I.
F igure  A .l: T h e  H idden  M arkov M odel. T h e  squares deno te  th e  observed sym bols, 
while th e  circles ind icate  th e  s ta te s  o f th e  m odel a t  a  given tim e slice.
To u tilise  H idden  M arkov M odels for inference an d  learn ing , th e  solu tions to  th e  fol­
lowing th ree  problem s m ust be  found:
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•  T h e  evaluation p roblem : nam ely, com pu ting  th e  p robab ility  th a t  a  given observa­
tio n  sequence O =  0 \ 0 2 • . .  O t  h as  been  p roduced  by a  given m odel A =  (A, B, n).
•  T h e  optimal sequence problem : th a t  is, given a  sequence of observed o u tp u ts  O — 
0\0< i'"  Ot  an d  a  know n m odel A =  (A,B,iv),  how to  choose a  corresponding  
state sequence I  — i \ i2 • • • i r  so th a t  it can  b e  considered optimal in  te rm s of 
likelihood.
•  T h e  training problem : in  o th e r  w ords, ca lcu la ting  th e  p a ram ete rs  o f a  new  m odel 
A =  (A, B , tt) s o  as to  m axim ise th e  p ro b ab ility  P (0 |A ) .
T h e  solutions to  these  problem s are  given in  d e ta il in  th e  rem ain d er o f th is  section.
A . 1.1 E valuation
A t a  first look, th e  so lu tion  to  th e  eva lua tion  problem  seem s to  b e  qu ite  triv ia l; if, 
in s tead  of d irec tly  try in g  to  calcu la te  P (0 |A ) ,  we calcu la te  P ( 0 |J ,  A) for a  specific 
s ta te  sequence I  — m u ltip ly  it by  P (I ¡A) an d  sum  for all possib le s ta te
sequence (I’s), we w ill have:
P ( 0 \ \ ) = b i l ( 0 1)bi2(0 2)---b iT(0 T))
P(I\X)
Therefore,
P (0 |A )  =  ^ P ( 0 | / , A ) P ( / |A )  =  ^  "^¿1 ^ *1 (0l)^'ii*2^*2 ( ^ 2 ) (Ot )aiT~iir
I I
However, th e  tr iv ia l so lu tion  is never used  in  p rac tice  —  because of th e  co m p u ta tio n al 
com plexity  in tro d u ced  by  it. I t  can  b e  easily show n th a t  its  co m p u ta tio n a l cost is of 
o rder 0 (T N t ). In s tead  o f th e  stra ig h tfo rw ard  m ethod , a  p rocedu re  com m only know n 
as the forward-backward a lgo rithm  is used  in stead . In  th is  case, a  forward variab le a t (i) 
is defined as
at(i) =  P(Oi, O2 , • ■ ■, Ot, it =  ¿¡A))
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th a t  is, th e  p robab ility  o f th e  p a r tia l observation  sequence u p  to  tim e t  an d  th e  s ta te  
i a t  th a t  tim e, given th e  m odel A. T h e  «*(?) variab le can b e  inductively  calcu la ted  as 
follows:
1. Initialisation:
oc\(i) =  nibi{Oi), 1 <  i < N
2. Induction: For t  =  1 ,2 , • • • , T  — 1 an d  1 <  j  <  N
N
£<*(0<h
Li=l
bj(Ot+  i)
w hich is th e  p robab ility  o f th e  p a r tia l observation  sequence u p  to  t +  1, w ith  s ta te  
j  a t  th a t  tim e; apparen tly , s ta te  j  can  b e  reached  from  any o f th e  N  s ta te s  a t  
tim e t, each tran s itio n  hav ing  a  p ro b ab ility  a ^ .  T hose te rm s form  th e  sum ; th e  
bj(Ot+1 ) te rm  refers to  th e  tran s itio n  a t tim e  t  +  1.
3. Termination: T h en
N
P ( 0 |A )  =  £ < * r ( i )
¿=1
w hich is ju s t  sum m ing u p  all possib le com binations for a tta in in g  th is  observation  
sequence.
T h is  p rocedu re  can  be show n to  have a  co m p u ta tio n al cost o f o rder 0 ( N 2T ), w hich 
is a  vast im provem ent in  te rm s o f perform ance com pared  to  th e  com plexity  o rder of 
0 (T N t ) th a t  applies to  th e  stra igh tfo rw ard  solu tion .
In  th e  sam e way th e  use of a  forw ard variab le has enabled  a  m uch m ore efficient way 
of com puting  P (0 |A ) ,  one can also define a  backward variab le /3t (i) as:
m  — P{Ot+1, Ot+2 , • * ■, Ot \h =  h A)
i.e. th e  p ro b ab ility  o f th e  p a r tia l observa tion  sequence from  tim e t  + 1, given th e  m odel 
A an d  th e  s ta te  i i t  was a t  tim e t. T h e  fit(i) variab le can  b e  inductively  ca lcu lated  as 
follows:
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1. Initialisation:
0r(i)  =  1, 1 < i < N
2. Induction: For t =  T  — 1, T  — 2,* • •, 1 an d  1 <  i < N
N
a (* )= 'sj r ,aijbj{Ot+i)pt+i{3)
3 - 1
3. Termination:
N
P(O|A)=5>&(Oi)&(0
¿=1
w hich is ju s t  sum m ing  u p  all possib le  com binations for a t ta in in g  th is  observation  
sequence.
T h is  m e th o d  also has a  com plexity  of o rd er 0 ( N 2T ), so i t  is equally  su itab le  for eval­
u a tio n  as th e  forw ard m ethod .
A . 1.2 O ptim al sequence
In te rp re tin g  th e  n o tio n  of ‘o p tim a lity ’ a t  every single case H M M s are app lied  m ay in tro ­
duce problem s w here reach ing  an  exact so lu tion  m ay n o t always b e  feasible. However, 
by  far th e  m ost u sua l o p tim ality  c rite rion  (which is also th e  m ost p lausib le  one in  th e  
vast m a jo rity  of p rac tica l app lica tions) is to  find th e  single b e s t s ta te  sequence (p a th ), 
i.e. looking a t each observa tion  sep ara te ly  from  th e  o thers. However, o th e r techniques 
also ex ist a n d  are  of in te rest in  o th e r  app lica tions, e.g. speech recogn ition  using chains 
of phonem es in stead  of single ones. In  any case, defining w h at w ill b e  considered as th e  
o p tim ality  c rite rion  in  a  given ap p lica tio n  co n stitu tes  th e  basis on  w hich ou r s tra teg y  
for finding th e  o p tim al s ta te  sequence is b u ilt.
In  th e  case of try in g  to  find  th e  single b e s t s ta te  sequence, th e  m e th o d  followed is 
com m only know n as th e  Viterbi algorithm]^8, 41], w hich is an  inductive  algo rithm  
based  on  dynam ic p rog ram m ing  m e th o d s an d  can  b e  form ally  described  as follows:
A ssum e th a t  we are  given a  H idden  M arkov M odel A =  (A, B,7r) m odelling  a  process 
th a t  has y ie lded  a  sequence of observations O =  O i, O2 , • ■ ■, O t ,  an d  we w ish to  discover
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the state sequence I  =  «1 , ¿21 • • ■>It  that will maximise the probability P (0 , /|A). But 
since we know that
P(0 ,J|A ) =  P(0|J,A )P(I|A ) =  P ( 0 ,I \ \ )  = nA A O i)a iii2b i2{02) - - - aiT-iiTbiT{0T) 
we can define U(ii, «2* • • •, *t) as
■ ,*r) = —
so it will obviously be
P (0 ,/|A ) =
Therefore, the problem of estimating the optimal state sequence — namely, calculating
max P ( 0 , ,*r|A)
is equivalent to solving
min U (ii,i2, ■•■,**))
Therefore, since the Viterbi algorithm is appropriate for discovering the sequence of 
states that will yield a minimum path cost for the sequence, we can consider the 
optimal sequence problem to be an optimal path problem where the state transition 
costs (from state ij to if. at time t ) are the — ln(a^.3fc&jfc (O*)) terms from the equation 
above. If we define St(i) to denote the accumulated path cost at time when we are at 
state i at time t  during the algorithm, and 'ipt(j) to denote the state of time t  — 1  which 
yields the lowest cost during its transition to state j  at time t, the Viterbi algorithm 
works in the following manner:
1. Initialisation: For 1 < i < N ,
Si(i) = - ln ( 7Tj) -ln(&i(Oi))
T
In (7^  M O i))  + 5 Z ln ( m )
t= 2
-01  (* )  =  0
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2. Recursive computation: For 2 < t < T  and 1 < j  < N
if)i(i) =  arg min \St- i( i)  -  ln(oy)] 
1 < J < N
3. Termination:
P* =  min Wt(i)]
1 <i<N
I* = arg min [<**(«)] 
l < i < N
4. Back-tracking for the optimal sequence: For t — T  — 1, T  — 2, • * •, 1
After applying this algorithm, Pmax = e~P" is the probability of the optimal state 
sequence and I* =  {¿*,¿2? ’ * ’ *s optimal state sequence itself. Finally, it can 
be proven that this implementation of the Viterbi algorithm leads to a computational 
complexity of order 0 (N 2T ), just like the forward-backward algorithm.
A .1.3 Training
Apparently, this is by far the hardest of the three problems designers of Hidden Markov 
Models are asked to tackle. Essentially, this problem attempts to make the HMM 
capable of distinguishing patterns within different observation sequences, so that the 
HMM will be able to identify sequences similar to those initially input to it for training. 
There are two main methods used to perform this task, each one designed with a 
particular target in mind. Those methods are:
• The segmental K-means algorithm [42]: In this method, we will carry out a loop
so as to adjust the parameters of the model A = (A, B,ir) in order to achieve 
maximisation of the probability P (0 , IjA), where I  is the optimal state sequence 
as retrieved by applying the Viterbi algorithm on the model A after each loop in
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the training process. Obviously, this algorithm tends to favour the more probable 
state sequences in comparison to the rest.
This method is repetitive and will take us from Xk to A*+1 in a way that P (0 , <
P ( 0 , / |+1|A*+1), where k is the number of repetitions already carried out so 
fax and is the optimal state sequence for the observation sequence O =
Oit Oi, • • •, Ot  and the model \ k as found through the Viterbi algorithm. The 
function P (0 , I*|A) =  m axjP (0 ,/|A ) is known as the state optimised likelihood 
function, whereas the criterion upon which the optimisation is done is called the 
maximum state optimised likelihood criterion.
Obviously, in this method we will have to acquire a number of sample (train­
ing) sequences for the HMM to be trained. If we consider a number of w such 
sequences, each one (O — Oi, O2, ■ • •, Ot) consisting of T  observation symbols, 
where each of the symbols is, in turn, assumed to be a vector of dimension D, 
where D > 1 (even if they’re just single values), the Segmental K-means algorithm 
consists of the following steps:
1. Initialisation : We randomly choose a set of N  observation symbols (appar­
ently, of dimension D) and assign each of the ojT  training vectors to that 
observation vector (among the N  initially chosen) from which the training 
vector has the smallest Euclidean distance. Thus, we form N  clusters in 
the observation space, which are going to be our states from this point on. 
The selection of those N  vectors to form the clusters by will not decide the 
final outcome for the HMM, but it will decide the number of iterations re­
quired to reach that final outcome. Therefore, instead of picking those N  
vectors completely at random, we can think of other ways to space them 
more appropriately in our observation space.
2, Model parameter calculation : We can now calculate the initial probabilities 
of states and state transitions for this iteration. Hence, for 1 < i , j < N ,
Number o f occurences o f {0 \  € i}
'Kl Total number o f occurences o fO \  = uJ
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„ _  Number o f occurences o f  {Ot € i and Ot+1 G j } fo r  all t
13 Number o f occurences o f {Ot G i} fo r  all t
3. State statistics : In this step, we calculate the mean vector and the covariance 
matrix for all the states. Therefore, for 1 < i < N , we have
4. State probability distribution functions : Now, we can calculate the probabil­
ity distribution functions for each training vector and each state. Assuming 
Gaussian p.d.f.’s for convenience, we will then have
5. Training set checking : Using the Viterbi algorithm as described earlier, we 
now find the optimal state sequence I* for each training sequence for the 
model Xi — (Ai, B{, kf) calculated in the previous steps. Then, we com­
pare the state sequence produced in this iteration with its respective state 
sequence produced in the previous iteration; if any state of the sequence 
produced in the current iteration is different from its respective state as of 
the previous iteration, we say that this training sequence has been assigned a 
different state sequence in this iteration. This is what the re-iteration check 
is based upon, as we will see below.
6. Testing for re-iteration : If we have not assigned a different state sequence 
for any of the training sequences in the previous step, we stop. Otherwise, 
we go back to Step 2 (Model parameter calculation) and start over, coming 
up to this step.
It can be proven [42] that this algorithm will always converge to a state optimised 
likelihood function for a wide set of observation p.d.f.’s.
• The Baum-Welch re-estimation formulae: In this case, we try to adjust the pa-
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rameters of the model A =  (A , B, tc) in a closed-loop process in order to increase 
P(0|A) up to a maximum value. Because we perform the optimisation on P(0|A) 
instead of P (0 ,/|A ) (as in the segmental K-means algorithm), this method does 
not tend to specifically favour a certain state sequence. However, this method will 
require an initial estimate of the HMM, which it will improve upon. To acquire 
this, a common way is to perform a single iteration of the Segmental K-means 
method and get a quite reasonable initial estimate. Assuming that, one way or 
another, we have that estimate, we try to maximise the function P(0|A), which 
is known as the likelihood function; the optimisation criterion itself is known as 
the maximum likelihood criterion.
To understand the way this method works more easily, some additional definitions 
will be made. Let us consider the function
7 t (i) = P(it =  ¿|0 ,A)
namely the probability of being in state i at time t given the observation sequence 
0  = 0 i , 0 2 , • • •, 0 t  and the model A =  (A, B , 7r). Applying the Bayes law yields
~ m = p (^ = b ° lA) = «*(*)&(«)
7iW P (0 | A) P(0|A)
where and Pt(i) are, respectively, the forward and backward variables at 
time t for the observation sequence 0  =  0 i, 0 2 , • • •, 0 t ,  as they were defined in 
the evaluation problem earlier in this section.
We can also define £t{hj) as
&(*, j)  =  P{it = h H+i = j \0 ,  A)
that is, the probability of being in state i at time t  and going to state j  in time t+ 1 , 
given the observation sequence 0  =  0 i, 0 2 , • • ■, 0 r  and the model A =  (A , P , 7r). 
This is equivalent to:
, , , p ( i t = i , i t+ i = j , o m  
,3) P(0|A)
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But the numerator can be broken down in the following way:
P(it = i , i t+i = j , 0 1A) “ P (tt =  =  j,|A)
=  P(it — i, Oi, • • *, Oi|A)P(Oi+i, • ■ ■, O t, *i+i — i|A)
In this product, the first term is simply at(i). The second term can be re-written
P(Ot+1, ■ • •, Ot ,H+i =  j  | A) =  P(«i+i =  j , Of+i|A)P(Oi+i, • • •, Oyjii+i =  j, A)
and as the first term is a simple transition (thus introducing the term aijbj(Ot+1)), 
while the second term in this product is we finally have
P(it = i , i t+1 =  j , 0 1 A) =  at^aijbjiO t+ ^Pt+ iti)
Also, if we sum up jt(i)  from t =  1 to T, we will get a number representing the 
expected number of times we will visit state i in the sequence, and if we sum up 
to T  — 1, we will get a similar number for transitions out of that state (since t — T  
is the final state of the sequence). In the same way, summing £t(i)  from t —  1 
to T  — 1 will give us the expected number of transitions from state i to state j.
t=l
Having introduced all these, the Baum-Welch re-estimation formulae are as fol­
lows:
as
Therefore,
T - 1
y ;  7t(i) — Expected number o f transitions fro m  state i
t=l
Expected number o f transitions from  state i to state j
n  =  7;t(i), 1 < * < N
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t= l  
otj -  - Y Z i
t=l
X) O'i(i)
&#) = ^ —
¿7 * 0 ')
t-1
A .2 Variants to the basic Hidden Markov Model 
A .2.1 Factorial H M M s
Factorial HMMs were introduced by Ghahramani [27] and were designed in order to 
handle state representations as a state vector consisting of S  state variables (I =  
*i> * * • j *s) rather than a single state label, thereby allowing for concurrent probabilistic 
inference over S  stochastic processes. However, in the case of Factorial HMMs, the 
main assumption is that each of the S  processes is independent from all others. Thus, 
if we denote the outcome of the s-th state sequences (where 1 < s < S) at time t as 
if, while following the notation introduced previously for all other parameters of the 
Factorial HMM, the values of if for every m  can only be affected by the corresponding 
if-i-  Bearing this constraint in mind, it can be stated that a Factorial HMM A can 
essentially be viewed as the concatenation of S  HMMs into one complex model, where 
the observed sequence Ot =  oi, 02, ■ ■ •, Oi for all S  models is identical. This can be 
formally stated as:
s
5 = 1
Figure A.2 graphically illustrates the operation of a Factorial HMM over time.
This relation shows that the problem of inferring the optimal set of states that comprise 
the state vector for every time slice is one of combinatorial nature, as all combinations 
of states need to be evaluated; therefore, to acquire an exact solution to the inference
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Figure A.2: The Factorial Hidden Markov Model. The squares denote the observed 
symbols, while the circles indicate the states of the model at a given time slice.
problem, even the employment of the forward-backward algorithm can only reduce the 
computational complexity to an order of 0 (T S N s+1). This renders the exact inference 
problem intractable in practice, while also affecting the use of the standard Expectation- 
Maximisation (EM) algorithm [18] for exactly calculating the optimal model parameters 
— as the calculations required in the Expectation (E step) are identical to those required 
for inference. To demonstrate the exact forward-backward algorithm in the case of 
Factorial HMMs, we start by defining the forward variables:
“ i =  P (4 1\ 4 2).- - - ,4 5,.{<MÎ|A), where {Ot }\ = 0 1,
a<0> = P (41),4 2),---,4 s),{OT}‘1- 1|A)
4 1> =  p(4i>1,424 . . . ,4 i ),{or }ir i !A)
<45) =  p ( 4 - \ > 4 V  • • .4 - 1  {Or i n * )  =  a t- i
Using the above formulae, the forward recursion can be written as
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and
4 s" 1) = E J3(4 s>i4 - i) 4 ‘)
This definition helps alleviate the need for an N s x N s state transition table by taking 
advantage of the independence of the underlying Markov chains representing the state 
sequences. Instead, it only requires the summation over S N x N  state transition tables 
— which yields the likelihood of the observation sequence at the end of the forward 
recursions.
Similarly, the backward recursions can be obtained by the following definitions: 
fit = P<h ' , h ' , - ■ ■ { ° t } ! | A ) ,  where {Or} f  =  o,, ■ ■ ■, oT
$£> = P ( { 0 T} f |4 I \ f \ - - - , 4 s),A)
A - i  =  P({Or t f l i j1», f t ,  • •', 4-1. A)
4 - i  =  ■p({O r}ii4-)i, 4 -\, • • ■ - 4 - 1  >•)= a -  i
which yield
4 f ,i = m i 4 1,.4 2>.--- .4 s)^ ) A
and
ii
Given the forward and backward variables at  and fit respectively, the state posteriors 
at time t can be calculated as
7t =  P (/,|0 „A ) =  a t&
2Zh atPt
Therefore, the statistics required to perform the E step of the EM algorithm can be
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calculated as follows:
r(-)
jM
n^s
E { iish ^ \ x , o t} =  Y  1*
T ( n )h
Y  at-iP(It\I,-i)P(Ot\It)0t 
iSAxiP
Y
It-lXlt
where x1 denotes the matrix transpose of x.
As for the M step (maximisation) for training the factorial HMM, this can be exactly- 
calculated in a much easier manner. Initially, we set
A = {TVW,tt(s),P^,(7}
where is an M  x S  matrix whose columns represent the contribution of each 
setting of l[ 3^  to the overall mean and 1 — P(l[s^), P(s) =  P ( / |^ |J ^ l\)  and C is the 
covariance matrix for the state sequences. Assuming that Ot is a vector of size M, St 
a S N  x 1 vector resulting from the concatenation of all S ^  vectors (each of size N ) 
and W is a matrix of size M  x SN , as the concatenation of N  M  x S  matrices. We 
will also introduce the notation (x) as equivalent to P{a:|A, O^}. Finally, applying the 
EM algorithm yields the following recalculation formulae:
w nem = ( Y o t ( i ’t) ) ( Y W t »
<=i t= l
n (m)new _
’p i ' ( t(s) t(s) \ 
p{m )new   2-jt= 2 \  t,a t —lfi!
«.* ~  , j ( s )  v
T  T  S
= I E o toi -  i  y  E  »-(s)<4s)>o;
t=l t — 1 S=1
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Nonetheless, in practice, methods such as Gibbs sampling, completely factorised or 
structured variational inference have been used instead of the exact methods described 
above to yield approximate solutions to the problems associated with inference and 
learning in applications involving Factorial HMMs.
A .2.2 Linked HMMs
Linked HMMs were first introduced by Saul and Jordan in [82]. Their main strength 
is their ability of handling synchronous state sequences and the joint probabilities be­
tween the states of each sequence; that, is equivalent to the Cartesian product of the 
constituent HMMs, with a bias probability attached on each joint state — and extends 
the Factorial HMMs by introducing interactivity among the hidden processes. The 
operation of a Linked HMM over time is graphically illustrated in Figure A.3 .
Figure A.3: The Linked Hidden Markov Model. The squares denote the observed 
symbols, while the circles indicate the states of the model at a given time slice.
Inference and learning for such models is facilitated by their resemblance to Boltzmann 
chains. Let us assume that we wish to link two HMMs A^ 1) =  7r and
A(2) =  {A(2\ B ( 2\7 t(2)}. When ‘unfolded’ in time, each HMM can be separately viewed 
as a Boltzmann chain; therefore, each configuration of units represents a state of energy
T — l  T
•'■ > {°i>■■■)°i})= — nu — 'y 1•Ait'h'+i ~~ y !
t'=1 t'=1
A.2. Variants to  th e basic H idden  M arkov M odel 135
The probability of finding the model in this overall configuration is
P ({il, * ‘ , ¿t}i {01, • • •, o*}) =
where 6 =  1/T, is the inverse temperature, and
z =  Y ,  « ÔU&
normalises the above Boltzmann distribution. It is clear that, if we set 
aij =  T lnylij, hj = T lnB ij, Hi = T in  lb
these equations reflect the known equation from standard HMMs. Moreover, the Boltz­
mann learning rules — using a gradient ascent over the log-likelihood
P (fn n _  e~m /Z  ___ Zc
U “  e -M /Z c ~  Z
yield the following iterative formulae for adjusting the given weights:
T - 1
A A iil  =  “  (Öiiti ^i'itt+1)]
t'=1
T
A Bij = r}6 m t, bjjt, ) c — {but, Sjjt, )]
t’- i
Alb = rjO^ Sn-^c ~~ (^ ¿ü)]
where 77 is the learning rate, 6{j is the Kronecker delta function and {•) is the expectation 
over the free Boltzmann distribution, while (*)c is the expectation over the clamped one 
— which has a likelihood given by
z c = Y e
-enc
{«}
and corresponds to clamping the partition function to the observed values and their 
associated hidden states.
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These results also reflect the Baum-Welch re-estimation formulae (and, thus, the EM 
algorithm results) when applied in this context. In fact HMMs can be viewed as a 
special case of Boltzmann chains, when we set Z  — 1.
However, Boltzmann machines also allow us to apply a process known as decimation to 
compute partition functions and correlations, while also enabling pruning and joining 
operations among nodes. These operations are shown in Figure A.4.
Figure A.4: Operations among nodes in a Boltzmann machine. Decimation is shown 
in the left frame, while pruning and joining are shown in the middle and right frames 
respectively.
In the case of decimation, the main idea is that if we consider three units connected in 
series, the end ones will affect each other via the middle one — even though they are 
not directly connected. It can be shown that the influence exerted to the one end node 
by the series of the other two weights is equivalent to that of a single effective weight 
given by
= Y ,e ,A* +e,A* +<?**
i'
This observation allows us to effectively decimate the degree of freedom presented by 
the middle unit. Similarly for pruning, it can be shown that if we sum over the degree 
of freedom presented by the node at the left, we will have
e6Bi =  ^ 2  e6Bij 
3
finally, joining refers to the concatenation of weights in parallel into a single weight — 
in this case,
A u '= A ^  + A §
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According to the Boltzmann learning theory, a network is tractable for learning if it 
can be reduced to a pair of connected units; and, in the case of simple HMMs, we can 
readily see that a series of decimation steps turns the network into a pair of nodes. 
Moreover, pruning will be used to separate the constituent HMMs; therefore, in the 
case of Linked HMMs, the training of the constituent HMMs can be done separately; 
however, the complete model can be easily deduced via these simple equations.
A.2.3 Coupled HM M s
Coupled HMMs were first introduced by Brand in [8], and their purpose was to extend 
the link between the hidden state processes (as this was introduced introduced in the 
Linked HMMs) so that inter-process influences can extend over different time slices as 
well. This clearly allows the representation of much more complex interactions among 
the hidden processes than that of Linked HMMs; therefore, it is an important func­
tionality extension over them. However, the additional complexity introduced by this 
new functionality requires a different approach to that of Linked HMMs for addressing 
the problems associated with HMM-based reasoning. Figure A.5 graphically illustrates 
the operation of a Coupled HMM over time.
Figure A.5: The Coupled Hidden Markov Model. The squares denote the observed 
symbols, while the circles indicate the states of the model at a given time slice.
We can clearly see that, compared to the Linked HMMs, Coupled HMMs allow for a
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tighter integration of the constituent HMMs — essentially, each model not only uses 
its current observation and previous state to derive its current state, but the previous 
states of all other models as well. Therefore, each of the constituent models offers 
additional value to the overall system state. To demonstrate how this works, let us 
assume two HMMs A^ 1) =  and =  {A^2\B ^ 2\ t t^ } . We can form
a joint model by simply taking the Cartesian product of the two HMMs — therefore
A =  A « x A<2>
For A, the system states will be given in form of a matrix ij^. This matrix is given by
•(1) A -(2)ijk = *} A
and (since we assume that the constituent HMMs are independent)
p { u  =  o',fc}i*vi =  { / ,* '} )  =  p (41} =  = / ) p (42) =  *l4-\ =  k')
Projecting the joint HMM back to its components, we get
p (41} = .714-1 = f )  = Y  p(4-i = = {j, k}\it-1 = {/,&'})
k '  k
P (4 2) =  A: [ 4 - i  =  *') = =  / )  Y  p (^ =  0% As>l**-1 =  {j',k '})
j '  3
however, we can also project the joint HMM so that we factor out the interactions 
between the component HMMs. In this case, we have the following results:
p(41’ = j\i?X - * ) - £  =j') E  = «'■*'»
j '  k
p(42) = ¿ H a = / ) = £ p (£> = = o ".* '})
Jfe' j
=  { j ,  k j j i t - i  =  { / ,  A:'}) =  P (4 1} =  i l4 - i  =  A:/)-F>(42) =  *l4-\ =  •?')
Using this observation as a starting point, an algorithm that allows the training of
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a joint HMM using simple training methods applicable to standard HMMs can be 
developed. The only additional requirement in the case of training a joint HMM is the 
presence of a constraint that will force the component HMMs to factor consistently 
along both projections. Initially, we need to define the forward and backward variables 
(a and ¡3 respectively) for the joint model through the following recursive formulae:
M n)  = P({oi1] -  o(1),oi2) =
it- 1
it
A .2.4 P roducts of H idden M arkov Models
Products of Hidden Markov Models (PoHMMs) [9], where a combination of HMMs is 
used to create a distributed state from a single set of observations, based on a ‘Product 
of Experts’ paradigm to fuse the constituent HMMs. Thus, modelling multiple relations 
(both in type and range of structure) within the same data set is possible — and 
multiple types of observations can be exploited. Their evolution in time is shown in 
Figure A.6.
Figure A.6: The Product of Hidden Markov Models. The squares denote the observed 
symbols, while the circles indicate the states of the model at a given time slice.
As we can see, this structure is very similar to that of the Factorial HMMs; however,
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it is represented using an undirected graph for denoting the relations of observations 
to individual state sequences. This is due to the fact that the ‘Product of Experts’ 
generative model employed in this case links the visible variables to the states in a non- 
causal manner. Thus, while Factorial HMMs exhibit the property that, given a set of 
observations, the state sequences of the constituent models are independent, PoHMMs 
act in the exact opposite manner. Therefore, while in Factorial HMMs exact inference 
is intractable in practice, PoHMMs do not have this limitation — instead, using the 
standard forward-backward algorithm for each of the constituent chains yields the ex­
act solution to the inference problem. However, learning the parameters of PoHMMs 
is a much more challenging problem, as local distributions are linked via a global par­
titioning function. As the existence of this link means that the exact calculation of 
those parameters is intractable in practice, an approximate approach (such as Gibbs 
sampling) needs to be used to this end.
Still though, there is a more accurate and efficient method to perform this approxima­
tion. Let us assume that the model parameters are given by A — {Afc}|i_1, where A* is 
the set of parameters for the /c-th HMM. Then
n £*<{<*}.{«!*>
P(0|A ) =  - X -  -
E n w w i * * )
O k=l
where X and O are the state and observation spaces, respectively. Minimising the log- 
likelihood of the data is equivalent to minimising the Kullback-Leibler distance [53] 
between the observed sequence and the model that generates them. As the generative 
model can be, in theory, estimated by running the Gibbs sampling process for an infinite 
number of iterations, we can write this term as KL{Qq\\Q°°). Moreover, the ‘contrastive 
divergence’ KL(Q°\\Q°°) — KL{Ql \\Q°°), where Q1 is the result of reconstructing the 
distributions using a single step of the Gibbs sampler on the input data, is also a 
measure that can greatly assist the overall approximation process. Using this measure, 
the following steps can lead to an efficient learning algorithm:
• Calculate the gradient of each constituent HMM via the forward-backward algo-
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rithm.
• Draw a sample from the posterior path distributions through the state space of 
each model.
• Multiply the distributions over symbols for the chosen path in each model, and 
re-normalise them.
• Sample the reconstructed distributions to acquire a reconstructed sequence O, 
and calculate the gradient of the reconstructed HMMs via the forward-backward 
algorithm
• Perform the necessary updates as follows:
A , dlogP(0\A)
AA* “  axk d \k
To calculate the above gradient for the constituent HMMs, the following identity is 
used:
where <• • ■) denotes the expectation of the argument with respect to the state posterior. 
This formula suggests that, instead of actually calculating the log-likelihood gradient, 
we can use the available statistics about the hidden states to greatly simplify this step 
— and, with it, the overall training process.
A .2.5  H ierarchical H M M s
Hierarchical HMMs were introduced in [24] by Fine et al., and they were designed in 
order to extend the application of HMM-based reasoning to problems' of hierarchical 
nature. In this case, one observation process is used to infer an initial state process. 
The latter, in turn, is considered as the observation for another state process on top 
of it, and so on. Hierarchical HMMs can, in general, have any number of layers; let 
us denote the number of layers as D . Then, for each step of an observation sequence 
O =  Oi, O2, • • •, Ox-, a corresponding state vector i f  =  {«*},! < t < T, 1 < d < D
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(where d is the state hierarchy index) is going to be assigned. Their evolution in time 
is shown in Figure A. 7.
Figure A.7: The Hierarchical Hidden Markov Model. The squares denote the observed 
symbols, while the circles indicate the states of the model at a given time slice.
The structure of the Hierarchical HMM also dictates the approach followed for tackling 
the problems associated with HMM-based inference — estimation, inference and learn­
ing. As illustrated graphically in Figure A.7, the Hierarchical HMM can essentially be 
viewed as a set of D standard HMMs. Thus, if we denote the state of the Hierarchical 
HMM as ij, d € {1, • • •, D} with j  being the state index (or, if we omit the state index, 
id)
* = {A’V d .- .D )  =
where A = {a^} = { P { ^ 1 l^(*j+1))} is the state transition probability matrix, 
n*d = {7rtd(ij+1)} = {P(id+x\P(id))} is the initial distribution of the sub-states within 
id, and B l° =  (/c)} = {P(ofc|iD)} is the probability that the current state iD will
produce the symbol ok as its output.
For the estimation problem, a generalisation of the standard forward-backward algo­
rithm introduced for the basic HMM structure is required — to address the fact that 
each of the internal states of the Hierarchical HMM can be viewed as an autonomous 
model, which uses its sub-state to generate a substring of the observation sequence.
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This leads us to introduce downward and upward variables — following the pattern 
that led us to the introduction of forward and backward variables for evaluation in the 
first place. The introduction of downward and upward variables reduces the complex­
ity of the evaluation problem in a manner identical to that of forward and backward 
variables; eventually, it can be proven that the computational complexity of evaluating 
the forward variable values for all states of a Hierarchical HMM is of order 0 (N T 3).
In more detail, the forward variable is defined as
a(t, t  + k, i j ,  i rf“ 1) =  P{{ot, • - * ot+k}, i j  finished at t +  started at t)
therefore
a ( t , t , i f , i D 1 ) =  irtD 1 ( if)  bli (ot)
for the initialisation step. For moving within time,
m= 1
and for moving within the state space
Finally,
k -i ( IV -1!
a (t,t  + k , i f i d *) =  \ S  + ìTMn, ' W n j 1
m —0 I n —  1
where is the number of sub-states within an internal state i f
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Similarly, the backward variable is defined as
(3(t, t + k , i j , i d *) =  P({ot, • • • ot+k}, ij started at t\id 1 finished at t +  A;)
therefore, its initialisation step is expressed as
and
thus
•0-1 ^ß(t,t + = tfj (ot) ^ 2 afk ^(t + l,i + t',ik ,iD~1)
k ^ e n d
■d  W
ß(t, t , i j , ¿d_i) =  ajend ^ 2  n*i (ij+1)ß(t, t, idk+1, ij)
k = 1
t ' - l  Kjl
ß { t , t  +  t ' , i j , i d- 1) =  ^  ^ 2 ^ (idk+1) ß ( t , t  +  m , i j +1 , i j )
m=0 k= 1
Y ]  a)k ß { t  +  m  +  l , t  +  t r, i k, i d x)
ft=i
I i f \
+afend ^ 2 ^ 4+1^ j)
k= 1
To derive the downward and upward variables x  and £ now, we need to first introduce 
two auxiliary variables, rjin and rjout. They are used in simplifying the calculation of % 
and £, especially in the case a sub-model reaches an exit state, i.e. one it cannot get 
out of. Therefore,
V i n f a i j , ^ 1) = P ( { o i , " - , o t- i } , i j  started at t\X)
This can be re-written as
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rjinitjpi1) = (f > x)
k—1
W n(l,ij,4~1') -  rHn(l,4~1’id~2)*** *(*$)
t-i \4 *i
fH n fa i j i t f r 1) =  X)»W n(i/,*fc_1,*d_2) Y  «(<', t  — 1,
t '=1 A=1
+»K n(i,i*“1,*<i“ 2)7r** 1 ( i $ )  ( t >  1)
Sim ilarly,
i?out(*» »2j_1) =  P(ij  fin inshed  a t t, {ot+ i ,  • ■ ■, o r}  I A) 
can  b e  rea rran g ed  for th e  in itia lisa tio n  step  as follows:
I*1!
V o u t ( i ,  =  Y  +  ! i  r > **» *X) ( t < T )
k - 1
For m oving in  th e  s ta te  space, we have
T
Vouti^ij^m1) = Y
t ' = t +1
+
a j m e n d  V o u t i ^ i  j ) (£  <  T 1)
and , finally,
V o u t i j 5 * ) =  flj m en d  V o u t ( T : i j  2 )
U sing these  defin itions, we can  now express th e  dow nw ard variab le  £ as
£(i, ijf, ifc, i d_1) =  P ( ^  fin ished a t  i , if  s ta r te d  a t t  +  1|A, O)
=  P(oi,-" ,ot,ijd -> ikd,ot+i,- • - ,o t \X, O).
U sing th e  prev ious defin itions, we can  now m ake th e  following derivations:
, f,  , 2 , 2 £i v  “ i 1 ,<,<5.<i m k/5(t +  l , 2 ’, t J ,» 1)
J — P (0 |A )
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£(T i2 il  i1) -  3 __
P(0|A) ■i'=l
jk
(*<T)
P(0|A) X) WnO^ i *i \  2)«(^r i, i  *)U'=l
o f 1 end W  (¿', 1, ^ ~ 2) (* < T)
For x  now, the definition is as follows:
X{t, ij, id *) =  P(id started at t\A, O) =  P(oi, • • •, ot- 1 , 4- , ot, ■ • •, or|A, O)
Therefore, the following derivations can be made:
P(0|A)
1 P(0|A) •t'—t
A.2.6 Observation-Decomposed HMMs
Observation-Decomposed HMMs (ODHMMs) [57] are useful when trying to apply 
HMM-based reasoning with a potentially incomplete observation set for a given time 
slice. Essentially, this approach only differs from the traditional HMM in that ODHMMs 
allow for the interpretation of actions involving more than one semantic entity, and thus 
have to also operate adequately even when a number of agents involved in the activity 
do not provide any observation information at a given time. Their evolution in time is
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shown in Figure A.8.
Figure A.8: The Observation-Decomposed Hidden Markov Model. The squares denote 
the observed symbols, while the circles indicate the states of the model at a given time 
slice.
It is obvious that the state structure of standard HMMs remains the same in ODHMMs 
as well; however, since each state now emits a set of ‘sub-observations’ instead of a single 
observation, the formulae regarding the computation of the likelihood for a given input 
sequence O and the output probability re-estimation need to be revisited.
For the computation of the likelihood of an observation sequence O = {0[}, where t is 
the time slice and r is the sub-observation index in an ODHMM, we keep in mind that:
• In conventional HMMs, the observation likelihood is given by the formula
P(0|A) = Y ,  P (0 ,i\ \)  = Y  ¿ W -  A)p ( ^ )
i i
• In ODHMMs, the equivalent formula is
P(0|A) = £ J > ( 0 , t , r | A )  = ]T ;£ p (0 |« ,r,A )P (« |r,A )P (r |A )
r £.n  i r € K  i
where 1Z is the set of possible index assignments for the various sub-observations.
• In ODHMMs, the optimal state path i is independent of the indices used for 
the various agents; therefore, the ^ ¿ P ( 0 | i , r ,  A) term can be substituted by
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P (0 \i , r, A). This probability can be obtained via the Viterbi algorithm [98, 41] in 
a process identical to that of standard HMMs — whereas the P(i\r, A) and P(r|A) 
terms are prior probabilities for the optimal path and optimal index assignment 
respectively. Therefore, and since these processes are considered to be stationary 
(so the probabilities are treated as constants), we have
P ( 0 |A )o c £ P (0 |i, r ,A )
r q n
Similarly, if we perform a maximum likelihood estimation step for the index 
process, we have
y :  P (0 \i , r, A) «  m ax{P (0\i, r, A)}
r € K
where
r  =  max {P(0|?, r, A)}
r
Thus, we finally get
P(0|A) =  P (0 |J,i,A )
For re-estimating the parameters of an ODHMM, we have to note that the only formula 
that needs to be modified is that of the output symbol probabilities; since the state 
structure of ODHMMs is identical to that of HMMs, the state initialisation and transi­
tion probabilities are calculated in the manner which has already been explained. As we 
have seen, the observation of an ODHMM is decomposed into a set of sub-observations; 
therefore, combining the sub-observations o [r ,^ 1 < r < R  into a complete observation 
bj(Ot) yields
w o o - n w o n
r=1
As we also have the constraint that
MEw = 1
k=l
the calculation of bj(k) is, effectively, a constrained minimisation of logP(0 |A). This 
minimisation process can be carried out by the Lagrange method, formulating the
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auxilliary function Q as
Q = %P(0|A) + E 6# )  -  1 )
j  \  k J
where lj are the Langrange multipliers. Therefore, for
8Q 1 dP(0\X)
we have
dbj(k) P (0 1 A) dbj(k)
dP(0\X) 1
+ h — 0
- __ bi(k) dbj(k) P(Q\X)
°3\k) — __ AP/nm 19P{0  |A) 1
dbj(m) P(0\X)
But since
¿w o = e e
i j
replacing bj(Ot+i) with the product of the sub-observations yields
dP(0[A) V '  /v ( A n  ^ r = l &j ( ^ + l ) a  /  *\
dbj(k) , 3 dbj(k)
with ¿(Of, Ufc) defined as
6(Ou uk) =
Thus, we get
= r slo c
if Of contains sub-observations equivalent to u& 
otherwise
i  (1 \ _  t€{S(Ot+i,uk) = l } __________________________ ________________________
2 ^  2 ^  a t{i)aijbj {m)------Ah.(rn\ fit+i ( j)
m = 1 te {5 (O i+ i ,iifc)=l> J  ^ J
But, if we define iVf(fc) to be the number of sub-observations that assume the value k
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at time t and set
u  _  « ( ( » ) < % ' ( O j+ 1  ) /? t+ i  O ')  _  a t ( » ) « ■ . < (O h -1  ) A + i O ' )
EE«*<0*MQw)A«(fl
* J
we can simplify the above formula as
E  'y(iJ)Ni.(k)
bdk) = t6(i(° 1+1’“t)=1}---------- ------
m==l 4 € {i(O t+ i,« fc )= l}
A .2.7 H idden Markov Decision Trees
Hidden Markov Decision Trees (HMDTs) were first introduced by Jordan et al. [39, 40]. 
The basic idea of this structure is to extend the ability (offered by standard decision 
trees) to make decisions in a hierarchical manner by incorporating the decisions made 
at the same level in the previous time slice — thus including Markovian dynamics into 
the decision tree model. The graphical representation of Hidden Markov Decision Trees 
can be seen in Figure A.9.
It can be easily seen that, when viewed at each time slice separately, this structure is 
a simple decision tree — which is the vertical dimension of the graph. The Markov 
temporal link between consecutive time slices is represented by the horizontal dimension 
of the graph. As only intra-level Markovian dependencies are introduced for the state 
transition matrix, we find that (restricting the HMDT to three levels for the sake of 
presentation clarity) the probability model for the HMDT is given by
■P({*i1} > 42) » 43) }i {it}| {ot}) = 7T(1) (41} |oi)tr(2) (42) |oi, i[1] )tt(3) (43) |oi, 42), 41} ) x
IIa(1) (41} I ot, 4-i)fl(2) (42) I °t,  4-1» 41} )«(2) (43) I °t,  43)i> 42) » 4 1} ) x
t~2
t-1
Obviously, for a set of observations and related decisions, the likelihood of the HMDT is 
derived by summing the above probability measure over all combinations of 4 ^ , 4 ^  and 4 ^  ■
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Figure A. 9: The Hidden Markov Decision Tree. The squares denote the observed 
symbols, while the circles indicate the states of the model at a given time slice.
However, its structure being a 2D lattice with inhomogeneous field terms, the HMDT 
is intractable for exact inference; therefore, approximate methods for estimating the 
posteriors (such as completely or partially factorised variational approximations) need 
to be used. In the case of partially factorised variational approximations, as they were 
introduced in [83], one can simplify the HMDT as one of the following structures:
• A ‘forest of chains’, in which the Markovian structure is used as a basis for 
factorisation, while the decision tree structure is replaced by its mean field ap­
proximations. In this case, the approximated posterior Q is given by
0({41,.<{a,.43>}|{<t}. {<*»= ^ l K )<414 4 W W 4 4 2V ^ 3>(43)i4i)i)
® t=2 
Tn &(1) (41} )^(2) (42) )^ 3) (43) )
t= i
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where the at and qt functions are potentials that perform the variational parametri- 
sation, while Z q  is the normalising factor.
• A ‘forest of decision trees’, whereby the decision tree structure is retained, while 
the decision tree components are replaced by their mean field approximations. In 
this case, the approximating function Q is written in the form
<3({41)>42\ 4 3)}|{*t}> {«<}) = n ? i 1)(41>) # , (42)) # )(43))
t= 1
The decision tree is a fully coupled graphical model, therefore, this formula 
suggests that, if we consider every decision tree as a ‘super node’ where every 
possible decision tree configuration is assigned to a state of the ‘super node’, a 
completely factorised approximation of the model can be derived. Therefore, for 
training the model in the horizontal (Markovian) axis, an algorithm similar to 
the standard Baum-Welch re-estimation formulae can be used — whereas, for 
training for the vertical direction (i.e. the individual decision trees that comprise 
each ‘super node’ in the horizontal direction) an upward-downward algorithm can 
be used, based on the output of the first step.
Appendix B
The game of Tennis and the 
representation of its semantics in 
the video annotation system
As it has been mentioned in Chapter 5, the observed environment in our testbed ap­
plication is a known one (a tennis court); therefore, in this appendix, we will shortly 
present some more detailed information regarding the landmarks of the observed scene 
(i.e. the layout of the tennis court itself) and all the geometrical properties of other 
objects involved in a tennis match, i.e. the tennis ball and the racket. Then, we will 
identify all the elementary events taking place in tennis as interactions between these 
objects, and put forward the notation followed in the application presented at Chapter 5 
for representing elementary events inside a tennis court.
B .l The tennis court
The layout and the dimensions (in feet and inches) of a tennis court is illustrated in 
Figure B.l.
As we can see, the court is divided into a number of areas; when it comes to the 
interpretation of the rules, these areas have an important role to play. The top and
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36'-0"
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Bottom Left 
Serve Area 
(outside the court)
1 3 '-6 "
Top Right 
Serve Area 
(outside the court)
Valid serve area 
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serves from the 
bottom-right of 
the court (if the 
ball first bounces 
inside any other 
area, the serve is 
ruled a foul) I
Valid serve area 
when player 
serves from the 
top-right of the 
court (if the ball 
first bounces 
inside any other 
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ruled a foul)
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inside any other 
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only 
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(outside the court)
Figure B.l: The layout of a tennis court. Each gray-coloured zone indicates the area 
where the ball is allowed to bounce right after a serve, provided that the server is 
located at the serve area denoted by the same-coloured box outside the court. The red 
areas are only considered in-court only when doubles matches are played.
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bottom halves of the court are separated by the net; at all times during play, players 
may not either touch or cross the net line. Failure to do so results in a point conceded 
to the opponent.
In all cases, play commences with a serve. A serve can be taken from one of the 4 grey 
zones outside the court, as denoted in Figure B.l. Therefore, each player can serve 
from either the left or the right side of his/her baseline midpoint, and must stand clear 
off the baseline in doing so. For the serve, the following rules apply:
• The same player serves throughout a game — serve switches after the end of each 
game.
• The player serves from the same side (right or left) of his/her baseline’s midpoint 
throughout a point.
• At the first point of every game, the player serves from his/her right-hand side.
• The player changes sides at the serve after each point.
• After serving, the ball must bounce inside the opponent’s same-hand serve area 
(which is denoted by the matching colours in Figure B.2(a)), without touching 
the net in between.
— If the ball bounces outside the correct area, a foul serve is called.
— If the ball bounces inside the correct serve area but has touched the net first, 
a let is called — which is not a foul, but play is stopped for the serve to be 
re-taken.
After a successful serve, normal play commences. In this case, the court zones are 
denoted by Figure B.2(b). Based on the colour coding that can be seen in Figure B.2, 
a good hit is:
• For the near player, one that is made from the bottom side of the court (as 
separated by the net line) and bounces inside the opposite (dark green) half of 
the court (and dark blue as well if it is a doubles’ match) without hitting any 
permanent fixtures or bouncing in the hitter’s own side of the court (light green, 
light blue and purple areas) first.
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• For the far player, one that is made from the top side of the court (as separated 
by the net line) and bounces inside the opposite (light green) half of the court 
(and light blue as well if it is a doubles’ match) without hitting any permanent 
fixtures or bouncing in the hitter’s own side of the court (dark green, dark blue 
and red areas) first.
(a) Court zones for a serve (b) Court zones for regular play
Figure B.2: Court zones and associated events for serving and normal play.
After a good hit, play continues; when a hit is not good, the player who made it 
concedes a point.
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B.2 Other objects of interest
Except from the players themselves, there are some other important objects inside the 
court; the players’ rackets and the ball. Here, a short description of these objects will 
be given.
B.2.1 The ball
The rules of tennis specify the types of balls to be used in matches. The ball must be 
bright yellow or white. There are three types of balls, depending on the desired game 
speed:
• Ball Type 1: This is a fast ball. Its diameter may vary between 2.575 and 2.7 
inches.
• Ball Type 2: This is a medium-speed ball. Its diameter may vary between 2.575 
and 2.7 inches.
• Ball Type 3: This is a slow ball. Its diameter may vary between 2.75 and 2.875 
inches.
Therefore, for the purposes of our tennis annotation application, we can acknowledge 
that tracking the tennis ball inside a broadcast TV sequence can be a difficult problem, 
as it is a relatively small object captured from a relatively long distance. However, 
its round shape and distinctive colour are hugely important factors in making the ball 
tracking problem solvable in practice.
B.2.2 The racket
The racket is the only part of the player that may come in contact with the ball in a 
regular play situation. This excludes the serve (where the player must throw the ball in 
the air with his/her hand before hitting it for the serve) and accidental contact of ball 
and player. Similarly to the ball, the physical characteristics of the racket are also fully 
specified in the rules. Therefore, the racket must have a maximum overall length of
29 inches (handle included) and a maximum width of 12.5 inches. The racket’s hitting 
surface can be no more than 15.5 inches in length and 11.5 inches in width, it has to be 
flat and consist of a crossed-string pattern attached to the frame. Due to the fact that 
the racket surface is not a solid one and that it moves extremely fast when a hit is made, 
it is impossible in practice to reliably track the racket in practice. However, tracking 
the racket is not necessary for the success of a tennis video analysis system; tracking 
the ball and the players generates enough information for us to determine when a hit 
has been made. Racket hits can be further verified if audio information is available in 
our analysis; racket hits tend to produce a distinctive sound, which can be recognised 
using the appropriate reasoning apparatus on the audio data, as shown in [33].
B.3 Labelling of important events in tennis
As we have seen, there are 3 types of important events in tennis:
• Serves
• Other hits of the ball by the players
• Ball bounces
These events need to be labelled according to where they occur, so that a clear view of 
the game evolution can be acquired. Depending on whether a serve is being played or 
not (as this changes the definition of allowed bounce areas seen in Figure B.2) we have 
the event labels defined as follows.
B .3 .1  Serve-related events
When a serve is made, each of the grey zones inside the court in Figure B.2(a) is to be 
treated separately to the others — and to the rest of the player’s half court it belongs 
to. However, apart from these zones, the rest of the court is to be treated in the same 
way. Apparently, each serving position also needs to be labelled individually as well. 
Therefore, the labels for serves are depicted in Table B.l, while the ones for the first 
bounce after the serve are shown in Table B.2.
158 A p p en d ix  B. The gam e o f  Tennis and th e representation  o f  i ts  sem antics in the
video annotation system
B.4. Labelling of game states in tennis 159
Label Event description
SNR Serve by Near player, Right Side
SNL Serve by Near player, Left Side
SFR Serve by Far player, Right Side
SFL Serve by Far player, Left Side
Table B.l: Summary of serve event labels
Label Event description
BINSR Bounce Inside Near player’s serve area on the Right
BINSL Bounce Inside Near player’s serve area on the Left
BONS Bounce Out of Near player’s serve areas
BIFSR Bounce Inside Far player’s serve area on the Right
BIFSL Bounce Inside Far player’s serve area on the Left
BOFS Bounce Out of Far player’s serve areas
NET Bounced on NET
Table B.2: Summary of serve bounce event labels
B .3 .2  O ther events
In all other cases, the court layout used is the one from Figure B.2(b). In this case, the 
event labels for hits are shown in Table B.3, while the ones for bounces are shown in 
Table B.4.
Label Event description
HN hit by Near player
HF hit by Far player
Table B.3: Summary of hit event labels
Finally, since the system demonstrated in Chapter 5 deals with broadcast video, there 
is an extra label called ‘TimeOut’ that reflects the end of the current video shot - or, 
at least, the passage of play contained in it.
B .4  Labelling o f gam e sta tes in ten n is
We have seen that the rules of tennis explicitly define a number of states in which 
the game can be in. Therefore, corresponding state labels can now be attached to the
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Label Event description
BIN Bounce Inside Near player’s half court
BON Bounce Out of Near player’s half court
BIF Bounce Inside Far player’s half court
BOF Bounce Out of Far player’s half court
Table B.4: Summary of serve bounce event labels 
perceived states of a tennis match, as seen in Table B.5.
Label Event description
Servel First Serve for player
FaillS Player Failed on his/her First Serve
Serve2 Second Serve for player
Fail2S Player Failed on his/her Second Serve
IstX 1st eXchange of rally — good serve
N2Play Near player expected to play
PlayN Played by Near player
F2Play Far player expected to play
PlayF Played by Far player
PtNear Point to Near player
PtFar Point to Far player
Table B.5: Summary of serve bounce event labels
These state labels are used at the higher levels of interpretation and score keeping of 
tennis matches presented in this work.
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