Many types of geospatial analyses are computationally complex, involving, for example, solution processes that require numerous iterations or combinatorial comparisons. This complexity has motivated the application of high performance computing (HPC) to a variety of geospatial problems. In many instances, HPC assumes even greater importance because complexity interacts with rapidly growing volumes of geospatial information to further impede analysis and display. This chapter briefly reviews the underlying need for HPC in geospatial applications and describes different approaches to past implementations. Many of these applications were developed using hardware systems that had a relatively short life-span and were implemented in software that was not easily portable. More promising recent approaches have turned to the use of distributed resources that includes cyberinfrastructure as well as cloud and fog computing.
Introduction
High performance computing (HPC) has been used to address geospatial problems for several decades (see, for example, Sandu and Marble 1988; Franklin et al. 1989; Mower 1992 ). An original motivation for seeking performance improvements was the intrinsic computational complexity of geospatial analyses, particularly combinatorial optimization problems (Armstrong 2000) . Non-trivial examples of such problems require considerable amounts of memory and processing time, and even now, remain intractable. Other spatial analysis methods also require substantial amounts of computation to generate solutions. This chapter briefly reviews the computational complexity of different kinds of geospatial analyses and traces the ways in which HPC has been used in the past and during the present era. Several HPC approaches have been investigated, with developments shifting from an early focus on manufacturer-specific systems, which in most cases had idiosyncrasies (such as parallel language extensions) that limited portability. This limitation was recognized and addressed by using software environments that were designed to free programmers from this type of system dependence (e.g., Message Passing Interface). This is also acknowledged for example, by the work presented in Healey et al. (1998) with its focus on algorithms rather than implementations. Later approaches used flexible configurations of commodity components linked using high-performance networks. In the final section of this chapter, still-emerging approaches such as cloud and edge computing are briefly described.
Computational Complexity of Geospatial Analyses: A Brief Look
Computing solutions to geospatial problems, even relatively small ones, often requires substantial amounts of processing time. In its most basic form, time complexity considers how the number of executed instructions interacts with the number of data elements in an analysis. Best case, average and worst case scenarios are sometimes described, with the worst case normally reported. In describing complexity, it is normative to use "Big O" notation, where O represents the order of, as in the algorithm executes on the order of n 2 , or O(n 2 ). In geospatial data operations it is common to encounter algorithms that have an order of at least O(n 2 ) because such complexity obtains for nested loops, though observed complexity is slightly less since diagonal values are often not computed (the distance from a point to itself is zero). Nevertheless, the complexity remains O(n 2 ), or quadratic, because the n 2 factor is controlling the limit. In practice, any complexity that is n 2 or worse becomes intractable for large problems. 
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log n n log n n 2 n 3 2 n n! • Spatial optimization problems impose extreme computational burdens. Consider the p-median problem in which p facility locations are selected from n candidate demand sites such that distances between facilities and demand location are minimized. In its most basic form, a brute force search for a solution requires the evaluation of n! / [(n-p)!p!] alternatives (see Table 2 for some examples). • As a result of this explosive combinatorial complexity, much effort has been expended to develop robust heuristics that reduce the computational complexity of search spaces. Densham and Armstrong (1994) describe the use of the Teitz and Bart vertex substitution heuristic for two case studies in India. This algorithm has a worst case complexity of O(p*n 2 ). In one of their problems 130 facilities are located at 1,664 candidate sites and in a larger problem, 2,500 facilities are located among 30,000 candidates. The smaller problem required the evaluation of 199,420 substitutions per iteration, while the larger problem required 68,750,000 evaluations. Thus, a problem that was approximately 19 times larger required 344 times the number of substitutions to be evaluated during each iteration. In both cases, however, the heuristic search space was far smaller than the full universe of alternatives. • Many geospatial methods are based on the concept of neighborhood and require the computation of distances among geographical features such as point samples and polygon centroids. For example, the Gi * (d) method (Ord and Getis 1995) requires pairwise distance computations to derive distance-based weights used in the computation of results. Armstrong, Cowles and Wang (2005) These examples are only the proverbial tip-of-the-iceberg. Computational burdens are exacerbated when many methods (e.g., interpolation) are used with big data, a condition that is now routinely encountered. Big data collections also introduce substantial latency penalties during input-output operations.
Performance Evaluation
Until recently, computational performance routinely and steadily increased as a consequence of Moore's Law and Dennard Scaling. These improvements also applied to the individual components of parallel systems. But those technological artifacts are the result of engineering innovations and do not reflect conceptual advances due to creation of algorithms that exploit the characteristics of problems.
To address this assessment issue, performance is often measured using "speedup" which is simply a fractional measure of improvement (t1/t2) where times are normally execution times achieved using either different processors or numbers of processors. In the latter case,
where t1 is sequential (one processor) time and tn is time required with n processors.
Speedup is sometimes standardized by the number of processors used (n) and reported as efficiency where Efficiencyn = Speedupn/n.
Perfect efficiencies are rarely observed, however, since normally there are parts of a program that must remain sequential. Amdahl's Law is the theoretical maximum improvement that can be obtained using parallelism (Amdahl, 1967) :
where p = proportion of the program that can be made parallel (1-p is the serial part) and, n is the number of processors.
As n grows, the right hand term diminishes and speedups tend to 1/(1-p). The consequence of Amdahl's law is that the weakest link in the code will determine the maximum parallel effectiveness. The effect of Amdahl's Law can be observed in an example reported by Rokos and Armstrong (1996) , in which serial input-output comprised a large fraction of total compute time, which had a deleterious effect on overall speedup.
It should be noted that Amdahl had an axe to grind as he was in involved in the design of large mainframe uni-processor computer systems for IBM (System/360) and later Amdahl Computer, a lowercost, plug-compatible, competitor of IBM mainframes. In fact, Gustafson (1988: 533) reinterprets Amdahl's "law" and suggests that the computing community should overcome the "mental block" against massive parallelism imposed by a misuse of Amdahl's equation, asserting that speedup should be measured by scaling the problem to the number of processors.
Alternative Approaches to Implementing HPC Geospatial Applications
The earliest work on the application of HPC to geospatial analyses tended to focus first on the use of uni-processor architectures with relatively limited parallelism. Subsequent work exploited pipelining and an increased number of processors executing in parallel. Both cases, however, attempted to employ vertical scaling that relies on continued increases in the performance of system components, such as processor and network speeds. These vertically scaled parallel systems (section 4.1) were expensive and thus scarce. Moreover, companies that produced such systems usually did not stay in business very long (see Kendall Square Research, Encore Computer, Alliant Computer Systems). A different way to think about gaining performance improvements is horizontal scaling in which distributed resources are integrated into a configurable system that is linked using middleware (NIST 2015) . This latter approach (section 4.2) has been championed using a variety of concepts and terms such as grid computing and cyberinfrastructure.
The Early Era: Vertical Scaling, Uni-processors, and Early Architectural Innovations
The von Neumann architecture serves as a straightforward basis for modern computer architectures that have grown increasingly complex during the past several decades. In its most simple form, a computer system accepts input from a device, operates on that input and moves the results of the operation to an output device. Inputs in the form of data and instructions are stored in memory and operations are typically performed by a central processing unit that can take many forms. Early computers used a single bus to access both data and instructions and contention for this bus slowed program execution in what is known as the von Neumann "bottleneck". Though performance could be improved by increasing the clock speed of the processor, computer architects have also invented many other paths (e.g., the so-called Harvard architecture), that exploit multiple busses, a well-developed memory hierarchy ( Figure 1 ) and multiple cores and processors, in an attempt to overcome processing roadblocks. In practice, most geospatial processing takes place using the limited number of cores that are available on the commodity chips used by desktop systems. Some current generation CPUs, for example, feature six cores and 12 threads, thus enabling limited parallelism that may be exploited automatically by compilers and thus remain invisible to the average user. When examining alternative architectures, it is instructive to use a generic taxonomy to place them into categories in a 2x2 grid with the axes representing data streams and instruction streams (Flynn 1972 Figure 2 ) are parallel architectures that have had many commercial implementations and a large number of architectural offshoots. The simple SISD model (von Neumann architecture) is sometimes referred to as a scalar architecture. This is illustrated in Figure 3a , which shows that a single result is produced only after several low-level instructions have been executed.
The vector approach, as the name implies, operates on entire vectors of data. It requires the same number of steps to fill a "pipeline" but then produces a result with every clock cycle (Figure 3b ). An imperfect analogy would be that a scalar approach would allow only one person on an escalator at a time, whereas a vector approach would allow a person on each step, with the net effect of much higher throughput. (40) is required to compute the first result and then after that, the full pipeline produces a result at the end of every cycle.
(Adapted from Karplus 1989) Vector processing was a key performance enhancement of many early supercomputers, particularly those manufactured by Cray Research (e.g., Cray X-MP) which had only limited shared memory parallelism (August et al. 1989 ). The Cray-2 was a successor to the X-MP and Griffith (1990) describes the advantages that accrue to geospatial applications with vectorized code. In particular, in the Fortran examples provided, the best improvements occur when short loops are processed; when nested doloops are used the inner loops are efficiently vectorized, while outer loops are scalar.
In a more conventional SIMD approach to parallel computing, systems are often organized in an array (such as 64x64 = 4K) of relatively simple processors that are 4-or 8-connected. SIMD processing is extremely efficient for gridded data because rather than cycling through a matrix element by element, all elements in an array (or a large portion of it) are processed in lockstep; a single operation (e.g., add two integers) is executed on all matrix elements simultaneously. This is often referred to as data parallelism and is particularly propitious for problems that are represented by regular geometrical tessellations, as encountered, for example, during cartographic modeling of raster data.
In other cases, while significant improvements can be observed, processing efficiency may drop because of the intrinsic sequential nature of required computation steps. For example, Armstrong and Marciano (1995) reported substantial improvements over a then state-of-the-art workstation for a spatial statistics application using a SIMD MasPar system with 16K processors, though efficiency values were more modest. In the current era, SIMD array-like processing is now performed using GPU (graphics processing units) accelerators (e.g., Lim and Ma 2013; Tang and Feng 2017) . In short, a graphics card plays the same role that an entire computer system played in the 1990s. Tang (2017: 3196) provides an overview of the use of GPU computing for geospatial problems and correctly points out that data structures and algorithms must be transformed to accommodate SIMD architectures and that if not properly performed, only modest improvements will obtain (see also Armstrong and Marciano 1997) .
MIMD computers take several forms. In general, they consist of multiple processors connected by a local high speed bus. One simple model is the shared-memory approach, which hides much of the complexity of parallel processing from the user. This model typically does not scale well as a consequence of bus contention: all processors need to use the same bus to access the shared memory (see Figure 4 ). This approach also requires that the integrity of shared data structures be maintained, since each process has equal memory modification rights. Armstrong, Pavlik and Marciano (1994) implemented a parallel version of G(d) (Ord and Getis 1995) using an Encore Multimax shared memory system with 14 processors. While performance improvements were observed, the results also show decreasing scalability, measured by speedup, particularly when small problems are processed, since the initialization and synchronization processes (performed sequentially), occupy a larger proportion of total compute time for those problems (Amdahl's Law strikes again). Shekhar et al. (1996) report better scalability in their application of data partitioning to support range query applications, but, again, their Silicon Graphics shared memory system had only 16 processors. Figure 4 . A simplified view of a four-processor shared memory architecture. The connection between the bus and shared memory can become a choke-point that prevents scalability.
A different approach to shared memory was taken by Kendall Square Research when implementing their KSR-1 system from the mid-1990s. Rather than employing a single monolithic shared memory it used a hierarchical set of caches (ALLCACHE, Frank et al. 1993) . As shown in Figure 5 , each processor can access its own memory as well as that of all other processing nodes to form a large virtual address space. Processors are linked by a high-speed bus divided into hierarchical zones, though the amount of time required to access different portions of shared memory from any given processor will vary if zone borders must be crossed. A processor can access its 256K sub-cache in only 2 clock cycles, it can access 32MB memory in its own local cache in 18 clock cycles, and if memory access is required on another processor within a local zone, then a penalty of 175 clock cycles is incurred (Armstrong and Marciano, 1996) . However, if a memory location outside this zone must be accessed, then 600 cycles are required. This hierarchical approach exploits data locality and is a computer architectural restatement of Tobler's First Law: All things are interconnected, but near things are interconnected faster than distant things. Figure 5 . Non-uniform (hierarchical) memory structure of the KSR1 (after Armstrong and Marciano 1996) .
Distributed Parallelism and Increased Horizontal Scalability
Horizontal scaling began to gain considerable traction in the early 1990s. In contrast to the verticallyscaled systems typically provided by a single, turn-key vendor, these new approaches addressed scalability issues using a shared nothing approach that had scalability as a central design element. Stonebraker (1986) , for example, described three conceptual architectures for multiprocessor systems (shared memory, shared disk and shared nothing) and concluded that shared nothing was the superior approach for database applications. Smarr and Catlett (1992: 45) pushed this concept further in conceptualizing a metacomputer as "a network of heterogeneous, computational resources linked by software in such a way that they can be used as easily as a personal computer." They suggest an evolutionary path in network connectivity from local area networks to wide area networks to a third stage: a transparent national network that relies on the development of standards that enable local nodes to interoperate in flexible configurations. These concepts continued to be funded by NSF and eventually evolved into what was termed grid computing (Foster and Kesselman 1999) with its central metaphor of the electric grid (with computer cycles substituting for electricity). Wang and Armstrong (2003) , Armstrong, Cowles and Wang (2005) and Wang, Cowles and Armstrong (2008) illustrate the effectiveness of the grid computing paradigm to geospatial information analysis.
At around the same time, several other related concepts were being developed that bear some similarity to the grid approach. The Network of Workstations (NOW) project originated in the mid-1990s at UC-Berkeley in an attempt to construct configurable collections of commodity workstations that are connected using what were then high-performance networks (Anderson et al. 1995) . Armstrong and Marciano (1998) developed a NOW implementation (using Message Passing Interface, Snir et al. 1996) to examine its feasibility in geospatial processing (inverse-distance weighted interpolation). While substantial reductions in computing time were realized, the processor configuration achieved only moderate levels of efficiency when more than 20 processors were used due, in part, to communication latency penalties from the master-worker approach used to assign parallel tasks. At around the same time, Beowulf clusters were also developed with a similar architectural philosophy: commodity class processors, linked by Ethernet to construct a distributed parallel architecture.
Cyberinfrastructure and CyberGIS
Cyberinfrastructure is a related term that was promoted by the National Science Foundation beginning in the early 2000s (Atkins et al. 2003) and it continues into the present era with the establishment of NSF's Office of Advanced Cyberinfrastructure, which is part of the Computer and Information Science and Engineering Directorate. While numerous papers have described various aspects of Cyberinfrastructure, Stewart et al. (2010: 37) define the concept in the following way:
"Cyberinfrastructure consists of computing systems, data storage systems, advanced instruments and data repositories, visualization environments, and people, all linked together by software and high performance networks to improve research productivity and enable breakthroughs not otherwise possible."
The "all linked together" part of the definition moves the concept from a more localized view promulgated by NOW and Beowulf to a much more decentralized, even international, scope of operation more aligned with the concepts advanced as grid computing. This linking is performed through the use of middleware, software that acts as a kind of digital plumbing to enable disparate components to work together.
The most fully realized geospatial implementation of the cyberinfrastructure concept is the CyberGIS project at the University of Illinois (Wang 2010; 2013 ; also see http://cybergis.illinois.edu/) Wang (2019) characterizes CyberGIS as a "fundamentally new GIS modality based on holistic integration of highperformance and distributed computing, data-driven knowledge discovery, visualization and visual analytics, and collaborative problem-solving and decision-making capabilities". CyberGIS uses generalpurpose middleware, but goes beyond that to also implement geospatially-tailored middleware that is designed to capture spatial characteristics of problems in order to promote application specific efficiencies in locating and using distributed resources (Wang 2010) . It seems clear, based on current trends, that the concept of cyberinfrastructure will continue to be central to developments in HPC at least for the next decade (NSF 2018) and that CyberGIS will continue to undergo "parallel" developments.
Cloud computing
Cloud computing is yet another general distributed model in which configurable computer services, such as compute cycles and storage, is provided over a network (Sugumaran and Armstrong 2017) . It is, as such, a logical outgrowth of grid computing and it is sometimes referred to as utility computing.
The US National Institute of Standards and Technology has provided an authoritative definition of cloud computing (Mell and Grance 2011: 2) with five essential characteristics that are paraphrased here:
1. On-demand self-service. Consumers must be able to access computing capabilities, such as compute time and network storage automatically. 2. Broad network access. Capabilities must be available over the network and accessed through standard protocols that enable use by diverse platforms (e.g., tablets and desktop systems). 3. Resource pooling. Service provider's resources are pooled to serve multiple consumers, with different physical and virtual resources dynamically assigned according to consumer demand. The consumer has no control or knowledge about the location of the provided resources. 4. Rapid elasticity. Capabilities are elastically provided commensurate, with demand. 5. Measured service. Cloud systems control and optimize resource use by metering resources; usage is monitored, controlled, and reported, providing transparency to providers and consumers.
The flexibility of the cloud approach means that users and organizations are able to adapt to changes in demand. The approach also changes the economics of computing from a model that may require considerable capital investment in hardware, with associated support and upgrade (fixed) costs to one in which operational expenses are shifted to inexpensive networked clients (variable costs). While there are private clouds, cloud computing services are often public and provided by large corporate enterprises (e.g., Amazon and Google) that offer attractive, tailorable hardware and software configurations. Cloud computing is reaching a mature stage and because of its tailorable cost structures and configurability, the approach will continue to be broadly adopted in the foreseeable future. Cloud computing has been demonstrated to be effective in several geospatial problem domains (Hegeman et al. 2014; Yang et al. 2013) 
Moving closer to the edge
Despite the substantial advantages provided by cloud computing, it does suffer from some limitations, particularly latency. Communication is, after all, limited by the speed of light and in practice it is far slower than that limit (Satyanarayanan 2017) . With the proliferation of electronic devices connected as part of the Internet of Things (estimated to be approximately 50,000,000,000 by 2020) that are generating zettabytes (10 21 bytes) of data each year, bandwidth is now a major concern (Shi and Dustdar 2016). Trends in distributed data collection and processing are likely to persist, with one report 1 by the FCC 5G IoT Working Group suggesting that the amount of data created and processed outside a centralized center or cloud is now around 10% and will likely increase to 75% by 2022.
Communication latency is particularly problematic for real-time systems, such as augmented reality and autonomous vehicle control. As a consequence, edge and fog computing have emerged as important concepts in which processing is decentralized, taking place between individual devices and the cloud, to obviate the need to move massive amounts of data, and thereby increase overall computational performance. It turns out that geography matters. Achieving a proper balance between centralized and distributed processing is a key here. The movement of massive amounts of data has also become a source of concern for those companies that are now providing 5G wireless network service that could be overwhelmed by data fluxes before the systems are even fully implemented.
In a fashion similar to that of cloud computing, NIST has promulgated a definition of fog computing that contains these six fundamental elements as reported by Iorga et al. (2018: 3-4 ):
1. Contextual awareness and low latency. Fog computing is low latency because nodes are often co-located with end-devices, and analysis and response to data generated by these devices is faster than from a centralized data center. 2. Geographical distribution. In contrast to centralized cloud resources, fog computing services and applications are geographically distributed. 3. Heterogeneity. Fog computing supports the collection and processing of different types of data acquired by multiple devices and network communication capabilities. 4. Interoperability and federation. Components must interoperate, and services are federated across domains. 5. Real-time interactions. Fog computing applications operate in real-time rather than in batch mode. 6. Scalability and agility. Fog computing is adaptive and supports, for example, elastic computation, resource pooling, data-load changes, and network condition variations.
The battle between centralization and de-centralization of computing is ongoing. Much like the episodic sagas of the mainframe vs the personal computer, the cloud vs fog approach requires that trade-offs be made in order to satisfy performance objectives and meet economic constraints. While cloud computing provides access to flexibly specified, metered, centralized resources, fog computing offloads burdens from the cloud to provide low-latency services to applications that require it. Cloud and fog computing, therefore, should be viewed as complementary.
Summary and Conclusion
The use of HPC in geospatial applications has had a checkered history with many implementations showing success only to see particular architectures or systems become obsolete. Nevertheless, there were lessons learned that could be passed across generations of systems and researchers. For example, early conceptual work on geospatial domain decomposition (Armstrong and Densham 1992) informed further empirical investigations of performance that modelled processing time as a function of location (Cramer and Armstrong 1999) . A decade later, this work was significantly extended to undergird the assignment of tasks in modern cyberinfrastructure-based approaches to distributed parallelism (Wang and Armstrong 2009 ).
It also seems clear that HPC is reaching a maturation point with much attention now focused on the use of distributed resources that interoperate over a network (e.g., cyberinfrastructure, cloud and fog computing). Though much work remains, there is at least a clear developmental path forward (Wang, 2013) . There is a cloud on the horizon, however. Moore's Law (Moore 1965) is no longer in force (Hennessy and Patterson 2019) . As a consequence, computer architects are searching for alternative methods, such as heterogeneous processing and quantum computing, to increase performance. It is likely, however, that many of these emerging technologies will continue to be accessed using cyberinfrastructure.
