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Abstract. The analyticity of the entropy and relative entropy rates of continuous-state hidden
Markov models is studied here. Using the analytic continuation principle and the stability properties
of the optimal filter, the analyticity of these rates is shown for analytically parameterized models.
The obtained results hold under relatively mild conditions and cover several classes of hidden Markov
models met in practice. These results are relevant for several (theoretically and practically) important
problems arising in statistical inference, system identification and information theory.
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1. Introduction
Hidden Markov models are a powerful and versatile tool for statistical modeling of complex time-series
data and stochastic dynamic systems. They can be described as a discrete-time Markov chain observed
through noisy measurements of its states. In this context, the entropy rate can be interpreted as a measure
of the information revealed by a model (through noisy measurements of the states), while the relative
entropy rate can be viewed as a distance between two models.
The entropy rates of hidden Markov models and their analytical properties have recently gained sig-
nificant attention by the information theory community. These properties and their links with statistical
inference, system identification, stochastic optimization and information theory have extensively been
studied in several papers [8] – [11], [12], [17], [18], [20], [21]. However, to the best of our knowledge, the
existing results on the analytical properties of the entropy rates of hidden Markov models apply exclu-
sively to the models with finite state-spaces and do not address the continuous-state models models at
all. Our results presented here are meant to fill this gap in the literature on hidden Markov models and
their entropy rates.
In [21], recursive maximum likelihood estimation in finite-state hidden Markov models has been analyzed
and a link between its asymptotic properties (convergence and convergence rate) and the analyticity of
the underlying average log-likelihood (i.e., of the underlying relative entropy rate) has been established.
In view of the recent results on stochastic gradient search [23], a similar link is expected to hold for
continuous-state hidden Markov models (including non-linear state-space models). However, to apply the
results of [23] to recursive maximum likelihood estimation in continuous-state hidden Markov models, it
is necessary to establish results on the analyticity of the average log-likelihood for these models. Hence,
one of the first (and most important) steps in the asymptotic analysis of recursive maximum likelihood
estimation in continuous-state hidden Markov models would be establishing the analyticity for entropy
rates of such models. The results presented here should provide a theoretical basis for this step.
In this paper, the analyticity of the entropy and relative entropy rates of continuous-state hidden
Markov models is studied. Using the analytic continuation principle and the stability properties of the
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optimal filter, we show the analyticity of these rates for analytically parameterized models. The obtained
results hold under (relatively) mild conditions and cover a (relatively) broad class of state-space and
continuous-state hidden Markov models met in practice. Moreover, these results generalize the existing
results on the analyticity of entropy rates of finite-state hidden Markov models. Further to this, the
results presented here are relevant for several (theoretically and practically) important problems related
to statistical inference, system identification and information theory.
The paper is organized as follows. In Section 2, the entropy rates of hidden Markov models are specified.
In he same section, the main results are presented. Examples illustrating the main results are provided
in Sections 3 and 4. In Sections 5 – 7, the main results are proved.
2. Main Results
To define hidden Markov models and their entropy rates, we use the following notation. (Ω,F , P ) is a
probability space. dx ≥ 1 and dy ≥ 1 are integers, while X ⊆ Rdx and Y ⊆ Rdy are Borel sets. P (x, dx′)
is a transition kernel on X , while Q(x, dy) is a conditional probability measure on Y given x ∈ X . Then, a
hidden Markov model can be defined as the X ×Y-valued stochastic process {(Xn, Yn)}n≥0 (i.e., Xn ∈ X ,
Yn ∈ Y) which is defined on (Ω,F , P ) and satisfies
P ((Xn+1, Yn+1) ∈ B|X0:n, Y0:n) =
∫
IB(x, y)Q(x, dy)P (Xn, dx)
almost surely for n ≥ 0 and any Borel set B ⊆ X ×Y. {Xn}n≥0 are the (unobservable) model states, while
{Yn}n≥0 are the state-observations. Yn can be interpreted as a noisy measurement of state Xn. States
{Xn}n≥0 form a Markov chain, while P (x, dx′) is their transition kernel. Conditionally on {Xn}n≥0,
state-observations {Yn}n≥0 are mutually independent, while Q(Xn, dy) is the conditional distribution of
Yn given X0:n. For more details on hidden Markov models, see [1], [5] and references cited therein.
Besides the model {(Xn, Yn)}n≥0, we also consider a parameterized family of hidden Markov models.
To define such a family, we rely on the following notation. d ≥ 1 is an integer, while Θ ⊂ Rd is an open set.
P(X ) is the set of probability measures on X . µ(dx) and ν(dy) are measures on X and Y (respectively).
pθ(x
′|x) and qθ(y|x) are functions which map θ ∈ Θ, x, x′ ∈ X , y ∈ Y to [0,∞) and satisfy∫
X
pθ(x
′|x)µ(dx′) =
∫
Y
qθ(y|x)ν(dy) = 1
for all θ ∈ Θ, x ∈ X . Then, a parameterized family of hidden Markov models can be defined as a collection
of X × Y-valued stochastic processes
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
(i.e., Xθ,λn ∈ X , Y
θ,λ
n ∈ Y) which are defined on
(Ω,F , P ), parameterized by θ ∈ Θ, λ ∈ P(X ) and satisfy
P
(
(Xθ,λ0 , Y
θ,λ
0 ) ∈ B
)
=
∫ ∫
IB(x, y)qθ(y|x)λ(dx),
P
(
(Xθ,λn+1, Y
θ,λ
n+1) ∈ B
∣∣∣Xθ,λ0:n , Y θ,λ0:n ) =
∫ ∫
IB(x, y)qθ(y|x)pθ(x|X
θ,λ
n )µ(dx)ν(dy)
almost surely for n ≥ 0 and any Borel set B ⊆ X × Y.1
To define the entropy rates, we need the following notation. rθ(y, x
′|x) is the function defined by
rθ(y, x
′|x) = qθ(y|x
′)pθ(x
′|x)
for θ ∈ Θ, x, x′ ∈ X , y ∈ Y. For θ ∈ Θ, λ ∈ P(X ), y1:n = (y1, . . . , yn) ∈ Yn, n ≥ 1, let
qnθ (y1:n|λ) =
∫
· · ·
∫ ∫ ( n∏
k=1
rθ(yk, xk|xk−1)
)
µ(dxn) · · ·µ(dx1)λ(dx0).
1In the context of system identification, {(Xn, Yn)}n≥0 is interpreted as the true system (i.e., the system being identified),
while
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
is viewed as a candidate model for {(Xn, Yn)}n≥0.
2
Moreover, for θ ∈ Θ, λ ∈ P(X ), n ≥ 1, let
hn(θ, λ) = E
(
1
n
log qnθ
(
Y θ,λ1:n
∣∣λ)) , ln(θ, λ) = E
(
1
n
log qnθ (Y1:n|λ)
)
. (1)
Then, the entropy rate of model
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
(i.e., the entropy rate of stochastic process
{
Y θ,λn
}
n≥0
)
is defined as limn→∞ hn(θ, λ). Similarly, the relative entropy rate between models
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
and
{(Xn, Yn)}n≥0 (i.e., the relative entropy rate between stochastic processes
{
Y θ,λn
}
n≥0
and {Yn}n≥0) is
defined as limn→∞ ln(θ, λ). For more details on the entropy rate, see [6], [7] and references cited therein.
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We study here the rates limn→∞ hn(θ, λ), limn→∞ ln(θ, λ) and their analytical properties. To formulate
the assumptions under which these rates are analyzed, we rely on the following notation. For η ∈ Cd, ‖η‖
denotes the Euclidean norm of η. For γ ∈ (0, 1), Vγ(Θ) is the open γ-vicinity of Θ in Cd, i.e.,
Vγ(Θ) = {η ∈ C
d : ∃θ ∈ Θ, ‖η − θ‖ < γ}.
Our analysis carried out here is based on the following assumptions.
Assumption 2.1. There exists a real number ε ∈ (0, 1) and for each θ ∈ Θ, y ∈ Y, there exists a measure
λθ(dx|y) on X such that
ελθ(B|y) ≤
∫
B
rθ(y, x
′|x)µ(dx′) ≤
λθ(B|y)
ε
for all x ∈ X and any Borel set B ⊆ X .
Assumption 2.2. rθ(y, x
′|x) is real-analytic in θ for each θ ∈ Θ, x, x′ ∈ X , y ∈ Y. Moreover, rθ(y, x′|x)
has a complex-valued continuation rˆη(y, x
′|x) with the following properties:
(i) rˆη(y, x
′|x) maps η ∈ Cd, x, x′ ∈ X , y ∈ Y to C.
(ii) rˆθ(y, x
′|x) = rθ(y, x′|x) for all θ ∈ Θ, x, x′ ∈ X , y ∈ Y.
(iii) There exists a real number δ ∈ (0, 1) such that rˆη(y, x′|x) is analytic in η for each η ∈ Vδ(Θ),
x, x′ ∈ X , y ∈ Y.
(iv) There exists a function ϕ : Y → (0,∞) such that
∫
ϕ(y)ν(dy) <∞ and
|rˆη(y, x
′|x)| ≤ ϕ(y)
for all η ∈ Vδ(Θ), x, x′ ∈ X , y ∈ Y.
Assumption 2.3. There exists a real number γ ∈ (0, 1) such that∫
rθ(y, x
′|x)µ(dx′) ≥ γ ϕ(y)
for all θ ∈ Θ, x ∈ X , y ∈ Y.
Assumption 2.4.
∫
| logϕ(y)|ϕ(y)ν(dy) <∞.
Assumption 2.5. There exists a real number K ∈ [1,∞) such that∫
| logϕ(y)|Q(x, dy) ≤ K
for all x ∈ X . Moreover, there exists a probability measure pi(dx) on X and a real number ρ ∈ (0, 1) such
that
|Pn(x,B) − pi(B)| ≤ Kρn
for all x ∈ X , n ≥ 0 and any Borel-set B ⊆ X .
2As pointed out in the introduction, the rates limn→∞ hn(θ, λ) and limn→∞ ln(θ, λ) are closely related to several impor-
tant problems arising in engineering and statistics, in particular, to system identification. E.g., in the recursive maximum
likelihood approach to system identification, the true system {(Xn, Yn)}n≥0 is identified through the maximization of
limn→∞ ln(θ, λ) (in this context, ln(θ, λ) is referred to as the average log-likelihood).
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Assumption 2.1 is related to the stability of the hidden Markov model
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
and its optimal
filter, while Assumptions 2.2 – 2.4 correspond to the parameterization of the model
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
. As-
sumption 2.1 (together with Assumptions 2.2, 2.4) ensures that the transition kernel of
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
and its analytical continuation are geometrically ergodic (see Lemma 5.4). Assumption 2.1 (together with
Assumptions 2.2 – 2.4) also ensures that the optimal filter and its analytical continuation forget initial
conditions at an exponential rate (see Lemmas 6.2, 6.6). Assumptions 2.1 – 2.4 cover several important
classes of hidden Markov models met in practice (for further details, see Sections 3, 4). In this or similar
form, Assumption 2.1 is an ingredient of a number of asymptotic results on optimal filtering and maximum
likelihood estimation in hidden Markov models (see [3], [4], [14], [15]; see also [1], [2], [5] and references
cited therein).
Assumption 2.5 corresponds to the stability of the hidden Markov model {(Xn, Yn)}n≥0. According to
this assumption, stochastic processes {Xn}n≥0 and {(Xn, Yn)}n≥0 are geometrically ergodic (for further
details on geometric ergodicity, see e.g., [16]).
The main results of the paper are contained in the next two theorems.
Theorem 2.1. Let Assumptions 2.1 – 2.3 and 2.5 hold. Then, there exists a function l : Θ → R such
that l(θ) is real-analytic for each θ ∈ Θ and l(θ) = limn→∞ ln(θ, λ) for all θ ∈ Θ, λ ∈ P(X ).
Theorem 2.2. Let Assumptions 2.1 – 2.4 hold. Then, there exists a function h : Θ→ R such that h(θ)
is real-analytic for each θ ∈ Θ and h(θ) = limn→∞ hn(θ, λ) for all θ ∈ Θ, λ ∈ P(X ).
Remark. As Θ can be represented as a union of open balls, it is sufficient to show Theorems 2.1 and
2.2 for the case where Θ is convex. Therefore, throughout the analysis carried out in Sections 5 – 8, we
assume that Θ is an open convex set.
Theorems 2.1 and 2.2 are proved in Section 7. According to these theorems, for all θ ∈ Θ, λ ∈ P(X ),
rates limn→∞ hn(θ, λ) and limn→∞ ln(θ, λ) are well-defined. According to the same theorems, for each
θ ∈ Θ, rates limn→∞ hn(θ, λ) and limn→∞ ln(θ, λ) are independent of λ and real-analytic in θ.
Recently, the analytical properties of the entropy rates of hidden Markov models have extensively been
studied in several papers [8] – [12], [17], [18], [20], [21]. However, the results presented therein apply
only to the models with finite state-spaces and do not address the continuous-state models at all. To
the best of our knowledge, Theorems 2.1 and 2.2 are the first result on the analyticity of the entropy
rates of continuous-state hidden Markov models. These theorems also generalize the existing results on
the analyticity of the entropy rates of finite-state hidden Markov models.3 Further to this, Theorems 2.1
and 2.2 are relevant for several (theoretically and practically) important problems arising in statistical
inference and system identification. E.g., in [24], we crucially rely on these theorems to analyze recursive
maximum likelihood estimation in non-linear state-space models. The same theorems can also be used to
study the higher-order statistical asymptotics for maximum likelihood estimation in time-series models
(for details on such asymptotics, see [25]).
3. Example: Mixture of Densities
In this section, the main results are applied to the case when pθ(x
′|x) and qθ(y|x) are mixtures of densities.
More specifically, we consider the case where
pθ(x
′|x) =
Nx∑
i=1
aiθ(x)vi(x
′), qθ(y|x) =
Ny∑
j=1
bjθ(x)wj(y) (2)
3The results presented in [10] can be considered as the strongest result on the analytical properties of the entropy rate
of finite-state hidden Markov models. When X has a finite number of elements, Theorem 2.2 includes all results of [10] as a
particular case. Theorem 2.2 also simplifies (considerably) the conditions which the results of [10] are based on. Moreover,
combining the techniques used in the proof of Theorem 2.2 (in particular, Lemma 5.4, Section 5) with the results of [21],
the results presented in [10] can further be generalized (for details, see Appendix 2).
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for θ ∈ Θ, x, x′ ∈ X , y ∈ Y (Θ, X , Y have the same meaning as in the previous section). Here, Nx > 1
and Ny > 1 are integers. {vi(x)}1≤i≤Nx and {wj(y)}1≤j≤Ny are functions which map x ∈ X , y ∈ Y to
[0,∞) and satisfy ∫
vi(x)µ(dx) =
∫
wj(y)ν(dy) = 1
for each 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny (µ(dx), ν(dy) have the same meaning as in the previous section).4
{aiθ(x)}1≤i≤Nx and {b
j
θ(x)}1≤j≤Ny are functions which map θ ∈ Θ, x ∈ X to [0,∞) and satisfy
Nx∑
i=1
aiθ(x) =
Ny∑
j=1
bjθ(x) = 1
for each θ ∈ Θ, x ∈ X .5
The entropy rates of hidden Markov model specified in (2) are studied under the following assumptions.
Assumption 3.1. X is a compact set.
Assumption 3.2. aiθ(x) > 0 and b
j
θ(x) > 0 for all θ ∈ Θ, x ∈ X , 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny. Moreover,
aiθ(x) and b
j
θ(x) are real-analytic in (θ, x) for each θ ∈ Θ, x ∈ X , 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny.
Assumption 3.3. There exists a real number ε ∈ (0, 1) such that ε ≤ vi(x) ≤ 1/ε for all x ∈ X ,
1 ≤ i ≤ Nx.
Assumption 3.4.
∫
| logwk(y)|wj(y)ν(dy) <∞ for each 1 ≤ j, k ≤ Ny.
Assumptions 3.1 – 3.4 cover several classes of hidden Markov models met in practice. E.g., these
assumptions hold if qθ(y|x) is a mixture of Gamma, Gaussian, Pareto and logistic distributions, and if
pθ(x
′|x) is a mixture of the same distributions truncated to a compact domain. For other models satisfying
(2) and Assumptions 3.1 – 3.4, see e.g., [1], [2], [5] and references cited therein.
Using Theorems 2.1 and 2.2, we get the following results.
Corollary 3.1. Let Assumptions 2.5 and 3.1 – 3.3 hold. Then, all conclusions of Theorem 2.1 are true.
Corollary 3.2. Let Assumptions 3.1 – 3.4 hold. Then, all conclusions of Theorem 2.2 are true.
Corollaries 3.1 and 3.2 are proved in Section 8.
4. Example: Non-Linear State-Space Models
In this section, the main results are used to study the entropy rates of non-linear state-space models. We
consider the following (parameterized) state-space model:
Xθ,λn+1 = Aθ(X
θ,λ
n ) +Bθ(X
θ,λ
n )Vn, Y
θ,λ
n = Cθ(X
θ,λ
n ) +Dθ(X
θ,λ
n )Wn, n ≥ 0. (3)
Here, θ ∈ Θ, λ ∈ P(X ) are the parameters indexing the state-space model (3) (Θ, P(X ) have the same
meaning as in Section 2). Aθ(x) and Bθ(x) are functions which map θ ∈ Θ, x ∈ R
dx (respectively) to
Rdx and Rdx×dx (dx has the same meaning as in Section 2). Cθ(x) and Dθ(x) are functions which map
θ ∈ Θ, x ∈ Rdx (respectively) to Rdy and Rdy×dy (dy has the same meaning as in Section 2). X
θ,λ
0
is an Rdx-valued random variable defined on a probability space (Ω,F , P ) and distributed according to
λ. {Vn}n≥0 are Rdx-valued i.i.d. random variables which are defined on (Ω,F , P ) and have (marginal)
probability density v(x) with respect to the Lebesgue measure. {Wn}n≥0 are Rdy -valued i.i.d. random
4vi(x) and wj(y) are probability densities on X and Y (respectively). They can be considered as components of the
mixtures (2).
5aiθ(x) and b
j
θ
(x) are probability masses in i and j (respectively). They can be viewed as weights in the mixtures (2).
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variables which are defined on (Ω,F , P ) and have (marginal) probability density w(y) with respect to the
Lebesgue measure. We also assume that Xθ,λ0 , {Vn}n≥0 and {Wn}n≥0 are (jointly) independent.
In this section, we rely on the following notation. p˜θ(x
′|x) and q˜θ(y|x) are the functions defined by
p˜θ(x
′|x) =
v
(
B−1θ (x)(x
′ −Aθ(x))
)
|detBθ(x)|
, q˜θ(y|x) =
w
(
D−1θ (x)(y − Cθ(x))
)
|detDθ(x)|
for θ ∈ Θ, x, x′ ∈ Rdx , y ∈ Rdy (provided that Bθ(x), Dθ(x) are invertible). pθ(x′|x) and qθ(y|x) are the
functions defined by
pθ(x
′|x) =
v
(
B−1θ (x)(x
′ −Aθ(x))
)
1X (x
′)∫
X
v
(
B−1θ (x)(x
′′ −Aθ(x))
)
dx′′
, qθ(y|x) =
w
(
D−1θ (x)(y − Cθ(x))
)
1Y(y)∫
Y
w
(
D−1θ (x)(y
′ − Cθ(x))
)
dy′
(4)
for θ ∈ Θ, x, x′ ∈ Rdx , y ∈ Rdy (X , Y have the same meaning as in Section 2). It is straightforward to show
that p˜θ(x
′|x) and q˜θ(y|x) are the conditional densities of X
θ,λ
n+1 and Y
θ,λ
n (respectively) givenX
θ,λ
n = x. On
the other side, pθ(x
′|x) and qθ(y|x) can be interpreted as truncations of p˜θ(x′|x) and q˜θ(y|x) to domains X
and Y (i.e., the hidden Markov model specified in (4) can be viewed as a truncated version of the original
model (3)). It is easy to notice that pθ(x
′|x) and qθ(y|x) accurately approximate p˜θ(x′|x) and q˜θ(y|x)
when domains X and Y are sufficiently large (i.e., when X , Y contain balls of sufficiently large radius).
This kind of approximation is involved (implicitly or explicitly) in any numerical implementation of the
optimal filter for state-space model (3) (for details see e.g., [1], [2], [5] and references cited therein).
The entropy rates of the hidden Markov model (4) are studied under the following assumptions.
Assumption 4.1. X and Y are compact sets with non-empty interiors.
Assumption 4.2. v(x) > 0 and w(y) > 0 for all x ∈ Rdx , y ∈ Rdy . Moreover, v(x) and w(y) are
real-analytic for each x ∈ Rdx , y ∈ Rdy .
Assumption 4.3. Bθ(x) and Dθ(x) are invertible for all θ ∈ Θ, x ∈ Rdx. Moreover, Aθ(x), Bθ(x),
Cθ(x) and Dθ(x) are real-analytic in (θ, x) for each θ ∈ Θ, x ∈ Rdx.
Assumptions 4.1 – 4.3 are relevant for several practically important classes of non-linear state-space
models. E.g., these assumptions cover stochastic volatility and dynamic probit models and their truncated
versions. For other models satisfying (3) and Assumptions 4.1 – 4.3, see [1], [2], [5] and references cited
therein.
Using Theorems 2.1 and 2.2, we get the following results.
Corollary 4.1. Let Assumptions 2.5 and 4.1 – 4.3 hold. Then, all conclusions of Theorem 2.1 are true.
Corollary 4.2. Let Assumptions 4.1 – 4.3 hold. Then, all conclusions of Theorem 2.2 are true.
Corollaries 4.1 and 4.2 are proved in Section 8.
5. Results Related to Kernels of {(Xn, Yn)}n≥0 and
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
In this section, an analytical (complex-valued) continuation of the transition kernel of
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
is constructed, and its asymptotic properties (geometric ergodicity) are studied. The same properties of
the transition kernel of {(Xn, Yn)}n≥0 are studied, too.
Throughout this section and the whole paper, the following notation is used. Z is the set defined by
Z = Y ×X , while B(Z) is the collection of Borel sets in Z. P(Z) is the collection of probability measures
on Z, while Mp(Z) is the set of positive measures on Z. Mc(Z) is the collection of complex measures
on Z, while Pc(Z) is the set defined by
Pc(Z) = {ζ ∈ Mc(Z) : ζ(Z) = 1}.
6
For ζ ∈ Mc(Z), ‖ζ‖ denotes the total variation norm of ζ, while |ζ|(dz) is the total variation of ζ(dz).
ψ(z) is the function defined by
ψ(z) = 1 + | logϕ(y)| (5)
for x ∈ X , y ∈ Y and z = (y, x). r˜η(y, x′|x) is the function defined by
r˜η(y, x
′|x) =
{
rˆη(y, x
′|x)
/ ∫ ∫
rˆη(y
′, x′′|x)ν(dy′)µ(dx′′), if
∫ ∫
rˆη(y
′, x′′|x)ν(dy′)µ(dx′′) 6= 0
0, otherwise
(6)
for η ∈ Cd, x, x′ ∈ X , y ∈ Y. unη (x0:n, y1:n) is the function defined by
unη (x0:n, y1:n) =
n∏
k=1
r˜η(yk, xk|xk−1) (7)
for x0, . . . , xn ∈ X , y1, . . . , yn ∈ Y, n ≥ 1 (η has the same meaning as in (6)). δz(dz′) is the Dirac measure
on Z centered at z ∈ Z (i.e., δz(B) = IB(z) for B ∈ B(Z)). σ(dz) is the measure defined by
σ(B) =
∫ ∫
IB(y, x)Q(x, dy)pi(dx)
for B ∈ B(Z). S(z, dz′), Sη(z, dz′) are the kernels defined by
S(z,B) =
∫ ∫
IB(y
′, x′)Q(x′, dy′)P (x, dx′), Sη(z,B) =
∫ ∫
IB(y
′, x′)r˜η(y
′, x′|x)ν(dy′)µ(dx′) (8)
for x ∈ X , y ∈ Y, B ∈ B(Z) and z = (y, x) (η has the same meaning as in (6)). {Sn(z, dz′)}n≥0,
{Snη (z, dz
′)}n≥0 are the kernels recursively defined by S
0(z,B) = S0η(z,B) = δz(B) and
Sn+1(z,B) =
∫
Sn(z′, B)S(z, dz′), Sn+1η (z,B) =
∫
Snη (z
′, B)Sη(z, dz
′)
for z ∈ Z, B ∈ B(Z), n ≥ 0 (η has the same meaning as in (6)). {(Sηζ)n(dz)}n≥0 are the measures
defined by
(Snη ζ)(B) =
∫
Snη (z,B)ζ(dz)
for B ∈ B(Z), ζ ∈ Mc(Z), n ≥ 0 (η has the same meaning as in (6)).
Under the above notation, we have the following: S(z, dz′), Sθ(z, dz
′) are (respectively) the transition
kernels of {(Xn, Yn)}n≥0,
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
, where θ ∈ Θ, λ ∈ P(X ). We also have
(Snη ζ)(B) =
∫
· · ·
∫ ∫
IB(yn, xn)u
n
η (x0:n, y1:n)(ν × µ)(dyn, dxn) · · · (ν × µ)(dy1, dx1)ζ(dy0, dx0) (9)
for η ∈ Cd, ζ ∈Mc(Z), B ∈ B(Z), n ≥ 1.
Lemma 5.1. Let Assumption 2.5 hold. Then, there exists a real number C1 ∈ [1,∞) such that∫
ψ(z′)S(z, dz′) ≤ C1, |S
n − σ|(z,B) ≤ C1ρ
n
for all z ∈ Z, B ∈ B(Z), n ≥ 0 (here, |Sn − σ|(z, dz′) denotes the total variation of Sn(z, dz′) − σ(dz′),
while ρ is specified in Assumption 2.5).
Proof. Let C1 = 2K (K is specified in Assumption 2.5). Moreover, let x, y be any elements of X , Y
(respectively), while z = (y, x) (notice that z is any element of Z). Then, we have∫
ψ(z′)S(z, dz′) =
∫ ∫
(1 + | logϕ(y′)|)Q(x′, dy′)P (x, dx′) ≤ 1 +K ≤ C1.
7
We also have
|Sn(z,B)− σ(B)| =
∣∣∣∣
∫ ∫
IB(y
′, x′)Q(x′, dy′)(Pn − pi)(x, dx′)
∣∣∣∣
≤
∫ ∫
IB(y
′, x′)Q(x′, dy′)|Pn − pi|(x, dx′)
≤2Kρn
≤C1ρ
n
for B ∈ B(Z), n ≥ 0.
Lemma 5.2. Let Assumption 2.2 hold. Then, the following is true:
(i) r˜θ(y, x
′|x) = rθ(y, x′|x) for all θ ∈ Θ, x, x′ ∈ X , y ∈ Y.
(ii) There exists a real number δ1 ∈ (0, δ] such that r˜η(y, x′|x) is analytic in η and satisfies
|r˜η(y, x
′|x)| ≤ 2ϕ(y),
∫ ∫
r˜η(y
′, x′′|x)ν(dy′)µ(dx′′) = 1
for all η ∈ Vδ1(Θ), x, x
′ ∈ X , y ∈ Y (δ is specified in Assumption 2.2).
Remark. As a direct consequence of Lemma 5.2 (Part (ii)), we have Snη ζ ∈ Pc(Z) (i.e., (S
n
η ζ)(Z) = 1)
for η ∈ Vδ1(Θ), ζ ∈ Pc(Z), n ≥ 1.
Proof. Due to Assumption 2.2, we have∫ ∫
ϕ(y)ν(dy)µ(dx) = ‖µ‖
∫
ϕ(y)ν(dy) <∞.
Then, using Assumption 2.2 and Lemma A1.1 (see Appendix 1), we conclude that integral∫ ∫
rˆη(y, x
′|x)ν(dy)µ(dx′) (10)
is analytic in η for each η ∈ Vδ(Θ), x ∈ X . Relying on the same arguments, we deduce
|rˆη′(y, x
′|x)− rˆη′′ (y, x
′|x)| ≤
d ϕ(y)‖η′ − η′′‖
δ
(11)
for η′, η′′ ∈ Vδ(Θ), x, x′ ∈ X , y ∈ Y (here, d denotes the dimension of vectors in Θ, Vδ(Θ)).
Throughout the rest of the proof, the following notation is used. C˜, δ1 are the real numbers defined by
C˜ =
d‖µ‖
δ
∫
ϕ(y)ν(dy), δ1 = min
{
δ,
1
2C˜
}
.
θ is any element of Θ, while η, η′, η′′ are any elements in Vδ1(Θ). x, x
′ are any elements of X , while y is
any element in Y.
Using (11), we conclude∣∣∣∣
∫ ∫
(rˆη′ (y, x
′|x) − rˆη′′(y, x
′|x)) ν(dy)µ(dx′)
∣∣∣∣ ≤
∫ ∫
|rˆη′(y, x
′|x)− rˆη′′ (y, x
′|x)| ν(dy)µ(dx′)
≤
d‖µ‖‖η′ − η′′‖
δ
∫
ϕ(y)ν(dy)
=C˜‖η′ − η′′‖.
Consequently, we have∣∣∣∣
∫ ∫
rˆη(y, x
′|x)ν(dy)µ(dx′)
∣∣∣∣ ≥
∫ ∫
rˆθ(y, x
′|x)ν(dy)µ(dx′)−
∣∣∣∣
∫ ∫
(rˆη(y, x
′|x)− rˆθ(y, x
′|x)) ν(dy)µ(dx′)
∣∣∣∣
≥1− C˜‖η − θ‖
≥
1
2
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when ‖η − θ‖ ≤ δ1. Hence, we get ∣∣∣∣
∫ ∫
rˆη(y, x
′|x)ν(dy)µ(dx′)
∣∣∣∣ ≥ 12 (12)
(since η ∈ Vδ1 (Θ), there exists θ ∈ Θ such that ‖η − θ‖ < δ1). Therefore, we have
r˜η(y, x
′|x) =
rˆη(y, x
′|x)∫ ∫
rˆ(y′, x′′|x)ν(dy′)µ(dx′′)
. (13)
As integral (10) is analytic in η for each η ∈ Vδ1(Θ), we conclude from Assumption 2.2 and (12), (13) that
(i), (ii) are true.
Lemma 5.3. Let Assumption 2.2 hold. Then, the following is true:
(i) unη (x0:n, y1:n) is analytic in η for all η ∈ Vδ1(Θ), x0, . . . , xn ∈ X , y1, . . . , yn ∈ Y, n ≥ 1 (δ1 is
specified in Lemma 5.2).
(ii) There exists a non-decreasing sequence {Kn}n≥1 in [1,∞) such that
∣∣unη (x0:n, y1:n)∣∣ ≤ Kn
(
n∏
k=1
ϕ(yk)
)
,
∣∣unη′(x0:n, y1:n)− unη′′(x0:n, y1:n)∣∣ ≤ Kn‖η′ − η′′‖
(
n∏
k=1
ϕ(yk)
)
for all η, η′, η′′ ∈ Vδ1(Θ), x0, . . . , xn ∈ X , y1, . . . , yn ∈ Y, n ≥ 1.
Proof. Throughout the proof, the following notation is used. {Kn}n≥1 are the real numbers defined by
Kn = 2
nd/δ1 for n ≥ 1 (here, d denotes the dimension of vectors in Θ, Vδ(Θ)). η, η′, η′′ are any elements
of Vδ1(Θ). {xn}n≥0, {yn}n≥1 are any sequences in X , Y (respectively).
Owing to Lemma 5.2, unη (x0:n, y1:n) is analytic in η for each η ∈ Vδ1 (Θ). Due to the same lemma, we
have
∣∣unη (x0:n, y1:n)∣∣ ≤ 2n
(
n∏
k=1
ϕ(yk)
)
≤ Kn
(
n∏
k=1
ϕ(yk)
)
for n ≥ 1. Consequently, Lemma A1.1 (see Appendix 1) yields
∣∣unη′(x0:n, y1:n)− unη′′(x0:n, y1:n)∣∣ ≤2nd‖η′ − η′′‖δ1
(
n∏
k=1
ϕ(yk)
)
= Kn‖η
′ − η′′‖
(
n∏
k=1
ϕ(yk)
)
for n ≥ 1.
Lemma 5.4. Let Assumptions 2.1, 2.2 and 2.4 hold. Then, the following is true:
(i) There exist real numbers δ2 ∈ (0, δ1], C2 ∈ [1,∞) such that
|Sη′ − Sη′′ | (z,B) ≤ C2‖η
′ − η′′‖,
∫
ψ(z′) |Sη| (z, dz
′) ≤ C2
for all η, η′, η′′ ∈ Vδ2 (Θ), z ∈ Z, B ∈ B(Z) (here, |Sη′ − Sη′′ | (z, dz
′) denotes the total variation of
Sη′(z, dz
′)− Sη′′(z, dz′), while δ1 is specified in Lemma 5.2).
(ii) For each η∈Vδ2 (Θ), there exists a complex measure ση(dz) on Z such that ση(B)= limn→∞ S
n
η (z,B)
for all z ∈ Z, B ∈ B(Z).
(iii) There exists a real number γ1 ∈ (0, 1), such that∣∣Snη − ση∣∣ (z,B) ≤ C2γn1
for all η ∈ Vδ2(Θ), z ∈ Z, B ∈ B(Z), n ≥ 0 (here,
∣∣Snη − ση∣∣ (z, dz′) stands for the total variation of
Snη (z, dz
′)− ση(dz′)).
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Proof. Throughout the proof, the following notation is used. C˜1, C˜2 are the real numbers defined by
C˜1 = 2‖µ‖
∫
| logϕ(y)|ϕ(y)ν(dy), C˜2 = 2‖µ‖
∫
ϕ(y)ν(dy),
while n0 is the integer defined as
n0 =
⌈
log 4
| log(1− ε2)|
⌉
(ε, ϕ(y) are specified in Assumptions 2.1, 2.3). {K˜n}n≥1 are the real numbers defined by K˜n = (1+C˜2)nKn
for n ≥ 1, while δ2, γ1, C˜3, C2 are the real numbers defined as
δ2 = δ1/(4K˜n0), γ1 = 2
−1/n0 , C˜3 = K˜1 + C˜1 + C˜2, C2 = 16C˜3γ
−n0
1
(δ1, Kn are specified in Lemmas 5.2, 5.3). θ is any element of Θ, while η, η
′, η′′ are any elements in
Vδ2(Θ). x, y are any elements of X , Y (respectively), while z = (y, x) (notice that z is any element of Z).
ζ, ζ′, ζ′′ are any elements of Pc(Z).
Relying on Assumption 2.4 and Lemma 5.2, we deduce∫
ψ(z′) |Sη| (z, dz
′) ≤
∫ ∫
(1 + |logϕ(y′)|) |r˜η(y
′, x′|x)| ν(dy′)µ(dx′)
≤2‖µ‖
∫
(1 + |logϕ(y′)|)ϕ(y′)ν(dy′)
=C˜1 + C˜2
≤C2
(notice that z = (y, x) and C˜1 + C˜2 ≤ C˜3 ≤ C2). On the other side, using Lemma 5.3, we conclude
∣∣(Snη′ζ)(B) − (Snη′′ζ)(B)∣∣ ≤
∫
· · ·
∫ ∫
IB(yn, xn)
∣∣unη′(x0:n, y1:n)− unη′′(x0:n, y1:n)∣∣
· (ν × µ)(dyn, dxn) · · · (ν × µ)(dy1, dx1)|ζ|(dy0, dx0)
≤Kn‖µ‖
n‖ζ‖‖η′ − η′′‖
(
n∏
k=1
∫
ϕ(yk)ν(dyk)
)
≤K˜n‖ζ‖‖η
′ − η′′‖
for B ∈ B(Z), n ≥ 1. Therefore, we get∥∥Snη′ζ − Snη′′ζ∥∥ ≤ K˜n‖ζ‖‖η′ − η′′‖ (14)
for n ≥ 1. Hence, we have
|Sη′ − Sη′′ | (z,B) = |Sη′δz − Sη′′δz| (B) ≤ K˜1‖δz‖‖η
′ − η′′‖ ≤ C2‖η
′ − η′′‖
for B ∈ B(Z).6
Let τθ(dz) be the measure defined by
τθ(B) =
∫ ∫
IB(y, x)λθ(dx|y)ν(dy)
for B ∈ B(Z). Owing to Assumption 2.1, we have
1 =
∫ ∫
rθ(y, x
′|x)ν(dy)µ(dx′) ≤
1
ε
∫
λθ(X|y)ν(dy).
6Notice that K˜1 ≤ C˜3 ≤ C2. Here, δz denotes the Dirac measure centered at z.
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Hence, we get
τθ(Z) =
∫
λθ(X|y)ν(dy) ≥ ε.
On the other side, due to Assumption 2.1 and Lemma 5.2, we have
Sθ(z,B) =
∫ ∫
IB(y
′, x′)rθ(y
′, x′|x)ν(dy′)µ(dx′) ≥ ε
∫ ∫
IB(y
′, x′)λθ(dx
′|y′)ν(dy′) = ετθ(B)
for B ∈ B(Z) (notice that z = (y, x)). Then, standard results in Markov chain theory (see e.g., [16,
Theorem 16.0.2]) imply that there exists a probability measure σθ(dz) on Z such that
|Snθ (z,B)− σθ(B)| ≤ (1− ετθ(Z))
n ≤ (1 − ε2)n
for B ∈ B(Z), n ≥ 1. Consequently, we get
|(Snθ ζ
′)(B)− (Snθ ζ
′′)(B)| =
∣∣∣∣
∫
(Snθ − σθ) (z,B)(ζ
′ − ζ′′)(dz)
∣∣∣∣
≤
∫
|Snθ − σθ| (z,B)|ζ
′ − ζ′′|(dz)
≤(1− ε2)n‖ζ′ − ζ′′‖
for B ∈ B(Z), n ≥ 1.7 Hence, we have
‖Snθ ζ
′ − Snθ ζ
′′‖ ≤ (1 − ε2)n‖ζ′ − ζ′′‖ (15)
for n ≥ 1.
Owing to (14), we have
∥∥Snη ζ∥∥ ≤ ‖Snθ ζ‖+ ∥∥(Snη − Snθ ) ζ∥∥ ≤ (1 + K˜n‖η − θ‖) ‖ζ‖ ≤ (1 + K˜nδ2)‖ζ‖ ≤ 2‖ζ‖
when 1 ≤ n ≤ n0, ‖η − θ‖ < δ2.8 Thus, we get∥∥Snη ζ∥∥ ≤ 2‖ζ‖ (16)
for 1 ≤ n ≤ n0 (since η ∈ Vδ2(Θ), there exists θ ∈ Θ such that ‖η − θ‖ < δ2). On the other side, due to
(14), (15), we have ∥∥Snη ζ′ − Snη ζ′′∥∥ ≤‖Snθ ζ′ − Snθ ζ′′‖+ ∥∥(Snη − Snθ )(ζ′ − ζ′′)∥∥
≤
(
(1 − ε2)n + K˜n‖η − θ‖
)
‖ζ′ − ζ′′‖
≤
(
(1− ε2)n +
1
4
)
‖ζ′ − ζ′′‖
when 1 ≤ n ≤ n0, ‖η − θ‖ < δ2. Hence, we get
∥∥Snη ζ′ − Snη ζ′′∥∥ ≤
(
(1− ε2)n +
1
4
)
‖ζ′ − ζ′′‖
1 ≤ n ≤ n0 (since η ∈ Vδ2(Θ), there exists θ ∈ Θ such that ‖η − θ‖ < δ2). Setting n = n0, we conclude
∥∥Sn0η ζ′ − Sn0η ζ′′∥∥ ≤ ‖ζ′ − ζ′′‖2
7Notice that
∫
σθ(B)(ζ
′ − ζ′′)(dz) = σθ(B)(ζ
′(Z)− ζ′′(Z)) = 0 (as ζ′, ζ′′ ∈ Pc(Z)).
8Notice that K˜nδ2 ≤ K˜n0δ2 = δ1/4 ≤ 1/4. Notice also that ‖S
n
θ ζ‖ ≤ ‖ζ‖ (as S
n
θ (z, dz
′) is an element of P(Z)).
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(notice that (1− ε2)n0 ≤ 1/4). Consequently, we have
∥∥∥S(k+1)n0η (ζ′ − ζ′′)∥∥∥ = ∥∥Sn0η (Skn0η ζ′ − Skn0η ζ′′)∥∥ ≤ 12
∥∥Skn0η (ζ′ − ζ′′)∥∥ (17)
for k ≥ 0.9 Iterating (17), we get
∥∥Skn0η (ζ′ − ζ′′)∥∥ ≤ 12k ‖ζ′ − ζ′′‖ (18)
for k ≥ 0. Using (16), (18), we conclude
∥∥∥S(k+1)n0η ζ − Skn0η ζ∥∥∥ = ∥∥Skn0η (Sn0η ζ − ζ)∥∥ ≤ 12k
∥∥Sn0η ζ − ζ∥∥ ≤ 12k (
∥∥Sn0η ζ∥∥+ ‖ζ‖) ≤ ‖ζ‖2k−2 (19)
for k ≥ 0. Hence, we get
∞∑
k=0
∥∥∥S(k+1)n0η ζ − Skn0η ζ∥∥∥ ≤ ∞∑
k=0
‖ζ‖
2k−2
= 8‖ζ‖ <∞. (20)
Let (S∞η ζ)(dz) be the measure defined by
(S∞η ζ)(B) = ζ(B) +
∞∑
k=0
(
(S(k+1)n0η ζ)(B) − (S
kn0
η ζ)(B)
)
for B ∈ B(Z). Then, due to (20), (S∞η ζ)(dz) is well-defined and satisfies S
∞
η ζ ∈ Pc(Z). On the other
side, owing to (19), (20), we have
∥∥Skn0η ζ − S∞η ζ∥∥ =
∥∥∥∥∥∥
∞∑
j=k
(
S(j+1)n0η ζ − S
jn0
η ζ
)∥∥∥∥∥∥ ≤
∞∑
j=k
∥∥∥S(j+1)n0η ζ − Sjn0η ζ∥∥∥ ≤
∞∑
j=k
‖ζ‖
2j−2
=
‖ζ‖
2k−3
(21)
for k ≥ 0. Combining this with (18), we get∥∥S∞η ζ′ − S∞η ζ′′∥∥ ≤ ∥∥Skn0η ζ′ − S∞η ζ′∥∥+ ∥∥Skn0η ζ′′ − S∞η ζ′′∥∥+ ∥∥Skn0η ζ′ − Skn0η ζ′′∥∥
≤
‖ζ′‖+ ‖ζ′′‖+ ‖ζ′ − ζ′′‖
2k−3
for k ≥ 0. Therefore, S∞η ζ
′ = S∞η ζ
′′ for any ζ′, ζ′′ ∈ Pc(Z). Consequently, there exists ση ∈ Pc(Z) such
that S∞η ζ = ση for any ζ ∈ Pc(Z). Then, (16), (21) imply
∥∥Snη ζ − ση∥∥ = ∥∥Skn0η (Sn−kn0η ζ) − S∞η (Sn−kn0η ζ)∥∥ ≤ 12k−3
∥∥Sn−kn0η ζ∥∥ ≤ ‖ζ‖2k−4 ≤ C2γn1 ‖ζ‖ (22)
for (k + 1)n0 ≥ n > kn0, k ≥ 0.10 Thus, we get∣∣Snη − ση∣∣ (z,B) = ∣∣Snη δz − ση∣∣ (B) ≤ ∥∥Snη δz − ση∥∥ ≤ C2γn1 ‖δz‖ = C2γn1
for B ∈ B(Z), n ≥ 0 (set k = ⌊(n−m)/n0⌋ in (22)).
6. Results Related to Optimal Filter
In this section, an analytic (complex-valued) continuation of the optimal filter is constructed, and its
asymptotic properties (exponential forgetting) are studied.
9Notice that Snη ζ ∈ Pc(Z) for each n ≥ 1 (see Lemma 5.2 and the remark immediately after its statement).
10Notice that ση = S∞η (S
n−kn0
η ζ) (as S
n−kn0
η ζ ∈ Pc(Z)). Notice also 2
−(k−4) = 16γkn01 = (16γ
−(n−kn0)
1 )γ
n
1 ≤
(16γ−n01 )γ
n
1 ≤ C2γ
n
1 .
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In addition to the notation introduced in Section 5, the following notation is used here, too. B(X ) is
the collection of Borel sets in X . P(X ) is the collection of probability measures on X , while Mp(X ) is
the set of positive measures on X . Mc(X ) is the collection of complex measures on X . For ξ ∈ Mc(X ),
‖ξ‖ denotes the total variation norm of ξ, while |ξ|(dx) is the total variation of ξ(dx). For γ ∈ (0, 1),
Vγ(P(X )) is the open γ-vicinity of P(X ), i.e.,
Vγ(P(X )) = {ξ ∈ Mc(X ) : ∃λ ∈ P(X ), ‖ξ − λ‖ < γ}.
δx(dx
′) is the Dirac measure on X centered at x ∈ X (i.e., δx(B) = IB(x) for B ∈ B(X )). Rη,y(dx|ξ) is
the measure defined by
Rη,y(B|ξ) =
∫ ∫
IB(x
′)r˜η(y, x
′|x)µ(dx′)ξ(dx) (23)
for η ∈ Cd, ξ ∈ Mc(X ), B ∈ B(X ), y ∈ Y (r˜η(y, x′|x) is specified in Lemma 5.2). Φη,y(ξ) is the function
defined by
Φη,y(ξ) =
{
logRη,y(X|ξ), if Rη,y(X|ξ) 6= 0
0, otherwise
(24)
(η, ξ, y have the same meaning as in (23)). rm:nη,y (x
′|x) is the function defined by
rm:nη,y (x
′|x) =
∫ ∫
· · ·
∫ ∫
un−mη (xm:n, ym+1:n)δx′(dxn)µ(dxn−1) · · ·µ(dxm+1)δx(dxm) (25)
for x, x′ ∈ X , n > m ≥ 0 and a sequence y = {yn}n≥1 in Y (η has the same meaning as in (23), while
un−mη (xm:n, ym+1:n) is specified in (7)). R
m:m
η,y (dx|ξ) and R
m:n
η,y (dx|ξ) are the measures defined by
Rm:mη,y (B|ξ) = ξ(B), R
m:n
η,y (B|ξ) =
∫ ∫
IB(x
′)rm:nη,y (x
′|x)µ(dx′)ξ(dx) (26)
for B ∈ B(X ), n > m ≥ 0 (η, ξ, y have the same meaning as in (23), (25)). fm:nη,y (x|ξ), g
m:n
η,y (x
′|x, ξ),
hm:nη,y (x|x
′, ξ) are the functions defined by
gm:nη,y (x
′|x, ξ) =
{
rm:nη,y (x
′|x)
/
Rm:nη,y (X|ξ), if R
m:n
η,y (X|ξ) 6= 0
0, otherwise
, (27)
fm:nη,y (x|ξ) =
∫
gm:nη,y (x|x
′′, ξ)ξ(dx′′), (28)
hm:nη,y (x
′|x, ξ) = gm:nη,y (x
′|x, ξ)− fm:nη,y (x
′|ξ)
∫
gm:nη,y (x
′′|x, ξ)µ(dx′′) (29)
for n > m ≥ 0 (η, x, x′, ξ, y have the same meaning as in (23), (25)). Fm:mη,y (dx|ξ) and F
m:n
η,y (dx|ξ) are
the measures defined by
Fm:mη,y (B|ξ) = ξ(B), F
m:n
η,y (B|ξ) =
∫
IB(x)f
m:n
η,y (x|ξ)µ(dx) (30)
for B ∈ B(X ), n > m ≥ 0 (η, ξ, y have the same meaning as in (23), (25)). Throughout this section
and the whole paper, measures Rm:nη,y (dx|ξ), F
m:n
η,y (dx|ξ) are also denoted by R
m:n
η,y (ξ), F
m:n
η,y (ξ) (short-hand
notation), while
〈
Rm:nη,y (ξ)
〉
,
〈
Fm:nη,y (ξ)
〉
are defined by〈
Rm:nη,y (ξ)
〉
= Rm:nη,y (X|ξ),
〈
Fm:nη,y (ξ)
〉
= Fm:nη,y (X|ξ).
Under the notation introduced above, we have the following. Fm:nθ,y (λ) is the optimal filter for the model{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
, i.e.,
F 1:nθ,y (B|λ) = P
(
Xθ,λn ∈ B
∣∣Y θ,λ1:n = y1:n)
for θ ∈ Θ, λ ∈ P(X ), B ∈ B(X ) and a sequence y = {yn}n≥1 in Y.
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Lemma 6.1. Let η, ξ be any elements of Cd, Ms(X ) (respectively), while y = {yn}n≥1 is any sequence
in Y. Moreover, let n, m, k be any integers satisfying n ≥ k ≥ m. Then, the following is true:
(i) Rm:nη,y (ξ) = R
k:n
η,y
(
Rm:kη,y (ξ)
)
.
(ii)
〈
Rm:nη,y (ξ)
〉
=
〈
Rk:nη,y
(
Fm:kη,y (ξ)
)〉 〈
Rm:kη,y (ξ)
〉
if
〈
Rm:kη,y (ξ)
〉
6= 0.
(iii) Fm:nη,y (ξ) = F
k:n
η,y
(
Fm:kη,y (ξ)
)
if
〈
Rm:kη,y (ξ)
〉
6= 0 and
〈
Rm:nη,y (ξ)
〉
6= 0.
Proof. (i) When k = m or k = n, (i) is trivially satisfied. In what follows in this part of the proof, we
assume n > k > m.
Owing to (7), we have
un−mη (xm:n, ym+1:n) = u
n−k
η (xk:n, yk+1:n)u
k−m
η (xm:k, ym+1:k)
for xm, . . . , xn ∈ X . Combining this with (25), it is easy to show
rm:nη,y (x
′|x) =
∫
rk:nη,y(x
′|x′′)rm:kη,y (x
′′|x)µ(dx′′)
for x, x′ ∈ X . Then, using (26), we conclude
Rm:nη,y (B|ξ) =
∫ ∫ ∫
IB(x
′)rk:nη,y(x
′|x′′)rm:kη,y (x
′′|x)µ(dx′′)µ(dx′)ξ(dx)
=
∫ ∫
IB(x
′)rk:nη,y(x
′|x′′)Rm:kη,y (dx
′′|ξ)µ(dx′)
=Rk:nη,y
(
B|Rm:kη,y (ξ)
)
for B ∈ B(X ). Hence, (i) holds when n > k > m.
(ii) We assume
〈
Rm:kη,y (ξ)
〉
6= 0 (i.e., Rm:kη,y (X|ξ) 6= 0). Then, using (27), (28), (30), we conclude
Fm:kη,y (ξ) =
Rm:kη,y (ξ)〈
Rm:kη,y (ξ)
〉 . (31)
Consequently, we have
〈
Rk:nη,y
(
Fm:kη,y (ξ)
)〉
=
〈
Rk:nη,y
(
Rm:kη,y (ξ)
)〉
〈
Rm:kη,y (ξ)
〉
(notice that
〈
Rk:nη,y(ξ)
〉
is linear in ξ). Combining this with (i), we get〈
Rm:nη,y (ξ)
〉
=
〈
Rk:nη,y
(
Rm:kη,y (ξ)
)〉
=
〈
Rk:nη,y
(
Fm:kη,y (ξ)
)〉 〈
Rm:kη,y (ξ)
〉
. (32)
Thus, (ii) is true.
(iii) We assume
〈
Rm:kη,y (ξ)
〉
6= 0,
〈
Rm:nη,y (ξ)
〉
6= 0. Therefore, (ii) implies
〈
Rk:nη,y
(
Fm:kη,y (ξ)
)〉
6= 0. Then,
using the same arguments as in (ii), we deduce
Fm:nη,y (ξ) =
Rm:nη,y (ξ)〈
Rm:nη,y (ξ)
〉 , F k:nη,y (Fm:kη,y (ξ)) = Rk:nη,y
(
Fm:kη,y (ξ)
)
〈
Rk:nη,y
(
Fm:kη,y (ξ)
)〉 .
Combining this with (i) and (31), (32), we get
Fm:nη,y (ξ) =
Rk:nη,y
(
Rm:kη,y (ξ)
)
〈
Rk:nη,y
(
Fm:kη,y (ξ)
)〉 〈
Rm:kη,y (ξ)
〉 = Rk:nη,y
(
Fm:kη,y (ξ)
)
〈
Rk:nη,y
(
Fm:kη,y (ξ)
)〉 = F k:nη,y (Fm:kη,y (ξ))
(notice that Rk:nη,y(ξ) is linear in ξ). Hence, (iii) holds.
Lemma 6.2. Let Assumption 2.1 hold. Then, there exist real numbers δ3 ∈ (0, δ1], γ2 ∈ (0, 1), C3 ∈ [1,∞)
such that ∥∥Fm:nθ,y (λ′)− Fm:nθ,y (λ′′)∥∥ ≤ C3γn−m2 ‖λ′ − λ′′‖
for all θ ∈ Θ, λ′, λ′′ ∈ Vδ3 (P(X )) ∩ Mp(X ), n ≥ m ≥ 0 and any sequence y = {yn}n≥1 in Y (δ1 is
specified in Lemma 5.2).
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Proof. Due to [15, Proposition 4.1, Corollary 4.2] (or [22, Theorem 3.1]) and Lemma 5.2, there exist real
numbers γ2 ∈ (0, 1), C3 ∈ [1,∞) such that
∥∥Fm:nθ,y (λ′)− Fm:nθ,y (λ′′)∥∥ ≤ C3γn−m24
∥∥∥∥ λ′‖λ′‖ − λ
′′
‖λ′′‖
∥∥∥∥ (33)
for all θ ∈ Θ, λ′, λ′′ ∈ Mp(X ), n ≥ m ≥ 0 and any sequence y = {yn}n≥1 in Y (notice that F
m:n
θ,y (λ) =
Fm:nθ,y (λ/‖λ‖) for each λ ∈Mp(X )).
Let δ3 = min{1/2, δ1}, while y = {yn}n≥1 is any sequence in Y. Then, we have ‖λ‖ ≥ 1− δ3 ≥ 1/2 for
λ ∈ Vδ3(P(X )) ∩Mp(X ). Consequently, (33) implies
∥∥Fm:nθ,y (λ′)− Fm:nθ,y (λ′′)∥∥ ≤C3γn−m24
∥∥∥∥λ′ − λ′′‖λ′‖ − λ
′′(‖λ′‖ − ‖λ′′‖)
‖λ′‖‖λ′′‖
∥∥∥∥
≤
C3γ
n−m
2 ‖λ
′ − λ′′‖
2‖λ′‖
≤C3γ
n−m
2 ‖λ
′ − λ′′‖
for θ ∈ Θ, λ′, λ′′ ∈ Vδ3(P(X ))∩Mp(X ), n ≥ m ≥ 0 (notice that 2‖λ
′‖ ≥ 1, ‖λ′′/‖λ′′‖‖ = 1, |‖λ′‖−‖λ′′‖| ≤
‖λ′ − λ′′‖).
Lemma 6.3. Let Assumptions 2.2 and 2.3 hold. Then, the following is true:
(i)
〈
Rm:nη,y (ξ)
〉
is analytic in η for all η ∈ Vδ1(Θ), ξ ∈ Vδ1 (P(X )), n ≥ m ≥ 0 and any sequence y = {yn}n≥1
in Y (δ1 is specified in Lemma 5.2).
(ii) There exists a non-decreasing sequence {Ln}n≥1 in [1,∞) such that
∣∣〈Rm:nη,y (ξ)〉∣∣ ≤ Ln−m
(
n∏
k=m+1
ϕ(yk)
)
,
∣∣〈Rm:nη′,y(ξ′)〉− 〈Rm:nη′′,y(ξ′′)〉∣∣ ≤ Ln−m (‖η′ − η′′‖+ ‖ξ′ − ξ′′‖)
(
n∏
k=m+1
ϕ(yk)
)
for all η, η′, η′′ ∈ Vδ1(Θ), ξ, ξ
′, ξ′′ ∈ Vδ1(P(X )), n > m ≥ 0 and any sequence y = {yn}n≥1 in Y.
(iii) There exists a non-increasing sequence {αn}n≥1 in (0, δ1] such that
Re
{〈
Rm:nη,y (ξ)
〉}
≥
1
Ln−m
(
n∏
k=m+1
ϕ(yk)
)
for all η ∈ Vαn−m(Θ), ξ ∈ Vαn−m(P(X )), n > m ≥ 0 and any sequence y = {yn}n≥1 in Y.
(iv) There exists a non-decreasing sequence {Mn}n≥1 in [1,∞) such that
max
{∣∣fm:nη,y (x|ξ)∣∣ , ∣∣hm:nη,y (x′|x, ξ)∣∣} ≤Mn−m,
max
{∣∣fm:nη′,y (x|ξ′)− fm:nη′′,y(x|ξ′′)∣∣ , ∣∣hm:nη′,y(x′|x, ξ′)− hm:nη′′,y(x′|x, ξ′′)∣∣} ≤Mn−m(‖η′ − η′′‖+ ‖ξ′ − ξ′′‖)
for all η, η′, η′′ ∈ Vαn−m(Θ), ξ, ξ
′, ξ′′ ∈ Vαn−m(P(X )), x, x
′ ∈ X , n > m ≥ 0 and any sequence y = {yn}n≥1
in Y.
Proof. (i) and (ii) Throughout these parts of the proof, the following notation is used. {L˜l}l≥1, {Ll}l≥1
are the real numbers defined by
L˜l = Kl
(
‖µ‖+
1
γ
)l
, Ll = 2L˜
2
l (34)
for l ≥ 1 (γ, Kl are specified in Assumption 2.3 and Lemma 5.3). m, n are any integers satisfying
n > m ≥ 0. In what follows in the proof of (i), (ii), both m, n are kept fixed. θ is any element of Θ, while
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η, η′, η′′ are any elements in Vδ1(Θ). ξ, ξ
′, ξ′′ are any elements of Vδ1(P(X )). x, x
′ are any elements of
X , while y = {yn}n≥0 is any sequence in Y.
Using (25), it is straightforward to verify
〈
Rm:nη,y (ξ)
〉
=
∫
· · ·
∫ ∫
un−mη (xm:n, ym+1:n)µ(dxn) · · ·µ(dxm+1)ξ(dxm). (35)
It is also easy to show
∫
· · ·
∫ ∫ ( n∏
k=m+1
ϕ(yk)
)
µ(dxn) · · ·µ(dxm+1)|ξ|(dxm) = ‖ξ‖‖µ‖
n−m
(
n∏
k=m+1
ϕ(yk)
)
<∞.
Consequently, Lemmas 5.3, A1.1 (see Appendix 1) imply that
〈
Rm:nη,y (ξ)
〉
is analytic in η for each η ∈
Vδ1(Θ).
11 Hence, (i) holds.
Owing to Lemma 5.3 and (35), we have
∣∣〈Rm:nη,y (ξ)〉∣∣ ≤
∫
· · ·
∫ ∫ ∣∣un−mη (xm:n, ym+1:n)∣∣µ(dxn) · · ·µ(dxm+1) |ξ|(dxm)
≤Kn−m‖µ‖
n−m‖ξ‖
(
n∏
k=m+1
ϕ(yk)
)
≤2L˜n−m
(
n∏
k=m+1
ϕ(yk)
)
≤Ln−m
(
n∏
k=m+1
ϕ(yk)
)
(36)
(since ξ ∈ Vδ1(P(X )), we have ‖ξ‖ ≤ 1 + δ1 ≤ 2). Due to the same arguments, we have
∣∣〈Rm:nη′,y(ξ′)〉− 〈Rm:nη′′,y(ξ′′)〉∣∣ ≤
∫
· · ·
∫ ∫ ∣∣∣un−mη′ (xm:n, ym+1:n)− un−mη′′ (xm:n, ym+1:n)∣∣∣
· µ(dxn) · · ·µ(dxm+1) |ξ
′|(dxm)
+
∫
· · ·
∫ ∫ ∣∣∣un−mη′′ (xm:n, ym+1:n)∣∣∣µ(dxn) · · ·µ(dxm+1) |ξ′ − ξ′′|(dx)
≤Kn−m‖µ‖
n−m (‖ξ′‖‖η′ − η′′‖+ ‖ξ′ − ξ′′‖)
(
n∏
k=m+1
ϕ(yk)
)
≤2L˜n−m (‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖)
(
n∏
k=m+1
ϕ(yk)
)
≤Ln−m (‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖)
(
n∏
k=m+1
ϕ(yk)
)
(37)
(notice that ‖ξ′‖ ≤ 1 + δ1 ≤ 2). Using (36), (37), we conclude that (ii) is true.
(iii) and (iv) Throughout these parts of the proof, we use the following notation. {L˜l}l≥1 has the same
meaning as in (34), while {αl}l≥1, {M˜l}l≥1, {Ml}l≥1 are the numbers defined by
αl =
δ1
8L˜2l
, M˜l = 10L˜
4
l , Ml = 5M˜
2
l (‖µ‖+ 1)
for l ≥ 1. m, n are any integers satisfying n > m ≥ 0. In what follows in the proof of (iii), (iv), both m,
n are kept fixed. θ is any element of Θ, while η, η′, η′′ are any elements of Vαn−m(Θ). λ is any element of
11Notice that un−mη (xm:n, ym+1:n) is analytic in η for each η ∈ Vδ1 (Θ), xm, . . . , xn ∈ X , ym+1, . . . , yn ∈ Y .
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P(X ), while ξ, ξ′, ξ′′ are any elements of Vαn−m(P(X )). x, x
′ are any elements of X , while y = {yn}n≥1
is any sequence in Y.
Using Lemma 5.2 and (25), it is straightforward to verify〈
Rm:k+1θ,y (λ)
〉
=
∫
· · ·
∫ ∫ (∫
rθ(yk+1, xk+1|xk)µ(dxk+1)
)
uk−mθ (xm:k, ym+1:k)
· µ(dxk+1) · · ·µ(dxm+1)λ(dxm)
for k > m. Consequently, Assumption 2.3 and Lemma 5.2 yield〈
Rm:k+1θ,y (λ)
〉
≥γ ϕ(yk+1)
∫
· · ·
∫ ∫
uk−mθ (xm:k, ym+1:k)µ(dxk) · · ·µ(dxm+1)λ(dxm)
=γ ϕ(yk+1)
〈
Rm:kθ,y (λ)
〉
(38)
for k > m. The same arguments also imply〈
Rm:m+1θ,y (λ)
〉
=
∫ (∫
rθ(ym+1, xm+1|xm)µ(dxm+1)
)
λ(dxm) ≥ γ ϕ(ym+1)‖λ‖ = γ ϕ(ym+1).
Then, iterating (38), we get
〈
Rm:k+1θ,y (λ)
〉
≥ γk−m−1
(
k+1∏
l=m+2
ϕ(yl)
)〈
Rm:m+1θ,y (λ)
〉
≥ γk−m
(
k+1∏
l=m+1
ϕ(yl)
)
for k > m. Hence, we have
〈
Rm:nθ,y (λ)
〉
≥
1
L˜n−m
(
n∏
k=m+1
ϕ(yk)
)
(notice that L˜n−m ≥ γ−(n−m)). Combining this with (37), we get
Re
{〈
Rm:nη,y (ξ)
〉}
≥Rm:nθ,y (λ)−
∣∣〈Rm:nη,y (ξ)〉− 〈Rm:nθ,y (λ)〉∣∣
≥
(
1
L˜n−m
− 2L˜n−m (‖η − θ‖+ ‖ξ − λ‖)
)( n∏
k=m+1
ϕ(yk)
)
≥
(
1
L˜n−m
− 4L˜n−mαn−m
)( n∏
k=m+1
ϕ(yk)
)
≥
1
2L˜n−m
(
n∏
k=m+1
ϕ(yk)
)
when ‖η − θ‖ < αn−m, ‖ξ − λ‖ < αn−m. Thus, we have
Re
{〈
Rm:nη,y (ξ)
〉}
≥
1
2L˜n−m
(
n∏
k=m+1
ϕ(yk)
)
≥
1
Ln−m
(
n∏
k=m+1
ϕ(yk)
)
(39)
(since η ∈ Vαn−m(Θ), ξ ∈ Vαn−m(P(X )), there exist θ ∈ Θ, λ ∈ P(X ) such that ‖η − θ‖ < αn−m,
‖ξ − λ‖ < αn−m).
Owing to Lemma 5.3, we have∣∣rm:nη,y (x′|x)∣∣ ≤
∫
· · ·
∫ ∣∣un−mη (xm:n, ym+1:n)∣∣ δx′(dxn)µ(dxn−1) · · ·µ(dxm+1)δx(dxm)
≤Kn−m‖δx‖‖δx′‖‖µ‖
n−m−1
(
n∏
k=m+1
ϕ(yk)
)
=Kn−m‖µ‖
n−m−1
(
n∏
k=m+1
ϕ(yk)
)
≤L˜n−m
(
n∏
k=m+1
ϕ(yk)
)
. (40)
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Then, (27), (39) imply
∣∣gm:nη,y (x′|x, ξ)∣∣ =
∣∣∣∣∣ r
m:n
η,y (x
′|x)〈
Rm:nη,y (ξ)
〉
∣∣∣∣∣ ≤ 2L˜2n−m ≤ M˜n−m (41)
(notice that
∣∣〈Rm:nη,y (ξ)〉∣∣ ≥ Re (〈Rm:nη,y (ξ)〉) > 0). Consequently, (28) yields
∣∣fm:nη,y (x|ξ)∣∣ ≤
∫ ∣∣gm:nη,y (x|x′, ξ)∣∣ |ξ|(dx′) ≤ M˜n−m‖ξ‖ ≤ 2M˜n−m ≤Mn−m (42)
(since ξ ∈ Vαn−m(P(X )), we have ‖ξ‖ ≤ 1 + αn−m ≤ 2). Similarly, we have∫ ∣∣gm:nη,y (x′|x, ξ)∣∣ µ(dx′) ≤ M˜n−m‖µ‖. (43)
Combining this with (29), (41), (42), we get
∣∣hm:nη,y (x′|x, ξ)∣∣ ≤ ∣∣gm:nη,y (x′|x, ξ)∣∣+ ∣∣fm:nη,y (x′|ξ)∣∣
∫ ∣∣gm:nη,y (x′′|x, ξ)∣∣µ(dx′′)
≤M˜n−m + 2M˜
2
n−m‖µ‖
≤Mn−m. (44)
Due to Lemma 5.3, we have
∣∣rm:nη′,y(x′|x)− rm:nη′′,y(x′|x)∣∣ ≤
∫
· · ·
∫ ∣∣∣un−mη′ (xm:n, ym+1:n)− un−mη′′ (xm:n, ym+1:n)∣∣∣
· δx′(dxn)µ(dxn−1) · · ·µ(dxm+1)δx(dxm)
≤Kn−m‖µ‖
n−m−1‖η′ − η′′‖
(
n∏
k=m+1
ϕ(yk)
)
≤L˜n−m‖η
′ − η′′‖
(
n∏
k=m+1
ϕ(yk)
)
.
Then, (27), (37), (39), (40) yield
∣∣gm:nη′,y(x′|x, ξ′)− gm:nη′′,y(x′|x, ξ′′)∣∣ ≤
∣∣∣∣∣∣
rm:nη′,y(x
′|x) − rm:nη′′,y(x
′|x)〈
Rm:nη′,y(ξ
′)
〉
∣∣∣∣∣∣
+
∣∣∣∣∣∣
rm:nη′′,y(x
′|x)〈
Rm:nη′′,y(ξ
′′)
〉
∣∣∣∣∣∣
∣∣∣∣∣∣
〈
Rm:nη′,y(ξ
′)
〉
−
〈
Rm:nη′′,y(ξ
′′)
〉
〈
Rm:nη′,y(ξ
′)
〉
∣∣∣∣∣∣
≤10L˜4n−m(‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖)
≤M˜n−m(‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖). (45)
Consequently, (28), (41) imply
∣∣fm:nη′,y (x|ξ′)− fm:nη′′,y(x|ξ′′)∣∣ ≤
∫ ∣∣gm:nη′,y(x|x′, ξ′)− gm:nη′′,y(x|x′, ξ′′)∣∣ |ξ′|(dx′)
+
∫ ∣∣gm:nη′′,y(x|x′, ξ′′)∣∣ |ξ′ − ξ′′|(dx′)
≤M˜n−m‖ξ
′‖(‖η′ − η′′‖+ ‖ξ′ − ξ′′‖) + M˜n−m‖ξ
′ − ξ′′‖
≤3M˜n−m(‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖)
≤Mn−m(‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖) (46)
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(notice that ‖ξ′‖ ≤ 1 + αn−m ≤ 2). Similarly, we get∫ ∣∣gm:nη′,y(x′|x, ξ′)− gm:nη′′,y(x′|x, ξ′′)∣∣µ(dx′) ≤M˜n−m‖µ‖(‖η′ − η′′‖+ ‖ξ′ − ξ′′‖).
Combining this with (29), (42), (43), (45), (46), we get∣∣hm:nη′,y(x′|x, ξ′)− hm:nη′′,y(x′|x, ξ′′)∣∣ ≤ ∣∣gm:nη′,y(x′|x, ξ′)− gm:nη′′,y(x′|x, ξ′′)∣∣
+
∣∣fm:nη′,y (x′|ξ′)− fm:nη′′,y(x′|ξ′′)∣∣
∫ ∣∣gm:nη′,y(x′′|x, ξ′)∣∣µ(dx′′)
+
∣∣fm:nη′′,y(x′|ξ′′)∣∣
∫ ∣∣gm:nη′,y(x′′|x, ξ′)− gm:nη′′,y(x′′|x, ξ′′)∣∣µ(dx′′)
≤(M˜n−m + 5M˜
2
n−m‖µ‖)(‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖)
≤Mn−m(‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖). (47)
Using (39), (42), (44) – (47), we conclude that (iii), (iv) hold.
Lemma 6.4. Let Assumptions 2.2 and 2.3 hold. Then, the following is true:
(i) There exists a real number δ4 ∈ (0, δ1] such that Re {Rη,y(X|ξ)} > 0 for all η ∈ Vδ4(Θ), ξ ∈
Vδ4(P(X )), y ∈ Y (δ1 is specified in Lemma 5.2).
(ii) There exists a real number C4 ∈ [1,∞) such that
|Φη,y(ξ)| ≤ C4 (1 + | logϕ(y)|) ,
|Φη′,y(ξ
′)− Φη′′,y(ξ
′′)| ≤ C4 (‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖)
for all η, η′, η′′ ∈ Vδ4(Θ), ξ, ξ
′, ξ′′ ∈ Vδ4(P(X )), y ∈ Y.
Proof. Throughout the proof, the following notation is used. δ4, C4 are the real numbers defined by
δ4 = α1, C4 = 5L
2
1 (α1, L1 are specified in Lemma 6.3). η, η
′, η′′ are any elements of Vδ4(Θ), while ξ, ξ
′,
ξ′′ are any elements in Vδ4(P(X )). y is any element of Y.
Using Lemma 6.3, we conclude
Re {Rη,y(X|ξ)} ≥
ϕ(y)
L1
, (48)
|Rη,y(X|ξ)| ≤ L1ϕ(y), (49)
|Rη′,y(X|ξ
′)−Rη′′,y(X|ξ
′′)| ≤ L1ϕ(y) (‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖) (50)
(notice that Rη,y(X|y) =
〈
R0:1η,y(ξ)
〉
when y = {yn}n≥1 is a sequence in Y satisfying y = y1). As ϕ(y) > 0
(owing to Assumption 2.2), (48) implies that (i) holds. On the other side, due to (48), (49), we have
log |Rη,y(X|ξ)| ≤ logL1 + logϕ(y) ≤ L1 (1 + | logϕ(y)|) ,
log |Rη,y(X|ξ)| ≥ − logL1 + logϕ(y) ≥ −L1 (1 + | logϕ(y)|) .
Therefore, we get
|Φη,y(ξ)| = |logRη,y(X|ξ)| ≤ |log |Rη,y(X|ξ)||+ pi ≤ L1 (1 + | logϕ(y)|) + pi ≤ C4 (1 + | logϕ(y)|) . (51)
Let φη′,η′′,y(t|ξ′, ξ′′) be the function defined by
φη′,η′′,y(t|ξ
′, ξ′′) = log (tRη′,y(X|ξ
′) + (1 − t)Rη′′,y(X|ξ
′′))
for t ∈ [0, 1]. Then, due to Assumption 2.2 and (48), we have
|tRη′,y(X|ξ
′) + (1− t)Rη′′,y(X|ξ
′′)| ≥ tRe {Rη′,y(X|ξ
′)}+ (1− t)Re {Rη′′,y(X|ξ
′′)} ≥
ϕ(y)
L1
> 0 (52)
19
for t ∈ [0, 1]. Hence, φη′,η′′,y(t|ξ
′, ξ′′) is well-defined and differentiable in t for each t ∈ [0, 1]. We also have
φ′η′,η′′,y(t|ξ
′, ξ′′) =
∂
∂t
φη′,η′′,y(t|ξ
′, ξ′′) =
Re {Rη′,y(X|ξ′)} − Re {Rη′′,y(X|ξ′′)}
tRe {Rη′,y(X|ξ′)}+ (1− t)Re {Rη′′,y(X|ξ′′)}
for t ∈ [0, 1]. Consequently, (50), (52) yield∣∣φ′η′,η′′,y(t|ξ′, ξ′′)∣∣ ≤ L21 (‖η′ − η′′‖+ ‖ξ′ − ξ′′‖)
for t ∈ [0, 1]. Thus, we get
|Φη′,y(ξ
′)− Φη′′,y(ξ
′′)| = |φη′,η′′,y(1|ξ
′, ξ′′)− φη′,η′′,y(0|ξ
′, ξ′′)| =
∣∣∣∣
∫ 1
0
φ′η′,η′′,y(t|ξ
′, ξ′′)dt
∣∣∣∣
≤L21 (‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖)
≤C4 (‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖) . (53)
Using (51), (53), we deduce that (ii) is true.
Lemma 6.5. Let Assumptions 2.1 – 2.3 hold. Then, the following is true:
(i) There exist real numbers δ5, δ6 ∈ (0, δ4], C5 ∈ [1,∞) and an integer n0 ≥ 1 such that
Re
{〈
Rm:nη,y (ξ)
〉}
> 0, Fm:nη,y (ξ) ∈ Vδ4(P(X )), F
m:m+n0
η,y (ξ) ∈ Vδ6 (P(X )) and∥∥Fm:nη,y (ξ′)− Fm:nη,y (ξ′′)∥∥ ≤ C5‖ξ′ − ξ′′‖, (54)∥∥Fm:m+n0η,y (ξ′)− Fm:m+n0η,y (ξ′′)∥∥ ≤ ‖ξ′ − ξ′′‖2 (55)
for all η ∈ Vδ5(Θ), ξ, ξ
′, ξ′′ ∈ Vδ6(P(X )), m+ n0 ≥ n ≥ m ≥ 0 and any sequence y = {yn}n≥1 in Y (δ4 is
specified in Lemma 6.4).
(ii) There exist real numbers δ7 ∈ (0, δ5], δ8 ∈ (0, δ6] such that Fm:nη,y (ξ) ∈ Vδ6(P(X )) for all η ∈ Vδ7 (Θ),
ξ ∈ Vδ8(P(X )), m+ n0 ≥ n ≥ m ≥ 0 and any sequence y = {yn}n≥1 in Y.
Proof. (i) Throughout this part of the proof, the following notation is used. n0 is the integer defined by
n0 =
⌈
log(4C3)
| log γ2|
⌉
,
while C5, δ5, δ6 are the real numbers defined by
C5 =Mn0(1 + ‖µ‖), δ5 =
min{αn0 , δ4}
16C25
, δ6 = 2C5δ5 (56)
(γ2, C3, αn, Mn are specified in Lemmas 6.2, 6.3). θ is any element of Θ, while η, η
′, η′′ are any elements
in Vδ5 (Θ). λ is any element of P(X ), while ξ, ξ
′, ξ′′ are any elements in Vδ6(P(X )). x is any element of
X , while y = {yn}n≥1 is any sequence in Y.
Owing to Lemma 6.3, we have Re
{〈
Rm:nη,y (ξ)
〉}
> 0 for m + n0 ≥ n > m ≥ 0 (notice that δ5 ≤ δ6 ≤
αn0 ≤ αn−m when m+ n0 ≥ n > m ≥ 0). Hence, we get
Re
{〈
Rm:nη,y (tξ
′ + (1− t)ξ′′)
〉}
= tRe
{〈
Rm:nη,y (ξ
′)
〉}
+ (1− t)Re
{〈
Rm:nη,y (ξ
′′)
〉}
> 0 (57)
for t ∈ [0, 1], m+ n0 ≥ n > m ≥ 0. On the other side, using Lemma 6.3, we conclude∣∣∣∣
∫
IB(x
′)
(
hm:nη′,y(x
′|x, ξ′)− hm:nη′′,y(x
′|x, ξ′′)
)
µ(dx′)
∣∣∣∣ ≤
∫
IB(x
′)
∣∣hm:nη′,y(x′|x, ξ′)− hm:nη′′,y(x′|x, ξ′′)∣∣µ(dx′)
≤Mn−m‖µ‖ (‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖)
≤C5 (‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖) (58)
20
for B ∈ B(X ), m+n0 ≥ n > m ≥ 0 (notice that C5 ≥Mn0 ≥Mn−m when m+n0 ≥ n > m ≥ 0). Relying
on the same lemma, we deduce
∣∣Fm:nη′,y (B|ξ′)− Fm:nη′′,y(B|ξ′′)∣∣ ≤
∫
IB(x)
∣∣fm:nη′,y (x|ξ′)− fm:nη′′,y(x|ξ′′)∣∣µ(dx)
≤Mn−m‖µ‖ (‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖)
≤C5 (‖η
′ − η′′‖+ ‖ξ′ − ξ′′‖)
for B ∈ B(X ), m+ n0 ≥ n > m ≥ 0. Hence, we have∥∥Fm:nη′,y (ξ′)− Fm:nη′′,y(ξ′′)∥∥ ≤ C5 (‖η′ − η′′‖+ ‖ξ′ − ξ′′‖) (59)
for m + n0 ≥ n > m ≥ 0. Consequently, (54) holds (set η′ = η, η′′ = η in (59)). Moreover, when
‖η − θ‖ < δ5, ‖ξ − λ‖ < δ6, we get∥∥Fm:nη,y (ξ)− Fm:nθ,y (λ)∥∥ ≤ C5 (‖η − θ‖ + ‖ξ − λ‖) < C5(δ5 + δ6) ≤ δ4
for m+ n0 ≥ n > m ≥ 0. Therefore, Fm:nη,y (ξ) ∈ Vδ4(P(X )) for m+ n0 ≥ n > m ≥ 0.
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Let φm:nη,y (t, x|ξ
′, ξ′′) be the function defined by
φm:nη,y (t, x|ξ
′, ξ′′) = fm:nη,y (x|tξ
′ + (1 − t)ξ′′)
for t ∈ [0, 1], m+ n0 ≥ n > m ≥ 0. Then, due to (57), we have
φm:nη,y (t, x|ξ
′, ξ′′) =
∫
rm:nη,y (x|x
′)(tξ′ + (1− t)ξ′′)(dx′)〈
Rm:nη,y (tξ
′ + (1− t)ξ′′)
〉 = t
∫
rm:nη,y (x|x
′)ξ′(dx′) + (1− t)
∫
rm:nη,y (x|x
′)ξ′′(dx′)
t
〈
Rm:nη,y (ξ
′)
〉
+ (1− t)
〈
Rm:nη,y (ξ
′′)
〉
for t ∈ [0, 1], m+ n0 ≥ n > m ≥ 0. Consequently, (27) – (29) imply
∂
∂t
φm:nη,y (t, x|ξ
′, ξ′′) =− fm:nη,y (x|tξ
′ + (1− t)ξ′′)
〈
Rm:nη,y (ξ
′)
〉
−
〈
Rm:nη,y (ξ
′′)
〉
〈
Rm:nη,y (tξ
′ + (1− t)ξ′′)
〉 +
∫
rm:nη,y (x|x
′)(ξ′ − ξ′′)(dx′)〈
Rm:nη,y (tξ
′ + (1− t)ξ′′)
〉
=− fm:nη,y (x|tξ
′ + (1− t)ξ′′)
∫ ∫
rm:nη,y (x
′′|x′)µ(dx′′)(ξ′ − ξ′′)(dx′)〈
Rm:nη,y (tξ
′ + (1− t)ξ′′)
〉
+
∫
rm:nη,y (x|x
′)(ξ′ − ξ′′)(dx′)〈
Rm:nη,y (tξ
′ + (1 − t)ξ′′)
〉
=− fm:nη,y (x|tξ
′ + (1− t)ξ′′)
∫ ∫
gm:nη,y (x
′′|x′, tξ′ + (1− t)ξ′′)µ(dx′′)(ξ′ − ξ′′)(dx′)
+
∫
gm:nη,y (x|x
′, tξ′ + (1 − t)ξ′′)(ξ′ − ξ′′)(dx′)
=
∫
hm:nη,y (x|x
′, tξ′ + (1− t)ξ′′)(ξ′ − ξ′′)(dx′)
for t ∈ [0, 1], m+ n0 ≥ n > m ≥ 0. Hence, we have
fm:nη,y (x|ξ
′)− fm:nη,y (x|ξ
′′) =φm:nη,y (1, x|ξ
′, ξ′′)− φm:nη,y (0, x|ξ
′, ξ′′)
=
∫ ∫ 1
0
hm:nη,y (x|x
′, tξ′ + (1− t)ξ′′)(ξ′ − ξ′′)(dx′)dt
for m+ n0 ≥ n > m ≥ 0. Therefore, (30) yields
Fm:nη,y (B|ξ
′)− Fm:nη,y (B|ξ
′′) =
∫
IB(x)
(
fm:nη,y (x|ξ
′)− fm:nη,y (x|ξ
′′)
)
µ(dx)
=
∫ ∫ ∫ 1
0
IB(x)h
m:n
η,y (x|x
′, tξ′ + (1− t)ξ′′)µ(dx)(ξ′ − ξ′′)(dx′)dt (60)
12Since η ∈ Vδ5(Θ), ξ ∈ Vδ6 (P(X )), there exist θ ∈ Θ, λ ∈ P(X ) such that ‖η − θ‖ < δ5, ‖ξ − λ‖ < δ6. Notice also
Fm:nθ,y (λ) ∈ P(X ).
21
for B ∈ B(X ), m+ n0 ≥ n > m ≥ 0. Consequently, we have
Fm:nθ,y (B|λ + αδx)− F
m:n
θ,y (B|λ) = α
∫ ∫ 1
0
IB(x
′)hm:nθ,y (x
′|x, λ + αtδx)µ(dx
′)dt (61)
for B ∈ B(X ), α ∈ (0, δ6), m+ n0 ≥ n > m ≥ 0.13 On the other side, Lemma 6.2 yields∣∣Fm:nθ,y (B|λ+ αδx)− Fm:nθ,y (B|λ)∣∣ ≤ C3γn−m2 ‖αδx‖ = αC3γn−m2 (62)
for B ∈ B(X ), α ∈ (0, δ6), n > m ≥ 0. Combining (61), (62), we get∣∣∣∣
∫ ∫ 1
0
IB(x
′)hm:nθ,y (x
′|x, λ + αtδx)µ(dx
′)dt
∣∣∣∣ ≤ C3γn−m2 (63)
for B ∈ B(X ), α ∈ (0, δ6), m+ n0 ≥ n > m ≥ 0. Using (58), (63), we conclude∣∣∣∣
∫
IB(x
′)hm:nθ,y (x
′|x, λ)µ(dx′)
∣∣∣∣ ≤
∣∣∣∣
∫ ∫ 1
0
IB(x
′)hm:nθ,y (x
′|x, λ+ αtδx)µ(dx
′)dt
∣∣∣∣
+
∫ 1
0
∣∣∣∣
∫
IB(x
′)
(
hm:nθ,y (x
′|x, λ + αtδx)− h
m:n
θ,y (x
′|x, λ)
)
µ(dx′)
∣∣∣∣ dt
≤C3γ
n−m
2 + C5α
for B ∈ B(X ), α ∈ (0, δ6), m+ n0 ≥ n > m ≥ 0 (notice that ‖αtδx‖ ≤ α). Letting α→ 0, we deduce∣∣∣∣
∫
IB(x
′)hm:nθ,y (x
′|x, λ)µ(dx′)
∣∣∣∣ ≤C3γn−m2
for B ∈ B(X ), m+ n0 ≥ n > m ≥ 0. Consequently, when ‖η − θ‖ < δ5, ‖ξ − λ‖ < δ6, (58) yields∣∣∣∣
∫
IB(x
′)hm:nη,y (x
′|x, ξ)µ(dx′)
∣∣∣∣ ≤
∣∣∣∣
∫
IB(x
′)hm:nθ,y (x
′|x, λ)µ(dx′)
∣∣∣∣
+
∣∣∣∣
∫
IB(x
′)
(
hm:nη,y (x
′|x, ξ)− hm:nθ,y (x
′|x, λ)
)
µ(dx′)
∣∣∣∣
≤C3γ
n−m
2 + C5 (‖η − θ‖+ ‖ξ − λ‖)
≤C3γ
n−m
2 + C5(δ5 + δ6)
≤C3γ
n−m
2 +
1
4
for B ∈ B(X ), m+ n0 ≥ n > m ≥ 0 (notice that C5δ5 ≤ C5δ6 ≤ 1/8). Hence, we have∣∣∣∣
∫
IB(x
′)hm:nη,y (x
′|x, ξ)µ(dx′)
∣∣∣∣ ≤C3γn−m2 + 14
for B ∈ B(X ), m+ n0 ≥ n > m ≥ 0 (since η ∈ Vδ5(Θ), ξ ∈ Vδ6(P(X )), there exist θ ∈ Θ, λ ∈ P(X ) such
that ‖η − θ‖ < δ5, ‖ξ − λ‖ < δ6). Combining this with (60), we get
∣∣Fm:nη,y (B|ξ′)− Fm:nη,y (B|ξ′′)∣∣ ≤
∫ ∫ 1
0
∣∣∣∣
∫
IB(x
′)hm:nη,y (x
′|x, tξ′ + (1 − t)ξ′′)µ(dx′)
∣∣∣∣ |ξ′ − ξ′′|(dx)dt
≤
(
C3γ
n−m
2 +
1
4
)
‖ξ′ − ξ′′‖
for B ∈ B(X ), m+ n0 ≥ n > m ≥ 0.14 Therefore, we have
∥∥Fm:nη,y (ξ′)− Fm:nη,y (ξ′′)∥∥ ≤
(
C3γ
n−m
2 +
1
4
)
‖ξ′ − ξ′′‖
13Notice that if α ∈ (0, δ6), t ∈ [0, 1], then λ+ αtδx ∈ Vδ6 (P(X )) (as ‖αtδx‖ ≤ αt ≤ α < δ6). Here, δx denotes the Dirac
measure centered at x.
14Notice that tξ′ + (1− t)ξ′′ ∈ Vδ6 (P(X )) since ξ
′, ξ′′ ∈ Vδ6 (P(X )) and Vδ6 (P(X )) is convex.
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for m+ n0 ≥ n > m ≥ 0. Hence, we get
∥∥Fm:m+n0η,y (ξ′)− Fm:m+n0η,y (ξ′′)∥∥ ≤
(
C3γ
n0
2 +
1
4
)
‖ξ′ − ξ′′‖ ≤
‖ξ′ − ξ′′‖
2
(64)
form ≥ 0 (notice that C3γ
n0
2 ≤ 1/4). Consequently, (55) holds. Moreover, when ‖η−θ‖ < δ5, ‖ξ−λ‖ < δ6,
(59) implies∥∥∥Fm:m+n0η,y (ξ)− Fm:m+n0θ,y (λ)∥∥∥ ≤ ∥∥Fm:m+n0η,y (ξ)− Fm:m+n0η,y (λ)∥∥ + ∥∥∥Fm:m+n0η,y (λ)− Fm:m+n0θ,y (λ)∥∥∥
≤
‖ξ − λ‖
2
+ C5‖η − θ‖
<
δ6
2
+ C5δ5
=δ6
for m ≥ 0. Thus, Fm:m+n0η,y (ξ) ∈ Vδ6(P(X )) for m ≥ 0.
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(ii) Let δ7, δ8 be the real numbers defined by δ7 = δ5, δ8 = δ5 (δ5 is specified in (56)). Moreover, let
θ, λ, y have the same meaning as in (i), while η, ξ are any elements of Vδ6(Θ), Vδ7(P(X )) (respectively).
Consequently, when ‖η − θ‖ < δ7, ‖ξ − λ‖ < δ8, (59) yields∥∥Fm:nη,y (ξ)− Fm:nθ,y (λ)∥∥ ≤ C5 (‖η − θ‖ + ‖ξ − λ‖) < C5(δ7 + δ8) ≤ δ6
for m+ n0 ≥ n > m ≥ 0. Therefore, Fm:nη,y (ξ) ∈ Vδ6(P(X )) for m+ n0 ≥ n > m ≥ 0.
16
Lemma 6.6. Let Assumptions 2.1 – 2.3 hold. Then, the following is true:
(i) Re
{〈
Rm:nη,y (ξ)
〉}
6= 0, Fm:nη,y (ξ) ∈ Vδ4(P(X )) for all η ∈ Vδ5(Θ), ξ ∈ Vδ6 (P(X )), n ≥ m ≥ 0 and any
sequence y = {yn}n≥1 in Y (δ4, δ5, δ6 are specified in Lemmas 6.4, 6.5).
(ii) There exist real numbers γ3 ∈ (0, 1), C6 ∈ [1,∞) such that∥∥Fm:nη,y (ξ′)− Fm:nη,y (ξ′′)∥∥ ≤ C6γn−m3 ‖ξ′ − ξ′′‖ (65)
for all η ∈ Vδ5(Θ), ξ
′, ξ′′ ∈ Vδ6(P(X )), n ≥ m ≥ 0 and any sequence y = {yn}n≥1 in Y.
Proof. (i) Let nk(m) be the integer defined by nk(m) = m+ kn0 for m, k ≥ 0 (n0 is specified in Lemma
6.5). Moreover, let y = {yn}n≥1 be any sequence in Y.
First, we show
Re
{〈
Rm:nη,y (ξ)
〉}
6= 0, Fm:nη,y (ξ) ∈ Vδ4(P(X )), F
m:nk(m)
η,y (ξ) ∈ Vδ6(P(X )) (66)
for each η ∈ Vδ5(Θ), ξ ∈ Vδ6(P(X )), nk(m) ≥ n ≥ m ≥ 0, k ≥ 0. We prove this by induction in k.
We have Rm:nη,y (ξ) = ξ, F
m:n
η,y (ξ) = ξ for η ∈ Vδ5(Θ), ξ ∈ Vδ6(P(X )), n0(m) ≥ n ≥ m ≥ 0 (notice that
n0(m) = n = m when n0(m) ≥ n ≥ m ≥ 0). Hence, (66) holds for k = 0 and η ∈ Vδ5 (Θ), ξ ∈ Vδ6(P(X )),
nk(m) ≥ n ≥ m ≥ 0. Now, the induction hypothesis is formulated: Suppose that (66) is true for some
k ≥ 0 and any η ∈ Vδ5(Θ), ξ ∈ Vδ6(P(X )), nk(m) ≥ n ≥ m ≥ 0. Then, to show (66) for η ∈ Vδ5(Θ),
ξ ∈ Vδ6(P(X )), nk+1(m) ≥ n ≥ m ≥ 0, it is sufficient to demonstrate (66) for η ∈ Vδ5(Θ), ξ ∈ Vδ6(P(X )),
nk+1(m) ≥ n ≥ nk(m), m ≥ 0.
In the rest of the proof of (i), η, ξ are any elements of Vδ5(Θ), Vδ6(P(X )) (respectively). Owing to
Lemma 6.5, we have Re
{〈
R
nk(m):n
η,y (ξ)
〉}
> 0, F
nk(m):n
η,y (ξ) ∈ Vδ4(P(X )), F
nk(m):nk+1(m)
η,y (ξ) ∈ Vδ6(P(X ))
15Since η ∈ Vδ5(Θ), ξ ∈ Vδ6 (P(X )), there exist θ ∈ Θ, λ ∈ P(X ) such that ‖η − θ‖ < δ5, ‖ξ − λ‖ < δ6. Notice also
Fm:m+n0θ,y (λ) ∈ P(X ).
16Since η ∈ Vδ7(Θ), ξ ∈ Vδ8 (P(X )), there exist θ ∈ Θ, λ ∈ P(X ) such that ‖η − θ‖ < δ7, ‖ξ − λ‖ < δ8. Notice also
Fm:nθ,y (λ) ∈ P(X ).
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for nk+1(m) ≥ n ≥ nk(m), m ≥ 0. Combining this with the induction hypothesis, we get
Re
{〈
Rnk(m):nη,y
(
Fm:nk(m)η,y (ξ)
)〉}
> 0,
Fnk(m):nη,y
(
Fm:nk(m)η,y (ξ)
)
∈ Vδ4(P(X )), (67)
F
nk(m):nk+1(m)
η,y
(
Fm:nk(m)η,y (ξ)
)
∈ Vδ6(P(X )) (68)
for nk+1(m) ≥ n ≥ nk(m), m ≥ 0.17 Then, the induction hypothesis and Lemma 6.1 (Part (ii)) imply
〈
Rm:nη,y (ξ)
〉
=
〈
Rm:nk(m)η,y (ξ)
〉〈
Rnk(m):nη,y
(
Fm:nk(m)η,y (ξ)
)〉
6= 0 (69)
for nk+1(m) ≥ n ≥ nk(m), m ≥ 0.18 Therefore, Lemma 6.1 (Part (iii)) and (67), (68) yield
Fm:nη,y (ξ) = F
nk(m):n
η,y
(
Fm:nk(m)η,y (ξ)
)
∈ Vδ4(P(X )), (70)
F
m:nk+1(m)
η,y (ξ) = F
nk(m):nk+1(m)
η,y
(
Fm:nk(m)η,y (ξ)
)
∈ Vδ6(P(X )) (71)
for nk+1(m) ≥ n ≥ nk(m), m ≥ 0.19 Combining (69) – (71) with the induction hypothesis, we deduce
that (66) holds for nk+1(m) ≥ n ≥ m, m ≥ 0. Then, relying on the principle of mathematical induction,
we conclude that (66) is satisfied for each η ∈ Vδ5(Θ), ξ ∈ Vδ6(P(X )), nk(m) ≥ n ≥ m ≥ 0, k ≥ 0. As a
direct consequence of this, we have that (i) is true.
(ii) Let γ3, C6 be the real numbers defined by γ3 = 2
−1/n0 , C6 = C5γ
−n0
3 (C5, n0 are specified in
Lemma 6.5), while nk(m), y have the same meaning as in (i). Moreover, let η be any element of Vδ6(Θ),
while ξ′, ξ′′ are any elements in Vδ6(P(X )).
Owing to Lemmas 6.1, 6.5 and (66), we have∥∥∥Fm:nk+1(m)η,y (ξ′)− Fm:nk+1(m)η,y (ξ′′)∥∥∥ =∥∥∥Fnk(m):nk+1(m)η,y (Fm:nk(m)η,y (ξ′)) − Fnk(m):nk+1(m)η,y (Fm:nk(m)η,y (ξ′′))∥∥∥
≤
1
2
∥∥∥Fm:nk(m)η,y (ξ′)− Fm:nk(m)η,y (ξ′′)∥∥∥
for m, k ≥ 0. Consequently, we have∥∥∥Fm:nk(m)η,y (ξ′)− Fm:nk(m)η,y (ξ′′)∥∥∥ ≤ 12k
∥∥Fm:mη,y (ξ′)− Fm:mη,y (ξ′′)∥∥ = γnk(m)−m3 ‖ξ′ − ξ′′‖
for m, k ≥ 0. Combining this with Lemma 6.5 and (66), we get
∥∥Fm:nη,y (ξ′)− Fm:nη,y (ξ′′)∥∥ =∥∥∥Fnk(m):nη,y (Fm:nk(m)η,y (ξ′)) − Fnk(m):nη,y (Fm:nk(m)η,y (ξ′′))∥∥∥
≤C5
∥∥∥Fm:nk(m)η,y (ξ′)− Fm:nk(m)η,y (ξ′′)∥∥∥
≤C5γ
nk(m)−m
3 ‖ξ
′ − ξ′′‖
≤C6γ
n−m
3 ‖ξ
′ − ξ′′‖ (72)
for nk+1(m) > n ≥ nk(m), m, k ≥ 0.20 Thus, (65) holds for each n ≥ m ≥ 0 (set k = ⌊(n −m)/n0⌋ in
(72)).
17Notice that F
m:nk(m)
η,y (ξ) ∈ Vδ6 (P(X )) (due to the induction hypothesis).
18Notice that
〈
R
m:nk(m)
η,y (ξ)
〉
6= 0 (due to the induction hypothesis).
19Notice that
〈
R
m:nk(m)
η,y (ξ)
〉
6= 0,
〈
R
m:nk+1(m)
η,y (ξ)
〉
6= 0 (due to the induction hypothesis and (69)). Notice also
F
m:nk(m)
η,y (ξ) ∈ Vδ6 (P(X )) (due to the induction hypothesis).
20Notice that C5γ
nk(m)−m
3 = (C5γ
nk(m)−n
3 )γ
n−m
3 ≤ (C5γ
−n0
3 )γ
n−m
3 = C6γ
n−m
3 .
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7. Proof of Main Results
In this section, Theorems 2.1 and 2.2 are proved. The proofs of these theorems crucially depend on the
results related to the kernels S(z, dz′), Sη(z, dz
′) and the optimal filter Fm:nη,y (ξ) (i.e., on Lemmas 5.1, 5.4,
6.6). As the properties of S(z, dz′), Sη(z, dz
′) are very similar, the proofs of Theorems 2.1 and 2.2 have
many elements in common. In order not to consider these elements twice (and to prove Theorems 2.1 and
2.2 as efficiently as possible), we introduce a new kernel Tη(z, dz
′), where η ∈ Vδ(Θ), z ∈ Z.21 Its purpose
is to capture all common features of S(z, dz′), Sη(z, dz
′) which are relevant for the proof of Theorems 2.1
and 2.2. Using Tη(z, dz
′), we recursively define kernels
{
T nη (z, dz
′)
}
n≥0
by T 0η (z,B) = δz(B) and
T n+1η (z,B) =
∫
T nη (z
′, B)Tη(z, dz
′)
for η ∈ Cd, z ∈ Z, B ∈ B(Z), n ≥ 0.
Regarding Tη(z, dz
′), we assume the following.
Assumption 7.1. For each θ ∈ Θ, z ∈ Z, Tθ(z, dz′) is a probability measure.
Assumption 7.2. (i) There exist real numbers α ∈ (0, δ], L ∈ [1,∞) such that
|Tη′ − Tη′′ | (z,B) ≤ L‖η
′ − η′′‖,
∫
ψ(z′)|Tη|(z, dz
′) ≤ L
for all η, η′, η′′ ∈ Vα(Θ), z ∈ Z, B ∈ B(Z) (here, |Tη′ − Tη′′ |(z, dz′) denotes the total variation of
Tη′(z, dz
′)− Tη′′(z, dz′), while δ, ψ(z) are specified in Assumption 2.2 and (5)).
(ii) For each η ∈ Vα(Θ), there exists a complex measure τη(dz) such that limn→∞ T nη (z,B) = τη(B) for
all z ∈ Z, B ∈ B(Z).
(iii) There exists a real number β ∈ (0, 1) such that∣∣T nη − τη∣∣ (z,B) ≤ Lβn
for all η ∈ Vα(Θ), z ∈ Z, B ∈ B(Z), n ≥ 1 (here,
∣∣T nη − τη∣∣ (z, dz′) stands for the total variation of
T nη (z, dz
′)− τη(dz′)).
Remark. According to Lemmas 5.1 and 5.4, both kernels S(z, dz′), Sη(z, dz
′) satisfy Assumptions 7.1
and 7.2. These assumptions capture all common properties of S(z, dz′), Sη(z, dz
′) relevant for the proof
of Theorems 2.1 and 2.2.
Besides the notation introduced in the previous sections, we rely here on the following notation, too.
unη (z0:n) and F
n
η (ξ, z1:n) are (respectively) the function and the complex measure defined by
unη (z0:n) = u
n
η (x0:n, y1:n), F
n
η (ξ, z1:n) = F
0:n
η,y (ξ) (73)
for η ∈ Vα(Θ), ξ ∈ Mc(X ), x0, . . . , xn ∈ X , y0, . . . , yn ∈ Y, n ≥ 0 and z0 = (y0, x0), . . . , zn = (yn, xn),
where y = {y′n}n≥1 is any sequence in Y satisfying y
′
k = yk for n ≥ k ≥ 1.
22 Φη(ξ, z) is the function
defined by
Φη(ξ, z) = Φη,y(ξ)
21Tη(z, dz′) can be considered as a mapping with the following properties: (i) Tη(z,B) maps η ∈ Cd, z ∈ Z, B ∈ B(Z)
to C, (ii) Tη(z,B) is measurable in (η, z) for each B ∈ B(Z), and (iii) Tη(z, B) is a complex measure in B for each η ∈ Cd,
z ∈ Z.
22Here, y1:0, z1:0 denote empty sequences (i.e., sequences without any element). unη (x0:n, y1:n), F
0:n
η,y (ξ) are specified in
(7),(30). Notice that F 0:nη,y (ξ) depends only on y
′
1, . . . , y
′
n and is independent of other elements of y.
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for x ∈ X , y ∈ Y and z = (y, x) (η, ξ have the same meaning as in (73), while Φη,y(ξ) is specified in
(24)).23 Φnη (ξ, z) is the function defined by
Φnη (ξ, z) =
∫
· · ·
∫
Φη
(
Fnη (ξ, z1:n), zn+1
)
Tη(zn, dzn+1) · · ·Tη(z, dz1) (74)
for z ∈ Z, n ≥ 0 (η, ξ have the same meaning as in (73)). A¯nη (ξ), A
k,n
η (ξ, z), B
n
η (ξ, z) are the functions
defined by
A¯nη (ξ) =
∫
· · ·
∫ ∫ (
Φη
(
Fnη (ξ, z1:n), zn+1
)
− Φη
(
Fn−1η (ξ, z2:n), zn+1
))
· Tη(zn, dzn+1) · · ·Tη(z0, dz1)τη(dz0),
Ak,nη (ξ, z) =
∫
· · ·
∫ ∫ (
Φη
(
Fn−k+1η (ξ, zk:n), zn+1
)
− Φη
(
Fn−kη (ξ, zk+1:n), zn+1
))
· Tη(zn, dzn+1) · · ·Tη(zk, dzk+1)(T
k
η − τη)(z, dzk),
Bnη (ξ, z) =
∫
Φη (ξ, z
′) (T n+1η − τη)(z, dz
′)
for n ≥ k ≥ 1 (η, ξ, z have the same meaning as in (73), (74)).
Under the notation introduced above, we have
log qnθ (y1:n|λ) =
n−1∑
k=0
Φθ
(
F kθ (λ, z1:k), zk+1
)
(75)
for θ ∈ Θ, λ ∈ P(X ), x1, . . . , xn ∈ X , y1, . . . , yn ∈ Y, n ≥ 1 and z1 = (y1, x1), . . . , zn = (yn, xn). We also
have
Φnη (ξ, z
′)− Φnη (ξ, z
′′) =
n∑
k=1
(
Ak,nη (ξ, z
′)−Ak,nη (ξ, z
′′)
)
+Bnη (ξ, z
′)−Bnη (ξ, z
′′), (76)
Φn+1η (ξ, z)− Φ
n
η (ξ, z) =
n+1∑
k=1
Ak,n+1η (ξ, z)−
n∑
k=1
Ak,nη (ξ, z) + A¯
n+1
η (ξ) +B
n+1
η (ξ, z)−B
n
η (ξ, z) (77)
for η ∈ Vα(Θ), ξ ∈Mc(X ), z, z′, z′′ ∈ Z, n ≥ 1.
Lemma 7.1. Let Assumptions 2.1 – 2.3, 7.1 and 7.2 hold. Then, there exist a function φη mapping
η ∈ Cd to C and real numbers δ9, γ4 ∈ (0, 1), C7 ∈ [1,∞) such that∣∣Φnη (ξ, z)− φη∣∣ ≤ C7nγn4 (78)
for all η ∈ Vδ9(Θ), ξ ∈ Vδ9(P(X )), z ∈ Z, n ≥ 1.
Proof. Throughout the proof, the following notation is used. γ4, δ9 are the real numbers defined by
γ4 = max{β1/2, γ
1/2
3 }, δ9 = min{δ7, δ8, (1 − γ4)/L} (β, δ7, δ8, γ3, L are specified in Assumption 7.2 and
Lemmas 6.5, 6.6). θ is any element of Θ, while η is any element in Vδ9(Θ). ξ, ξ
′, ξ′′ are any elements of
Vδ9(P(X )), while z, z
′, z′′ are any elements in Z.
When ‖η − θ‖ < δ9, Assumptions 7.1, 7.2 imply
|Tη|(z,B) ≤ Tθ(z,B) + |Tη − Tθ|(z,B) ≤ 1 + L‖η − θ‖ < 1 + Lδ9 ≤
1
γ4
for B ∈ B(Z) (notice that Lδ9 ≤ 1− γ4 ≤ 1/γ4 − 1). Hence, we get
|Tη|(z,B) ≤
1
γ4
(79)
23Notice that unη (z0:n), F
n
η (ξ, z1:n), Φη(ξ, z) are just another notation for u
n
η (x0:n, y1:n), F
0:n
η,y (ξ), Φη,y(ξ). However,
notation unη (z0:n), F
n
η (ξ, z1:n), Φη(ξ, z) is more suitable (than the original one) for measure-theoretic arguments which the
analysis carried out in this section is based on.
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for B ∈ B(Z) (since η ∈ Vδ9(Θ), there exists θ ∈ Θ such that ‖η − θ‖ < δ9). Consequently, Assumption
7.1 yields
|τη|(B) ≤ |Tη − τη|(z,B) + |Tη|(z,B) ≤ L+
1
γ4
(80)
for B ∈ B(Z).
Let C˜1 = 4C4C6 (C4, C6 are specified in Lemmas 6.4, 6.6). Then, due to Lemmas 6.4, 6.6, we have∣∣Φη (Fnη (ξ′, z1:n), zn+1)− Φη (Fnη (ξ′′, z1:n), zn+1)∣∣
≤ C4
∥∥Fnη (ξ′, z1:n)− Fnη (ξ′′, z1:n)∥∥
≤ C4C6γ
n
3 ‖ξ
′ − ξ′′‖
≤ C˜1γ
2n
4 (81)
for z1, . . . , zn+1 ∈ Z, n ≥ 0.24 On the other side, owing to the Lemmas 6.1, 6.4, 6.6, we have∣∣Φη (Fn−k+1η (ξ, zk:n), zn+1)− Φη (Fn−kη (ξ, zk+1:n), zn+1)∣∣
≤ C4
∥∥Fn−k+1η (ξ, zk:n)− Fn−kη (ξ, zk+1:n)∥∥
= C4
∥∥Fn−kη (F 1η (ξ, zk), zk+1:n)− Fn−kη (ξ, zk+1:n)∥∥
≤ C4C6γ
n−k
3
∥∥F 1η (ξ, zk)− ξ∥∥
≤ C˜1γ
2(n−k)
4 (82)
for z1, . . . , zn+1 ∈ Z, n ≥ k ≥ 1.25
Let C˜2 = 2C˜1L/γ
4
4 . Then, using (79), (81), we conclude
∣∣Φnη (ξ′, z)− Φnη (ξ′′, z)∣∣ ≤
∫
· · ·
∫ ∣∣Φη (Fnη (ξ′, z1:n), zn+1)− Φη (Fnη (ξ′′, z1:n), zn+1)∣∣
· |Tη|(zn, dzn+1) · · · |Tη|(z, dz1)
≤C˜1γ
2n
4
∫
· · ·
∫
|Tη|(zn, dzn+1) · · · |Tη|(z, dz1)
≤C˜1γ
n−1
4
≤C˜2γ
n
4 (83)
for n ≥ 0. Similarly, relying on Assumption 7.2 and (79), (82), we deduce
∣∣Ak,nη (ξ, z)∣∣ ≤
∫
· · ·
∫ ∫ ∣∣Φη (Fn−k+1η (ξ, zk:n), zn+1)− Φη (Fn−kη (ξ, zk+1:n), zn+1)∣∣
· |Tη|(zn, dzn+1) · · · |Tη|(zk, dzk+1)|T
k
η − τη|(z, dzk)
≤C˜1γ
2(n−k)
4
∫
· · ·
∫ ∫
|Tη|(zn, dzn+1) · · · |Tη|(zk, dzk+1)|T
k
η − τη|(z, dzk)
≤C˜1Lβ
kγn−k−14
≤C˜2γ
n
4 (84)
24To get the first relation in (81), use Lemma 6.4 and notice that η ∈ Vδ4 (Θ), F
n
η (ξ
′, z1:n) ∈ Vδ4 (P(X )), F
n
η (ξ
′′, z1:n) ∈
Vδ4 (P(X )) follow from Lemma 6.6 and η ∈ Vδ9 (Θ) ⊆ Vδ5 (Θ), ξ
′, ξ′′ ∈ Vδ9 (P(X )) ⊆ Vδ6 (P(X )). To get the last two relations
in (81), use Lemma 6.6 and notice that ‖ξ′ − ξ′‖ ≤ ‖ξ′‖+ ‖ξ′′‖ ≤ 2(1 + δ9) ≤ 4.
25To get the first two relations in (82), use Lemmas 6.1, 6.4, and notice that η ∈ Vδ4 (Θ), F
n−k+1
η (ξ
′, zk:n) ∈ Vδ4 (P(X )),
Fn−kη (ξ
′′, zk+1:n) ∈ Vδ4 (P(X )) follow from Lemma 6.6 and η ∈ Vδ9 (Θ) ⊆ Vδ5 (Θ), ξ
′, ξ′′ ∈ Vδ9 (P(X )) ⊆ Vδ6 (P(X )).
To get the third relation in (82), use Lemma 6.6 and notice that F 1η (ξ, zk) ∈ Vδ6 (P(X )) follows from Lemma 6.4 and
η ∈ Vδ9 (Θ) ⊆ Vδ7 (Θ), ξ ∈ Vδ9 (P(X )) ⊆ Vδ8 (P(X )). To get the last relation in (82), notice that ‖F
1
η (ξ, zk) − ξ‖ ≤
‖F 1η (ξ, zk)‖+ ‖ξ‖ ≤ 2 + δ6 + δ9 ≤ 4.
27
for n ≥ k ≥ 1. On the other side, using (80), (82), we conclude
∣∣A¯nη (ξ)∣∣ ≤
∫
· · ·
∫ ∫ ∣∣Φη (Fnη (ξ, z1:n), zn+1)− Φη (Fn−1η (ξ, z2:n), zn+1)∣∣
· |Tη|(zn, dzn+1) · · · |Tη|(z0, dz1)|τη|(dz0)
≤C˜1γ
2(n−1)
4
∫
· · ·
∫ ∫
|Tη|(zn, dzn+1) · · · |Tη|(z0, dz1)|τη|(dz0)
≤C˜1
(
L+
1
γ4
)
γn−34
≤C˜2γ
n
4 (85)
for n ≥ 1.
Let C˜3 = C4L
2, C˜4 = 4(C˜2 + C˜3). Then, owing to Assumption 7.2 and Lemma 6.4, we have
∣∣Bnη (ξ, z)∣∣ =
∣∣∣∣
∫ ∫
Φη(ξ, z
′′)Tη(z
′, dz′′)(T nη − τη)(z, dz
′)
∣∣∣∣
≤
∫ ∫
|Φη(ξ, z
′′)| |Tη|(z
′, dz′′)|T nη − τη|(z, dz
′)
≤C4
∫ (∫
ψ(z′′)|Tη|(z
′, dz′′)
)
|T nη − τη|(z, dz
′)
≤C4L
2βn
≤C˜3γ
n
4 (86)
for n ≥ 1. Consequently, (77), (84), (85) yield
∣∣Φn+1η (ξ, z)− Φnη (ξ, z)∣∣ ≤
n+1∑
k=1
∣∣Ak,n+1η (ξ, z)∣∣+
n∑
k=1
∣∣Ak,nη (ξ, z)∣∣+ ∣∣A¯n+1η (ξ)∣∣ + ∣∣Bn+1η (ξ, z)∣∣+ ∣∣Bnη (ξ, z)∣∣
≤2C˜2(n+ 1)γ
n
4 + 2C˜3γ
n
4
≤C˜4nγ
n
4 (87)
for n ≥ 1. Hence, we have
∞∑
n=1
∣∣Φn+1η (ξ, z)− Φnη (ξ, z)∣∣ ≤ C˜4 ∞∑
n=1
nγn4 ≤
C˜4
(1 − γ4)2
<∞. (88)
On the other side, combining (76), (84), (86), we get
∣∣Φnη (ξ, z′)− Φnη (ξ, z′′)∣∣ ≤ n∑
k=1
∣∣Ak,nη (ξ, z′)∣∣+ n∑
k=1
∣∣Ak,nη (ξ, z′′)∣∣+ ∣∣Bnη (ξ, z′)∣∣ + ∣∣Bnη (ξ, z′′)∣∣
≤2C˜2nγ
n
4 + 2C˜3γ
n
4
for n ≥ 1. Then, (83) implies∣∣Φnη (ξ′, z′)− Φnη (ξ′′, z′′)∣∣ ≤ ∣∣Φnη (ξ′, z′)− Φnη (ξ′′, z′)∣∣+ ∣∣Φnη (ξ′′, z′)− Φnη (ξ′′, z′′)∣∣
≤C˜2(2n+ 1)γ
n
4 + 2C˜3γ
n
4
≤C˜4nγ
n
4 (89)
for n ≥ 1.
Let C7 = C˜4/(1− γ4)2. Moreover, let
φη(ξ, z) = Φ
0
η(ξ, z) +
∞∑
n=0
(
Φn+1η (ξ, z)− Φ
n
η (ξ, z)
)
.
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Then, due to (88), φη(ξ, z) is well-defined. On the other side, (87) implies
∣∣Φnη (ξ, z)− φη(ξ, z)∣∣ ≤
∞∑
k=n
∣∣Φk+1η (ξ, z)− Φkη(ξ, z)∣∣ ≤ C˜4
∞∑
k=n
kγk4 ≤ C7nγ
n
4 (90)
for n ≥ 1.
Consequently, (89) yields
|φη(ξ
′, z′)− φη(ξ
′′, z′′)| ≤
∣∣Φnη (ξ′, z′)− Φnη (ξ′′, z′′)∣∣+ ∣∣Φnη (ξ′, z′)− φη(ξ′, z′)∣∣+ ∣∣Φnη (ξ′′, z′′)− φη(ξ′′, z′′)∣∣
≤3C7nγ
n
4
for n ≥ 1. Therefore, φη(ξ′, z′) = φη(ξ′′, z′′) for any ξ′, ξ′′ ∈ Vδ9(P(X )), z
′, z′′ ∈ Z. Hence, there exists a
function φη which maps η ∈ Cd to C and satisfies φη = φη(ξ, z) for all η ∈ Vδ9(Θ), ξ ∈ Vδ9 (P(X )), z ∈ Z.
Then, using (90), we conclude that (78) holds for η ∈ Vδ9(Θ), ξ ∈ Vδ9(P(X )), z ∈ Z.
Lemma 7.2. (i) Let Assumptions 2.1 – 2.3 and 2.5 hold. Then, integral∫
· · ·
∫
Φη
(
Fnη (λ, z1:n), zn+1
)
S(zn, dzn+1) · · ·S(z, dz1) (91)
is analytic in η for all η ∈ Vδ5(Θ), λ ∈ P(X ), z ∈ Z, n ≥ 1 (δ5 is specified in Lemmas 6.5, 6.6).
(ii) Let Assumptions 2.1 – 2.4 hold. Then, integral∫
· · ·
∫
Φη
(
Fnη (λ, z1:n), zn+1
)
Sη(zn, dzn+1) · · ·Sη(z, dz1) (92)
is analytic in η for all η ∈ Vδ5(Θ), λ ∈ P(X ), z ∈ Z, n ≥ 1.
Proof. Throughout the proof, the following notation is used. φ(z) is the function defined by φ(z) = ϕ(y)
for x ∈ X , y ∈ Y and z = (y, x). η is any element of Vδ5 (Θ), while λ is any element in P(X ). {xn}n≥0,
{yn}n≥0 are any sequences in X , Y (respectively), while {zn}n≥0 is the sequence defined by zn = (yn, xn)
for n ≥ 0 (notice that {zn}n≥0 is any sequence in Z).
Using Lemmas 6.1, 6.6, we conclude
Φη
(
Fnη (λ, z1:n), zn+1
)
= Φη,yn+1
(
F 0:nη,y (λ)
)
= log
〈
Rn:n+1η,y
(
F 0:nη,y (λ)
)〉
= log
(〈
R0:n+1η,y (λ)
〉
〈
R0:nη,y (λ)
〉
)
for n ≥ 1, where y = {y′k}k≥1 is any sequence in Y satisfying y
′
k = yk for 1 ≤ k ≤ n + 1. Combining
this with Lemmas 5.3, 6.3, 6.6, we deduce that Φη
(
Fnη (λ, z1:n), zn+1
)
, unη (z0:n) are analytic in η for each
η ∈ Vδ5(Θ). On the other side, due to Lemmas 5.3, 6.4, 6.6, we have
∣∣Φη (Fnη (λ, z1:n), zn+1)∣∣ ≤ C4ψ(zn+1), ∣∣unη (z0:n)∣∣ ≤ Kn n∏
k=1
φ(zk) (93)
for n ≥ 1 (ψ(z) is specified in (5)).
Owing to Assumption 2.5, we have∫
· · ·
∫
ψ(zn+1)S(zn, dzn+1) · · ·S(z0, dz1)
=
∫ ∫
· · ·
∫
(1 + | logϕ(yn+1)|)Q(xn+1, dyn+1)P (xn, dxn+1) · · ·P (x0, dx1) ≤ K + 1 <∞
for n ≥ 1 (notice that zk = (yk, xk)). Consequently, Lemma A1.1 (see Appendix 1) and (93) imply that
integral (91) is analytic in η for each η ∈ Vδ5(Θ), n ≥ 1.
Relying on (9), it is easy to show∫
· · ·
∫
Φη
(
Fnη (λ, z1:n), zn+1
)
Sη(zn, dzn+1) · · ·Sη(z0, dz1)
=
∫
· · ·
∫
Φη
(
Fnη (λ, z1:n), zn+1
)
un+1η (z0:n+1)(ν × µ)(dzn+1) · · · (ν × µ)(dz1)
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for n ≥ 1. On the other side, due to Assumptions 2.2, 2.4, we have
∫
· · ·
∫
ψ(zn+1)
(
n+1∏
k=1
φ(zk)
)
(ν × µ)(dzn+1) · · · (ν × µ)(dz1)
= ‖µ‖n+1
(∫
(1 + | logϕ(yn+1)|)ϕ(yn+1)ν(dyn+1)
)( n∏
k=1
∫
ϕ(yk)ν(dyk)
)
<∞
for n ≥ 1. Consequently, Lemma A1.1 (see Appendix 1) and (93) imply that integral (92) is analytic in η
for η ∈ Vδ5(Θ), n ≥ 1.
Proof of Theorem 2.1. Let Tη(z, dz
′) be the kernel defined by Tη(z,B) = S(z,B) for η ∈ C
d, z ∈ Z,
B ∈ B(Z) (S(z, dz′) is specified in (8)). Moreover, let T nη (z, dz
′), Φnη (λ, z) have the same meaning as
in (74), where η ∈ Cd, λ ∈ P(X ), z ∈ Z, n ≥ 0. Then, owing to Lemma 7.2, Φnη (λ, z) is analytic in η
for each η ∈ Vδ5(Θ), λ ∈ P(X ), z ∈ Z, n ≥ 1. On the other side, due to Lemma 5.1, kernel Tη(z, dz
′)
(defined here) satisfies Assumptions 7.1, 7.2. Combining this with Lemma 7.1, we deduce that there exist
a function φη mapping η ∈ C
d to C and real numbers δ9 ∈ (0, δ5], γ4 ∈ (0, 1), C7 ∈ [1,∞) such that (78)
holds for η ∈ Vδ9(Θ), λ ∈ P(X ), z ∈ Z, n ≥ 1. Since the limit of uniformly convergent analytic functions
is also analytic (see e.g., [26, Theorem 2.4.1]), φη is analytic in η for each η ∈ Vδ9(Θ).
In what follows in the proof, θ, λ, z are any element of Θ, P(X ), Z (respectively). It is straightforward
to verify
Φnθ (λ, z) = E (Φθ (F
n
θ (λ, Z1:n), Zn+1)|Z0 = z)
for n ≥ 1, where Zn = (Yn, Xn). Therefore, (75) yields
E (log qnθ (Y1:n|λ)) =
n−1∑
k=0
E
(
Φkθ(λ, Z0)
)
for n ≥ 1. Then, Lemma 7.1 implies
∣∣∣∣E
(
1
n
log qθ(Y1:n|λ)
)
− φθ
∣∣∣∣ ≤ 1n
n−1∑
k=0
E
∣∣Φkθ(λ, Z0)− φθ∣∣ ≤ C7n
n−1∑
k=0
γk4 ≤
C7
n(1− γ4)
for n ≥ 1. Consequently, there exists a function l : Θ→ R with the properties specified in the statement
of the theorem.
Proof of Theorem 2.2. Let Tη(z, dz
′) be the kernel defined by Tη(z,B) = Sη(z,B) for η ∈ C
d, z ∈ Z,
B ∈ B(Z) (Sη(z, dz′) is specified in (8)). Moreover, let T nη (z, dz
′), Φnη (λ, z) have the same meaning as in
(74), where η ∈ Cd, λ ∈ P(X ), z ∈ Z, n ≥ 0. Then, due to Lemma 7.2, Φnη (λ, z) is analytic in η for each
η ∈ Vδ5(Θ), λ ∈ P(X ), z ∈ Z, n ≥ 1. On the other side, Lemma 5.4 implies that Assumptions 7.1, 7.2
hold for kernel Tη(z, dz
′) (defined here). Combining this with Lemma 7.1, we conclude that there exist a
function φη mapping η ∈ C
d to C and real numbers δ9 ∈ (0, δ5], γ4 ∈ (0, 1), C7 ∈ [1,∞) such that (78)
holds for η ∈ Vδ9(Θ), λ ∈ P(X ), z ∈ Z, n ≥ 1. As the limit of uniformly convergent analytic functions is
also analytic (see e.g., [26, Theorem 2.4.1]), φη is analytic in η for each η ∈ Vδ9(Θ).
In the rest of the proof, θ, λ, z are any element of Θ, P(X ), Z (respectively). It is easy to show
Φnθ (λ, z) = E
(
Φθ
(
Fnθ
(
λ, Zθ,λ1:n
)
, Zθ,λn+1
)∣∣∣Zθ,λ0 = z)
for n ≥ 1, where Zθ,λn =
(
Y θ,λn , X
θ,λ
n
)
. Then, (75) yields
E
(
log qnθ
(
Y θ,λ1:n
∣∣λ)) = n−1∑
k=0
E
(
Φkθ
(
λ, Zθ,λ0
))
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for n ≥ 1. Therefore, Lemma 7.1 implies
∣∣∣∣E
(
1
n
log qθ
(
Y θ,λ1:n
∣∣λ))− φθ
∣∣∣∣ ≤ 1n
n−1∑
k=0
E
∣∣∣Φkθ(λ, Zθ,λ0 )− φθ∣∣∣ ≤ C7n
n−1∑
k=0
γk4 ≤
C7
n(1− γ4)
for n ≥ 1. Consequently, there exists a function h : Θ→ R with the properties specified in the statement
of the theorem.
8. Proof of Corollaries 3.1 – 4.2
Proof of Corollaries 3.1 and 3.2. Let Θ˜ be any non-empty open set satisfying clΘ˜ ⊂ Θ. As clΘ˜, X
are compact sets, Assumption 3.2 and Lemma A1.2 (see Appendix 1) imply that there exist functions
{aˆiη(x)}1≤i≤Nx , {bˆ
j
η(x)}1≤j≤Ny with the following properties:
(i) {aˆiη(x)}1≤i≤Nx , {bˆ
j
η(x)}1≤j≤Ny map η ∈ C
d, x ∈ Cdx to C.
(ii) aˆiθ(x) = a
i
θ(x), bˆ
j
θ(x) = b
j
θ(x) for θ ∈ Θ˜, x ∈ X , 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny.
(iii) There exists a real number α1 ∈ (0, 1) such that aˆiη(x), bˆ
j
η(x) are analytic in (η, x) for η ∈ Vα1(Θ˜),
x ∈ Vα1(X ), 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny.
Owing to Assumption 3.2, {aˆiθ(x)}1≤i≤Nx , {bˆ
j
θ(x)}1≤j≤Ny are positive and uniformly bounded away
from zero for θ ∈ clΘ˜, x ∈ X . Then, due to (iii), there exist real numbers α ∈ (0, α1), β ∈ (0, 1) such that
Re
{
aˆiη(x)
}
≥ β, |aˆiη(x)| ≤
1
β
, Re
{
bˆjη(x)
}
≥ β, |bˆjη(x)| ≤
1
β
(94)
for η ∈ Vα(Θ˜), x ∈ Vα(X ), 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny.
In the rest of the proof, the following notation is used. pˆη(x
′|x), qˆη(y|x), ϕ(y) are the functions defined
by
pˆη(x
′|x) =
Nx∑
i=1
aˆiη(x)vi(x
′), qˆη(y|x) =
Ny∑
j=1
bˆjη(x)wj(y), ϕ(y) =
Ny∑
j=1
wj(y)
for η ∈ Cd, x, x′ ∈ X , y ∈ Y. rθ(y, x′|x), rˆη(y, x′|x) are the functions defined by
rθ(y, x
′|x) = qθ(y|x
′)pθ(x
′|x), rˆη(y, x
′|x) = qˆη(y|x
′)pˆη(x
′|x).
for θ ∈ Θ, η ∈ Cd, x, x′ ∈ X , y ∈ Y.
Owing to (ii), (iii), rˆη(y, x
′|x) is analytic in η for each η ∈ Vα(Θ˜), x, x′ ∈ X , y ∈ Y. Due to the same
reasons, rˆθ(y, x
′|x) = rθ(y, x′|x) for θ ∈ Θ˜, x, x′ ∈ X , y ∈ Y. On the other side, Assumption 3.3 and (94)
imply
|pˆη(x
′|x)| ≥
Nx∑
i=1
Re
{
aˆiη(x)
}
vi(x
′) ≥ βεNx, |pˆη(x
′|x)| ≤
Nx∑
i=1
|aˆiη(x)|vi(x
′) ≤
Nx
βε
for η ∈ Vα(Θ˜), x, x
′ ∈ X . Similarly, (94) yields
|qˆη(y|x)| ≥
Ny∑
j=1
Re
{
bˆjη(x)
}
wj(y) ≥ β
Ny∑
j=1
wj(y), |qˆη(y|x)| ≤
Ny∑
j=1
|bˆjη(x)|wj(y) ≤
1
β
Ny∑
j=1
wj(y)
for η ∈ Vα(Θ˜), x ∈ X , y ∈ Y. Hence, there exists a real number γ ∈ (0, 1) such that
γϕ(y) ≤ |rˆη(y, x
′|x)| ≤
ϕ(y)
γ
for η ∈ Vα(Θ˜), x, x′ ∈ X , y ∈ Y.
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Owing to Assumption 3.3, we have
∫
ϕ(y)ν(dy) =
Ny∑
j=1
∫
wj(y)ν(dy) <∞.
Similarly, due to Assumption 3.4, we get
∫
| logϕ(y)|ϕ(y)ν(dy) ≤
∫ logNy +
Ny∑
j=1
| logwj(y)|



 Ny∑
k=1
wk(y)

 ν(dy)
=Ny logNy +
Ny∑
j=1
Ny∑
k=1
∫
| logwj(y)|wk(y)ν(dy)
<∞.
Then, using Theorems 2.1, 2.2, we conclude that there exist functions l˜, h˜ : Θ˜→ R such that l˜(θ), h˜(θ) are
real-analytic in θ and satisfy limn→∞ ln(θ, λ) = l˜(θ), limn→∞ hn(θ, λ) = h˜(θ) for each θ ∈ Θ˜, λ ∈ P(X )
(ln(θ, λ), hn(θ, λ) have the same meaning as in (1)). Consequently, Corollaries 4.1, 4.2 hold (notice that
Θ can be represented as the union Θ =
⋃∞
n=1 Θ˜n, where {Θ˜n}n≥1 are non-empty open balls satisfying
clΘ˜n ⊂ Θ for n ≥ 1).
Proof of Corollaries 4.1 and 4.2. Let Θ˜ be a non-empty open set satisfying clΘ˜ ⊂ Θ. As clΘ˜, X , Y
are compact sets, Assumption 4.3 implies that there exists a real number r ∈ [1,∞) such that∥∥B−1θ (x) (x′ −Aθ(x))∥∥ ≤ r, ∥∥D−1θ (x) (y − Cθ(x))∥∥ ≤ r (95)
for θ ∈ clΘ˜, x, x′ ∈ X , y ∈ Y (notice that Aθ(x), B
−1
θ (x), Cθ(x), D
−1
θ (x) are continuous in (θ, x)).
Let X˜ = {x ∈ Rdx : ‖x‖ ≤ r}, Y˜ = {y ∈ Rdy : ‖y‖ ≤ r}. Since clΘ˜, X , X˜ , Y˜ are compact sets,
Assumptions 4.2, 4.3 and Lemma A1.2 (see Appendix 1) imply that there exist functions Aˆη(x), Bˆη(x),
Cˆη(x), Dˆη(x) and vˆ(x), wˆ(y) with the following properties:
(i) Aˆη(x), Bˆη(x), Cˆη(x), Dˆη(x) map η ∈ Cd, x ∈ Cdx to Cdx , Cdx×dx , Cdy , Cdy×dy (respectively), while
vˆ(x), wˆ(y) map x ∈ Cdx , y ∈ Cdy to C.
(ii) Aˆθ(x) = Aθ(x), Bˆθ(x) = Bθ(x), Cˆθ(x) = Cθ(x), Dˆθ(x) = Dθ(x) for θ ∈ Θ˜, x ∈ X , and vˆ(x) = v(x),
wˆ(y) = w(y) for x ∈ X˜ , y ∈ Y˜ .
(iii) There exists a real number α1 ∈ (0, 1) such that Aˆη(x), Bˆη(x), Cˆη(x), Dˆη(x) are analytic in (η, x)
for η ∈ Vα1(Θ˜), x ∈ Vα1(X ).
(iv) There exists a real number α2 ∈ (0, 1) such that vˆ(x), wˆ(y) are analytic in x, y (respectively) for
x ∈ Vα2(X˜ ), y ∈ Vα2(Y˜).
Owing to Assumption 4.3 and (iii), there exists a real number α3 ∈ (0, α1) such that detBˆη(x) 6= 0,
detDˆη(x) 6= 0 for η ∈ Vα3(Θ˜), x ∈ Vα3(X ).
26 Therefore,
Bˆ−1η (x)
(
x′ − Aˆη(x)
)
, Dˆ−1η (x)
(
y − Cˆη(x)
)
are well-defined and analytic in (η, x, x′, y) for η ∈ Vα3(Θ˜), x ∈ Vα3(X ), x
′ ∈ Cdx , y ∈ Cdy . Consequently,
there exists a real number α4 ∈ (0, α3) such that∥∥∥Re{Bˆ−1η (x)(x′ − Aˆη(x))}∥∥∥ < r + α22 ,
∥∥∥Im{Bˆ−1η (x)(x′ − Aˆη(x))}∥∥∥ < α22 ,∥∥∥Re{Dˆ−1η (x)(y − Cˆη(x))}∥∥∥ < r + α22 ,
∥∥∥Im{Dˆ−1η (x)(y − Cˆη(x))}∥∥∥ < α22
for η ∈ Vα4(Θ˜), x, x
′ ∈ Vα4(X ), y ∈ Vα4 (Y) (notice that clΘ˜, X , Y are compact sets and use (95)). Hence,
Bˆ−1η (x)
(
x′ − Aˆη(x)
)
∈ Vα2(X˜ ), Dˆ
−1
η (x)
(
y − Cˆη(x)
)
∈ Vα2(Y˜)
26Notice that detBˆη(x), detDˆη(x) are analytic in (η, x) for η ∈ Vα1 (Θ˜), x ∈ Vα1 (X ). Notice also that |detBˆθ(x)|,
|detDˆθ(x)| are uniformly bounded away from zero for θ ∈ clΘ˜, x ∈ X .
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for η ∈ Vα4(Θ˜), x, x
′ ∈ Vα4(X ), y ∈ Vα4(Y). Then, (iv) implies that
vˆ
(
Bˆ−1η (x)
(
x′ − Aˆη(x)
))
, wˆ
(
Dˆ−1η (x)
(
y − Cˆη(x)
))
(96)
are analytic in (η, x, x′, y) for η ∈ Vα4(Θ˜), x, x
′ ∈ Vα4(X ), y ∈ Vα4(Y). Combining this with Assumption
4.2, we deduce that there exist real numbers α ∈ (0, α4), β ∈ (0, 1) such that
Re
{
vˆ
(
Bˆ−1η (x)
(
x′ − Aˆη(x)
))}
≥ β,
∣∣∣vˆ (Bˆ−1η (x)(x′ − Aˆη(x)))∣∣∣ ≤ 1β , (97)
Re
{
wˆ
(
Dˆ−1η (x)
(
y − Cˆη(x)
))}
≥ β,
∣∣∣wˆ (Dˆ−1η (x)(y − Cˆη(x)))∣∣∣ ≤ 1β (98)
for η ∈ Vα(Θ˜), x, x′ ∈ Vα(X ), y ∈ Vα(Y) (notice that functions (96) are positive and uniformly bounded
away from zero for η ∈ clΘ˜, x, x′ ∈ X , y ∈ Y).
Owing to (97), we have∣∣∣∣
∫
X
vˆ
(
Bˆ−1η (x)
(
x′ − Aˆη(x)
))
dx′
∣∣∣∣ ≥
∫
X
Re
{
vˆ
(
Bˆ−1η (x)
(
x′ − Aˆη(x)
))}
dx′ ≥ βm(X ) > 0, (99)∣∣∣∣
∫
X
vˆ
(
Bˆ−1η (x)
(
x′ − Aˆη(x)
))
dx′
∣∣∣∣ ≤
∫
X
∣∣∣vˆ (Bˆ−1η (x)(x′ − Aˆη(x)))∣∣∣ dx′ ≤ m(X )β (100)
for η ∈ Vα(Θ˜), x ∈ Vα(X ), where m(X ) is the Lebesgue measure of X . Similarly, due to (98), we have∣∣∣∣
∫
Y
wˆ
(
Dˆ−1η (x)
(
y − Cˆη(x)
))
dy
∣∣∣∣ ≥
∫
Y
Re
{
wˆ
(
Dˆ−1η (x)
(
y − Cˆη(x)
))}
dy ≥ βm(Y) > 0, (101)∣∣∣∣
∫
Y
wˆ
(
Dˆ−1η (x)
(
y − Cˆη(x)
))
dy
∣∣∣∣ ≤
∫
Y
∣∣∣wˆ (Dˆ−1η (x)(y − Cˆη(x)))∣∣∣ dy ≤ m(Y)β (102)
for η ∈ Vα(Θ˜), x ∈ Vα(X ), where m(Y) is the Lebesgue measure of Y. On the other side, Lemma A1.1
(see Appendix 1) and (97), (98) imply that∫
X
vˆ
(
Bˆ−1η (x)
(
x′ − Aˆη(x)
))
dx′,
∫
Y
wˆ
(
Dˆ−1η (x)
(
y − Cˆη(x)
))
dy (103)
are analytic in (η, x) for η ∈ Vα(Θ˜), x ∈ Vα(X ).
In the rest of the proof, the following notation is used. pˆη(x
′|x), qˆη(y|x) are the functions defined by
pˆη(x
′|x) =
vˆ
(
Bˆ−1η (x)
(
x′ − Aˆη(x)
))
∫
X
vˆ
(
Bˆ−1η (x)
(
x′′ − Aˆη(x)
))
dx′′
, pˆη′(x
′|x) = 0,
qˆη(y|x) =
wˆ
(
Dˆ−1η (x)
(
y − Cˆη(x)
))
∫
Y
wˆ
(
Dˆ−1η (x)
(
y′ − Cˆη(x)
))
dy′
, qˆη′(y|x) = 0
for η ∈ Vα(Θ˜), η′ ∈ Cd \ Vα(Θ˜), x, x′ ∈ X , y ∈ Y. rθ(y, x′|x), rˆη(y, x′|x) are the functions defined by
rθ(y, x
′|x) = qθ(y|x
′)pθ(x
′|x), rˆη(y, x
′|x) = qˆη(y|x
′)pˆη(x
′|x)
for θ ∈ Θ, η ∈ Cd, x, x′ ∈ X , y ∈ Y.
As functions (96) and integrals (103) are analytic in (η, x, x′, y) for η ∈ Vα(Θ˜), x, x
′ ∈ Vα(X ), y ∈ Vα(Y),
it follows from (99), (101) that rˆη(y, x
′|x) is well-defined and analytic in η for η ∈ Vα(Θ˜), x, x′ ∈ X , y ∈ Y.
Similarly, (99) – (102) imply that there exists a real number γ ∈ (0, 1) such that γ ≤ |rˆη(y, x′|x)| ≤ 1/γ
for η ∈ Vα(Θ˜), x, x′ ∈ X , y ∈ Y. On the other side, (ii) yields rˆθ(y, x′|x) = rθ(y, x′|x) for θ ∈ Θ˜, x, x′ ∈ X ,
y ∈ Y. Then, using Theorems 2.1, 2.2, we conclude that there exist function l˜, h˜ : Θ˜ → R such that
l˜(θ), h˜(θ) are real-analytic in θ and satisfy limn→∞ ln(θ, λ) = l˜(θ), limn→∞ hn(θ, λ) = h˜(θ) for θ ∈ Θ˜,
λ ∈ P(X ) (ln(θ, λ), hn(θ, λ) have the same meaning as in (1)). Consequently, Corollaries 4.1, 4.2 hold
(notice that Θ can be represented as the union Θ =
⋃∞
n=1 Θ˜n, where {Θ˜n}n≥1 are non-empty open balls
satisfying clΘ˜n ⊂ Θ for n ≥ 1).
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Appendix 1
This section contains some auxiliary results which are relevant for the proof of Lemmas 5.2, 5.3, 6.3, 7.2
and Corollaries 3.1 – 4.2. Here, we rely on the following notation. dw ≥ 1 and dz ≥ 1 are integers, while
A is a bounded convex set in Cdw . F (w, z) is a function mapping w ∈ Cdw , z ∈ Rdz to C, while λ(dz) is
a measure on Rdz . f(w) is the function defined by
f(w) =
∫
F (w, z)λ(dz)
for w ∈ Cdw .
Lemma A1.1. Assume the following:
(i) There exists a real number δ ∈ (0, 1) such that F (w, z) is analytic in w for each w ∈ Vδ(A), z ∈ Rdz .
(ii) There exists a function φ : Rdz → [1,∞) such that |F (w, z)| ≤ φ(z) for all w ∈ Vδ(A), z ∈ Rdz .
Then, we have
|F (w′, z)− F (w′′, z)| ≤
dwφ(z)‖w′ − w′′‖
δ
for all w′, w′′ ∈ Vδ(A), z ∈ Rdz . Moreover, if
∫
φ(z)λ(dz) < ∞, then f(w) is well-defined and analytic
for all w ∈ Vδ(A).
Proof. Owing to Cauchy inequality (see e.g., [26, Proposition 2.1.3]) and (i), (ii), we have
‖∇xF (w, z)‖ ≤
dwφ(z)
δ
(104)
for w ∈ Vδ(A), z ∈ Rdz . Consequently,
|F (w′, z)− F (w′′, z)| =
∣∣∣∣
∫ 1
0
(∇wF (tw
′ + (1− t)w′′, z))
T
(w′ − w′′)dt
∣∣∣∣
≤
∫ 1
0
‖∇wF (tw
′ + (1 − t)w′′, z)‖ ‖w′ − w′′‖dt
≤
dwφ(z)‖w′ − w′′‖
δ
for w′, w′′ ∈ Vδ(A), z ∈ R
dz (notice that tw′ + (1− t)w′′ ∈ Vδ(A) for t ∈ [0, 1] since Vδ(A) is convex). On
the other side, if
∫
φ(z)λ(dz) < ∞, then the dominated convergence theorem and (104) imply that f(w)
is well-defined and differentiable for w ∈ Vδ(A). Consequently, f(w) is analytic for w ∈ Vδ(A).
In the rest of this appendix, we use the following notation. B is a compact set in Rdw , while g(w) is a
function mapping w ∈ Rdw to R (dw is specified at the beginning in the appendix).
Lemma A1.2. Assume that there exists an open set C in Rdw such that B ⊂ C and g(w) is real-analytic
on C. Then, there exists a function gˆ(w) with the following properties:
(i) gˆ(w) maps w ∈ Cdw to C.
(ii) gˆ(w) = g(w) for all w ∈ B.
(iii) There exists a real number δ ∈ (0, 1) such that gˆ(w) is analytic on Vδ(B).
Proof. First, we assume that B is connected (latter, this assumption is dropped). As g(w) is real-analytic
on C, g(w) has an analytic continuation in an open vicinity of any point in C. Hence, there exist functions
gˆ(w, v), δ(v) with the following properties:
(iv) gˆ(w, v), δ(v) map w ∈ Cdw , v ∈ C to C, (0, 1) (respectively).
(v) gˆ(w, v) = g(w) for w ∈ Vδ(v)(v) ∩ R
dw , v ∈ C.
(vi) gˆ(w, v) is analytic in w for w ∈ Vδ(v)(v), v ∈ C.
Since B is compact, there exist an integer M ≥ 1 and points {vi}1≤i≤M such that vi ∈ B for 1 ≤ i ≤ M
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and B ⊂
⋃M
i=1 Vδ(vi)(vi). Let gˆi(w) = gˆ(w, vi), Vi = Vδ(vi)(vi) for w ∈ C
dw , 1 ≤ i ≤ M . As B is
connected, for each 1 ≤ i ≤M , there exists 1 ≤ j ≤ M , j 6= i such that Vi ∩ Vj ∩ Rdw 6= ∅. On the other
side, if Vi ∩ Vj ∩ Rdw 6= ∅, then Vi ∩ Vj ∩ Rdw is a non-empty open set and gˆi(w) = gˆj(w) = g(w) for
w ∈ Vi ∩ Vj ∩ Rdw . Then, by the uniqueness of analytic continuation (see e.g., [13, Corollary 1.2.6]), for
each 1 ≤ i ≤M , there exist 1 ≤ j ≤M , j 6= i and a function gˆij(w) with the following properties:
(vii) gˆij(w) maps w ∈ C
dw to C.
(viii) gˆij(w) is analytic on Vi ∪ Vj .
(ix) gˆij(w) = gˆi(w) for w ∈ Vi and gˆij(w) = gˆj(w) for w ∈ Vj .
Following these arguments, we conclude that there exists a function gˆ(w) with the following properties:
(x) gˆ(w) maps w ∈ Cdw to C.
(xi) gˆ(w) is analytic on
⋃M
i=1 Vi.
(xii) gˆ(w) = gˆi(w) for w ∈ Vi, 1 ≤ i ≤M .
Now, we drop the assumption that B is connected (i.e., B is any compact set in Rdw). Since B is compact,
there exist an integer N ≥ 1 and open sets {Wi}1≤i≤N in Rdw such thatWi ⊆ C, B∩Wi 6= ∅,Wi∩Wj = ∅
for 1 ≤ i, j ≤ N , i 6= j and B ⊂
⋃N
i=1Wi. Let Bi = B ∩Wi for 1 ≤ i ≤ N . Hence, {Bi}1≤i≤N are
connected components of B, and thus, {Bi}1≤i≤N are compact and disjoint. Then, according to what
has already been shown, there exist open sets {Ui}1≤i≤N in Cdw and functions {gˆi(w)}1≤i≤N with the
following properties:
(xiii) Bi ⊂ Ui, Ui ∩ Uj = ∅ for 1 ≤ i, j ≤ N , i 6= j.
(xiv) gˆi(w) maps w ∈ Cdw to C for 1 ≤ i ≤ N .
(xv) gˆi(w) = g(w) for w ∈ Bi, 1 ≤ i ≤ N .
(xvi) gˆi(w) is analytic on Ui for 1 ≤ i ≤ N .
Let gˆ(w) be the function defined by gˆ(w) = gˆi(w) for w ∈ Ui, 1 ≤ i ≤ N and gˆ(w) = 0 for w 6∈
⋃N
i=1 Ui.
Due to (xiii), gˆ(w) is well-defined. As B is compact and B ⊂
⋃N
i=1 Ui (owing to (xiii)), there exists a real
number δ ∈ (0, 1) such that B ⊂ Vδ(B) ⊂
⋃N
i=1 Ui. Then, (xv), (xvi) imply that gˆ(w) is analytic on Vδ(B)
and satisfies gˆ(w) = g(w) for w ∈ B.
Appendix 2
In this section, we explain how Theorem 2.2 can further be extended in the context of finite-state hidden
Markov models. Here, we assume that X has a finite number of elements and that µ(x) = 1 for each
x ∈ X (in that case, pθ(x′|x) is the conditional probability of X
θ,λ
n+1 = x
′ given Xθ,λn = x). We also rely on
the following notation. N is the number of elements in X , while x1, . . . , xN are the elements of X (i.e.,
X = {x1, . . . , xN}). PN is the set of N -dimensional probability vectors, while e is the N -dimensional
vector whose all elements are one. For θ ∈ Θ, y ∈ Y, let Rθ(y) be the N × N matrix whose (i, j)-entry
is rθ(y, xi|xj), where rθ(y, x′|x) has the same meaning as in Section 2. For θ ∈ Θ, u ∈ PN , y ∈ Y, let
Gθ(u, y) and hθ(u, y) be the functions defined by
Gθ(u, y) =
Rθ(y)u
eTRθ(y)u
, hθ(u, y) = log
(
eTRθ(y)u
)
.
Regarding functions rθ(y, x
′|x), Gθ(u, y) and hθ(u, y), we assume the following.
Assumption A2.1. There exist a real number ε ∈ (0, 1) and a function sθ(y, x) mapping θ ∈ Θ, x ∈ X ,
y ∈ Y to [0,∞) such that
εsθ(y, x
′) ≤ rθ(y, x
′|x) ≤
sθ(y, x
′)
ε
for all θ ∈ Θ, x, x′ ∈ X , y ∈ Y.
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Assumption A2.2. Gθ(u, y) and hθ(u, y) are real-analytic in (θ, u) for all θ ∈ Θ, u ∈ P
N , y ∈ Y. More-
over, Gθ(u, y) and hθ(u, y) have complex-valued continuations Gˆη(w, y) and hˆη(w, y) with the following
properties:
(i) Gˆη(w, y) and hˆη(w, y) map η ∈ Cd, w ∈ CN , y ∈ Y to CN and C (respectively).
(ii) Gˆθ(u, y) = Gθ(u, y) and hˆθ(u, y) = hθ(u, y) for all θ ∈ Θ, u ∈ PN , y ∈ Y.
(iii) There exists a real number δ ∈ (0, 1) such that Gˆη(w, y) and hˆη(w, y) are analytic in (η, w) for
each η ∈ Vδ(Θ), w ∈ Vδ(PN), y ∈ Y.
(iv) There exist a real numberK ∈ [1,∞) and a function ψ : Y → [1,∞) such that
∫
exp(ψ(y))ψ(y)ν(dy)
<∞ and
‖Gˆη(w, y)‖ ≤ K, |hˆη(w, y)| ≤ ψ(y)
for all η ∈ Vδ(Θ), w ∈ Vδ(P
N ), y ∈ Y.
Assumption A2.1 corresponds to the stability of the hidden Markov model
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
and its
optimal filter, while Assumption A2.2 is related to the parameterization of the model
{
(Xθ,λn , Y
θ,λ
n )
}
n≥0
.
Assumptions A2.1 and A2.2 are the same as the (corresponding) assumptions adopted in [21]. Further to
this, Assumptions A2.1 and A2.2 include (as a particular case) all conditions which the results of [10] are
based on.
Under the above assumptions, we have the following result on the entropy rate of finite-state hidden
Markov models.
Theorem A2.1. Let Assumptions A2.1 and A2.2 hold. Then, all conclusions of Theorem 2.2 are true.
Proof. For 1 ≤ i ≤ N , let ei be the i-th standard unit vector in RN . For η ∈ Cd, x, x′ ∈ X , y ∈ Y, let
ϕ(y) = K exp(ψ(y)),
rˆηy, x
′|x) =
N∑
i,j=1
eTi Gˆη(ej , y) exp
(
hˆη(ej , y)
)
I(xi,xj)(x
′, x),
r˜η(y, x
′|x) =

rˆη(y, x
′|x)
/(∑N
i=1
∫
rˆη(y, xi|x)ν(dy)
)
, if
∑N
i=1
∫
rˆη(y, xi|x)ν(dy) 6= 0
0, otherwise
.
For η ∈ Cd, x ∈ X , y ∈ Y, B ∈ B(Z) and z = (y, x), let
Tη(z,B) =
N∑
i=1
∫
IB(y
′, xi)r˜η(y
′, xi|x)ν(dy
′)
(here, Z, B(Z) have the same meaning as in Section 5). Then, it is straightforward to show that functions
rˆη(y, x
′|x), ϕ(y) (defined here) satisfy Assumptions 2.1, 2.2, 2.4. Consequently, Lemma 5.4 implies that
kernel Tη(z, dz
′) (defined here) fulfills Assumptions 7.1, 7.2. On the other side, the conclusions of Lemma
6.6 follow from [21, Lemma 3]. Combining all of these with Lemma 7.1, we deduce that all conclusions of
Theorem 2.2 are true (notice that Assumptions 7.1, 7.2 and the conclusions of Lemma 6.6 are sufficient
for Lemma 7.1 to hold).
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