Abstract -Ultrasound is a cost-effective, readily available, and non-ionizing modality for musculoskeletal imaging. Though some research groups have pursued methods that involve submerging the transducer and imaged body segment into a water bath, many limitations remain in regards to acquiring an unloaded volumetric image of an entire human limb in a fast, safe, and adequately accurate manner. A 3D dataset of a limb is useful in several rehabilitative applications including biomechanical modeling of soft tissue, prosthetic socket design, monitoring muscle condition and disease progression, bone health, and orthopedic surgery. This paper builds on previous work from our group and presents the design, prototyping, and preliminary testing of a novel multi-modal imaging system for rapidly acquiring volumetric ultrasound imagery of human limbs, with a particular focus on residual limbs for improved prosthesis design. Our system employs a mechanized water tank setup to scan a limb with a clinical ultrasound transducer and 3D optical imagery to track motion during a scan. The iterative closest point algorithm is utilized to compensate for motion and stitch the images into a final dataset. The results show preliminary 2D and 3D imaging of both a tissuemimicking phantom and residual limbs. A volumetric error compares the ultrasound image data obtained to a previous MRI method. The results indicate potential for future clinical implementation. Concepts presented in this paper could reasonably transfer to other imaging applications such as acoustic tomography, where motion artifact may distort image reconstruction.
I. INTRODUCTION

I
T IS reported that 57% of persons with transtibial amputation suffer from moderate to severe pain when wearing a prosthetic limb [1] . Improper fit of the prosthetic socket, the cup-like interface connecting residual limb to the remainder of the prosthesis, can lead to several paincausing pathologies including neuromas, inflammation, soft tissue calcifications, and pressure sores [2] . A person with amputation may choose not to wear their prosthesis if it is not comfortable; thus, it plays a critical role in physical rehabilitation and subsequent future health outcomes. The current standard for prosthetic socket fabrication is plaster casting, a mostly subjective process performed by a prosthetist. Though this artisanal method can be effective in some instances, it is expensive, time consuming, and often requires several iterations in order to achieve a desirable fit. A quantitative, reproducible, and data-driven procedure for socket creation could have substantial clinical impact [3] .
For a person with amputation using a prosthetic lower limb, both static and dynamic loads are maintained by transferring forces from the socket to the limb soft tissue. Therefore, biomechanical understanding of the tissues throughout the socket-limb interface is essential when trying to derive a comfortable socket design. There have been several advances in scanning of the residual limb and manipulating this data as input to computer-aided design/manufacturing (CAD/CAM) of prosthetic sockets [4] - [8] . Nevertheless, most studies either (a) focus only on the external shape of the limb and do not take into account quantified internal tissue distributions or compliance data which is necessary for analyzing and simulating accurate loading conditions, or (b) use expensive scanning tools that are only available in specialized facilities. An attractive alternative that may address these limitations is musculoskeletal (MSK) ultrasound (US) imaging [9] .
There have been many recent developments in applications of US imaging to the MSK field due to its inherent advantages of real-time performance, high tissue resolution, relative speed and accessibility as compared to other imaging modalities [10] . For example, computed tomography (CT) exposes the patient to ionizing radiation, while magnetic resonance imaging (MRI) is not always possible, particularly in cases where the patient may have medical implants or combat injuries where metal shrapnel may be present. Alternatively, 3D US is a lowcost and widely available option for obtaining volumetric and diagnostically useful images particularly in rehabilitation applications [11] . No intensive training or radiation protection is necessary for its use, and its hardware is portable, thus allowing for use at the bedside and making it more accessible in tertiary or more resource-constrained facilities.
In clinical applications of MSK imaging, it is often sufficient to achieve a reconstructed volume that does not contain the complete anatomy of the imaged body segment (e.g., diagnosing a local pathology or guiding an intervention such as soft tissue biopsy may only require a regional field of view) [12] . However, of particular interest in this work is reconstructing an image volume of an entire limb that could subsequently be used in soft tissue modeling, load simulation, and computational mechanical interface design (e.g., CAD of prosthetic sockets), both of which require complete 3D anatomical information. For example, acquiring external limb and bone shape from medical imaging data has been shown to create computationally designed prosthetic interfaces [5] . To acquire a 3D US scan of a limb, several approaches have been pursued. One conceivable solution involves covering the imaged body segment in gel, scanning up and down around the body segment, and stitching the collected images into a volume [13] . However, since there is direct contact between the transducer and body surface, soft tissues are deformed; if tissue deformation is not appropriately accounted for, it can lead to an inaccurate portrayal and biomechanical characterization of the anatomy. Further, contact during scanning can cause motion of the limb, thereby generating yet another source of error [14] .
To address these challenges, multiple research groups have pursued methods that involve submerging the transducer and imaged body segment into a water bath to achieve unloaded 3D US imagery; such approaches were built on concepts developed for acoustic tomography, which have been clinically applied recently to breast imaging [15] - [18] . Douglas et al. [9] provide a thorough review of these technical efforts as it relates to residual limb imaging, which have shown varying levels of success. Of particular relevance were research projects pursued by groups at Wright State University [19] - [21] and Sandia National Labs [22] . Each group independently developed US B-mode systems that construct three-dimensional images of residual limbs. However, to the authors knowledge, due to limitations neither of the teams advanced to the point where their systems are routinely used in clinical practice. As highlighted in Douglas et al. [9] , some of the limiting factors of these previous studies include: (i) the mechanical setup of the scan proved cumbersome, (ii) limb motion degraded image resolution and it was difficult to compensate for, and (iii) final results did not allow for accurate differentiation between tissue types. Follow-up studies used image feature-based registration for motion compensation and spatial compounding, but the results did not allow for rapid volumetric imaging [23] .
This paper presents a multi-modal imaging system that is able to acquire a volumetric image by scanning the limb with the transducer array oriented vertically, effectively collecting an array of single element images circumferentially around the limb to capture an entire volume. In this arrangement, there is no spatially overlapping image frames so imagebased motion compensation is not possible. To address this, we incorporate a 3D camera, mounted in the bottom of the tank, to track motion of the body segment and appropriately position the imagery in space. The work presented here builds on studies previously completed in our group that had not yet focused on completing a full 3D image dataset of a limb [17] , [24] , [25] .
In this study, we first show 2D image results (ultrasound transducer oriented horizontally) of both a tissue-mimicking phantom and residual limbs thereby demonstrating that motion compensation is effective at creating tomographic slices. We conclude by showing 3D results (ultrasound transducer oriented vertically) and demonstrate that external limb and bone shape may be obtained by segmenting the volumetric image data. External limb and bone shape may be incorporated directly into automated prosthetic design methods, as described in Moerman et al. [5] . Though this work focuses on imaging human residual limbs, the concepts could reasonably transfer to other imaging applications such as acoustic tomography, where volumetric imaging may provide additional clinical insight, and where motion artifacts have been shown to distort image reconstruction [18] . Furthermore, our results hold significant promise for expanding research in other MSK US clinical applications, such as monitoring muscular dystrophy progression, bone density monitoring, and orthopedic surgery planning.
II. MATERIALS AND METHODS
In this section, we present: (i) the mechanical design of the ultrasound scanning system, (ii) an external motion compensation framework utilizing 3D optical imagery with no fiducial markers to stitch images together into a volume, (iii) our calibration scheme, (iv) the human subject scanning protocol, (v) 2D ultrasound image collection with comparison to MRI, and (vi) 3D ultrasound image collection with comparison to MRI. All data post-processing was completed using MATLAB (R2017a).
A. System Overview and Mechanical Design
Similar to devices developed by He et al. [19] , [20] , Zheng et al. [21] , Morimoto et al. [22] , and more recently Zhang et al. [26] , [27] , we constructed a mechanical system thereby allowing for controlled circumferential US scanning of an unloaded limb inside of a water tank. A schematic of the overall system with a depiction of patient placement during scanning is shown in Fig. 1 . To complete a scan, a subject placed their limb in the tank, and the US transducer (LOGIQ E9, 9L Transducer, General Electric, Niskayuna, NY) rotated circumferentially around the limb collecting images at set angular increments. A combination 3D, IR and color camera (SR300 RealSense Camera, Intel Corp., Santa Clara, CA) was secured below the tank, pointed upward, to track limb position during the scan by imaging the 3D surface geometry of the limb. The camera produced images at a standard resolution of 640×480. CAD renderings depicting the mechanical design of the ultrasound imaging system is shown in Fig. 2 . The prototype was constructed from a 24×24×18 in clear acrylic tank with a 600 mm-diameter ring bearing mounted on top. A custom 3D-printed mount secures the ultrasound transducer to the z-axis linear rail on the ring bearing; the 3D printed mount was designed to allow transducer rotations relative to the horizontal at pre-determined angles.
Circumferential rotation of the ring bearing was driven by a DC motor (2826 100:1 metal gear motor, Pololu Electonics, Las Vegas, NV) with a custom friction pinion. A NEMA-17 stepper motor (Schneider Electric, Cambridge, MA) enabled controlled vertical z-translation of the ultrasound transducer. Additionally, the radial position of the ultrasound transducer can be adjusted manually at set circumferential positions, enabling adaption of the scanning apparatus for a range of limb sizes.
The angular position (θ n ) of the transducer was tracked using a linear magnetic encoder system (LM10, Renishaw Inc., Gloucestershire, UK). The encoder consisted of an adhesivebacked magnetic scale taped around the circumference of the ring bearing, and a non-contact magnetic encoder head to detect quadrature encoding on the magnetic scale. The angular position (θ n ) of the transducer was calculated via quadrature decoding and basic geometry on the controller.
A diagram depicting the electronic control system is shown in Fig. 3 . An Arduino UNO microcontroller read trigger signals from the GE ultrasound system and calculated the angular position data from the magnetic encoder. It also controlled the motors, image trigger of the 3D camera, and time synchronized data collections to the PC.
B. 3D Camera-Based Motion Compensation
Motion presents a significant challenge for limb imaging in an US water tank setup for several key reasons. First, acquiring unloaded limb geometry, which is important for applications to prosthetic socket design as well as for accurate biomechanical tissue modeling, necessitates that the limb be in an unperturbed state. Therefore, a harness or mount that makes contact with the imaged body segment may not be used to provide structural support and stabilize limb motion during a scan. In addition, for US images collected circumferentially around a limb, acoustically reflective surfaces (e.g., bone) change appearance depending on the orientation of the imaging array. Therefore, traditional image registration and stitching based on image features (e.g., RANSAC) is not always effective [27] . To solve this, we utilized a structured light-based 3D camera to track residual limb surface structure during a scan.
Two-stage tracking is performed on the 3D camera output: first, each camera frame was referenced to the first frame in the circumferential scan, and then the first frame was referenced to the first frame of each scan in the series. This approach results in better per-scan alignment while allowing (i) creation of an aggregate volume using multiple scans, and (ii) acquisition of multiple scans of the same section, which may be combined to produce a higher resolution volume. Since the 3D camera has a different frame rate than the ultrasound system, and no input/output trigger, we time stamped each received image. Based on the limb tracking, we generated a time dependent position vector, from which we interpolated the ultrasound frame position.
To perform limb tracking, we use the point cloud 3D structure produced by the 3D camera, where each 3D frame, with index n, provides a set P n consisting of m points:
where p i n represents the position vector of the i -th point of time step index n. In our setup, since the subject was seated and asked to fully extend their limb (i.e, knee was not bent) into the scanning tank, we assumed that rotation at the knee and out-of-plane motion was negligible; therefore, motion was approximated as translation-only. An initial estimation of the limb displacement was obtained from the location of the overall mean of the point cloud compared to the mean value of the reference frame point cloud.
We then applied the iterative closest point (ICP) algorithm to improve alignment between the point clouds. For this study, we utilized the generalized ICP algorithm (GICP) developed by Feigin et al. [29] , as implemented in the Point Cloud Library (pointclouds.org). The ICP algorithm computed the affine transformation between two point clouds that minimized the Euclidean distance between the clouds. There are several approaches to using the ICP algorithm, but in its simplest formulation, the ICP algorithm looks at point-pair matches between the point clouds and minimizes the mean of the sum of squared distances between these point pairs. This is a greedy optimization-based algorithm that significantly benefits from a good initial guess (in this case, the mean approximation).
Assuming translation-only motion, since the subject held their limb straight without bending at the knee, we ignored the rotation/scaling factors produced by the ICP algorithm and utilized the translation offset only ( x n , y n , z n ). This is another factor that benefited from the mean approximation, as with non-centered objects, there can be an ambiguity between rotational and translational motion. An example of the 3D surfaces acquired from the 3D camera are shown in Fig. 4 , projected on to the x-z and x-y plane. Two of the surfaces (red and green) were acquired from the 3D camera at two different time points during the scan. The second surface (green) is shifted to its motion compensated position (blue).
As depicted in Fig. 5 , to create a 2D ultrasound image, U (i, j ), the x n , y n , z n positions as calculated by the ICP algorithm are used to spatially place the individual ultrasound images (collected at each θ n ) in the compound image space. Each individual B-mode capture u n (i, j ), which has pixel size of 0.234 × 1.593 mm, is rotated in-plane based on its associated θ n . Images were stitched together into the 2D image slice U (i, j ) by choosing the maximum value at each overlapping pixel, where (i, j ) are the grayscale values in the images. Maximum values were chosen for this study instead of mean or median values because for this particular application to computational prosthetic socket design, we were focused on acquiring bone and skin surfaces. In ultrasound imagery collected in a water tank system, reflective surfaces (e.g., bone and skin) present as elevated pixel values. In order Fig. 4 . Motion compensation using camera-based registration and ICP. Two example 3D surfaces (red and green) that were collected at two different time points during the scan are shown projected on the x-z plane (top) and x-y plane (bottom). The second surface (green) was translated by the ICP result to the spatial location (blue) that matches the first reference surface. This demonstrates that our camera-based ICP method can track motion during the scan.
to retain this information in the final imagery, rather than blur out these features, a maximum value was chosen.
To create a 3D image of the limb, ultrasound data collected from the scan in which the transducer was in the longitudinal position were pieced into a volume and interpolated. In this case, there was no overlapping imagery, so placement of the images in space was accomplished using only 3D camera data, as described above. The image volume can then be re-sliced into a 2D image for direct comparison to the 2D images created above. 
C. System Calibration
In order to reconstruct a tomographic image, we positioned each ultrasound sample in 3D space. This entailed two challenges: (i) distinguishing the physical position of the transducer in each frame, and (ii) correcting for relative subject motion with respect to the transducer. This translated into two calibration tasks. First, we calibrated the ultrasound system parameters; this included rotation radius and transducer offset with respect to the center line. Second, we translated camera tracking coordinates to the ultrasound image space (i.e., translation scaling and relative rotation). To this end, we constructed an image of a calibration phantom, with the requirements of being able to track the phantom in both ultrasound and camera image spaces. The phantom was custommade into a cylinder (10 cm diameter) and composed of a mixture of copolymer, mineral oil, and graphite powder (refer to [28] for detailed steps of fabricating a tissue mimicking phantom in this manner). Our calibration device (Fig. 6) consisted of a PVC rod mounted to a linear rail and connected to the phantom. A fiducial marker, in this case half of a standard ping pong ball, was mounted to the bottom of the rod for camera tracking.
1) Ultrasound System Calibration: To calibrate the ultrasound system scanning hardware, we performed a full tomographic scan with the transducer oriented in a transverse (i.e., horizontal) position to acquire in-plane images. Since the scan follows a fixed circular path, the distance and relative orientation of the center of rotation to the transducer face was fixed. Thus, all images in the scan can be rotated and translated in-plane (Fig. 6B ) so that they were aligned into a joint coordinate system according to the following transformation:
where R was the rotation matrix and b a translation vector, the center point was the stationary point of this transformation. The center point of rotation r, in the ultrasound image coordinate system, was given by:
All images collected in the calibration scan were aligned in pairs to each other using the algorithm described in Segal et al. [30] . We then applied the above formula to recover r for each image pair, and finally averaged all the results after outlier removal and computed the transducer position in ultrasound image space (in pixels) with respect to the center of rotation. Outliers were removed by calculating the median point and filtering out points that were outside of 50% of the closest points.
2) Camera Calibration: To transform from 3D camera image space into ultrasound image space, we recovered two parameters: (i) rotation and (ii) scaling. As all frames are referenced to the same reference frame, the transformation is invariant to the joint translation. For this purpose, it was possible to take an image with both ultrasound and 3D camera at two different arbitrary positions (with in-plane motion between them) and having a translation vector (two points) in each domain uniquely defines both scaling and rotation. In practice, we took a full scan of the phantom at two different positions and averaged the transforms over all matching image pairs in order to calibrate the system.
D. Scanning Protocol
Subjects were recruited following a procedure approved by the MIT Committee on the Use of Humans as Experimental Subjects (COUHES). Two male transtibial amputee subjects were recruited for this study: one bilateral and one unilateral, allowing for a total of three limbs to be imaged.
To avoid sound speed gradients, the imaging tank was filled with deionized water that was approximately body temperature. To complete the ultrasound scan, the subject was seated above the imaging tank and asked to submerge their limb into the water (Fig. 1) . Once the subject was comfortably situated, the ultrasound transducer completed a 360-deg pass circumferentially around the limb; during this period, the ultrasound transducer and 3D camera collected data simultaneously. One 360-deg pass took approximately 15 s to complete. For each subject, the following scans were collected: (1) 3 separate image slices in which the ultrasound transducer is situated in the transverse (horizontal) orientation and (2) a full volume scan in which the transducer was placed in the longitudinal (vertical) orientation.
MRI was performed for comparison to the ultrasound images produced from our system. To complete the scan, the subject was situated prone and feet-first inside a 3 Tesla MRI scanner (Siemens Magnetom Tim Trio 3T, Siemens Medical Systems, Erlangen, Germany). All imaging was performed with a RF body coil wrapped around the limb; no contact was made between the coil and limb so as to prevent tissue deformation. A T1 MPRAGE sequence was used (for patient 1: T R = 2530, T E = 3.9, acquisition matrix 176 × 256, 176 slices, voxel size 1.00 × 1.00 × 1.00 mm; for patient 2: T R = 633, T E = 8.7, acquisition matrix 320×320, 90 slices, voxel size 1.00 × 1.00 × 1.00 mm) for image data acquisition. Slight differences in the sequences between the two patients were due to real-time optimizations by the radiographer for the given scan.
E. 2D Image Analysis and Comparison to MRI
To compare the ultrasound to MRI images, qualitative and quantitative evaluations were performed. Data outside the skin contours (e.g. water visible in the ultrasound scans) was excluded and cut out from the views for this comparison. For qualitative assessment, similarities between anatomical structures such as muscle architecture and bone were analyzed. To quantitatively compare between 2D image sets, we utilized ImageJ (v1.46r) to manually select a region of interest (ROI) around both the skin and tibia for all 9 slices that we collected (Fig. 8) . A pixel count was performed for each region of interest and used to calculate the area (in mm 2 ) of the tibia and bone. A percent error was calculated to analyze differences between MRI and ultrasound images. Future studies will involve scanning a larger cohort of patients and include a more detailed quantitative shape comparison.
F. 3D Image Analysis and Comparison to MRI
To evaluate the ability of our ultrasound system to accurately generate limb geometry, we compared skin and bone shapes segmented from the ultrasound data to its respective MRI. For this purpose, the GIBBON MATLAB Toolbox [31] was used to: (i) view the image data in 3D space, (ii) semiautomatically create contours of the skin and bone surfaces from both MRI and US volume data (GIBBON imx function), and (iii) quantitatively compare surface shapes by evaluating closest point-to-point distances.
III. RESULTS Fig. 6 presents the results of the 10-cm-diameter tissuemimicking cylindrical gel phantom, created to model a residual limb. As shown in Fig. 6A and Fig. 6C , inserted inside of the phantom is a 3-cm-diameter hollow PVC pipe, which acts as a reflective surface to mimic bone. In Fig. 6D , the reconstructed ultrasound image accurately represents the expected crosssection (Fig. 6C ).
Results to demonstrate our 3D camera approach for motion compensation are shown in Fig. 7 . In Fig. 7A , two ultrasound images (red and green) that were collected at distinct circumferential positions of the same limb are shown overlaid; there is clear motion between images as evidenced by the discontinuity seen in the skin boundary (shown by the arrow). In Fig. 7B , the same images are shown, but now are shifted into the correct spatial position. Fig. 7C and Fig. 7D show the corresponding full ultrasound image of the same subject, both before motion compensation and after motion compensation. This demonstrates that motion correction with the 3D camera is effective and does not require further registration using image features.
2D tomographic image results, in which imagery was collected with the transducer oriented in the transverse direction, are shown in Fig. 8 for the two research subjects. Fig. 8A and Fig. 8C are MRI images, while Fig. 8B and Fig. 8D are the two corresponding ultrasound image slices. The tibia and fibula are clearly seen in both the MRI and ultrasound data sets and have similar morphology, and general muscle structures including the gastrocnemius and tibialis anterior are comparable.
Quantitative results comparing the size of bones and limb in 2D images are shown in Table 1 . The average percent error Water was removed from the ultrasound images for a more straightforward comparison. Using ImageJ, in (A) and (B) the tibia bone is outlined and in (C) and (D) the skin boundary is outlined a pixel count of these areas for each of the research subjects is presented in Table 1 for comparison. of tibia size between all three limbs was 1.61 ± 1.64, and the average percent error of limb size as measured by the skin boundary was 2.98 ± 1.44.
A volume result of a residual limb, in which ultrasound imagery was collected with the transducer oriented in the longitudinal direction, is shown in Fig. 9 . The vertical array did not cover the entirety of the imaged body segment, therefore five acquisitions at set z increments were collected and then stitched together. Images were pieced together into the volume using 3D camera tracking without overlapping imagery. The full volume with cross-sectional views is shown in the top left. 2D cross-sectional slices of the image volume are also shown in the XY, XZ, and YZ planes. Limb and bone shape, as well as other anatomical soft tissue structures, are discernible. Though some penetration issues are evident in the XY slice for US, it is evident that a 3D-camera-based approach that allows for rapid volumetric imaging is feasible for this application.
We conclude by demonstrating results of surfaces of the skin, tibia, and fibula that were segmented from US and MRI volume imagery for one limb. User-selected contours are shown in Fig. 10A , with the resulting 3D surfaces from US and MRI shown in Fig. 10B and Fig. 10C. Figs. 10D-F show difference maps that depict shape differences between skin, tibia, and fibula, respectively. Average differences with associated standard deviations are recorded in Table 2 ; results for all are between 2-3 mm. 
IV. DISCUSSION
In this paper, we present a novel ultrasound imaging system along with associated preliminary results of a tissuemimicking phantom and residual limbs. Our multi-modal imaging approach incorporates both a clinical US transducer and 3D optical imagery for motion compensation. The integrated imaging system produces fast, safe and adequately accurate 3D ultrasound imagery of the salient volumetric features of a residual limb. One rotation of the transducer around the limb takes approximately 15 seconds; thus, the entire volume of the limb may be scanned in approximately 2-3 minutes depending on the size of the limb. Compared to a standard MRI scan which can take approximately 10-15 minutes, this rapid collection of 3D imagery addresses several key limitations outlined in the literature for accurate and quick lower extremity US imaging.
Computed tomography (CT) imaging is, at present, the method of choice for the generation of subject-specific finite-element models of bone [32] . It is, however, not ideal for multi-scan applications because CT exposes the subject to ionizing radiation, and thus not ideal for applications that may require multiple scans. Though MRI has its own limitations related to cost and requirements for a specialized imaging facility, it was chosen for our preliminary comparative studies here since it has been effective for the purposes of modeling the residuum for prosthetic socket design and does not present the same radiation concerns [5] , [33] , [34] .
When comparing the 2D ultrasound image results (Fig. 8 ) to corresponding MRI images, similar anatomical structures, including shape of the tibia and fibula bones and general muscle architecture of the gastrocnemius and tibialis anterior, are noted. Differences in overall limb morphology are expected since imagery was collected while the patient is situated in different orientations: during an MRI scan the subject is situated in the prone position with leg elevated, while during the ultrasound scan the subject is situated upright with their limb extended downward and submerged in water. Imagery may also be different since residual limb volume is expected to fluctuate significantly, even throughout the day [35] . As reported in Sanders et al. [36] , residual limb cross-sectional area changes over the course of a day can vary from +2.4% to +2.2%. Therefore, the percent error values as reported in Table 1 are sufficiently low when comparing the tibia and the skin across our sample set. This validates, in part, that our 2D imagery is producing accurate representations of limb anatomy. Importantly, these results demonstrate the ability of our motion compensation framework to produce accurate images, and opens the door for 3D imaging without using image features or fiducial markers. Re-sliced images of the limb volume, as shown in Fig. 9 , demonstrate that imaging with the longitudinal transducer orientation in combination with camera-based motion compensation is feasible for rapidly acquiring 3D imagery of a limb. Qualitatively, overall morphology of skin, muscles and bones are comparable to MRI. Despite very encouraging results, there are noteworthy areas for improvement; for example, there is noticeable shadowing behind the tibia and fibula bones in the transverse slice. This may be re-mediated in the future by imaging with a higher penetration depth or lower frequency.
Anatomical structures, including skin and bone, can be segmented from the imaging data. Fig. 10 , along with Table 2 , provide the spatial differences between skin, tibia, and fibula. The average differences fall within approximately 2-3 mm for each. Given that the isotropic voxel size for our MRI images is 1 mm, that previous studies have shown successful MRI segmentations for prosthesis design with voxel depth of 2 mm [37] , and that our MRI sequence was not optimized for musculoskeletal scanning, the differences in size are reasonable for our preliminary results and further demonstrates that our methods produce adequately accurate volumetric imagery of the residual limb useful for prosthesis design.
In addition, our group has considered software-based techniques for combining ultrasound images that do not rely on the 3D camera. Specifically, a method by Feigin et al. [29] utilizes a novel statistical consensus matching framework to register images collected in the same horizontal plane into a compound 2D image. In a forthcoming journal publication that expands on the same topic with more image results, we show that using this framework outperforms other common registration methods. In developing this framework, the focus was primarily on creating a 2D image slice of the limb that could demonstrate comparable morphology to other common imaging modalities. Thus, it focuses only on images collected in the same horizontal plane with overlapping pixel information. However, the focus of this manuscript was to rapidly collect 3D imagery of the limb. As described, in order to accomplish this, we oriented the probe vertically, thereby eliminating overlapping pixel information and requiring that an external source (3D camera) could track the motion. In the future, it is possible that machine learning techniques could be used to improve this process, though it may still require input from some sort of external source that tracks position of the limb or probe during scanning.
Overall, our results hold particularly significant promise for computational prosthetic socket design. Despite recent innovations in this field, methods often incorporate expensive scanning tools that are only available in specialized clinical facilities. Ultrasound imaging techniques, like those described in this paper, can acquire detailed morphological information of the bone, soft tissue, and external shape of the limb. As such, our approach provides an innovative and cost-effective means to collect useful data to create biomechanical models and perform FEA of residual limb soft tissue [5] , [33] , [34] , [38] .
Though this work focuses on imaging residual limbs, our novel concepts could reasonably transfer to other clinical applications such as acoustic tomography, where motion artifact has been shown to distort image quality [18] . Our results Table 2 .
also hold significant promise for broadly expanding research in other MSK US clinical applications, where there is a need for more standardized assessment of muscle quality [39] . Specifically, muscle elasticity may be measured in the water tank system we describe in this paper. This may be done either by (1) using commercially available clinical elastography systems, or (2) through transmission systems that can quantitatively measure sound speed, both of which will be described in forthcoming articles from our group. Similarly, using through transmission methods in a water tank, which will also be presented in a forthcoming paper from our group, bone may be imaged thus allowing for the potential of bone density monitoring, bone fracture detection, and assessing healing associated with orthopedic surgical procedures.
Our proof-of-concept prototype can further be iterated to improve accuracy as well as designed to include more costeffective clinical systems such as portable ultrasound transducers, ring array transducers, or single element transducers. Future studies will include collecting 3D ultrasound datasets of multiple subjects and perform a detailed quantitative shape comparison to further validate our results; such a study will include inter-and intra-user variability studies to quantify accuracy more fully. Algorithm development is ongoing to optimize image quality, and our group has continuing projects that are exploring the use of radio frequency (RF) data to enhance the output imagery. Upcoming studies from our group will present additional methods related to signal processing and image registration using the system presented here.
V. CONCLUSION
We show preliminary results achieved using a novel multimodal imaging approach for acquiring volumetric ultrasound imagery of human limbs in a fast, safe and adequately accurate manner, with a particular focus on residual limbs. Our system utilizes a mechanized water bath setup to perform a 3D scan of a limb, and optical imagery to track and compensate for motion during a scan. This establishes a robust method for image stitching of circumferentially collected volumetric ultrasound images around an imaged body part, without requiring spatially overlapping image information. Though we focus on its potential for improved prosthesis design, our methods could have far-reaching impact in other musculoskeletal and rehabilitative clinical applications.
