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Abstract
We study distributed stochastic gradient (D-SG) method and its accelerated variant (D-
ASG) for solving decentralized strongly convex stochastic optimization problems where the
objective function is distributed over several computational units, lying on a fixed but ar-
bitrary connected communication graph, subject to local communication constraints where
noisy estimates of the gradients are available. We develop a framework which allows to
choose the stepsize and the momentum parameters of these algorithms in a way to optimize
performance by systematically trading off the bias, variance and dependence to network
effects. When gradients do not contain noise, we also prove that D-ASG can achieve acceler-
ation, in the sense that it requires O(√κ log(1/ε)) gradient evaluations and O(√κ log(1/ε))
communications to converge to the same fixed point with the non-accelerated variant where
κ is the condition number and ε is the target accuracy. For quadratic functions, we also
provide finer performance bounds that are tight with respect to bias and variance terms.
Finally, we study a multistage version of D-ASG with parameters carefully varied over
stages to ensure exact convergence to the optimal solution. It achieves optimal and accel-
erated O(−k/√κ) linear decay in the bias term as well as optimal O(σ2/k) in the variance
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term. We illustrate through numerical experiments that our approach results in acceler-
ated practical algorithms that are robust to gradient noise and that can outperform existing
methods.
Keywords: Distributed Optimization, Accelerated Methods, Stochastic Optimization,
Robustness, Multi-Agent Networks
1. Introduction
Advances in sensing and processing technologies, communication capabilities and smart de-
vices have enabled deployment of systems where a massive amount of data is collected by
many distributed autonomous units to make decisions. There are numerous such exam-
ples including a set of sensors collecting and processing information about a time-varying
spatial field (e.g., to monitor temperature levels or chemical concentrations), a collection
of mobile robots performing dynamic tasks spread over a region, community-based traffic
and navigation systems (such as Waze, a GPS navigation software application owned by
Google, which is free to download and use) and autonomous cars providing real-time traffic
information and guidance for drivers. In such systems, most of the information is often
collected in a decentralized, distributed manner, and processing of information has to go
hand-in-hand with its communication and sharing across these units over an undirected
network G = (V, E) defined by the set of (computational units) agents V = {1, 2, . . . , N}
connected by the edges E ⊆ V × V. In such a setting, we consider the group of agents (i.e.,
the nodes) collaboratively solving the following optimization problem:
min
x∈Rd
f(x) :=
1
N
N∑
i=1
fi(x), (1)
where each fi : Rd → R is known by agent i only and therefore referred to as its local objective
function. We assume each fi is µ-strongly convex with L-Lipschitz gradients (hence f is
also µ-strongly convex with L-Lipschitz gradient and we refer to κ = L/µ as its condition
number). We also use x∗ to denote the unique optimal solution of (1). In addition, we
denote the local model of node i at iteration k by x
(k)
i ∈ Rd.
We consider the setting where each agent i has access to noisy estimates ∇˜fi(x) of the
actual gradients satisfying the following assumption:
Assumption 1 Recall that x
(k)
i denotes the decision variable of node i at iteration k.
We assume at iteration k, node i has access to ∇˜fi
(
x
(k)
i , w
(k)
i
)
which is an estimate of
∇fi
(
x
(k)
i
)
where w
(k)
i is a random variable independent of
{
w
(t)
j
}
j=1,...,N,t=1,...,k−1
and{
w
(k)
j
}
j 6=i
. Moreover, we assume
E
[
∇˜fi
(
x
(k)
i , w
(k)
i
) ∣∣∣x(k)i ] = ∇fi (x(k)i ) , E [∥∥∥∇˜fi (x(k)i , w(k)i )−∇fi (x(k)i )∥∥∥2 ∣∣∣x(k)i ] ≤ σ2.
To simplify the notation, we suppress the w
(k)
i dependence, and denote ∇˜fi
(
x
(k)
i , w
(k)
i
)
by
∇˜fi
(
x
(k)
i
)
.
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This arises naturally in distributed learning problems where fi(x) represents the expected
loss Eηi [fi(x, ηi)] where ηi are independent data points collected at node i (see e.g. Pu and
Nedic´ (2018); Lan et al. (2017); Olshevsky et al. (2019)). For this setting, ∇˜fi(x) is an
unbiased estimator of ∇fi(x) which we assume satisfies the bounded variance assumption
of Assumption 1. Note that in our setting, a master node that can coordinate the compu-
tations is not available unlike the master/slave architecture studied in the literature (see
e.g. Mishchenko et al. (2018); Agarwal and Duchi (2011); Hakimi et al. (2019); Lee et al.
(2018); Meng et al. (2016); Jaggi et al. (2014); Xin and Khan (2018)). Furthermore, our
setting covers an arbitrary network topology that is more general than particular network
topologies such as the complete graph or ring graph.
Deterministic variants of problem (1) have been studied extensively in the literature.
Much of the work builds on the Distributed Gradient (DG) method proposed in Nedic and
Ozdaglar (2009) where each agent keeps local estimates of the optimal solution of (1) and
updates by a combination of weighted average of neighbors’ estimates and a gradient step
(normalized by the stepsize αk) of the local objective function. Nedic and Ozdaglar (2009)
analyzed the case with convex and possibly nonsmooth local objective functions, constant
stepsize αk = α > 0, and agents linked over an undirected connected graph and showed
that the ergodic average of local estimates of the agents converge at rate O(1/k) to an
O(α) neighborhood of the optimal solution of problem (1) (where k denotes the number of
iterations). Yuan et al. (2016) considered this algorithm for the case that local functions are
smooth, i.e., ∇fi(x) are Lipschitz continuous, and when fi(x) are either convex, restricted
strongly convex or strongly convex. For the convex case, they show the network-wide mean
estimate converges at rate O(1/k) to an O(α) neighborhood of the optimal solution, and
for the strongly convex case, all local estimates converge at a linear rate O(exp(−k/Θ(κ)))
to an O(α) neighborhood of x∗.1
There have been many recent works on developing new distributed deterministic algo-
rithms with faster convergence rate and exact convergence to the optimal solution x∗. We
start by summarizing the literature in this area that are most relevant to this work. First,
Shi et al. (2015) provides a novel algorithm which can be viewed as a primal-dual algo-
rithm for the constrained reformulation of problem (1) (see Mokhtari and Ribeiro (2016)
for this interpretation) that achieves exact convergence with linear rate to the optimal so-
lution. Second, Qu and Li (2018) proposes to update the DG method such that agents also
maintain, exchange, and combine estimates of gradients of the global objective function of
(1). This update is based on a technique called “gradient tracking” (see e.g. Di Lorenzo
and Scutari (2015, 2016)) which enables better control on the global gradient direction and
yields a linear rate of convergence to the optimal solution (see Jakovetic´ (2019) for a unified
analysis of these two methods). In a follow up paper, Qu and Li (2017) also considered an
acceleration of their algorithm and achieved a linear convergence rate O(exp(−k/Θ(κ5/7)))
to the optimal solution. To our best knowledge, whether an accelerated primal variant
of the DG algorithm can achieve the non-distributed O(exp(−k/Θ(√κ))) linear rate to a
neighborhood of the optimum solution with
√
κ dependence has been an open problem. Al-
ternative distributed first-order methods besides DG have also been studied. In particular,
if additional assumptions are made such as the explicit characterization of Fenchel dual of
1. For two real-valued functions f and g, we say f = Θ(g) if there exist positive constants C` and Cu such
that C`g(x) ≤ f(x) ≤ Cug(x) for every x in the domain of f and g with ‖x‖ being sufficiently large.
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the local objective functions, referred to as the dualable setting as in Scaman et al. (2018);
Uribe et al. (2018)), then it is known that the multi-step dual accelerated (MSDA) method
of Scaman et al. (2018) achieves the O(exp(−k/Θ(√κ))) linear rate to the optimum with√
κ dependence. For deterministic distributed optimization problems under smooth and
strongly convex objectives, Dvinskikh and Gasnikov (2019) proposed the PSTM algorithm
and provided accelerated convergence guarantees. Recently, Scaman et al. (2019) provided
lower bounds which matches the upper bounds of Dvinskikh and Gasnikov (2019) up to
logarithmic factors (see also Scaman et al. (2019) for a discussion of deterministic optimal
algorithms under different assumptions (Lipschitz continuity, strong convexity, smoothness,
and a combination of strong convexity and smoothness)).
This paper focuses on the Distributed Stochastic Gradient (D-SG) method (which is
a stochastic version of the DG method) and its momentum enhanced variant, Distributed
Accelerated Stochastic Gradient (D-ASG) method. These methods are relevant for solving
distributed learning problems and are natural decentralized versions of the stochastic gra-
dient and its variant based on Nesterov’s momentum averaging (Nesterov (2004); Can et al.
(2019)). In this paper, we focus on strongly convex and smooth objectives. Several works
studied D-SG under these assumptions although D-ASG remains relatively understudied
except the deterministic case (see e.g. Jakovetic´ et al. (2014); Xi et al. (2017); Li et al.
(2018); Qu and Li (2016)). We summarize the existing convergence rate results for D-SG in
Table 1.2 Among these, Rabbat (2015) studied composite stochastic optimization problems
and showed a O(σ2/k) convergence rate for D-SG and its mirror descent variant. Koloskova
et al. (2019) studied decentralized stochastic gradient algorithms when the nodes compress
(e.g. quantize or sparsify) their updates. Olshevsky et al. (2019) provided an asymptotic
network independent sublinear rate. In our approach, we use a dynamical system represen-
tation of these iterative algorithms (presented in Lessard et al. (2016) and further used in
Hu and Lessard (2017); Aybat et al. (2018, 2019)) to provide rate estimates for convergence
of the local agent iterates to a neighborhood of the optimal solution of problem (1). Our
bounds are presented in terms of three components: (i) a bias term that shows the decay
rate of the initialization error (i.e., distance of the initial estimates to the optimal solution)
independent of gradient noise, (ii) a variance term that depends on the error level σ2 of local
objective functions’ gradients, measuring the “robustness” of the algorithm to noise (in a
sense that we will define precise later), (iii) a network effect that highlights the dependence
on the structure of the network. In this paper, in addition to the convergence analysis for
D-SG and D-ASG, our purpose is to study the trade-offs and interplays between these three
terms that affect the performance.
Contributions. We have three sets of contributions.
First, we study the convergence rate of DSG with constant stepsize which is used in
many practical applications (Alghunaim and Sayed (2019, 2018); Dieuleveut et al. (2017)).
Our bounds provide tighter guarantees on the bias term as well as novel guarantees on the
variance term for this algorithm. For quadratic functions, we provide sharper estimates for
the bias, variance, and network effect terms that are tight, as there exist simple quadratic
functions that achieve these bounds.
2. See also Shamir and Srebro (2014) for a different noise model than ours in the mini-batch setting, where
each objective fi can be expressed as a finite sum.
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Algorithm
Extra
Assumption
αk Convergence Rate
D-SG
Tsianos and Rabbat (2012)
Yes‡ O ( 1
k
)
Ef
(
x
(k)
i
)
− f∗ ≤ O
(
G2
log(
√
Nk)
(1−√γ)k
)
D-SG
Rabbat (2015)
No O ( 1
k
)
Ef
(
x
(k)
i
)
− f∗ ≤ O
(
κ2‖x(0)i −x∗‖2
k2
+ σ
2
Nµ2k
)
+ o
(
1
k
)
D-SG
Olshevsky et al. (2019)†
No O ( 1
k
)
E
∥∥x¯(k) − x∗∥∥2 ≤ O ( σ2
µ2Nk
+ κ
2
(1−γ)2µ2k2 +
σ2κ2
(1−γ)µ2k2
)
D-SG
Koloskova et al. (2019)† Yes
‡ O ( 1
k
)
Ef
(
x
(k)
avg
)
− f∗ ≤ O
(
σ2
µNk
+ κG
2
µ(1−γ)4k2 +
G2
µ(1−γ)6k3
)
D-SG
Corollary 2
in this paper
No α
E
∥∥x¯(k) − x∗∥∥2 , 1N ∑Ni=1 E∥∥∥x(k)i − x∗∥∥∥2
≤ O
(
(1−αµ)2k
N
∥∥x(0) − x∞∥∥2 + ασ2
µ
+
α2Lκ2f0,∗
(1−γ)2
)
D-ASG
Theorem 4
in this paper
No α
E
∥∥x¯(k) − x∗∥∥2 , 1N ∑Ni=1 E∥∥∥x(k)i − x∗∥∥∥2
≤ O
((
1−√αµ)k VS,α(ξ0)
Nµ
+ σ
2√α
µ
√
µ
+
α2Lκ2f0,∗
(1−γ)2
)
D-MASG
Corollary 9
in this paper
No O ( 1
k
) E
∥∥x¯(k) − x∗∥∥2 , 1N ∑Ni=1 E∥∥∥x(k)i − x∗∥∥∥2
≤ O
(
exp
(
− k
Θ(
√
κ˜)
) ∥∥∥x(0)−x∗∥∥∥2
N
+ σ
2
µ2k
+
Lκ2f0,∗
(1−γ)2µ2k4
)
Table 1: Summary for D-SG and D-ASG. x¯(k) denotes the average of nodes’ estimates
at time k, i.e., x¯(k) := 1N
∑N
i=1 x
(k)
i , and, x
(k)
avg is a weighted average defined in
Koloskova et al. (2019). Also, f0,∗ is given by f0,∗ =
∑N
i=1 (fi (0)− f∗i ), γ is
defined in (8), VS,α is defined in (28) and ξ0 is defined in (20).
†: The authors analyze a D-SG method with a slightly different update then ours.
‡: The authors make the extra assumption supi,j E
∥∥∥∇fi (x(j)i )∥∥∥2 ≤ G2.
Second, we consider D-ASG with constant stepsize. We show that the bias term decays
linearly with rateO(−k/√κ) to a neighborhood of the optimal solution, and thus, it achieves
an accelerated rate. We also provide an explicit characterization for this neighborhood, in
terms of noise and network structure parameters, with the variance term dominating for
small enough stepsize. When the objectives fi are all quadratic, we obtain non-asymptotic
guarantees that are explicit in terms of their linear convergence rate and dependence to
noise, generalizing available known guarantees for ASG to the distributed setting (Can
et al. (2019)).
For both algorithms, following earlier work on non-distributed versions of these algo-
rithms (Aybat et al. (2018)), we use our explicit characterization of bias, variance, and
network effect terms to provide a computational framework that can choose algorithm pa-
rameters to trade-off these difference effects in a systematic manner. In the centralized
setting, it has been observed and argued that accelerated algorithms are often more sen-
sitive to noise than non-accelerated algorithms (see e.g. Flammarion and Bach (2015);
d’Aspremont (2008); Aybat et al. (2019); Hardt (2014)), however to our knowledge this be-
havior has not been systematically studied in the context of decentralized algorithms. We
study the asymptotic variance of the D-SG and D-ASG iterates as a measure of robustness
5
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to random gradient noise and provide explicit expressions for this quantity for quadratic
objectives as well as upper bounds for strongly convex objectives. This allows us to compare
D-SG and D-ASG in terms of their robustness to random noise properties. Our results (see
the discussion after Theorem 4) show that indeed D-ASG can be less robust compared to
D-SG depending on the choice of the momentum and stepsize parameters, shedding fur-
ther light into the tuning of hyperparameters (stepsize and momentum) in the distributed
setting.
Finally, we study a multistage version of D-ASG, building on the non-distributed method
in Aybat et al. (2019), whereby a distributed accelerated stochastic gradient method with
constant stepsize and momentum parameter is used at every stage, with parameters carefully
varied over stages to ensure exact convergence to the optimal solution x∗. Similar to Aybat
et al. (2019), a momentum restart is used to enable stitching the improvement obtained over
consecutive stages. We show that our proposed method achieves optimal and accelerated
O(−k/√κ) linear decay in the bias term as well as optimal O(σ2/k) in the variance term
and O((1 − γ)−2/k4) in terms of network effect, where 1 − γ is the spectral gap of the
network, see (8) for a formal definition. Such an optimal dependency on k and
√
κ was
obtained previously for the PBSTM algorithm of Dvinskikh and Gasnikov (2019) which is
optimal up to logarithmic terms. However, to the best of our knowledge, this is the first
result where such an optimal dependency on κ and ε can be given for the D-ASG algorithm.
A summary of all our convergence results is provided in Table 1.
Notation. Let Sµ,L(Rd) denote the set of functions from Rd to R that are µ-strongly
convex and L-smooth, that is, for every x, y ∈ Rd,
L
2
‖x− y‖2 ≥ f(x)− f(y)−∇f(y)T (x− y) ≥ µ
2
‖x− y‖2,
where we have the condition number κ = L/µ. Let 0a×b denote the zero matrix with a
rows and b columns. Given a collection of square matrices [Ai]
m
i=1, the matrix diag([Ai]
m
i=1)
denotes the block diagonal square matrix with i-th diagonal block equal to Ai. For two
matrices A ∈ Rm×n and B ∈ Rp×q, we denote their Kronecker product by A⊗ B. For two
functions g, h defined over positive integers, we say f = O(g) if there exists a constant Cu
and a positive integer n0 such that f(n) ≤ Cug(n) for every positive integer n ≥ n0.
2. Distributed Stochastic Gradient and Its Accelerated Variant
We will first study the distributed stochastic gradient (D-SG) method which is the stochastic
version of the distributed gradient (DG) method introduced in Nedic and Ozdaglar (2009),
and then focus on its accelerated variant.
Consider a network G = (V, E) that is connected by edges E = V × V, where V =
{1, . . . , N} denotes the set of vertices. We associate this network with an N×N symmetric,
doubly stochastic weight matrix W . We have Wij = Wji > 0 if (i, j) ∈ E and i 6= j, and
Wij = Wji = 0 if (i, j) 6∈ E and i 6= j, and finally Wii = 1 −
∑
j 6=iWij > 0 for every
3
1 ≤ i ≤ N . The eigenvalues of W ordered in a descending manner satisfy:
1 = λW1 > λ
W
2 ≥ · · · ≥ λWN > −1,
3. We adopt the convention that the node is a neighbor of itself, i.e. (i, i) ∈ E .
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with W1 = 1. Such a matrix W always exists (see e.g. Boyd et al. (2006)) if the graph
is not bi-partite and there can be different choices of W (Shi et al. (2015)). For bi-partite
graphs, one can also construct such a matrix W by considering the transition matrix of a
lazy random walk on the graph (see e.g. Chung (1997)).
Next, we make a few definitions for the sake of subsequent analysis. First define the
average iterates
x¯(k) :=
1
N
N∑
i=1
x
(k)
i ∈ Rd. (2)
Next we define the column vector
x(k) =
[(
x
(k)
1
)T
,
(
x
(k)
2
)T
, . . . ,
(
x
(k)
N
)T]T ∈ RNd, (3)
which concatenates the local decision variables into a single vector. We also define x∗ ∈ RNd
as
x∗ =
[
xT∗ xT∗ · · · xT∗
]T
, (4)
which is the column vector of length Nd that concatenates N copies of the optimizer x∗ to
the problem (1).
In addition, we define F : RNd → R as
F (x) := F (x1, . . . , xN ) =
N∑
i=1
fi(xi),
where
∇˜F
(
x(k)
)
=
[(
∇˜f1
(
x
(k)
1
))T
,
(
∇˜f2
(
x
(k)
2
))T
, . . . ,
(
∇˜fN
(
x
(k)
N
))T]T
,
which obeys
E
[
∇˜F
(
x(k)
) ∣∣∣x(k)] = ∇F (x(k)) , E [∥∥∥∇˜F (x(k))−∇F (x(k))∥∥∥2 ∣∣∣x(k)] ≤ σ2N, (5)
due to Assumption 1. Furthermore, F ∈ Sµ,L(RNd) is µ-strongly convex and L-smooth.
2.1 Distributed stochastic gradient (D-SG)
Recall that x
(k)
i denotes the decision variable of node i at iteration k. The D-SG iterations
update this variable by performing a stochastic gradient descent update with respect to the
local cost function fi together with a weighted averaging with the decision variables x
(k)
j of
node i’s immediate neighbors j ∈ Ωi := {j : (i, j) ∈ E}:
x
(k+1)
i =
∑
j∈Ωi
Wijx
(k)
j − α∇˜fi
(
x
(k)
i
)
, (6)
where α > 0 is the stepsize. Note that we can express the D-SG iterations as
x(k+1) =Wx(k) − α∇˜F
(
x(k)
)
, (7)
7
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where W := W ⊗ Id.
Without noise, i.e., when ∇˜F (x(k)) = ∇F (x(k)), D-SG reduces to the DG algorithm.
In this case, Yuan et al. (2016) show that DG algorithm is inexact in the sense that the
iterates x
(k)
i of the DG algorithm do not converge to the optimum x∗ in general with constant
stepsize, but instead converge linearly to a fixed point x∞i that is in a neighborhood of the
solution satisfying
‖x∞i − x∗‖ ≤ C1
α
1− γ = O
(
α
1− γ
)
, where γ := max
{∣∣λW2 ∣∣ , ∣∣λWN ∣∣} , (8)
for some constant C1 with the explicit expression
C1 :=
√√√√2L N∑
i=1
(fi (0)− f∗i ) ·
(
1 +
2(L+ µ)
µ
)
, f∗i := min
x∈Rd
fi(x),
provided that the stepsize α satisfies some conditions (Yuan et al., 2016) (see Lemma 11 in
the Appendix for details).
Similar to (4), we define the column vector
x∞ :=
[
(x∞1 )
T , (x∞2 )
T , · · · , (x∞N )T
]T ∈ RNd, (9)
which is a concatenation of the fixed point x∞i of node i over all the nodes. It can be
checked that the unique fixed point x∞ to (7) in the noiseless setting is the solution to
(INd −W)x∞ + α∇F (x∞) = 0. (10)
This means that the sequence ξk := x
(k) − x∞ converges to zero with an appropriate
choice of the stepsize. The performance of the algorithm can then be measured by the
distance of x∞ to x∗ ∈ RNd given by (4).
2.2 Distributed accelerated stochastic gradient (D-ASG)
Consider the following variant of D-SG:
x
(k+1)
i =
∑
j∈Ωi
Wijy
(k)
j − α∇˜fi
(
y
(k)
i
)
,
y
(k+1)
i = (1 + β)x
(k)
i − βx(k−1)i ,
(11)
where α > 0 is the stepsize and β ≥ 0 is called the momentum parameter. This algorithm
has also been considered in the literature by Jakovetic´ et al. (2014) in the noiseless setting.
We define the average iterates x¯k and the column vector x(k) as in (2) and (3), respec-
tively. Also, similar to (3), we define the column vector
y(k) =
[(
y
(k)
1
)T
,
(
y
(k)
2
)T
, . . . ,
(
y
(k)
N
)T]T ∈ RNd.
8
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Then, we can re-write the D-ASG iterates (11) as:
x(k+1) =Wy(k) − α∇˜F
(
y(k)
)
,
y(k) = (1 + β)x(k) − βx(k−1),
(12)
for k ≥ 0 starting from the initial values x(0)i ∈ R and x(−1)i ∈ R for each node i. Here, α > 0
is the stepsize and β ≥ 0 is the momentum parameter. Note that for β = 0, D-ASG reduces
to the D-SG algorithm. When there is a single node, i.e. N = 1, D-ASG also reduces to
the Nesterov’s (non-distributed) accelerated stochastic gradient algorithm (ASG) (Nesterov
(2004)). Note that this algorithm is also inexact in the sense that both {x(k)} and {y(k)}
will also converge to the same point x∞ = y∞ in the noiseless setting where x∞ is the fixed
point of the distributed gradient (DG) algorithm defined by (10).
2.3 Convergence Rates and Robustness to Gradient Noise
Consider both D-SG and D-ASG algorithms, subject to gradient noise satisfying Assumption
1. For this scenario, the noise is persistent, i.e., it does not decay over time, and it is possible
that the limit of x(k) as k →∞ may not exist (even in the non-distributed setting), see Can
et al. (2019)); therefore, one natural way4 of defining robustness of an algorithm to gradient
noise is to consider the worst-case limiting variance along all possible subsequences, i.e.
J∞ :=
1
σ2N
lim sup
k→∞
Var
(
x(k)
)
. (13)
This measure has been considered in control theory under the name H2 norm of a dynamical
system defined by (7) and recently applied to optimization to develop noise-robust non-
distributed algorithms (Aybat et al., 2018). It is equal to the ratio of the output variance
and the input noise variance σ2N (which is the variance of noise at the worst case), therefore
it can be interpreted as a signal-to-noise ratio (SNR) measure, quantifying how robust the
algorithm is to white noise. In the next sections, we will provide bounds on the robustness
level and the expected distance to both the fixed point and the optimum for the D-SG and
D-ASG algorithms. In particular, in the non-distributed setting, it is known that ASG can
be less robust to noise compared to gradient descent (Hardt (2014); Aybat et al. (2018));
we will later obtain bounds in Section 2.3.3 for the robustness of D-ASG and D-SG which
suggests a similar behavior in the distributed setting when the stepsize is small enough.
For analysis purposes, we consider the penalized objective function FW,α(x) : RNd → R
defined as
FW,α(x) :=
1
2α
xT (INd −W)x+ F (x), α > 0. (14)
Similar penalized objectives have also been considered in the past to analyze deterministic
algorithms (see e.g. (Yuan et al., 2016, Section 2), Mansoori and Wei (2017)). It can be
seen that its gradient (with respect to x) is ∇FW,α(x) = 1α(INd − W)x + ∇F (x). Since
0Nd  INd −W  (1− λWN )INd, we have also
FW,α ∈ Sµ,Lα
(
RNd
)
with Lα :=
1− λWN
α
+ L. (15)
4. There are other possible ways to define a robustness measure, see e.g. Aybat et al. (2018).
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Furthermore, the unique minimum z∗ of FW,α satisfies the first-order conditions
∇FW,α(z∗) = (INd −W)z∗ + α∇F (z∗) = 0.
Then, it follows from (10) that z∗ = x∞, i.e. the minimum of FW,α coincides with the limit
point x∞. In fact, we can re-write the D-SG iterations (7) as
x(k+1) = x(k) − α∇˜FW,α
(
x(k)
)
, (16)
which is equivalent to running a non-distributed stochastic gradient algorithm for mini-
mizing an alternative objective FW,α in dimension Nd. We can also re-write the D-ASG
iterations (12) as
x(k+1) = y(k) − α∇˜FW,α
(
y(k)
)
,
y(k) = (1 + β)x(k) − βx(k−1).
(17)
These iterations are identical to the iterations of the (non-distributed) ASG. In other words,
D-ASG applied to solve the problem (1) in dimension d is equivalent to running a non-
distributed ASG algorithm for minimizing an alternative objective FW,α in dimension Nd.
This connection allows us to analyze both D-SG and D-ASG with existing techniques
developed for non-distributed algorithms in Aybat et al. (2018, 2019) that builds on dy-
namical system representation of optimization algorithms.
2.3.1 Dynamical system representation
We first reformulate D-SG (16) and D-ASG update rules (17) as a discrete-time dynamical
system:
ξk+1 = Aξk +B∇˜FW,α(Cξk), (18)
where ξk is the state, and A,B,C are system matrices that are appropriately chosen. For
example, we can represent the D-SG iterates with the choice of
ξk := x
(k) − x∞, A := INd, B := −αINd, C := INd. (19)
Similarly, we can represent the D-ASG iterations as the dynamical system (18) with
ξk :=
[(
x(k) − x∞
)T
,
(
x(k−1) − x∞
)T]T
, (20)
and A = A˜dasg ⊗ INd, B := B˜dasg ⊗ INd, C := C˜dasg ⊗ INd where
A˜dasg =
[
1 + β −β
1 0
]
, B˜dasg =
[ −α
0
]
, C˜dasg =
[
1 + β −β ] . (21)
(see also Lessard et al. (2016) for such a dynamical system representation in the determin-
istic case). For studying the dynamical system (21), we introduce the following Lyapunov
function
VP,α,c(ξ) := ξ
TPξ + c [FW,α(Tξ + x∞)− FW,α(x∞)] , (22)
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where c ≥ 0 is a scalar, P is a positive semi-definite matrix and T is a fixed matrix that
will be specified later. Since x∞ is the minimum of FW,α, we observe that VP,α,c(ξ) has
non-negative values. In particular, VP,α,c(0) = 0. In the special case when c = 0, we obtain
VP (ξ) := VP,α,0(ξ) = ξ
TPξ.
In the next section, we obtain convergence results for D-SG and D-ASG for constant stepsize
and momentum which also implies guarantees on the robustness measure J∞. The analysis
is based on studying the Lyapunov function (22) for different choices of the matrix P and
the scalar c. In particular, for D-SG we can choose P to be the identity matrix and c = 0,
however for D-ASG, the choice of P is less trivial and depends on the choice of the stepsize
α and β in general. Here, our choice of the Lyapunov function (22) is motivated by Fazlyab
et al. (2018) which studied this Lyapunov function to analyze accelerated gradient methods
in the centralized deterministic setting.
2.3.2 Analysis of Distributed Stochastic Gradient
We next provide a performance bound for D-SG in Theorem 1. It shows that the expected
distance square to the fixed point E
[∥∥x(k) − x∞∥∥2] can be bounded as a sum of two terms:
i) A bias term that depends on the initialization and decays with a linear rate ρ2(α) where
ρ(α) = max
{|1− αµ| , ∣∣λWN − αL∣∣} . (ii) A variance term that scales linearly with the noise
level σ2 providing a bound on the asymptotic variance lim supk→∞ E
[∥∥x(k) − x∞∥∥2] and
hence the robustness level J∞. When there is no noise (when σ = 0), the variance term
is zero, and we obtain a linear convergence rate for the (deterministic) DG algorithm with
rate ρ2(α). This improves the previously best known convergence rate ρ2δ for DG obtained
in (Yuan et al., 2016), where ρ2δ := 1− αµLµ+L +αδ−α2δ µLµ+L , which can get arbitrarily close to
1− αµLµ+L , see Theorem 7 in (Yuan et al., 2016). We also note that the convergence rate and
robustness we provide in Theorem 1 is tight for D-SG in the sense that they are attained
for some quadratic choices of the objective (see Remark 16 in the Appendix C).
For proving Theorem 1, we exploit the above-mentioned fact that running D-SG on the
objective F is equivalent to running (non-distributed SG) on the modified objective FW,α
and we build on the existing results for non-distributed stochastic gradient (Aybat et al.,
2018, Prop. 4.3); the proof is given in the appendix.
Theorem 1 Consider running D-SG method with stepsize α ∈ (0, 1+λWNL ). Then, for every
k ≥ 0,
E
[∥∥∥x(k) − x∞∥∥∥2] ≤ ρ(α)2k ∥∥∥x(0) − x∞∥∥∥2 + 1− ρ(α)2k
1− ρ(α)2 σ
2α2N, (23)
where ρ(α) = max
{|1− αµ| , ∣∣λWN − αL∣∣} ∈ [0, 1). As a result, the robustness of the D-SG
method satisfies
J∞(α) ≤ α
2
1− ρ(α)2 .
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We recall that the penalized objective FW,α depends on the network and the stepsize.
The fixed point x∞ is the minimum of the penalized objective FW,α. In general, the differ-
ence ‖x(∞) − x∗‖ is not zero and it depends on the network structure and the stepsize α.
We call this term the “network effect”; it can be controlled by the the inequality (8). The
following corollary is obtained by a direct application of the inequality (8) to Theorem 1.
Corollary 2 Consider running D-SG method with stepsize α ∈ (0, 1+λWNµ+L ). Then, for every
k ≥ 0,
E
[∥∥∥x(k) − x∞∥∥∥2] ≤ (1− αµ)2k ∥∥∥x(0) − x∞∥∥∥2 + ασ2N 1− (1− αµ)2k
µ(2− αµ) , (24)
which implies that the robustness of the D-SG method satisfies
J∞(α) ≤ α
µ(2− αµ) .
In addition, if α ≤ 1L+µ , we have
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ 2(1− αµ)2k ∥∥∥x(0) − x∞∥∥∥2 + 2ασ2N 1− (1− αµ)2k
µ(2− αµ) +
2α2C21N
(1− γ)2 , (25)
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ 2(1− αµ)2k
N
∥∥∥x(0) − x∞∥∥∥2 + 2ασ2 1− (1− αµ)2k
µ(2− αµ) +
2α2C21
(1− γ)2 .
where C1, γ are given in (8).
2.3.3 Analysis of Distributed Accelerated Stochastic Gradient
Throughout this section, we state the results under the following assumption.
Assumption 2 We assume all eigenvalues of W are positive, i.e., we assume that λWN > 0.
We note that Assumption 2 is not restrictive in the sense that even if the weight matrix
W does not satisfy this assumption, we can still apply the results in our paper by considering
the modified weight matrix Wτ :=
τ
τ+1I +
1
τ+1W for τ > 1 instead of W . Because, we have
λWτN >
τ−1
τ+1 > 0 for τ > 1 and therefore Wτ satisfies Assumption 2.
The following result extends Aybat et al. (2018) from non-distributed ASG to D-ASG.
Theorem 3 Assume there exist ρ ∈ (0, 1) and a positive semi-definite 2× 2 matrix P˜ such
that
ρ2X˜1 + (1− ρ2)X˜2 
[
A˜TdasgP˜ A˜dasg − ρ2P˜ A˜TdasgP˜ B˜dasg
B˜TdasgP˜ A˜dasg B˜
T
dasgP˜ B˜dasg
]
, (26)
where A˜dasg, B˜dasg and C˜dasg are defined in (21) and
X˜1 :=

β2µ
2
−β2µ
2
−β
2
−β2µ
2
β2µ
2
β
2
−β
2
β
2
α(1+λWN −Lα)
2
 , X˜2 :=

(1+β)2µ
2
−β(1+β)µ
2
−(1+β)
2−β(1+β)µ
2
β2µ
2
β
2
−(1+β)
2
β
2
α(1+λWN −Lα)
2
 .
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Let P = P˜ ⊗ INd. Then, for every k ≥ 0,
E
[∥∥∥x(k) − x∞∥∥∥2] ≤ ρ2k 2VP,α,1(ξ0)
µ
+
1
1− ρ2
2α2σ2N
µ
(
P˜11 +
1− λWN + αL
2α
)
. (27)
Therefore, the robustness of D-ASG iterations defined in (13) satisfies
J∞ ≤ 2α
2
µ(1− ρ2)
(
P˜11 +
1− λWN + αL
2α
)
.
In addition, if α ≤ 1L+µ , we have
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ 4ρ2kVP,α,1(ξ0)
µ
+
1
1− ρ2
4α2σ2N
µ
(
P˜11 +
1− λWN + αL
2α
)
+
2α2C21N
(1− γ)2 ,
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ 4ρ2k
N
VP,α,1(ξ0)
µ
+
1
1− ρ2
4α2σ2
µ
(
P˜11 +
1− λWN + αL
2α
)
+
2α2C21
(1− γ)2 ,
where C1, γ are given in (8).
The results in Theorem 3 are stated in terms of a 2× 2 matrix P˜ which solves the 3× 3
matrix inequality (26). For any fixed α, β and ρ; this is a linear matrix inequality (LMI).
Therefore, we can compute P˜ numerically by varying α, β and ρ on a grid and then solving
the resulting LMIs with a software such as CVX (Grant et al. (2008)) (see also Lessard
et al. (2016) for a similar approach). However, in the next result, we obtain some explicit
performance bounds in the special case when β =
1−√αµ
1+
√
αµ ; this choice of β is motivated by
the fact that it is a common choice in the non-distributed and noiseless setting.5 The proof
is deferred to the appendix; it is based on the fact that when β =
1−√αµ
1+
√
αµ , ρ = 1−
√
αµ and
α ∈ (0, λWNL ]; P˜ = S˜α is an explicit solution to the matrix inequality (26) where
S˜α :=
 12α −1−√αµ2α
−1−
√
αµ
2α −
(
1−√αµ
2α
)2
 = uuT where u :=
 1√2α√
µ
2 −
√
1
2α
 .
Then, plugging in P˜ = S˜α in Theorem 3 and in the bound (3), we obtain performance
guarantees in terms of the Lyapunov function VSα,α,1. To simplify the notation in this case,
with slight abuse of notation, we let
VS,α(ξ) := VSα,α,1(ξ) = ξ
TSαξ + FW,α(Tξ + x∞)− FW,α(x∞). (28)
We have the following explicit performance bounds on the convergence and the robustness
of D-ASG.
Theorem 4 Consider running D-ASG method with α ∈ (0, λWNL ] and β =
1−√αµ
1+
√
αµ . Then,
for any k ≥ 0, we have
E
[∥∥∥x(k) − x∞∥∥∥2] ≤ 2 (1−√αµ)k VS,α (ξ0)
µ
+
σ2N
√
α
µ
√
µ
(
2− λWN + αL
)
. (29)
5. Furthermore it can be shown that it gives the fastest rate for quadratic objectives in the non-distributed
case when there is no noise (Aybat et al. (2019)).
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Therefore, the robustness measure (defined in (13)) satisfies
J∞(α) ≤
√
α
µ
√
µ
(
2− λWN + αL
)
.
In addition, if α ≤ 1L+µ , we have
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ 4 (1−√αµ)k VS,α (ξ0)
µ
+
2σ2N
√
α
µ
√
µ
(
2− λWN + αL
)
+
2C21Nα
2
(1− γ)2 , (30)
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ 4 (1−√αµ)k
N
VS,α (ξ0)
µ
+
2σ2
√
α
µ
√
µ
(
2− λWN + αL
)
+
2C21α
2
(1− γ)2 , (31)
where C1, γ are given in (8).
Constants in Theorem 4. λWN and γ can typically be estimated with a distributed
algorithm; for instance when W = I − L (see e.g. Tran and Kibangou (2014)). For
regularized problems of the form fi(x) = f˜i(x) +
λ
2‖x‖2 with f˜i convex, the parameter µ
of strong convexity can be taken as the regularization parameter λ and therefore is known.
The Lipschitz constant L can be estimated with a line search similar to Beck and Teboulle
(2009); Schmidt et al. (2015). The constant C1 depends on L, µ and σ explicitly.
Robustness of D-SG vs D-ASG. We derived in Theorem 1 that for D-SG, for small
stepsize α, the rate of convergence is 1 − αµ while J∞(α) ≤ αµ(2−αµ) , and in Theorem 4
that for D-ASG, for small stepsize α and β =
1−√αµ
1+
√
αµ , the rate of convergence is 1 −
√
αµ,
while J∞(α) ≤
√
α
µ
√
µ(2 − λWN + αL) = O
( √α
µ
√
µ
)
. Hence, for a fixed α, D-ASG converges
faster than D-SG, but is less robust and more sensitive to noise for the same stepsize that
is small enough, and this suggests that there is a trade-off between convergence rate and
robustness. Next, we discuss how one can trade between convergence rate and robustness
in a more systematic manner.
Trading off convergence rate with the robustness and the network term.
Equation (30) shows that large stepsize leads to faster rate 1−√αµ, but the variance term
(that is proportional to robustness J∞) and the network term in our bounds get larger.
Consider minimizing the sum of variance and network terms there, subject to a constraint
on the rate:
min Jtot(α) :=
2σ2Nα
µ
√
αµ
(
2− λWN + αL
)
+
2C21Nα
2
(1− γ)2 , (32)
subject to 0 ≤ α ≤ α¯, 1−√αµ ≤ ρ∗(1 + δ),
where α¯ := min
(λWN
L ,
1
L+µ
)
and ρ∗ := 1 − √α¯µ is the best rate we can certify with (30)
and δ ∈ [0, 1ρ∗ − 1] is the percentage of the best achievable rate we would like to trade
with robustness and network effects. The constraints specify an interval for the stepsize to
lie in, and the objective Jtot can be optimized in this interval explicitly by calculating the
first-order conditions. By letting z :=
√
α, it can be checked that the optimization problem
14
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Figure 1: The scheme of the Distributed Multistage ASG (D-MASG) method
(32) is equivalent to
min
z≥0
G(z) :=
2σ2N
µ
√
µ
z
(
2− λWN + z2L
)
+
2C21
(1− γ)2 z
4,
subject to
√
α¯ ≥ z ≥ 1− ρ∗(1 + δ)√
µ
.
We also have
G′(z) =
2σ2N
µ
√
µ
(
2− λWN
)
+
6σ2N
µ
√
µ
Lz2 +
8C21
(1− γ)2 z
3 > 0,
for any z > 0 and hence G(z) is strictly increasing. Therefore, the solution of the minimiza-
tion problem is z∗ = 1−ρ∗(1+δ)√µ , and the optimal stepsize is α
∗ = (1−ρ∗(1+δ))
2
µ . This choice of
stepsize will lead to the tightest performance bounds in our analysis for the same rate and
provides some guidance about how the stepsize can be chosen.
2.4 Quadratic Objectives
Our study so far has been focused on strongly convex objectives. In the Appendix, we
analyze the special case of strongly convex quadratic objectives when fi is quadratic at
every node i. Note that, in this case F (x) is also quadratic. We obtain tight results in
terms of rate and robustness that improve upon current results. In particular, we obtain
the same convergence rate ρ(α)2 = (1−αµ)2 for D-SG method but better convergence rate
ρ2dasg = (1−
√
αµ)2 for D-ASG method (instead of ρ2dasg = 1−
√
αµ for the strongly-convex
setting). We also obtain explicit formulas for the robustness measure J∞ for quadratic
objectives for both D-SG and D-ASG (instead of upper bounds for the strongly-convex
setting) under an additional assumption on the structure of the noise.
3. An Exact Multistage Distributed Method
In the previous sections, we mainly focused on the D-SG and D-ASG methods with constant
step size and momentum parameters. For these algorithms, we studied the problem of tuning
their parameters so that the iterates converge to a neighborhood of x∗ that depends on the
stepsize α. In this section, however, our focus is to design a distributed exact algorithm
that uses time-varying stepsize and momentum parameters and converges to the optimum
x∗ when the number of iterations grows.
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We propose the Distributed Multistage ASG (D-MASG) method which is a distributed
version of M-ASG proposed in Aybat et al. (2019). As illustrated in Figure 1, D-MASG
consists of T stages where at each stage t ∈ {1, 2, . . . , T}, we run D-ASG with parameters
αt and βt =
1−√µαt
1+
√
µαt
for nt iterations where αt and nt will be chosen in a particular way.
These stages are stitched together using a momentum restart technique which means that
the first two iterates of every stage are equal to the last iterate of the previous stage. The
details of D-MASG are provided in Algorithm 1 where the iterate xt,m denotes the m-th
iterate of the t-th stage.
For any t ≤ T , let Lt denote the total number of iterations up to the end of stage t, i.e,
Lt :=
t∑
i=1
ki, (33)
with the convention that L0 := 0. Let x
(k) be the sequence that records all the inner
and outer iterations of the D-MASG algorithm, obtained by concatenating the sequences
{x(t,m)}ktm=1 for all stages t and inner iterates indexed by m. In other words, k is the counter
for the total number of stochastic gradient evaluations and for Lt−1 < k ≤ Lt, we have
x(k) = x(t,k−Lt−1). (34)
To characterize the convergence rate of D-MASG, we first analyze the evolution of iterates
Algorithm 1: Distributed Multistage Accelerated Stochastic Gradient Algorithm (D-
MASG)
Input : Initial iterate x(0), The sequence {αi}Ti=1 of stepsizes, The sequence {ki}Ti=1
of length of stages.
Set x(0,k0) = x(0);
for t = 1; t ≤ T ; t = t+ 1 do
Set x(t,−1) = x(t,0) = x(t−1,kt−1);
for m = 0; m ≤ kt − 1; m = m+ 1 do
Set βt =
1−√µαt
1+
√
µαt
;
Set y(t,m) = (1 + βt)x
(t,m) − βtx(t,m−1);
Set x(t,m+1) =Wy(t,m) − αt∇˜f
(
y(t,m)
)
end
end
over one single stage. To simplify our presentation, we define the scaled condition number
as
κ˜ :=
L+ µ
µλWN
=
κ+ 1
λWN
, (35)
where we assume for the rest of this section that Assumption 2 holds, i.e. λWN > 0.
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Theorem 5 Consider running D-ASG with initialization x(−1) = x(0) and parameters α ∈
(0, α¯] where α¯ = min
{
λWN
L ,
1
L+µ
}
and β =
1−√αµ
1+
√
αµ . Then, for any k ≥ 0,
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ 4 exp(−k√αµ) ∥∥∥x(0) − x∗∥∥∥2 + 6N ( √α
µ
√
µ
σ2 +
C21α
2
(1− γ)2
)
,
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ 4 exp(−k√αµ)
N
∥∥∥x(0) − x∗∥∥∥2 + 6( √α
µ
√
µ
σ2 +
C21α
2
(1− γ)2
)
,
where C1, γ are given in (8).
D-MASG with one stage is equivalent to running the D-ASG algorithm. Based on the
previous result, we immediately obtain the following corollary which provides performance
bounds for one-stage D-MASG.
Corollary 6 Given k, consider running D-MASG for one stage with k1 = k and α1 =
λWN
L+µ
(
p
√
κ˜ log k/k
)2
for some p ≥ 1, where κ˜ is given in (35). Then, for any
k ≥ p
√
κ˜max
{
2 log
(
p
√
κ˜
)
, e
}
,
we have
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ 4
kp
∥∥∥x(0) − x∗∥∥∥2 + 6Np log k
µ2k
(
σ2 +
C21 (p log k)
3
(1− γ)2k3
)
,
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ 4
Nkp
∥∥∥x(0) − x∗∥∥∥2 + 6p log k
µ2k
(
σ2 +
C21 (p log k)
3
(1− γ)2k3
)
,
where C1, γ are given in (8).
In the next theorem, we propose a particular way to choose the stepsize αt and the stage
length kt for every stage t ∈ [1, T ] and obtain performance guarantees for the distance to
the optimum after T stages. In our proposed approach, the length of stages is geometrically
increasing whereas the stepsize of each stage is chosen in a geometrically decaying manner.
The length of the first stage k1 can be an arbitrary positive integer and our performance
bounds depends on how it is chosen.
Theorem 7 Consider running D-MASG with the following parameters:
k1 ≥ 1, α1 = λ
W
N
L+ µ
, kt = 2
t
⌈
p
√
κ˜ log(2)
⌉
, αt =
λWN
22t(L+ µ)
,
with p ≥ 7. Then, for any t ≥ 0:
E
[∥∥∥x(Lt+1) − x∗∥∥∥2] ≤ 4
2(p−2)t
exp
(
− k1√
κ˜
)∥∥∥x(0) − x∗∥∥∥2 + 12Nσ2
2tµ2
√
κ˜
+
12N
24t
(
C1λ
W
N
L(1− γ)
)2
,
E
[∥∥∥x¯(Lt+1) − x∗∥∥∥2] ≤ 4
2(p−2)tN
exp
(
− k1√
κ˜
)∥∥∥x(0) − x∗∥∥∥2 + 12σ2
2tµ2
√
κ˜
+
12
24t
(
C1λ
W
N
L(1− γ)
)2
,
where C1, γ are given in (8) and κ˜ is given in (35).
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The previous result gives performance bounds for last iterate of every stage. Using this
result, we can also derive upper bounds for the error after k iterations as follows.
Theorem 8 Consider running D-MASG with the parameters given in Theorem 7. Then,
for any k > k1:
E
[∥∥∥x(k) − x∗∥∥∥2]
≤ O(1)
( 6p√κ˜
k − k1
)p−2
exp
(
− k1√
κ˜
)∥∥∥x(0) − x∗∥∥∥2 + Npσ2
µ2(k − k1) +
Np4C21 (1− γ)−2
µ2(k − k1)4
 ,
E
[∥∥∥x¯(k) − x∗∥∥∥2]
≤ O(1)
( 6p√κ˜
k − k1
)p−2 exp(− k1√
κ˜
)
N
∥∥∥x(0) − x∗∥∥∥2 + pσ2
µ2(k − k1) +
p4C21 (1− γ)−2
µ2(k − k1)4
 ,
where C1, γ are given in (8) and κ˜ is given in (35).
Note that Theorem 8 provides us with a degree of freedom in choosing k1. In the follow-
ing corollary we characterize two special cases. We omit the proof as it is a straightforward
consequence of Theorem 8.
Corollary 9 Consider running D-MASG with the parameters given in Theorem 7. In
particular, by choosing k1 = d(p− 2) log(6pκ˜)
√
κ˜e, we have
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ O(1)( 1
kp−2
∥∥∥x(0) − x∗∥∥∥2 + Npσ2
µ2k
+
Np4C21 (1− γ)−2
µ2k4
)
,
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ O(1)( 1
kp−2N
∥∥∥x(0) − x∗∥∥∥2 + pσ2
µ2k
+
p4C21 (1− γ)−2
µ2k4
)
,
for any k ≥ 2k1. Also, for a given number of iterations, k, by choosing p = 7 and k1 = d kC e
for some constant C ≥ 2, we have
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ O(1)(exp(− k
C
√
κ˜
)∥∥∥x(0) − x∗∥∥∥2 + Nσ2
µ2k
+
NC21 (1− γ)−2
µ2k4
)
,
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ O(1)
exp
(
− k
C
√
κ˜
)
N
∥∥∥x(0) − x∗∥∥∥2 + σ2
µ2k
+
C21 (1− γ)−2
µ2k4
 ,
for any k ≥ 2√κ˜.
Note that our results also provide bounds on the number of iterations required to find an
-solution, i.e. a point x¯ := 1N
∑N
i=1 x

i that satisfies E
[
‖x¯ − x∗‖2
]
≤  for a given  > 0.
This is obtained in the next corollary. We omit the proof as it follows directly from the
previous corollary; by bounding bias, variance, and network effect terms, each by /3.
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Corollary 10 Let  > 0 be an arbitrary positive number. Consider running D-MASG with
the parameters given in Theorem 7. Assume choosing p = 7 and k1 = d
√
κ˜ log
(
∆
N
)e where
∆ is the optimality gap, an upper bound on the initial error, i.e., ∆ ≥ ∥∥x(0) − x∗∥∥2. Then,
D-MASG leads to an -close solution x¯ after at most
O(1)
(√
κ˜ log
(
∆
N
)
+
σ2
µ2
+
√
C1(1− γ)−1√
µ 4
√

)
(36)
iterations.
4. Numerical Results
In this section, we conduct several experiments to validate our theory and assess the perfor-
mance of D-SG and D-ASG. We consider a (regularized) logistic regression problem which
is a common formulation to solve binary classification tasks:
min
x∈Rd
1
n
n∑
i=1
log
(
1 + exp
(
−yiX>i x
))
+ λ‖x‖22, (37)
where (Xi, yi) denotes a data pair: Xi ∈ Rd is the feature vector and yi ∈ {−1, 1} denotes
the label, and n denotes the number of data pairs.
In all our experiments, we assume that each computation node has access to a subset
of all data points, and the noisy gradient in (6) and (12) basically becomes the stochastic
gradient that is computed on a random sub-sample of the data. More precisely, we will
assume that at each iteration, each computation node will draw a random sub-sample from
the data points that it has access to, and compute the stochastic gradient by using this
subsample. The size of the subsample will be determined by a single parameter b ∈ (0, 1],
which determines the ratio of the number of elements contained in the subsample to the
total number of data points that are accessible to that node. For instance, if all the data
points are evenly distributed to the nodes, i.e. each node has access to n/N number of
distinct data points, the size of the data sub-sample that will be used for computing the
stochastic gradients is determined as (bn)/N . If b = 1, the node will use all of its data
points to compute the gradient, hence the variance of the gradient noise σ2 will vanish.
Similarly, a small b 1 will result in a large σ2.
In the sequel, we first conduct experiments on a synthetic problem, which provides us
a more sterilized environment where we have a direct control on the problem. Then, we
conduct experiments on two binary classification datasets, where we implement the proposed
algorithms and the competitors in C++ and run them on a real distributed environment.
We will consider three different network architectures: (i) Connected: the network nodes can
communicate with all the other nodes in the network, (ii) Circular: the network notes are
only allowed to communicate with their ‘right’ and ‘left’ neighbors, and (iii) Disconnected:
the network nodes are not allowed to communicate. These architectures are visualized in
Figure 2. We note that we replicate each experiment 5 times and we report the average
results.
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(a) Fully connected (b) Circular (c) Disconnected
Figure 2: Illustration of the network architectures.
(a) Step-size (b) Network architecture (c) Minibatch size
Figure 3: Synthetic data experiments on D-SG.
4.1 Synthetic data experiments
In this section, we present our experiments on a synthetic logistic regression problem, where
our main goal is to validate Theorems 1 and 3 on the logistic regression task. In this set
of experiments, we first generate synthetic data by simulating the following probabilistic
model:
x0 ∼ N (0, I), Xi ∼ N
(
0, σ2XI
)
, yi|Xi, x0 ∼ δ
(
yi − sign
(
X>i x0
))
,
where x0 denotes the data generating parameter and δ denotes the Dirac delta function
to represent deterministic relations as a degenerate probability model. Once the set of
pairs (Xi, yi)
n
i=1 are generated, our goal becomes solving an `2-regularized logistic regression
problem defined in (37). In this set of experiments, we simulate the distributed environment
in MATLAB and we provide our implementation in the supplementary material. Unless
stated otherwise, we first generate n = 1000 data points, set the dimension d = 100, data
variance σ2X = 5, λ = 0.05, the number of nodes N = 10, the batch proportion b = 0.1, and
we consider the circular network architecture.
Figure 3 illustrates the results for D-SG. In Figure 3(a), we investigate the convergence
behavior of D-SG for varying step-size α. The results clearly demonstrate the trade off
between the convergence rate and the asymptotic variance: for larger α the algorithm
attains a faster convergence rate but the resulting asymptotic variance becomes larger, as
indicated by Theorem 1.
In the next experiment, we investigate the performance of D-SG for varying network
architectures. As illustrated in Figure 3(b), the results are intuitive and supports our
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(a) Step-size (b) Network architecture (c) Minibatch size
Figure 4: Synthetic data experiments on D-ASG.
theory. We observe that the disconnected graph non-surprisingly has the largest asymptotic
variance and the performance of the connected network is better than the circular network.
These results are in line with Theorem 1 in terms of the dependency on λWN : the connected
network has larger λWN (≈ 0.01) than the one of the circular network (≈ 0.001). On the
other hand, the disconnected network does not fit in our theoretical framework but is shown
for illustration.
In our third experiment, we investigate the effect of the noise variance σ2 by altering
the batch proportion b. As shown in Figure 3(c), decreasing the batch size results in an
increased asymptotic variance. This behavior is also correctly captured by Theorem 1:
decreasing b increases the noise variance σ2 and hence the second term in (25) dominates
for large number of iterations.
In our next set of experiments, we replicate the previous three experiments by replacing
D-SG with D-ASG. Figure 4 illustrates the results. We observe a similar outcome to the
ones of the previous set of experiments. Figure 4(a) verifies that the step-size determines
the trade off between the convergence rate and the asymptotic variance as suggested by
Theorem 3. Figure 4(b) illustrates the behavior of the algorithm under different network
settings. We again observe that the disconnected network is performing worse than the
other network architectures as expected; however, as opposed to Figure 3(b), there is no
significant difference between the circular and the connected networks. This result suggests
that the usage of the momentum in D-ASG compensates the additional difficulty introduced
by the sparsely connected network architecture. In our last synthetic data experiment, we
investigate the behavior of D-ASG for varying gradient noise variance. As illustrated in
Figure 4(c), the asymptotic error increases with the decreasing batch proportion b. More
importantly, compared to D-SG, the increase in the asymptotic variance turns out to be
significantly larger for D-ASG, which illustrates that D-ASG is less robust to the gradi-
ent noise. This observation also supports our theory (cf. the remark about robustness in
Section 2.3.3).
4.2 Real data experiments
In this section, we consider a real-data setting, where we evaluate the algorithms on a real
distributed environment. We consider the same logistic regression problem on two binary
classification datasets and compare the performance of D-SG and D-ASG with their natural
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(a) D-SG (b) D-ASG
Figure 5: Evaluation of D-SG and D-ASG on MNIST and a real distributed environment
with N = 10 interconnected computers.
competitors, namely distributed dual averaging (D-DA) (Duchi et al., 2012), distributed
stochastic gradient tracking (D-SGT) (Pu and Nedic´, 2018), and distributed communication
sliding (D-CS) (Lan et al., 2017). Among these algorithms D-CS is an exact algorithm,
similar to D-MASG. As datasets, we use the MNIST, and the Epsilon datasets. The MNIST
dataset contains 70K binary images (of size d = 20×20) corresponding to 10 different digits6.
To obtain a binary classification problem, we extract the images corresponding to the digits
0 and 8, where we end up with n = 11774 images in total. On the other hand, the Epsilon
dataset is one of the standard binary classification datasets7 and contains n = 400K samples
with d = 2000.
We have implemented all the algorithms in C++ by using a low-level message passing
protocol for parallel processing, namely the OpenMPI library8. In order to have a realistic
experimental environment, we have conducted these experiments on a cluster interconnected
computers, each of which is equipped with different quality CPUs and memories. We set
b = 0.1 unless stated otherwise.
In the first experiment, similar to the previous section, we monitor the behavior of D-
SG and D-ASG with varying step-sizes and batch proportions in order to affirm that our
theoretical results also hold in the real problem setting. Figure 5 illustrates the results.
We observe that, even under the real data/distributed environment setting the algorithms
exhibit the same behavior. The trade off between the convergence rate and the asymptotic
variance is still present and D-ASG is significantly less robust to the stochastic gradient
noise.
In our next experiment, we compare the performances of the inexact algorithms, namely
D-SG and D-ASG with D-DA and D-SGT on the two datasets. The results are illustrated
in Figure 6(a)-(b). In all settings, we observe that the performance of D-SG and D-DA are
very similar, whereas the variance reduction step improves the performance of D-SGT over
these two algorithms. The results show that D-ASG outperforms all these three algorithms
and illustrate the acceleration brought by the use of momentum.
We then proceed to comparing the exact algorithms D-MASG and D-CS. We note
that the D-CS algorithm has two levels of nested iterations: an outer iteration and an
6. http://yann.lecun.com/exdb/mnist
7. https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
8. https://www.open-mpi.org
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(a) MNIST (b) Epsilon (c) MNIST (d) Epsilon
Figure 6: (a)-(b) Comparison of D-SG and D-ASG with D-DA and D-SGT on the two
datasets. (c)-(d) Comparison of D-MASG and D-CS on the two datasets.
(a) MNIST b=0.5 (b) Epsilon b=0.1 (c) MNIST D-SG (d) MNIST D-ASG
Figure 7: Investigation of the computational requirements.
inner iteration. At each outer iteration the algorithm makes the nodes communicate two
times, whereas the actual optimization is done in the inner iteration and the number of
inner iterations can be varied depending on the communication cost: if the communication
cost is high, the number of inner iterations should be high as well in order to make the
communications less often. In order to make the wall-clock-time comparison between D-
CS and D-MASG fairer, we set the number of inner iterations to 2, since D-MASG has
only one round of communications at every iteration. We also note that the computational
requirements of each inner iteration of D-CS are significantly higher than the one of D-
MASG.
We first investigated the performance of D-CS and D-MASG under the circular net-
work setting. As opposed to the previous experiments, we did not observe a significant
performance improvement over D-CS. We suspect that the Polyak-Ruppert-type averag-
ing of D-CS is providing some acceleration to D-CS. However, when we evaluate the two
algorithms under the connected network setting, we obtain improved results, which are
visualized in Figure 6 (c)-(d). The results show that, on the MNIST dataset D-MASG
provides a slight improvement over D-CS, whereas on the Epsilon dataset the difference
between the computational costs of D-CS and D-MASG become more prominent, which
yields a significant improvement over D-CS.
Next, we investigate the computational aspects of the aforementioned algorithms. In
Figures 7(a) and 7(b) we measure the average times that the algorithms spend in terms of
computation and communication per iteration. We observe that in both cases, the computa-
tion times of the algorithms is similar to each other. On the other hand, when the dimension
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of the problem is smaller (in the case of MNIST), the communication cost of D-SGT and
D-CS dominates the overall complexity9. However, when the dimension of the problem
increases (in the case of Epsilon), the computation time increases superlinearly with the
increasing dimension, which results in a similar proportion of computation/communication
for all the algorithms. Combined with the performance comparison results (e.g. Figure 6),
this experiment suggests that D-ASG achieves a good balance between computational com-
plexity and accuracy: while having similar computational complexity to D-SG and D-DA,
it is able to provide better performance than D-SGT and D-CS, which have larger compu-
tational costs.
In our final experiment, we investigate the behavior of D-SG and D-ASG on the in-
creasing number computation nodes N (while keeping all the other parameters unchanged).
Figures 7(c) and 7(d) show the results. We observe that, the convergence behavior im-
proves when we increase N from 4 to 5; however, further increasing N results in a degraded
performance, since the overall computation time is dominated by the communication cost,
a typical situation observed in synchronized distributed optimization (Kaya et al., 2019;
S¸ims¸ekli et al., 2018).
5. Conclusion
Stochastic gradient (SG) methods are workhorse algorithms in machine learning practice.
There is an increasing need to run stochastic gradient methods in distributed environments,
either because the data is inherently distributed (for instance when collected by autonomous
units such as smart phones or sensors) and processing it in a non-distributed way is im-
practical for real-time decision making, or the data is non-distributed but due to its volume
distributing the data to multiple computational units become unavoidable for scalability
reasons. This motivates the study of the performance of SG methods on arbitrary net-
works where there the performance depends on the interplay between the bias, variance
and network effects. In this paper, we focused on distributed stochastic gradient (D-SG)
and its accelerated version (D-ASG) with constant and decaying stepsize. We provided a
number of convergence results for D-SG and D-ASG that improve the existing convergence
results. Our performance bounds captures the trade-offs in the bias, variance terms and
the network effects and are illustrated by our numerical experiments. We also proposed a
multi-stage variant of D-ASG with an optimal dependency to bias and variance terms. In
this work, we considered syncronous algorithms which require nodes to update their local
copies synchronously. As part of future work, it would be interesting to study momentum
acceleration in the context of asynchronous stochastic gradient algorithms where the nodes
can do updates without requiring synchronization between the nodes.
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Appendix A. Intermediate Results
Lemma 11 (Yuan et al., 2016, Corollary 9) Recall the definition of
x∞ =
[
(x∞1 )
T , (x∞2 )
T , · · · , (x∞N )T
]T
,
which is the unique fixed point of
(INd −W)x∞ + α∇F (x∞) = 0. (38)
If α ≤ min{1+λWNL , 1L+µ}, then
‖x∞i − x∗‖ ≤ C1
α
1− γ = O
(
α
1− γ
)
,
where x∗ is the solution to the optimization problem (1) and recall the defenitions of C1, f∗i ,
and γ:
C1 =
√√√√2L N∑
i=1
(fi (0)− f∗i ) ·
(
1 +
2(L+ µ)
µ
)
, f∗i = min
x∈Rd
fi(x), γ = max
{∣∣λW2 ∣∣ , ∣∣λWN ∣∣} .
(39)
Proof According to Corollary 9 in Yuan et al. (2016),
‖x∞i − x∗‖ ≤
c4√
1− c23
+
αD
1− γ ,
where
D :=
√√√√2L N∑
i=1
(fi (0)− f∗i ),
and
c4 := α
3/2
√
α+ δ−1
LD
1− γ , c3 :=
√
1− αc2 + αδ − α2δc2,
where
δ :=
c2
2(1− αc2) , c2 :=
µL
µ+ L
.
Hence, we can compute that
c4√
1− c23
=
√
2α
√
α+ δ−1LD√
c2(1− γ) =
√
2α
√
2(µ+L)
µL − α√
µL
µ+L
LD
1− γ
≤
√
2α
√
2(µ+L)
µL√
µL
µ+L
LD
1− γ =
2(µ+ L)
µ
αD
1− γ
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where the first equality follows from the fact that
1− c23 = αc2 + α2δc2 − αδ = αc2
(
1 + αδ − δ
c2
)
=
αc2
2
.
The proof is complete.
Lemma 12 Recall the definitions of x(k) and x¯(k) as
x(k) =
[(
x
(k)
1
)T
,
(
x
(k)
2
)T
, . . . ,
(
x
(k)
N
)T]T ∈ RNd,
x¯(k) =
1
N
N∑
i=1
x
(k)
i ∈ Rd.
(40)
Then, for any k ∈ N, we have
E
∥∥∥x¯(k) − x∗∥∥∥2 ≤ 1
N
E
∥∥∥x(k) − x∗∥∥∥2 ,
where x∗ is the solution to the optimization problem (1) and x∗ = [xT∗ , . . . , xT∗ ]T .
Proof Note that the function x 7→ ‖x− x∗‖2 is convex. Therefore, by Jensen’s inequality,
∥∥∥x¯(k) − x∗∥∥∥2 = ∥∥∥∥∥ 1N
N∑
i=1
x
(k)
i − x∗
∥∥∥∥∥
2
≤ 1
N
N∑
i
∥∥∥x(k)i − x∗∥∥∥2 = 1N ∥∥∥x(k) − x∗∥∥∥2 .
By taking the expectations, we obtain the desired result.
Appendix B. Proofs of Main Results in Section 2
B.1 Proofs of Main Results in Section 2.3.2
Before we proceed to the proof of Theorem 1, let us first state the following result from
Aybat et al. (2019) which is stated for Nesterov’s accelerated stochastic gradient method
but holds for stochastic gradient descent as well, as it is the special case of Nesterov’s
algorithm for β = 0.
Lemma 13 [Lemma B.1, Aybat et al. (2019)] Let P = p⊗ INd where p ≥ 0 and recall the
Lyapunov function VP (ξ) = ξ
>Pξ. Then we have
E[VP (ξk+1)]− ρ2E[VP (ξk)]
≤ E
[[
ξk
∇F (x(k))
]> [
A>PA− ρ2P A>PB
B>PA B>PB
] [
ξk
∇F (x(k))
]]
+Nσ2α2p.
(41)
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Now, we are ready to prove Theorem 1.
Proof [Proof of Theorem 1] First note that FW,α is µ-strongly convex and Lα-smooth where
Lα =
1−λWN
α + L.
Next, note that, as it is shown in Lessard et al. (2016), for every α ∈ (0, 2/Lα), which
is equivalent to α ∈ (0, (1 + λWN )/L), there exists p > 0 such that the following matrix
inequality holds with ρ(α) = max{|1− αµ|, |1− αLα|} = max{|1− αµ|, |λWN − αL|}:[
2µLαId −(µ+ Lα)Id
−(µ+ Lα)Id 2Id
]

[
A>PA− ρ(α)2P A>PB
B>PA B>PB
]
.
As a consequence, and by using Lemma 13, we have[
ξk
∇F (x(k))
]> [
2µLαId −(µ+ Lα)Id
−(µ+ Lα)Id 2Id
] [
ξk
∇F (x(k))
]
≥
[
ξk
∇F (x(k))
]> [
A>PA− ρ(α)2P A>PB
B>PA B>PB
] [
ξk
∇F (x(k))
]
≥ E[VP (ξk+1)]− ρ(α)2E[VP (ξk)]− σ2α2p.
(42)
Finally, note that, by using Theorem 2.1.12 in Nesterov (2004), we obtain[
ξk
∇F (x(k))
]> [
2µLαId −(µ+ Lα)Id
−(µ+ Lα)Id 2Id
] [
ξk
∇F (x(k))
]
≤ 0.
Plugging this in (42) and dividing both sides by p, implies
ρ(α)2E
[∥∥∥x(k) − x∞∥∥∥2]+Nσ2α2 ≥ E [∥∥∥x(k+1) − x∞∥∥∥2] . (43)
Finally, by iterating over k, we obtain
E
[∥∥∥x(k) − x∞∥∥∥2] ≤ ρ(α)2k ∥∥∥x(0) − x∞∥∥∥2 + α2σ2N 1− ρ(α)2k
1− ρ(α)2 .
We also achieve the bound on robustness using the definition of J∞(α):
J∞(α) =
1
σ2N
lim sup
k→∞
Var
(
x(k) − x∞
)
≤ 1
σ2N
lim sup
k→∞
E
[∥∥∥x(k) − x∞∥∥∥2] .
Proof [Proof of Corollary 2] Note that we have
∥∥x(k) − x∗∥∥2 ≤ 2 ∥∥x(k) − x∞∥∥2+2 ‖x∞ − x∗‖2,
and, for the case that α < 1L+µ , we also have ‖x∞ − x∗‖ ≤ αC1
√
N
(1−γ) from (8), which yields
that
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ 2ρ2k ∥∥∥x(0) − x∞∥∥∥2 + 2α2σ2N 1− ρ2k
1− ρ2 + 2
α2C21N
(1− γ)2 .
By Lemma 12, we get
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ 2ρ2k
N
∥∥∥x(0) − x∞∥∥∥2 + 2α2σ2 1− ρ2k
1− ρ2 + 2
α2C21
(1− γ)2 .
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B.2 Proofs of Main Results in Section 2.3.3
Before we proceed to the proof of Theorem 3, let us state the following result from Aybat
et al. (2019).
Lemma 14 (Lemma 2.2, Aybat et al. (2019)) Consider to ASG iterates to minimize
the function FW,α in (14). Assume there exist ρ ∈ (0, 1) and a positive semi-definite 2× 2
matrix P˜ such that
ρ2X˜1 + (1− ρ2)X˜2 
[
A˜TdasgP˜ A˜dasg − ρ2P˜ A˜TdasgP˜ B˜dasg
B˜TdasgP˜ A˜dasg B˜
T
dasgP˜ B˜dasg
]
,
where
X˜1 :=

β2µ
2
−β2µ
2
−β
2
−β2µ
2
β2µ
2
β
2−β
2
β
2
α(2−Lαα)
2
 , X˜2 :=

(1+β)2µ
2
−β(1+β)µ
2
−(1+β)
2−β(1+β)µ
2
β2µ
2
β
2−(1+β)
2
β
2
α(2−Lαα)
2
 .
Let P = P˜ ⊗ INd. Then, for every k ≥ 0,
E[VP,α,1(ξk)] ≤ ρ2E[VP,α,1(ξk−1)] + α2σ2N
(
P˜11 +
Lα
2
)
.
Now, we are ready to prove Theorem 3.
Proof [Proof of Theorem 3] First recall that FW,α is µ-strongly convex and Lα-smooth
where Lα =
1−λWN
α + L.
Next, Lemma 14 implies that
E [VP,α,1(ξk)] ≤ ρ2kVP,α,1(ξ0) + 1
1− ρ2α
2σ2N
(
P˜11 +
Lα
2
)
.
By the µ-strong convexity of FW,α and the fact that ∇FW,α(x∞) = 0 , we have∥∥∥x(k) − x∞∥∥∥2 ≤ 2
µ
[
FW,α
(
x(k)
)
− FW,α (x∞)
]
≤ 2VP,α,1(ξk)
µ
.
Also, by the definition of J∞(α),
J∞(α) =
1
σ2N
lim sup
k→∞
Var
(
x(k) − x∞
)
≤ 1
σ2N
lim sup
k→∞
E
[∥∥∥x(k) − x∞∥∥∥2] .
Finally, if α ≤ 1L+µ , we have∥∥∥x(k) − x∗∥∥∥2 ≤ 2 ∥∥∥x(k) − x∞∥∥∥2 + 2 ‖x∞ − x∗‖2 ,
and ‖x∞ − x∗‖ ≤ αC1
√
N
(1−γ) from (8). Also, by the proof of Lemma 12,∥∥∥x¯(k) − x∗∥∥∥2 ≤ 1
N
∥∥∥x(k) − x∗∥∥∥2 .
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The proof is complete.
Proof [Proof of Theorem 4] D-ASG reduces to the iterations (17) which are equivalent to
applying non-distributed ASG to minimize the function FW,α ∈ Sµ,Lα(RNd). Therefore,
applying (Aybat et al., 2018, Proposition 4.6) and (Aybat et al., 2018, Corollary 4.9) from
the literature for non-distributed ASG, we obtain
E [VS,α (ξk+1)] ≤ (1−√αµ)EVS,α (ξk) + σ
2Nα
2
(1 + αLα) , (44)
which yields
E [VS,α (ξk)] ≤ (1−√αµ)k VS,α (ξ0) + σ
2Nα
2
√
αµ
(1 + αLα) ,
provided that α ∈ (0, 1Lα ] where Lα =
1−λWN
α + L is the smoothness constant of FW,α. It
can be checked that if α ∈ (0, λWNL ] then, the condition α ∈ (0, 1Lα ] is satisfied. Plugging the
value of Lα into (44) proves
E [VS,α (ξk)] ≤ (1−√αµ)k VS,α (ξ0) + σ
2N
√
α
2
√
µ
(
2− λWN + αL
)
, (45)
for any k ≥ 0.
By the µ-strong convexity of FW,α and the fact that ∇FW,α(x∞) = 0 , we have∥∥∥x(k) − x∞∥∥∥2 ≤ 2
µ
[
FW,α
(
x(k)
)
− FW,α (x∞)
]
.
Therefore, (45) implies (29). Furthermore, (30) follows applying from (8) and (29), and
(31) follows applying Lemma 12. Finally, by the definition of J∞(α),
J∞(α) =
1
σ2N
lim sup
k→∞
Var
(
x(k) − x∞
)
≤ 1
σ2N
lim sup
k→∞
E
[∥∥∥x(k) − x∞∥∥∥2] .
The proof is complete.
Appendix C. Quadratic Objectives
In this section, we analyze the special case when fi is quadratic at every node i under the
same Assumption 1 with the main text. We assume
fi(x) =
1
2
xTQix− pTi x+ ri,
where Qi is an d × d symmetric positive definite matrix, pi ∈ Rd and ri ∈ R for i =
1, 2, . . . , N . In this special case, the optimum to the (1) is explicitly given by
x∗ =
(
N∑
i=1
Qi
)−1 N∑
i=1
pi.
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Furthermore, the function F defined as F (x) := F (x1, . . . , xN ) :=
1
N
∑N
i=1 fi(xi) is also a
quadratic function of the form
F (x) =
1
2
xTQx− pTx+ r, (46)
where Q = diag({Qi}Ni=1) is an Nd×Nd symmetric positive definite matrix:
Q :=

Q1 0d . . . 0d
0d Q2
. . . 0d
...
. . .
. . . 0d
0d . . . 0d QN
 , (47)
and
p :=
[
pT1 p
T
2 . . . p
T
N
]T ∈ RNd (48)
is a column vector and r =
∑N
i=1 r
i ∈ R is a scalar. Moreover, the gradient of F is given by
∇F (x) = Qx− p.
Throughout this section, and to simplify the derivations for quadratic functions, we focus
on the case of additive noise. More formally, we consider the following noise assumption for
this section:
Assumption 3 At iteration k, node i has access to ∇˜fi
(
x
(k)
i , w
(k)
i
)
which is an estimate
of ∇fi
(
x
(k)
i
)
and satisfies the conditions given in Assumption 1. In addition, we assume
this randomness is in the form of additive noise, i.e., ∇˜fi
(
x
(k)
i , w
(k)
i
)
= ∇fi
(
x
(k)
i
)
+w
(k)
i .
Also, similar to (3), we define the vector w(k) as:
w(k) =
[(
w
(k)
1
)T
,
(
w
(k)
2
)T
, . . . ,
(
w
(k)
N
)T]T ∈ RNd. (49)
C.1 Distributed stochastic gradient (D-SG)
The network-wide D-SG update (18) reduces to a linear recursion
x(k+1) = (W ⊗ Id)x(k) − α
[
Qx(k) + p
]
− αw(k+1),
where Q and p are defined in (47) and (48). Then, the network-wide update (18) reduces
to
ξk+1 = AQξk − αw(k+1),
where
AQ =W − αQ.
By the assumption that fi’s are µ-strongly convex with L-Lipschitz gradients, we have
µINd  Q  LINd. Since the stepsize α > 0, it is easy to see that
(λWN − αL)INd  AQ  (1− αµ)INd. (50)
The next result is on the spectral radius of AQ which is defined as the maximum of the
Euclidean norm of the eigenvalues of AQ.
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Theorem 15 For any stepsize α > 0,
ρ(AQ) = ‖W − αQ‖ = max
{|1− αµ| , ∣∣λWN − αL∣∣} . (51)
where ρ denotes the spectral radius of AQ. In particular, if α ∈ (0, 1+λ
W
N
L+µ ], then
ρ(AQ) = 1− αµ ∈ [0, 1).
Proof The equality (51) follows directly from (50). The second part, note that we have
1− αµ > λWN − αL as µ ≤ L and λWN < 1. Furthermore, for α > 0 small enough, it is easy
to see from (51) that ρ(AQ) = 1 − αµ = |1 − αµ|. The proof follows after checking that
1− αµ = |1− αµ| ≥ |λWN − αL| for α ∈ [0, 1+λ
W
N
L+µ ].
Remark 16 In the noiseless case (when σ = 0), we have
‖ξk‖ = ‖AQ‖k ‖ξ0‖ ,
provided that x(0) is chosen as an eigenvector corresponding to a largest singular value of
the AQ matrix. Therefore, by Theorem 15, this gives
‖ξk‖ = ρ(α)k ‖ξ0‖ ,
where ρ(α) is as in Theorem 1. This shows that the analysis of Theorem 1 is tight in the
sense that the convergence rate it provides for strongly convex objectives are attained for
quadratics for particular choices of the initialization ξ0 when σ = 0.
A consequence of Theorem 1 for strongly convex objectives is that for ρ(α) = ρ(AQ) < 1,
the robustness measure, or equivalently the variance of the iterates in the limit for the
quadratic objectives, satisfies the bound
J∞(α) =
1
σ2N
lim
k→∞
Var (ξk) =
1
σ2N
lim sup
k→∞
E
[∥∥∥x(k) − x∞∥∥∥2]
≤ 1
1− ρ(α)2α
2 =
α2
1−max{|1− αµ|, |λWN − αL|}2 .
If we assume more structure on the noise, we can get tighter bounds. Consider the following
assumption which says that the noise has a fixed covariance structure; this assumption is
clearly stronger than Assumption 3.
Assumption 4 The noise w
(k)
i are independent, identically distributed (i.i.d.) for every i
and k with zero mean and covariance matrix Σwi := E
[
w
(k)
i
(
w
(k)
i
)T]
= σ
2
d Id.
The next theorem shows that we can get a tighter explicit representation of the variance
of the iterates in terms of the eigenvalues of the iteration matrix AQ.
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Theorem 17 Under Assumption 3 and Assumption 4, if α ∈ (0, 1+λWNµ+L ], the D-SG iterates
given by (19) satisfy
lim
k→∞
Var (ξk) = α
2σ
2
d
Nd∑
i=1
1
1− µ2i
, (52)
where µi are eigenvalues of AQ =W − αQ, and hence the robustness measure is given by
J∞(α) = α2
1
Nd
Nd∑
i=1
1
1− µ2i
.
Proof Note that the matrix AQ is symmetric with real eigenvalues. Furthermore, by the
Theorem 15, we have |µi| ≤ ρ(AQ) < 1 for every i. Therefore, the quantity on the right-hand
side of (52) is well-defined. Define the covariance matrix
Σk = E
[
ξkξ
T
k
]
.
We have the recursion
Σk+1 = AQΣkA
T
Q + α
2Σw, (53)
where Σw = diag([Σwi ]
N
i=1) is the covariance matrix of the noise, which is equal to
σ2
d INd
by Assumption 4.
Let W = V DV T be an eigenvalue decomposition of W . Assume without loss of gen-
erality, that diagonal of D contains the eigenvalues in decreasing order, i.e. Dii = λ
W
i .
In this case, j-th column of V , say vj is an eigenvector corresponding to λ
W
j . Note that
the eigenvalues of W = W ⊗ Id are λWj each with multiplicity d and we can choose the
corresponding eigenvectors as vj ⊗ ei for j = 1, 2, . . . , N and i = 1, 2, . . . , d where ei is the
standard basis. In other words, we can write
W = VDVT , where D =

λW1 Id 0d . . . 0d
0d λ
W
2 Id
. . . 0d
...
. . .
. . .
...
0d . . . 0d λ
W
N Id

for some V. We will write the D-SG iterations (7) with respect to this basis. Let
Qˆ := VTQV, ξˆk := VT ξkV, Σˆk := VTΣkV.
For Σw = (σ
2/d)INd, we can write (53) as
Σˆk+1 = AQˆΣˆkA
T
Qˆ
+ α2(σ2/d)INd, (54)
where
AQˆ := D − αQˆ.
We obtain
lim
k→∞
Σˆk = α
2(σ2/d)
∞∑
k=0
A2k
Qˆ
= α2(σ2/d)
(
I −A2
Qˆ
)−1
,
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where µˆi are the eigenvalues of AQˆ. Therefore,
lim
k→∞
Var (ξk) = lim
k→∞
tr(Σk) = lim
k→∞
tr(Σˆk) = α
2(σ2/d)
Nd∑
i=1
1
1− µ2i
,
where µi are the eigenvalues of AQˆ or equivalently of AQ.
Next, for D-SG iterates, we provide bounds on E
[‖x(k) − x∞‖2] and E [‖x(k) − x∗‖2].
Theorem 18 Consider the D-SG iterates under Assumption 3 and Assumption 4. For
every k ∈ N,
E
[∥∥∥x(k) − x∞∥∥∥2] ≤ ρ2kdsg
(∥∥ξ0ξT0 ∥∥+ α2σ2N1− ρ2dsg
)
+ α2
σ2
d
Nd∑
i=1
1
1− µ2i
, (55)
where ρdsg := max1≤i≤Nd |µi|, where µi are eigenvalues of AQ.
In particular, if α ∈ (0, 1+λWNL+µ ], then
E
[∥∥∥x(k) − x∞∥∥∥2] ≤ (1− αµ)2k (∥∥ξ0ξT0 ∥∥+ α2σ2N1− (1− αµ)2
)
+ α2
σ2
d
Nd∑
i=1
1
1− µ2i
.
In addition, if we have α ∈ (0, 1L+µ ], then
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ (1− αµ)2k (2∥∥ξ0ξT0 ∥∥+ 2α2σ2N1− (1− αµ)2
)
+
2α2σ2
d
Nd∑
i=1
1
1− µ2i
+
2α2C21N
(1− γ)2 ,
(56)
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ (1− αµ)2k(2 ∥∥ξ0ξT0 ∥∥
N
+
2α2σ2
1− (1− αµ)2
)
+
2α2σ2
Nd
Nd∑
i=1
1
1− µ2i
+
2α2C21
(1− γ)2 .
(57)
Proof We recall that with ξk = x
(k) − x∞,
ξk+1 = AQξk − αw(k+1),
and therefore, we get:
E
[
ξkξ
T
k
]
= AQE
[
ξk−1ξTk−1
]
(AQ)
T + α2
σ2
d
INd, (58)
Therefore,
X := E
[
ξ∞ξT∞
]
satisfies the discrete Lyapunov equation:
X = AQX(AQ)
T + α2
σ2
d
INd.
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By Theorem 17, we have
Tr(X) = α2
σ2
d
Nd∑
i=1
1
1− µ2i
.
Next by iterating equation (58) over k, we immediately obtain
E
[
ξkξ
T
k
]
= (AQ)
k ξ0ξ
T
0
(
(AQ)
T
)k
+
k−1∑
j=0
(AQ)
j α2
σ2
d
INd
(
(AQ)
T
)j
,
so that
E
[
ξkξ
T
k
]
= E
[
ξ∞ξT∞
]
+ (AQ)
k ξ0ξ
T
0
(
(AQ)
T
)k − ∞∑
j=k
(AQ)
j α2
σ2
d
INd
(
(AQ)
T
)j
,
which implies that
Tr
(
E
[
ξkξ
T
k
])
= Tr
(
E
[
ξ∞ξT∞
])
+ (AQ)
k ξ0ξ
T
0
(
(AQ)
T
)k
−
∞∑
j=k
(AQ)
j α2
σ2
d
INd
(
(AQ)
T
)j
≤ Tr(X) +
∥∥∥(AQ)k∥∥∥2 ∥∥ξ0ξT0 ∥∥+ ∞∑
j=k
∥∥(AQ)j∥∥2 α2σ2N
≤ Tr(X) + ρ2kdsg
∥∥ξ0ξT0 ∥∥+ α2σ2N ρ2kdsg1− ρ2dsg ,
where we used the estimate:∥∥∥AkQ∥∥∥ ≤ ‖V ‖2( max
1≤i≤Nd
|µi|
)k
=
(
max
1≤i≤Nd
|µi|
)k
= ρkdsg,
where we used the fact that AQ = W − αQ is symmetric with the decomposition AQ =
V diag
(
[µi]
Nd
i=1
)
V T , where µi are the eigenvalues of AQ and the fact that ‖V ‖ = 1 since V
is orthogonal. Note that ξk = x
(k) − x∞, this proves (55).
Finally, when α ∈ (0, 1+λWNL+µ ], by Theorem 15, we get
ρdsg = max
1≤i≤Nd
|µi| = 1− αµ.
Moreover, ∥∥∥x(k) − x∗∥∥∥2 ≤ 2 ∥∥∥x(k) − x∞∥∥∥2 + 2 ‖x∞ − x∗‖2 ,
and together with (8), it proves (56). By Lemma 12, (57) follows. The proof is complete.
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C.2 Distributed accelerated stochastic gradient (D-ASG)
First, let us recall that the network-wide update for D-ASG is given by
x(k+1) =Wy(k) − α
[
∇F
(
y(k)
)
+ w(k+1)
]
, (59)
y(k) = (1 + β)x(k) − βx(k−1), (60)
where F : RNd → R, is defined as F (y) := F (y1, . . . , yN ) =
∑N
i=1 fi(yi), and the noise
w(k+1) satisfies (5).
In the quadratic case, i.e. F is quadratic and defined in (46), we can re-write the D-ASG
iterates (59)-(60) as
ξk+1 = Adasg,Qξk +Bdasgw
(k+1), (61)
where
ξk :=
[(
x(k) − x∞
)T
,
(
x(k−1) − x∞
)T]T
,
and
Adasg,Q :=
[
(1 + β)(W − αQ) −β(W − αQ)
INd 0Nd
]
,
and Bdasg is defined in Section 2.3.1 and Q is given in (47). Next, we obtain the spectral
radius of Adasg,Q, that is the maximum of the Euclidean norm of the eigenvalues of Adasg,Q.
Theorem 19 Let µi, 1 ≤ i ≤ Nd, be the eigenvalues of W − αQ listed in non-increasing
order. We have
ρ(Adasg,Q) = max
1≤i≤Nd

∣∣∣∣∣∣
(1 + β)µi ±
√
(1 + β)2µ2i − 4βµi
2
∣∣∣∣∣∣
 .
Proof Consider the eigenvalue decomposition
W − αQ = V diag
(
[µi]
Nd
i=1
)
V T ,
where V is real orthogonal and the eigenvalues µi are listed in non-increasing order. Then
we can write
UTAdasg,QU = diag
(
T˜i
)
where U = diag(V, V )
is orthogonal and
T˜i =
[
(1 + β)µi −βµi
1 0
]
∈ R2×2, 1 ≤ i ≤ Nd.
Therefore, the eigenvalues of Adasg,Q coincide with the eigenvalues of T˜i which can be
computed explicitly as
(1+β)µi±
√
(1+β)2µ2i−4βµi
2 . This completes the proof.
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Remark 20 In the noiseless case (when σ = 0 and wk = 0), we have
‖ξk‖ =
∥∥∥Akdasg,Q∥∥∥ ‖ξ0‖ ,
provided that x(0) is chosen as an eigenvector corresponding to a largest singular value of
the Adasg,Q matrix. By Gelfand’s formula, then we have
ρ(Adasg,Q) = lim
k→∞
(‖ξk‖/‖ξ0‖)1/k .
Therefore, Theorem 19 gives an explicit characterization of the asymptotic convergence rate.
For ρ = ρ(Adasg,Q) < 1, it is clear from the iterations (61) that the second moments
E
[∥∥x(k) − x∞∥∥2] will stay bounded over k. In fact, a consequence of Theorem 3 for strongly
convex objectives is that, the variance of the iterates satisfies
lim sup
k→∞
E
[∥∥∥x(k) − x∞∥∥∥2] ≤ 1
1− ρ2α
2 2σ
2N
µ
(
P˜11 +
1− λWN + αL
2α
)
,
and hence the robustness measure satisfies
J∞(α) ≤ 1
1− ρ2α
2 2
µ
(
P˜11 +
1− λWN + αL
2α
)
.
The next theorem shows that we can get a tighter explicit representation of the variance
of the iterates in terms of the eigenvalues of the iteration matrix Adasg,Q.
Theorem 21 Assume that Assumption 3 and Assumption 4 hold. Let µi be the eigenvalues
of W − αQ. Then we have
lim
k→∞
Var
(
x(k) − x∞
)
=
σ2
d
Nd∑
i=1
α2(1 + βµi)
(1− µi)(1− βµi)(2 + 2β − (1− µi)(1 + 2β)) , (62)
and hence the robustness measure is given by
J∞(α) =
1
Nd
Nd∑
i=1
α2(1 + βµi)
(1− µi)(1− βµi)(2 + 2β − (1− µi)(1 + 2β)) .
Proof Let Ppi be the permutation matrix associated with the permutation pi over {1, 2, . . . , 2Nd}
that satisfies
pi(i) =
{
2i− 1 if 1 ≤ i ≤ Nd,
2(i−Nd) if Nd+ 1 ≤ i ≤ 2Nd.
Then, P−1pi = P Tpi = Ppi−1 . Therefore, the discrete Lyapunov equation becomes:(
PpiAQP
T
pi
)
Y
(
PpiA
T
QP
T
pi
)− Y + σ2
d
PpiBB
TP Tpi = 0,
where Y = PpiXP
T
pi .
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Similar as in the proof of Proposition 3.7. Aybat et al. (2018), we can solve for Y which
takes the block diagonal matrix form:
Y =

Y1 0Nd · · · 0Nd
0Nd Y2 · · · 0Nd
...
...
. . .
...
0Nd 0Nd · · · YNd
 ,
where Yi satisfies the equation
[
(1 + β)µi −βµi
1 0
]
Yi
[
(1 + β)µi 1
−βµi 0
]
− Yi + σ
2
d
[
α2 0
0 0
]
= 0.
We can explicitly solve for Yi and get
Yi =
σ2
d
[
α2(1+βµi)
(1−µi)(1−βµi)(2+2β−(1−µi)(1+2β))
α2(1+β)µi
(1−µi)(1−βµi)(2+2β−(1−µi)(1+2β))
α2(1+β)µi
(1−µi)(1−βµi)(2+2β−(1−µi)(1+2β))
α2(1+βµi)
(1−µi)(1−βµi)(2+2β−(1−µi)(1+2β))
]
.
Since ξk = [(x
(k) − x∞)T , (x(k−1) − x∞)T ]T , we have
lim
k→∞
Var
(
x(k) − x∞
)
= lim
k→∞
1
2
Var(ξk)
=
σ2
d
Nd∑
i=1
α2(1 + βµi)
(1− µi)(1− βµi)(2 + 2β − (1− µi)(1 + 2β)) .
Next, for D-ASG iterates, we provide bounds on E
[‖x(k) − x∞‖2] and E [‖x(k) − x∗‖2].
Theorem 22 Assume that Assumption 3 and Assumption 4 hold. Consider the D-ASG
iterates. For every k ∈ N,
E
[∥∥∥x(k) − x∞∥∥∥2] ≤ (Ck)2ρ2kdasg
(
‖ξ0ξT0 ‖+
α2σ2N
1− ρ2dasg
)
+
α2σ2
d
Nd∑
i=1
(1 + βµi)
(1− µi)(1− βµi)(2 + 2β − (1− µi)(1 + 2β)) . (63)
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In addition, if α ≤ 1L+µ , we have:
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ (Ck)2ρ2kdasg
(
2‖ξ0ξT0 ‖+
2α2σ2N
1− ρ2dasg
)
+ 2
α2C21N
(1− γ)2
+
α2σ2
d
Nd∑
i=1
(1 + βµi)
(1− µi)(1− βµi)(2 + 2β − (1− µi)(1 + 2β)) , (64)
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ (Ck)2ρ2kdasg
(
2‖ξ0ξT0 ‖
N
+
2α2σ2
1− ρ2dasg
)
+ 2
α2C21
(1− γ)2
+
α2σ2
Nd
Nd∑
i=1
(1 + βµi)
(1− µi)(1− βµi)(2 + 2β − (1− µi)(1 + 2β)) , (65)
where Ck, ρdasg are defined in Lemma 23 and µi are the eigenvalues of W − αQ.
In particular, when β =
1−√αµ
1+
√
αµ , λ
W
N > 0 and α ∈
(
0,min{ 1L+µ ,
λWN
L }
]
, we have
E
[∥∥∥x(k) − x∞∥∥∥2] ≤ (Ck)2(1−√αµ)2k (∥∥ξ0ξT0 ∥∥+ α2σ2N1− (1−√αµ)2
)
+
α2σ2
d
Nd∑
i=1
(1 +
√
αµ)(1 +
√
αµ+ (1−√αµ)µi)
(1− µi)(1 +√αµ− (1−√αµ)µi)(4− (1− µi)(3−√αµ)) ,
(66)
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ (Ck)2(1−√αµ)2k (2 ∥∥ξ0ξT0 ∥∥+ 2α2σ2N1− (1−√αµ)2
)
+ 2
α2C21N
(1− γ)2
+
α2σ2
d
Nd∑
i=1
(1 +
√
αµ)(1 +
√
αµ+ (1−√αµ)µi)
(1− µi)(1 +√αµ− (1−√αµ)µi)(4− (1− µi)(3−√αµ)) ,
(67)
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ (Ck)2(1−√αµ)2k
(
2
∥∥ξ0ξT0 ∥∥
N
+
2α2σ2
1− (1−√αµ)2
)
+ 2
α2C21
(1− γ)2
+
α2σ2
Nd
Nd∑
i=1
(1 +
√
αµ)(1 +
√
αµ+ (1−√αµ)µi)
(1− µi)(1 +√αµ− (1−√αµ)µi)(4− (1− µi)(3−√αµ)) ,
(68)
where µi are the eigenvalues of W − αQ and
Ck = max
{
2k − 1, max
i:0<µi<1−αµ
1 +
√
αµ+ (1−√αµ)µi
2
√
µi(1− αµ− µi)
}
.
Before we proceed to the proof of Theorem 22, let us first derive the following lemma
providing an upper bound on the norm of Akdasg,Q for every k ∈ N, which will be used later.
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Lemma 23 For any k ∈ N, ∥∥∥Akdasg,Q∥∥∥ ≤ Ckρkdasg,
where
Ck := max
{
2k − 1, max
i:γi,+ 6=γi,−
1 + max{|γi,+|, |γi,−|}2
|γi,+ − γi,−|
}
,
ρdasg := max
1≤i≤Nd
max{|γi,+|, |γi,−|},
where γi,± :=
(1+β)µi±
√
(1+β)2µ2i−4βµi
2 , and µi are the eigenvalues of AQ =W − αQ.
In particular, when β =
1−√αµ
1+
√
αµ , λ
W
N > 0 and α ∈ (0, λ
W
N
L ], we have ρdasg = 1−
√
αµ, and
Ck = max
{
2k − 1, max
i:0<µi<1−αµ
1 +
√
αµ+ (1−√αµ)µi
2
√
µi(1− αµ− µi)
}
.
Proof We recall from the proof of Theorem 19 that
W − αQ = V diag
(
[µi]
Nd
i=1
)
V T ,
where V is real orthogonal and the eigenvalues µi are listed in non-increasing order. Then
we can write
UTAdasg,QU = diag
(
T˜i
)
where U = diag(V, V )
is orthogonal and
T˜i =
[
(1 + β)µi −βµi
1 0
]
∈ R2×2, 1 ≤ i ≤ Nd.
Therefore, we have∥∥∥Akdasg,Q∥∥∥ ≤ ‖V ‖2 max
1≤i≤Nd
∥∥∥∥(T˜i)k∥∥∥∥ = max1≤i≤Nd
∥∥∥∥(T˜i)k∥∥∥∥ ,
where we used the fact that ‖V ‖ = 1 since V is orthogonal. The remainder of the proof is
devoted to provide an upper bound on max1≤i≤Nd ‖(T˜i)k‖.
Let γi,± :=
(1+β)µi±
√
(1+β)2µ2i−4βµi
2 be the eigenvalues of T˜i.
(i) If γi,+ 6= γi,−, then by the formula of k-th power of 2 × 2 matrix with distinct
eigenvalues (see e.g. Williams (1992)), we get
(
T˜i
)k
=
γki,+
γi,+ − γi,−
(
T˜i − γi,−I
)
+
γki,−
γi,− − γi,+
(
T˜i − γi,+I
)
.
This implies that
∥∥∥∥(T˜i)k∥∥∥∥ ≤ max
{∥∥∥T˜i − γi,−I∥∥∥ ,∥∥∥T˜i − γi,+I∥∥∥}
|γi,+ − γi,−| max {|γi,+|, |γi,−|}
k .
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We can compute that
T˜i − γi,−I =
[
γi,+ −γi,+γi,−
1 −γi,−
]
,
which implies that∥∥∥T˜i − γi,−I∥∥∥ ≤ ∥∥∥∥( γi,+1
)∥∥∥∥∥∥( 1 −γi,− )∥∥ ≤ 1 + max{|γi,+|, |γi,−|}2.
Similarly, we have∥∥∥T˜i − γi,+I∥∥∥ ≤ ∥∥∥∥( γi,−1
)∥∥∥∥∥∥( 1 −γi,+ )∥∥ ≤ 1 + max{|γi,+|, |γi,−|}2.
(ii) If γi,+ = γi,− =
(1+β)µi
2 , then by the formula for k-th power of 2×2 matrix with two
identical eigenvalues (see e.g. Williams (1992)), we get
(
T˜i
)k
=
(
(1 + β)µi
2
)k−1(
kT˜i − (k − 1)(1 + β)µi
2
I
)
,
so that ∥∥∥∥(T˜i)k∥∥∥∥ ≤ ((1 + β)|µi|2
)k−1(
k‖T˜i‖+ (k − 1)(1 + β)|µi|
2
)
.
Also notice that µi = 0, γi,+ = γi,− = 0 and T˜ ki = 0 for every k ≥ 2.
Hence, we get
max
1≤i≤Nd
∥∥∥∥(T˜i)k∥∥∥∥ ≤ Ck · ρkdasg,
where
Ck := max
{
k max
i:γi,+=γi,−,µi 6=0
2‖T˜i‖
(1 + β)|µi| + k − 1, maxi:γi,+ 6=γi,−
1 + max{|γi,+|, |γi,−|}2
|γi,+ − γi,−|
}
,
and
ρdasg = max
1≤i≤Nd
max{|γi,+|, |γi,−|}.
Moreover, when µi 6= 0, ∥∥∥T˜i∥∥∥ = max {|γi,−|, |γi,+|} = 1 + β
2
µi.
Hence
Ck := max
{
2k − 1, max
i:γi,+ 6=γi,−
1 + max{|γi,+|, |γi,−|}2
|γi,+ − γi,−|
}
.
Next, let us assume that β =
1−√αµ
1+
√
αµ , λ
W
N > 0 and α ∈ (0, λ
W
N
L ]. Therefore, we get
0 ≤ λWN − αL ≤ µi ≤ 1− αµ.
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When 0 < µi < 1− αµ, we claim that
∆i := (1 + β)
2µ2i − 4βµi < 0.
To see this, note that since µi > 0 it is equivalent to
µi <
4β
(1 + β)2
=
4
1−√αµ
1+
√
αµ
( 21+√αµ)
2
= 1− αµ.
Therefore, when 0 < µi < 1 − αµ, we have ∆i < 0 and both γi,+ and γi,− are complex
numbers. In this case,
|γi,−| = |γi,+| =
√
βµi,
and
max
i:γi,+ 6=γi,−
1 + max{|γi,+|, |γi,−|}2
|γi,+ − γi,−| = maxi:0<µi<1−αµ
1 + βµi√
−(1 + β)2µ2i + 4βµi
= max
i:0<µi<1−αµ
1 +
√
αµ+ (1−√αµ)µi
2
√
µi(1− αµ− µi)
.
Moreover, when 0 < µi < 1− αµ
|γi,+| = |γi,−| =
√
βµi ≤
√
1−√αµ
1 +
√
αµ
(1− αµ) = 1−√αµ.
Next, γi,− = γi,+ if and only if µi = 0 or µi = 1− αµ. When µi = 0, |γi,−| = |γi,+| = 0,
and when µi = 1− αµ,
|γi,−| = |γi,+| = (1 + β)µi
2
≤ 1
1 +
√
αµ
(1− αµ) = 1−√αµ.
Hence, we conclude that when β =
1−√αµ
1+
√
αµ , λ
W
N > 0 and α ∈ (0, λ
W
N
L ], we have ρdasg =
1−√αµ, and
Ck = max
{
2k − 1, max
i:0<µi<1−αµ
1 +
√
αµ+ (1−√αµ)µi
2
√
µi(1− αµ− µi)
}
.
The proof is complete.
Now, we are ready to prove Theorem 22.
Proof [Proof of Theorem 22] We recall that
ξk+1 = Adasg,Qξk +Bdasgw
(k+1),
and therefore, we get:
E
[
ξkξ
T
k
]
= Adasg,QE
[
ξk−1ξTk−1
]
(Adasg,Q)
T +
(
α2 σ
2
d INd 0Nd
0Nd 0Nd
)
, (69)
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Therefore,
Xdasg := E
[
ξ∞ξT∞
]
satisfies the discrete Lyapunov equation:
Xdasg = Adasg,QXdasg(Adasg,Q)
T +
(
α2 σ
2
d INd 0Nd
0Nd 0Nd
)
.
By Theorem 21 we have
Tr(Xdasg) =
σ2
d
Nd∑
i=1
α2(1 + βµi)
(1− µi)(1− βµi)(2 + 2β − (1− µi)(1 + 2β)) .
Next by iterating equation (69) over k, we immediately obtain
E
[
ξkξ
T
k
]
= (Adasg,Q)
k ξ0ξ
T
0
(
(Adasg,Q)
T
)k
+
k−1∑
j=0
(Adasg,Q)
j
(
α2 σ
2
d INd 0Nd
0Nd 0Nd
)(
(Adasg,Q)
T
)j
,
so that
E
[
ξkξ
T
k
]
= E
[
ξ∞ξT∞
]
+ (Adasg,Q)
k ξ0ξ
T
0
(
(Adasg,Q)
T
)k
−
∞∑
j=k
(Adasg,Q)
j
(
α2 σ
2
d INd 0Nd
0Nd 0Nd
)(
(Adasg,Q)
T
)j
,
which implies that
Tr
(
E
[
ξkξ
T
k
])
= Tr
(
E
[
ξ∞ξT∞
])
+ (Adasg,Q)
k ξ0ξ
T
0
(
(Adasg,Q)
T
)k
−
∞∑
j=k
(Adasg,Q)
j
(
α2 σ
2
d INd 0Nd
0Nd 0Nd
)(
(Adasg,Q)
T
)j
≤ Tr(Xdasg) +
∥∥∥(Adasg,Q)k∥∥∥2 ‖ξ0ξT0 ‖+ ∞∑
j=k
∥∥(Adasg,Q)j∥∥2 α2σ2N
≤ Tr(Xdasg) + (Ck)2(ρdasg)2k‖ξ0ξT0 ‖+ α2σ2N(Ck)2
(ρdasg)
2k
1− (ρdasg)2 ,
where we used the estimate from the proof of Lemma 23.
Note that ξk = x
(k) − x∞, this proves (63). Moreover,∥∥∥x(k) − x∗∥∥∥2 ≤ 2 ∥∥∥x(k) − x∞∥∥∥2 + 2 ‖x∞ − x∗‖2 ,
and together with (8), it proves (64). By Lemma 12, (65) follows.
Finally, when β =
1−√αµ
1+
√
αµ , λ
W
N > 0 and α ∈ (0, λ
W
N
L ], we have ρdasg = 1−
√
αµ, and∥∥∥Akdasg,Q∥∥∥ ≤ Ck · (1−√αµ)k,
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where
Ck = max
{
2k − 1, max
i:0<µi<1−αµ
1 +
√
αµ+ (1−√αµ)µi
2
√
µi(1− αµ− µi)
}
,
and by Theorem 21 with β =
1−√αµ
1+
√
αµ we have
Tr(Xdasg) =
σ2
d
Nd∑
i=1
α2(1 + βµi)
(1− µi)(1− βµi)(2 + 2β − (1− µi)(1 + 2β))
=
α2σ2
d
Nd∑
i=1
(1 +
√
αµ)(1 +
√
αµ+ (1−√αµ)µi)
(1− µi)(1 +√αµ− (1−√αµ)µi)(4− (1− µi)(3−√αµ)) .
The proof is complete.
Appendix D. Proofs of Main Results in Section 3
Proof [Proof of Theorem 5] Recall that, from Theorem 4, we have
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ 4 (1−√αµ)k VS,α (ξ0)
µ
+
2σ2Nα
µ
√
αµ
(
2− λWN + αL
)
+
2C21Nα
2
(1− γ)2 , (70)
and
E
[∥∥∥x¯(k) − x∗∥∥∥2] ≤ 4 (1−√αµ)k
N
VS,α (ξ0)
µ
+
2σ2α
µ
√
αµ
(
2− λWN + αL
)
+
2C21α
2
(1− γ)2 .
Next, note that, ξ0 =
[
(x(0))
>
, (x(0))
>]>
, and therefore,
VS,α (ξ0) = (ξ0 − ξ∞)> Sα (ξ0 − ξ∞)
=
∥∥∥x(0) − x∞∥∥∥2
 1
2α
+
(√
µ
2
−
√
1
2α
)2
+
√
2√
α
(√
µ
2
−
√
1
2α
)
=
µ
2
∥∥∥x(0) − x∞∥∥∥2
≤ µ
∥∥∥x(0) − x∗∥∥∥2 + µ ‖x∞ − x∗‖2
≤ µ
(∥∥∥x(0) − x∗∥∥∥2 + C21Nα2
(1− γ)2
)
,
where the last inequality follows from (8). Plugging this bound in (70) along with these
straightforward inequalities
1−√αµ ≤ exp(−√αµ), 2− λWN + αL ≤ 3, 2 + 4 (1−
√
αµ)k ≤ 6,
completes the proof.
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Proof [Proof of Corollary 6] First of all, notice that x 7→ log xx is decreasing for any x ≥ e.
To simplify the notation, let kˆ = max{2 log(p√κ˜), e}. First note that, since k ≥ p√κ˜kˆ, we
have
p
√
κ˜ log k
k
≤ p
√
κ˜ log(p
√
κ˜kˆ)
p
√
κ˜kˆ
=
log(p
√
κ˜) + log kˆ
kˆ
≤ 1
2
+
log kˆ
kˆ
≤ 1, (71)
where the second inequality follows from kˆ ≥ 2 log(p√κ˜) and the last inequality is obtained
using kˆ ≥ e. Hence, α1 satisfies the condition α1 ≤ min{λWN /L, 1/(L + µ)} in Theorem 5.
In addition, note that α1 can be written as
α1 =
λWN
L+ µ
(
p
√
κ˜ log k/k
)2
=
1
µ
(p log k/k)2 .
Plugging this into Theorem 5 completes the proof.
Proof [Proof of Theorem 7] We show this result by using induction. First note that, for
t = 0, the argument holds using Theorem 5. Now, assume it holds for t and we show it for
t+ 1. Using Theorem 5, and taking expectation from both sides, we have
E
[∥∥∥x(Lt+2) − x∗∥∥∥2]
≤4 exp (−kt+1√αt+1µ)E
[∥∥∥x(Lt+1) − x∗∥∥∥2]+ 6N (√αt+1
µ
√
µ
σ2 +
C21α
2
t+1
(1− γ)2
)
=
1
2p−2
E
[∥∥∥x(Lt+1) − x∗∥∥∥2]+ 6N
2t+1
√
λWN
(L+ µ)µ3
σ2 +
6N
24(t+1)
(
C1λ
W
N
(L+ µ)(1− γ)
)2
(72)
≤ 4
2(p−2)(t+1)
exp
(
− k1√
κ˜
)∥∥∥x(0) − x∗∥∥∥2 + 12N (1/2(p−2)
2t
+
1/2
2t+1
)
σ2
µ2
√
κ˜
+ 12N
(
1/2(p−2)
24t
+
1/2
24(t+1)
)(
C1λ
W
N
(L+ µ)(1− γ)
)2
(73)
≤ 4
2(p−2)(t+1)
exp
(
− k1√
κ˜
)∥∥∥x(0) − x∗∥∥∥2 + 12N
2t+1
σ2
µ2
√
κ˜
+
12N
24(t+1)
(
C1λ
W
N
L(1− γ)
)2
, (74)
where (72) follows from substituting αt+1 and kt+1 and (73) is obtained using the induc-
tion hypothesis for t. Finally, (74) is obtained by replacing L + µ by L in (73) along with
the assumption p ≥ 7 so that the term 12N
(
1/2(p−2)
24t
+ 1/2
24(t+1)
)
in network effect in (73) is
bounded by 12N
24(t+1)
in (74).
Proof [Proof of Theorem 8] Let T denote the largest t such that k ≥ Lt. In particular, we
have
LT ≤ k < LT+1.
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Now, using Theorem 5, we have
E
[∥∥∥x(k) − x∗∥∥∥2] ≤ 4E [∥∥∥x(LT ) − x∗∥∥∥2]+ 6N (√αT+1
µ
√
µ
σ2 +
C21α
2
T+1
(1− γ)2
)
=4E
[∥∥∥x(LT ) − x∗∥∥∥2]+ 6N
2T+1
√
λWN
(L+ µ)µ3
σ2 +
6N
24(T+1)
(
C1λ
W
N
(L+ µ)(1− γ)
)2
≤O(1)
(
1
2(p−2)T
exp
(
− k1√
κ˜
)∥∥∥x(0) − x∗∥∥∥2 + Nσ2
2Tµ2
√
κ˜
+
N
24T
(
C1λ
W
N
L(1− γ)
)2)
, (75)
where the last inequality follows from Theorem 7. Next, note that
k − k1 ≤ LT+1 − k1 ≤ 2(LT − k1) ≤ p2T+3 log(2)
√
κ˜,
where the last two inequalities follows from the special pattern of the sequence {ki}i. There-
fore, we have
1
2T
≤ 8p log(2)
√
κ˜
k − k1 ≤
6p
√
κ˜
k − k1 .
Plugging this bound in (75) completes the proof.
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