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Множество интересных и актуальных задач исследования операций и математической фи-
зики могут быть записаны в форме вариационных неравенств. Особенно популярны сейчас 
вариационные неравенства в математической экономике, математическом моделировании 
транспортных потоков и теории игр. Наиболее известным обобщением метода проекции 
градиента для вариационных неравенств является экстраградиентный метод Г.М. Кор-
пелевич [1]. Исследованию этого алгоритма посвящено большое количество публикаций. 
В частности, предлагались модификации алгоритма Г.М. Корпелевич с одним метрическим 
проектированием на допустимое множество [2—7]. Для вариационных неравенств одним 
из современных вариантов экстраградиентного метода является проксимальный зеркаль-
ный метод А.С. Немировского [8]. Подобные методы подробно исследовали A. Auslender и 
M. Teboulle [9].
Настоящее сообщение посвящено изучению нового метода экстраградиентного типа 
для приближенного решения вариационных неравенств с псевдомонотонными и липши-
цевыми операторами, действующими в конечномерном линейном нормированном про-
странстве. Данный метод является модификацией субградиентного экстраградиентного ал-
горитма [3, 4] с использованием расхождения Брэгмана [10] вместо евклидового расстоя-
ния. К предлагаемой схеме можно прийти и путем замены допустимого множества на 
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специальные опорные для него полупространства во втором этапе проксимального зер-
кального метода А.С. Немировского [8]. Как и другие схемы использующие расхождение 
Брэгмана, предложенный метод иногда позволяет эффективно учесть структуру допус-
тимого множества задачи. Например, для симплекса в качестве расстояния можно взять 
расхождение Кульбака—Лейблера (расхождение Брэгмана, построенное по отрицательной 
энтропии) и получить явно вычисляемый оператор проектирования на симплекс. Доказана 
теорема сходимости метода. А для случая монотонного оператора и компактного допус-
тимого множества получены 
1
O
N
     неасимптотические оценки эффективности метода.
Модифицированный экстраградиентный метод с расхождением Брэгмана. Всюду да-
лее работаем в конечномерном действительном линейном пространстве, обозначаемом бук-
вой E . Это пространство снабдим нормой ⋅  (не обязательно евклидовой). Двойственное 
пространство обозначим *E . Для *a E∈  и b E∈  будем обозначать через ( , )a b  значение ли-
нейной функции a  в точке b . Двойственную норму на *E  обозначим 
∗
⋅ .
Пусть C — непустое подмножество пространства E ; A — оператор, действующий из E  
в *E . Рассмотрим вариационное неравенство:
найти x C∈ :   ( , ) 0Ax y x−    y C∀ ∈ , (1)
множество решений которого обозначим S .
Предположим, что выполнены следующие условия:
множество C E⊆  — выпуклое и замкнутое; 
оператор *:A E E→  — псевдомонотонный и липшицевый с константой 0L > ;
множество S  не пусто.
Заметим, что при данных условиях множество S  выпуклое и замкнутое.
Введем необходимые для формулировки алгоритма конструкции. Пусть функция 
: { }Eϕ → = ∪ +∞¡ ¡  удовлетворяет условия:
int dom Eϕ ⊆  непустое выпуклое множество;
ϕ  непрерывно дифференцируема на int dom ϕ ;
если int dom nx xϕ ∋ → ∈ bd dom ϕ , то *( )nx∇ϕ → +∞ ;
ϕ  сильно выпукла относительно нормы ⋅  с константой сильной выпуклости 0σ > :
2
2( ) ( ) ( ( ), )a b b a b a b
σϕ ϕ − ∇ϕ − + −   doma∀ ∈ ϕ , int domb∈ ϕ .
Соответствующие функции ϕ  расхождение Брэгмана задается формулой [10]
( , ) ( ) ( ) ( ( ), )V a b a b b a b= ϕ − ϕ − ∇ϕ −   doma∀ ∈ ϕ , int domb∈ ϕ .
Замечание 1. Иногда расхождение Брэгмана называют расстоянием, но это не более чем 
жаргон: из аксиом метрики для V  в общем случае выполняется только ( , ) 0V x y x y= ⇔ = .
Имеет место полезное трехточечное тождество
( , ) ( , ) ( , ) ( ( ) ( ), )V a c V a b V b c b c a b= + + ∇ϕ − ∇ϕ − .
Из сильной выпуклости функции ϕ  следует оценка
2( , )
2
V a b a b
σ
−    doma∀ ∈ ϕ , int domb∈ ϕ .
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Пусть domK ⊆ ϕ  непустое замкнутое выпуклое множество, причем int domK ∩ ϕ ≠ ∅. 
Рассмотрим сильно выпуклые задачи минимизации вида
( ) arg min { ( , ) ( , )}Kx y KP a a y x V y x∈= − − + ,  
*a E∀ ∈ , int domx ∈ ϕ . (2)
Известно [8], что задача (2) имеет единственное решение int domz K∈ ∩ ϕ , причем
( , ) ( ( ) ( ), ) 0a y z z x y z− − + ∇ϕ − ∇ϕ −     y K∀ ∈ .
Точка ( )KxP a  в евклидовом случае совпадает с евклидовой метрической проекцией
2
( ) arg min ( )K y KP x a y x a∈+ = − + .
Для случая полупространства ( , ) { : ( , ) }H b y b yβ = β  , где * \ {0}b E∈ , β∈¡, имеем [11]
( , ) 1( ) ( ) ( ( ) )H bxP a x a
β
−
= ∇ϕ ∇ϕ + ,
если 1( ) ( ( ) ) ( , )x a H b−∇ϕ ∇ϕ + ∈ β , иначе
( , ) 1( ) ( ) ( ( ) )H bxP a x a b
β
−
= ∇ϕ ∇ϕ + − τ⋅ ,
где *0arg min ( ( ) )t x a t b t>τ = ϕ ∇ϕ + − ⋅ + β ; ∗ϕ  — сопряженная к ϕ  функция, то есть
*
dom( ) sup (( , ) ( ))xy y x x∈ ϕϕ = − ϕ .
Опишем предлагаемый алгоритм для решения вариационного неравенства (1).
Алгоритм 1
Выбираем элемент 1x E∈  и последовательность положительных чисел ( )nλ . Пола-
гаем 1n = .
Шаг 1. Вычислить
( )
n
C
n x n ny P Ax= −λ .
Шаг 2. Если n ny x= , то СТОП, иначе вычислить
1 ( )
n
n
T
n n nx
x P Ay+ = −λ ,
где
{ : ( ( ) ( ), ) 0}n n n n n nT z E x Ax y z y= ∈ ∇ϕ − λ − ∇ϕ −  .
Положить : 1n n= +  и перейти на шаг 1.
Замечание 2. Имеем nC T⊆ . Действительно, если предположить существование точки 
\ nw C T∈ , то неравенство 
( ( ) ( ), ) 0n n n n nx Ax y w y∇ϕ − λ − ∇ϕ − >
противоречит равенству ( )
n
C
n x n ny P Ax= −λ .
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Замечание 3. Если 
2
2
1
( )
2
ϕ ⋅ = ⋅ , то алгоритм 1 принимает вид субградиентного экстра-
градиентного метода [3, 4]:
1
( ),
{ : ( , ) 0},
( ).
n
n C n n n
n n n n n n
n T n n n
y P x Ax
T z H x Ax y z y
x P x Ay+
 = − λ
= ∈ − λ − −
= − λ

Имеет место
Лемма 1. Если для некоторого n∈¥ в алгоритме 1 имеем n ny x= , то nx S∈ .
Далее будем предполагать, что для всех номеров n∈¥ условие n ny x=  не имеет места и 
перейдем к обоснованию сходимости алгоритма 1.
Лемма 2. Для последовательностей ( ), ( )n nx y , порожденных алгоритмом 1, имеет место 
неравенство
1 1( , ) ( , ) 1 ( , ) 1 ( , )n n n n n n n n
L L
V z x V z x V y x V x y+ +
   
− − λ ⋅ − − λ ⋅      σ σ ,
где z S∈ .
Сходимость и оценки эффективности. Сформулируем один из основных результатов 
работы.
Теорема 1. Пусть множество C E⊆  – выпуклое и замкнутое, оператор *:A E E→  – 
псевдомонотонный и липшицевый с константой 0L > , S ≠ ∅  и [ , ]n a bλ ∈ , где a, 0,b
L
σ 
∈   . 
Тогда последовательности ( )nx  и ( )ny , порожденные алгоритмом 1, сходятся к некоторой 
точке z S∈ .
Рассмотрим вариационное неравенство (1) с монотонным липшицевым оператором A  
и выпуклым компактным множеством C . Получим для этого случая неасимптотические 
оценки эффективности алгоритма 1.
Напомним одно важное понятие. Функцией разрыва называют функцию вида
( ) max( , )
y C
G x Ay x y
∈
= − , x C∈ .
Функция разрыва выпукла, неотрицательна и принимает нулевое значение в точке 
x C∈  тогда и только тогда, когда эта точка принадлежит множеству S . Она применяется 
для оценки качества приближенного решения вариационых неравенств [8].
Справедлива следуюшая
Теорема 2. Пусть 0,n
L
σ λ ∈   . Тогда имеет место неравенство
1
1
( )
( ) max( , ) CN N Ny C
n
n
R x
G z Ay z y
∈
=
= −
λ∑
 ,  1 1( ) max ( , )C
y C
R x V y x
∈
= ,
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где 1
1
N
n n
n
N N
n
n
y
z =
=
λ
=
λ
∑
∑
 — усредненный по Чезаро выход работы алгоритма 1.
Следствие 1. Пусть n
L
σλ = λ =
α
, где 1α . Тогда имеет место неравенство
1
1
1
( ) max( , ) ( )N N C
y C
G z Ay z y LR x
N
−
∈
= − α σ ,
где 1
N
nn
N
y
z
N
=
=
∑
.
Следствие 2. Пусть необходимо решить задачу (1) при помощи алгоритма 1 в условиях 
следствия 1 и 0ε > . Тогда после 
1 1( ) ( )C CR x LR xN
α   
= =   λε σε   
итераций имеет место следующая оценка, где
( ) max( , )N N
y C
G z Ay z y
∈
= − ε ,
где 1
N
nn
N
y
z
N
=
=
∑
 — усредненный выход работы алгоритма 1 за N итераций.
Замечание 4. В ближайшей работе планируется для алгоритма [12, 13] изучить аналог 
с брэгмановскими проекциями на специально подобранные опорные к допустимому мно-
жеству полупространства. А именно, вместо итераций вида 
1
1
1
( ),
( ),
n
n
C
n x n
C
n x n
x P Ay
y P Ay
+
+
+
 = −λ
= −λ
предлагается рассмотреть процесс
1
1
1
( ),
( ),
n
n
n
H
n nx
C
n x n
x P Ay
y P Ay
+
+
+

= −λ
= −λ
 
где 1{ : ( ( ) ( ), ) 0}n n n n n nH z E x Ay y z y−= ∈ ∇ϕ − λ − ∇ϕ −  .
Работа выполнена при частичной финансовой поддержке МОН Украины (проект “Роз-
робка алгоритмів моделювання та оптимізації динамічних систем для оборони, медицини та 
екології”, 0116U004777).
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НОВИЙ МОДИФІКОВАНИЙ ЕКСТРАГРАДІЄНТНИЙ 
МЕТОД З РОЗБІЖНІСТЮ БРЕГМАНА
Запропоновано новий метод екстраградієнтного типу для наближеного розв’язання варіаційних нерів-
ностей з псевдомонотонними та ліпшицевими операторами, що діють в скінченновимірному лінійному 
нормованому просторі. Даний метод є модифікацією субградієнтного екстраградієнтного алгоритму з 
використанням розбіжності Брегмана замість евклідової відстані. Доведено теорему збіжності методу та 
для випадку монотонного оператора отримані неасимптотичні оцінки ефективності методу.
Ключові слова: варіаційна нерівність, псевдомонотонність, монотонність, умова Ліпшиця, екстраграді-
єнтний метод, розбіжність Брегмана, збіжність.
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A NEW MODIFIED EXTRAGRADIENT METHOD 
WITH BREGMAN DIVERGENCE
A new method of the extragradient type for the approximate solution of variational inequalities with pseu-
domonotone and Lipschitz-continuous operators acting in a finite-dimensional linear normed space is proposed. 
This method is a modification of the subgradient extragradient algorithm using the Bregman divergence instead 
of the Euclidean distance. A theorem on the convergence of the method is proved, and, in the case of a monotone 
operator, non-asymptotic estimates of the effectiveness of the method are obtained.
Keywords: variational inequality, pseudomonotonicity, monotonicity, Lipschitz condition, extragradient method, 
Bregman divergence, convergence.
