We use a variety of real inversion formulas to derive the structure distribution in a mixed Poisson process. These approaches should prove to be useful in applications, e.g., in insurance where such processes are very popular.
Introduction
One of the most classical examples of a counting process {N(t);t >_ O} is the homogeneous Poisson process. The probability distribution is given on N in the form: e-t(t) n pn(t) P(N(t) n) n! The risk-parameter A gives the average number of events per unit time.
In many applications, however, the Poisson process is too simple to be applicable.
Example: If N(t) is the number of claims up to time t in a specific insurance portfolio, then it has been known to actuaries that the variability in the portfolio-expressed by Var{N(t)}-is much larger than At, the value corresponding to the strict Poisson case. One reason is that, even when the number of claims for each individual policy follows a Poisson distribution, the averages vary over the portfolio. This means that the value A for an individual policy is one of the possible values of a random variable A. This then leads to the notion of a mixed Poisson process, which is defined as follows (see Lundberg, [11] On the other hand, equality (2) can be invoked to write For both of the inversion formulas, (4) and (6), one can apply a normal approximation. us illustrate the procedure on (6).
Let
In (6), let z-anU + bn, where a n and b n are functions of t that are to be determined in the sequel. Rewrite the incomplete beta-integral in the form: Now choose a n and b n such that exp(I2(n u)) converges to the key factor in the normal density. We then need both N(t) and n to be large, but also N(t)-n needs to be large. A series expansion of the logarithms yields for 12 that
The obvious choice for b n should annihilate the first term on the right. The subsequent choice of a n is made to reduce the coefficient of -u2/2 to 1. This yields the choices"
With the help of these expressions and Stirling's formula, one easily shows that Ii(n),,o (27r) Introducing the above values for a n and b, in ai yields (5) (ii) A second method is based on the uniformity property of the MPP. Given that N(t)-n, the first n epochs, T1,...,Tn, have the same joint distribution as the order statistics of a sample from a uniform distribution on (0, t) (Albrecht [3] ). One starts with the simulation of n as a value of N(t) with a given value of t and in accordance with the distribution pn(t). One then simulates n random numbers in (0, t). After rearrangement, these values give a sample (T1,... Tn).
Illustrations
We perform simulations for the empirical versions of the inversion formulas given in (4), (7) The value for n in (4) was taken to be 18, whereas for (8) the averages for n-15 to n-N(20) were considered.
