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Abstract
This paper is concerned with numerical approximation of some two-dimensional Keller-
Segel chemotaxis models, especially those generating pattern formations. The numerical
resolution of such nonlinear parabolic-parabolic or parabolic-elliptic systems of partial
differential equations consumes a significant computational time when solved with fully
implicit schemes. Standard linearized semi-implicit schemes, however, require reasonable
computational time, but suffer from lack of accuracy. In this work, two methods based
on a single-layer neural network are developed to build linearized implicit schemes: a
basic one called the each step training linearized implicit (ESTLI) method and a more
efficient one, the selected steps training linearized implicit (SSTLI) method. The pro-
posed schemes make use also of a spatial finite volume method with a hybrid difference
scheme approximation for convection-diffusion fluxes. Several numerical tests are per-
formed to illustrate the accuracy, efficiency and robustness of the proposed methods.
Generalization of the developed methods to other nonlinear partial differential equations
is straightforward.
Keywords: Linearized scheme, Neural networks, Finite volume method, Keller-Segel
models, Partial differential equations
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1. Introduction
One of the fundamental characteristics of living organisms is their ability to move in
response to external signals. Chemotaxis, which is the oriented motion induced by chem-
ical gradients, has a critical role in many biological and medical fields. It is encountered
in several self-organization phenomena such as: aggregation of bacteria, embryogenesis,
ecology, tumor growth, etc.
In 1970, Keller and Segel [1] introduced a chemotaxis model to describe the aggre-
gation of slim molds. Since then, several variants of the Keller-Segel model have been
∗Corresponding author
Email address: benzakouramine.m@ucd.ac.ma (M. Benzakour Amine )
Preprint submitted to arXiv September 23, 2020
ar
X
iv
:2
00
4.
03
76
3v
2 
 [m
ath
.N
A]
  2
2 S
ep
 20
20
developed to model phenomena in a variety of fields where chemotaxis is involved (see
for more details [2]). The model is still very popular, it reads in a generalized form{
∂tu = ∇ · (Du∇u− uχ(u, c)∇c) + f(u),
∂tc = Dc∆c+ g(u, c),
(1.1)
where u(x, t) denotes the cell density at spatial position x and time t, c(x, t) is the
chemoattractant concentration, Du andDc respectively define cells diffusion and chemical
diffusion coefficients, χ(u, c) is the chemotactic sensitivity, f(u) is a function describing
cell growth and death, and g(u, c) is a kinetic function that describes production and
degradation of the chemical signal.
Several numerical methods for Keller-Segel systems have been proposed and analyzed.
The interested reader may be referred for instance to the introduction of [3], and to
[4, 5, 6, 7, 8, 9, 10, 11, 12] for more recent works.
In this paper, we focus on three models derived from (1.1). The first one has been
proposed in the framework of pattern formation in embryology, the model reads: ∂tu = Du∆u− χ∇ · (u∇c) in ΩT ,0 = ∆c+ u
u+ 1
− c in ΩT ,
(1.2)
with zero-flux boundary and initial conditions
∇u · ν = ∇c · ν = 0 on ∂Ω× (0, T ), u(., 0) = u0 in Ω. (1.3)
Here and in the rest of this paper, Du and χ are positive constants, ΩT := Ω × (0, T ),
Ω ⊂ R2 is an open bounded subset, T > 0 denotes the final time, ν is the outward
unit-normal on the boundary ∂Ω, and u0 is a nonnegative function.
The above model is a simpler version of the original parabolic-parabolic model pro-
posed by Oster and Murray [13], in which the second equation of the system is elliptic,
using the reasonable assumption that the chemoattractant diffuses much faster than cells.
In [14], it has been demonstrated that the model is able to generate stripe patterns similar
to that of embryonic American alligators.
In [15], a semi-implicit finite volume scheme with an additional correction term has
been proposed by Akhmouch and the author to solve the system (1.2)–(1.3). Moreover, a
convergence analysis has been performed in the case of a nonnegative initial cell density
u0 ∈ L2(Ω), and it has been established that the numerical solution of the proposed
scheme converges to a weak solution of (1.2)–(1.3) under some conditions. In this paper,
a particular attention will be given to this analysis.
The second Keller-Segel system considered in this paper is the following chemotaxis-
growth model: {
∂tu = Du∆u− χ∇ · (u∇c) + f(u) in ΩT ,
∂tc = ∆c− λc+ u in ΩT ,
(1.4)
with zero-flux boundary conditions and suitable initial conditions. Herein, λ is a positive
constant and f(u) is a polynomial growth term. This model has the ability to repro-
duce different bacterial pattern formations through the coupled effect of chemotaxis and
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growth (see, e.g., [16, 17, 18, 3, 19]). It is well known that when f(u) = 0, the solution
of the system (called minimal model) may blow-up in finite time for initial cell density
with sufficiently large mass, which is an interesting mathematical phenomenon. Several
works were devoted to study this system (see for more details [20, 21, 22]). However,
from biological point of view, the occurrence of finite-time blow-up is considered as a
pathological behavior of the model. An adequate choice of the reaction term f(u) can
prevent this blow-up [23].
The last Keller-Segel system considered in the current paper reads:{
∂tu = Du∆u−∇ · (uχ(u)∇c) in ΩT ,
∂tc = ∆c− c+ u in ΩT ,
(1.5)
endowed with zero-flux boundary conditions and initial conditions. In the above model, χ
is a function which satisfies the conditions: χ(0) > 0, there exists u¯ > 0 such that χ(u¯) =
0 and χ(u) > 0 for 0 < u < u¯. The system (1.5), called volume-filling chemotaxis model,
has been introduced by Hillen and Painter in [24], where the existence of solutions that
are bounded is proved. The adopted choice of chemotactic sensitivity implies that cells
stop to accumulate when the threshold u¯ is reached by u, which prevents overcrowding.
Numerical simulations of the model are performed in [25], and in [26, 27] for more general
diffusion term.
The three chemotaxis models presented are highly nonlinear coupled systems due to
the chemotaxis term χ∇·(u∇c) ( ∇·(uχ(u)∇c) for the volume-filling model). Moreover,
the cell density reaction term of the second equation of (1.2), the growth term of the first
equation of (1.4), and the convective term of the first equation of (1.5), are also nonlinear.
These nonlinearities are an important factor for the choice of the time discretization
approach when numerically solving such systems. The most used approaches in the
literature are: explicit, implicit and semi-implicit schemes. The main drawback of explicit
schemes is the too restrictive CFL condition necessary to ensure stability of the solution.
For implicit schemes, the CFL constraint is avoided. But, on the other hand, a large
nonlinear algebra system must be solved at each time-step, which is too time-consuming.
The third time discretization which is also widely used for solving nonlinear systems is
the semi-implicit discretization. Semi-implicit schemes are linearized implicit schemes, so
they only require to solve decoupled linear algebra systems at each time level. Regarding
numerical methods for Keller-Segel systems, Euler semi-implicit scheme is used in several
works to obtain fully linear implicit schemes (see, e.g., [18, 19, 10, 28, 29]). In other works,
it has only been used to avoid the severe nonlinearity caused by the chemotaxis term
and thus obtain decoupled nonlinear schemes [26, 27, 30]. As proved in the convergence
analysis carried out by Zhou and Saito [29] for the parabolic-elliptic minimal model, by
Akhmouch and the author [19] for parabolic-elliptic chemotaxis growth model and by
Andreianov et al. for degenerate volume-filling chemotaxis model [26], no CFL condition
is required to obtain the convergence of Euler semi-implicit finite volume schemes for such
systems. Nonetheless, despite the advantages of such strategy, these schemes generally
suffer from a lack of accuracy.
In this work, a novel approach to develop linear implicit schemes is presented. More
precisely, two methods relying on a basic single-layer neural network to linearize schemes
are proposed: the each step training linearized implicit (ESTLI) method, and the selected
steps training linearized implicit (SSTLI) method which is based also on a selected steps
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training (STP) algorithm. The developed methods will be used to numerically solve the
systems (1.2), (1.4) and (1.5). The objective is to build a method which has the following
attractive benefits:
• It must only require to solve decoupled linear systems at each time-step.
• It should be significantly more accurate than semi-implicit method.
• In terms of computational cost, the method should be nearly as efficient as semi-
implicit method, specially for time-consuming numerical experiments.
• As semi-implicit method, it is required to be stable even for large time-step sizes.
• It should be easily applied to any equation or system which can be solved by semi-
implicit scheme.
Concerning the spatial approximation, a finite volume scheme similar to that of
Akhmouch and Benzakour [15] is adopted. We mention that finite volume method has
been first introduced by Filbet [31] for Keller-Segel models, where a fully implicit finite
volume scheme has been proposed for the parabolic-elliptic minimal model.
As mentioned above, the approach presented in this article uses artificial neural net-
works (ANN) only as a linearization technique in a numerical scheme. We mention,
however, that several interesting works were devoted to use ANN as a main tool to ap-
proximate solutions of partial differential equations, so we briefly review some of them.
In [32], multi-layer perceptron was used by Lagaris et al. to solve boundary value prob-
lems. Lagaris et al. [33] developed also a method based on multi-layer perceptron and
radial basis function networks. In [34], a novel method was presented using the same
networks, with application to the nonlinear Schrodinger equation. We note that several
works proposed radial basis function networks to solve elliptic equations, see for instance
[35, 36, 37]. The reliability of other methods based on single-layer Bernstein neural
network [38] and single-layer Chebyshev neural network [39], was also demonstrated by
application to elliptic equations. In [40], a method combining Galerkin methods and
ANN was developed for the approximation of the solution of hyperbolic and parabolic
partial differential equations. ANN were also used to solve systems of partial differential
equations [41], and high dimensional partial differential equations [42, 43].
This paper is organized as follows. In Sect. 2, a semi-implicit Euler scheme in
time and finite volume in space for the the initial-boundary value problem (1.2)–(1.3) is
presented. The convergence of the scheme is also discussed in this section on the basis
of the analysis performed in [15]. Sect. 3 introduces ESTLI and SSTLI methods to solve
(1.2)–(1.3). The STP algorithm is also presented in this section. Numerical tests applied
to the models presented in this section are performed in Sect. 4, in order to compare
the efficiency and accuracy of the elaborate schemes with that of semi-implicit schemes.
Finally, Sect. 5 presents a conclusion.
2. The semi-implicit finite volume scheme
2.1. Definitions and notations
We assume that Ω is an open bounded polygonal subset. An admissible finite volume
mesh of Ω in the sens of Definition 9.1 in [44] is given by:
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• A family of control volumes (disjoint open and convex polygons) denoted by T .
• A family E of edges, where EK is the set of edges of the control volume K ∈ T .
• A family of points (xK)K∈T such that xK ∈ K. The particularity of an admissible
mesh is that the straight line going through xK and xL must be orthogonal to the
common edge of K and L denoted K|L.
We denote by m, the Lebesgue measure in R2 or R. Denoting by d the Euclidean
distance, and for all σ ∈ EK , we define τσ by:
τσ =

m(σ)
d(xK , xL))
, if σ = K|L,
m(σ)
d(xK , σ)
, if σ ⊂ ∂Ω.
Let N be the number of time-steps to reach the final time T . We set tn = n∆t, where
∆t is the time-step size: ∆t =
T
N
.
Let X(T ) be the set of functions from Ω to R which are constant over each control
volume of the mesh. Let 1 ≤ p <∞, for v ∈ X(T ), the classical discrete Lp norm reads
‖ v ‖p =
(∑
K∈T
m(K) |vK |p
)1/p
,
where v(x) = vK for all x ∈ K and for all K ∈ T . We define also the discrete H1
seminorm and the discrete H1 norm:
| v |1,T =
(∑
σ∈E
τσ |Dσv|2
)1/2
,
‖ v ‖1,T = ‖ v ‖2 + | v |1,T ,
where for all σ ∈ E , Dσv = 0 if σ ⊂ ∂Ω and Dσv = |vK − vL| otherwise, with σ = K|L.
Finally, we define a weak solution of the system (1.2)–(1.3):
Definition 2.1. A weak solution of (1.2)–(1.3) is a pair of functions (u, c) ∈ L2(0, T ;H1(Ω))2
which satisfy the following identities for all test functions φ ∈ D(ΩT ) :∫ T
0
∫
Ω
(u ∂tφ−Du∇u · ∇φ+ χu∇c · ∇φ) dxdt+
∫
Ω
u0 φ(x, 0) dx = 0, (2.1)∫ T
0
∫
Ω
∇c · ∇φ dxdt =
∫ T
0
∫
Ω
(
u
u+ 1
− c
)
φdxdt. (2.2)
2.2. Presentation of the scheme
A semi-implicit finite volume scheme associated to the problem (1.2)–(1.3) is given by:
for all K ∈ T and n = 0, ..., N − 1,
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m(K)
un+1K − unK
∆t
−Du
∑
σ∈EK
τσDu
n+1
K,σ
+ χ
∑
σ∈EK
σ=K|L
τσ
(
S
(
Dcn+1K,σ
)
un+1K − S
(
−Dcn+1K,σ
)
un+1L
)
= 0, (2.3)
−
∑
σ∈EK
τσDc
n+1
K,σ + m(K)
(
cn+1K −
unK
unK + 1
)
= 0, (2.4)
endowed with the discrete initial condition
u0K =
1
m(K)
∫
K
u0(x) dx. (2.5)
The function S is defined by
S(x) =

0, if x < 2 (ε−Du) /χ,
x, if x > 2 (Du − ε) /χ,
x
2
, otherwise,
(2.6)
where ε is a small nonnegative constant (ε << Du), and Dv
n
K,σ = v
n
L− vnK if σ = K|L 6⊂
∂Ω and 0 otherwise.
In the above scheme, unK and c
n
K denote respectively the approximations of the mean
value of u and c on K at time tn. As we can see, the difference between this scheme and
a fully implicit one is the discretization of the reaction term uu+1 , which is evaluated at
the previous time-step. This strategy allows us to build a decoupled linear scheme: at
each time-step, we solve (2.4) to obtain cn+1K and then, we solve (2.3) to compute u
n+1
K
. The discretization used for the chemotaxis term is identical to the first order upwind
scheme when |Dcn+1K,σ | > 2 (Du − ε) /χ, and to the second order central difference scheme
otherwise. It is equivalent to that of Spalding [45] when ε = 0.
2.3. Convergence of the scheme
The scheme (2.3)–(2.5) is similar to that of [15], where a corrected decoupled scheme
is proposed for the problem (1.2)–(1.3). The only difference between the two schemes is
a bounded term which was added to the second equation of the scheme:
−
∑
σ∈EK
τσDc
n+1
K,σ + m(K) c
n+1
K = m(K)
unK
unK + 1
+ βnT
n
K ,
we refer to Section 2.2 of [15] for the definition of βnT
n
K . The numerical analysis of the
two schemes is quite similar, so based on the results obtained for the corrected decoupled
scheme, we briefly discuss the convergence of (2.3)–(2.5).
The existence, uniqueness and nonnegativity of the finite volume solution {(un+1K , cn+1K ), K ∈
T , n = 0, ..., N − 1} of (2.3)–(2.5) can be proved by an M-matrix analysis, following ex-
actly the proof of Proposition 3.1 in [15].
Now, to prove the convergence of the scheme to a weak solution of (1.2)–(1.3) in the
sense of Definition 2.1, we first need a priori estimates on the discrete solutions. For the
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finite volume approximation of c, L∞(Ω) and discrete L∞(0, T ;H1(Ω)) estimates can be
obtained directly from the equation (2.3). We refer to Proposition 4.1 of [3], where the
same equation is analyzed.
For the cell density finite volume solution, only L2(Ω) estimate is obtained for the
corrected decoupled scheme without establishing the boundedness of the solution, since it
is supposed that u0 ∈ L2(Ω). Two approaches have been proposed to obtain this estimate.
The first one, detailed in the proof of Lemma 4.1 in [15], needs that ε > 0, and holds also
for the semi-implicit scheme (2.3)–(2.5). The main tool of this approach is the discrete
Gagliardo-Nirenberg-Sobolev inequality [46], which requires the following constraint on
the mesh: there exists ξ > 0 such that d(xK , σ) ≥ ξ d(xK , xL). The second approach
(Proposition 4.3 in [15]) is based on the discrete Gronwall inequality, and requires a
time-step condition which can be relaxed in the case of the current semi-implicit scheme.
The L2(0, T ;H1(Ω)) estimate for the cell density can be obtained by following the
proof of Proposition 4.2 in [15]. The rest of the convergence analysis of the scheme
(2.3)–(2.5), including the compactness of the sequence of approximate solutions and the
pass to the limit in the scheme, can be performed exactly as in Section 5 in [15] (see also
[47, 31]).
3. Linearization via a single-layer neural network
In this section, for all family of elements (vk)K∈T , we denote by v the vector whose
components are the elements of the family.
3.1. The ESTLI method
The idea of the ESTLI method is to replace (2.4) in the semi-implicit scheme by the
equation:
−
∑
σ∈EK
τσDc
n+1
K,σ + m(K)
(
cn+1K −
u˜n+1K
u˜n+1K + 1
)
= 0, (3.1)
where u˜n+1K is an approximation of u
n+1
K , obtained through the use of an ANN. The
training data are obtained from the previous values of the finite volume solution, which
implies that the numerical solution must be computed by an other method for the first
time-steps.
It is easy to see that the ESTLI scheme consumes more time than the semi-implicit
scheme (2.3)–(2.4). Indeed, at each time step, in addition to the time required for forming
and solving linear systems, a computational time is needed to train the neural network
and to compute u˜n+1K for all K ∈ T . As training single-layer neural networks already
requires much computational time, and keeping in mind that the scheme must be efficient
(see the objectives listed in Sect. 1), hidden layers are avoided. The network proposed
is a single-layer feedforward neural network which consists of two inputs, weights, a bias
and an output. The activation function will be the identity activation function.
The structures of the ANN used in the training phase and prediction phase are pre-
sented in Figs. 1 and 2 respectively. As we can see, at each time-step n+ 1 with n ≥ 2,
the network is trained using the two inputs un−2K and u
n−1
K , and the target output u
n
K .
The semi-implicit scheme (2.3)–(2.4) will be used for the two first time-steps (n = 0 and
n = 1) to obtain the numerical solution. The values of the discrete solution at each
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control volume K ∈ T are used in the training process. After completing the training,
the final weights (wn1 , w
n
2 ) and the bias w
n
0 are used to compute u˜
n+1, so for all K ∈ T :
u˜n+1K = w
n
1 u
n−1
K + w
n
2 u
n
K + w
n
0 . (3.2)
Fig. 1 Structure of the neural network at time-step n+ 1, n ≥ 2 (Training phase)
Fig. 2 Structure of the neural network at time-step n+ 1, n ≥ 2 (Prediction phase)
The training process adopted is a standard one: the weights and the bias are updated
until the error reaches the desired threshold . Denoting by wn,k the vector of weights
and the bias at the time step n+ 1 and the iteration k (related to the updating process),
the update rule has the following form:
wn,k+1 = wn,k + ∆wn,k, (3.3)
where the expression of ∆wn,k is determined according to the method selected as learning
algorithm: gradient descent method, conjugate gradient method, Levenberg-Marquardt
method, etc. We refer to [48, 49] for an overview of update rules related to several
optimization methods. The error function adopted to evaluate the training process is
the mean squared error function En,k:
En,k =
1
card(T )
∑
K∈T
(
unK − uˆn,kK
)2
, (3.4)
where uˆn,kK is the computed output at the time step n+ 1 and the iteration k.
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One of the advantages of using ANN to build implicit linear schemes is the com-
patibility between this approach and the implicit step-by-step resolution. Indeed, if for
n = 2 we need to generate a randomly initial vector of weights and the bias, we will set
wn,0 = wn−1 starting from the fourth time-step. Here, wn−1 is the vector of weights
and the bias at the time-steps n. This is because it is expected that the behavior of the
solution does not change much between two successive time-steps, and therefore wn will
be very close to wn−1. This will reduce the number of iterations needed to obtain the
final bias and weights, specially for small time-steps.
3.2. The SSTLI method
The SSTLI method is an efficient version of the ESTLI method in which training
of the network does not occur at each time-step, but on selected time-steps. The SST
algorithm is developed to this purpose. Two criteria must be satisfied to train the network
at the time step n+ 1:
1. The performance required is not reached for the time-step n: It is widely expected
that the approximation of un obtained by the use of ANN is better than simply
use of a semi-implicit linearization, which means that ‖ u˜n−un ‖2 < ‖un−1−un ‖2
(u˜n is defined by (3.2) and un is computed by the scheme (2.3)–(3.1)). To measure
the performance of the scheme, the approach proposed is to introduce a parameter
β > 1, and depending on the choice of this parameter, the scheme (2.3)–(3.1) will
be said to satisfy the required performance at the time-step n if:
‖ u˜n − un ‖2 ≤ 1
β
‖un−1 − un ‖2. (3.5)
In this case, the network is not trained for the following time-step, and we set
wn = wn−1 in order to compute u˜n+1.
2. u˜n is a better approximation for un than un: Defining un by, for all K ∈ T ,
unK = w
n−2
1 u
n−2
K + w
n−2
2 u
n−1
K + w
n−2
0 , the condition ‖ u˜n − un ‖2 < ‖un − un ‖2
must be satisfied to train the network at the time-step n+ 1. Otherwise, wn−2 will
be used to compute u˜n+1 and u˜n+2.
The detailed steps of the SST algorithm are presented in the following. The algorithm
stops when the the number of time-steps to reach the final time T is exceeded.
Step 1: For n = 0 and n = 1, compute the numerical solution using the semi-implicit
scheme (2.3)–(2.4).
Step 2: For n = 2, randomly generate wn,0, train the neural network (Fig. 1) until the
error En,k ≤ , use the obtained vector of weights and bias wn to compute u˜n+1,
and then solve the scheme (2.3)–(3.1) to have un+1. Finally, set n = n+ 1 and go
to the step 4.
Step 3: If ‖ u˜n − un ‖2 ≥ ‖un − un ‖2, set wn = wn−2 and go to the step 6. Otherwise, go
to the next step.
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Step 4: If ‖ u˜n−un ‖2 ≤ 1
β
‖un−1−un ‖2, set wn = wn−1 and go to the step 9. Otherwise,
set wn,0 = wn−1, train the neural network (Fig. 1) until the error En,k ≤  and
obtain wn, go to the next step.
Step 5: Compute u˜n+1 and un+1 defined by: for all K ∈ T , un+1K = wn−11 un−1K +wn−12 unK +
wn−10 . Solve the scheme (2.3)–(3.1) to obtain u
n+1, set n = n + 1 and go to the
step 3.
Step 6: Compute u˜n+1, solve the scheme (2.3)–(3.1) to obtain un+1, set n = n+ 1 and go
to the next step.
Step 7: Set wn = wn−1. If ‖ u˜n − un ‖2 ≤ 1
β
‖un−1 − un ‖2 go to the step 9. Otherwise go
to the next step.
Step 8: Compute u˜n+1, solve the scheme (2.3)–(3.1) to obtain un+1, and set un+1 = u˜n+1.
Then, set wn,0 = wn−1, train the neural network (Fig. 1) until the error En,k ≤ 
and obtain a new wn. Compute a new u˜n+1, set n = n+ 1 and go to the step 3.
Step 9: Compute u˜n+1, solve the scheme (2.3)–(3.1) to obtain un+1. Set n = n+ 1 and go
to the step 4.
4. Numerical experiments
This section mainly deals with the comparison between the Euler semi-implicit method,
the ESTLI method, and the SSTLI method. In all numerical tests presented in this sec-
tion, target outputs are normalized to the range of [−1, 1], and the mean squared error
is required to be less than  = 10−3. The Levenberg-Marquard method is chosen as
learning algorithm to train the single-layer neural network, and a minimum performance
gradient of 10−10 is required for more precision. Finally, for the parameter β defined in
(3.5), we take β = 10.
4.1. Keller-Segel model for embryonic pattern formation
In this test, we consider the system (1.2)–(1.3). The spatial domain is Ω = (−7/2, 7/2)×
(−35, 35) with a uniform mesh of 12250 control volumes, and the final time is T = 150.
We adopt the following initial condition:
u0(x) =
{
1 + α(x) if x ∈ (−7/2, 7/2)× (−1, 1),
1 otherwise, with x ∈ Ω, (4.1)
where α(x) is a positive perturbation which is constant on each control volume. It is
equal on each cell of the mesh to the average of ten uniformly distributed random values
in [0, 1]. For the model parameters, we take: Du = 0.25 and χ = 2.
The numerical cell density u obtained by the SSTLI method with ∆t = 10−2 is
presented in Fig. 3. We can observe from this figure the ability of the studied model to
generate stripe patterns. We can see also from the three-dimensional plot on the right
that the obtained numerical solution is positive and is oscillation free. In Fig. 4, we
present three-dimensional plots of the cell density using SSTLI and ESTLI methods with
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Fig. 3 Solution (u) of (1.2)–(1.3) at final time computed via the SSTLI method with ∆t = 10−2
Fig. 4 Solution (u) of (1.2)–(1.3) at final time computed via the SSTLI method (left) and the
ESTLI method (right) with ∆t = 5
a very large time-step size ∆t = 5. As we can see, both numerical solutions are free from
negative values or any instabilities.
In order to compare the accuracy of the three approaches presented in this paper, and
since the exact solution of the Keller-Segel system (1.2)–(1.3) is unavailable, we use a
reference solution computed by the corrected decoupled scheme [15] on a very fine time-
stepping ∆t = 10−3. This reference solution is used to compute the relative L2-errors
at final time (see Table 1) for several time-step sizes. Computational cost (CPU) of the
semi-implicit scheme (2.3)–(2.5), and the increase in computational cost (denoted as Γ) of
SSTLI and ESTLI methods over the semi-implicit scheme are also presented in Table 1.
From this table, we can observe that SSTLI method is slightly more accurate than ESTLI
method except for ∆t = 1. Moreover, both methods are in general four to five times
more accurate than Euler semi-implicit scheme. Concerning the computational time,
the presented results show that ESTLI method is considerably more time-consuming
than semi-implicit scheme. On the contrary, the increase in computational cost over
semi-implicit scheme is generally weak in the case of SSTLI method, specially for the
three finest time-steps (less than 15%). Finally, in Fig. 5, it can be seen that the three
numerical approaches are first-order accurate.
4.2. Keller-Segel model with quadratic growth
In this subsection, we are concerned with the system (1.4) endowed with zero-flux
boundary conditions. Herein, the computational domain is Ω = (−8, 8)2 with a uniform
mesh grid 100 × 100., T = 30, Du = 0.0625, χ = 6, λ = 16 and f(u) = 2u(1 − u). The
following initial conditions are considered:
u(x, 0) =
{
1 + α(x) if ‖x‖2 < 0.7,
1 otherwise,
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Tab. 1 Computational time and relative L2-errors obtained for the solution (u) of (1.2)–(1.3)
using SSTLI, ESTLI, and Euler semi-implicit methods
∆t L2-error Γ (%) L2-error ESTLI Γ (%) L2-error CPU (s)
SSTLI ESTLI semi-implicit
5 1.585× 10−1 168.87 1.596× 10−1 171.01 4.042× 10−1 7.2
1 3.257× 10−2 28.36 3.036× 10−2 184.76 1.435× 10−1 32.4
5.10−1 1.569× 10−2 19.59 1.698× 10−2 182.81 7.767× 10−2 65.0
10−1 3.478× 10−3 13.97 3.760× 10−3 154.45 1.630× 10−2 315.8
5.10−2 1.701× 10−3 13.17 1.893× 10−3 118.63 8.205× 10−3 637.7
10−2 3.424× 10−4 12.58 3.512× 10−4 84.29 1.672× 10−3 3186.1
Fig. 5 Convergence speed of the SSTLI, ESTLI, and Euler semi-implicit methods applied to
the the model (1.2)–(1.3)
and c(x, 0) = 1/32. The perturbation α(x) is defined as in (4.1). The scheme adopted is:
m(K)
un+1K − unK
∆t
−Du
∑
σ∈EK
τσDu
n+1
K,σ
+ χ
∑
σ∈EK
σ=K|L
τσ
(
S
(
Dcn+1K,σ
)
un+1K − S
(
−Dcn+1K,σ
)
un+1L
)
− 2m(K) u˜n+1K
(
1− un+1K
)
= 0,
(4.2)
m(K)
cn+1K − cnK
∆t
−
∑
σ∈EK
τσDc
n+1
K,σ + λm(K) c
n+1
K = m(K) u˜
n+1
K , (4.3)
when using the semi-implicit method, u˜n+1K is replaced by u
n
K , for ESTLI method u˜
n+1
K
is computed by an ANN similar to that of Figs. 1 and 2. In the case of SSTLI method,
SST algorithm is used.
The numerical cell density u computed via SSTLI method with ∆t = 5.10−3 is plotted
in Fig. 6. The continuous rings observed in the figure are similar to the patterns formed
by Salmonella typhimurium bacteria [50]. Numerical solutions computed by the SSTLI
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and ESTLI methods with ∆t = 1 are shown in Fig. 7. We can see that even for a large
time-step, the stability and the positivity of the solution are assured.
Fig. 6 Solution (u) of (1.4) with quadratic growth at final time computed via the SSTLI method
with ∆t = 5.10−3
Fig. 7 Solution (u) of (1.4) with quadratic growth at final time computed via the SSTLI method
(left) and the ESTLI method (right) with ∆t = 1
The reference solution used is computed using the corrected decoupled scheme with
∆t = 10−4. For a sequence of decreasing time stepping, relative L2-errors and compu-
tational costs of the studied numerical methods are presented in Table 2, convergence
speeds are presented in Fig. 8. Table 2 shows that SSTLI and ESTLI methods are
much more accurate than semi-implicit method. The obtained results do not allow us to
conclude which of the two proposed methods is more accurate, but it can be observed
from the table that SSTLI give better results for the two smallest time-steps. In terms
of computational cost, the increase in computational time over semi-implicit scheme is
very marginal for the three most time-consuming tests when using SSTLI method (less
than 10%), which is not the case for the ESTLI method.
Tab. 2 Computational time and relative L2-errors obtained for the solution (u) of (1.4) with
quadratic growth using SSTLI, ESTLI, and Euler semi-implicit methods
∆t L2-error Γ (%) L2-error Γ (%) L2-error CPU (s)
SSTLI ESTLI semi-implicit
1 1.850× 10−2 228.52 1.790× 10−2 273.21 2.536× 10−2 5.6
5.10−1 7.425× 10−3 65.64 7.703× 10−3 229.49 2.234× 10−2 11.6
10−1 3.346× 10−4 20.02 1.873× 10−4 165.30 1.119× 10−2 55.3
5.10−2 3.185× 10−4 8.78 1.508× 10−4 140.80 6.806× 10−3 110.1
10−2 1.823× 10−5 7.72 2.614× 10−5 65.17 1.636× 10−3 538.9
5.10−3 6.226× 10−6 6.74 1.022× 10−5 51.21 8.385× 10−4 1090.8
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Fig. 8 Convergence speed of the SSTLI, ESTLI, and Euler semi-implicit methods applied to
the the model (1.4) with quadratic growth
4.3. Keller-Segel model with volume-filling
Here, we focus on the model (1.5) with zero-flux boundary conditions. The computa-
tional domain and the initial chemoattractant concentration are taken as in the previous
subsection, and we prescribe the following initial cell density
u(x, 0) =
{
α(x) if ‖x‖2 < 0.7,
0 otherwise,
α(x) is defined as in (4.1). Besides, we set Du = 0.1 and χ(u) = 10(1−u). The following
scheme is used:
m(K)
un+1K − unK
∆t
−Du
∑
σ∈EK
τσDu
n+1
K,σ
+
∑
σ∈EK
σ=K|L
τσ
(
S
(
χ˜
n+1
K,σDc
n+1
K,σ
)
un+1K − S
(
−χ˜n+1K,σDcn+1K,σ
)
un+1L
)
= 0,
m(K)
cn+1K − cnK
∆t
−
∑
σ∈EK
τσDc
n+1
K,σ + m(K) c
n+1
K = m(K) u˜
n+1
K ,
where the value of u˜n+1K is determined as in (4.2)–(4.3), and χ˜
n+1
K,σ =
χ
(
u˜n+1K
)
+ χ
(
u˜n+1L
)
2
when σ = K|L.
Numerical solution computed by SSTLI method with ∆t = 10−4 is plotted in Fig. 9.
We observe from the figure that the maximal density of cells does not exceed 1 even if the
solution concentrates at the center, which is consistent with our choice of the function χ.
To compare relative errors for the three numerical methods studied in this paper, the
reference solution of this test is computed using the SSTLI method with ∆t = 10−5.
Table 3 shows that relative L2-errors for SSTLI and ESTLI methods are very close with
a slight advantage for SSTLI method in the case of small time-steps. The two methods
are about three to four times more accurate than semi-implicit scheme, and the three
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Fig. 9 Solution (u) of (1.5) at final time computed via the SSTLI method with ∆t = 10−4
numerical approaches are first-order accurate (see Fig. 10). Table 3 also shows that,
except for ∆t = 5.10−2, the increase in computational cost over semi-implicit scheme is
weak to insignificant for SSTLI method. In terms of L∞-error, we observe in Table 4
that SSTLI and ESTLI methods are four to six times more accurate than semi-implicit
scheme.
Tab. 3 Computational time and relative L2-errors obtained for the solution (u) of (1.5) using
SSTLI, ESTLI, and Euler semi-implicit methods
∆t L2-error Γ (%) L2-error Γ (%) L2-error CPU (s)
SSTLI ESTLI semi-implicit
5.10−2 8.174× 10−3 70.92 8.038× 10−3 149.66 2.309× 10−2 5.0
10−2 1.510× 10−3 13.68 1.395× 10−3 164.82 4.518× 10−3 20.1
5.10−3 7.458× 10−4 6.77 6.917× 10−4 129.15 2.248× 10−3 39.4
10−3 1.359× 10−4 4.14 1.356× 10−4 74.07 4.409× 10−4 193.2
5.10−4 6.370× 10−5 3.43 6.487× 10−5 54.27 2.156× 10−4 390.5
10−4 9.265× 10−6 2.37 9.504× 10−6 38.74 3.553× 10−5 1966.8
Fig. 10 Convergence speed of the SSTLI, ESTLI, and Euler semi-implicit methods applied to
the the model (1.5)
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Tab. 4 Relative L∞-errors obtained for the solution (u) of (1.5) using SSTLI, ESTLI, and Euler
semi-implicit methods
∆t L∞-error L∞-error L∞-error
SSTLI ESTLI semi-implicit
5.10−2 7.754× 10−3 7.682× 10−3 3.314× 10−2
10−2 1.479× 10−3 1.370× 10−2 6.770× 10−3
5.10−3 7.411× 10−4 6.837× 10−4 3.383× 10−3
10−3 1.412× 10−4 1.345× 10−4 6.664× 10−4
5.10−4 6.370× 10−5 6.415× 10−5 3.267× 10−4
10−4 9.689× 10−6 9.973× 10−6 5.480× 10−5
4.4. Keller-Segel model with cubic growth
The purpose of this test is to investigate the ability of SSTLI and ESTLI methods
to capture some bacterial patterns which can be reproduced by the model (1.4). More
precisely, we focus on bacterial honeycomb pattern, reported for example in [51] , and
symmetrical spot pattern generated for instance by Escherichia coli [52].
In this subsection, Du = 0.0625, λ = 32 and f(u) = u
2(1 − u). Initial conditions
and computational domain are the same as in Subsection 4.2. The scheme adopted is
similar to (4.2)–(4.3), but since the logistic source term is now cubic, u˜n+1K in (4.2) will
be replaced by |u˜n+1K |2. The time-step size used for computations is ∆t = 10−1.
Fig. 11 Solution (u) of (1.4) with cubic growth at t = 150 computed via the SSTLI method
(left) and the ESTLI method (right) with χ = 6 (black indicates low cell density, white indicates
high cell density)
Fig. 12 Three-dimensional plot of the solution (u) of (1.4) with cubic growth at t = 10 computed
via the SSTLI method (left) and the ESTLI method (right) with χ = 120
For χ = 6, the computed solutions at t = 150 are shown in Fig. 11. The honeycomb
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pattern is observed for both ESTLI and SSTLI numerical solutions. When χ = 120, we
see from Fig. 12 that the computed solutions exhibit a very spiky behavior at t = 10,
which means that spot pattern appears (see Fig. 13). Despite this fact, the two methods
remain positivity preserving which confirms their robustness and reliability.
Fig. 13 Solution (u) of (1.4) with cubic growth at t = 10 computed via the SSTLI method (left)
and the ESTLI method (right) with χ = 120 (black indicates low cell density, white indicates
high cell density)
5. Conclusion
In this paper, two linearized implicit methods relying on a single-layer neural network
are developed to solve two-dimensional Keller-Segel systems: ESTLI and SSTLI methods.
In terms of accuracy, the numerical tests performed demonstrate the superiority of the
developed methods on semi-implicit method. However, concerning computational cost,
only SSTLI method is nearly as efficient as semi-implicit scheme for time-consuming
numerical tests. Moreover, the two numerical methods are robust and easily applicable
to any problem which can be solved by the semi-implicit approach.
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