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  Summary  
___________________________________________________________________________ 
 
In this thesis, the self-assembled functional structure of a broad range of amphiphilic 
molecular transporters is studied. By employing paramagnetic probe molecules and ions, 
continuous-wave and pulse electron paramagnetic resonance spectroscopy reveal 
information about the local structure of these materials from the perspective of 
incorporated guest molecules. 
 First, the transport function of human serum albumin for fatty acids is in the focus. As 
suggested by the crystal structure, the anchor points for the fatty acids are distributed 
asymmetrically in the protein. In contrast to the crystallographic findings, a remarkably 
symmetric entry point distribution of the fatty acid binding channels is found, which may 
facilitate the uptake and release of the guest molecules. 
 Further, the metal binding of 1,2,3-triazole modified star-shaped cholic acid oligomers 
is studied. These biomimetic molecules are able to include and transport molecules in 
solvents of different polarity. A pre-arrangement of the triazole groups induces a strong 
chelate-like binding and close contact between guest molecule and metal ion. In absence of 
a preordering, each triazole moiety acts as a single entity and the binding affinity for metal 
ions is strongly decreased. 
 Hydrogels based on N-isopropylacrylamide phase separate from water above a certain 
temperature. The macroscopic thermal collapse of these hydrogels is utilized as a tool for 
dynamic nuclear polarization. It is shown that a radical-free hyperpolarized solution can be 
achieved with a spin-labeled gel as separable matrix. On the nanoscale, these hydrogels form 
static heterogeneities in both structure and function. Collapsed regions protect the spin 
probes from a chemical decay while open, water-swollen regions act as catalytic centers.  
 Similarly, thermoresponsive dendronized polymers form structural heterogeneities, 
which are, however, highly dynamic. At the critical temperature, they trigger the aggregation 
of the polymer into mesoglobules. The dehydration of these aggregates is a molecularly 
controlled non-equilibrium process that is facilitated by a hydrophobic dendritic core. 
Further, a slow heating rate results in a kinetically entrapped non-equilibrium state due to 









Amphiphilicity is a key structure forming element in many biological and synthetic 
systems. In the most general definition, it describes any chemical or structural contrast 
within a molecule, such as polar/non-polar, hydrocarbon/fluorocarbon, oligosiloxane/ 
hydrocarbon or rigid/flexible. In this thesis, the amphiphilicity in its original definition is 
studied, namely the chimeric affinity of molecules for water due to hydrophilic and 
hydrophobic groups. In particular, amphiphiles have a tendency to self-assemble into 
larger structures due to partly non-favorable interactions with a solvent. This self-
assembly results in their remarkable ability to encapsulate and transport small 
molecules. This so-called hosting is of central importance when a hydrophobic molecule 
needs to be transported through a polar medium or vice versa. The different variations of 
amphiphilic self-assembly and hosting constitute the central topic of this thesis.   
 Surfactants represent the prototype of amphiphilic systems. Due to their 
hydrophilic head group and hydrophobic tail, they self-assemble to vesicles, micelles, and 
a variety of other structures, where hydrophobic and hydrophilic subgroups segregate 
into distinct structural domains.
[1]
 
 Bile acids are particularly interesting biological representatives of surfactants. 
Biosynthesized in the liver, they play a major role in the digestion of food as they 
emulsify fats and fat-soluble vitamins in the intestine. Exhibiting facial amphiphilicity, 
they include fats with their hydrophobic inner side, while the hydroxyl group-bearing side 
is exposed to the aqueous environment.
[2]
 Biomimetic structural units that make use of 
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 Although low molecular-weight amphiphiles assume a variety of structures due to 
non-covalent interactions, it is their macromolecular analogues that exhibit the full 
power of amphiphilic self-assembly on length scales covering several orders of 
magnitude. In particular, the balance and interplay between hydrophilic and hydrophobic 
groups is optimized to perfection in biological macromolecules.  
 In the case of DNA, both ionic and hydrophobic characteristics govern the self-
assembly of nucleotides into the well-known double helical structure. Further, this helix 
can also be viewed as phase-segregated system with the base pairs located in its non-
polar interior and hydrophilic phosphate units at the periphery.
[9]
 As a second example, 
the specificity and catalytic activity of enzymes is triggered by structural subunits of 




 In general, proteins are the natural paradigm for the influence of amphiphilicity on 
structure and function on a variety of length scales. Their primary hydrophobic and 
hydrophilic structure forming units, the amino acids,
[14,15]
 self-assemble into -helices or 
-sheets, which often exhibit a hydrophobic and a hydrophilic face.
[16,17]
 Besides covalent 
linkages due to disulfide bonds, this facial amphiphilicity is the key driving force for their 
self-assembly to well-defined globular structures.
[18–20]
 Hydrophobic interactions also 




 and repacking of the protein interior.
[23]
 




 The complex structural motifs formed by amphiphilicity-driven self-assembly are 
crucial for the protein function.
[25,26]
 In particular, a whole class of proteins is designed 
and optimized for the transport of small molecules and ions. Transmembrane proteins 
like the well-known ion pump bacteriorhodopsin
[27]
 and the sodium channel protein
[28]
 
span the phospholipid double layer of a cell and enable the exchange of various 
compounds. Other proteins are designed to actively transport small molecules in the 
blood circulatory system. Among the most prominent representatives, hemoglobin is 
responsible for the transport of oxygen and carbon dioxide,
[29]
 while albumin can 
complex a variety of endogenous ligands and drugs.
[30,31]
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 It has been a long standing goal of chemists to mimic the unique features of 
biological macromolecules in synthetic polymers. Two different strategies were chosen to 
achieve an amphiphilic macromolecular structure. In the first approach, monomers with 
amphiphilic properties were polymerized or copolymerized to achieve desired structures 
like supramolecular assemblies.
[32–33]





 have received considerable attention with N-isopropylacrylamide 
(NiPAAm) as the best studied representative.
[37]
 Also, polymers with amphiphilic side 
chains have been reported,
[38,39]
 which were proposed to act as drug carrier or as 
antimicrobial peptide mimics.
[40]
 In a second approach, the self-assembly of block 
copolymers with hydrophilic and hydrophobic blocks
[41]






 For the transport of small molecules, responsive amphiphilic polymers are of 
interest. In such systems, the structure can be switched from hydrophilic to hydrophobic 











 reactions, to name only few possibilities.
[52]
 
Thus, amphiphilic, tunable polymeric gels and vesicles can be envisaged as targeted 




 Finally, hyperbranched polymers and dendrimers are two closely related classes of 
macromolecules, which offer suitable features for the successful encapsulation of small 
molecules. While dendrimers were shown to entrap small molecules in their open core 
solely due to a restricted diffusion through their dense shell,
[57]
 nanocontainers for 




 The scope of this thesis is to elucidate how structure and dynamics govern the host 
and transport function of amphiphilic materials. Magnetic resonance techniques allow 
for a local, nanoscopic characterization of both structure and dynamics in disordered 
macromolecular systems.
[60,61]
 Specifically, electron paramagnetic resonance (EPR) 
spectroscopy offers structural information on a length scale ranging from atomic 
distances to ∼8 nm and information on dynamic processes in the ps to µs regime.
[62–64]
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 Since EPR-active species in macromolecular systems are rare, structural information 
of the systems is achieved by adding small paramagnetic tracers, so-called spin probes, 
which are sensitive to the local viscosity and polarity.
[61,65]
 This method offers two distinct 
advantages. First, the interpretation of the data is largely facilitated, since only signals 
from the spin probes are detected. Second, the structure of the spin probes can be 
adapted to the problem of interest. It may be favorable to select a molecule that reflects 
the amphiphilicity of the studied systems or that can even act as tracer for a specific 
guest molecule when host–guest properties are studied. In either case, the structure of 
the system is characterized from the perspective of an incorporated guest molecule. 
 This thesis is divided into eight chapters. The fundamentals of the EPR 
spectroscopic methods applied are introduced in Chapter 2. In the subsequent five 
chapters, four different amphiphilic systems are characterized in terms of their functional 
structure, each system representing an important class of materials.  
 Human serum albumin (HSA) is a highly important carrier for drugs and endogenous 
compounds in the blood circulatory system.
[31,66]
 In Chapter 3, its highly relevant function 
as fatty acid transporter is studied. Though extensive crystallographic data on the binding 
of fatty acids to HSA exist,
[67–69]
 the approach presented here characterizes the protein 
structure from the ligand’s point of view. In particular, this method can be used to assess, 
to which extent the crystal structure reflects the highly dynamic functional structure of 
the protein in solution. 
 In Chapter 4, the inclusion properties of triazole-modified star-shaped derivatives 
based on cholic acid are characterized. These biomimetic systems make use of the facial 
amphiphilicity of cholic acid to encapsulate and transport hydrophobic molecules in 




 is utilized as paramagnetic tracer to 
access structural information by its interaction with triazole moieties in the oligomer. 
Specifically, the influence of the relative position of the triazole in the oligomer on the 
binding affinity to heavy metal ions is elucidated.  
 In the following chapters, the focus shifts from biological to synthetic systems. The 
nanoscopic structure of a photocrosslinked hydrogel based on NiPAAm
[73]
 during the 
thermal phase transition is determined in Chapter 5. Although omnipresent in polymer 
research, little effort has been applied to study how the changing solvent–solute 
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interactions affect the thermoresponsive gel on the nanoscopic scale. In this study, an 
amphiphilic spin probe with affinities for both hydrophilic and hydrophobic polymer 
regions is used as a substitute for an incorporated host molecule. From this perspective, 
changes of the local structure are monitored with the focus on non-equilibrium 
phenomena such as dynamic and static heterogeneities. 
 Related to this, the use of thermoresponsive gels can facilitate method 
development in magnetic resonance.  A derivative of this gel with covalently attached 
paramagnetic units (spin labels) is introduced as a hyperpolarization agent for nuclear 
magnetic resonance (NMR) spectroscopy (Chapter 6). With a method called dynamic 
nuclear polarization (DNP), the large polarization of electron spins is transferred to 
nuclear spins to achieve enhancement of the NMR signal.
[74]
 It is proposed that the 
thermally triggered collapse enables a fast and efficient separation of the polarized 
solution from the toxic and relaxation-enhancing paramagnetic moieties. 
 In Chapter 7, the local structure of a more sophisticated thermoresponsive system 
is characterized. Dendronized polymers with oxyethylene building blocks exhibit a sharp 
and fully reversible phase transition in aqueous solution.
[75–77]
 Above the critical 
temperature, they form well defined mesoglobules with a diameter of several hundred 
nanometers.
[78]
 Applying the same amphiphilic spin probe as in Chapter 5, the local 
structural changes below and above the critical temperature are followed in terms of 
dehydration. The observed structural features on both nanoscopic and mesoscopic scales 
are then related to the chemical properties of the dendritic cores.  
 Finally, all results are summarized and concluded in Chapter 8. Special emphasis is 
placed on the structural and functional similarities and differences of the studied 
systems, which are united in their amphiphilic nature.  
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2.1  Historical Review 
 
In 1921, Gerlach and Stern observed that a beam of silver atoms splits into two lines 
when it is subjected to a magnetic field.
[1–3]
 While the line splitting in optical spectra, first 
found by Zeeman in 1896,
[4,5] 
could be explained by the angular momentum of the 
electrons, the s-electron of silver could not be subject to such a momentum, not to 
mention that an azimuthal quantum number   1/2 cannot be explained by classical 
physics. At that time, quantum mechanics was still an emerging field in physics and it 
took another three years until this anormal Zeeman effect was correctly interpreted by 
the joint research of Uhlenbeck, a classical physicist, and Goudsmit, a fellow of Paul 
Ehrenfest.
[6,7]
 They postulated a so-called ‘spin’, a quantized angular momentum, as an 
intrinsic property of the electron. This research marks the cornerstone of electron 
paramagnetic resonance (EPR) spectroscopy which is based on the transitions between 
quantized states of the resulting magnetic moment. 
 Cynically, the worst event in the 20
th
 century boosted the development of EPR 
spectroscopy as after World War II suitable microwave instrumentation was readily 
available from existing radar equipment. This lead to the observation of the first EPR 
spectrum by the Russian physicist E. K. Zavoisky in 1944,
[8,9]
 already one year before the 
first nuclear magnetic resonance (NMR) spectrum was recorded.
[10,11]
 The development 
of EPR and NMR went in the same pace during the first decade though NMR was by far 
more widely used. But in 1965, NMR spectroscopy experienced its final boost with the 
development of the much faster Fourier transform (FT) NMR technique which also 
opened the development of completely new methodologies in this field.
[12]
 The 
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corresponding pulse EPR spectroscopy suffered from expensive instrumentation, the lack 
of microwave components, sufficiently fast digital electronics and intrinsic problems of 
limited microwave power. Although the first pulse EPR experiment was reported by R. J. 
Blume already in 1958,
[13]
 pulse EPR was conducted by only a small number of research 
groups over several decades.  
 In the 1980s, the required equipment became cheaper and manageable and the 
first commercial pulse EPR spectrometer was released to the market,
[14]
 followed only 
ten years later by the first commercial high field spectrometer.
[15]
 This development of 
equipment promoted the invention of new and the advancement of already existing 
methods. Nowadays, a vast EPR playground is accessible to an ever growing research 
community, which became as versatile as the spectroscopic technique itself.  
 
 
2.2  EPR Fundamentals 
 
2.2.1  Preface 
 
While NMR is a standard spectroscopic technique for the structural determination of 
molecules, the closely related EPR spectroscopy is still sparsely known by many scientists. 
This discrepancy originates from the lack of naturally occurring paramagnetic systems 
due to the fact that the formation of a chemical bond is inherently coupled to the pairing 
of electrons and a resulting overall electron spin of   0.   
 This lack of EPR-active materials is both the biggest disadvantage and the biggest 
advantage of the method. On the one hand, the method is restricted to few existing 
paramagnetic systems, radicals and transition metal complexes with a residual electron 
spin. On the other hand, this selectivity turns out advantageous in the study of complex 
materials, since only few paramagnetic species lead to interpretable EPR spectra.  
 Since most materials are diamagnetic, paramagnetic species have to be artificially 
introduced as tracer molecules. Dependent on the manner of introduction, they are 
called spin labels or spin probes.
[16]
 While spin labels are covalently attached to the 
system of interest, no chemical linkage is formed between spin probes and the material 
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(see Section 2.6.1). In both cases, the tracer molecules are sensitive to their local 
surrounding in terms of structure and dynamics and thus allow an indirect molecular 
observation of the materials’ properties.
[17,18]
 
 Additionally, dipole–dipole couplings between two electrons allow for distance 
measurements in the highly relevant range of 1.5 to 8 nm.
[19–21]
 Attached to selected 
sites in biological and synthetic macromolecules, structural information of such complex 
materials becomes accessible.
[22–25]
 This approach turns out especially powerful if the 
systems under investigation lack long-range order and scattering methods cannot be 
applied for structural analysis. Magnetic resonance techniques as intrinsically local 
methods do not require this constraint and EPR as one of only few methods allows for 






2.2.2  Resonance Phenomenon 
 
Analogous to the orbital angular momentum , the spin angular momentum  gives rise 
to a magnetic momentum  
  e  	
e (2.1) 
with the magnetogyric ratio of the electron e, the Bohr magneton e   2e⁄ , and 
the 
-factor 
 ≈ 2. The exact 
-value for a free electron of 
e  2.0023193043617(15) is 
predicted by quantum electrodynamics and is the most accurately determined 
fundamental constant by both theory and experiment.
[29]
 If the electron is subjected to 
an external magnetic field   0, 0, ,* the energy levels of the degenerate spin 
states split depending on their magnetic quantum number   1/2 and the strength 
of the magnetic field , 
   12 
. (2.2) 
Irradiation at a frequency , which matches the energetic difference Δ between the 
two states, results in absorption, 
                                                 
*
 The correct term for  is magnetic induction. The term magnetic field originates from older magnetic 
resonance literature and is still commonly used while its symbol ! was replaced by . 
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Δ    
. (2.3) 
The spectroscopic detection of this absorption is the fundamental principle of EPR 
spectroscopy. The resonance frequency   	 is named Larmor frequency after    
J. Larmor, who described the analogous motion of a spinning magnet in a magnetic field 
in 1904. A schematic of the resonance phenomenon is depicted in Figure 2.1. 
 
Figure 2.1. Splitting of the energy levels of an electron spin subjected to a magnetic field with 
corresponding resonance frequencies (
  
) and typical EPR microwave bands.  
 
For 
  2, magnetic fields between 0.1 and 1.5 Tesla, easily achievable with electro-
magnets, result in resonance frequencies in the microwave (mw) regime between 2.8 
and 42 GHz. Historically, mw frequencies are divided into bands. Most commercially 
available spectrometers operate at X-band (∼9.5 GHz), Q-band (∼36 GHz), or W-band 
(∼95 GHz). All EPR measurements in this work were performed at X-band.   
 
 
2.2.3  Magnetization 
 
In general, EPR spectroscopy is conducted on a large ensemble of spins. The actual 
quantity detected is the net magnetic moment per unit volume, the macroscopic 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
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magnetization # (eq. 2.7). The relative populations of the two energy states |%&'%    
(  (1/2) and |%'%  (  	1/2) are given by the Boltzmann distribution 
)*)+  exp /	 Δ012 . (2.4) 
The excess polarization is described by the polarization 3 
3  )* 	 )+)* ( )+  1 	 exp	 Δ 01⁄ 1 ( exp	 Δ 01⁄  . (2.5) 
In a high temperature approximation (Δ 4 01), which is valid for all experiments 
described in this thesis, the polarization is given by 
3  tanh /201 2 9 201 . (2.6) 
For a static magnetic field in :-direction, as described above, the equilibrium 
magnetization yields 
#  1; < == 
12 >3?@ , (2.7) 
where >  )* ( )+ is the total number of spins. It is proportional to the magnetic field 
and inversely proportional to the temperature. Since the polarization is proportional to 
the magnetogyric ratio of the electron, the magnetization is proportional to A, 
explaining the high sensitivity of EPR in comparison to NMR. Later in this thesis, the 
polarization difference between electrons and protons is utilized to enhance the 
magnitude of NMR signals (Chapter 6).  
 
 
2.2.4  Bloch Equations 
 
Following the Larmor theorem, the motion of a magnetic moment in a magnetic field 
gives rise to a torque. For a single spin, this torque is given by 
 BBC  D E . (2.8) 
Using the net magnetization M and dividing by V, we get 
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 B#BC  # E . (2.9) 
When the magnetization is in equilibrium and a static magnetic field is applied along :, 
the magnetization vector is time-invariant and cannot be detected. However, any 
displacement from the :-axis results in a precessing motion around this axis with the 
Larmor frequency , giving rise to an detectable alternating magnetic field. It is 
convenient to define a coordinate system that rotates counterclockwise with the 
microwave frequency FG. In this coordinate system, the magnetization vector rotates 
with a precession frequency Ω   	 FG (Figure 2.2a), which is the resonance offset 
between the Larmor and the mw frequency. 
 
 
Figure 2.2. a) Free precession of the magnetization vector # in the rotation frame with the 
precession frequency Ω   	 FG. b) Nutation of the magnetization vector during off-resonant 
mw irradiation with a circularly polarized mw field along I with amplitude J (adapted from [B.3]). 
 
To detect an EPR signal, besides  an additional oscillating mw field J  J cosFGC , J sinFGC , 0 is applied along I, which moves the 
magnetization vector away from its equilibrium position (Figure 2.2b). For on-resonant 
mw irradiation (Ω  0), the effective nutation frequency OO equals J  
J ⁄  and 
the magnetization vector precesses around the I-axis while the magnetization vector is 
hardly affected if the mw frequency is far off-resonant (Ω P J). 
 To fully describe the motion of the magnetization vector, relaxation effects also 
need to be considered. The longitudinal relaxation time 1J characterizes the process(es) 
that make the magnetization vector return to its thermal equilibrium state while the 















Electron Paramagnetic Resonance Theory  17 
 
to spin–spin interactions. Felix Bloch first derived the famous equation of motion which 
fully describes the evolution of the magnetization 
[30]
 
 B#BC  #C E C 	 Q#C 	 #  R
	ΩST 	 SU 1A⁄ΩSU 	 JS@ 	 ST 1A⁄JST 	 S@ 	 S 1J⁄ V . (2.10) 
The magnetic field  consists of the static magnetic field  as well as the oscillating mw 
field J, 
  RJ cosFGCJ sinFGC V , (2.11) 
and the relaxation tensor is given by  
Q  R1AWJ 0 00 1AWJ 00 0 1JWJV . (2.12) 
 
 
2.2.5  Continuous Microwave Irradiation 
 
The most facile EPR experiment can be realized by continuous microwave irradiation of a 
sample placed in a magnetic field and detection of the microwave absorption. It is 
extremely difficult to produce a microwave source that provides a variable frequency 
range of several octaves with a sufficient amplitude and frequency stability. Hence, the 
microwave frequency (the quantum) is kept constant, while the magnetic field (the 
energy level separation) is varied.  
 A second EPR characteristic is determined by the instrumentation. The detector, a 
microwave diode, is sensitive to a broad frequency range. To reduce the frequency range 
of the detected noise, the EPR signal is modulated by a sinusoidal modulation of the 
magnetic field and only the modulated part of the diode output voltage is detected. 
Besides a drastically enhanced signal-to-noise ratio (SNR), this method implies the 
detection of the first derivative of the absorption spectrum rather than the absorption 
line itself. Although the detected signal is proportional to the modulation amplitude Δ, 
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Δ should not exceed one third of the line width ΔXX (cf. Figure 2.3) to avoid disturbed 
line shapes.  
 After a sufficiently long continuous microwave irradiation, the magnetization will 
reach a stationary state and the time derivatives of the magnetization vector vanish. In 
this case, the Bloch equation (eq. 2.10) becomes a linear system of equations and the 
components of the magnetic field vector are given by 
SU  SJ Ω1AA1 ( ΩA1AA ( JA1J1A, (2.13a) 
ST  	SJ 1A1 ( ΩA1AA ( JA1J1A, (2.13b) 
S@  S 1 ( ΩA1AA1 ( ΩA1AA ( JA1J1A. (2.13c) 
S@  is called longitudinal magnetization and cannot be detected with conventional 
experimental setups. The components SU and ST  are called transverse magnetization or 
coherence and can be measured simultaneously in a quadrature-detection scheme with 
two microwave reference signals phase shifted by 90° with respect to each other. In this 
case, a complex signal  
;  	ST ( YSU  (2.14) 
is obtained.  
 For low microwave powers, i.e. JA1J1A 4 1, the last term of the denominator in 
eq. 2.11–13 vanishes. In this linear regime, SU and ST are proportional to J. The real 
part of the complex signal amounts to 
	ST  SJ 1A1 ( ΩA1AA  SJ 1A
WJ1AWA ( ΩA . (2.15) 
This corresponds to a Lorentzian absorption line with a width 1AWJ and an amplitude SJ. The imaginary part is given by 
SU  SJ Ω1AA1 ( ΩA1AA  SJ Ω1AWA ( ΩA , (2.16) 
corresponding to a Lorentzian dispersion line. Both line shape functions as well as their 
first derivatives are illustrated in Figure 2.3. Since the dispersion line suffers from broad 
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flanks and decreased amplitudes, only absorption lines are recorded, which offer a better 
SNR and a better resolution in presence of multiple lines. 
 In the analysis of first derivative spectra, the definition of a peak-to-peak line width ΓXX is favorable. It is related to the full width at half maximum (FWHM) of the respective 
absorption line by 
ΓXXΓ[\]^  3WJ A⁄ . (2.17) 
On an angular frequency scale, the peak-to-peak line width is given by ΔXX  2 √31A⁄ . 
In magnetic field swept spectra, the relation  
ΔXX  2√31A 
 (2.18) 
holds when the spectrum is not inhomogeneously broadened by unresolved hyperfine 
couplings. In the latter case, the spectrum consists of Gauss or Voigt lines rather than of 
pure Lorentzian signals. 
  
 
Figure 2.3. Top: Lorentzian absorption and dispersion lineshapes calculated by eqs. 2.15 and 
2.16. Bottom: first derivative of the Lorentzian lines as observed in CW EPR spectroscopy. 
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EPR is a spectroscopic method relying on a purely quantum mechanical construct, the 
electron spin. So far, this has been described in the picture of classical physics. In the next 
section, we will proceed to a quantum-mechanical description, and to the spin 
Hamiltonian which describes all magnetic interactions of the spin with its environment.  
 
 
2.3  Types of Interactions and Spin Hamiltonian 
 
The spin Hamiltonian can be derived by the Hamiltonian of the whole system by 
separating the energetic contributions involving the spin from all other contributions.
[31]
 
It contains all interactions of the electron spin with the external magnetic field and 
internal magnetic moments i.e. other spins in the vicinity of the electron spin. Dependent 
on the number of interacting spins a, the spin Hamiltonian spans a Hilbert space with the 
dimension  
)]  b2ac ( 1c , (2.19) 
which describes the number of energy levels of the system. The energy of a 
paramagnetic species in the ground state with an effective electron spin  and ) coupled 
nuclei with spins d is described by the static spin Hamiltonian  
e  eEZ ( eZFS ( eHF ( eNZ ( eNQ ( eNN. (2.20) 
The terms describe the electron Zeeman interaction eEZ, the zero-field splitting eZFS, 
hyperfine couplings between the electron spin and the nuclear spins eHF, the nuclear 
Zeeman interactions eNZ, the quadrupolar interactions eNQ for nuclear spins with       d f 1/2, and spin–spin interactions between pairs of nuclear spins eNN. The different 
terms of the spin Hamiltonian in eq. 2.20 are ordered according to their typical energetic 
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2.3.1  Electron Zeeman Interaction 
 
The interaction between the electron spin and the external magnetic field is described by 
the electron Zeeman term  
eEZ   g, (2.21) 
which is the dominant term of the spin Hamiltonian for usually applied magnetic fields 
(high field approximation). Since both spin operator  and the external magnetic field  
are explicitly orientation-dependent, g assumes the general form of a tensor with the 










@@ i . (2.22) 
It can be diagonalized via Euler angle transformation of the magnetic field vector into the 
molecular coordinate system of the radical to yield 
g  R
UU 0 00 
TT 00 0 
@@V . (2.23) 
The deviation of the g principal values from the 
 value of the free electron spin and its 
orientation dependence is caused by the spin–orbit coupling. Since the orbital angular 
momentum  is quenched for a non-degenerate ground state, only the interaction of 
excited states and ground state leads to an admixture of the orbital angular momentum 
to the spin angular momentum. The g tensor can be expressed by [32] 
g  
j ( 2kl (2.24) 
with the spin–orbit coupling constant k and the symmetric tensor l with elements 
m=n  < op|q=|prstpruqnupvw 	 wrrx .  (2.25) 
Each element m=n describes the interactions of the SOMO ground state p with energy w 
and the )th excited state pr with energy wr. A large deviation from 
y results from a 
small energy difference between the SOMO and the lowest excited state and a large the 
spin–orbit coupling. For most organic radicals, the excited states are high in energy and 
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nn 9 
. Larger deviations are observed for transition metal complexes, which also 
benefit from the fact that the spin–orbit coupling as a relativistic effect is proportional to 
the molecular mass of the atom.  
 In solution, the orientation dependence of the g tensor is averaged by fast 
molecular motion and an isotropic 
-value is observed, which amounts to 






2.3.2  Nuclear Zeeman Interaction 
 
Analogous to the electron Zeeman interaction, nuclear spins couple to the external 
magnetic field. This contribution is described by the nuclear Zeeman term 
eNZ  	  < 
,ccc . (2.27) 
The spin quantum number d and the 
 factor are inherent properties of a nucleus. In 
most experiments, the nuclear Zeeman interaction can be considered isotropic. It hardly 
influences EPR spectra, but however affects nuclear frequency spectra measured by EPR 
techniques (cf. Section 2.10). 
 
 
2.3.3  Hyperfine Interaction 
 
The hyperfine interaction is one of the most important sources of information in EPR 
spectroscopy. It characterizes interactions between the electron spin and nuclear spins in 
its vicinity. Hence, it provides information about the direct magnetic environment of the 
spin. Its contribution to the Hamiltonian is given by 
eHF  < ccc  eF ( eDD. (2.28) 
A is the hyperfine coupling tensor and c  the spin operator of the 0th coupled nucleus. 
This Hamiltonian can be further subdivided in an isotropic part eF and a dipolar part eDD.  
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 The nuclear magnetic moment gives rise to a dipole–dipole interaction between 
electron and nuclear spin, which acts through space. In general, the interaction between 
two magnetic dipoles J and A is given by  
  4 1 JA 	 3A JA. (2.29) 
With the introduction of the dipolar coupling tensor , the dipolar term of the hyperfine 
interaction can be expressed by  
eDD  < ccc . (2.30) 
In the hyperfine principal axis system,  is approximately described by  
  4 

 h	1 	1 2 i  h
	1 	1 21i. (2.31) 
This representation neglects g anisotropies and spin–orbit couplings but is a good 
approximation as long as both effects are small. Since  is traceless, the dipolar part of 
the hyperfine interaction is averaged to zero by fast and isotropic rotation of the radical. 
In this case, only the isotropic part of the hyperfine interaction prevails. The energetic 
contributions of this so-called Fermi contact term  
eF  < z{|,ccc  (2.32) 
are characterized by the isotropic hyperfine coupling constant  
z{|  23  

|p0|A. (2.33) 
This contribution originates, since an electron in a s-orbital possesses a finite electron 
spin density at the nucleus, |p0|A. Via configuration interaction or spin polarization 
mechanisms, also electrons in orbitals with   0 contribute to the spin density at the 
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2.3.4  Nuclear Quadrupole Interaction 
 
Nuclei with d  1 are characterized by a non-spherical charge distribution, which gives 
rise to a nuclear electrical quadrupole moment Q. This moment interacts with the electric 
field gradient at the nucleus, caused by electrons and nuclei in its vicinity. With the 
traceless nuclear quadrupole tensor , this contribution is described by 
eNQ  < cccJ A⁄ . (2.34) 
In EPR spectra, nuclear quadrupole interactions cause resonance shifts and the 
appearance of forbidden transitions. These small second-order effects are difficult to 
observe. In nuclear frequency spectra recorded by EPR, quadrupole couplings manifest 
themselves as first-order splittings (cf. Section 4.3.2). 
 
 
2.3.5  Nuclear Spin–Spin Interaction 
 
The dipole–dipole interaction between two nuclear spins is given by 
eNQ  < ==,ccJ A⁄ . (2.35) 
The nuclear dipole coupling tensor =,c provides the main information source in solid-
state NMR.
[26]
 However, the coupling is far too weak to be observed in EPR spectra and 
usually it is not even resolved in nuclear frequency spectra.   
 
 
2.3.6  Zero-Field Splitting 
 
For spin systems with a group spin  f 1/2 and non-cubic symmetry, the dipole–dipole 
couplings between individual electron spins remove the energetic degeneracy of the 
ground state. This zero-field splitting causes an energy splitting even in the absence of an 
external magnetic field and is expressed by 
eZFS   (2.36) 
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with the symmetric and traceless zero-field interaction tensor  and the group spin   ∑ cc . In this thesis, only paramagnetic species with   1/2 are studied in detail. 
Thus, the zero-field splitting term of the spin Hamiltonian can be neglected. 
 
 
2.3.7  Weak Coupling between Electron Spins 
 
Strongly interacting electron spins are characterized by a group spin, as discussed in the 
previous section. A system of two weakly coupled unpaired electrons is more 
conveniently described by two single spin Hamiltonians and additional terms, which arise 
from the coupling,  
eJ, A  eJ ( eA ( eexch ( edd. (2.37) 
These excess terms characterize the contributions due to spin exchange eexch and 
dipole–dipole coupling edd.[34] 
 
Heisenberg Exchange Coupling 
When two species approach each other close enough, the orbitals of the two spins 
overlap and the unpaired electrons can be exchanged. In solids, the upper limit of 1.5 nm 
can be exceeded in strongly delocalized systems.
[22]
 In liquid solutions, the exchange 
interaction is mainly governed by the collision of paramagnetic species leading to 
strongly overlapping orbitals for short times.  
 Exchange coupling can be differentiated into an isotropic and anisotropic 
contribution and is characterized by the exchange coupling tensor . Its contribution to 
the static spin Hamiltonian is given by 
eexch  J  aJAJ (2.38) 
The last term of eq. 2.38 only applies for organic radicals, since the anisotropic part of 
the exchange tensor  can be neglected. In a system J  A  1/2, the isotropic part can 
be described in terms of chemical bonding. Ferromagnetically coupled spins form a 
weakly bonded triplet state with   1, while a weakly antibonded singulet state (  0) 
is formed in case of antiferromagnetic coupling.  
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Dipole–Dipole Interaction 
The dipole–dipole interaction between two electrons is treated in analogy to the dipolar 
coupling between an electron and a nucleus (Section 2.3.3). Since the measurement of 
dipolar couplings is a powerful tool to extract distance information and will be utilized 
extensively in the next section, we shall have a closer look on the inner working of the 
equations.  
 The interaction of two classic dipoles was already given in eq. 2.29. Distributed 
randomly in space, as depicted in Figure 2.4 (left), the interaction energy depends on 
their relative orientation to the connecting vector and can be calculated by 
  4 1JA 2 cos J cos A 	 sin J sin A cos . (2.39) 
In the high field approximation, the dipolar coupling to the external magnetic field 
dominates all other contributions. Hence, the dipoles align parallel to                    
(Figure 2.4 (right)), and eq. 2.39 simplifies to  




Figure 2.4. Schematic representation of two interacting magnetic dipoles. Left: arbitrary 
orientation of the dipoles in space. The angles between the dipoles and the connection vector  
are denoted J and A. The angular offset between the two spanned planes is characterized by the 
dihedral angle . Right: orientation of both dipoles parallel to the external magnetic field  
(adapted from [B.6]). 
 
In this approximation and neglecting g anisotropy, the spin Hamiltonian as a quantum-
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edd    4 1JA 
J
AA JA 	 3A JJAAJA. (2.41) 
The dipolar coupling tensor  can be expressed in its principal axes frame as 
  4 
J
AAJA h
	1 	1 2 i  R
	 	 2V. (2.42) 
Since the frequency is proportional to JAW, the distance between the coupled spin pair 
can be retrieved. This is discussed in detail in Section 2.11, where the corresponding 
pulse EPR method is introduced.  
 
 
2.4  Anisotropy in EPR Spectra 
 
Many interactions in magnetic resonance are anisotropic or have anisotropic 
components. In disordered samples, i.e. non-crystalline materials lacking long-range 
order, the radicals are distributed randomly with respect to the external magnetic field. If 
the rotational motion does not average the orientation of the paramagnetic species, 
these anisotropic interactions lead to powder spectra. For a given microwave frequency, 
spins fulfill the resonance condition at different magnetic field positions depending of 
their orientation. This leads to broadened spectra with characteristic line shapes. 
 
 
2.4.1  g Anisotropy 
 
As stated in Section 2.3, the Electron-Zeeman interaction depends on the absolute 
orientation of the molecule with respect to the external magnetic field. The orientation 
of the molecule can be characterized by the elevation angle  and the azimuth   of a 
spherical coordinate system.  characterizes the angle between the molecular :-axis and 
the vector of the magnetic field .  denotes the angle between its projection on the 
molecular I-plane and the I-axis (Figure 2.5).  
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Figure 2.5. Definition of the elevation angle  and the azimuth  in a unit sphere depicting the 
molecular coordinate system (collinear to the principal elements of the diagonalized g tensor, 
UU, 
TT, and 
@@) and the magnetic field vector .  
 
Each point of the anisotropic spectrum is characterized by an effective 




In general, the effective 
-value depends on both spherical angles and can be calculated 
by  

,   }
UUA sinA  cosA  ( 
TTA sinA  sinA  ( 
@@A cosA ~J A⁄ . (2.44) 
In case of axial symmetry with 
@@  
 aligned parallel to the unique axis of the 
molecular frame and 
UU  
TT  
  aligned perpendicular to this axis, the g tensor is 
given by  
g  h
  0 00 
  00 0 
i. (2.45) 
Hence, the  dependence vanishes and the effective 
-value amounts to  

  }
 A sinA  ( 
A cosA ~J A⁄ . (2.46) 
Characteristic anisotropically broadened powder spectra for paramagnetic species with 
axial and orthorhombic symmetries are displayed in Figure 2.6. Unit spheres illustrate the 
orientational contributions at the principal 
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number of contributing orientations, the maximum spectral intensity is observed at 
effective 
-values corresponding to 
  and 
TT, respectively.    
 
 
Figure 2.6. Simulated absorption (top) and first derivative (bottom) powder spectra with anisotropic g tensors at a microwave frequency of 9.3 GHz. a) Axial symmetry with 
   2.05 and 
  2.4.   
b) Orthorhombic symmetry with 
UU  2.05, 
TT  2.15, and 
@@  2.4. Red spots on the unit 
spheres mark orientations that contribute to the spectra at magnetic field positions corresponding 
to the principal 
-values upon excitation by a 32 ns mw pulse (adapted from [B.6]). 
 
 
2.4.2  Combined Anisotropies in Real Spectra 
 
Besides the 
-value, both the hyperfine coupling constant and the zero–field splitting 
constant have anisotropic components which influence the line shape in CW EPR spectra. 
The explicit orientation dependence of dipole–dipole interactions between different 
unpaired electrons and its consequence for the DEER experiment is treated in Sections 
2.11 and 3.4.  
 In this thesis, no paramagnetic species with an effective electron spin  f 1/2 is 
studied which would give rise to zero-field splitting. However, the hyperfine anisotropy 
plays an important role for many radicals. It is given by the magnitude of the dipole–
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 Simulated powder spectra of a Jahn-Teller distorted copper(II) complex and a 
nitroxide are shown in Figure 2.7, which exhibit both g and  anisotropy. The g tensor of 
the copper complex is axially symmetric due to four identical equatorial ligands, while 
the nitroxide shows unique orientational dependences along all molecular axes. The 
hyperfine anisotropy, however, is approximately axially symmetric in both cases. In either 
case, the principal axes of the g and the  tensor coincide. A simplified explanation for 
the observed hyperfine anisotropy can be given as follows: The majority of the electron 
density is distributed in molecular orbitals aligned parallel to the molecular :-axis of the 
paramagnetic moiety (see also Section 2.6.2). Thus, the dipolar coupling with the 
proximate nuclei (
63
Cu with d   3/2 and 14N with d  1, respectively) in this direction 
dominates and gives rise to the highest hyperfine coupling, ¡ or ¡@@. The significantly 
lower hyperfine coupling values along the I- and the -direction are not fully resolved. 
 
 
Figure 2.7. Simulated EPR spectra for paramagnetic species with several anisotropic 
contributions. a) Copper(II) spectrum with axial symmetric and collinear g and  tensors (
   
2.085, 
  2.42 and ¡   28.0 MHz, ¡  403.6 MHz) at a microwave frequency of 9.3 GHz. A 
100 % isotopic abundance of 63Cu is assumed. Hypothetical spectra corresponding to different 
quantum numbers of the copper nucleus are displayed in gray. b) W-band (95 MHz) absorption 
(top) and first derivative (bottom) EPR spectrum of a nitroxide radical with an orthorhombic            g tensor (
UU  2.0087, 
TT  2.0065, and 
@@  2.0023) and a collinear hyperfine coupling tensor 
(¡UU  ¡TT  18.2 MHz and ¡@@  100.9 MHz). Excited orientations are illustrated in red on unit 
spheres at principal 
-value field positions. Note the decreased orientational selectivity in 
comparison to Figure 2.6 due to the additional hyperfine contribution.   
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The superposition of two spectral anisotropies accounts for the decreased orientational 
selectivity in comparison to the purely g anisotropic spectra displayed in Figure 2.6. 
 
 
2.5  Dynamic Exchange 
 
In this section, we will take a closer look on how the spectral parameters are affected 
when a paramagnetic species undergoes a transition on the EPR timescale (∼ns) that 
changes its electronic structure. This transition can be either a chemical reaction or any 
process that changes the conformation of the radical or its environment (see section 
2.6.4). In all cases, the resonance frequency of the EPR transition is affected due to a 
change of the hyperfine coupling or the g tensor, or both. Additionally, the line width is 
affected by the average time frame during which this process happens. 
 This process will be referred to as dynamic exchange throughout this thesis since it 
is the dynamic transition of a spin probe between two different environments that is 
responsible for the spectral effects observed in Chapter 7. In magnetic resonance 
textbooks, the process is commonly called chemical exchange and treated analogously.  
 If we consider a transition from a species A to a species B with the rate constants 






the average lifetimes of both species are given by 
£¤  10J     and    £¦  10WJ .    (2.48) 
At equilibrium, the rates for the transition back and forward must be equal, so that the 
fractions §n of each site are related to the average lifetimes by 
§¤£¤  §¦£¦ . (2.49) 
For a two-site problem, the equilibrium constant amounts to  
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¨  £¦£¤  §¦§¤ (2.50) 
and the fractions §n can be expressed in terms of the average lifetimes by 
§¤  £¤£¤ ( £¦    and   §¤  £¦£¤ ( £¦. (2.51) 
As stated in Section 2.2.5, the detected EPR signal ; consists of a real and an imaginary 
part, ;  	ST ( YSU. Extending the Bloch equations, one can write  
B;BC  	 BSTBC ( Y BSUBC  	;  11A ( YΩ ( JS. (2.52) 
In the present case, each species © gives rise to an EPR transition with a resonance 
frequency  ( n. The contributions to the total magnetization from each site can be 
expressed as 
B;nBC  	; ª 11A,n ( Y}Ω ( n~« ( JS,n. (2.53) 
One can further write S,n  §nS and ¬n  Ω ( n. Using the short notation 1n  1A,n 




B;¤BC  	;  11¤ ( YΩ ( ¤ ( §¤JS ( ;¦£¦ 	 ;¤£¤ (2.54) B;¦BC  	;  11¦ ( YΩ ( ¦ ( §¦JS ( ;¤£¤ 	 ;¦£¦ (2.55) 
In equilibrium, the time derivatives can be set to zero. The real part of the magnetization 
is given by 
	ST  	ST,¤ 	 ST,¦. (2.56) 
For the two-site problem under consideration, one yields the analytical expression 
	ST  JS
­£¤ ( £¦ ( £¤£¦§¤1¦WJ ( §¦1¤WJ® ¯£¤£¦1¤WJ1¦WJ 	 ¬¤¬¦(£¤1¤WJ ( £¦1¦WJ °(£¤£¦§¤¬¦ ( §¦¬¤­£¤¬¤1 ( £¦1¦WJ ( £¦¬¦1 ( £¤1¤WJ®­£¤£¦1¤WJ1¦WJ 	 ¬¤¬¦ ( £¤1¤WJ ( £¦1¦WJ®A(­£¤¬¤1 ( £¦1¦WJ ( £¦¬¦1 ( £¤1¤WJ®A
. (2.57) 
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A simplification of eq. 2.57 can be achieved by applying limiting conditions. In the limit of 
slow exchange, i.e. £nWJ 4 Δ  |¤ 	 ¦|, the signal consists of two Lorentzian lines, 
centered at ¤ and ¦, with line widths 1¤WJ and 1¦WJ and relative intensities §¤ and §¦, 
respectively,  
	ST  JS ª§¤ 1¤WJ1¤WA ( ¬¤A ( §¦ 1¦
WJ1¦WA ( ¬¦A«. (2.58) 
As the lifetime decreases, but still in the slow exchange regime, each line receives an 
additional contribution to its line width 1±²³WJ  £nWJ. Upon further decrease of the 
lifetime, the two lines merge to a single broadened Lorentzian line at the weighted 
frequency §¤¤ (  §¦¦, when £nWJ f Δ. 
In this condition of fast exchange, the result assumes the simplified form 
	ST  JS §¤1¤WJ ( §¦1¦WJ ( §¤A§¦AΔA£¤ ( £¦´§¤1¤WJ ( §¦1¦WJ ( §¤A§¦AΔA£¤ ( £¦µA ( §¤¬¤ ( §¦¬¦A. (2.59) 
Defining a reduced lifetime £ by 
2£WJ  £¤WJ ( £¦WJ (2.60) 
and using eq. 2.51, the exchange contribution in the condition of fast exchange amounts 
to 
1±²³WJ  12 §¤§¦ΔA£. (2.61) 
At still shorter lifetimes, the line width becomes independent of the exchange rate and 
the spectrum consists of a single sharp Lorentzian line with a weighted resonance 
frequency and line width. The evolution of an EPR spectrum under dynamic exchange is 
visualized in Figure 2.8. 
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Figure 2.8. Calculated absorption spectra of a two-spin system with resonance frequencies ¤  2 MHz and ¤¦  –3 MHz, Lorentzian line widths 1nWJ  0.1 MHz, and the relative lifetimes 
£¤ £¦⁄  3/2 under evolution of dynamic exchange. As the reduced lifetime £ approaches the 
frequency difference Δ, the two lines centered at ¤ and ¦ broaden and merge to a single 
broadened line, which sharpens again at still shorter lifetimes £.  
 
 
2.6  Nitroxides as Spin Probes 
 
As mentioned in Section 2.2.1, one major drawback of EPR spectroscopy is related to the 
small number of paramagnetic systems. The structural determination of these systems by 
EPR can nonetheless be achieved by introduction of paramagnetic tracer molecules, so-
called spin probes or spin labels. Nitroxide, stable free radicals with the structural unit 
R2NO·, mark the by far most important class of these paramagnetic molecules. The 
chemical structures of common nitroxide derivative are shown in Figure 2.9. In this 
thesis, nitroxides with structural motives 1 and 4 are used.  
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Figure 2.9. Chemical structures of common nitroxide spin probes. Depicted are derivatives of 1. 
2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPO), 2. 2,2,5,5-tetramethylpyrrolidine-1-oxyl (PROXYL), 
3. 2,2,5,5-tetramethylpyrroline-1-oxyl (dehydro-PROXYL), and 4. 4,4-dimethyl-oxazolidine-1-oxyl 
(DOXYL).   
 
The stability of nitroxides can be explained by the delocalized spin density (∼40 % on the 
nitrogen atom, ∼60 % on the oxygen atom) and full methyl substitution in β-position. The 
latter provides sterical hindrance as well as removal of the structural motif of a β-proton. 
Thus, typical radical reactions like dimerizations and disproportionations are inhibited.  
 
 
2.6.1  Spin Probe vs. Spin Label  
 
Spin labels are chemically attached to the material of interest while spin probes interact 
non-covalently with the system. The method of introduction depends on the system itself 
and on the type of requested information. 
 Spin probes are favorable for studies of macromolecules and supramolecular 
assemblies, as their structure and dynamics are mostly governed by non-covalent 
interactions. Via self-assembly, the spin probes selectively choose the environment that 
offers the most attractive interactions. They can also be seen as tracers for small guest 
molecules like drugs or analytes and deliver information about the host–guest 
relationship. 
 The introduction of spin labels is more demanding as the structural unit bearing the 
unpaired electron needs to be chemically attached to a functional group of the system. 
This method implies a bigger modification of the system, which could alter its function. It 
can still be worth the effort and risk, as the electron spin is locally restricted to a specific 
site of the system and distance measurements can be applied to gain structural 
information of its three-dimensional structure.  
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 In the last few years, this so-called site directed spin labeling in combination with 
distance measurements has become a widely used tool for the structural determination 





2.6.2  Quantum Mechanical Description 
 
For equally distributed nitroxides in dilute solution (» ¼ 2 mM), many terms of the static 
spin Hamiltonian (eq. 2.20) are irrelevant. In this case, the interactions of the unpaired 
electron and the magnetic 
14
N nucleus (d  1) are sufficiently characterized by the 
electron and nuclear Zeeman interactions and by the hyperfine coupling term, yielding a 
spin Hamiltonian  
eNO  g 	 ½




Figure 2.10. Energy level diagram for an   1/2, d  1/2 spin system in the strong coupling case |¡ 2⁄ | f |¾| with allowed EPR transitions (blue) and nuclear single quantum (SQ) and double 
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The quadrupolar contribution of the 
14
N nucleus is neglected in this description. The 
energy eigenvalues are determined through solution of the Schrödinger equation. For a 
fast, isotropic rotation, six eigenstates with energies 
NO  
z{| 	 
½½¾ ( z{|¾ (2.63) 
are obtained. This equation also holds for anisotropic motion, if 
z{| and z{| are 
substituted by the effective values in the respective orientation. The corresponding 
energy level diagram is depicted in Figure 2.10. Three allowed EPR transitions with 
frequencies ¾ are determined by the selection rules Δ  1 and Δ¾  0. 
ΔNO  ¾  
z{| ( z{|¾. (2.64) 
Although the nuclear Zeeman interaction does not affect the EPR transition frequencies, 
the nuclear frequencies, detectable by advanced EPR methods, depend on the interplay 
of nuclear Zeeman interaction and hyperfine coupling. A detailed description is given in 
Section 2.10, when the corresponding method is introduced.  
 
 
Figure 2.11. Definition of the molecular coordinate system of nitroxides and hypothetical spectra 
for orientations along the principal axes. Collinear g and  tensors with principal values 
UU  
2.0087, 
TT  2.0065, 
@@  2.0023 and ¡UU  ¡TT  18.2 MHz, ¡@@  100.9 MHz were assumed 
(adapted from [39]).  
 
The molecular coordinate system of nitroxides is presented in Figure 2.11. The 2Ä@ 
orbital of the nitrogen atom defines the :-axis. The I-axis is directed along the N-O bond 
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only detected orientations along the principal axes, they would assume the form 
illustrated in Figure 2.11. The center line position marks the principal g tensor element, 
and the spacing is determined by the corresponding principal element of the hyperfine 
tensor. The maximum hyperfine coupling value is found along :, since most spin density 
resides in the Å orbital along this axis.  
 
 
2.6.3  Nitroxide Dynamics 
 
The motion of the spin probe is strongly influenced by the dynamics and local structure 
of its surrounding. Thus, the analysis of nitroxide dynamics delivers indirect information 
about the system of interest. EPR is sensitive to rotational diffusion rather than 
translational motion, since only angular motions relative to the external magnetic field 
affect the magnetic interactions and the spectral line shapes. If the spin probe rotates 
very fast, the hyperfine couplings in different directions average to an isotropic value z{| 
and a spectrum is obtained that consists of three equal lines. On the other hand, an 
anisotropic powder spectrum is obtained when rotational motion is prohibited (cf. 
Section 2.4).  
 Between these two extremes, the spectral shape strongly depends on the time 
frame of the rotational diffusion. For isotropic Brownian rotational motion, it is 
characterized by the rotational correlation time £². Formally, £² is calculated by 
summation of all autocorrelation functions of the Wigner rotation matrices }ΩC~, 
£²  Æ tÇÈ,rÉ }ΩC~uÇÈ,rÉ }ΩC~vÊËÌ BC. (2.65) 
A detailed derivation is given in the literature.
[40,41] 
The rotational correlation time is 
related to the rotational diffusion coefficient by  
£²  16ÇÎ. (2.66) 
The effect of the rotational diffusion on EPR spectra is shown in Figure 2.12. In the 
regime of fast rotation (left hand side), the relative widths and heights of the spectral 
lines change due to increasing anisotropic contributions. The high-field line is most 
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strongly affected since it experiences the cumulative effect of g and  anisotropy. The 
strongest spectral changes are observed at £² ∼ 3 ns, when the inverse rotational 
correlation time matches the contribution due to anisotropic line broadening. When the 
rotational motion is further restricted (slow motion regime), the separation of the outer 





Figure 2.12. EPR spectral dependence on rotational dynamics for isotropic rotational diffusion in 
the regimes of fast motion (left) and slow tumbling (right). The spectra were obtained by 
simulations with routines accounting for fast motion (£²  10–400 ps), intermediate/slow motion 
(£²  1–100 ns), and powder type spectra in the rigid limit (£² f 1 µs) (cf. Section 2.7). The 
principal values of g and  are listed in Figure 2.11 (adapted from [B.6]).  
 
Though there are established methods to infer the rotational correlation time in the fast 
motion regime from the relative heights of the central and high-field line,
[43,44]
 these 
methods break down if the spectra consist of several overlapping species. Due to this 
fact, all rotational correlation times in this thesis were obtained by fitting of spectral 
simulations (cf. Section 2.7). 
 If the rotation of the nitroxide is hindered in several directions (e.g. due to chemical 
attachment), an anisotropy has to be introduced to the Brownian motion. In case of a 
fast rotation about one axis and a slower rotation about directions perpendicular to that 
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axis, the rotational diffusion coefficient can be expressed in its principal axes frame by 
[40,45]
 
Î  RÇ  Ç  ÇV. (2.67) 
Examples for more sophisticated approaches to account for spin probe dynamics are the 
macroscopic order microscopic disorder (MOMD) model and the slowly relaxing local 
structure (SRLS) model.
[46,47]
 They are not introduced in detail, since in this work it was 




2.6.4  Environmental Influences 
 
 
Figure 2.13. Schematic depiction of spin probes in hydrophilic (blue) and hydrophobic (orange) 
environments and corresponding fast-motion spectra with 
z{|(polar)  2.0060, z{|(polar)  48.2 
MHz and 
z{|(non-polar)  2.0063, z{|(non-polar)  44.3 MHz.  
 
In addition to dynamics, spin probes also provide information about their local 
environment. The electronic structure of a nitroxide is slightly altered depending on the 
interactions with molecules in its surrounding. In solvents of different polarity and 
proticity (pH), the same spin probe thus shows slightly different hyperfine coupling 
2aiso (non-polar) 
2aiso (polar) 
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constants and 
-values. For X-band spectra, this effect is illustrated in Figure 2.13. The 
alterations of the spectra are small but add up at the high-field line. Thus, spin probes in 
different nanoscopic environments in inhomogeneous samples can be distinguished and 
analyzed separately. This constitutes the main source of information for the 
characterization of thermoresponsive systems in Chapters 5 and 7. 
 In polar solvents, the zwitterionic resonance structure in Figure 2.14b is stabilized 
and spin density is transferred to the nitrogen nucleus. This leads to an increase of ¡@@ 
and to a decrease of 
UU since the deviation of 
UU from 
 mainly depends on the spin–
orbit coupling in the oxygen orbitals. 
 At a given polarity, the SOMO–LUMO energy difference increases, if the oxygen 
atom acts as hydrogen acceptor (Figure 2.14a). Hence, the spin–orbit contribution 
decreases, and the deviation of 
UU from 
 becomes less significant (cf. Section 2.3.1). 
In high-field spectra, the correlation of 
UU and ¡@@ can be utilized to distinguish between 
polar and protic solvents.
[48,49]
 At X-band and for fast rotating spin probes, the above-




Figure 2.14. Origin of the polarity and proticity dependence of nitroxide spectra. a) Hydrogen 
bonding leads to a decrease of the spin–orbit coupling. b) A stabilization of the zwitterionic 
resonance structure causes an increase of the spin density at the nitrogen atom. The combined 
effects lead to a decrease of 
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2.7  CW Spectral Analysis via Simulations 
 
Only for simple CW EPR spectra, all structural and dynamic parameters can be inferred by 
a straightforward analysis. This method breaks down in case of overlapping spectral 
components, complex rotational dynamics, and unresolved couplings. Here, much 
information is buried in the line shape and cannot be retrieved in a non-trivial manner. In 
this case, the reproduction of the spectrum by a quantum-mechanical simulation is the 
method of choice. The spectral parameters of interest can then be read out from the 
simulation.     
 Most CW EPR spectra in this thesis were analyzed by spectral simulations, 
performed with home-written Matlab programs based on various EasySpin routines. 
EasySpin is a simulation software developed by Stoll and Schweiger that provides 
routines for spectral simulations in a wide range of dynamic conditions.
[50,51]
 It subdivides 
four regimes of rotational motion: the isotropic limit, fast motion, slow motion, and the 
rigid limit.  
 The fast tumbling of radicals in the isotropic limit leads to a complete averaging of 
rotational motion and the spectrum consists of symmetric lines with equal widths. 
Corresponding spectra are computed by a diagonalization of the isotropic spin 
Hamiltonian. The resulting energy levels are obtained by the Breit-Rabi formulae.
[52]
     
 In the fast motion regime (e.g. Figure 2.12 left), small anisotropy effects change the 
heights and widths of the EPR transitions depending on their nuclear quantum number ¾. Applying the Redfield theory, these effects are treated as small perturbation.[53,54] 
 In slow motion (e.g. Figure 2.12 right), the perturbation approach does not 
sufficiently account for the large spectral influence of rotational motion. Spectra are 
calculated by solving the stochastic Liouville equation in an approach developed by 
Schneider and Freed.
[45]
 The rotational motion is accounted for by the diffusion 




 In the rigid limit, the orientations of the paramagnetic molecules are static. In this 
case, the positions, intensities and widths of all resonance lines are computed for each 
orientation by modeling the energy level diagram.
[55]
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2.8  Time Evolution of Spin Ensembles 
 
Although a CW EPR spectrum is influenced by all magnetic interactions of the spin 
Hamiltonian, only few dominating interactions are sufficiently resolved for an accurate 
analysis. The different contributions to the spin Hamiltonian can be separated by pulse 
EPR spectroscopy. Thus, small interactions of the electron spin with remote electron and 
nuclear spins can be resolved and precisely measured. Since in pulse EPR spectroscopy, 
microwave irradiation is not applied continuously but in defined time intervals, the time 
evolution of the spins has to be considered explicitly. 
 In this section, a formalism is introduced that describes the quantum-mechanical 
state of spin ensembles. Further, it is shown how this formalism can be applied to EPR. 
Based on this foundation, those pulse methods applied in this thesis are introduced in 
the following sections.   
 
 
2.8.1  The Density Matrix 
 
The quantum-mechanical expectation value of an observable Ï in a (single) spin system 
described by the wave function p is given by  
ÐÏ'  op|Ï|ps. (2.68) 
In this representation, the explicit form of the wave function has to be known. The wave 
function can be developed in a set of orthogonal eigenfunctions 0 
|%pC'%  < »cCc |%0'%, (2.69) 
yielding a new expression for the expectation value   
ÐÏ'  < »c»ÉÅÑÑÑÑÑÑc,É o|Ï|0s. (2.70) 
In reality, a spin ensemble is detected rather than a single spin. Their properties are best 
described by the Hermitian density operator 
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Ò  |%p'%Ð%p|%  < »c»ÉÅÑÑÑÑÑÑ|%0'%Ð%|%c,É  (2.71) 
with the matrix elements  
§cÉ  »c»ÉÅÑÑÑÑÑÑ  o0|Ò|s. (2.72) 
The off-diagonal matrix element §cÉ  quantifies coherences between states |%0'% and |%'%, 
while the diagonal elements §cc represent the population of the state |%0'%. The ensemble 
averaging is done by an averaging of the coefficients »c, »É. The expectation value of an 
observable in an ensemble is then given by  
ÐÏ'ÑÑÑÑ  TrÒÕ, (2.73) 
which is conveniently independent of the wave function. In analogy to the time 
dependent Schrödinger equation 
B|%p'%BC  	Ye|%pC'%, (2.74) 
the evolution of the density matrix under the spin Hamiltonian is given by the Liouville–
von Neumann equation  
B|%Ò'%BC  	Y´%e|Òµ. (2.75) 
The Liouville–von Neumann equation neglects relaxation which can be introduced by the 
relaxation super-operator Ξ to yield 
B|%Ò'%BC  	Y´%e|Òµ 	 Ξ×ÒC 	 ÒØÙ. (2.76) 
where ÒØ is the density operator of a spin system in thermal equilibrium. Since Ξ is 
time-independent, relaxation and time evolution of the spin ensemble can be treated 
separately.  
 The Liouville–von Neumann equation is readily solved when the Hamiltonian is 
constant for some time. The solution is most easily written in terms of operator 
exponentials  
ÒC  exp	YeCÒ0exp	YeC  ÚÒ0ÚÛ. (2.77) 
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The propagator operator Ú and its Hermitian adjunct ÚÛ propagate the density operator 
in time via unitary transformations. 
 Solving the Liouville–von Neumann equation is more difficult when the Hamiltonian 
varies with time, e.g. in an experiment with pulsed microwave irradiation. In this case, it 
is convenient to divide the experiment in time intervals, during which the Hamiltonian is 
constant. In the framework of this so-called density operator formalism, propagators are 
consecutively applied for each time interval 
ÒCr  Úr Ü ÚAÚJÒ0ÚJÛÚAÛ Ü ÚrÛ . (2.78) 
 
 
2.8.2  Product Operator Formalism 
 
For large spin systems, it is more convenient to decompose § into a linear combination of 
orthogonal basis operators n 
ÒC  < ÝnCn.n  (2.79) 
This product operator formalism is advantageous since each of the basis operators has a 
certain physical meaning.
[56]
 Each set of basis operators consists of as many operators as 
there are elements in the density matrix. They span a basis with dimension )]A  )Þ, 
called Liouville space. For a single electron spin with   1/2, a Cartesian basis of U, T, 
@, and half the identity operator JA j can be used.  
 Not only density operators, but also Hamiltonians can be expressed in terms of 
Cartesian product operators. Thus, the evolution of the spin system can be described in 
the framework of product operators. In analogy to eq. 2.77, the evolution of any 
operator ¡ under another operator  can be expressed by 
exp	Yß¡expYß  à 
á ¡ âãäå à (2.80) 
It is convenient to use the shorthand notation introduced in the lower part of eq. 2.80 to 
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¡ âãäå ¡ cos ß 	 Y ´, ¡µsin ß    æ ´, ¡µ  0, 
¡ âãäå ¡     æ ´, ¡µ  0. (2.81) 
If the Hamiltonian consists of a sum of product operator terms, they can be applied 
consecutively as long as they commute with each other.   
 
 
2.8.3  Application to EPR 
 
Before manipulating a spin system by microwave irradiation, its initial state must be 
known. The equilibrium state is characterized by a Boltzmann distribution (see also eq. 
2.4), i.e. the equilibrium density operator ÒØ is given by 
ÒØ  exp	e 01⁄ Tr´exp	e 01⁄ µ. (2.82) 
In the high-field approximation, the dominating interaction is given by the electron 
Zeeman term and e ç @. Using the high-temperature approximation @ P 01 
and performing a series expansion of the exponential, ÒØ can be approximated by  
ÒØ ç j 	 01 @ . (2.83) 
The identity operator j is usually neglected as it is invariant throughout the experiment. 
Further, the constant factors are dropped and the equilibrium density operator is 
conveniently denoted as  
ÒØ  	@ . (2.84) 
The spin system leaves the state of thermal equilibrium by application of microwave 
pulses, i.e. (resonant) microwave irradiation during a time interval CX in which the 
magnetization of the spin system is rotated by a flip angle 
  JCX. (2.85) 
A pulse excites one or several transitions of a spin system depending on its excitation 
bandwidth, which is inversely proportional to CX. A pulse is called non-selective, if it 
excites all allowed and partially allowed transitions on the spin system, or selective, if 
only one (or few) transitions are excited. Quantum-mechanically, a non-selective pulse 
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applied from direction Y è ­I, , 	I, 	® is described by the product operator =. In this 
case, the static spin Hamiltonian during the pulse can be neglected and the pulse can be 
treated as an ideal, infinitely short pulse. 
 The spin Hamiltonian does, however, affect the further evolution of the spin 
system, as described in the Liouville–von Neumann equation (eq. 2.77). The time of free 
evolution is thus characterized by the operator eC, or its linear combination of product 
operators. 
 In conclusion, starting from the point of thermal equilibrium, the fate of the spin 
system at the time of detection can be determined by consecutive application of product 
operators describing microwave pulses and free evolution. 
 
 
2.8.4  The Vector Model 
 
The vector model offers a somewhat more intuitive classical description for pulse EPR 
experiments, since the fate of the magnetization is followed in a pictorial view. The 
magnetization vector # was already introduced in Section 2.2.3 in the context of the 
Bloch equations (cf. Figure 2.2). In analogy to the quantum-mechanical treatment, a 
pulse rotates # about the direction of the microwave field Y by the flip angle . In a 
shorthand notation, the pulse is referred to as =-pulse. Note that due to the sign 
convention of eq 2.1, the magnetization vector is aligned antiparallel to . 
 The vector model is severely limited by the fact that it only applies to uncoupled 
spins, but it offers a conceptional insight in some key experiments. In the following 
chapters, it is used to illustrate the formation of spin echoes in addition to the quantum-
mechanical treatment.  
 
 
2.8.5  The (é  1/2, ê  1/2) Model System 
 
The principles of many pulse EPR experiments can be explained by considering a spin 
system consisting of one electron spin with   1/2 which is coupled to one nuclear spin 
with d  1/2. The four-level scheme of such a system is depicted in Figure 2.15a.  
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 Since there is a certain probability for the nuclear spin to be flipped by a microwave 
pulse, also forbidden double and zero-quantum transitions are excited to some extent. 
Thus, both allowed and forbidden transitions with frequencies cÉ give rise to an EPR 
spectrum illustrated in Figure 2.15b.  
 The allowedness of a transition is characterized by ë  } ë* 	 ë+~ 2⁄ . ë* and ë+ 
define the directions of the nuclear quantization axes in the two  manifolds with 





Figure 2.15. Description of a weakly coupled   1 2⁄ , d  1 2⁄  spin system (|¾| f |¡ 2⁄ |).             
a) Energy level diagram with allowed single quantum (SQ) transitions of the electron (blue) and 
nucleus (red) and forbidden EPR double quantum (DQ) and zero quantum (ZQ) transitions 
(orange/green). b) Corresponding stick spectrum. c) Density matrix. The diagonal elements §cc 
represent populations of the corresponding spin states, the off-diagonal elements §cÉ represent 
coherences (adapted from [B.3]). 
 
The two-spin system is fully described by the density matrix given in Figure 2.15c. The 
diagonal elements §cc represent populations of the corresponding spin states, the off-
diagonal elements §cÉ  represent coherences. The Cartesian basis of the two-spin system 
is obtained by multiplication of the Cartesian basis sets of the single spins.  
­J, A, Ü , Jì®  2 E íJAj, U, T, @î ï íJAj, U, T, @î
 ¯ JAj, U, T, @ , U, T , @ , 2UU,2UT, 2U@ , 2TU, 2TT, 2T@ , 2@U, 2@T, 2@@° 
(2.86) 







































a) b) c) 
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The Hamiltonian of this spin system in its eigenbasis is given by 
e  Ω{@ ( ó2 @ ( W@@ (2.87) 
with the nuclear combination frequencies ó  JA ( ô, W  JA 	 ô, (2.88) 
as defined in Figure 2.15b. Depending on the signs and magnitudes of the hyperfine 
coupling and nuclear Zeeman interaction, the nuclear frequencies JA and ô can 
assume positive or negative values. In some cases, it is convenient to use absolute values, 
defined by *  |JA| and +  |ô|. 
 
 
2.9  Pulse EPR Methods Based on the Primary Echo 
 
The standard experiment in NMR spectroscopy consists of a single  2⁄  pulse, which 
excites the whole spin system. Then, the free induction decay of the generated nuclear 
coherences is detected and the time-domain signal is Fourier transformed. The 
corresponding FT EPR technique is rarely used as it suffers from major problems. First, 
the excitation bandwidth of the shortest available microwave pulses (Cõ A⁄  ≈ 4 ns) does 
not allow for a complete excitation of spin systems with even moderately broad spectral 
widths. More severely, the strong excitation pulse causes a ringing of the resonator, 
which prevents the recording of a signal for a certain time after the pulse. This so-called 
deadtime is ∼100 ns at X-band.     
 To circumvent the deadtime problem, most EPR experiments are based on the 
detection of electron spin echoes (ESE). The spin echo, invented by E. L. Hahn in 1950, 
describes the reappearance of magnetization as an echo of the initial magnetization.
[58]
 
The simplest representative of a spin echo, the primary echo (or Hahn echo) is observed 
after the pulse sequence  2⁄ 	 £ 	  	 £, as illustrated in Figure 2.16. 
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Figure 2.16. Top: Formation of the primary echo after the pulse sequence  2⁄ U 	 £ 	 U 	 £. 
Bottom: Graphical illustration of the magnetization vector at characteristic positions in the pulse 
sequence (adapted from [B.6]). 
 
A vectorial explanation for the formation of the echo is given in Figure 2.16 (bottom). 
The first  2⁄ U-pulse rotates the magnetization vector in the 	-direction. During the 
time of free evolution £, spin packets with different Larmor frequencies gain a phase shift 
due to their different angular precession. In the rotating frame, the spin packets thus fan 
out according to their resonance offset Ω and the magnitude of the magnetization 
vector is decreased. The second U-pulse inverts the sign of the -component. After 
the same evolution time £, the phases of the different spin packets are refocused and the 
magnetization vector is maximized.    
 The same result is obtained in the framework of the product operator formalism 
(eq. 2.81). Using the commutation rules for angular momentum operators 
×U, TÙ  Y@ ×T, @Ù  YU ´@ , Uµ  YT, 
(2.89) 
the density operators for a system of isolated electron spins with e  Ω{@ during a 
pulse sequence  2 ⁄ U 	 £ 	 U 	 C are given by  
ÒØ  	@ õ A ⁄ öä÷÷÷å ÒJ  T øΩùúä÷÷å ÒA£  cosΩ{£ T 	 sinΩ{£ U (2.90) 
τ
( )xπ 2 ( )xπ
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ÒA£ õ öä÷å Ò£  	cosΩ{£ T 	 sinΩ{£ U 
Ò£ ËΩùúä÷÷å Òô£ ( C  	cos}Ω{C 	 £~ T 	 sin}Ω{C 	 £~ U. 
For £  C, the arguments of the sin and cos functions vanish and the density operator Òô 
becomes 
Òô2£  	T  	ÒJ, (2.91) 
i.e. the (negative) spin state after the first pulse is retained.  
 The pulse sequence only refocuses inhomogeneous spin packets. Magnetization 
that is lost due to relaxation cannot be regained. This gives rise to an exponential decay 
of the echo as a function of £. The characteristic time of the exponential decay, the phase 
memory time 1F, is closely related to the transverse relaxation time 1A. 
 
 
2.9.1  ESE Detected Spectra 
 
Though the pulse detection circumvents the deadtime problem, it does not overcome 
the insufficient excitation bandwidth. This problem can be solved by a sweep of the 
magnetic field analogous to the CW EPR technique. The microwave frequency and the 
pulse sequence are kept constant and the echo intensity is recorded as a function of the 
magnetic field. With this method, EPR absorption spectra are obtained.  
 At ambient temperature, echoes from paramagnetic species are usually not 
detectable due to short phase memory times which cause a complete relaxation of the 
signal by the time of detection. In this thesis, ESE-detected spectra were recorded at 
temperatures that provide for sufficiently long 1F times. Nitroxide spectra were usually 
recorded at 50 K, samples containing Cu
2+
 were measured at 10–20 K.   
 
 
2.9.2  2-Pulse Electron Spin Echo Envelope Modulation (ESEEM) 
 
In 1965, Rowan, Hahn and Mims found that the spin echo decay of certain samples is 
modulated by nuclear frequencies and their combinations.
[59]
 This so-called electron spin 
envelope modulation (ESEEM) originates from the fact that the second U-pulse does 
not only invert the phase of the electron coherence but also redistributes this coherence 
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among all allowed and forbidden electron spin transitions (cf. Section 2.8.5), which 
precess at different frequencies cÉ.[60] 
 After the time 2£, only the magnetization from the initially inverted electron 
coherence gives rise to an echo. The redistributed magnetization has acquired a phase ß 
and forms coherence transfer echoes that oscillate with cosß. For the two-spin system, 
the phase is given by ß  cÉ 	 J£. The oscillations thus depend on the frequencies 
of the nuclear transitions JA and ô and the difference frequency W.  
 The spin density operator at the time of echo formation can be calculated by 
substituting the spin Hamiltonian in eq. 2.90 by that of eq. 2.87. Thus, the modulation of 
the electron spin echo is described by  
;Aü£  	ÐT'  1 	 04 ×2 	 2 cos*£ 	 2 cos}+£~ ( cosó£ ( cosW£Ù (2.92) 
with a modulation depth parameter 
0  sinA2ë  94 /
4 2
A sinA2ì . (2.93) 
The last term of eq. 2.93 is valid for weak hyperfine couplings and an isotropic 
-value. In 
this case, the modulation depth is inversely proportional to the sixth power of the 
distance between the electron and the nuclear spin .[61] 
 Modulations of the electron spin echo due to couplings with © nuclei are 
multiplicative. Further, the modulations are superimposed by the exponential decay of 
the spin echo. Thus, the experimental time trace amounts to  
;Aüþ £  exp /	2£1F 2 b ;Aü,n£n . (2.94) 
To analyze the modulation frequencies, the exponential background is divided out and 
the time domain data is Fourier transformed into the frequency domain. The apparent 
resolution of the frequency domain spectrum is improved by zero filling, truncation 
artefacts are avoided by apodization. These methods apply to the frequency analysis of 
all ESEEM techniques. 
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2.10  Pulse EPR Methods Based on the Stimulated Echo 
 
Schemes based on the stimulated echo are among the most commonly applied 
techniques in pulse EPR spectroscopy. The pulse sequence of a stimulated echo can be 
viewed as a modified primary echo sequence, in which the second -pulse is divided in 
two  2⁄ -pulses separated by a time 1 (cf. Figure 2.17).  
 Thus, the magnetization vector evolves analogously to the primary echo up to the 
second pulse, which rotates the magnetization fan about the I-axis. For 1 P 1F, the      I-components of the rotated fan have vanished due to transverse relaxation. The third  2⁄ -pulse rotates the remaining :-components of the magnetization vectors in the        -direction. The precession direction and frequency is the same as in first evolution time £. Hence, after a second time £, an echo is formed with the magnetization vectors aligned 




Figure 2.17. Top: Formation of the stimulated echo after the pulse sequence  2⁄ U 	 £ 	 2⁄ U 	 1	 2⁄ U 	 £. Bottom: Graphical illustration of the magnetization vector (and selected 
vectors of the magnetization fan, respectively) at characteristic positions in the pulse sequence 
(adapted from [B.6]). 
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The corresponding quantum-mechanical product operator calculation for a system of 
isolated spins is described by 
ÒØ  õ A ⁄ öä÷÷÷å øΩùúä÷÷å  õ A ⁄  öä÷÷÷å Ωùúä÷÷å õ A ⁄ öä÷÷÷å  ËΩùúä÷÷å Òì£ ( 1 ( C. (2.95) 
For 1 P 1F, Òì amounts to 
Òì£ ( 1 ( C  	 12 ×cos}Ω{C 	 £~ ( cos}Ω{C ( £~ÙT
( 12 ×sin}Ω{C 	 £~ ( sin}Ω{C ( £~ÙU. 
(2.96) 
The terms with arguments Ω{C 	 £ lead to an echo formation at C  £, the terms with Ω{C ( £ form a so-called virtual echo at C  	£, but do not contribute to the 
stimulated echo. Hence, the overall echo intensity is only half as intense as the primary 
echo. 
 In a different description, the sequence  2⁄ 	 £ 	  2⁄  creates a polarization 
grating (Figure 2.20), which is stored for the time 1. The last  2⁄ -pulse induces a free 
induction decay of the grating, which shows the incidental shape of an echo.  
 
 
2.10.1  3-Pulse ESEEM 
 
In analogy to 2-pulse ESEEM, an envelope modulation of the stimulated echo is observed 
when the time delay 1 is incremented. For a two-spin system, the modulation part of the 
echo signal is given by 
;ü£, 1  1 	 04 í×1 	 cos}+£~Ù×1 	 cos}*£ ( 1~Ù( ´1 	 cos*£µ 1 	 cos +£ ( 1î . (2.97) 
Unlike in 2-pulse ESEEM, no nuclear combination frequencies are observed. This 
significantly simplifies spectral interpretation. Further, an increased spectral resolution is 
achieved, since the echo decay is related to the phase memory time of the nuclear spins 
1F, which is much longer than 1F. The experimental time trace of an electron coupled 
to a single nuclear spin is given by 
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;üþ £, 1  exp 	£1F exp /
	2£1F 2 ;ü£, 1. (2.98) 
Note that in contrast to 2-pulse ESEEM, modulations due to couplings with several nuclei 
are only multiplicative with respect to the electron spin manifold. 
 In Figure 2.18, schematic nuclear frequency spectra are depicted in the framework 
of the two-spin system. In case of a negligible anisotropic hyperfine contribution, the 
modulation frequencies can be calculated by   
*  ¾ ( ¡2 ,  +  ¾ 	 ¡2. (2.99) 
Thus, a weak coupling case |¾| f |¡ 2⁄ | and a strong coupling case |¾| ¼ |¡ 2⁄ | can be 
distinguished. In the weak coupling case, the peaks are symmetrically centered around ¾ and separated by ¡. In the strong coupling case, they are centered around ¡ 2⁄  and 
separated by 2¾. 
 
 
Figure 2.18. Schematic nuclear frequency spectra for a) weak coupling |¾| f |¡ 2⁄ | and            
b) strong coupling |¾| ¼ |¡ 2⁄ | in case of a negligible anisotropic hyperfine contribution. ¾ ¼ 0 
and ¡ f 0 are assumed, as observed for a proton with 
 f 0. 
 
 
2.10.2  Hyperfine Sublevel Correlation (HYSCORE) Spectroscopy 
 
A modification of the 3-pulse ESEEM sequence is achieved by introduction of a non-
selective -pulse, which interchanges the nuclear coherences between the |%&'% and |%'% 
manifolds of the electron spin (Figure 2.19a).
[62]
 The incrementation of both times prior 
to and after this pulse, CJ and CA, yields time-domain data in two dimensions which can 
αω βω A/2|ωI | αω βω
2ωIAa) b) 
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be converted to 2D nuclear frequency spectra by Fourier transformation. This 2D EPR 
technique was invented in 1986 by P. Höfer et al. and named hyperfine sublevel 
correlation spectroscopy (HYSCORE).  
 
 
Figure 2.19. a) Pulse sequence for the hyperfine sublevel correlation (HYSCORE) experiment.          
b) Schematic HYSCORE spectra. The spectral contribution of a weakly coupled nucleus manifests 
in the (, ( quadrant. Spectral features of a strongly coupled nucleus appear in the 	, ( 
quadrant. 
 
Since spectral density is distributed over two dimensions, HYSCORE spectra provide for 
an improved resolution and contain information that cannot be easily retrieved by 1D 
ESEEM methods. The gain in spectral resolution is demonstrated in Figure 2.19b, where 
HYSCORE spectra are schematically illustrated for the two-spin system in analogy to the 
1D spectra in Figure 2.18. Peaks of weakly coupled nuclei appear in the first quadrant, 
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2.10.3  Blind Spots 
 
A feature of the 3-pulse ESEEM and the HYSCORE technique is a consequence of the 
factors 1 	 cos}*,+£~ in eq. 2.97. For +,*  2) £⁄  () è 	), the modulation at 
frequency *,+ vanishes. This leads to so-called blind spots in the spectrum where the 
nuclear frequencies are efficiently suppressed. 
 The origin of the blindspots can also be described pictorially. The polarization 
grating created by a  2⁄ 	 £ 	  2⁄  pulse sequence is spaced by 1 £⁄ , as illustrated in 
Figure 2.20a. Nuclear modulations lead to a polarization transfer that changes the 
spectral shape and can be read out by the echo. However, if +,*  2) £⁄ , a minimum 
is transferred to a minimum and a maximum is transferred to a maximum and the grating 
remains unaffected.  
 The distribution of blindspots in a HYSCORE spectrum with £ = 132 ns is illustrated 
graphically in Figure 2.20b. To assure the detection of all nuclear modulations, it is 
necessary to repeat experiments with different values of £.  
 
 
Figure 2.20. a) Polarization grating of a narrow EPR line created by a  2⁄ 	 £ 	  2⁄  pulse 
sequence. b) Illustration of blind spots in the first quadrant of a HYSCORE spectrum for £ = 132 ns 
assuming |¾| P |¡ 2⁄ |. Spectral regions providing unsuppressed nuclear modulations are painted 
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2.10.4  Phase Cycling 
 
The   2⁄ 	 £ 	  2⁄ 	 1 	  2⁄  pulse sequence does not only result in the formation of 
the stimulated echo, but also gives rise to unwanted echoes created by pairs of pulses 
(Figure 2.21). The HYSCORE sequence generates even more unwanted echoes, which 
disturb the detected signal when evolution times are incremented.  
 These echoes can be efficiently suppressed by phase cycling. Here, one takes 
advantage of the fact that all echoes follow different coherence transfer pathways. With 
an appropriate phase cycle, only the pathway of the wanted echo is selected. Thus, the 
amplitude of this echo is maximized during the phase cycle, while all other echoes are 
annihilated.  
 A complete suppression of all echoes is achieved by a 4-step phase cycle for 3-pulse 
ESEEM and by a 16-step phase cycle for HYSCORE. However, since many coherence 
transfer paths do not lead to a refocusing, a 4-step phase cycle is usually sufficient.
[63]
 In 
this thesis, an intermediate 8-step phase cycle was used. 
 
Figure 2.21. Echoes generated by a  2⁄ 	 £ 	  2⁄ 	 1 	  2⁄  pulse sequence applied to a 1:1 
mixture of human serum albumin and 16-doxylstearic acid with £ = 180 ns, 1 = 600 ns, and CX = 16 
ns. The real part is depicted in black, the imaginary part is given in red. The unwanted primary 
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2.11  Double Electron–Electron Resonance (DEER) 
 
As introduced in Sections 2.2.1 and 2.3.7, the characteristic dependence of dipole–dipole 
couplings can be utilized to retrieve distance distributions of two coupled electron spins. 
In the past, several pulse EPR methods were developed to separate the spin–spin 
interactions of electrons from other contributions of the spin Hamiltonian. Important 










Figure 2.22. a) 4-Pulse sequence of the DEER experiment. b) Typical nitroxide powder spectrum 
with spectral positions of the pump and observer frequencies. c) Schematic illustration of the 
change of the local magnetic field caused by the pump -pulse. 
 
The application of two microwave frequencies (or two magnetic fields) allows for the 
spectral separation of a spin pair into an observer spin and a pump spin, which can be 
manipulated independently. In two-frequency methods, the separation of the spin–spin 
interactions is achieved by refocusing all interactions, including the spin–spin coupling by 
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an echo sequence on the observer spin A. The spin–spin coupling is then reintroduced by 
a pump pulse on spin B that inverts the local magnetic field of spin A (Figure 2.22c).  
 The selection of distinct observer and pump spins is also possible for a chemically 
identical spin pair. In this case, the anisotropy of the spectrum provides for the spectral 
separation. Typical observer and pump frequencies for nitroxides are shown in Figure 
2.22b. The frequency difference of ∼65 MHz allows for non-overlapping excitation 
profiles. 
 The original 3-pulse electron–electron double resonance (ELDOR) method consists 
of a primary echo subsequence on A.
[69,70]
 The pump pulse on B is implemented between 
the first and the second pulse. The data acquisition of the dipolar evolution is however 
limited by the deadtime after the first pulse. This problem can be overcome by 
introduction of a second refocusing pulse on A. The pulse sequence of this 4-pulse double 
electron–electron resonance (DEER) technique is shown in Figure 2.22a.
[19,71]
 By variation 
of the time delay between the second pulse of the observer sequence and the pump 
pulse, a dipolar modulation of the refocused echo is observed, given by 
;Î, C  1 	 Æ sin ¤¦ k¤¦
õ A⁄

´1 	 cos¤¦CµB¤¦ (2.100) 
with the dipolar frequency (cf. eq. 2.42) 
, ¤¦  4 
¤
¦A¤¦ 3 cosA ¤¦ 	 1. (2.101) 
¤¦ denotes the angle between the static magnetic field and the connection vector of 
the coupled electron spins, and k is the orientation-dependent modulation depth 
parameter. For nitroxides at X-band, no pronounced orientation selection is observed at 
the observer and pump frequencies and k is assumed orientation-independent. In this 
case, a Pake doublet is obtained by Fourier transformation of the time-domain data 
(Figure 2.23).  
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Figure 2.23. a) Calculated DEER time domain signal for two coupled nitroxides with   2.5 nm 
and   0.035 nm and random orientational distribution in the matrix. b) Corresponding Pake 
doublet in the frequency domain with characteristic frequency positions   and  and specification 
of the angular contributions. 
 
The lowest retrievable distance is limited by the excitation bandwidth of the pump pulse, 
which has to equal the width of the dipolar Pake pattern. A 12 ns pump pulse provides 
for a lower limit of 1.5 nm. Note that no pulse sequence provides for the separation of 
dipole–dipole coupling and spin exchange coupling. However, the latter contribution is 
usually negligible for distances exceeding 1.5 nm.
[22]
 The upper limit of the accessible 
distance range is given by the maximum recordable dipolar evolution time and thus by £A. To unambiguously retrieve a distance, at least 5/8 of the modulation needs to be 
recorded. For model biradicals in rigid matrices, £A  6 µs and F±  8 nm are 
accessible. For biological systems in water, £A  2.5 µs and F±  6 nm are more 
realistic values. 
 In analogy to the ESEEM experiments, the modulation is superimposed by an 
exponentially decaying signal,   
;Î³|F C  exp /	 2
J
A9√3 k»¦C ⁄ 2. (2.102) 
This background function originates from a superposition of dipolar couplings to 
homogeneously distributed electron spins with distances up to 40 nm. It is dependent on 
the concentration of excited B spins k»¦ and the fractal dimension B of the sample.                                                                                                                              
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;Îþ C  ;Î³|F C · ;ÎC. (2.103) 
For a narrow distance distribution, the singularities of the Pake doublet   can be easily 
identified and the corresponding distance can be directly calculated. However, it is a non-
trivial problem to retrieve broad or complicated distance distributions  from the 
time (or frequency) domain data. In the framework of shell factorization analysis, the 
spherical volume around the observer spin is subdivided into thin shells. The probability 
of finding a spin B in a shell with thickness B at distance  from the observer spin A is 4AB, where  is the wanted distance distribution. The normalized DEER 
signal (without orientation selection) is then given by   
ln ;ÎC;Î0  	4k Æ A


}1 	 ;, C~B, (2.104) 
where ;, C denotes the time domain signal within a certain thin shell.  
 One way to solve this equation is to simulate the dipolar modulations with a model 
distance distribution that is varied to fit the experimental time trace. Another way is to 
calculate the distance distribution directly from the time domain data. This mathematical 
problem is ill-posed, i.e. a slight distortion of the experimental signal may lead to strong 
distortions in the distance distribution. During the last years, several routes have been 
proposed to improve the reliability of the results with Tikhonov regularization being the 
current method of choice.
[72]
 It is implemented in the comprehensive software package 
DeerAnalysis2008 by G. Jeschke, which is used to analyze the DEER data in Section 3.1.
[73]
 
This method is, however, not applicable if k shows a pronounced orientation 
dependence. In this case, the first route has to be chosen and the dipolar modulations 







Electron Paramagnetic Resonance Theory  63 
 
2.12  Bibliography 
 
[B.1]  N. M. Atherton, Principles of Electron Spin Resonance, Ellis Horwood, Chichester, 
1973. 
[B.2]   J. A. Weil, J. R. Bolton, J. E. Wertz, Electron Paramagnetic Resonance: Elementary 
Theory and Practical Applications, Wiley, New York, 1994. 
[B.3]   A. Schweiger, G. Jeschke, Principles of Pulse Electron Paramagnetic Resonance, 
Oxford University Press, 2001. 
[B.4]  P. J. Hore, J. A. Jones, S. Wimperis, NMR: The Toolkit, Oxford University Press, 
2000. 
[B.5]  G. Jeschke, Einführung in die ESR-Spektroskopie (lecture notes), Mainz, 1998. 
[B.6]   G. Jeschke, Kurze Einführung in die elektronenparamagnetische Resonanz-
spektroskopie (lecture notes), Konstanz, 2008. 
 
 
2.13  References 
 
[1] W. Gerlach, O. Stern, Z. Phys. 1921, 8, 110–111. 
[2] W. Gerlach, O. Stern, Z. Phys. 1922, 9, 349–352. 
[3] W. Gerlach, O. Stern, Z. Phys. 1922, 9, 353–355. 
[4] P. Zeeman, Philos. Mag. 1897, 43, 226. 
[5] P. Zeeman, Nature 1897, 55, 347. 
[6] G. E. Uhlenbeck, S. Goudsmit, Naturwissenschaften 1925, 13, 953–954. 
[7] G. E. Uhlenbeck, S. Goudsmit, Nature 1926, 117, 264–265. 
[8] E. Zavoisky, J. Phys. USSR 1945, 9, 211. 
[9] E. Zavoisky, J. Phys. USSR 1945, 9, 245. 
[10] E. M. Purcell, H. C. Torrey, R. V. Pound, Phys. Rev. 1946, 69, 37–38. 
[11] F. Bloch, W. W. Hansen, M. Packard, Phys. Rev. 1946, 69, 127. 
[12] R. R. Ernst, W. A. Anderson, Rev. Sci. Instrum. 1966, 37, 93–102. 
[13] R. J. Blume, Phys. Rev. 1958, 109, 1867–1873. 
[14] K. Holczer, D. Schmalbein, Bruker Report 1987 1, 22. 
[15] P. Höfer, G. G. Maresch, D. Schmalbein, K. Holczer, Bruker Report 1996, 142, 15. 
[16] G. I. Likhtenshtein, J. Yamauchi, S. Nakatsuji, A. I. Smirnov, R. Tamura, Nitroxides - 
Applications in Chemistry, Biomedicine, and Materials Science, Wiley-VCH, 
Weinheim, 2008. 
64  Chapter 2 
[17] G. Jeschke, Site-Specific Information on Macromolecular Materials by Combining 
CW and Pulsed ESR on Spin Probes, in Advanced ESR Methods in Polymer Research 
(Ed.: S. Schlick), Wiley, New York, 2006. 
[18] D. Hinderberger, G. Jeschke, Site-Specific Characterization of Structure and 
Dynamics of Complex Materials by EPR Spin Probes, in Modern Magnetic 
Resonance (Ed.: G. A. Webb), Springer, 2006. 
[19] G. Jeschke, M. Pannier, H. W. Spiess, Double Electron-Electron Resonance, in 
Biological Magnetic Resonance, Vol. 19:  Distance Measurements in Biological 
Systems by EPR (Eds.: L. J. Berliner, G. R. Eaton, S. S. Eaton), Kluwer Academic, 
New York, 2000. 
[20] G. Jeschke, ChemPhysChem 2002, 3, 927–932. 
[21] P. P. Borbat, J. H. Freed, Double-Quantum ESR and Distance Measurements, in 
Biological Magnetic Resonance, Vol. 19:  Distance Measurements in Biological 
Systems by EPR (Eds.: L. J. Berliner, G. R. Eaton, S. S. Eaton), Kluwer Academic, 
New York, 2000. 
[22] G. Jeschke, Macromol. Rapid Commun. 2002, 23, 227–246. 
[23] O. Schiemann, T. F. Prisner, Q. Rev. Biophys. 2007, 40, 1–53. 
[24] P. P. Borbat, A. J. Costa-Filho, K. A. Earle, J. K. Moscicki, J. H. Freed, Science 2001, 
291, 266–269. 
[25] G. Jeschke, Y. Polyhach, Phys. Chem. Chem. Phys. 2007, 9, 1895–1910. 
[26] K. Schmidt-Rohr, H. W. Spiess, Multidimensional Solid-State NMR and Polymers, 
Academic Press, London, 1994. 
[27] C. Dockter, A. Volkov, C. Bauer, Y. Polyhach, Z. Joly-Lopez, G. Jeschke, H. Paulsen, 
Proc. Natl. Acad. Sci. U. S. A. 2009, 106, 18485–18490. 
[28] D. Hinderberger, H. W. Spiess, G. Jeschke, Appl. Magn. Reson. 2010, 37, 657–683. 
[29] B. Odom, D. Hanneke, B. D'Urso, G. Gabrielse, Phys. Rev. Lett. 2006, 97, 030801. 
[30] F. Bloch, Phys. Rev. 1946, 70, 460–474. 
[31] A. Abragam, M. H. L. Pryce, Proc. R. Soc. A: Mathem. Phys. Sci. 1951, 205, 135–
153. 
[32] E. I. Solomon, K. O. Hodgson, Spectroscopic Methods in Bioinorganic Chemistry, 
Clarendon, Oxford, 1998. 
[33] B. R. McGarvey, J. Phys. Chem. 1967, 71, 51–66. 
[34] Y. N. Molin, K. M. Salikhov, K. I. Zamaraev, Spin Exchange - Principles and 
Applications in Chemistry and Biology, Springer Verlag, Berlin, 1980. 
[35] H. M. McConnell, J. Chem. Phys. 1958, 28, 430–431. 
[36] W. L. Hubbell, D. S. Cafiso, C. Altenbach, Nat. Struct. Biol. 2000, 7, 735–739. 
[37] N. Kocherginsky, H. M. Swartz, Nitroxide Spin Labels - Reactions in Biology and 
Chemistry, CRC Press, Boca Raton, 1995. 
Electron Paramagnetic Resonance Theory  65 
 
[38] P. G. Fajer, L. Brown, L. Song, Practical Pulsed Dipolar ESR (DEER), in Biological 
Magnetic Resonance, Vol. 27: ESR Spectroscopy in Membrane Biophysics (Eds.: M. 
A. Hemminga, L. J. Berliner), Springer, New York, 2007. 
[39] D. Hinderberger, Polyelectrolytes and Their Counterions Studied by EPR 
Spectroscopy, Doctoral Dissertation, Johannes Gutenberg-Universität, Mainz, 
2004. 
[40] A. H. Beth, B. H. Robinson, Nitrogen-15 and deuterium substituted spin labels for 
studies of very slow rotational motion, in Biological Magnetic Resonance, Vol. 8: 
Spin Labeling - Theory and Applications (Eds.: L. J. Berliner, J. Reuben), Plenum 
Press, New York, 1989. 
[41] A. R. Edmonds, Angular Momentum in Quantum Mechanics, Princeton University 
Press, 1960. 
[42] G. Jeschke, S. Schlick, Continuous-Wave and Pulsed ESR Methods, in Advanced 
ESR Methods in Polymer Research (Ed.: S. Schlick), Wiley, Hoboken, 2006. 
[43] D. Kivelson, J. Chem. Phys. 1960, 33, 1094–1106. 
[44] J. H. Freed, G. K. Fraenkel, J. Chem. Phys. 1963, 39, 326–348. 
[45] D. J. Schneider, J. H. Freed, Continuous-Wave and Pulsed ESR Methods in 
Biological Magnetic Resonance, Vol. 8: Spin Labeling - Theory and Applications 
(Eds.: L. J. Berliner, J. Reuben), Plenum Press, New York, 1989. 
[46] E. Meirovitch, J. H. Freed, J. Phys. Chem. 1984, 88, 4995–5004. 
[47] A. Polimeno, J. H. Freed, J. Phys. Chem. 1995, 99, 10995–11006. 
[48] C. Wegener, A. Savitsky, M. Pfeiffer, K. Möbius, H. J. Steinhoff, Appl. Magn. Reson. 
2001, 21, 441–452. 
[49] E. Bordignon, H. J. Steinhoff, Membrane Protein Structure and Dynamics Studied 
by Site-Directed Spin-Labeling ESR, in Biological Magnetic Resonance, Vol. 27: ESR 
Spectroscopy in Membrane Biophysics (Eds.: M. A. Hemminga, L. J. Berliner), 
Springer, New York, 2007. 
[50] S. Stoll, A. Schweiger, J. Magn. Reson. 2006, 178, 42–55. 
[51] S. Stoll, A. Schweiger, EasySpin: Simulating cw ESR Spectra, in Biological Magnetic 
Resonance, Vol. 27: ESR Spectroscopy in Membrane Biophysics (Eds.: M. A. 
Hemminga, L. J. Berliner), Springer, New York, 2007. 
[52] J. A. Weil, J. Magn. Reson. 1971, 4, 394–399. 
[53] S. A. Goldman, G. V. Bruno, C. F. Polnaszek, J. H. Freed, J. Chem. Phys. 1972, 56, 
716–735.  
[54] J. S. Hwang, R. P. Mason, L. P. Hwang, J. H. Freed, J. Phys. Chem. 1975, 79, 489–
511. 
[55] S. Stoll, A. Schweiger, Chem. Phys. Lett. 2003, 380, 464–470. 
[56] O. W. Sorensen, G. W. Eich, M. H. Levitt, G. Bodenhausen, R. R. Ernst, Prog. Nucl. 
Magn. Reson. Spectrosc. 1983, 16, 163–192. 
66  Chapter 2 
[57] O. W. Sorensen, Prog. Nucl. Magn. Reson. Spectrosc. 1989, 21, 503–569. 
[58] E. L. Hahn, Phys. Rev. 1950, 80, 580–594. 
[59] L. G. Rowan, E. L. Hahn, W. B. Mims, Phys. Rev. 1965, 137, A61–A71. 
[60] W. B. Mims, Phys. Rev. B 1972, 5, 2409–2419. 
[61] W. B. Mims, J. L. Davis, J. Peisach, J. Magn. Reson. 1990, 86, 273–292. 
[62] P. Höfer, A. Grupp, H. Nebenführ, M. Mehring, Chem. Phys. Lett. 1986, 132, 279–
282. 
[63] C. Gemperle, G. Aebli, A. Schweiger, R. R. Ernst, J. Magn. Reson. 1990, 88, 241–
256. 
[64] V. V. Kurshev, A. M. Raitsimring, Y. D. Tsvetkov, J. Magn. Reson. 1989, 81, 441–
454. 
[65] G. Jeschke, M. Pannier, A. Godt, H. W. Spiess, Chem. Phys. Lett. 2000, 331, 243–
252. 
[66] S. Saxena, J. H. Freed, Chem. Phys. Lett. 1996, 251, 102–110. 
[67] S. Saxena, J. H. Freed, J. Chem. Phys. 1997, 107, 1317–1340. 
[68] P. P. Borbat, J. H. Freed, Chem. Phys. Lett. 1999, 313, 145–154. 
[69] A. D. Milov, K. M. Salikhov, M. D. Shirov, Fiz. Tverd. Tela 1981, 23, 975–982. 
[70] A. D. Milov, A. G. Maryasov, Y. D. Tsvetkov, Appl. Magn. Reson. 1998, 15, 107–
143. 
[71] M. Pannier, S. Veit, A. Godt, G. Jeschke, H. W. Spiess, J. Magn. Reson. 2000, 142, 
331–340. 
[72] G. Jeschke, G. Panek, A. Godt, A. Bender, H. Paulsen, Appl. Magn. Reson. 2004, 26, 
223–244. 
[73] G. Jeschke, V. Chechik, P. Ionita, A. Godt, H. Zimmermann, J. Banham, C. R. 










Human serum albumin (HSA) is a versatile transport protein for various endogenous 
compounds and drugs. This study focuses on its highly relevant transport function for 
fatty acids in the circulatory system. While extensive crystallographic data on HSA–fatty 
acid binding exist, here a new spectroscopic approach is used to gain information on the 
functional structure of HSA in solution. Using spin-labeled stearic acid and applying 
double electron–electron resonance spectroscopy (DEER), the functional protein 
structure is accessed for the first time from the ligands’ point of view. Spatial 
distributions of the anchoring groups and entry points of the fatty acid binding sites are 
obtained studying fatty acids with different labeling position. While the distribution of 
the head groups is mainly consistent with the crystallographic data, the entry points of 
the binding sites are distributed much more homogeneously on the protein surface than 
suggested by the crystal structure. This symmetric distribution provides a straightforward 
explanation for the transport function of the protein as it facilitates a fast uptake and 
release of multiple fatty acids.  
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3.1  Introduction 
 
Human serum albumin (HSA) is the most abundant protein in human blood plasma and 
serves as a transporting agent for various endogenous compounds and drug 
molecules.
[1,2] 
Especially, its capability to bind and transport multiple fatty acids (FA) has 
been studied extensively in the past.
[3,4]
 The research on HSA was severely hampered by 
the complexity of the protein and benefitted a lot from crystallographic high-resolution 
structures. Nearly 20 years ago, He and Carter reported the first crystal structure.
[5]
 Up to 
date, a plentitude of crystal structures has been deposited in the Protein Data Bank.  
 Due to the pioneering work of Curry et al., crystal structures of various HSA–fatty 
acid complexes have become accessible allowing new insights into the FA binding 
properties of the protein.
[6–8]
 In particular, they found that fatty acids are distributed 
highly asymmetrically in the protein crystal despite the fact that HSA exhibits a 
symmetric primary and secondary structure. Up to seven distinct binding sites were 
found for long chain fatty acids, most of which comprised of ionic anchoring units and 
long, hydrophobic pockets.
[8,9]
 The location of two to three high affinity binding sites
[3,10]
 
was assigned by correlation of the X-ray structure with NMR studies on competitive 




 Sites 2, 4, and 5 bind fatty acids 
with a high affinity, while sites 1, 3, 6, and 7 exhibit a somewhat lower affinity to fatty 
acids (see Figure 3.1a).  
 On a more general note, there is a long standing debate to what extent protein 
crystal structures reflect the dynamic and functional structures of proteins in solution. 
This debate is often fueled by apparent discrepancies between X-ray crystallographic 
data and results from solution-state based techniques (e.g. NMR and other types of 
spectroscopy as well as neutron scattering) or from molecular dynamics simulations. 
Moreover, there is an increasing awareness that protein dynamics in solution is 
connected to its biological function. Recent NMR studies revealed that many proteins 
exhibit pronounced dynamic conformational flexibilities.
[13–15]
 
 It is well known that, in particular, surface exposed parts of HSA show a high degree 
of flexibility which constitutes a key to the proteins binding versatility towards various 
molecules. Already in the 1950s, Karush developed a concept which accounted for this 
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conformational adaptability of the binding sites.
[16,17]
 Further, a model has been 
proposed, which takes into account the conformational entropy arising from the 
flexibility of the fatty acid alkyl chains.
[18]
 
 This study aims to unravel the functional structure of HSA with respect to its 
binding of fatty acids. An electron paramagnetic resonance (EPR) technique is applied to 
study the fatty acid binding site distribution in the protein in frozen solution by 
characterizing it from the fatty acids’ point of view. This is achieved by studying spin-
labeled fatty acids, which alone give rise to an EPR signal.
[19–21]
 Thus, the distribution of 
the FA binding sites is detected without any contribution from the complex protein itself 
(Figure 3.1). Structural information of the binding sites is obtained by determining the 
distance distributions between the fatty acids. These distance distributions are retrieved 
by double electron–electron resonance (DEER), a pulse EPR method, which utilizes the 
inherent distance dependence of the dipolar couplings (acting solely through space) 
between the unpaired electron spins.
[22–24]
 In recent years, DEER has increasingly been 
used in structural studies on both synthetic
[25,26]
 and biological systems
[27]
 with the focus 
on (membrane) proteins and nucleic acids.
[28–31]
  
 To sample distance information from different positions along the methylene chain 
of the fatty acids in the respective binding sites, fatty acids with different labeling 
positions were applied. In 5-doxylstearic acid (5-DSA), the unpaired electron resides near 
the anchoring carboxylic acid group, in 16-DSA it is located near the end of the 
methylene chain (Figure 3.1b). Thus, information can be retrieved from the anchor 
positions in the protein as well as from the entry points into the fatty acid channel 
formed by the protein. 
 This chapter is divided into three parts. In the first section, the uptake of spin-
labeled fatty acids by the protein is characterized with CW EPR spectroscopy. Following 
this, distance distributions are recorded when loading the protein with various amounts 
of fatty acids. The experimental results are then compared with the expected 
distributions as derived from the crystal structure and differences are discussed in terms 
of the protein function. In a more technical second part, spin systems with more than 
two unpaired electrons per protein molecules are studied. Spin counting is applied to 
quantify the number of coupled spins and limitations of the method for self-assembled 
70 Chapter 3 
systems are discussed. Further, distortions in the distance distribution due to multispin 
effects are characterized in detail. In the third section, a second compound is admixed to 
the protein beside fatty acids. Cu(II) protoporphyrin IX serves as an EPR probe with a 
large  anisotropy. Via orientationally selective DEER, not only the distances but also the 
relative orientations of the fatty acid in the protein are accessed and compared to 




Figure 3.1. a) Crystal structure (PDB 1e7i) of HSA co-crystallized with seven stearic acid 
molecules.[8] The oxygen atoms of the FA carboxylic acid head groups are displayed in red.         
b) Chemical structure of the EPR active molecules, 5-doxylstearic acid (DSA) and 16-DSA. 
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3.2  The Distribution of Fatty Acids in Human Serum Albumin in Solution 
 
3.2.1  Results 
 
All experiments in this chapter imply the addition of up to seven fatty acids to one HSA 
molecule to occupy all binding sites in the protein. To avoid artifacts and allow 
quantitative interpretation of the data, it is essential to limit the amount of EPR active, 
spin-labeled fatty acids to two per protein molecule. This avoids complications due to 
multispin effects (cf. Section 3.2).
[32]
 By simultaneously adding diamagnetic fatty acids, 
the degree of loading can be still varied in such spin-diluted systems, as the diamagnetic 
fatty acids compete with DSA for a binding site without giving rise to an EPR signal. By 
adjusting the ratio of diamagnetic fatty acid and DSA, two sites, statistically distributed 
among all sites, are then occupied by EPR active molecules. Thus, an artifact-free 
distance distribution with a complete set of distances from all fatty acid binding sites can 
be obtained.  
 The diamagnetic fatty acid was prepared by reduction of the corresponding DSA to 
the EPR inactive hydroxylamine (rDSA). Details of the reaction are given in Appendix A.1. 
This molecule is structurally closely related to the paramagnetic DSA and exhibits 
comparable binding affinities, as checked by CW EPR spectroscopy (Appendix A.2). 
Stearic acid could also be used as spin diluting paramagnetic species, but suffers from a 
low solubility and a larger structural variation in comparison to DSA. Moreover, similar 
results are obtained independent of the nature of the spin diluting stearic acid (Appendix 
A.1). 
 
Uptake of spin labeled fatty acids 
The CW EPR spectra of both types of spin-labeled fatty acids, 5-DSA and 16-DSA, at 
different HSA–fatty acid ratios are displayed in Figure 3.2. The spectra diplay signatures 
of rotationally restricted and freely tumbling nitroxides, as indicated by solid and dashed 
lines. These two species correspond to fatty acid molecules bound to DSA and free fatty 
acids in solution. 
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Figure 3.2. CW EPR spectra of HSA–fatty acid mixtures with a) 16-DSA and b) 5-DSA recorded at 
298 K. The rDSA:DSA values indicate the average number of reduced and EPR active fatty acid 
per protein molecule. The characteristic signatures of the respective DSA bound to HSA are 
marked by solid lines, the signature of free fatty acids in solution is marked by dashed lines. For 
comparison, a reference spectrum of 0.2 mM DSA in aqueous solution is displayed on top. 
 
Up to a HSA–fatty acid ratio of 1:3, no (5-DSA) or only a negligible (16-DSA) signature of 
free species is observed, indicating complete uptake of the fatty acids by the protein. This 
confirms the existence of three high affinity binding sites in full agreement with the 
literature. At higher fatty acid ratios, the relative amount of unbound DSA steadily 
increases. Yet, at a HSA–fatty acid ratio of 1:6, more than 99.7 % of all fatty acids are still 
complexed by the protein as deduced from the spectral intensities of both species. This 
proves a nearly quantitative uptake of both types of DSA and confirms that the fatty acid 
uptake is not disturbed by spin labeling. 
 Several publications dealing with the fatty acid binding properties of HSA use 
commercial HSA that is labeled fatty acid free. CW EPR studies, however, revealed a 
decreased uptake of fatty acids in such samples, which is indicative of partial protein 
degeneration (Appendix A.3). Hence, these studies were performed with commercially 
available HSA that was not explicitly fatty acid free but labeled non-denaturated. 
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Potentially residual fatty acid molecules were regarded as a far less severe problem, since 
they can exchange with the EPR active fatty acids and do not hamper a desired uniform 
distribution of DSA among all possible binding sites. 
 The degree of rotational freedom of the nitroxide can be estimated from the 
distance between the low field maximum and the high field minimum by spectral 
simulation.
[33,34]
 5-DSA is rotationally more restricted than 16-DSA which has a roughly 
three times lower rotational correlation time. This trend is expected since the nitroxide 
unit of 5-DSA is placed in the tight hydrophobic binding channels near the anchoring 
point. The nitroxide group of 16-DSA, on the other hand, is located at the end of such a 
channel or even exceeds the end of a channel and will thus experience a higher degree of 
rotational freedom as reported by detailed CW EPR studies on the binding of spin-labeled 





Figure 3.3. a, b) Intramolecular part of the DEER time-domain data and c, d) extracted distance 
distributions of spin-labeled stearic acids complexed in HSA with varying numbers of reduced and 
EPR active fatty acid per protein molecule: black (0:2), blue (2:2), green (4:2), orange (6:2). The 
data from 16-DSA are shown on top (a, c), the data from 5-DSA on the bottom (b, d). 
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Distances between the acid sites 
To retrieve the desired information about the functional structure of HSA, the HSA–fatty 
acid complexes were further analyzed by DEER spectroscopy. The intramolecular part of 
the time-domain data and the extracted distance distributions are displayed in Figure 
3.3. For 16-DSA, well-defined dipolar modulations are observed which originate from 
narrow distance distributions with a dominating distance at 3.6 nm and two smaller 
contributions at 2.2 nm and 4.9 nm. For 5-DSA, such a pronounced modulation is missing, 
which is indicative of a broader distribution. In fact, a broad single distance peak is 
derived, which covers a range from 1.5 nm (the lower accessible limit with DEER) to 4 nm 
with a maximum around 2.5 nm.  
 Remarkably, neither the 5-DSA nor the 16-DSA distance distributions change 
considerably when the protein is loaded with different amounts of fatty acids. Thus, 
higher loading does not result in the generation of new distinct distance contributions. It 
rather results in a broadening of the already existing distance peaks. This can be 
explained as follows. Although fatty acids possess different binding affinities to different 
protein binding sites, these differences seem not very pronounced. Hence, the binding 
sites are not filled up consecutively. Rather, all binding sites are populated to a certain 
degree even at low HSA–fatty acid ratios. The high affinity binding sites are only 
populated to a larger extent. Variations of the HSA–fatty acid ratio will then only lead to 
changes of the relative populations. This explanation is supported by NMR studies with 
13
C labeled fatty acids. Only subtle changes of the NMR peak ratios were observed when 





3.2.2  Discussion 
 
While the CW EPR data were collected at 298 K, DEER measurements were conducted at 
50 K. For this purpose, the solution containing the HSA–fatty acid complexes was shock-
frozen to obtain a vitrified solution. Thus, a snapshot of the protein ensemble in solution 
at the glass transition temperature of around 170 °C is studied.
[35,36]
 Note that 20 vol% of 
glycerol were added to obtain such glassy samples. This is a standard treatment in pulse 
EPR and there is plenty of evidence that this small amount of non-aqueous solvent does 
The Functional Structure of Human Serum Albumin 75 
 
not alter the structure of proteins but rather stabilizes the native structure in frozen 
solutions.
[28,37]
 This assumption is supported by CW EPR measurements at 25 °C that did 
not show changes of the fatty acid binding dependent on the addition of glycerol. In 
contrast, only small amounts of ethanol (10 vol%) are sufficient to denature the tertiary 
structure of the protein. In this case, the DEER time-domain signal consists of a 
homogeneous exponential decay without underlying modulations (data not shown).   
 In this study, spin-labeled DSA is used as a substitute for natural fatty acids. The 
doxyl EPR reporter group causes only a minor structural variation, but could lead to 
different binding affinities since some fatty acid binding sites are reported as narrow 
tunnels. In this case, the presence or absence of a bulky doxyl group could be relevant. 
For 16-DSA, the spin label is located at the end of the methylene tail and, at least for 
some sites, is probably not even required to enter the binding site. In contrast, the doxyl 
group of 5-DSA is located in the vicinity to the ionic head group of the fatty acid. It may 
thus be argued that this alteration of the FA structure may result in potentially less 
efficient binding to HSA. However, CW EPR data reveal that both spin-labeled fatty acids 
are taken up equally by the protein. Both DSA variants are complexed almost completely 
at a HSA–fatty acid ratio of 1:6. Furthermore, they display competitive binding affinities 
in comparison to stearic acid. Thus, neither steric nor electronic variations severely affect 
the binding properties of the spin-labeled fatty acid. Considering the wide variety of 
saturated and unsaturated FA that can be bound by HSA,
[3,8]
 it is thus not surprising that 
the binding of DSA molecules is comparable to that of other long chain fatty acids. 
 The different labeling positions allow for two different views on the functional 
structure of the protein. The position of the unpaired electron in 5-DSA is close to the 
carboxylic acid group of the fatty acid, which interacts with positively charged side 
groups of the protein. Hence, DEER delivers the characterization of the spatial 
distribution of the anchoring groups. With 16-DSA, on the other hand, the entry points 
into the fatty acid channels are probed. Information about the spatial distribution of 
these points is important to gain a better understanding of the uptake and release 
properties of the protein.   
 The 5-DSA (and thus the headgroup) distribution in solution is much broader than 
the distribution of 16-DSA (i.e. the entry points). Despite the increased flexibility of the 
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doxyl moiety of 16-DSA, a very uniform distribution with a well-defined main distance is 
obtained. This suggests that the entry points of the fatty acid binding sites are distributed 




Figure 3.4. Comparison of experimental distance distributions obtained by DEER (black) with 
calculated distributions obtained from the crystal structure (red, blue) for the a) C-16 position and 
b) C-5 position. The distribution in red is obtained assuming that all seven binding sites occupied. 
The distribution in blue results when the fatty acids in low affinity binding sites 1 and 7 are 
neglected which are not completely resolved in the crystal structure. Note that distances >6 nm 
cannot be accessed by DEER under the applied conditions.  
 
In Figure 3.4, the experimental distance distributions in solution are compared with 
distributions retrieved from the crystal structure. These distributions were calculated 
assuming a full occupation of all binding sites and a Gaussian broadening of the distance 
peaks. The procedure is detailed in the experimental part (Section 3.6) and in Appendix 
A.6. Since the fatty acids in sites 1 and 7 are not resolved up to the C-16 atom of the 
methylene chain, they were extrapolated to this position. Additionally, Figure 3.4 
contains an alternative distribution without these two low affinity binding sites. 
 The experimental distribution of 5-DSA show major similarities to that of the crystal 
structure assuming a full occupation of all binding sites. In both cases, broad distributions 
centered at a distance of about 3 nm are obtained. Indeed, the highly asymmetric 
distribution of fatty acid binding sites observed by crystallographic data can also be found 
in the DEER results, namely for position C-5, i.e. for the anchoring points. In that case, the 
distributions from both methods coincide remarkably well. First of all, this shows that the 
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distance distributions determined from DEER are reliable. Second, it suggests that the 
anchoring point distribution in solution reflects the more rigid inner part of the protein, 
which does not differ too strongly in the crystal and in solution. 
 In contrast, the distance distribution of the entry points (16-DSA) strongly deviates 
from the crystal structure, taking into account that distances greater than 6 nm cannot 
be accessed by DEER under the applied conditions. The crystal structure distribution 
exhibits three major peaks at 2.5, 3.5, and 4.5 nm. While the peak positions roughly 
agree with the DEER data, the relative intensities deviate considerably. Experimentally, 
the peak around 3.6 nm by far dominates all other peaks, which remarkably simplifies the 
distance distribution as compared to that derived from the crystal structure. It suggests 
that the entry points are distributed much more symmetrically and homogeneously over 
the protein surface than it would be expected from the crystal structure. Note that it is 
even impossible to reconcile the dominant (5- and 16-DSA) distances found from DEER 
measurements with those of the crystal structure. This is explained in detail in Appendix 
A.7. A homogeneous distance distribution of six binding sites suggests high symmetry. 
Considering the six sites to form an octahedron, on expects 12 vertex–vertex distances 
with length  and 3 distances with length √2. With the dominating distance   3.6 nm, 
a diagonal distance of 5.1 nm results, which is in remarkable agreement with the 
observed distance of 4.9 nm. Indeed, an octahedron constitutes the most favorable 
distribution for the entries of six fatty acid binding sites on a sphere, as they are then 
easily accessible from every side of the protein and assume the maximum distance with 
respect to each other. However, such an octahedron model can only account for the 
entry points of six binding acid sites. Moreover, it does not account for the structure of 
the protein, which is rather heart-shaped than sphere-like. 
   One may speculate that the more homogeneous distribution of the entry points 
arises from the conformational flexibility of HSA. Furthermore, it may even mirror the 
optimization of the protein to allow for a fast and facilitated uptake and release of the 
fatty acids. For this, an optimized average distribution of FA entry points as well as large 
conformational flexibility are prerequisites. A large flexibility on or close to the protein 
surface may also be entropically favored. The gain in entropy by only small 
conformational variations is much larger than for changes in the interior of the protein. 
78 Chapter 3 
 A homogeneous distribution of binding sites on an octahedron is also in accord with 
the fact that the DEER distance distributions effectively do not change when the fatty 
acid ratio is varied. Even if the binding sites were filled up consecutively, they would all 
give rise to similar distances due to their symmetric distribution on the protein surface.  
 To check the probability of such a symmetric distribution of the entry points, a 
molecular dynamics (MD) simulation on the crystal structure (1e7i) was performed for a 
period of 6.5 ns. Though no substantial deviation from the overall crystal structure is 
observed, it was found that the C-16 position of the fatty acids is more strongly affected 
by small changes of secondary structure elements than position C-5 (for details, see 
Appendix A.1.8). This is an additional hint that the anchoring region of the protein is rigid 
while the entry points have a substantial higher degree of freedom and flexibility. 
 
 
3.3  Multispin Contributions to DEER Spectra 
 
In this section, it will be studied in detail how the DEER data are affected when multiple 
paramagnetic centers are clustered in the protein. Special emphasis is placed on the 
differences between these multispin systems and the spin-diluted systems that were 
discussed in the previous section. Specifically, it is elucidated here how multispin 
interactions affect the experimental distance distributions and hamper the correct 
interpretation of the data. 
 
 
3.3.1  Spin Counting 
 
In Figure 3.5, the intramolecular parts of the DEER time-domain data and the 
corresponding distance distributions are shown when the protein is loaded with 1 to 8 
paramagnetic 16-DSA molecules. At first sight, the distance distributions for high loading 
exhibit considerable deviations to the distributions of the spin-diluted systems displayed 
in Figure 3.3b. This issue will be discussed in detail in the next part of this section, while 
in the subsequent paragraphs the DEER time-domain data of HSA complexed with 
multiple EPR-active 16-DSA units is analyzed.  
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Figure 3.5. a) Background corrected DEER time-domain data of HSA complexed with 2–8 
equivalents of 16-DSA with a graphical illustration of the definition of the modulation depth Δ b) 
Corresponding distance distributions by Tikhonov regularization with a regularization parameter of 
100 normalized to the height of the peak at 3.6 nm.  
 
As mentioned in the last section, the fraction of fatty acids bound to HSA can be 
determined by CW EPR measurements. It was already discussed that 16-DSA is almost 
completely bound to the protein in HSA–fatty acid mixtures up to a ratio of 1:6 (cf. 
Appendix A.2). DEER provides a different means to quantify the fatty acid molecules per 
protein by the determination of the number of dipolar coupled spins ,[38] which can be 





1    1.  (3.1) 
Δ is the modulation depth and  the inversion efficiency. The modulation depth, 
illustrated graphically in Figure 3.5a is defined by 
Δ  1  lim 
 
0⁄   (3.2) 
and can easily be determined from the background corrected DEER time trace. The 
inversion efficiency is accessed experimentally using a biradical (  2, Δ  ). Note that 
 is proportional but not identical to the experimental inversion efficiency  that is 
mentioned later in this section. The latter variable characterizes the inversion efficiency 
80 Chapter 3 
of selected spin packets in a narrow frequency range, while  quantifies the average 
inversion efficiency for the pumped spins.     
 As can be seen in Figure 3.5a, the modulation depth increases as more spin-labeled 
fatty acid equivalents are added to the protein. It reaches a constant value for HSA–fatty 
acid ratios  1:5. As expected, the increase of the average number of spins per protein 
molecule is reflected in the increase of the modulation depth.  
 The inversion efficiency was determined with a rigid phenylene-ethynylene based 
biradical with a spin–spin distance of 2.8 nm dissolved in o-terphenyl.
[40]
  depends on a 
variety of parameters such as the length of the pump pulse, the shape and width of the 
resonator mode, the spectral line shape, and the position of the pump pulse in the 
spectrum and in the resonator mode.
[41]
 For this reason, all experimental conditions were 
kept constant for the biradical and the HSA–fatty acid complexes.  
 However, using the biradical as a reference, the average number of coupled spins 
varies from 1.49 to 2.81 for all HSA–DSA mixtures (Table 3.1). This suggests that the 
protein is able to complex less than three DSA molecules on average, which is in clear 
disagreement with the data obtained by CW EPR measurements. On the contrary, 
reasonable  values are obtained when the inversion efficiency is approximated by the 
modulation depth of a 1:2 HSA–DSA mixture (Table 3.1). Mixtures with 3–5 equivalents 
of fatty acid give rise to values   2.93, 3.76, and 4.65, which correlate well with the 
expected average number of fatty acids per molecule.  
 
Table 3.1. Modulation Depths and Average Numbers of Spins  
in HSA–Fatty Acid Complexes 
 
biradical 
HSA : 16-DSA 
 1:2 1:3 1:4 1:5 1:6 1:8 
Δ 0.516 0.300 0.497 0.626 0.728 0.730 0.708 
  
(Ref: biradical) 
2.0 1.49 1.94 2.36 2.80 2.81 2.70 
  
(Ref:  1:2) 
- 2.0 2.93 3.76 4.65 4.67 4.45 
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The difference in the inversion efficiency of the biradical and the HSA–fatty acid mixtures 
is far too pronounced to be explained by the slightly narrower EPR spectrum of the 
biradical (Appendix A.9). Further, no angular correlations of the DSA molecules were 
observed, which would lead to an orientation dependence of  as indicated by eq. 2.100 
(Appendix A.10). This is easily comprehensible since the spin-bearing hydrocarbon ring is 
still able to rotate rather freely about the methylene chain of the fatty acid, even if the 
position of the fatty acids is restricted due to narrow protein channels. On the contrary, a 
slight orientation selection of the spins in the rigid biradical was found (data not shown). 
While a strong orientation selection would account for the observed deviation in ,[31,42] 
the slight orientational dependence observed here does not. 
 It is well known, that the modulation depth is partly suppressed for dipolar pairs 
with short distances and the dipole–dipole couplings in the range of or larger than the 
excitation bandwidth of the pump pulse.
[41]
 But as discussed in detail in the last section, a 
homogeneous distribution with a main contribution at 3.6 nm is observed, and even the 
crystallographic data suggests only two distances <2 nm (Table A.1). Additionally, no 
indications for strong dipolar couplings can be found in ESE detected spectra, as spectral 
broadenings are absent (Appendix A.9). Hence, the reason for the apparent deviation of 
the inversion efficiency remains unclear. 
 More realistic values of  are obtained using the 1:2 HSA–DSA mixture as 
reference. Still, the obtained values are slightly lower than the expected ones with a 
bigger deviation for large numbers of coupled fatty acids. For an average of 3, 4, and 5 
coupled spins, values of 2.93, 3.76, and 4.65 are calculated. 
 In fact, the modulation depth is slightly overestimated for protein complexes with a 
high fatty acid content. This is due to the fact that the apparent background 
dimensionality of 3.8 is based on the assumption of a single electron spin in the center of 
a sphere with a radius of 2.5 nm (Appendix A.5). If more spins are located in the same 
sphere, the probability of intermolecular distances <5 nm increases and the apparent 
dimensionality is reduced.  
 However, this slight overestimation of  is counteracted by a second and larger 
effect. Bode et al. observed that the contributions from mixtures with a varying number 
of coupled spins to the overall modulation depth are weighted with a scaling factor which 
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depends on the transverse relaxation time   of the spins in the cluster.[39] Clusters with 
more coupled spins exhibit a decreased   time, hence their spectral contribution is 
underrepresented (Appendix A.9). On a different note, the height of the central peak of 
the EPR spectrum is more strongly decreased by the enhanced relaxation times than the 
flanks. Thus, the inversion efficiency for highly loaded HSA samples is slightly decreased 
as well (as the pump pulse is located in the spectral center). Since the relaxation time of 
the isolated spin oligomers could not be accessed, a quantification of this influence 
according to the method proposed in ref. [39] was not feasible. 
 For even higher amounts of spin-labeled fatty acid molecules, the obtained values 
deviate significantly from the expected values (4.67 vs. 6 and 4.45 vs. 8). In addition to 
the above mentioned factors, the modulation depth is additionally decreased by 
contributions from free, uncomplexed spin probes. This effect is most prominent for the 
1:8 mixture, which exhibits an even smaller modulation depth than 1:6 sample. This is in 
line with CW EPR studies showing that the fraction of unbound DSA is substantially 
increased for the 1:8 mixture (data not shown). The decrease of the modulation depth 
due to unbound DSA is also manifested for the spin-diluted systems examined in the last 
section (Figure 3.3a). The addition of rDSA molecules leads to an increasing fraction of 
unbound DSA and to a decrease of the modulation depth. 
 In conclusion, the modulation depth serves as a means to qualitatively assess the 
average number of spins in self-assembled systems. A quantitative interpretation is 
mainly hampered by the existance of spin clusters with a varying number of coupled 
spins and contributions from unbound spin-labeled material, which decrease the 
modulation depth. In this study, large deviations are observed for  5 coupled spins in a 
total of seven potential binding sites. 
 
 
3.3.2  Quantification of Multispin Artifacts 
 
As already mentioned, the time-domain data in Figure 3.5a give rise to distance 
distributions that deviate considerably from the results of the spin-diluted systems for a 
high degree of loading. While the distance distributions of the spin-diluted systems 
hardly change with the number of fatty acids (Figure 3.3b), the distributions with only 
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spin-labeled fatty acids undergo pronounced changes depending on how many DSA 
molecules are added to the protein (Figure 3.5b). In addition to a substantial broadening 
of all distance peaks, their relative ratio is significantly altered. The contribution of the 
small distance at 2.2 nm increases relative to the dominant contribution at 3.6 nm, while 
the large distance at ∼5 nm vanishes for HSA–fatty acid mixtures with more than three 
equivalents of DSA. 
 In the following, flip angle dependent DEER measurements are performed to reveal 
the influence of multispin contributions to the changes of the distance distributions. The 
experiment is based on the dependence of -spin contributions on the inversion 
efficiency, which can be roughly approximated by 
!"#$% & !"'.  (3.3) 
A detailed description of the theoretical background is given in ref. [32]. Each 
contribution is affected to a different degree by a variation of the inversion efficiency, 
which can be controlled by the flip angle of the pump pulse. Hence, a series of 
measurements at different flip angles allows for the separation of the -spin 
interactions. Since three-spin interactions constitute the by far dominant part of the 
multispin interactions for  ( 1, only the separation of the two- and three-spin 
contribution is considered in analogy to the method described by Jeschke et al.
[32]
 As 
multispin interactions with  ) 3 are neglected in the analysis, the 1:3 HSA–DSA mixture 
and the comparison to the spin-diluted samples are discussed in detail.  
 Intramolecular DEER time-domain signals for six different flip angles of the pump 
pulse are shown in Figure 3.6 a,b. The flip angles were varied by selective attenuation of 
the microwave power of the pump pulse channel and the resulting inversion efficiencies 
were quantified by an inversion recovery sequence. The relation of the modulation depth 




  * +,,
!"'
,-'
.  (3.4) 
For pure two-spin contributions a linear relationship is expected. Any contribution from 
multispin interactions gives rise to deviations from this linear dependency due to the 
admixture of higher order polynomials. Indeed, a slight deviation is observed for 1:3 
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mixtures of HSA with both 16-DSA and 5-DSA (Figure 3.6 c,d), which is absent if the ratio 
is decreased to 1:2 (data not shown). This is a clear indication that multispin interactions 
contribute to the overall DEER signal. The deviation from the linear curve is not as strong 
as expected for a triradical,
[32]
 since the sample contains a mixture of proteins with one, 
two, three, and higher amounts of spin-labeled fatty acids. 
 
 
Figure 3.6. a, b) Intramolecular time-domain data of flip angle dependent DEER measurements 
for 16-DSA (left) and 5-DSA (right). The inversion efficiency of the pump pulse was decreased by 
attenuation of the microwave power output ranging from 0 dB to 10 dB. c, d) Plots of the total 
modulation depth Δ as function of the inversion efficiency  (determined by inversion recovery). 
The data points were fitted with a second-order polynomial (red) accounting for two- and three spin 
contributions to the DEER signal and a straight line, which neglects three-spin contributions.  
 
Having visualized the contributions due to multispin interactions, one can now focus on 
the resulting artifacts in the respective distance distribution. For this purpose, pair and 
three-spin contributions are extracted from the raw DEER data. In Figure 3.7, the 
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distance distribution obtained from the pair contribution is compared to the distribution 
obtained from the original DEER data, which is distorted by multispin interactions.  
  
 
Figure 3.7. Comparison of the distance distribution obtained from the raw time-domain data of a 
1:3 mixture of HSA and DSA (black) and from the extracted two-spin contributions (red) for          
16-DSA (a) and 5-DSA (b). The observed differences, indicated by black arrows for 16-DSA, are 
compared to the deviations observed for HSA molecules fully loaded with purely paramagnetic 
DSA (blue) and a spin-diluted mixture of rDSA and DSA (orange).  
 
The observed changes are most pronounced for 16-DSA, since the distribution contains 
well-resolved peaks but are also manifested in the distribution of 5-DSA. The multispin 
effects, present in the raw DEER data, lead to a slight broadening of the observed 
distance peaks. More severely, contributions from small distances are overestimated 
while large distances are suppressed. These observations are in full agreement with the 
multispin effects observed for model triradicals.
[32]
  
 With the data at hand, the apparent deviation between the distance distributions 
of fully loaded HSA samples can be solely related to multispin effects. In a 1:8 mixture of 
HSA and 16-DSA or in a 1:4 mixture of HSA and 5-DSA, multispin effects lead to an 
overestimation of small distances and to a broadening of the peaks in full analogy to the 
flip angle dependent DEER results. Hence, a spin-diluted system is an indispensible 
prerequisite for retrieving artifact- and distortion-free distance distributions when self-
assembled systems with a more than two potential paramagnetic centers are studied.     
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 Even for protein samples with a high number of paramagnetic centers, all observed 
changes are described well by three-spin contributions. It can thus be assumed that 
contributions from multiple spin interactions with  ) 3 are negligible, even if as much 
as seven spins are coupled. Note that, in principle, three-spin contributions can be 
analyzed in addition to pair contributions. They do not only contain information about 
the distance, but also about the relative orientation of the three interacting spins.
[32]
 
However, this analysis is not carried out in this section due to the plentitude of coupled 
spins, which generates various possibilities for three spin contributions with different 
distances and orientations. Instead, orientational information will be accessed in the next 
section by employing an EPR active transition metal. 
 
 
3.4  Orientation Selectivity in DEER: Beyond Distances 
 
Besides fatty acids, HSA binds and transports a large variety of endogenous compounds 
and drugs.  Most drugs are bound in two distinct binding sites located in subdomains  IIA 
and IIIA of the protein,
[5,43]
 which overlap with fatty acid binding sites 2, and 3/4.
[11,12]
 
Among the endogenous ligands, hemin, bilirubin, and tyroxine are the most important. 
Hemin and bilirubin bind to subdomain IB (fatty acid site 1),
[44–46]
 whereas thyroxine 
binds to subdomain IIA (fatty acid site 7).
[47]
 
 Hemin is a particularly interesting ligand for EPR studies since it contains a 
paramagnetic Fe
3+
 central ion, which is complexed by a porphyrin derivative. It fits snugly 
into the hydrophobic cavity of the protein with its two propionate groups interacting 
with basic side chain residues of the protein.
[44]
 In that sense, its binding mode resembles 
that of fatty acids. In fact, hemin exhibits a higher affinity to the protein binding site than 
the fatty acids. Thus, the addition of one equivalent of hemin is sufficient to 
quantitatively replace the fatty acid bound to site 1. The crystal structure PDB 1o9x of 
HSA co-crystallized with hemin and myristic acid is shown in Figure 3.8.
[44] 
 




Figure 3.8. a) Crystal structure (PDB 1o9x) of HSA co-crystallized with hemin and six myristic acid 
molecules.[44] b) Chemical structure of the EPR active substitutes for hemin and myristic acid, 




 itself possesses a quadrupolar electron spin with .  3/2, which leads to a 
substantial broadening of the EPR spectrum (Appendix A.11), it can easily be substituted 
by a variety of transition metal ions. Cu
2+
 (.  1/2) is the ion of choice for EPR 
applications, since its spectra exhibit comparably narrow spectral widths. Due to the 
relatively high spectral density, Cu
2+
 can even be utilized as a probe in DEER distance 
measurements (see below, cf. Section 4.4).
[48,49]
  
 By the addition of Cu(II) protoporphyrin IX (replacing hemin) and 16-doxyl stearic 
acid (replacing myristic acid) to HSA, a self-assembled ternary system is obtained that 
allows a structural characterization of the protein in analogy to Section 3.2 (Figure 3.9). 
In fact, the spectral separation of copper and nitroxide contributions opens the possibility 
to solely retrieve distances between the Cu
2+
 ion in the center of the porphyrin and the 
nitroxide groups of the fatty acids. Thus, the total number of distances probed by the 
system is significantly reduced from 21 (FA–FA) to 6 (hemin–FA). According to the crystal 
structure, these six distances range from 2.36 nm to 4.25 nm (C-16 position of the fatty 
acids). Hence, they are well in the distance regime that can be accessed by DEER      
(Figure 3.9).  
 Further, the major disadvantage of the selective excitation of only few Cu
2+
 spin 
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possess a defined orientation with respect to the external magnetic field. Due to this 
orientation selection, DEER does not only provide information about the spin–spin 
distance, but also contains information about the relative orientation of the spin–spin 
vector with respect to the molecular frames of the paramagnetic centers.
[50,51]
 Note that 
the ternary system based on HSA also constitutes a fully self-assembled biological model 





Figure 3.9. Relative positions of Cu(II) protoporphyrin IX and the stearic acid molecules in the 
protein. The structural model was obtained by inserting hemin in the crystal structure PDB 1e7i of 
HSA complexed with seven stearic acid molecules (cf. Section 3.6).[8] The C-16 positions of the 
stearic acids are highlighted in orange and the last resolved carbon atom of stearic acid in site 7 is 
colored yellow. The structural relationship between Cu(II) and position C-16 of the stearic acids is 
sufficiently described by the distance and the angle / between the connecting vector and the       
0-axis of the molecular Cu(II) frame. In the inset, the expected distance distribution is shown 
assuming Gaussian peaks with 1  0.14 nm. The methylene chain of stearic acid in site 7 was 
linearly extrapolated to its C-16 position. 
 
The effect of orientation selection on a DEER spectrum can be utilized if the  anisotropy 
of at least one of the paramagnetic centers is resolved. For nitroxides, a sufficient 
resolution is provided at high magnetic fields of  95 GHz and spin pair geometries can 
be accessed.
[42,52–55]
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are also possible at X-band, since a variation of the observer pulse position in the low 
field part of the spectrum slightly affects the orientation of the excited spins.
[31,56]
  
 Transition metals give rise to strong angular effects even at X-band due to the 
significantly broader  anisotropy. In particular, a variety of Cu2+ containing compounds 
was studied by DEER. Copper–nitroxide distances and orientations were accessed for 
terpyridine and porphyrin model complexes,
[48,57]
 and even copper–copper distances 
could be estimated for several biological systems.
[48,58,59]
  
 Several sophisticated methods were developed for the analysis of orientation 
selection in DEER.
[42,55,56,60]
 A direct conversion of the dipolar data into a distance 
distribution is not possible, since the orientation dependence of the DEER data is a priori 
unknown. Hence, a structural model is used to retrieve distance and mutual spin 
orientations. Based on this model, dipolar couplings are calculated and fitted to the 
experimental time-domain data or its Fourier transform. All reported methods explicitly 
calculate the orientation selection of both observer and pump spin. The mutual 
orientation of the paramagnetic centers in then accounted for by Euler angle 
transformation of the molecular frame of spin B in the molecular frame of spin A. Finally, 
the resulting excitation pattern is related to the mutual orientation of spin A to the spin–
spin connecting vector.     
 Hence, this thorough methodology completely describes the mutual orientation of 
the whole spin system. However, in many cases no defined relationship between both 
spins exists. This is particularly true for flexible spin labels that can assume a large range 
of orientations and also applies to the spin labels of the fatty acids in this study, as 
confirmed by field-swept DEER measurements (Appendix A.10). Thus, the orientation 
selection is almost exclusively governed by the transition metal ion, which exhibits a fixed 
position with respect to the spin–spin vector and a substantially more pronounced           
 anisotropy.  
 In the next paragraphs, a particularly simple method for the analysis of the 
orientation-selective DEER data is presented, which only considers the orientation-
selective excitation of the copper spins.  
 In the first step, the EPR parameters of the Cu(II) porphyrin system are retrieved by 
a simulation of the copper contribution to the EPR spectrum. With these parameters, the 
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relative fractions of excited spins at each angular orientation with respect to the external 
magnetic field are calculated with the Easyspin routine ‘orisel’ for each field position of 
the observer pulse.
[34]
 Typically, the data are calculated in an angular grid of 2 3 4  
1003100, giving rise to 10,000 orientations.  
 The lengths  of the spin–spin vectors and their angles to the Cu2+ molecular 0-axis 
/ were obtained from the crystal structure (Figure 3.9). The position of the electron spin 
of the nitroxide was approximated by the C-16 position of the fatty acid. The relative 
positions of the nitroxides to the Cu(II) porphyrin are fully described by  and / due to 
the axial symmetry of the Cu
2+
 molecular frame. 
 For each orientation, the angle between the external magnetic field and the spin–
spin vector 256, and the effective 789
2 value (eq. 2.46) were determined. These values 
were then used to calculate the dipolar frequency at each magnetic field position (eq. 
2.101). Dipolar spectra were obtained by weighting the dipolar frequencies (positive and 
negative) with the calculated fraction of excited spins and by sin 2 and subsequent 
summation for all orientations. Time-domain signals were calculated by eq. 2.100. 
 This calculation yields DEER data originating from infinitely sharp distance peaks. 
More realistic data were obtained by assuming a Gaussian broadening of each distance 
(usually 1  0.14 nm).  Each peak was subdivided into 40 equally spaced sub-distances 
with Δ  0.05 nm, for which the above-mentioned calculation was repeated. To reduce 
the calculation times, negligible angular and distance contributions were not considered. 
The cut-off values were 1 % (orientation) and 5 % (distance) of the maximum value. For 
six distances, the calculation time was less than 30 min. The source code of the program 
is given in Appendix A.13.  
 A typical EPR spectrum of HSA complexed with Cu(II) protoporphyrin IX and 16-
DSA is displayed in Figure 3.10 (top). The most prominent feature of the spectrum is due 
to the nitroxide contribution, which is visualized separately in blue. By subtraction of this 
contribution, the contribution from the paramagnetic Cu
2+
 was obtained, which could 
then be subjected to a spectral simulation (red). Uniaxial parameters 7;  2.053,        
7<  2.194, =;(Cu)  58.8 MHz, and =<(Cu)  616 MHz were retrieved, further 
superhyperfine couplings to four strongly coupled 
14
N atoms with magnitudes                  
The Functional Structure of Human Serum Albumin 91 
 
=;(N)  50.4 MHz and =<(N)  37.8 MHz. These values correspond well to reported 
values on similar Cu(II) porphyrin systems.
[61]
   
 
 
Figure 3.10. ESE detected EPR absorption spectrum of HSA complexed with 1 eq. Cu(II) 
protoporphyrin IX and 1 eq. 16-DSA at 10 K (black, top). The nitroxide contribution, approximated 
by a 1:2 mixture of HSA and 16-DSA at 50 K (blue), was subtracted. The residual spectrum was 
pseudomodulated (black, bottom) and simulated (red). The simulations were used to calculate the 
Cu(II) orientations (Easyspin function ‘orisel’) that are excited by a 32 ns pulse at a certain spectral 
position. In the performed DEER experiments, the frequency of the pump pulse was kept at the 
maximum of the nitroxide spectrum and at the center of the resonator mode while the position of 
the observer pulse was varied within the copper spectrum. The orientation selection for these 
positions is displayed in the unit sphere plots with warm colors indicating high excitation 
efficiencies.  
 
For the DEER measurements, the pump pulse was positioned at the maximum of the 
nitroxide spectrum to minimize orientation selection from these spins and to provide for 
a large fraction of pumped spins. The position of the observer pulse was varied within the 
copper spectrum. Orientational unit spheres for three typical positions are depicted in 
Figure 3.10. Significant fractions of excited spins along the unique axis of the distorted 
pump
observe
260 270 280 290 300 310 320 330 340
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octahedral frame are only obtained at a low magnetic field. However, the observer pulse 
position z2 exhibits a frequency offset of 500 MHz to the pump pulse position at the 
spectral maximum, which severely decreases the signal-to-noise ratio as the flank of the 
resonator mode is approached and as the spectral density is decreased. Nonetheless, 
Bode et al. and Lovett et al., performing DEER measurement on comparable Cu(II) 
porphyrins, chose this option to achieve the desired orientations along 0.[57,60] Luckily, 
comparable orientations can be also selected at the high field flank of the spectrum 
(position z1), which is a result of the strong hyperfine coupling of the strongly 
coordinated Cu
2+
 ion. As depicted in Appendix A.12, both observer pulse positions give 




Figure 3.11. Background-corrected DEER time-domain data and dipolar spectra of HSA 
complexed with 1 eq. of Cu(II) protoporphyrin IX and 16-DSA, and varying amounts of 16-rDSA, as 
indicated by the central digit. Observer pulses were applied at field positions exciting Cu(II) 
orientations either predominantly in the >?-plane of the porphyrin ring (a, position xy) or 
outerdiagonal elements towards the molecular 0-axis (b, position z1).  
 
The obtained DEER time-domain data and frequency spectra for observer pulse positions 
xy and z1 are displayed in Figure 3.11. Note that spin-diluted systems were used in 
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analogy to the fatty acid studies in Section 3.2. On average, a protein molecule contains 
one Cu
2+
 spin and one EPR active 16-DSA molecule. Occupation of all available fatty acid 
binding sites is achieved by addition of rDSA. Non-diluted systems give rise to multispin 
effects as identified in the previous section (Appendix A.12).     
 Comparing the time traces in Figure 3.11, a pronounced orientation selection is 
observed. At the xy position of the observer pulse, the dipolar modulations oscillate with 
a frequency twice that at the z1 position. At this position, the dipolar contribution from 
angles 256  0° are far more pronounced than in a Pake pattern of a disordered system 
with no orientational relationship (cf. Figure 2.23). At the same time, the dipolar 
singularities at  256  90° are the only pronounced feature of the dipolar spectrum at an 
observer position z1, as contributions from 256  0° are effectively suppressed.  
 Remarkably, the dipolar spectra do not undergo considerable changes when the 
total amount of fatty acid is varied. This observation is in full agreement with the results 
in Section 3.2. It supports the conclusion that the fatty acid sites do either not show 
pronounced preferences for certain binding sites, or that the binding sites are rather 
symmetrically distributed within the protein. 
 One should note that Cu(II) porphyrin does not only serve as EPR probe but also 
blocks the fatty acid binding site 1. When adding two equivalents of 16-DSA, nitroxide–
nitroxide distances can be accessed, which hardly deviate from the data obtained in 
Section 3.2 with seven available binding sites (data not shown). Together with the 
observations in Section 3.2, it can be seen as further indication for a homogeneous, 
rather symmetric distribution of the entry points to the binding sites in the protein. 
 In Figure 3.12, the measured dipolar data are compared to data calculated from the 
crystal structure, assuming full occupation of all binding sites. The dominating feature of 
the measured spectra is remarkably well reproduced by the calculated data as concerns 
both strength and orientation of the dipolar coupling. At the xy position, the enhanced 
contribution from dipolar angles 256  0° is clearly visible in the calculated spectra, 
although it is less pronounced than in the calculated data. In contrast, strong dipolar 
couplings due to small distances of ∼2.5 nm are almost entirely absent in the measured 
data, though suggested by the crystallographic data.    
 
94 Chapter 3 
 
 
Figure 3.12. Comparison of the recorded dipolar spectra (HSA complexed with 1:4:1 equivalents 
of Cu(II):rDSA:DSA) and of the calculated Pake patterns for observer pulse positions xy (a) and z1 
(b). Full occupation of all fatty acid binding sites 2–7 is assumed. 
 
The dominant contribution in the measured spectra can be unraveled by spectral 
simulations. Interestingly, this contribution is reproduced by a single dipolar interaction 
to a coupled nitroxide group (Figure 3.13a). The qualitative consideration of the last 
paragraph is confirmed by the quantitative simulation, which yields a distance                
  3.85 nm and an angular orientation /  90°. Note that the contributions from 256  
0° even exceed the maximum achievable contribution at the given Cu
2+
 orientation 
selection for the xy observer position.  
 The obtained parameters correspond to a circle in the porphyrin plane, which is 
depicted graphically in Figure 3.13b. Indeed, circular positions almost coincide with the 
C-16 position of the stearic acid in binding site 6 (  3.82 nm, /  88.1°). This site was 
already identified as the main contributor to the dominant 16-DSA–16-DSA distance peak 
by a strict comparison of the EPR data with the crystal structure (Appendix A.7).  
 However, given the fact that the found distance is close to the dominating 16-DSA–
16-DSA distance and considering an almost complete absence of other distances, a 
different explanation is more probable. All observations can be accounted for by a 
symmetric distribution of the fatty acids tails and the entries to the fatty acid binding 
sites in the protein, as already proposed in Section 3.2. The pronounced orientation 
selection reflects the fact that the porphyrin ring is roughly aligned to the main plane of 
the more or less flat protein. Thus, fatty acids are predominantly located at angles close 
to /  90° as suggested by the crystal structure. 




Figure 3.13 a) Recorded dipolar spectra (HSA with 1:1:1 Cu(II):rDSA:DSA) and best fit based on a 
dipolar coupling to a single electron spin placed in the extended >?-plane of the porphyrin ring (/  
90°) with a distance   3.85 nm. b) Structural relation of the dominant DEER contribution to the 
fatty acid positions of the crystal structure. Potential positions for the dipolar coupled electron spin 
are indicated by a circle that is located close to the C-16 position of the stearic acid in site 6.   
 
In summary, the orientation selective DEER measurements between the hemin substitute 
Cu(II) protoporphyrin and 16-DSA confirm the surprising nitroxide distance 
measurements between two 16-DSA molecules. Again, one dominant dipolar 
contribution is found, which indicates a symmetric distribution of the binding site entries 
in the protein. 
 
 
3.5  Conclusions 
 
DEER and orientationally selective DEER were applied to unravel the functional structure 
of HSA in solution. It was found that spin-diluted systems are an indispensible 
prerequisite for artifact-free measurements since multispin effects lead to major 
distortions of the distance distributions. 
 From these data one can conclude that HSA in solution is optimized for its function 
as a transporter of fatty acids. Specifically, the uptake and release of fatty acids is 
facilitated by a symmetric distribution of the binding sites’ entry points. The observed 
entry point distribution significantly differs from that expected from the crystal structure. 
While the crystal structure shows an asymmetric distribution of the entry points, a 
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remarkably homogeneous and symmetric distribution is found. Contrary to that, the 
experimentally derived broad distribution of the ionic head groups as anchoring points 
shows major similarities with the crystal structure, indicating the reliability of the 
spectroscopic technique. 
 In general, the functional solution structures of proteins may differ, even 
significantly, from the crystal structure. This structure can be accessed by double 
electron–electron resonance spectroscopy. Using the selectivity of the spin probing 
approach, only signals from the fatty acids are obtained, which are directly related to the 
protein’s function of interest. This results in a tremendous simplification, but delivers a 
selective characterization of the functionality of the protein.     
 
 
3.6  Materials and Methods 
 
Materials. Non-denaturated human serum albumin (HSA, >95 %, Calbiochem), 5- and 16-
doxylstearic acid (DSA, Aldrich), hemin(chloride) (>98 %, Roth), Cu(II) protoporphyrin IX (Frontier 
Scientific), and 87 wt% glycerol (Fluka) were used as received. The DSA derivatives were partly 
reduced to EPR-inactive hydroxylamines (rDSA) by addition of phenylhydrazine (97 %, Aldrich) as 
described in detail in Appendix A.1.  
Sample Preparation. 0.2 M phosphate buffered solutions of pH 6.4 with and without 2 mM HSA 
and 6.7 mM solutions of DSA and rDSA in 0.1 M KOH were mixed in the appropriate ratios to 
obtain HSA–fatty acid complexes in a 100 mM phosphate buffer solution of pH 7.4. In Section 3.2, 
the combined concentration of DSA and rDSA was kept constant at 2 mM with varying ratios from 
2/0 to 2/6 per protein molecule. This method provides for isolated spin pairs in combination with a 
varying total occupation of the fatty acid binding sites. In Section 3.3, up to eight equivalents of 
EPR active DSA were added to HSA to study the effect of multispin artifacts in a biological sample. 
In Section 3.4, a ternary mixture of 1 eq. Cu(II) protoporphyrin IX, 1 eq. 16-DSA, and up to 4 eq. of 
16-rDSA was complexed with HSA. In addition to already mentioned stock solutions, a 6.7 mM 
solution of the porphyrin derivative in 0.1 M KOH was prepared for this reason. For DEER 
measurements, 20 vol% glycerol were added to the final solutions to prevent crystallization upon 
freezing. The solutions were filled into 3 mm o.d. quartz tubes and shock-frozen in N2(l) cooled iso-
pentane (below –100 °C). 
Analysis of the Crystal Structure (Section 3.2). Distances , between the C-16 (or C-5) atoms of 
the fatty acids in all sites (1–7) were determined from the crystal structure PDB 1e7i (Tables A.1 
and A.2 in Appendix A.6). The distance peaks were broadened assuming a Gaussian distribution 
@
  ∑ expE
  , 21 ⁄ F, . Distributions with widths comparable to those of the DEER 
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distributions were obtained with 1  0.21 nm (16-DSA) and 1  0.28 nm (5-DSA). While two 
binding modes were suggested for the stearic acid in site 4,[8] the configuration was chosen that is 
common for all fatty acids and offers electrostatic attachment of the carboxylic acid group. The 
stearic acid molecules in binding sites 1 and 7 are not fully resolved and were extrapolated to their 
C-16 position (cf. Appendix A.6). 
CW EPR Measurements. Continuous wave (CW) EPR spectra were recorded on a Miniscope 
MS200 (Magnettech, Berlin, Germany) benchtop spectrometer working at X-band (~9.4 GHz) with 
a modulation amplitude of 0.04 mT and a microwave power of 50 mW. The temperature was 
adjusted to 293 K with the temperature control unit TC H02 (Magnettech). No change of the 
spectra was observed upon addition of glycerol.  
DEER Measurements and Analysis (Section 3.2). Dipolar time evolution data were obtained at 
X-band frequencies (9.2–9.4 GHz) with a Bruker Elexsys 580 spectrometer equipped with a Bruker 
Flexline split-ring resonator ER4118X_MS3 using the four-pulse DEER experiment with the pulse 
sequence G 2⁄ 
HIJ#  K'  G
HIJ#  
K'    GLH9MN  
K    G
HIJ#  K  echo.[23,24] The 
dipolar evolution time  was varied, whereas K' and K  2.5 µs were kept constant. Proton 
modulation was averaged by addition of eight time traces of variable K', starting with K',S  200 ns 
and incrementing by ΔK'  8 ns.[62] The resonator was overcoupled to T U 100. The pump 
frequency H9M was set to the maximum of the EPR spectrum. The observer frequency HIJ# was 
set to H9M  61.6 MHz, coinciding with the low field local maximum of the nitroxide spectrum. 
The observer pulse lengths were 32 ns for both G 2⁄  and G pulses and the pump pulse length was 
12 ns. The temperature was set to 50 K by cooling with a closed cycle cryostat (ARS AF204, 
customized for pulse EPR, ARS, Macungie, PA, USA). The total measurement time for each 
sample was around 6 h. The raw time domain DEER data were processed with the program 
package DeerAnalysis2008.[41] Intermolecular contributions were removed by division by an 
exponential decay with a fractal dimension of +  3.8. The deviation from +  3.0 originates from 
excluded volume effects due to the size of the protein (see Appendix A.5). The resulting time 
traces were normalized to   0. Distance distributions were obtained by Tikhonov regularization 
using regularization parameters of 100 (16-DSA) and 1000 (5-DSA). 
Flip Angle Dependent DEER and Data Analysis (Section 3.3). The flip angle of the pump pulse 
V9M was adjusted by the inversion recovery sequence V9M    
G 2⁄ IJ#  K  GIJ#  K 
echo with   400 ns and K  200 ns on the maximum of the nitroxide spectrum. A maximum 
inversion efficiency MW is achieved at a flip angle G9M. The inversion efficiency was defined by 
  0.5
1  YMW Y$%Z⁄  with YMW being the echo amplitude without inversion by a pump pulse and 
Y$%Z the signed amplitude of the inverted echo.[32] The flip angle of the pump pulse was decreased 
by attenuation (=) of the power output of the external microwave source with a step attenuator DC-
18 GHz (Narda Microwave Corporation, New York) to obtain nominal flip angles                          
V  G · 10"\  S]6⁄ .[32] Attenuator settings of 0, 2, 3, 5, 7, and 10 dB were chosen for each flip angle 
dependent DEER experiment. The length of the pump pulse was kept at 9M  12 ns to provide 
for a constant excitation bandwidth. The actual experimental flip angles were calculated by 
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V  arccos
1  2  MW⁄ .[32] Dipolar time evolution data for each attenuator setting were obtained 
with the four-pulse DEER experiment as specified in the previous paragraph. K  was set to 2.2 µs 
for mixtures of HSA and 16-DSA and to 2.0 µs for samples containing 5-DSA. The measurement 
time of a single time trace was around 4 h, resulting in a total measurement time of 24 h for each 
sample. Intermolecular contributions were removed by division by an exponential decay with a 
fractal dimension of +  3.8. Two-spin and three-spin contributions were extracted from the 
background-corrected time-domain data with a slightly modified Matlab program kindly provided by 
G. Jeschke. Details of the data analysis are described in Ref. [32]. 
Cu(II)–Nitroxide DEER with Orientation Selection (Section 3.4). First, an ESE detected 
spectrum of the combined copper and nitroxide spectrum was recorded with the primary echo 
sequence G 2⁄  K  G  K echo with K  200 ns. The temperature was set to 10 K. The nitroxide 
contribution was partly removed by subtraction of a nitroxide spectrum from a 1:2 mixture of HSA 
and 16-DSA. The residual spectrum was pseudomodulated with a modulation amplitude of 1 mT 
and simulated with a home-written Matlab program, which utilizes the slow motion routine of the 
Easyspin software package for EPR (see Section 2.7).[34,63] Collinear uni-axial  and ` tensors 
and a natural isotopic composition of Cu (69.2 % 63Cu, 30.8 % 65Cu) were assumed. Dipolar time 
evolution data were obtained with the four-pulse DEER experiment (see above). The frequency of 
the pump pulse was kept at the maximum of the nitroxide spectrum and at the center of the 
resonator mode while the position of the observer pulse was varied in the copper spectrum (cf. 
Figure 3.10).  
Simulation of the DEER Spectra. The simulation of the copper spectrum was used to calculate 
the orientation selection at different observer pulse positions (routine ‘orisel’ in Easyspin). The 
orientational weights were implemented in a home-written Matlab program, which simulated DEER 
time-domain data and frequency spectra on the basis of available crystallographic data. In crystal 
structure PDB 1o9x, HSA is co-crystallized with hemin and six myristic acid molecules,[44] while 
HSA is co-crystallized with seven stearic acid molecules in PDB 1e7i.[8] The distances and relative 
orientations between the central atom of the porphyrin complex (representing Cu2+) and the C-16 
positions of the fatty acids (as an approximation for the free nitroxide electron) were obtained by 
merging the two crystal structures in one common coordinate system. Specifically, hemin was 
inserted in the crystal structure PDB 1e7i. Its relative position with respect to the fatty acids was 
calculated utilizing the C-1 atoms of the fatty acids in sites 2–6 as references. The orientational 
relationship between porphyrin and fatty acid was expressed by the angle / between the 
connecting vector (Cu(II)–C-16) and the 0-axis of the molecular Cu(II) frame. The C-16 position of 
the stearic acid in site 7 was obtained by linear extrapolation. The structural relation of Cu(II) to all 
stearic acids in sites 2–7 gave rise to six distance–angle pairs (, /): (2.36 nm, 64.7°), (2.98 nm, 
56.2°), (2.38 nm, 85.7°), (4.25 nm, 73.2°), (3.93 nm, 88.5°), and (2.67 nm, 75.8°). The distances 
were broadened by a Gaussian distribution with 1  0.14 nm. Each distance peak was divided into 
40 equally spaced contributions (Δ  0.05 nm), which were weighted according to the Gaussian 
distribution.  
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The molecular coordinate frame of Cu2+ served as reference frame, since only copper was 
assumed to exhibit a pronounced orientation selection. Using eq. 2.101, 10,000 dipolar 
frequencies were calculated for each distance contribution of each distance–angle pair, originating 
from an array of 1003100 orientations of the magnetic field vector in the unit sphere. The effective 
7-value for each orientation of the magnetic field vector was obtained by eq. 2.46. The dipolar 
frequencies were multiplied with the orientational weight for the respective magnetic field 
orientation, as obtained by ‘orisel’, and by sin 2. These frequency contributions were added to 
generate dipolar spectra and were used to calculate time-domain data according to eq. 2.100. To 
shorten the calculation time, only magnetic field vector orientations with weights >1 % and 
distance contributions >5 % of the maximum values were considered. One simulation run was 
completed within 30 min. 
MD Simulations. Energy minimization and all MD simulations were performed in the YASARA 
program package.[64] The crystal structure of HSA co-crystallized with 7 stearic acids (1e7i) was 
first energy-minimized using the YASARA force field. The energy-minimized protein was put in a 
10310310 nm box and filled with water molecules (pH 7.4) to obtain a density of ∼1030 g/l. The 
temperature was set to 298 K. The individual time step was 2 fs and a snapshot of the box was 
taken every 5 ps. The averaged protein structure obtained of 1200 snapshots (corresponding to 
relaxation times 0.425–6.425 ns) was analyzed. All distances between the C-16 and C-5 positions 
of the stearic acids in this structure are summarized in Tables A.3 and A.4 in Appendix A.8. 
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 4.  Copper Complexes of Star-Shaped Cholic Acid  








Oligomers based on cholic acid are known to form hydrophobic cavities in hydrophilic 
solvents due to the facial amphiphilicity of their building blocks. In such pockets, non-
polar molecules such as pyrene can be hosted. Oligomers with 1,2,3-triazole moieties are 
also able to coordinate heavy metal ions. Depending on their position in the cholic acid 
oligomer, the triazole groups may either cooperatively bind to the metal ion in analogy to 
a tridentate ligand or act as single entities. This variation of the metal complexation 
strongly impacts the metal–host interactions. While chelated metals effectively quench 
the fluorescence of a hosted pyrene molecule, a comparable effect cannot be observed 
for weakly coordinated metal ions. Yet, even a weakly ligated metal is able to govern the 
self-assembly of cholic acid monomers end-capped by two triazole moieties. The spatial 
distribution of the metal ions in the supramolecular assembly can be observed by DEER 
spectroscopy. 
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4.1  Introduction 
 
Bile acids are natural steroid derivatives that exist in humans and most animals. 
Biosynthesized in the liver, their major function is the emulsification and transport of 
dietary fats, lipids and fat-soluble vitamins via micelle formation. Optimized for this 
purpose, they exhibit a facial amphiphilicity with a hydrophilic concave side due to the 
presence of hydroxyl groups and a carboxylic group, and a hydrophobic convex side with 
three methyl groups, triggering their self-assembly and inclusion properties.
[1]
 
 Due to these characteristics, bile acids are widely used as building blocks in 
supramolecular chemistry. Materials based on bile acids still exhibit the biocompatibility, 
amphiphilicity, high stability and self-assembly capacity of the natural precursor. 





 and crosslinkable monomers
[4] 
have been prepared from bile acids for 
potential biological and pharmaceutical applications.
[5,6]
 Bile acids have also been used in 
the construction of various oligomers, which have been studied as potential drug release 
agents,
[7]
 sensors for metal ions,
[8]
 or ion transporters.
[9]
  
 Among the bile-acid based building blocks, star-shaped derivatives called ‘molecular 
pockets’ have drawn much attention. These molecular pockets can form hydrophobic or 
hydrophilic nano-cavities depending on the polarity of the surrounding solvents. 
Potential applications include the use as delivery vehicles for biological molecules,
[10–16]
 





 Beside chenodeoxycholic acid, cholic acid is the most abundant and most important 
bile acid derivative. In the group of X. X. Zhu, di-, tri-, and tetra-armed star-shaped cholic 
acid derivatives have been synthesized in the last years.
[23–25]
 These molecules were 
found to form ‘molecular pockets’, sheltering hydrophobic molecules such as pyrene in 
polar solvents or hydrophilic agents such as HPTS (8-hydroxylpyrene-1,3,6-trisulphonic 
acid trisodium salt) in non-polar solvents.
[24]
 Depending on solvent polarity, a 
conformational change of the oligomer is induced, which results in an inversion of the 
hydrophilicity of the pocket (Scheme 4.1).
[24,26]
 In polar solvents, the hydrophilic OH-
groups turn outwards while they are located inside the pocket in non-polar solvents. 
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Scheme 4.1. Illustration of the formation and inversion of a ‘molecular pocket’ of the star-shaped 
cholic acid derivative T3t. The hydrophilic hydroxyl units are depicted in blue. In THF–water 
mixtures with up to 15 vol% THF, a hydrophobic cavity is formed, in which non-polar molecules 
such as pyrene can be sheltered and transported (right). A further increase of the THF content 
results in a conformational change of the oligomer and the formation of hydrophilic pockets 
(left).[24,25]  
 
In collaboration with Jiawei Zhang and X. X. Zhu, the structure of triazole-modified cholic 
acid derivatives was studied via their ability to bind heavy metal ions. For this purpose, 
cholic acid derivatives containing 1,2,3-triazole moieties were synthesized by a Cu(I) 
catalyzed 1,3-dipolar cycloaddition, a reaction commonly referred to as ‘click 
chemistry’.
[27–29] 
In particular, the number of cholic acid arms and the position of the 
triazole units in the oligomer were varied (Scheme 4.2).  
 The functional structure of the triazole bearing oligomers was then evaluated by 
two different methods. The inclusion of the hydrophobic fluorophor pyrene and its 
interaction with the complexed metal ions was studied by fluorescence spectroscopy 
using the fact that the polarity of the microenvironment around pyrene is related to the 
relative ratio of the peaks  to  in the fluorescence spectra.[26,30] Further, the spatial 
distribution of the heavy metal ions with respect to pyrene was probed by fluorescence 
quenching, a photoinduced electron transfer process, which requires molecular contact 
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Scheme 4.2. Chemical structures of the studied (star-shaped) cholic acid derivatives. The 1,2,3-
triazole moieties are highlighted in orange. The two to four digit abbreviations are structured as 
follows: The capital letter specifies the number of cholic acid arms in the oligomer (S: monomer, T: 
trimer, Q: tetramer). The number of triazole groups per molecule is quantified by the digit, followed 
by the lower case letter, which characterizes their position (t: ‘top’, close to the branching unit, and 
b: ‘bottom’, at the tail of the single cholic acid arms).  
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Complementary structural information from the metal’s point of view was accessible via 
CW and pulse EPR spectroscopy. Using Cu
2+
 as heavy metal ion, the interaction to triazole 
units was studied in terms of structural arrangement and binding strength. Strong 
hyperfine couplings to nitrogen atoms manifest themselves as splittings in the EPR 
spectra while the ligand field strongly affects the electronic structure of copper and thus 
the  tensor.[32–35]   
 This EPR study is not only important as a tool to retrieve structural information 
about the material of interest. Rather, the cholic acid oligomers, beside their unique 
properties, also serve as model components for fundamental EPR spectroscopic studies 
on Cu(II)–1,2,3-triazole interactions, which to my knowledge have never been studied by 
any means of EPR spectroscopy. Most scientific work was so far focused on its structural 
isomer 1,2,4-triazole, which was explored as a µ-bridging ligand for the supermolecular 
assembly of antiferromagnetically coupled Cu–Cu units.
[36,37]
 Another area of vivid 
research was related to the binding of copper to imidazole since it is an integral part of 
histidine and responsible for the binding of heavy metals to some proteins.
[38–40]
 
 This chapter is subdivided into three main sections. In the first part, the oligomers 
T3t and T0 are in the focus. Combined EPR and fluorescence studies reveal that the 
fluorescence of incorporated pyrene is effectively quenched in T3t. It is shown that this is 
a consequence of T3t providing a distinct binding site for heavy metal ions. The opposite 
is true for T0, which shelters pyrene from surrounding metal ions. In the second part, the 
relationship between the molecular structure and metal coordination properties is 
explored for Q4t, Q8tb and T3b. The binding strength of the copper complexes is then 
correlated to the observed fluorescence quenching efficiency. Finally, the copper binding 
and self-assembly of monomeric cholic acid derivatives with two triazole moieties (S2) 
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4.2  Triazole-Substituted Oligomer T3t as Metal Ion Sensor 
 




 is added to an aqueous solution of pyrene, the original fluorescence intensity 
 is reduced depending on the amount of added metal ions (Figure 4.1a, black squares). 
This reduction of the fluorescence intensity is commonly referred to as quenching and 
originates from a photoinduced electron transfer process between the fluorophor 
(pyrene) and the quencher (Cu
2+
). Upon addition of 50 µM Cu
2+
 to 0.1 µM pyrene, the 
fluorescence signal is reduced to 70 % of its original value.  
 Remarkably, this quenching effect is exceeded by addition of only 1 µM Cu
2+
 in the 
presence of T3t (Figure 4.1a, green diamonds). By fluorescence measurements and 
utilizing the Benesi-Hildebrand type double reciprocal equations,
[41]
 it was found that T3t 
is able to host one equivalent of pyrene in its hydrophobic pocket.
[25]
 The cholic acid 
trimer could also act as a receptor for metal ions, since 1,2,3-triazole groups are potential 
ligands for metal ions, as reported for a triazole-modified calix[4]crown.
[42]
 Hence, the 
oligomer could provide for a close contact between the metal ion and the pyrene 
molecule, which is a prerequisite for efficient fluorescence quenching. This metal 
coordination is studied in detail in the next section by means of EPR spectroscopy. 
 An enhanced quenching efficiency is observed for a variety of heavy metal ions, as 
shown in Figure 4.1b. When 25 μM T3t is added to the solution, the ratio  ⁄  decreases 
sharply up to a metal ion concentration of 5 µM. Above 25 µM, a plateau is reached with 
further addition of metal ions only leading to minor changes of the overall quenching 
efficiency. This suggests a metal–T3t stoichiometry of roughly 1:1, i.e. each oligomer is 
able to complex one metal ion (cf. EPR results in Section 4.2.2). Apparently, the 
combined complexation of one pyrene molecule and a metal ion by T3t triggers the 
drastic fluorescence enhancement in presence of the cholic acid oligomer. In fact, a more 
than 100 times larger quantity of metal ions is required to achieve the same level of 
fluorescence quenching in the absence of T3t. 
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Figure 4.1. Fluorescence quenching of pyrene (0.1 µM, λex = 335 nm) in dependence of the metal 
ion concentration, measured by the ratio of the fluorescence intensity with () and without () 
addition of metal ion. a) Quenching efficiency of Cu2+ in the presence (green) and absence (black) 
of T3t (25 µM in H2O). b) Quenching efficiency of various heavy metals in the presence of T3t    
(25 µM in H2O). 
 
In light of this remarkable fluorescence enhancement, T3t can be viewed as a potential 
sensor for metal ions. Recently, considerable research efforts have been devoted to 
design and synthesize chemosensors for metal ions.
[8, 42–50]
 In particular, transition metal 
ions constitute either environmental pollutants or essential trace elements in biological 
systems. Therefore, reliable detection of these metal ions down to trace amounts is of 
high importance.  
 If a decrease of the fluorescence intensity by 20 % is used as a criterion of 
detection, all metal ions studied can be detected already at a concentration of 1 μM with 
the exception of Zn
2+
 (Figure 4.2), i.e. the detection limit is at the high ppb level. This 
limit is better than or comparable with some sensors used in organic solvents.
[42, 44–46, 50]
 
In addition to the low detection limit, T3t can be used directly in water and allows for the 
quantitative analysis of metal ions under environmental conditions.  
 On a different note, the simultaneous hosting properties of T3t for metals and 
organic molecules may also be favorable for applications in catalysis. A far less 
sophisticated Cu–tridentate complex has already been shown to accelerate the 
hydrolysis of phosphordiesters.
[51]
 Due to its unique binding properties, T3t may also be 
used as synthetic receptor that bears characteristics of metal-containing enzymes.
[52,53]
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Figure 4.2. Fluorescence quenching of pyrene (0.1 µM, λex = 335 nm) by the addition of different 
metal ions (1 µM) in presence of T3t (25 µM in H2O). The criterion for the detection of a metal ion 
is set to   ⁄  0.8 (broken line), i.e. when the intensity of the original fluorescence signal is 
decreased by 20 %. 
 
 
4.2.2  T3t – A Tridentate Ligand for Copper 
 
To obtain information on the complexation of heavy metal ions by triazole moieties of 
T3t, CW EPR spectra of Cu
2+
 with different admixtures of T3t were recorded (Figure 4.3). 
Cu
2+
 was chosen since it does not only exhibit the highest quenching effects on pyrene 
but is a commonly used EPR probe due to its effective electron spin of   1/2                 
(cf. Section 3.4).  
  When only CuCl2 is present in the solvent (a ternary mixture of ethanol, water, 
and glycerol), the CW EPR spectrum reflects a uni-axial  tensor, which is characteristic of 
a slightly distorted octahedral coordination of the ion by solvent molecules (Figure 4.3a). 
The four well-resolved peaks in the low field region (	  258–304 mT) contain 
information about the magnetic interactions along the direction parallel to the unique 
octahedral axis of the Cu(II) molecular frame. They originate from interactions with the 




Cu (both   3/2) with a hyperfine coupling value 
 and are 
centered around . The prominent feature at 322 mT contains information about 
magnetic interactions in the equatorial (xy-) plane and is centered at . Here, four 
distinct peaks are not resolved since 
 is too small.  
Cu2+















c(Mn+) = 1 µM
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Figure 4.3. CW EPR spectra of CuCl2–T3t mixtures with ratios of a) 1:0 (pure CuCl2), b) 1:2 and  
c) 1:1 in a ternary solvent mixture of ethanol, water and glycerol (9:1:2 (v/v)), recorded at 78 K. 
Spectra are shown in black, the corresponding simulations in red. The low field regions of Figure 
4.3a and b are magnified by a factor of 15. The peak positions of the spectral components parallel 
to the unique axis of the distorted octahedral Cu(II) frame are indicated by bars: bound (to three 
triazoles, orange), intermediate (bound to two triazoles, blue), free Cu2+ species (green). 
 
Upon addition of a two-fold excess of T3t to the same system, the spectral features 
change considerably (Figure 4.3b). The peaks at low field are less pronounced and shifted 
to substantially higher 	-values (corresponding to a decrease of ) while 
 is 
increased at the same time. The most prominent changes, however, can be observed in 
240 260 280 300 320 340 360
magnetic field / mT
b) 1 : 2
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the -region at 320–340 mT with the formation of a superhyperfine structure with a 
multitude of sharp spectral features. This hyperfine pattern originates from a strong 
coupling of the Cu
2+
 ion with 
14
N atoms and is a first clear indication of an interaction 
between copper and the triazole units of the oligomer.  
 When the relative amount of T3t is decreased to an equimolar ratio (Figure 4.3c), 
this prominent feature prevails while the low-field region undergoes significant changes. 
The peak at 269.8 mT is considerably broadened and deviates strongly from a Gaussian 
shape and two new peaks at 281.9 mT and 297.9 mT (mere shoulders in Figure 4.3b) 
arise. In fact, these peaks originate from a second copper species with different - and 

-values. Additionally, a small but distinct bump is visible at 259.6 mT, which coincides 
in position and shape with the first low-field peak of the reference spectrum of pure 
CuCl2 (Figure 4.3a) and can be assigned to Cu
2+
 ions that are not coordinated to triazoles. 
In conclusion, three different copper species are observed in CuCl2–T3t mixtures with 
their relative contributions to the EPR spectrum depending on the ratio of the metal ion 
and the cholic acid oligomer. 
 To quantify the EPR parameters of each species and their relative contributions to 
the EPR spectrum, spectral simulations were performed. The spectrum in Figure 4.3a 
solely originates from free Cu
2+
. Its spectral simulation is shown in Appendix B.3. The 
spectral separation of both triazole-complexed species was achieved by subtracting 
spectra of different CuCl2–T3t mixtures in the appropriate ratios (Appendix B.1). The 
recorded spectra were then reproduced by a linear combination  of the (normalized) 
simulated spectra of the three different species  (Figure 4.3 b,c, red curves),  




All EPR parameters of the copper species are listed in Table 4.1. Their relative 
contributions to the EPR spectra of different CuCl2–T3t mixtures are listed in Table 4.2.  
 A first important result can be retrieved from the 
14
N hyperfine lines. The mere 
appearance of these lines reveals coupling to triazole units. Further, from the number 
and intensities of these lines, the number of coupled triazole units can be deduced. The 
major component in Figure 4.3b (orange bars) is coupled to three triazoles and is 
referred to as ‘bound’ species from now on. The minor component (blue bars) is coupled 
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to two triazole units and exhibits slightly lower coupling constants to nitrogen and is 
referred to as ‘intermediate’ species.  
 
Table 4.1. EPR Parameters of the Observed Copper Species in T3t 
Cu
2+ 
species    
(Cu) / MHz 











free 2.084 2.419 28.0 403.6 - - 0 
intermediate 2.063 2.323 44.0 514.0 46.2 45.0 2 
bound 2.054 2.241 59.8 623.0 48.3 47.6 3 
 
These conclusions regarding the number of coordinated triazole units are corroborated 
by the observed –values. As stated in Section 2.3.1, the deviation of the principal            
 tensor elements from  mainly depends on the (inherently negative) spin orbit 
coupling constant  and on the energetic difference of the SOMO to the highest fully 




 with a  configuration and 
a distorted octahedral coordination sphere, the unpaired electron is located in the 
energetically highest  orbital, . Neglecting the influence of covalent mixing, the 
-values can be approximated by [55] 




  % 
2
!"#  !"' ,  '#
. (4.3) 
Triazoles as strong ligands induce a large ligand field (compared to water and ethanol). 
Hence, the energy difference between the  orbitals is increased, which results in a 
decrease of the -values. When the strength of the ligand coordination remains 
constant, the reduction is determined by the number of coupled ligands. This trend is 
observed for the different spectral species (Table 4.1). While the highest -values are 
observed for the uncoordinated copper species, they are significantly reduced for the 
intermediate and even more strongly decreased for the bound species. This decrease of 
the -values is accompanied by a concomitant increase of the hyperfine coupling to the 
copper nucleus.  
114  Chapter 4 
 The 
14
N hyperfine coupling parameters of the intermediate and bound species are 
in the range of ()* ∼ 45.8–48.1 MHz, comparable to those of Cu(II)-porphyrin systems. 
For a variety of magnetically diluted porphyrins, a value of ()* = 48.0 MHz was 
reported.
[35]
 In this thesis, the 
14
N hyperfine coupling of a Cu(II)-protoporphyrin complex 
in human serum albumin was determined as 46.1 MHz (cf. Section 3.4). This similarity of 
the coupling parameters is remarkable, bearing in mind that porphyrin is a tetradentate 
ligand, which is optimized for metal complexation. 
 Due to the comparability of the Cu–nitrogen binding strength, the -values of Cu(II) 
porphyrins set a benchmark for a complexation by four ligands. Independent of solvent 
conditions, their -value was determined reproducibly as 2.18-2.20,[32,35,56] in agreement 
with  = 2.194, which was found in this thesis (cf. Section 3.4). This value is slightly 
lower than  of the bound species and confirms that not four but three triazoles are 
coordinated to this copper ion. Further, the - and 
-values of the intermediate species 
are closer to those of the bound species than to the corresponding values of the solvent-
ligated, free Cu
2+
 ion. This is an additional indication, that two nitrogen atoms, i.e. 
triazole units, are coupled. Remarkably, no copper species is observed which coordinates 
to only one triazole group. This will be discussed in detail in Section 4.3.  
 Regarding the geometrical structure of T3t and the strong hyperfine coupling of 
three nitrogen molecules, it can be safely concluded that the ‘bound’ copper species is 
located in the T3t cavity and chelated by all three triazole groups of the molecule. The 
‘intermediate’ species, which exhibits slightly lower coupling constants to nitrogen and 
which is complexed by only two triazole units, could be either located in the cavity (only 
coordinated by two triazoles), or it could interconnect two different cholic acid trimers as 
a chemical crosslinker. This question cannot be solved with the EPR data presented up to 
this point. Yet, it will become evident in the next section that a strong chelating effect of 
the triazole ligands is needed to induce a hyperfine coupling, which is as strong as the 
one observed here. This can only be caused by the intramolecular contribution of two 
triazole units that are structurally optimized for the complexation. Hence, the 
‘intermediate’ species is most likely located inside a cavity which is formed by the self-
assembly of two cholic acid arms of the oligomer while the third arm is not involved in 
the formation of a molecular pocket. 
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 In an equimolar mixture of CuCl2 and T3t, already 90 % of all copper ions are 
coordinated to the cholic acid derivative while only 10 % remain uncoordinated (Table 
4.2). This observation is supported by the fluorescence quenching studies in Section 
4.2.1. At this ratio, almost 2/3 of these triazole-ligated ions are placed inside the 
hydrophobic cavity, which is formed by all three cholic acid arms of the trimer (‘bound 
species’). A minority of 33 % is placed in a molecular pocket formed by only two cholic 
acid arms (‘intermediate’ species). Upon addition of a two-fold excess of T3t, already      
82 % of all Cu
2+
 ions are coordinated by all three triazole groups of T3t, while only a 
remainder of 18 % experiences the coupling to only two triazole units. At this Cu–T3t 
ratio, no ‘free’, uncoordinated species is observed.      
 
Table 4.2. Spectral Contribution the Observed Copper Species for Different Cu–T3t Ratios 
ratio  
CuCl2 : T3t 
relative spectral contribution 
free intermediate bound 
1:2 - 0.18 ± 0.05 0.82 ± 0.05 
1:1 0.10 ± 0.02 0.32 ± 0.05 0.58 ± 0.05 
 
 
4.2.3  Deriving a Molecular Picture from the EPR Results 
 
As clearly shown by the CW EPR studies, the majority of the metal ions is strongly bound 
in a cavity that is formed by all cholic acid chains of the three-armed molecule even at an 
equimolar ratio of copper and oligomer. In all fluorescence quenching studies, only a 
small fraction of metal was added to a large excess of the cholic acid derivative. 
Following the observed trend (Table 4.2), it can be safely concluded that almost all metal 
ions are in this ‘bound’ state. 
 From the fluorescence data it is apparent that pyrene molecules enter the 
hydrophobic cavity of T3t as well. Previous lifetime studies of different trimers at 25 μM 
indicated that a large fraction of the hydrophobic guests (83–87 %) is located inside the 




116  Chapter 4 
 Hence, T3t is able to complex one pyrene molecule as well as one metal ion and 
hosts both species as guests inside its hydrophobic cavity as illustrated in Figure 4.4. Due 
to this structural arrangement, the metal ion is located in close proximity to the pyrene 
molecule. This fixed molecular contact is the key to a very efficient fluorescence 
quenching process that permits the detection of metal ions down to the ppb range in 




Figure 4.4. Three dimensional representation of the complex formed by T3t, pyrene, and a heavy 
metal ion. The metal ion (green) is chelated by three triazole units and is located in close proximity 
to pyrene (orange), which is assumed in the center of the hydrophobic cavity.  
 
 
4.2.4  Comparative Fluorescence Quenching Studies of T3t and T0  
 
While T3t has been shown to chelate heavy metal ions due to the presence of triazole 
moieties, T0 should not be able to form complexes with metal ions. While largely similar 
in structure to T3b or T3t, T0 does not feature potential chelating triazole groups. Thus, 
T0 should exhibit a substantial decrease of the fluorescence quenching efficiency in 
comparison to T3t. In fact, the quenching efficiency is dramatically reduced by several 
orders of magnitude and even far below the case when no host molecules were added to 
the solution (Figure 4.5). In presence of T0, 15 mM Cu
2+
 ions are needed to decrease the 
fluorescence intensity to 60 % of its original value, while a concentration of only 1 mM is 
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required in the absence of any host molecule. In comparison, already 2 µM Cu
2+
 ions 
induce a comparable signal reduction in presence of T3t. 
 
Figure 4.5. Fluorescence quenching of pyrene (0.1 µM, λex = 335 nm) by Cu2+ in the absence of a 
host molecule (black squares) and in the presence of 25 µM T3t (green circles) and T0 (blue 
triangles) in H2O. 
 
Indeed, this diminished quenching suggests that, in contrast to T3t, T0 effectively 
separates the metal ion quenchers from the pyrene fluorophors. Since both T0 and T3t 
display comparable hosting properties for pyrene,
[23,25]
 one can conclude that metal ions 
are excluded from the molecular pocket due to the lack of ligating units. Thus, they are 
efficiently separated from pyrene, which is located inside the cavity. A molecular contact 




4.2.5  Summary  
 
In summary, both star shaped cholic acid trimers T3t and T0 form hydrophobic cavities in 
hydrophilic solvents, which can host non-polar molecules such as pyrene. Containing 
1,2,3-triazole moieties, T3t also acts as a strong tridentate ligand for heavy metal ions, 
which are located in close proximity to the sheltered pyrene molecules. Thus, an efficient 
fluorescence quenching is facilitated even for low metal concentrations. Due to its 
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sensitivity and water solubility, T3t could be used as a sensor for heavy metal ions in 
aqueous environments. In contrast, due to the lack of potential ligands, T0 shields pyrene 
from the influence of metal ions and causes a diminished fluorescence quenching.  
 
 
4.3  Influence of the Molecular Structure on the Metal Ion Complexation 
 
4.3.1  Fluorescence Quenching of T3b 
 
In T3b, the triazole moieties are located at the tail of the cholic acid arms (Scheme 4.2). 
In analogy to T3t and T0, it forms a hydrophobic cavity in aqueous solution, in which 
pyrene can be incorporated. Although its hosting characteristics are slightly less 
pronounced than those of T3t (Appendix B.2), the modified position of the triazole 
groups hardly influences the uptake of pyrene. Also, a conformational change of the 
oligomer is induced in response to the solvent polarity, which results in an inversion of 
the cavity. In a THF–water mixture, this critical solvent composition was determined as 
1:6 (v/v) for all three cholic acid trimers, T0, T3t, and T3b.
[57]
 Hence, all structural and 
functional features that originate from the facial amphiphilicity of the cholic acid building 
blocks are not influenced by the incorporation and position of the triazole units. 
With these triazole groups at the tails of the cholic acid chains, T3b bears the 
same heterocyclic moieties that were responsible for the strong coordination of metal 
ions to T3t and lead to an efficient fluorescence quenching. However, the Cu
2+
 induced 
fluorescence quenching of the T3b–pyrene complex is much less efficient than that of 
pyrene hosted by T3t (Figure 4.6). Indeed, the quenching efficiency of the T3b–pyrene 
complex rather resembles that of free pyrene without addition of any host molecule. 
Since the inclusion properties of both molecules are comparable, the different quenching 
efficiencies originate from an altered coordination of the metal ion by the triazoles. The 
characteristics of this modified complexation are studied in detail in the next section.  
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Figure 4.6. Fluorescence quenching of pyrene (0.1 µM, λex = 335 nm) by Cu2+ in the absence of a 
host molecule (black squares) and in the presence of 25 µM T3t (green circles) and T3b (red 
triangles) in H2O admixed with 5 vol% methanol. Note that the quenching efficiencies in presence 
of T3t and in absence of any host are altered in comparison to Figure 4.1 due to the slight change 
of the solvent composition. 
 
 
4.3.2  Copper Coordination in T3b 
 
CW EPR spectra of Cu–T3b mixtures are displayed in Figure 4.7. Obviously, no 
characteristic 
14
N superhyperfine couplings are observed in the high field region of the 
spectra. This is in strong contrast to T3t, where these couplings constitute the most 
prominent feature of the spectrum. Furthermore, it is a first indication that the 
coordination of Cu
2+
 by triazoles of T3b is either too weak or too undefined to be 
resolved in a CW EPR spectrum. 
 A more detailed analysis reveals that three different Cu
2+
 species contribute to the 
spectra, which is in analogy to T3t. But while free, uncoordinated copper is present in all 
mixtures of Cu
2+
 and the cholic acid derivatives irrespective of the structure of the 
oligomer, the other two spectral contributions deviate significantly from those observed 
in T3t. However, they coincide with the species observed in mixtures of the triazole-
modified cholic acid monomer S2. The deconvoluted contributions of each species and 
the corresponding spectral simulations are displayed in Figure 4.7, and the extracted EPR 
parameters are listed in Table 4.3. 
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Figure 4.7. CW EPR spectra of 1:1 and 1:2 mixtures of CuCl2 and T3b (top). The spectra consist 
of three spectral contributions, ‘free’, ‘loosely bound1’, and ‘loosely bound2’. The isolated spectra 
of these species are shown below in black, superimposed by their simulations (red). The spectra of 
both ‘loosely bound’ species were obtained by linear combinations of CuCl2–S2 spectra (which 
exhibit the same Cu2+ species, cf. Section 4.4): +,lb10  1.044 S2,2: 10  0.628 S2,1: 10 
0.22 S2,1: 40, and +,lb20  S2,1: 40  0.2 S2,2: 10 6 0.082 S2,1: 00. All spectra and simulations 
were normalized to their double integral. Vertical lines mark the  transitions of the free (green), 
‘loosely bound1’ (turquoise), and ‘loosely bound2’ (ochre) species. The low field regions of all 
spectral contributions are magnified by a factor of 10. 
 
Table 4.3. EPR Parameters of the Observed Copper Species in T3b (and S2)* 
Cu
2+
 species   
 / MHz triazoles ‘coupled’ 
free 2.084 2.419 403.6 - 
loosely bound1  2.077 2.370 453.6 1 
loosely bound2 2.072 2.330 498.4 2 
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 could not be retrieved from the simulations due to lack of spectral resolution.  
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These species, denoted ‘loosely bound1’ and ‘loosely bound2’, originate from Cu
2+
, which 
is weakly coordinated by triazole units. The weak coordination manifests itself in the 
slight decrease of  and in the slight increase of 
 compared to free Cu2+. The values of 
the ‘loosely bound2’ species coincide with those of the ‘intermediate’ species, while the 
values of the ‘loosely bound1’ species are in between those of ‘intermediate’ and ‘free’ 
Cu
2+
. For both species, the ligand field experienced by the metal ion is significantly 
decreased when compared to Cu
2+
 bound to three triazole moieties.  
 The magnitudes of  and 
 are first indications for the number of coupled 
triazoles. Since the parameters for species ‘loosely bound2’ coincide with those of the 
species ‘intermediate’, a coordination to two triazole units is likely. Species ‘loosely 
bound1’ experiences a weaker ligand field, which most likely originates from a coupling 
to one triazole. Hence, the suffixes ‘1’ and ‘2’ relate to the number of coupled triazole 
units. On the other hand, the term ‘loosely bound’ is chosen, since it characterizes the 
rather undefined coordination of the metal by triazole ligands and its decreased binding 
strength. This conclusion is supported by observations from pulse and CW EPR 
spectroscopy and fluorescence spectroscopy.  
 3-pulse ESEEM and HYSCORE are one- and two-dimensional methods to resolve 
weak electron–nuclear hyperfine couplings (cf. Section 2.10).
[58,59]
 Representative spectra 
for CuCl2–T3b and CuCl2–T3t mixtures are shown in Figure 4.8. The spectra exhibit 
marked differences, which are explained in detail in the next paragraphs.  
 The spectrum of CuCl2–T3b contains a multitude of distinct resonances in the 
,, 60 quadrant of the spectrum, while these resonances are almost completely absent 
for the CuCl2–T3t complex. Resonances in this quadrant originate from strongly coupled 
nuclei with hyperfine couplings greater than the nuclear Larmor frequency. Spectral 
simulations suggest that these resonances are due to a 
14
N atom with a maximum 
hyperfine coupling of  ∼6 MHz (cf. Section 4.4.1). This 
14
N atom is assigned as the part of 
the triazole group, which acts as direct ligand of the Cu
2+
 ion. For T3t, this directly 
coupled nitrogen nuclear spin exhibited a hyperfine coupling constant of ∼48 MHz, which 
is strong enough to result in superhyperfine features in the CW EPR spectrum. Such large 
couplings cannot be observed in HYSCORE spectra. Hence, in the absence of a chelating 
effect, the Cu–N coupling strength is decreased by a factor of ∼8.  
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Figure 4.8. HYSCORE spectra of 1:2 mixtures of a) CuCl2–T3b and b) CuCl2–T3t. The spectra 
were recorded at the EPR spectral maximum (corresponding to , b) and at a 25 mT lower 
magnetic field position (a). Note that T3t did not exhibit resonances from strongly coupled 14N 
atoms at any spectral position. The spectra were recorded at 10 K, 8 was set to 132 ns.   
 
Both spectra contain features that originate from at least one weakly coupled 
14
N nucleus 
near the exact cancellation limit |
 2⁄ | : |;<|. These remote triazole nuclei give rise to 
the two prominent matrix peaks in the ,6, 60 quadrant at 0.92 MHz and 1.83 MHz and 
to a broader feature at ∼4 MHz. These resonances also constitute the main features of 3-
pulse ESEEM spectra (Appendix B.4). The observed frequencies are similar to those 
found for the remote 
14
N atom of an imidazole group. Here, marked resonances at ∼0.8, 
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1.6, and 4.2 MHz were observed and assigned to the nuclear quadrupole transitions =, 
=>, and =?@ in the condition of exact cancellation.[60,61] 
 In addition, the CuCl2–T3t complex exhibits further matrix peaks up to a frequency 
of ∼6 MHz. As suggested by spectral simulation, these additional peaks could originate 
from strong nuclear quadrupolar couplings. However, regarding the molecular structure 
that was unambiguously determined by the CW spectra, these resonances are more 
likely interpreted as multiquantum transitions. The probability of such transitions 
increases when a large number of in this case weakly coupled nuclear spins is complexed 
to an electron spin. In case of T3t, the Cu
2+
 ion is ligated by three triazole groups, which 
contain six remote nitrogen atoms. In the framework of multiquantum transitions, the 
absence of these resonances in case of T3b can be easily explained, since only one or two 
triazoles are coupled to Cu
2+
 in a more undefined manner. Further indications are given 
by the equal spacing of the resonances and by the fact that frequencies close to multiples 
of the 
14
N Larmor frequency are observed. Finally, it should be noted that the triazole 
moieties are the only residues of the cholic acid oligomers that act as ligands for Cu
2+
. 
Additional coordination sites are occupied by solvent molecules (Appendix B.4).   
 Other hints for the loose coordination of Cu
2+
 by T3b can be found in CW EPR 
spectra. The four low-field peaks of the ‘free’ and ‘loosely bound’ Cu
2+
 species are 
asymmetrically broadened towards a higher magnetic field (Figure 4.7). As shown in 
Appendix B.3, this broadening originates from an antiproportional relationship between 
,  0 and 
 and a coupled strain of both parameters. Thus, the magnitude of this 
asymmetric broadening is directly related to ligand field inhomogeneities of the copper 
complexes. The largest relative broadening is observed for free CuCl2 in the ternary 
solvent mixture due to the variety of potential ligands (water, ethanol, glycerol, and 
chloride). In contrast, no comparable broadening is observed for the ‘bound’ and 
‘intermediate’ species, since the copper ion is located in a well-defined ligand field due to 
the presence of strong, chelating ligands (Figure B.1). For both ‘loosely bound’ species, 
an intermediate broadening is observed. This is a further indication that the coupled 
triazole units in T3b do not provide for a coordination sphere as well defined as in T3t. 
They are rather loosely attached to the metal ion.  
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 Another hint for a loose Cu
2+
 coordination is provided by fluorescence 
spectroscopy. A strong complexation with all three triazole moieties (as observed in T3t) 
would force the cholic acid arms together at their tails and may such prohibit the 
encapsulation of pyrene. This is not observed for T0. Though the hosting characteristics 
were found to be slightly reduced when Cu
2+
 was added to a solution of T3b prior to 
pyrene, the guest was not prohibited to enter the molecular pocket (Appendix B.2).   
 From this plentitude of observations, it can be unambiguously inferred that T3b – in 
contrast to T3t – does not act as a metal chelator. Though the copper ion is still attracted 
by the triazole moieties, it is rather loosely attached to one or two ligands similar to 
copper complexed with the cholic acid monomer S2. The different triazole groups, 
although chemically interconnected, do not cooperatively bind to the metal ion but 
rather act as single entities. 
 Interestingly, the relative spectral contributions of the loosely bound Cu
2+
 species 
match the contributions of the intermediate and bound species at the same molar ratios 
of CuCl2 and the cholic acid derivative (Tables 4.4 and 4.2). With the data at hand, it 
cannot be conclusively answered if this similarity is a mere coincidence or if it originates 
from the structural properties of the cholic acid oligomers.  
 
Table 4.4. Spectral Contribution of Different Copper Species in T3b 
ratio  
CuCl2 : T3b 
relative spectral contribution 
free loosely bound1 loosely bound2 
1:2 < 0.03 0.10 ± 0.05 0.87 ± 0.05 
1:1 0.12 ± 0.02 0.26 ± 0.05 0.62 ± 0.05 
 
 
4.3.3  Influence of a Fourth Cholic Acid Arm  
 
While the impact of the relative triazole position in the oligomer was in the focus of the 
last section, it will now be assessed how the structure and function of the oligomer is 
affected by the addition of a fourth arm to the cholic acid star. Specifically, it is of interest 
if the fourth cholic acid arm participates in the cavity formation, as suggested in Scheme 
4.2, or if the induced bond strain at the connecting carbon atom prohibits the 
Copper Complexes of Star-Shaped Cholic Acid Oligomers 125 
simultaneous alignment of all four side chains. For this study, the tetramer Q4t was 
considered since its fourth cholic acid chain constitutes the only structural difference in 
comparison to T3t. 
 In fact, CW EPR revealed the same spectral components as observed in T3t, i.e. 
strongly coordinated Cu
2+
 ions that are chelated with two and three triazole moieties 
(spectra not shown). However, a copper species complexed to four nitrogen atoms was 
absent. This unambiguously proves that the fourth arm of the tetramer is not involved in 
the Cu
2+
 complexation. Apparently, it cannot bend down towards the other three cholic 
acid chains and does not participate in the cavity formation.  
 The quantitative contributions of the observed spectral components are in good 
agreement with those observed for T3t (Tables 4.5 and 4.2). In a 1:2 mixture of CuCl2 and 
Q4t, slightly more Cu
2+
 is coordinated to three triazole groups (88 % vs. 82 % in T3t). With 
a total of four arms available, the binding to three triazole moieties may be statistically 
favored in comparison to a total of three arms. In an equimolar mixture, almost identical 
fractions of intermediate (29 % / 32 %) and bound (58 % / 58 %) species were observed 
for Q4t and T3t. Here, the statistical advantage of a fourth cholic acid arm could be 
compensated by a second effect. The availability of more Cu
2+
 ions could force the 
tetramer to structurally separate into two pairs of cholic acid arms. By this, the tetramer 
would provide two intermediate binding sites rather than one strong and one weak site.  
 
Table 4.5. Spectral Contribution of Copper Species in Mixtures of Copper and Q4t/ Q8tb 
 ratio  
CuCl2 : CA oligomer 
relative spectral contribution 
 free intermediate bound 
Q4t 
1:2 - 0.12 ± 0.05 0.88 ± 0.05 
1:1 0.13 ± 0.02 0.29 ± 0.05 0.58 ± 0.05 
Q8tb 
1:2 - 0.25 ± 0.05 0.75 ± 0.05 
1:1 < 0.02 0.35 ± 0.05 0.63 ± 0.05 
2:1 0.13 ± 0.02 0.38* 0.50* 
 
* Additional occurrence of a fourth spectral component (details see main text, Section 4.3.4) 
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For both mixtures, no ‘loosely bound’ copper could be detected. In principle, this species 
could originate from a copper ion coordinated to the triazole unit of the single remaining 
cholic acid chain. Rather, all 
14
N coordinated metal ions experience the strong ligand field 
of di- and tridentate ligands, which is energetically and entropically favored over the 
weak coordination of a single triazole ligand.  
 
 
4.3.4  Observation of a Fourth Species in a 2:1 Mixture of CuCl2 and Q8tb  
 
As a cholic acid tetramer with triazole moieties at the head and tail of each chain, Q8tb 
provides a total of eight ligands for the Cu
2+
 ion. But as already observed for Q4t, up to a 
molar ratio of 1:1 the metal ion almost exclusively binds to the chelating triazole units 
near the connection point of the cholic acid arms that provide the strongest ligand field 
and the most favorable coordination sphere (Table 4.5).  
 At a copper–oligomer ratio of 2:1, not all Cu
2+
 ions can be hosted in this prime 
binding spot. A fraction of ‘loosely bound’ Cu
2+
 is expected in analogy to T3b. In fact, 
when trying to extract the ‘intermediate’ species by a linear combination of different 
CuCl2–Q8tb spectra, a fourth spectral component was observed, which exhibits features 
of a ‘loosely bound’ species (Figure 4.9). Surprisingly, it cannot be assigned to either 
‘loosely bound1’ or ‘loosely bound2’ copper. Rather, it constitutes a new distinct species, 
which exhibits EPR parameters   2.393A0.002 and 
  (427A3) MHz, intermediate 
of those observed for the ‘free’ and ‘loosely bound1’ spectral compound. Due to the 
multiplicity of other spectral contributions and lack of resolution, it was not possible to 
quantitatively determine all EPR parameters and the relative contribution of this species 
to the spectrum. Note that a small amount may also be present in the equimolar mixture 
of CuCl2 and Q8tb. 
 As stated in Section 4.3.2, the ‘loosely bound1’ species originates from a Cu
2+
 ion, 
which is weakly coordinated to the triazole unit of a single cholic acid arm. In 
comparison, the triazole binding of the species observed here imposes an even smaller 
ligand field. Hence, the complexation of Cu
2+
 to the chelating triazoles at the head of the 
cholic acid chain may lead to a structural conformation of its tail that restricts further 
binding to a second Cu
2+
 ion. Two conclusions can be drawn from this observation. First, 
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the triazole moieties at the tail are not in close proximity to each other since no 
cooperative binding is observed. Second, they may be shielded from a direct access of 
the Cu
2+
 ion, so that an efficient coordinative binding to a nitrogen atom of the triazole 
unit is prohibited. In a first tentative picture, this effect may originate from a partial 




Figure 4.9. Linear combination +  Q8tb,2: 10  0.67 Q8tb,1: 10 6 0.12 Q8tb,1: 00 of different 
CuCl2–Q8tb spectra in an attempt to isolate the ‘intermediate’ copper species. Red arrows and 
dashed lines mark an additional contribution of a fourth species which could not be separated from 
the ‘intermediate’ species. The low field region of the spectrum is magnified by a factor of ~15, and 
compared to the spectra of the ‘free’ (green) and ‘loosely bound1’ (turquoise) species. The fourth 
spectral component cannot be reproduced with either ‘free’ or ‘loosely bound1’ Cu2+, but rather 
exhibits EPR parameters intermediate between both species.   
 
 
4.3.5  Summary  
 
This part focused on the influences of structural variations on the spatial arrangement 
and function of the oligomers. In contrast to T3t, no chelating effect was observed when 
the triazole group is located at the tail of the cholic acid chains in the oligomers. This 
resulting weak coordination of the metal ion did not lead to an enhanced fluorescence 
quenching efficiency. In a cholic acid tetramer, the fourth arm does not participate in the 
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formation of the cavity and rather acts as a single entity. When each arm of an oligomer 
contains two triazole moieties, the copper complexation at the chain head restricts 
further binding of a second Cu
2+
 equivalent at the tail of the chain.    
 
 
4.4  Self-Assembly of Monomeric Cholic Acid Derivatives 
 
In the last part of this chapter, the focus shifts from star-shaped oligomers to a triazole-
modified cholic acid monomer. While the cholic acid chains of all oligomers are 
chemically attached to each other, this covalent link is absent for the monomer. 
Specifically, the role of Cu
2+
 ions for the self-organization of the single chains is 





 Coordination by S2   
 
As already mentioned in Section 4.3.2, CuCl2–S2 mixtures exhibit the same spectral 
species as CuCl2–T3b conjugates, proving that the triazole moieties in T3b act as single 
entities. The CW EPR spectra of a variety of CuCl2–S2 mixtures are displayed in Figure 
4.10 and the spectral contributions of the ‘free’, ‘loosely bound1’, and ‘loosely bound2’ 
species are highlighted by vertical lines.  
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Figure 4.10. CW EPR spectra of CuCl2–S2 mixtures at different ratios. The spectral contributions 
of all Cu2+ species in the low field region are visualized by vertical dashed lines: free (green), 
loosely bound1 (turquoise), loosely bound2 (ochre). 
 
The relative ratios of the three spectral compounds were quantified and listed in 
Appendix B.5. A graphical illustration is given in Figure 4.11. The fraction of 
uncoordinated Cu
2+
 decreased rapidly as more S2 molecules become available. This 
decrease was fitted with a mono-exponential decay, which reveals with a characteristic 
ratio E of 1.19 A 0.11.  At this S2/CuCl2 ratio, the fraction of free Cu2+ is decreased to 
1/e of its original value. Thus, one di-substituted cholic acid monomer is able to complex 
one Cu
2+
 ion on average. At E  4, only a negligible Cu2+ fraction remains uncoordinated. 
The contribution of the species ‘loosely bound1’ increases to a maximum value of 48 % at 
an equimolar ratio of CuCl2 and S2. Above this ratio, the relative amount of this species 
decreases as increasingly more Cu
2+
 ions are coordinated to two cholic acid chains. The 
fraction of this third species ‘loosely bound2’ increases linearly with E. At E  4, already 
over 90 % of all Cu
2+
 ions are coordinated to two cholic acid chains. 
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Figure 4.11. Graphical representation of the relative contributions of all spectral species for 
different Cu–S2 ratios E  F,S20 F,CuClI0⁄ . The fraction of the free copper species was fitted with 
an exponentially decaying function JK  exp, E E⁄ 0 with E  1.19 A 0.11, while fraction 
‘loosely bound2’ could be represented by a first order polynomial PQI  RE with a slope            
R  0.246 A 0.009. The ‘loosely bound1’ data points were fitted by the residual PQ  1  PQI 
JK. 
 
Despite the fact that the relative fractions of all copper species undergo pronounced 
changes with respect to the CuCl2–S2 ratio, no such trend could be observed in the 
HYSCORE data (Figure 4.12). The recorded spectra exhibit features that bear large 
similarities to those of CuCl2–T3b mixtures (Figure 4.8a). Due to an enhanced spectral 
intensity, more transitions are resolved and a spectrum at the magnetic field position 
corresponding to  could be recorded. With spectra at both,  and , the strongly 
coupled nitrogen nuclear spin could be studied in more detail. Preliminary simulations 
suggest hyperfine contributions 
 : 6 MHz and 
 : 3 MHz, a nuclear quadrupole 
frequency S  2.3 MHz and an anisotropy parameter of T  0.9. 
Copper Complexes of Star-Shaped Cholic Acid Oligomers 131 
 
 
Figure 4.12. 14N region of the HYSCORE spectra of a 2:3 mixture of CuCl2 and S2. The spectra 
were recorded at the EPR spectral maximum (corresponding to , b) and at a magnetic field 





 Mediated Spatial Assembly of Single Cholic Acid Chains   
 
Each cholic acid monomer is substituted by two triazole units, which may exhibit a well-
defined intramolecular distance due to the rigidity of the cholic acid building block. If 
both units functioned as ligands for Cu
2+
 ions, these ions should also show the same 
distance relationship, which in turn should be accessible by double electron-electron 
resonance spectroscopy (DEER). This defined distance relation may even be further 
extended to three Cu
2+
 ions by a non-covalent interconnection of two cholic acid chains 
by Cu
2+
 species ‘loosely bound2’.  
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 However, time domain signals of CuCl2–S2 conjugates in a ternary solvent mixture 
of ethanol, water, and glycerol follow a mono-exponential decay, which suggests a 
homogeneous spatial distribution of the metal ions in three dimensions. In contrast, the 
time trace differs significantly from an exponential decay, when the solvent composition 
is changed to pure ethanol. The background corrected DEER time domain signal and the 
extracted distance distribution are shown in Figure 4.13. Given the large 
1
H nuclear 
modulations, a Tikhonov regularization parameter of 1000 could be deemed reasonable, 
which gives rise to a broad distance distribution with two major contributions around    
1.6 and 3.0 nm. By lowering the parameter to 10, the single contributions to these broad 
peaks are revealed. They are centered at 1.6, 2.1, 2.7, 3.2, and 3.9 nm. 
    
 
 
Figure 4.13. a) Background corrected DEER time domain signal (black) and fit (red) of a 2:1 
mixture of CuCl2 and S2. The pump frequency was set to the maximum of the absorption 
spectrum, the observer pulses were set to a 65 MHz higher frequency. b) Extracted distance 
distributions by Tikhonov regularization with regularization parameters of 1000 (black, 
corresponding to the corner of the L curve) and 10 (blue).  
 
Force field simulations on S2 suggest a distance of 2.06 nm between the two central 
nitrogen atoms of the triazole units, which is in remarkable agreement with the observed 
distance peak at 2.1 nm (Scheme 4.3). One should note that the optimized molecular 
structure exhibits a rather extended conformation. A potential backfolding of the flexible 
aliphatic chain would significantly decrease the distance between the two triazole 
groups, which could well be in the range of the lowest observed distance of 1.6 nm.     




Scheme 4.3. Force field optimized structure (MMFF94, Chem3D Ultra) of S2. A distance of      
2.06 nm is obtained between the central nitrogen atoms of the triazole units. The arrow indicates a 
potential backfolding of the aliphatic chain, which could lead to a significantly decreased distance 
between the triazole groups.  
 
Two counteracting effects limit the validity of DEER retrieved distances around 1.5 nm. 
On the one hand, this distance is significantly overestimated due to residual ESEEM 
modulations by protons. In the case at hand, this contribution is very pronounced due to 
the low modulation depth of   0.032 (cf. Figure 4.13a). The frequency of this 
modulation, the Larmor frequency of protons =(1H)  14.2 MHz, matches the dipolar 
electron–electron coupling at a distance of ∼1.5 nm. On the other hand, distances 
smaller than 2 nm are underestimated due to the limited excitation bandwidth of the 
pump pulse. Since both effects counteract each other, they are not accounted for in the 
analysis of the data. Hence, the observed distance around 1.6 nm needs to be treated 
with care. Nevertheless, from the force-field calculations one can safely assume that the 
cholic acid oligomers can exhibit two well-defined conformations. An extended 
conformation causes a distance of 2.1 nm between two Cu
2+
 ions while a backfolded 
conformation leads to a distance of 1.6 nm. This is needed for the following 
considerations.  
 In a simplified picture, two cholic acid chains that are linked by an octahedrally 
coordinated Cu
2+
 ion can be described as a linear or vertical connection of two rigid rods 
(Scheme 4.4). In this case, the distances between the peripheral Cu
2+
 ions are described 
the sum of the single rod distances or the hypotenuse of a right-angled triangle, as 
depicted in red. By combinations of the extended and the backfolded conformation, six 
different potential distances are obtained. These combination distances of 2.26, 2.64, 
r = 2.06 nm
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2.96, 3.2, 3.7, and 4.2 nm match remarkably well with the observed DEER distance 
distribution despite the fact that the single cholic acid chains exhibit a large 
conformational flexibility due to their significant aliphatic parts. This conformational 
freedom leads to a broad distance distribution instead of well-defined peaks. Note that 
with an evolution time of 0.9 µs, distances above 4.2 nm cannot be observed and 
distances above 3.6 nm could be truncated. 
 
 
Scheme 4.4. Expected distances between Cu2+ ions (green) of Cu(II)-linked cholic acid dimers. 
Two distinct intramolecular triazole distances of 2.1 nm and 1.6 nm for extended and backfolded 
cholic acid chains were assumed. The cholic acid chains were treated as rigid rods, and an 
octahedral coordination of the Cu2+ ion was assumed. All distance values are given in nm. 
 
It is important to note that the analysis applied here does not consider the orientational 
selection of the excited spin packets in contrast to the data evaluation in Section 3.4. 
Further, the low modulation depth and the bad SNR only allowed for a DEER 
measurement at the spectral maximum, which contains orientations predominantly 
along the direction perpendicular to the unique octahedral axis of the copper complex. 
Yet, pronounced orientational artefacts in the DEER data of the coordinated Cu
2+
 ions are 
weak and can generally neglected as the binding sites are not rigidly oriented but have 
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spins should be negligible due to the broad spectral distribution and low inversion 
probability, which manifests in the low modulation depth. 
 With all care that needs to be applied due to possible pitfalls of the DEER 
experiment, it can be stated that (at least) two cholic acid units are non-covalently 
interconnected by Cu
2+
 ions. Despite the weak Cu–triazole coordination and the 
conformational flexibility of the cholic acid chains, this self-assembly manifests in a well-
defined spatial distribution of the complexed metal ions. 
 
 
4.5  Conclusions 
 
In this chapter, the functional structure of cholic acid based oligomers was characterized 
by EPR and fluorescence spectroscopy. These oligomers show a complex molecular self-
organization due to the amphiphilicity of their building blocks and can coordinate metal 
ions due to incorporated 1,2,3-triazole units. It was found that a preordered arrangement 
of the ligands is crucial for a strong complexation of metal ions. In case of T3t, this 
chelate-like binding of metal ions leads to a close contact between metal and host. If 
pyrene is hosted in the molecular pocket, a tremendous enhancement of the 
fluorescence quenching is observed, which can be utilized for the sensing of heavy metal 
ions down to the ppb range. The oligomer may also act as catalytic center since many 
reactions are accelerated in the presence of transition metals. In this context, it would 
constitute a synthetic analogue to the active site of certain enzymes.  
 Without a preordering, every triazole unit acts as a single entity. In the absence of a 
chelating effect, both, coordination strength and number of coordinated triazole ligands 
are decreased. Due to this weak ligation, the metal ion does not show a strong impact on 
the fluorescence quenching efficiency anymore. Yet, these decreased complexation 
properties are still sufficient to induce a Cu
2+
 mediated self-assembly of di-substituted 
cholic acid monomers. Under optimized conditions, this self-assembly could lead to the 
formation of a non-covalent supramolecular network.  
 From an EPR spectroscopic point of view, Cu
2+
 was subjected to a large variety of 
triazole coordinations. Six different Cu(II)–triazole conjugates were indentified and 
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characterized. The observed complexes cover a wide range of binding strengths and 
contain one to three coordinated triazole ligands. Thus, they may serve as a reference for 
further EPR studies on Cu(II)–triazole interactions. This method may be increasingly used 
as a means of structural characterization as on the one hand, EPR data of coordinated 
Cu
2+
 ions deliver a plentitude of information about the system and on the other hand, 




4.6  Materials and Methods 
 
Materials. Pyrene (Sigma-Aldrich, 99 %), anhydrous CuCl2 (purum, Fluka), ethanol (HPLC grade, 
Sigma-Aldrich), and glycerol (87 wt%, Fluka) were used as received. Distilled water was further 
purified by a MilliQ System (Millipore) to achieve a resistivity of 18.2 MΩ cm. All cholic acid 
derivatives used in this study were synthesized by Juntao Luo and Jiawei Zhang. The synthetic 
procedures are reported elsewhere.[23,57] 
Fluorescence Studies. All fluorescence experiments were conducted by Jiawei Zhang. A stock 
solution of pyrene (20 µM in methanol) was added to a solution of the cholic acid oligomers, 
dissolved in MilliQ water (Section 4.2) or in a mixture of water and methanol (Section 4.3). For the 
fluorescence quenching studies, stock solutions of metal ions (5 mM or 1 M in water) were added 
to obtain the desired concentrations of metal ions. To study if Cu2+ prevents pyrene from entering 
the hydrophobic cavity of T3b, 1 eq. Cu2+ was admixed to the T3b solution before pyrene was 
added (Appendix B.2). The final concentration of pyrene was adjusted to 0.1 or 0.2 µM, the ratio 
of water and ethanol in the final mixture was 99:1 (v/v, Section 4.2) or 95:5 (v/v, Section 4.3). 
After degassing the samples, steady-state fluorescence spectra were recorded at room 
temperature on a Varian fluorescence spectrophotometer equipped with Xe-900 lamp with an 
excitation wavelength of 335 nm. The excitation and emission slit widths were 10 and 2.5 nm, 
respectively. 
Sample Preparation for EPR Measurements. 5 mM CuCl2 in EtOH was complexed with cholic 
acid derivatives in different molar ratios. Ethanol, water, and glycerol were added to achieve a 
solvent composition of 9:1:2 (v/v). The ternary solvent mixture increases the solubility of the cholic 
acid derivatives and prevents crystallization upon freezing. The final concentration of Cu2+ was 
adjusted to 2 mM. The mixtures were placed in EPR quartz tubes (i.d. 3 mm) and shock-frozen in 
N2(l) cooled isopentane to yield fully transparent glasses. 
CW EPR Measurements and Analysis. Continuous wave (CW) EPR spectra of the CuCl2–
oligomer mixtures were recorded on a Miniscope MS200 benchtop spectrometer (Magnettech, 
Berlin, Germany) working at X-band (~9.4 GHz) with a modulation amplitude of 0.2 mT, a sweep 
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width of 140 mT, a sweep time of 120 s, and a microwave power of 6.2 mW. A manganese 
standard reference (Mn2+ in ZnS, Magnettech) was used to calibrate the magnetic field. All spectra 
were recorded at 78 K. The spectra were background-corrected (subtraction of a recorded 
baseline, first and zeroth order baseline correction) and normalized to their double integral (with 
exception of the spectra in Figure 4.3, which were normalized to their maximum value).  
The contributing Cu2+ species were isolated by linear combinations of spectra with different CuCl2–
oligomer mixtures. They were simulated with a home-written Matlab program, assuming collinear 
uni-axial  and U tensors and a natural isotopic composition of Cu and utilizing the slow motion 
routine of the Easyspin software package for EPR (see Section 2.7).[62] The spectra were then 
reproduced by linear combination of the normalized (double integral) spectral contribution 
(Sections 4.3 and 4.4) or their simulations (Section 4.2) to obtain the relative fractions of the 
spectral species. 
Pulse EPR Measurements. All pulse EPR experiments were performed at X-band frequencies 
(9.2–9.4 GHz) with a Bruker Elexsys 580 spectrometer equipped with a Bruker Flexline split-ring 
resonator ER4118X_MS3. The temperature was set to 10 K by cooling with a closed cycle cryostat 
(ARS AF204, customized for pulse EPR, ARS, Macungie, PA, USA). First, an ESE detected 
spectrum was recorded with the primary echo sequence V 2⁄  8  V  8  echo. 8 was set to 200 
ns (protonated solvents) or 400 ns (deuterated solvents). 3-Pulse ESEEM and HYSCORE spectra 
were recorded at Bmax, Bmax  25 mT and, where possible, at the spectral position corresponding to 
.  
3-Pulse Electron Spin Echo Envelope Modulation (ESEEM). 3-Pulse ESEEM spectra were 
recorded using the stimulated echo sequence V 2⁄  8  V 2⁄  W  V 2⁄  8  echo,[58] with pulse 
lengths of XY  16 ns. The time intervals of X and XI were varied from 300 ns to 8492 ns is steps of 
16 ns. A four-step phase cycle was used to eliminate unwanted echoes. The time traces were 
baseline corrected with a third-order polynomial, apodized with a Gauss window, and zero-filled. 
After two-dimensional Fourier transformation, the absolute value spectra were calculated. To 
eliminate blind spots, spectra with 8 values of 132 ns, 164 ns, and 200 ns were added up. 
HYSCORE Spectra and Simulation. HYSCORE spectra were measured with the pulse sequence 
V 2⁄  8  V 2⁄  X  V  XI  V 2⁄  8  echo.[59] The length of all pulses was set to XY  16 ns. 
The time intervals of X and XI were varied from 300 ns to 4396 ns in steps of 16 ns. An eight-step 
phase cycle was used to eliminate unwanted echoes. The time traces of the HYSCORE spectra 
were baseline corrected with a third-order polynomial, apodized with a Gauss window, and zero-
filled. After two-dimensional Fourier transformation, the absolute value spectra were calculated. To 
account for blindspot artefacts, HYSCORE spectra were recorded with two 8 values (132 ns and 
164 ns) and analyzed separately. The spectra were simulated with a Matlab program written by    
Z. Madi.[63]  
DEER Distance Measurements and Analysis. Dipolar time evolution data were obtained using 
the four-pulse DEER experiment,[64–66] as described in detail in Section 3.6. The presented 
spectrum in Section 4.4 was obtained from a 2:1 CuCl2-S2 mixture dissolved in pure ethanol. The 
raw time domain DEER data was processed with the program package DeerAnalysis2008.[67] 
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Intermolecular contributions were removed by division by a mono-exponential decay. The resulting 
time traces were normalized to X  0. Distance distributions were obtained by Tikhonov 
regularization with varying regularization parameters. 
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 5.  Nano-Inhomogeneities in Structure and Reactivity of   




The dynamic and chemical behavior of solute molecules inside thermoresponsive 
hydrogels based on N-isopropylacrylamide is studied by continuous wave EPR 
spectroscopy. Via addition of paramagnetic tracer molecules, so-called spin probes, the 
thermally induced collapse is monitored on the molecular scale and is found to proceed 
over a substantially broader temperature range than indicated by the sharp macroscopic 
volume transition. The sampling of hydrophilic and hydrophobic environments suggests a 
discontinuous collapse mechanism with a coexistence of collapsed and expanded 
network regions. These static structural inhomogeneities on the nanoscale also lead to 
an inhomogeneity in chemical reactivity. The hydrophilic regions form nanoreactors, 
which strongly accelerate the reaction while the hydrophobic regions act as 
nanoshelters, in which enclosed spin probes are protected from the decay. The results 
show that the copolymer system displays a remarkably complex behavior that mimics 
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5.1  Introduction 
 
Responsive hydrogels constitute an interesting class of polymeric materials. While 
ordinary hydrogels are hydrophilic, crosslinked polymer networks and thus swell in water 
at all conditions, responsive hydrogels exhibit sufficient hydrophilicity only in a certain 
range of conditions. These conditions can be changed by variation of external parameters 
such as temperature, pH, pressure etc.
[1,2]
 Thus, a reversible phase separation can be 
induced. The incorporated water is driven out of the polymeric network and the system 
collapses macroscopically. This switchability has attracted much attention in the scientific 
community due to the large variety of possible applications in biology, medicine, 
pharmacy, and as sensors and actuators.
[3–8]
 
 A well-studied representative of thermoresponsive polymeric materials is poly(N-
isopropylacrylamide) (pNiPAAm) in various modifications such as networks or surface 
grafted-brushes.
[9]
 The homopolymer exhibits a lower critical solution temperature 
(LCST) close to body temperature (32 °C) above which the polymer aggregates and expels 
bound water, while at   LCST, water is a good solvent for the polymer.[9–11] By 
temperature increase above the LCST the polymer and the water molecules phase 
separate, leading to a macroscopic network collapse of the hydrogel with incorporated 
water being released. This phase separation originates from a shift of the balance 
between the hydrophilic and hydrophobic interactions with respect to 
temperature,
[9,12,13]
 or in thermodynamic terms, between the mixing free energy and the 
rubber elasticity free energy, and in the presence of ionizable groups the osmotic effect 
of all charged species (see references [17]–[21] in citation [14]). 
 Though responsive hydrogels and especially pNiPAAm have been studied 
extensively in the literature, the bulk of the scientific research dealt with the dependence 
of the chemical structure on the macroscopic swelling behavior. Considerably less 
publications have looked at the structural morphology of those hydrogels, despite the 
fact that microstructure and inhomogeneities on the sub-micrometer length scale have a 
significant influence on the swelling and collapse behavior.
[15,16]
 
In this chapter, an approach is presented to obtain information of the system 
from a guest molecule’s point of view. The specific characteristics of responsive 
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hydrogels are probed via addition of nitroxides as paramagnetic tracer molecules. Since 
these spin probes show a pronounced sensitivity for their immediate environment, they 
provide a picture of the collapse process at a molecular level.
[17–21]
   
 The material investigated here consists of a responsive hydrogel system that can be 
spin-coated as thin photocrosslinkable films with a thickness down to a few 
nanometers.
[22,23]
 In the terpolymer denoted P1, N-isopropylacrylamide (NiPAAm) 
provides the responsive behavior. Methacrylic acid (MAA) as an ionic component 
increases the hydrophilicity and prevents the skin effect.
[9,24]
 The third monomer             
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Scheme 5.1. Chemical structures of the non-crosslinked polymeric systems (left) and spin probes 
(right). The numbers denote the ratios of the monomers in the polymerization feed. 
 
This basic chemical composition of the terpolymer was varied. MAA was excluded to 
yield the photocrosslinked pNiPAAm copolymer P2 that does not contain any carboxylic 
acid groups. To understand the specific role of the N-isopropyl groups in the NiPAAm 
units in more detail, these moieties were substituted in P3 by N,N-diethylacrylamide 
(DEAAm). This acrylamide derivative provides a comparable collapse behavior of the gels 
with a LCST of 26–35°C.
[26]
 The major difference between NiPAAm and DEAAm is the 
presence of an amide proton in NiPAAm, which may allow hydrogen bond formation with 
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the carbonyl oxygen and water. Chemical structures of all polymers and spin probes are 
displayed in Scheme 5.1. 
 This chapter is organized as follows: First, the experimental results obtained with 
the spin probe approach are described concisely. This is followed by a discussion in light 
of the hydrogel collapse as seen by probe molecules on the basis of pure physical 
interactions. Subsequently, a peculiar consequence of the observed inhomogeneities on 
the chemical decomposition of the spin probe is presented. The studied hydrogels 
simultaneously act as nanoshelters, shielding guest molecules from chemical reagents, 
and as nanoreactors in which chemical reactions of the guest molecules are significantly 
accelerated in comparison to free solution. 
 
 
5.2  Results 
 
5.2.1  The Temperature Induced Hydrogel Collapse as Seen by Probe Molecules 
 
As described in Sections 2.6.3 and 2.6.4, the characteristic three-line pattern of 
nitroxides in fluid solution is very sensitive towards changes in the rotational dynamics as 
well as changes in the environment (solvent polarity, hydrophilicity/hydrophobicity etc.). 
In other words, the radical molecule sensitively probes its environment by physical 
interactions. The presence of local dipoles and the ability of the solvent to form hydrogen 
bonds leads to a redistribution of electron density in the spin probe, which affects the 
shape and hyperfine splitting of the EPR signal. While the peak separation is mainly 
sensitive to the polarity of the environment, the linewidths and relative line amplitudes 
are governed by the rotational tumbling of the spin probe. 
 Selected temperature-dependent spectra of TEMPO in hydrogel P1 are displayed in 
Figure 5.1. At 5 °C, the observed isotropic hyperfine coupling constant equals that of 
TEMPO in pure water (data not shown). At this temperature, water is a good solvent for 
the polymer, leading to strong polymer hydration. The similar coupling constants suggest 
that at 5 °C the TEMPO molecules are located in a hydrophilic environment and that a 
swollen hydrogel with large amounts of incorporated water resembles bulk water on EPR 
length and time scales. However, the rotational correlation time for TEMPO in the 
Nano-Inhomogeneities in Thermoresponsive Hydrogels 145 
 
swollen hydrogel is slightly larger than in pure water (  (1.80.4)·10-11 s compared to 
  1·10
-11
 s). This is indicative of a reduced rotational mobility of the spin probe due to 
sterical confinement in the polymer network. A similar effect of reduced mobility in the 
hydrogel was recently observed for translational diffusion by means of fluorescence 
correlation spectroscopy.
[27]
 In addition, thin-film photon correlation spectroscopy was 
employed to determine the dynamic mesh size of the network of 1–5 nm that correlates 






Figure 5.1. Spectra of a 0.2 mM TEMPO aqueous solution in 120 min crosslinked hydrogel P1 at 
various temperatures with underlayed intermediate motion simulations (dotted black lines). The 
simulations are based on the assumption of two coexisting spin probe species, denoted A and B, 
which are shown separately in the graph.  
 
As the temperature increases, but still well below the critical temperature 	, the high 
field line splits into two well defined components, denoted A and B. While the B peak in 
the high field region grows larger with increasing temperature, the intensity of A 
decreases at the same ratio. In fact, this second peak B stems from a second type of 
TEMPO species with an apparent hyperfine splitting that is 4 MHz smaller than that for 
species A. It can be assigned to TEMPO in collapsed network regions. Since changes of 
the hyperfine coupling are accompanied by changes of the isotropic 
-value, the 
  1 manifold is most strongly affected. Hence, the contributions of A and B to the 
other manifolds are not resolved.  
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 The magnitude of the hyperfine splitting of nitroxide spin probes is proportional to 
the polarity and hydrophilicity of the immediate molecular surrounding.
[29–31]
 The 
significantly reduced hyperfine splitting constant of species B ( = 43.2 MHz as 
compared to  = 47.3 MHz)
[32]
 suggests that with increasing amounts of expelled water 
more and more polymer chains remain in the direct surrounding of the spin probe, which 
provide a much more hydrophobic environment for species B than water. Rather, this 
species senses a local polarity comparable to that of chloroform or tert-butylalcohol.
[30]
 
This observation is in good agreement with nuclear magnetic resonance (NMR) results by 
Kariyo et al.
[16]
 These authors used the chemical shift difference of 
129
Xe before and after 
the collapse to show the existence of hydrophilic and hydrophobic regions in a pNiPAAm-
based hydrogel. 
 Additionally, the rotational motion of spin probes in the two different environments 
is substantially altered. While the spin probes in swollen meshes can rotate rather freely, 
the motion in collapsed meshes is strongly restricted due to the largely increased 
confinement of the polymer network. In fact, the rotational correlation time for species B 
is increased by a factor of 10 to  = (2.00.2)·10-10 s. 
 The simultaneous observation of two distinct spectral components implies a co-
existence of hydrophilic and hydrophobic microenvironments. It is worthwhile to note 
that the hyperfine coupling constants remain mainly unaffected by temperature 
variations. This suggests that the two spin probe species do not exchange on the EPR 
time scale of several ns, i.e. the observed inhomogeneities are static. The small decrease 
of  by 0.46 MHz can be explained by a decrease of the dielectric constant of water with 
increasing temperature.
[33]
 Nevertheless, the decrease is more pronounced than that of 
free TEMPO in an aqueous solution (–0.35 MHz). This may be caused by an increasing 
influence of the polymer chains on the spin probes, as the swollen cavities are forced to 
shrink due to the collapse of surrounding regions. On the other hand, the hyperfine 
coupling of TEMPO in collapsed regions  does not change at all with respect to 
temperature, as collapsed regions contain much less water and hardly experience a 
temperature-dependent decrease of the dielectric constant.   
 The relative contributions of spin probes A and B change with respect to 
temperature. This ratio is a direct measure of the fraction of swollen and collapsed 
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network regions and thus provides information about the collapse of the hydrogel, as 
seen by an incorporated molecule. TEMPO as an amphiphilic molecule (with a hydrophilic 
N-O moiety and the rather hydrophobic hydrocarbon ring) partly stays in the collapsed 
hydrophobic polymer regions while a certain fraction is expelled into the free water 
phase in the course of the microphase separation. The ratio A/B in macroscopically fully 
collapsed gels is thus governed by the volumetric polymer fraction in the sample.  
 In Figure 5.2, the fraction  of species A in P1 and P2 is plotted against the 
sample temperature. The fractions were quantitatively accessed by simulating the 
experimental spectra as a combination of simulations  with contributions from 
species A (, hydrophilic environment) and species B (, hydrophobic environment) 
according to  




Figure 5.2. Collapse transition curves of hydrogels a) P1 and b) P2. The relative ratios  are 
obtained by spectral simulations and fitted by   1  0.5 exp!"  	#$ %   	  and 
  0.5 exp!"  	# %   	. The drop between the third and fourth data point in a) is due 
to a significantly larger waiting time between the two measurements (1 h), which does not change 
the collapse curve extension and the extracted deflection point. The waiting time between 
recording all other data points was below 5 min. 
 
The fraction  of TEMPO in swollen regions decreases continuously as the temperature 
increases. For P1, the maximum deflection of the curve is at around 29 °C, which 
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coincides with the critical temperature of the polymeric network attached to a surface, 
as measured by force spectroscopy.
[34]
 
 It is worthwhile to note that if the cationic and much more hydrophilic radical CAT1 
is used as spin probe instead of TEMPO, no splitting of the high field line and hence no 
distinct second spin probe species can be observed. All EPR parameters (the rotational 
correlation time of  = (2.30.5)·10-11 s and the hyperfine coupling) suggest that CAT1 is 
not incorporated into the collapsing regions but rather migrates completely into the 
aqueous phase due to its charged and hydrophilic ammonium moiety. It thus serves well 
for comparison purposes with respect to a chemical structure-properties relationship. 
Apparently, the electrostatic interaction between negatively charged MAA units and the 
positively charged CAT1 does not outweigh the hydrophilicity of the latter during the 
collapse.  
 To investigate the influence of polymer composition, specifically the effect of the 
carboxylic acid groups, hydrogel P2 without MAA units was synthesized and measured. 
Note that previous studies did not reveal significant differences in the collapse behavior 
of microscopic hydrogel films depending on whether MAA was present in the polymer or 
not.
[22]
 Hence, methacrylic acid as ionic compound is not needed to prevent the skin 
effect. This hydrogel shows a distribution of hydrophilic and hydrophobic regions similar 
to P1 (shown in Figure 5.2b). The deflection point of the collapse curve is slightly 
increased to 32 °C. This increase is most likely due to the absence of MAA units in the 
polymer backbone.  
 The modified chemical structure has a large impact on the hyperfine coupling 
constants of the two spectral components. While  remained almost unchanged 
(47.20.2 MHz vs. 47.30.1 MHz in P1),  was increased significantly from 43.20.1 to 
44.10.2 MHz. This indicates a higher polarity of the collapsed network regions in 
accordance with the increased critical temperature, even though the opposite is 
expected due to the absence of polar acid groups in the polymer. Interestingly, this effect 
can be reversed by adding HCl (0.05 M) as external acid, which lowers  reversibly to 
43.10.1 MHz. This suggests that a more polar medium (MAA in the hydrogel or HCl in 
the solvent water) allows for a better phase separation. In addition, 
1
H-NMR 
measurements indicate that this effect may be due to specific interactions of the amide 
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groups with the acidic protons in the solvent or from the carboxylic acid groups in the 
polymer. In the collapsed polymer P1, these groups may form hydrogen-bonded pairs 
with a substantially reduced hydrophilicity.      
 
 
5.2.2  Chemical Decomposition of Spin Probes in Hydrophilic Regions of the Hydrogel 
 
Besides the specific spectral variations due to the change of the physical interactions of 
the spin probe with its environment, the overall EPR spectral signal intensity of the spin 
probes in the crosslinked polymer P1 significantly decreased during the series of 
measurements at different temperatures (typically one hour), which clearly indicates a 
chemical decomposition of the spin probes. It is well known that a disproportionation of 
nitroxides is catalyzed by strong mineralic acids
 [35]
  
2 R2NO·  +  H+   →  R2NOH  +  R2N+=O. (5.2) 
Based on this fact, different polymer and reference samples containing spin probes were 
prepared and their EPR signal was recorded as a function of time at 5 °C and 50 °C, well 
below and above 	. The concentration of the spin probe is measured by the double 
integrals (DI) of the CW EPR spectra. In Appendix C, detailed data for all investigated 
systems (hydrogels P1, P2, P3 and references) is provided. The most significant curves are 
shown in Figure 5.3. All curves can be fitted to a second order decay DI  )*  1+, as 
expected for a bimolecular reaction such as the anticipated disproportionation. The 
extracted decay rates for all systems are summarized in Figure 5.4. 
 At 5 °C, i.e. at a temperature well below 	, no or only a slight decrease (up to 10 % 
in 2 h) of the double integral is observed when TEMPO is dissolved in 25 mM phosphate 
buffer (pH 7.4), 0.05 M HCl, non-crosslinked P1 (10 % in H2O), or in a buffer solution of 
crosslinked hydrogel P2. In these solvents, a temperature increase to 50 °C only leads to 
a slight increase of the TEMPO decay (up to 20 % in 2 h). The enhanced decay rates can 
be assigned to the increased thermal activity. 
 In contrast, a very strong enhancement in spin probe reactivity is observed already 
at  5 °C in crosslinked hydrogel P1 swollen with water and in crosslinked hydrogels P2 and 
P1 swollen with 0.05 M HCl solution. The concentration decreases significantly to about 
50 % of its original value within two hours. At 50 °C, the crosslinked hydrogel systems P1 
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and P2, both exposed to aqueous HCl, are responsible for an even much faster decay 
than at 5 °C. The concentration of the nitroxide is reduced to only 20 % of its original 




Figure 5.3. Chemical decay of TEMPO in different environments at a) 5 °C and b) 50 °C,             
 0.05 M HCl solution,  P2 gel in 0.05 M HCl,  P1 gel in pure MilliQ water. The double integral 
(DI) of the EPR spectrum serves as a measure for the concentration of the nitroxide. The curves 
are normalized to *  0 to fit a second order reaction decay DI  )*  1+,. 
 
Surprisingly and in contrast to the rapid decay at 5 °C, the disproportionation in the 
collapsed, crosslinked hydrogel P1 exposed to pure water is much slower at 50 °C and 
merely resembles that of a free aqueous HCl solution. This effect can be reversed by 
addition of aqueous HCl to the system. Thus, the reactivity is substantially enhanced to a 
similar rate as in the collapsed P2 network with HCl. This specific characteristic of the 
hydrogel P1 with polymer-bound carboxylic acid groups is discussed separately below in 
Section 5.3.3.  
 Two main factors trigger the catalytic activity: 1. the availability of acidic protons 
and 2. a crosslinked polymer network, as discussed in detail in Sections 5.3.2 and 5.3.3. 
None of these individual factors alone has a strong influence on the reactivity for the spin 
probe decay. A maximal catalytic acitivity is only achieved if both factors are combined. 
 




Figure 5.4. Chemical decay rates ) of TEMPO in the studied systems, showing the influence of 
the temperature with respect to the catalytic function of the hydrogels: A 25 mM phosphate buffer 
solution (pH 7.4) , a 0.05 M HCl solution , P2 gel swollen with 25 mM buffer solution , and a 
10 wt% non-crosslinked P1 solution  show minimal catalytic activity, which increases slightly at 
50 °C. Carboxylic acid groups containing hydrogels in buffer solutions, i.e. P3 (25 mM buffer) , 
P1 (25 mM buffer) , and P1 (330 mM buffer) , show an enhanced catalytic activity, which 
increases at 50 °C. Hydrogels swollen with 0.05 M HCl solution (P2 gel  and P1 gel ) 
experience a drastic increase in activity in the collapsed state while the opposite is true for  P1 
gel in pure water.  
 
At 5 °C, the combined properties of hydrogel P1 trigger its catalytic activity. On the one 
hand, the hydrogel network provides a spatially confined environment and specific 
reaction sites where two TEMPO molecules may reside in close proximity. On the other 
hand, carboxylic acid units catalyze the disproportionation reaction. These acid units 
need not necessarily be incorporated into the polymer chain directly, as shown by the 
addition of an external acid like HCl to the intrinsically acid-free polymer network P2 (or 
to the collapsed P1 at 50 °C), yielding a qualitatively comparable reaction enhancement.  
 At 50 °C, additional heterogeneities and interfaces are introduced in the collapsed 
gel. A very intriguing detail of the spin probe reaction at 50 °C is displayed in Figure 5.5. 
While species A, i.e. TEMPO in a hydrophilic environment, degrades rapidly, the signal of 
species B (TEMPO in a hydrophobic environment) remains constant over two hours. This 
selectivity is observed for all hydrogel samples under investigation. Besides an intriguing 
implication for the catalytic activity, which is discussed in detail in Section 5.3.2, a second 
conclusion can be drawn from this observation.  
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 The selective decay of only one species implies that the spin probes do not 
exchange over a time scale of at least two hours. Thus, the inhomogeneities, in which the 
spin probes reside, are static and do not fluctuate in a remarkably long time frame. A 
thermoresponsive gel contains both static and dynamic inhomogeneities.
[15]
 Static 
inhomogeneities originate from the crosslinking process, while dynamic fluctuations are 
observed near the critical temperature at the onset of gelation.
[36–38]
 In this study, the 
static inhomogeneities are selectively sampled by the spin probe while dynamic 




Figure 5.5. CW EPR spectra of TEMPO placed in a 25 mM phosphate buffer solution of the 
collapsed gel P1 at 50 °C and different reaction times: 0 min (black), 30 min (blue), 60 min (green), 
100 min (red). The signal of the hydrophilic species A decreases drastically while the absolute 
spectral contribution of species B remains unchanged. 
 
 
5.3  Discussion 
 
5.3.1  The Hydrogel Collapse on a Molecular Level 
 







 and optical waveguide spectroscopy 
(OWS).
[22,38] 
suggest a temperature range Δ of the collapse transition of about 10 K. In 
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contrast, a substantially broadened transition range of Δ./0 1 40 K is observed by the 
spin probe technique presented here (Figure 5.6). This apparent discrepancy is due to the 
sensitivity of spin probes for changes of the environment on the molecular level. This 
allows the detection of temperature-dependent changes on the spatial structure in the 




Figure 5.6. Comparison of different phase transition measurements on hydrogel P1. A collapse 
curve, measured by force spectroscopy,[34] is presented, which relates to changes of macroscopic 
properties (black closed squares). It is compared to the EPR collapse curve (blue open squares), 
which samples changes on the molecular scale on hydrogel. The macroscopic curve shows a 
narrow transition width of Δ 2 10 K while a much broader temperature range of Δ 1 40 K is 
observed on the molecular level.  
 
In an inhomogeneous hydrogel – where dense and open regions coexist – the collapse of 
dense regions is thermodynamically favored over the collapse of the open regions at low 
temperatures. Since the corresponding volume change is small, the open regions remain 
and may partially compensate the collapse-induced strain in the dense regions. Thus, the 
local collapse cannot be detected macroscopically but has significant impact at the 
molecular scale. The same is true for high temperatures, as the remaining swollen 
regions are very small due to the strain exerted on them by the collapse of the 
surrounding matrix. This interpretation is supported by a recent force spectroscopy study 
on the same hydrogel system.
[34]
 Independent of macroscopic changes, hydrophobic 
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interactions were found to increase with temperature, which is indicative of 
inhomogeneity formation far beyond macroscopic limits. Also, nonradiative energy 
transfer studies on pNiPAAm solutions revealed a gradual shrinking of the polymer coil 
into a collapsed state below the LCST, which was then followed by aggregation.
[40,41]
 
 From theoretical considerations,
[36]
 there are two possible ways to get from an 
expanded to a collapsed hydrogel, as depicted in Figure 5.7. In the upper path, all 
network meshes gradually decrease in size in an isotropic manner until the fully collapsed 
structure is obtained. This spin probe study strongly indicates that this picture does not 
correctly describe the collapse on a molecular scale for the given hydrogel systems. 
Rather, individual entities seem to collapse completely without having a major influence 
on those regions that are still in the expanded state (Figure 5.7, lower part). Hence, a 
microphase separation is observed on the molecular level. This observation is supported 
by MD simulations by Rabin and coworkers on two-dimensional model hydrogels. In this 






Figure 5.7. Schematic picture of the hydrogel structure during the collapse: The upper path 
assumes isotropic shrinking of the network meshes, which is not supported by the experimental 
data. Instead, a microphase separation takes place with coexisting swollen and collapsed regions 
during the phase transition.  
 
In essence, by changes of the physical interactions of the spin probe with the hydrogel 
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the EPR spectrum showing an inhomogeneous collapse process with coexisting 
hydrophilic and hydrophobic regions. 
 
 
5.3.2 Hydrogel Inhomogeneities on the Nanoscale Lead to Nanoreactors and 
Nanoshelters 
 
The detailed series of experiments concerning the chemical decomposition of spin 
probes (Section 5.2.1) reveals a remarkable feature of thermoresponsive hydrogels.  
 Since at 5 °C, well below 	, nearly all spin probes are located in a hydrophilic 
environment within the hydrogel, the measured chemical decay curves suggest that such 
regions can be described as nanoreactors, in which the acid-catalyzed bimolecular spin 
probe decay takes place at a strongly enhanced reaction rate.  
 The time dependence of the CW EPR spectral intensity shown in Figure 5.5 for 
temperatures above 	 can be interpreted such that collapsed hydrophobic regions act 
as nanoshelters, protecting the TEMPO molecules therein from access by reagents (other 
TEMPO molecules) and/or catalysts (active protons and hydrogen-bonded structures). 
 Thus, in the collapsed hydrogels one observes the simultaneous occurrence of 
nanoshelters prohibiting the spin probe decay and nanoreactors, hydrophilic hydrogel 
regions, in which the reaction is significantly accelerated. The coexistence of such nano-
inhomogeneities not only in structure but also in function bears striking resemblance 
with functional proteins and enzymes, in which catalytic activity crucially depends on a 
sophisticated interplay of hydrophilic and hydrophobic substructures, in this context 
called active sites and hydrophobic clefts. The chosen terminology (nanoshelters and 
nanoreactors) is derived from the knowledge that EPR spectroscopy is sensitive towards 
spatial rearrangements on the nanometer scale combined with the fact that a mesh size 




 In summary, the observed time dependent drop of the overall EPR signal intensity is 
a clear indication of a chemical spin probe decomposition, which is catalyzed by the 
hydrogel network and depends sensitively on both structure and composition of the 
system. 
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5.3.3  Nanoreactors with Localized Acid Groups 
 
As mentioned before, one striking anomaly to the above described behavior of reactivity 
enhancement with increasing temperature is apparent in Figure 5.3 and in the schematic 
presented in Figure 5.4. At 50 °C, the overall reaction rate of TEMPO in water-swollen 
hydrogel P1 with carboxylic acid substituents is substantially slower than at 5 °C. In order 
to understand this anomalous feature, a decay curve was recorded at an intermediate 
temperature of 35°C, only slightly above the critical temperature (data not shown). This 
decay curve displays a TEMPO decay reaction rate that is intermediate between that at   
5 °C and 50 °C, but closer to the 50 °C behavior. Hydrogel P1 contains carboxylic acid 
moieties and simultaneously primary amide groups with amide protons, which can form 
hydrogen-bonded networks. Based on this feature, a more detailed molecular picture of 
the nano-inhomogeneities of the hydrogel is derived. Its implications for the spin probe 




Figure 5.8. Schematic illustration of the nano-inhomogeneities in the studied hydrogels. The 
dotted circle marks the part of the nanoreactor that functions in analogy to an enzymatic active 
site.  
 
When free protons are introduced into the systems by addition of 0.05 M HCl, the decay 
reaction is catalyzed by two factors: the spatial confinement of more than one spin probe 
in remaining hydrophilic regions of the hydrogel network, and the availability of highly 




Nano-Inhomogeneities in Thermoresponsive Hydrogels 157 
 
since the protons of the carboxylic groups are mainly transferred to mobile buffer 
molecules. Due to the amphiphilicity of the TEMPO spin probes with the polar nitroxide 
group and the apolar hydrocarbon ring, this confinement probably takes place at the 
interface between nano-inhomogeneities in the hydrogel network. In analogy to most 
catalytic agents in heterogeneous catalysis, the large total area of this interface may be a 
key factor with respect to the reaction acceleration.    
 When hydrogel P1 is used without addition of HCl, one is faced with a system that 
nominally contains fewer acidic groups that are only dissociate to a degree much lower 
than unity (pKA∼5). Yet, at 5 °C the spin probe decay is catalyzed even more efficiently 
than in a hydrogel with added HCl, while the catalytic effect becomes weaker with 
increasing temperature. As shown above, the catalytic activity depends on the availability 
of acidic protons, thus a possible explanation for the enhanced reactivity at low 
temperatures may lie in the extended hydrogen bonded structure between the 
carboxylic acid and amide groups of hydrogel P1, which activates the carboxylic acid 
protons. The mutual influence between the carboxylic acid and amide groups is 
corroborated by the significant chemical shift of the amide proton in 
1
H-NMR compared 
to polymers without carboxylic acid groups. 
 In other words, most of the carboxylic acid protons in gel P1 are localized, i.e. not 
fully dissociated, but activated by hydrogen bonding with the amide groups. Due to the 
confined spatial structure at the hydrophilic interfaces of the hydrogel, they are in 
proximity to the spin probes. Hence, the spin probe decay in these systems does not 
directly depend on the number of mobile protons, i.e. the bulk pH, but rather on the 
existence of few but activated carboxylic acid protons at the reaction sites. Apparently, 
during the temperature-induced collapse this hydrogen-bonded structure is weakened, 
which leads to a significant decrease in catalytic activity.  
 Again, this feature bears analogy with active sites in functional biological 
macromolecules. As a system with a remarkably simple chemical composition, the 
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5.4  Conclusions 
 
The above described experiments show that an amphiphilic paramagnetic molecule 
serves as a probe to sample the structural changes of a temperature-induced hydrogel 
collapse. This is documented by the coexistence of two dynamic species, which change 
their relative ratios with the temperature and consequently with the swelling state of the 
responsive hydrogel. The EPR measurements reveal that the hydrogel does not shrink 
isotropically during the thermally induced collapse. Rather, a microphase separation 
takes place over a broad temperature range of at least 40 K with coexisting swollen and 
collapsed network regions, even at temperatures where the gel does not show any 
macroscopic volume changes. 
 Small spin probe molecule may represent a substitute for drugs and other active 
species that are incorporated in and diffuse through the hydrogel network. The obtained 
results might have substantial implications for the application and design of responsive 
hydrogels in sensors or drug-release systems. Specifically, the inhomogeneous structural 
change during the phase separation and the entrapment of small amphiphilic molecules 
in the hydrophobic regions will have to be considered in such applications. 
 A second remarkable feature is the chemical decomposition of the spin probe in the 
hydrogel network. By varying the chemical composition of the polymer and the liquid 
medium (pH and buffer), the temperature-dependent spin probe decay was monitored 
and a structural model of the specific requirements for the catalytic activity of the 
hydrogel network was deduced. In summary, an inhomogeneous polymer network with 
hydrophilic cavities is required, which contain active protons and can accommodate 
more than one spin probe. In this respect, hydrogel P1 with carboxylic acid functions and 
primary amide groups represents – on a very basic level – a temperature-responsive 
enzyme analogue that catalyzes the spin probe decay at temperatures below the phase 
transition. Above 	, these hydrophilic regions coexist with hydrophobic cavities that 
protect the spin probe from any decay reaction. Such a complex catalytic behavior is 
remarkable when taking into consideration that these hydrogels consist of relatively 
simple, statistical binary or ternary copolymers with one comonomer exhibiting an LCST. 
Yet, as a consequence of the combination of spatial confinement and the existence of 
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protons, either in activated H-bonded networks or as fully mobile bulk protons, they 
achieve chemical reaction catalysis comparable to functional biomacromolecules that are 
optimized for a specific type of reaction. 
 
 
5.5  Materials and Methods 
 
Materials. N-Isopropylacrylamide (NiPAAm, 99 %, Aldrich) was recrystallized from toluene/hexane 
(ratio 1:4). Methacrylic acid (MAA, 99 %, Aldrich) was distilled prior to use. 4-Methacryloyloxy-
benzophenone (MABP) was prepared according to the literature.[25] Dioxane was distilled over 
CaH2 and dried over a molecular sieve (4 Å). 2,2’-Azobis(isobutyronitrile) (AIBN, 98 %, Acros) was 
recrystallized from methanol. N,N-Diethylacrylamide (DEAAm, 99 %, Polysciences Inc.), 2,2,6,6-
tetramethylpiperidine-1-oxyl (TEMPO, 98 %, Aldrich) and the corresponding 4-trimethylammonium 
chloride derivative (CAT1, Molecular Probes Inc.) were used as received. Distilled water was 
further purified by a MilliQ System (Millipore) to achieve a resistivity of 18.2 MΩ cm.  
p(NiPAAm-co-MAA-co-MABP) (P1) and p(NiPAAm-co-MABP) (P2). NiPAAm (3 g, 26.5 mmol, 
100 eq, P1+P2), MAA (114 mg, 1.32 mmol, 5 eq, P1) and MABP (71 mg, 0.27 mmol, 1 eq, P1+P2) 
were polymerized with AIBN (20 mg, 0.12 mmol) as initiator under exclusion of air and moisture. 
The reaction took place in 20 mL dioxane at 60 °C for 24 h.[22] The polymers were precipitated in 
200 mL diethyl ether and purified by re-precipitation from ethanol into diethyl ether. They were 
freeze-dried from tert-butanol in vacuo. The yield was around 83 %. 1H-NMR (250 MHz,              
d4-MeOH): δ / ppm = 0.9–1.2 (m, -CH3 NiPAAm, MAA, MABP), 1.3–1.9 (m, CH2 backbone),           
1.7–2.3 (m, CH backbone, NiPAAm), 3.7–4.1 (m, CH(CH3)3, NiPAAm), 7.2–8.1 (m, C-Harom  
C(=O)NH3COOH in P1). The broad peak in the aromatic region is additionally enlarged by 
NiPAAm amide protons, which are hydrogen bonded to the carboxylic acid groups of MAA. Via 
integration of selected NMR peaks, the polymer composition was found to resemble the 
composition of the monomers. 
p(DEAAm-co-MAA-co-MABP) (P3). The general synthetic procedure of P1 was followed, 
replacing NiPAAm with DEAAm (3 g, 23.6 mmol). The solvents for precipitation had to be adjusted 
to a mixture of diethyl ether and hexane (1/1). 1H-NMR (250 MHz, d4-MeOH): δ / ppm = 0.8–1.5 
(m, -CH3 DEAAm, MAA, MABP), 1.5–1.2 (m, CH2 backbone), 2.3–2.9 (m, CH backbone, DEAAm), 
2.9–3.8 (m, CH2CH3, DEAAm), 6.8–8.0 (m, C-Harom). 
The properties of the obtained polymers are listed in Table 5.1. 
Sample Preparation. To achieve homogeneously crosslinked hydrogel films, 15 wt% solutions of 
the polymers in ethanol were drop-cast on a slide and dried overnight in vacuo at 50 °C. Films in 
the range of 10–15 µm were obtained as checked with a profilometer (Tencor P-10 Surface 
Profiler, KLA Tencor). The polymer was crosslinked by UV irradiation (13.64 J/cm2) with a 
Stratagene UV Stratalinker with a peak wavelength of 365 nm and an irradiance of 1.74 W/cm2. 
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The crosslinked films were abraded with a scalpel, filled into the EPR sample canules (i.d. 0.8 mm) 
and swollen with a 0.2 mM solution of the spin probes, TEMPO or CAT1, in MilliQ water. Excess 
water not bound to the hydrogel was removed with a paper tissue to eliminate signals from freely 
rotating spin probes in the bulk aqueous phase.  
 
Table 5.1 Properties of the Synthesized Polymers 
 monomer composition     
 NiPAAm/DEAm MAA MABP Mw / g mol-1 a Mw / Mna Tg / °C b Yield / % 
P1 94 5 1 206000 2.0 142 83 
P2 99 - 1 180000 2.5 139 84 
P3 94 5 1 81600 3.0 104 88 
 
a) determined by GPC at 60 °C in DMF, standard: PMMA 
b) measured by DSC, heating rate: 10 K min–1  
 
CW EPR Measurements. The spectra were recorded with a Miniscope MS200 (Magnettech, 
Berlin, Germany) benchtop spectrometer working at X-band (∼9.4 GHz). Typical experimental 
parameters were a modulation amplitude of 0.04 mT and a sweep width of 6 mT. The microwave 
frequency was recorded with a frequency counter, model 2101 (Racal-Dana). The temperature 
was adjusted with the temperature control unit TC H02 (Magnettech), providing an electronic 
adjustment in steps of 0.1 °C in the range of –170 °C to 250 °C. The sample temperature was 
checked with a Pt100 and small deviations to the displayed temperature were corrected. 
Data Analysis and Interpretation. The spectra were simulated with a Matlab program, which 
utilizes the Easyspin software package for EPR (see Section 2.7).[43] Simulations were performed 
using either the simulation routine for fast or intermediate/slow motion. Both routines provided 
virtually identical hyperfine coupling constants and -values (cf. eq. 5.1). The rotational 
correlation times are extracted from intermediate motion simulations. The evolution of the spin 
probe concentration over time was determined by double integration of the spectra. The most 
reliable method to account for baseline effects while achieving comparability was a zeroth order 
baseline correction.  
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 6.  Thermoresponsive Spin-Labeled Hydrogels as  












Dynamic nuclear polarization (DNP) is a commonly applied NMR hyperpolarization 
technique, which is based on the polarization transfer from electron spins to nuclear 
spins. While DNP allows a significant enhancement of NMR signals by several orders of 
magnitude, major drawbacks of the method include enhanced nuclear relaxation times 
due to the presence of unpaired electrons and the toxicity of radicals, which is the 
limiting factor for in vivo applications in magnetic resonance imaging. Thus, an efficient 
separation of the polarization agent is a key requirement for possible applications in 
medicine. In this chapter, the application of spin-labeled thermoresponsive hydrogels as 
polarizing agents for dynamic nuclear polarization is explored. In the approach presented 
here, the thermally triggered macroscopic phase separation is utilized to efficiently 
separate the polarizing agents that are embedded in the hydrogel matrix from the 
molecules of interest. A radical-free solution is obtained, which exhibits a prolonged 
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6.1  Introduction 
 
Nuclear magnetic resonance (NMR) is the most widely used source for structural and 
dynamic information of molecules and molecular assemblies. Because of its versatility, 
NMR is applied in a large spectrum of scientific disciplines ranging from materials science 
to biomedical research. However, the method suffers from a major drawback. The small 
magnetogyric ratios of the nuclear spins only lead to a small energetic difference of the 
spin states in an external magnetic field. Thus, a low thermal polarization is obtained, 
which leads to a low sensitivity (cf. Section 2.2.3). For 
1
H, the nucleus with the highest 
magnetogyric ratio, a thermal polarization as small as 9.0·10
–6
 is obtained at a magnetic 
field of 16.4 T (700 MHz) and at 293 K (cf. eq. 2.6). The lack of sensitivity is even more 




N, which exhibit far smaller 
magnetogyric ratios.  
 A higher Boltzmann population can be achieved by an increase of the magnetic field 
strength or a decrease of the temperature, but the variation of both parameters is 
limited. Beside these conventional methods to increase the signal-to-noise ratio (SNR), a 
variety of techniques exist, which couple the nuclear spin system to other transitions and 
thus achieve substantially higher polarizations than in thermal equilibrium.   
 For instance, the transfer of electron spin polarization of photoexcited radical pairs 
or triplet states causes (photo-)chemically induced dynamic nuclear polarization 
(CIDNP).
[1–4]
 Similarly, the pairwise transfer of dihydrogen in its para-state can be utilized 
to obtain parahydrogen induced polarization (PHIP).
[5–8] 
In another approach, the angular 
momentum of photons in polarized laser light is transferred to helium or xenon to 
produce hyperpolarized gases (optically pumped NMR).
[9]
 However, all methods 
introduced so far are restricted to a narrow range of molecules and applications. 
 In contrast, dynamic nuclear polarization (DNP) is a versatile hyperpolarization 
method. It only requires the presence of paramagnetic species in the sample since it is 
based on the transfer of polarization from unpaired electron spins to nuclear spins. 
Predicted already in 1953 by Overhauser
[10] 
and verified only shortly afterwards by Carver 
and Slichter,
[11,12]
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DNP techniques can be divided into two subgroups, in situ and ex situ DNP. In in situ DNP, 
polarization and NMR/MRI detection are implemented in the same magnet. It was 
applied to Overhauser DNP at high and low magnetic field strengths
[20–24]
 and to solid 
state DNP.
[25–26] 
In contrast, polarization and NMR/MRI detection take place in different 




 Each of these methods has its advantages and is suitable for certain applications. 
However, DNP is severely hampered by a key problem, which originates from the 
introduction of radicals to the target molecules. The presence of these radicals 
significantly decreases the  and  relaxation times of the nuclear spins. This leads to a 
line broadening of the NMR signal, and, more severely, limits the time frame during 
which the accomplished hyperpolarization can be used. This is a major problem for the ex 
situ DNP methods due to  relaxation during the transfer time. An additional problem is 
related to the toxicity of the radical. Thus, a hyperpolarized solution cannot be used for in 
vivo applications (at least in humans) without the radical being removed.   
 Hence, a fast and reliable separation of radicals and polarized material remains an 
important issue for an improved applicability of DNP. Two different procedures for 
radical separation were proposed in the literature: immobilization of the radicals in silica 
or gel beads combined with a continuous flow during the polarization step to separate 
the solute from the radicals,
[30,31]
 and the filtration of the radicals using ion-exchange 
columns.
[28,32]
 Especially the application of gel beads manufactured from hydrophilic 
polymer networks seems to be promising. McCarney et al. reported enhancement factors 
for water incorporated in a spin-labeled sepharose gel exceeding those obtained with 
silica-embedded radicals, which was attributed to the higher mobility of the spin-labels in 
the water-swollen gels compared to the solid silica.
[31]
  
 In this chapter, thermoresponsive, spin-labeled hydrophilic polymer networks are 
introduced as separable DNP polarizing agents. The thermally triggered macroscopic 
collapse above the critical temperature  is utilized for a fast and simple radical–solute 
separation after the hyperpolarization (Scheme 6.1). Due to this phase separation, 









Scheme 6.1. Schematic presentation of DNP in a thermoresponsive spin-labeled hydrogel and 
subsequent thermally induced collapse, which results in the separation of radicals (red hexagons) 
from hyperpolarized (*) water and target biomolecules (Bio). 
 
After a short introduction to Overhauser DNP, the choice of the synthesized gel systems 
is explained. Via CW EPR, it is proven that the radicals are covalently attached and 
trapped in the network. In the following, the achieved DNP enhancement factors and 
their dependence on the applied microwave power and temperature are discussed. The 
results of these first model systems are then used to derive a synthetic strategy to 
responsive gels with improved DNP polarization efficiencies. 
 
 
6.2  Theory of Overhauser DNP 
 
In solution, the Overhauser effect is mainly responsible for the polarization transfer 









The maximum achievable enhancement is limited by the ratio of the magnetogyric ratios 
of the electron and the nucleus, i.e. theoretically, a factor of ∼660 can be accomplished 
for protons. 
, , and  are constants, which characterize the efficiency of the 
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 The coupling factor 
 is the ratio of the electron–nuclear spin cross relaxation rate 
and the nuclear spin relaxation rate due to the electrons and expresses the efficiency of 
the coupling between the electron and nuclear spin. The coupling factor ranges from 
+0.5 to –1, dependent on whether the coupling is due to dipolar or scalar interactions. In 
case of a dipolar coupled system, the relaxation mainly proceeds via the double quantum 
transition while the zero quantum relaxation is negligible. The opposite is true for scalar 
coupling. It has been shown that the dipolar coupling is the by far dominant contribution 
for nitroxides in solution.
[36,37]
 
 The polarization transfer in a four-level system (cf. Section 2.8.5 and Figure 2.15) of 
dipolar coupled spins is graphically illustrated in Scheme 6.2. By saturation of the EPR 
transitions, the populations of the high and low energy levels are equalized. Since the 
double quantum relaxation pathway dominates over zero quantum relaxation, a large 
number of spins is transferred to the nuclear | manifold, which leads to NMR emission 




Scheme 6.2. Schematic illustration of the Overhauser effect in the framework of the four level 
scheme (cf. Figure 2.15). A. Boltzmann population in the thermal equilibrium. The NMR transitions 
are marked by red lines. B. By saturation of both EPR transitions (blue) and a dominant relaxation 
pathway via the double quantum transition (orange), a hyperpolarized state (C) is achieved which 
leads to a high population of the level with the nuclear spin manifold | and to a negative 
enhancement of the NMR signal.  
 
The leakage factor  characterizes the ratio of the nuclear relaxation rate with and 
without the presence of electrons. Hence, it can be determined by the respective 
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The saturation factor  is a measure for the quality of the saturation of the EPR lines, 





 is the residual electron magnetization under saturation conditions,  the initial 
magnetization at thermal equilibrium. If the three different EPR transitions of a nitroxide 
are regarded as independent, only one line of the spectrum can be saturated and the 
maximum achievable Overhauser enhancement is limited to –110 for 
14
N-nitroxides. 
However, an additional partial saturation of the other EPR lines can be achieved due to 
spin relaxation. In the limit of fast rotation, Heisenberg spin exchange is mainly 
responsible for an electron exchange between the  manifolds.
[38]
 At low rotational 
mobility, the nitrogen nuclear relaxation rate exceeds the relaxation rate of the electron 
spin providing an averaged view on different  manifolds.
[39,40]
 Thus, enhancements 
exceeding the value of –110 can be achieved (see below). 
 
 
6.3  Results and Discussion 
 
6.3.1  Strategy for the Preparation of Thermoresponsive Spin-Labeled Hydrogels 
 
Responsive hydrogels are most commonly synthesized via a free radical polymerization in 
water with potassium persulfate as initiator. With this fast and simple method, 
macroscopic water-swollen gels are obtained. However, it is difficult to completely 
remove the incorporated water, if a water-free environment is required for a chemical 
modification of the gel. Further, the substantially decreased diffusion of the reactants in 
the gel will result in a slow reaction rate.  
 Based on the experience with photocrosslinked systems, P1 (introduced in         
Chapter 5) was taken as starting point. Based on N-isopropylacrylamide (NiPAAm), it is 
prepared under non-aqueous conditions and can be photocrosslinked as thin film, which 
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is easily accessible by reactants.
[41]
 Its methacrylic acid (MAA) units do not only prevent 
the skin effect, but are reactive groups, which can be utilized to chemically modify the 
gel. This strategy was previously applied to covalently attach amino-functionalized dyes 
to the polymer.
[42]
 Adapting the reported method, the carboxylic acid groups were first 
converted into active esters, which were then reacted with an amino-functionalized 
nitroxide. 
 Since a high radical concentration is needed for DNP, the content of MAA in the 
initial polymerization feed was increased to 15 %. Thus, the overall radical concentration 
in the swollen state could be raised to ∼6.8 mM (compared to ∼1 mM for 5 % MAA). 
However, first DNP experiments only resulted in a maximum 
1
H NMR signal 
enhancement of   	16.2, which was far less than expected. Soon it became clear, that 
the low enhancement was related to a partial collapse of the hydrogel due to a 
microwave-induced heating near or above its critical temperature of 32 °C (see     
Sections 6.3.3 and 6.3.4 for a detailed discussion).
[34,43]
 Thus, N,N-ethylmethylacrylamide 
(EMAAm) was chosen as thermo-responsive unit, which exhibits an elevated lower 
critical solution temperature of 63 °C and is less affected by the microwave 
irradiation.
[44,45]
 The molecular composition of the hydrogels discussed in this chapter is 




Scheme 6.3. Molecular structure and composition of the spin-labeled thermoresponsive hydrogel 
systems based on N,N-ethylmethylacrylamide (EMAAm). The numbers denote the ratios of the 
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6.3.2  CW EPR Characterization of the Spin-Labeled Hydrogels 
 
First, CW EPR was used to check if the spin labels are covalently attached to the 
hydrogels. In Figure 6.1, the CW EPR spectra of P5 and P15 are shown at 5 °C. Broad EPR 
lines are observed, which are indicative of restricted rotational motion (Section 2.6.3). In 
comparison, an aqueous solution of TEMPO at this temperature exhibits a three-line 
spectrum close to the fast limit. Since TEMPO is a small molecule structure analogue of 
the nitroxide in the polymeric system, the restricted rotational mobility can be attributed 
to the covalent attachment to the polymer backbone. In fact, spectral simulations reveal 
an increase of the rotational correlation time by roughly three orders of magnitude. 
 This hindered rotation cannot be described by an isotropic Brownian motion. 
Rather, an anisotropy along and perpendicular to the labeling axis has to be introduced 
to obtain a good agreement of spectrum and simulation. This anisotropy is commonly 
observed for nitroxides which are chemically attached to a macromolecular system.
[46]
 It 
manifests itself in additional features in the high- and low-field region of the spectrum. 
These additional peaks decrease when the temperature increases due to an increase of 




Figure 6.1. CW EPR spectra of the EMAAm based hydrogels P5 and P15 at 278 K. The spectrum 
of 0.2 mM TEMPO at the same temperature is given for comparison. 
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Further, it was found that water, which was expelled from a spin-labeled hydrogel during 
the collapse, does not give rise to an EPR signal. This is further evidence that the radicals 
are spatially restricted to the polymeric system and that a quantitative separation of the 
radicals from the solution is achieved.  
 
 
6.3.3  Characteristic DNP Factors and 
1
H Relaxation Times  
 
The maximum achievable NMR signal enhancement is a crucial factor for a DNP 
polarization agent. In Figure 6.2a, the highest observed 
1
H-DNP enhanced NMR signal of 
water is shown. NMR signal enhancements of up to   	21.21.1 (P5) and                 
  	26.61.3 (P15) were achieved at a microwave (mw) power of 2 W. In comparison, 
a solution of free TEMPOL (c = 10 mM) gives rise to 
1
H signal enhancement of                




Figure 6.2. a) DNP enhanced (red) and reference (black) 1H NMR spectra of water-swollen P15 at 
T = 5 °C and a microwave power of 2 W). b) Plot of the enhancement against the microwave 
power for P5 and P15. In both cases, a decrease of the enhancement at 4 W is observed, which is 
caused by a partial mw induced collapse of the hydrogel. The discrepancy between the expected 
and the actually measured signal enhancement at 4 W is indicated by bars.  
 
For mw powers exceeding 2 W, a decline of the enhancement was observed for all 
adjusted temperatures (Figure 6.2b). This decline is rationalized by an irradiation induced 
fast thermal collapse (<1 s) of the hydrogel due to heating of the water above  even in 
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a cooled system. Thus the incorporated water is expelled and locally separated from the 
spin-labeled hydrogel. This leads to a diminished coupling factor before the sample is 
completely saturated and, consequently, to an inefficient hyperpolarization. This 
conclusion is supported by DNP experiments with NiPAAm based spin labels, which show 
a significantly decreased enhancement up to only –16.2 (data not shown). 
 It is likely, though, that the samples are only partially collapsed due to local heating. 
However, as explained in the last chapter, even at temperatures below  a microphase 
separation takes place. This, in turn, explains the reduced enhancement for high mw 
powers, which is slightly smaller than the reported value by McCarney et al. for 
14
N spin-
labeled sepharose gels (  	33 at 6 W, c = 10 mM).
[31]
 
 Interestingly, the proton spin-lattice relaxation times , in the hydrogel network 
are extremely short even without spin-labels (∼480 ms) as compared to the relaxation 
time of free water (∼2100 ms). This behavior was observed before and was attributed to 
the sterical confinement in the hydrogel network, since a correlation to the pore size of 
the network was found.
[21]
 Small changes of the swelling degree lead to a marked change 
of the spin lattice relaxation times as the degree of swelling severely affects the pore size 
and thus the spin-lattice relaxation time. Thus, uncertainties of the  measurements 
were estimated as large as 20 %. 
 The relaxation times were further decreased to  ∼ 330 ms (P5) and  ∼ 65 ms 
(P15) in the presence of spin-labels. Thus, the leakage factor was determined as            
  0.310.20 (P5) and   0.860.04 (P15). The low leakage factor for P5 illustrates 
the impact of the reduced proton spin lattice relaxation , on the DNP efficiency. Due 
to the severe reduction caused by the hydrogel network, the spin labels are less effective 
polarizing agents. The leakage factor  can be improved effectively only with an 
increased labeling degree, as observed by the elevated leakage factor of P15.  
 Due to the large error estimate for  and difficulties to separate the saturation  
and the coupling factor 
 for the studied hydrogel systems, the product 
 is reported. 
The observed and calculated DNP parameters are summarized in Table 6.1 for the best 
achieved enhancements of the spin-labeled hydrogels.  
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Table 6.1. DNP Parameters for P5 at 5 °C and P15 at 15 °C   
 c(SL) / mM  !   
 
P5 1.0 ± 0.2 –22.9 ± 1.2 –21.2 ± 1.1 0.31 ± 0.20 0.108 ± 0.068 
P15 6.8 ± 0.5 –29.5 ± 1.5 –26.6 ± 1.3 0.86 ± 0.04 0.049 ± 0.004 
 
Since 
 is independent of the labeling degree, P5 is easier to saturate. This conclusion is 
supported by a line width analysis of the EPR center line, Δ  0. A narrower line width 
(FWHM ∼ 13.4 MHz) is observed for P5 compared to P15 (FWHM ∼ 17.2 MHz), which, in 
principle, allows to saturate more electron spin packets and to achieve a higher DNP 
enhancement. Hence, the higher enhancement in P15 solely results from its higher 
leakage factor. The difficulties in saturation also occur because (i) the radicals are 
immobilized in the network, so that Heisenberg spin exchange is suppressed and (ii) the 
mixing of the EPR lines by nuclear spin relaxation cannot be exploited due to power 
limitations caused by the collapse of hydrogel network.  
 Although the thermal collapse of the studied systems limits the achievable DNP, it 
opens the possibility to combine the saturation of the EPR lines and the separation of 
hyperpolarized target molecules and radicals in a single step. In addition, the spatial 
separation from the radicals provides for a significantly prolonged spin-lattice relaxation 
time of the hyperpolarized molecules. A relaxation time of  ∼ 2100 ms was measured 
for water expelled from the hydrogel at 25 °C.  
 
 
6.3.4  Temperature-Dependent DNP Performance of Spin-Labeled Hydrogels 
 
In Figure 6.3, the measured DNP enhancements are plotted against the adjusted sample 
temperature. In principle, a temperature elevation should result in a higher coupling 
factor and in an increase of the signal enhancement. However, the highest 
enhancements were achieved at low temperatures (5, 15 and 25 °C) when high mw 
powers were applied. At elevated temperatures, i.e. 45 and 55 °C, a substantial decrease 
of the enhancement is observed. This decrease results from a partially collapsed hydrogel 
network, which causes incomplete saturation and small dipolar coupling between 
electron and proton spins, as explained in the last section.  
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 In contrast to the sharp macroscopic collapse, a smooth decrease of the DNP 
enhancements is observed. This continuous decrease can be rationalized bearing in mind 
that the polarization transfer is governed by radical–water interactions. Hence, the 
nanoscopic structure of the hydrogel rather than its macroscopic topology is responsible 
for these interactions. As shown in the last chapter, locally collapsed regions are 
continuously built up over a broad temperature range. These collapsed regions will not 
efficiently contribute to a DNP effect, since they are in the vicinity of only few, strongly 
immobilized water molecules. Thus, the continuous formation of these collapsed regions 
is described by the smooth reduction of the DNP enhancement. In fact, it contains the 
same information about the hydrogel nanostructure, however, not observed from the 
radical’s point of view but from the position of a water molecule. Similarly, Han et al. 
used the magnitude of the DNP signal enhancement to characterize the local structure of 






Figure 6.3. Temperature dependence of the 1H NMR signal enhancement at high mw power (2 W, 
red and blue line) and low power (0.1 W, black line). While low power DNP experiments show an 
expected increase of the signal enhancement up to 45 °C, a decrease is observed when applying 
high mw power. This decrease is caused by mw heating, which induces a partial local collapse of 
the hydrogel.     
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By reducing the mw power to 0.1 W – which is not enough to substantially heat the 
sample during mw irradiation – the intrinsic DNP temperature dependence from the 
heating-induced collapse effect could be separated. Under these experimental 
conditions, the expected rise of the DNP enhancement with temperature was found until 
the temperature approaches  (Figure 6.3). To find the best enhancement factor, one 
has to compromise between two opposing effects. First, the ‘intrinsic’ coupling factor 
increases with higher temperature due to the higher spin label rotational mobility, which 
results in slightly narrowed EPR lines. Second, the mw heating-induced collapse of the 
hydrogel network separates the spin labels from water and potentially polarizable 
biomolecules resulting in lower DNP enhancements. 
 
 
6.4  Conclusions 
 
In summary, the spin-labeled hydrogels introduced here are promising polarizing agents 
for in situ and ex situ DNP experiments. Specifically, the hyperpolarized systems benefit 
from a prolonged  relaxation time since radicals and polarized molecules are effectively 
separated due to the macroscopic collapse. For in situ DNP methods, the prolonged  
time and the suppressed radical-induced line broadening may allow for more complex 2D 
NMR experiments which might be beneficial for the study of biomolecules (e.g. proteins). 
For ex situ DNP methods, the prolonged lifetime of hyperpolarization reduces the 
polarization loss during the transport of the hyperpolarized molecules. Additionally, the 
obtained hyperpolarized biomolecules in the radical-free, non-toxic solute can be utilized 
for biomedical applications. 
 The biggest advantage of the spin-labeled hydrogels, the thermally induced 
collapse, is also their biggest disadvantage. The mw induced heating of the gel causes a 
partial collapse, which in turn decreases the DNP efficiency. This prevents the use of high 
mw powers to effectively saturate the EPR transitions and to achieve high 
enhancements. This limitation can be overcome by dissolution DNP at low temperatures 
(a few K), since a microwave-induced heating will not result in a structural variation of 
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the gel. The application of spin-labeled gels in dissolution DNP and strategies for 
improved polarization efficiencies are discussed in the next section. 
 
 
6.5  Outlook 
 
In dissolution DNP, the substantially increased Boltzmann polarization of electron spins 
at low temperatures is transferred to nuclear spins to achieve enhancement factors         
>10,000 compared to the equilibrium polarization at room temperature.
[28]
 After the 
polarization, the sample is ramp-heated from its ultracold state to ambient temperature 
and shuttled to the NMR detection magnet. Since the polarization takes place at very low 
temperatures, severe microwave heating effects of the gel are overcome. Nonetheless, 
the gel still exhibits its biggest strength, as it still provides for an efficient separation of 
radicals and solute during the subsequent heating process.  
 While polarization in the liquid state is governed by the Overhauser effect, two 
mechanisms are mainly responsible for a polarization transfer in solids, the cross effect 
and thermal mixing.
[48,49]
 These mechanisms are based on three-spin processes involving 
two electron spins and one nuclear spin. They are most efficient if the dipolar coupling of 
the electron spins matches the Larmor frequency of the respective nucleus. This is 
achieved by a specific distance and $ tensor orientation of the two radicals. Thus, 




 To optimize the spin-labeled responsive hydrogels with respect to their solid-state 
DNP properties, the incorporation of a biradical analogue structure is favorable. This can 
be achieved by a copolymerization of a thermoresponsive compound and a crosslinker 
with maleic anhydride instead of methacrylic acid. The anhydride units can be then 
transformed to two adjacent radicals, as illustrated in Scheme 6.4. In this scheme, 
NiPAAm is depicted as thermoresponsive unit since dissolution DNP does not impose the 
requirement of a high critical temperature.    





Scheme 6.4. Proposed reaction scheme leading to a biradical analogue unit in a 
thermoresponsive hydrogel based on N-isopropylacrylamide. Via force field calculations, a 
distance of 1.47 nm was found between the two electrons, which were assumed to be located in 
the center of the N-O bond.  
 
Preliminary force field calculations (MMFF94, Chem3D Ultra) on a polymer chain 
fragment suggested that the adjacent radical units assume a trans state with an 
electron–electron distance of %  1.47 nm. This is reasonable due to the sterical 
hindrance of these bulky side groups. Assuming &',()*  2.0060 and utilizing eq. 2.101, 
this distance gives rise to a dipolar coupling between the electrons of +,  16.44 MHz, 
which is close to the proton Larmor frequency at X-band (ν(1H) = 14.9 MHz at 350 mT). 
For an optimal DNP transfer, the piperidine rings have to be tilted by 90° with respect to 
each other to provide for an ideal orientation of the $ tensor. This orientational 
restriction is not achieved with the synthetic approach presented here. However, the 
system experiences a large degree of freedom and will assume a range of orientations 
with the desired orientation among them. 
 
 
6.6  Materials and Methods 
 
Materials. Methacrylic acid (MAA, 99 %, Aldrich) was distilled prior to use. N,N-Ethyl-
methylacrylamide (EMAAm) and 4-methacryloyloxybenzophenone (MABP) were prepared 
according to reported procedures.[52,53] Dioxane was distilled over CaH2 and dried over a molecular 
sieve (4 Å). 2,2’-Azobis(isobutyronitrile) (AIBN, 98 %, Acros) was recrystallized from methanol. 
Triethylamine (NEt3, 99.5 %, Fluka), pentafluorophenyltrifluoroacetate (PFTFA, 98 %, Aldrich) and 
4-amino-2,2,6,6-tetramethylpiperidine-1-oxyl (Amino-TEMPO, 97 %, Acros) were used as 
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received. Distilled water was further purified by a MilliQ System (Millipore) to achieve a resistivity 
of 18.2 MΩ cm.  
Thermoresponsive Polymer. Thermoresponsive terpolymers based on EMAAm were 
synthesized by Michelle Drechsler according to an analogous to the reaction scheme introduced in 
Section 5.5. After purification, they were freeze-dried from water in vacuo. The yield was around 
90 %. 1H-NMR (250 MHz, d4-MeOH): δ / ppm = 0.9–1.2 (m, -CH3, MAA, MABP, -CH2CH3 
EMAAm), 1.5–1.9 (m, CH2 backbone), 2.2–3.7 (m, CH backbone, -CH2CH3, -Me, EMAAm),      
6.8–8.0 (m, C-Harom). The molecular weight and the polydispersity index (Mw/Mn) were determined 
by gel permeation chromatography with dimethylformamide as mobile phase. The measurement 
was conducted at 60 °C, PMMA served as internal standard. The monomer composition and the 
molecular weight distribution of the synthesized polymers are summarized in Table 6.1. The 
suffixes 5 and 15 denote polymers synthesized with 5 % and 15 % MAA in the monomer feed, 
respectively. 
 
Table 6.2. Properties of the Synthesized Polymers 
 monomer composition    
 EMAAm MAA MABP Mw / g mol-1 a Mw / Mna Yield / % 
P5 94 5 1 49600 3.1 89 
P15 84 15 1 28000 4.2 92 
 
a) determined by GPC at 60 °C in DMF, standard: PMMA 
 
Spin Labeling and Sample Preparation. 15 wt% polymer solutions in ethanol were drop-cast on 
hexamethyldisilazane modified glass slides and dried over night in vacuo at 40 °C to achieve 
polymeric films in the range of 10–15 µm. The polymer was crosslinked and tethered to the 
substrate by UV irradiation (6.82 J/cm2) with a Stratagene UV Stratalinker with a peak wavelength 
of 365 nm. The carboxylic acid groups of the resulting gels were converted to active ester units 
with a two-fold excess of PFTFA and NEt3 in dichloromethane (DCM). After washing the gels with 
DCM twice, they were reacted with a two-fold excess of 4-amino-TEMPO and NEt3 in DCM to 
achieve the spin-labeled material. The synthetic route is described in Scheme 6.5. In order to 
remove unreacted nitroxide molecules, the gels were subjected to dialysis (Spectra/Por 3 Dialysis 
Membrane, MWCO = 3500 g mol–1) in ethanol for one week. The solvent was removed in vacuo 
and the spin-labeled gel was abraded with a scalpel, filled into EPR sample canules (i.d. 0.8 mm) 
and swollen with deionized water. Excess water not bound to the hydrogel was removed.  
 





Scheme 6.5. Synthetic route to the spin-labeled hydrogel via active ester formation. 
 
Experimental Details. All DNP and EPR measurements were performed by Björn Dollmann on a 
Bruker Elexsys 580 spectrometer at an external magnetic field of 0.345 T, corresponding to a 
proton Larmor frequency of ν(1H) = 14.7 MHz. CW EPR spectra were detected with a critically 
coupled Bruker EN4118K-MD4 ENDOR probe head. For the NMR detection, the ENDOR probe 
was externally tuned and matched to the operating NMR frequency. The DNP effect was 
measured in dependence of the irradiated mw power and the temperature in the range of 5 °C to 
55 °C (cf.  ~ 63 °C). CW EPR spectra were recorded for all temperatures. The temperature was 
adjusted with a closed cycle cryostat (ARS AF204, customized for pulse EPR, ARS, Macungie, 
PA, USA). The continuous mw irradiation time on the EPR center line was kept as short as 
possible (ranging from 3 of water in hydrogels to 01 s) to minimize heating effects. The spin 
label concentration of the hydrogels in the swollen state was determined by CW EPR calibration 
measurements with 4-hydroxy-2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPOL) solutions of known 
concentration. Spin label concentrations of ∼1 mM and ∼6.8 mM were found for P5 and P15.  
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 7.  Local Nanoscopic Heterogeneities in 











The thermal transition of thermoresponsive dendronized polymers is characterized on a 
molecular scale by continuous wave EPR spectroscopy. It is found to be accompanied by 
dynamic structural heterogeneities on the nanoscale that trigger the aggregation of 
single polymer chains into mesoglobules. While macroscopically a sharp phase transition, 
this study reveals that the dehydration of the polymer chains proceeds over a 
temperature interval of at least 30 °C and is a case of a molecularly controlled non-
equilibrium state. While the aggregation temperature mainly depends on the periphery 
of the dendrons, the dehydration of the mesoglobule is governed by the hydrophobicity 
of the dendritic core. Heating rate dependent changes were assigned to the formation of 
a dense polymeric layer at the periphery of the mesoglobule, which prohibits the release 
of incorporated water.  
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7.1  Introduction 
 
As already stated in the last chapter, thermoresponsive polymeric materials are of great 
interest for their potential use in various fields including actuators, (targeted) drug 
delivery and surface modification.
[1–7]
 Ever since Wu’s discovery of the coil–globule 
transition of single poly(N-isopropylacrylamid) (pNiPAAm) chains near the lower critical 
solution temperature (LCST),
[8–11] 
the collapse mechanism including the formation of 
stable mesoglobules has been an intensely studied topic.
[12–18]
 Despite these efforts, a 
molecular scale picture of what happens when thermoresponsive polymers start to 
dehydrate at a certain temperature, subsequently collapse and self-assemble into 
mesoglobules, does not exist. This severely hampers rational materials design.  
 In an exploratory research effort aiming at detecting unusual properties of 
dendronized polymers,
[19–23]
 it was recently found that such systems based on 
oligoethyleneglycole (OEG) units exhibit fast and fully reversible phase transitions with a 
sharpness that is amongst the most extreme ever observed.
[24–26]
 These dendronized 
polymers are soluble in water and their lower critical solution temperature (LCST) is 
found in a physiologically interesting temperature regime between 30 and 36
 
°C, which is 
as low as it is known for poly(ethylene oxide) and long chain ethylene oxide oligomers. 
For the latter, the influence of hydrophobic end groups on the LCST has been thoroughly 
investigated both experimentally and theoretically as summarized in a recent review.
[27]
  
 Given this extraordinary behavior, these polymers may be well suited to gain a 
deeper understanding of the processes involved. There are indications that the thermal 
transition proceeds via the formation of structural inhomogeneities of variable lifetimes 
on the nanometer scale that are still poorly understood. Indeed, this topic has been 
identified as one of the major challenges of research in the macromolecular sciences in 
the coming years.
[28]
 In particular, this concerns a clearer understanding of the formation, 
structure, and lifetimes of these local inhomogeneities, the effect of the individual 
chemical structures on the physical processes, and the consequences that the local 
heterogeneities bear for the aspired function (e.g. drug delivery). To obtain insight into 
structure–function relations it is essential to develop and use characterization techniques 
capable of resolving structural heterogeneities on length scales between sub-nanometers 
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and several tens of nanometers and temporal fluctuations in a window of sub-nano- to 
microseconds.  
 The remarkable macroscopic behavior results from the systems being far from 
classical macroscopic equilibrium. It can be viewed as an example of ‘molecularly 
controlled non-equilibrium’. We note that macromolecule-based processes far from 
equilibrium are extensively found in nature, e.g. in DNA replication, to obtain high 
specificity in the noisy environment of a cell.
[29,30] 
However, investigations into similar 
concepts in synthetic macromolecular systems are still rare.
[31]
 
 Magnetic resonance techniques as intrinsically local methods meet the conditions 
required to solve questions involved with structural inhomogeneities of functional 
macromolecules
[32–34]
 and dynamic heterogeneities in polymer melts in the vicinity of the 
glass transition.
[35–37]
 The structure and dynamics of synthetic as well as biological 
macromolecules on the molecular scale were extensively studied by advanced NMR and 
EPR techniques.
[31–44]
 A particularly simple way of studying the molecular environment of 
dendronized polymers, which undergo a thermal transition, utilizes conventional 
continuous wave (CW) EPR spectroscopy on nitroxide radicals as paramagnetic tracer 
molecules. As described in detail in Sections 2.6.3 and 2.6.4 and utilized in Chapter 5, 
these spin probes are sensitive to the local viscosity, which gives rise to changes of the 
rotational correlation time, and to the local polarity/hydrophilicity.
[34,42–44] 
The latter 
affects the electronic structure of the radical and changes the spectral parameters, 
specifically the g-factor and the hyperfine coupling constant to 
14
N.  
 The amphiphilic radical 2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPO, Scheme 7.1) 
is especially suited to sample both hydrophobic and hydrophilic regions. In Chapter 5, it 
was successfully applied to observe structural nano-inhomogeneities in NiPAAm-based 
hydrogels, which were static over a time scale of at least two hours. Based on this 
experience, the same spin probe was applied to aqueous solutions of the dendronized 
polymers to gain insight into the molecular processes associated with the thermal 
transition.   
 The polymers in this study are polymethacrylate derivatives with first, second, and 
third generation triethyleneoxide dendrons, PG1–3(ET). In addition, a second generation 
dendronized polymethacrylate was studied, where the triethyleneoxide core was 
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replaced by a hydrophobic octane unit (PG2(ETalkyl), Scheme 7.1). While the periphery 
of the dendrons is not varied, chemical modifications and different generations provide 




Scheme 7.1. Chemical structures of the thermoresponsive dendronized polymers A. PG1(ET),     
B. PG2(ET), C. PG2(ETalkyl), D. PG3(ET), and E. the spin probe TEMPO.  
 
This chapter is organized as follows. In the first part, the results of the spin probe study 
above the critical temperature  are described and discussed. Special emphasis is placed 
on what happens on the nanoscopic scale as the polymer solutions phase separate from 
water and form mesoglobules. The second part focuses on conformational changes of 
the polymers below , i.e. before aggregation of the polymer takes place. In the third 
part, the effect of the heating rate on the mesoglobule formation in general and on the 
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distribution of spin probes in particular is discussed. The formation of a dense polymeric 
layer at the periphery of the mesoglobule is claimed responsible for the observed 
changes. The proposed model is discussed in light of the obtained EPR spectroscopic 
results and other reported data on the mesoglobule formation. Finally, the results are 
summarized and concluded with a special emphasis on the influence that the dendritic 
cores exert on the observed temperature-induced processes.  
 
 
7.2  Local Heterogeneities above the Critical Temperature 
 
Representative CW EPR spectra of TEMPO in an aqueous solution of 10 wt% PG1(ET) well 
above and below the critical temperature  of 33 °C are shown in Figure 7.1a. While the 
low field and the center peaks remain almost unaffected, the high field line, most 
sensitive to structural and dynamic effects, changes considerably and is displayed in 
Figure 7.1b for various temperatures. The apparent splitting of this line at elevated 
temperatures originates from two nitroxide species A and B that are placed in local 
environments with different polarities (cf. Chapter 5). This gives rise to considerable 
differences of the isotropic hyperfine coupling constants  and -values .  
 Before proceeding further, it is checked whether the critical temperatures from 
turbidity measurements and EPR spectroscopy coincide. Turbidity measurements reflect 
a phase separation process of a seemingly classical nature where droplets of a 
concentrated solution of the polymer separate from the dilute solution of the polymer 
(bimodal decomposition). These droplets of the concentrated phase were identified by 
light microscopy.
[24]
 The critical temperature  derived from EPR is defined as the first 
pronounced decrease of the hydrophilic fraction 	 (Appendix D.2). This temperature 
coincides with the lowest temperature, at which two separate contributions to the EPR 
signal can be recognized. Though the obtained EPR curves are very broad and extent to 
temperatures far beyond , this first drop is well-defined (Δ  1 K). 
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Figure 7.1. a) CW EPR spectra of 0.2 mM TEMPO in an aqueous solution of 10 wt% PG1(ET) 
recorded at 15 °C and 65 °C and b) detailed plot of the high field transition  = –1, which is 
marked by a rectangle in a) at selected temperatures. The contribution to the high field peak at 
335.4 mT, denoted B, originates from TEMPO molecules in a hydrophobic environment, while 
nitroxides in a hydrophilic surrounding give rise to the contribution A. The broken lines at the outer 
extrema of the peak serve as guides to the eye. 
 
Indeed, the critical temperatures for PG1(ET)   32 °C (turbidity: 33 °C), PG2(ET) 34 °C 
(36 °C), PG3(ET) 34 °C (34 °C), and PG2(ETalkyl) 30 °C (31 °C) as obtained from EPR and 
turbidity measurements are almost identical. The slightly lower EPR-derived values are 
due to higher concentrations of the polymer solutions. The macroscopic phase 
separation identified by turbidimetry is a consequence of the well-known fact that the 
solvent quality of water with respect to oxyethylene segments is strongly temperature 
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dependent. In other words, water becomes a thermodynamically poor solvent as the 
temperature increases. Yet, the gel phase formed in equilibrium with the dilute phase is 
still highly swollen by water. The properties of this gel phase as seen by the spin probe 
form the objective of the studies presented below. 
 Similar to the swollen pNiPAAm network in Chapter 5, the spectral parameters for 
component A coincide with those of TEMPO in pure water (	 ∼ 48.3 MHz), i.e. this spin 
probe is located in a strongly hydrated, hydrophilic environment. The observed decrease 
of  by 3.7 MHz for species B (at 65 °C) is indicative of much more hydrophobic and 
less hydrated surroundings for these spin probes (comparable to chloroform or tert-
butylalcohol).
[45]
 At temperatures below , only the hydrophilic spectral component A is 
observed since all dendritic units are water–swollen (cf. Section 7.3). Above the critical 
temperature of 33 °C, an increasing fraction of hydrophobic species B is observed with 
increasing temperature. The dehydration of the dendritic units thus leads to a local phase 
separation with the formation of hydrophobic cavities. 
 More strikingly and in contrast to the pNiPAAm studies in Chapter 5, the peak 
position of the spectral component B is not fixed but approaches its final value only at 
temperatures well above . This indicates a dynamic exchange of the spin probes 
between hydrophilic and hydrophobic regions as explained in detail in Section 2.5. This 
exchange leads to an intermediate hyperfine coupling constant that is an effective 
weighted average between the two extreme values of the hydrophilic and the (static) 
hydrophobic regions (at 65 °C). Thus, the inhomogeneities formed upon the phase 
separation are not static, but dynamic and strongly influence the EPR spectral shape.  
 The exchange detected by the spin probes can be caused by two effects: hopping of 
the spin probe between collapsed and hydrated polymer aggregate regions, or 
fluctuations of the aggregates themselves. The latter can be viewed as fast opening and 
closing of hydrophobic cavities or a fast swelling and de-swelling of regions surrounding 
the spin probe. The size of the inhomogeneities can be estimated by the translational 
displacement of TEMPO in the polymer matrix, given by   6. At 34 °C, a 
maximum translational displacement  ⁄  ≤ 5.1 nm of the spin probes due to diffusion 
is obtained (details are given in Appendix D.3).
[46,47]
 This displacement due to Brownian 
motion is assisted by fluctuations of the polymer undergoing the thermal transition.  
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 Hence, one can conclude that slightly above  the few hydrophobic cavities are 
still small, i.e. in the range of a few nm. The spin probe movement and/or the local 
polymer fluctuations lead to an exchange of the probe molecules on the EPR time scale 
between the hydrophobic and still overwhelmingly more abundant and larger hydrophilic 
regions (the fraction of species A in hydrophilic regions is larger than 60 %, cf. Figure 
7.2b).  The spin probes thus mainly sample the interface between two fundamentally 
different regions. One should note that a few local dynamic heterogeneities on a 
nanometer scale are sufficient to induce a macroscopically observable (by turbidity 
measurements) transition in the sample. Remarkably, the transition is detected at the 
same temperature by two methods probing length scales which differ by at least two 
orders of magnitude. This suggests that the small aggregates detected by EPR might be 
visualized as crosslinks affecting the organization of the dendronized macromolecules on 
much larger scales. The sharp macroscopic transition can then be viewed as the onset of 
a complex de-swelling process that is rather broad on the molecular scale.  
 The existence of clusters in oligo-ethylene oxides as a function of temperature and 
concentration was long observed. It was attributed not only to the changes in solvent 
quality of water with temperature, but also to temperature-induced changes of the 
conformation of the oxyethylene segments. This renders them increasingly hydrophobic 
with increasing temperature. The latter was concluded from a temperature-dependent 








 When increasing the temperature, not only the fraction of the hydrophobic regions 
but also their size grows and exchange of probe molecules between hydrophobic and 
hydrophilic sites becomes unlikely. The spin probes now sample the bulk hydrophobic 
(and remaining hydrophilic) regions rather than their interface. Together with the 
increase in size, the dynamics of the polymer fluctuations must slow down, as both 
effects are coupled. Such a slowdown in local fluctuations also adds to the observed final 
state of two distinct hydrophobic and hydrophilic regions that are ‘static’ on the EPR time 
scale.  
 




Figure 7.2. a) The hyperfine coupling constant of the hydrophobic spectral component  as a 
function of the reduced temperature      ⁄  for 0.2 mM TEMPO in 10 wt% aqueous 
solutions of four dendronized polymers, which differ in the dendron generation (PG1(ET), 
PG2(ET), and PG3(ET)) and the structural properties of the dendritic core (PG2(ETalkyl)).             
b) Variation of the fraction of TEMPO in a hydrophilic environment 	 with increasing temperature 
in the above-specified polymers. Two linear fits of data points close to and far from the critical 
temperature illustrate at least two different de-swelling processes, clearly indicating that the 
temperature-induced collapse of the polymers under investigation cannot be described by a 
thermodynamic phase transition. The reduced temperature, at which the two lines meet, common 
for all polymers under investigation, is indicated by a dashed line. 
 
To quantify the aggregation and dehydration associated with the thermally induced 
transition, effective hyperfine coupling constants of those TEMPO molecules in 
hydrophobic environments 	 and the fraction of TEMPO in hydrophilic environments 	 
were determined as a function of temperature. EPR line shapes were fitted to these 
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parameters as described in the experimental part (Section 7.6) and more detailed in 
Appendix D.1. By plotting these parameters vs. the reduced temperature    ⁄ , it 
is then possible to check whether the collapse results from a well-behaved phase 
transition. As illustrated in Figure 7.2, both parameters do not follow one straight line as 
expected for a simple phase transition,
[49]
 but instead deviate strongly from linearity. In 
Figure 7.2a, static, non-exchanging hyperfine coupling values  are not reached until 
around 30 °C above the critical temperature. Thus, in this wide temperature range, a 
complex dehydration takes place which cannot be described in the picture of a classical 
phase transition based on a single de-swelling process. 
 For all polymers, at least two dehydration processes are found as indicated by the 
different straight lines. The first process takes place at temperatures only slightly above 
the critical temperature, i.e.    ⁄  0.02, the second process in a temperature 
regime far above . Extrapolations of the two linear fits meet at around    ⁄  
0.02 (∼7 °C above ) for all polymers under investigation indicating that in all cases the 
collapse processes are equivalent. These results suggest that in the narrow temperature 
range up to    ⁄  0.02, large parts of the dehydration take place, since  in 
this interval is reduced to values already close to the static final values. A further increase 
in the temperature results in only smaller changes of , which is a sign of the expulsion 
of smaller amounts of residual water from the collapsed polymeric regions.  
 Best (straight line) fits to two processes are obtained for PG1(ET) and PG2(ETalkyl), 
those polymers with no or a hydrophobic dendritic core. For PG2(ET) and PG3(ET), both 
possessing a hydrophilic dendritic core, a significant deviation from the simple two-
process fit is observed, indicating that the collapse is not fully described by two well-
defined processes. Moreover, the efficiency of the first process is greatly influenced by 
the chemical structure of the dendritic core. It turns out to be most effective when the 
dehydration is supported by a hydrophobic core, as in the case of PG2(ETalkyl). It 
deteriorates when the core contains oxyethylene groups, which can trap more water. 
 Qualitatively, the same behavior is illustrated in Figure 7.2b depicting the 
temperature-dependent fraction of TEMPO in a hydrophilic environment 	. The two 
linear fits again intersect at the same reduced temperature for all polymers at roughly 
equal fractions. Further, the same dependence of the efficiency of the first strong 
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dehydration process on the chemical structure described in Figure 7.2a is again 
manifested in Figure 7.2b. However, the graphs show one major difference. At high 
temperatures, 	 is only determined by the volume fraction of the collapsed polymer in 
water and thus approaches 0.3 for all polymer solutions. On the other hand the (static) 
isotropic hyperfine values of TEMPO in hydrophobic regions  differ depending on the 
structure of the dendronized polymer. PG2(ETalkyl) with an hydrophobic core provides 
the most hydrophobic environment, followed by PG1(ET) bearing no core. Regions with 
less hydrophobicity are observed for PG2(ET) with a hydrophilic ethyleneoxide core. The 
least hydrophobic regions are provided by PG3(ET) bearing an extended hydrophilic core. 
The differences cannot be explained by mere interactions of the spin probes with pure 
polymer chains. Rather, the hydration state provided by entrapped residual water 
molecules is stronger for the more hydrophilic cores and thus effectively increases the 
hydrophilicity of the environment of the entrapped spin probe.     
 The data in Figure 7.2 support the picture of a few small hydrophobic patches 
triggering a macroscopically observable transition to a gel phase that is still highly 
swollen by water and is composed of regions differing in the local water concentration. 
Furthermore, the first temperature interval, marked by the steep de-hydration process, is 
in agreement with a growing number of uncorrelated hydrophobic regions up to a 
concentration and/or a volume fraction that is similar to that of the remaining 
hydrophilic regions (hence the kink at 	 ∼ 0.5). This could be an indication that the 
growth of hydrophobic regions reaches a threshold that could be interpreted as a 
percolation point. When the fractions of species A to B become equal, the likelihood of 
two hydrophobic regions (which up to that point can be largely uncorrelated) becoming 
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7.3  Pre-Collapse of the Dendronized Polymers below the Critical 
Temperature  
 
As stated in the last section, the second spectral contribution originates at the critical 
temperature while only one species is observed below . At 30 °C, the high field peak 
still possesses a Voigtian line shape (Figure 7.1b). However, the peak is shifted to a lower 
magnetic field with respect to 5 °C, which is indicative of a slightly decreased hyperfine 
coupling constant.   
 In the following, the single spectral species below  is denoted C. The hyperfine 
coupling constants for this species   are depicted in Figure 7.3a (closed symbols). For 
comparison, hyperfine coupling data for TEMPO in a purely aqueous environment  
are displayed (orange curve). These values decrease linearly with temperature in 
accordance with the decreasing dielectric constant of water.  
 
 
Figure 7.3. a) Hyperfine coupling constants of the single spectral component  (closed symbols, 
below ) and of the hydrophilic spectral component 	 (open symbols, above ) as a function of 
temperature. The hyperfine coupling constants of 0.2 mM TEMPO in pure water  are depicted 
by orange squares and fitted with a straight line. b) Variation of the fraction of TEMPO in a 
hydrophilic environment 	 below  as a function of the reduced temperature. The temperature 
dependent values are calculated by 	      65 °C/   65 °C.  
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At temperatures far below , all hydrated polymers provide a slightly more hydrophobic 
environment than pure water since  falls ∼0.1 MHz below . This deviation could 
originate from the influence of the less hydrophilic polymer chains. Towards , the 
deviation from the aqueous reference curve grows stronger with a maximum difference  
$0.3 MHz for PG1(ET) and PG2(ETalkyl). 
 The deviation from the purely aqueous solution is a measure for the ratio of 
hydrophilic and hydrophobic regions. In Figure 7.3b, the fraction of spin probes in 
hydrophilic regions 	 is plotted vs the reduced temperature. A continuous decrease is 
observed with increasing temperature. The apparently increasing hydrophobicity 
originates from a partial dehydration of the polymers/dendrons as water becomes an 
increasingly poor solvent for the polymer. The spin probes exhibit a fast dynamic 
exchange between the small fraction of dehydrated regions (9 %) and the 
overwhelmingly large hydrophilic regions. This can be interpreted in terms of fast 
dynamic fluctuations of hydrated and collapsed polymer regimes. These fast dynamic 
fluctuations in the vicinity of the critical temperature were previously observed in 
pNiPAAm gels with dynamic light scattering.
[51,52]
  
 Up to a reduced temperature of –0.02, the decrease of 	 can be fitted with a 
straight line. Above this temperature, within 4 °C below , the curve drops more 
steeply. In analogy to the EPR data above , a second process governs the dehydration 
in this narrow temperature regime. In a second analogy, the dehydration of the polymer 
is governed by the hydrophobicity of the core. It is most efficient for PG2(ETalkyl) and 
PG1(ET), while PG2(ET) and PG3(ET) give rise to a less pronounced decrease of 	.  
 In summary, an increase of the temperature below  leads to an increasing degree 
of dehydrated regions. This can be described as a partial collapse, which is not followed 
by an aggregation of several polymer chains or as an intrachain contraction preceding the 
interchain aggregation that takes place above . This partial dehydration is 
accompanied by a decrease the hydrodynamic radius %& of the polymer, which can be 
followed with light scattering. Wu et al. observed a decrease of ∼40 % for hydrophobized 
pNiPAAm derivatives.
[53]
 In a recent light scattering study on the mesoglobule formation 
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 Slightly above , the hyperfine couplings of the hydrophilic spectral species 	 also 
deviate strongly from  (Figure 7.3a, open symbols). In this temperature regime, many 
predominantly hydrophilic regions (swollen dendrons, bulk water) are located in close 
vicinity to dehydrated polymer regions that lead to a small hydrophobic ‘admixture’ to 
the EPR signal. In the course of the microphase separation these regions are efficiently 
separated from the hydrophobic regions due to the large scale rearrangements in the 
complex macromolecular system. At high temperatures, spin probe species A is thus 
again located in a nanoscopic environment that resembles bulk water. 
 
 
7.4  Formation and Influence of a Dense Peripheral Polymeric Layer   
 
7.4.1  Results   
 
In the previous Sections 7.2 and 7.3, all aqueous polymer solutions were ramp heated to 
the maximum temperature ($10 K min–1), and the EPR spectra were recorded upon a 
stepwise decrease of the temperature. In this section, these data are compared to 
samples that were heated with a considerably lower rate (1 K min–1). The EPR spectra 
were recorded during the heating process. Spectra measured upon cooling did not show 
a significant hysteresis in line with previous light scattering studies on PG2(ET).
[54]
 
 In Figure 7.4, the hyperfine coupling values of the hydrophobic spectral component 
 are displayed for the slowly heated and ramp heated solutions. In essence, no 
dependence on the heating rate is observed for any dendronized polymer. One has to 
keep in mind that this spin probe species is in fast dynamic exchange between 
hydrophilic and hydrophobic regions. Hence, the apparent hyperfine coupling depends 
on the residence time of the spin probe in hydrophilic and hydrophobic regions. In that 
sense, it is a quantitative measure for the fraction of these regions itself. The observation 
of similar coupling constants implies that the ratio of hydrophilic and hydrophobic 
regions in the immediate environment of the spin probe is not affected by the annealing 
history. One has to stress that this observation is valid for the nanoscopic scale of several 
nm to understand the changes between fast and slow heating on different length scales. 




Figure 7.4. Hyperfine coupling constants  above  as function of the reduced temperature for 
0.2 mM TEMPO in 10 wt% aqueous solutions of PG1(ET), PG2(ET), and PG3(ET). Closed 
symbols represent data points obtained by ramp heating ($10 K min–1), a slow heating rate (1 K 
min–1) gave rise to hyperfine couplings depicted by open symbols. 
 
In contrast, the fraction 	 of the spectral component '	 is severely affected by the rate 
of heating (Figure 7.5a-c). For all polymers PG1–3(ET), the fraction of this hydrophilic 
species was significantly increased at temperatures far above , when the solutions 
were heated by a slow rate. This deviation is far more pronounced for the second and 
third generation dendronized polymers, while only small changes are observed for 
PG1(ET). The spectra of TEMPO in PG2(ETalkyl) are hardly affected by heating rate (data 
not shown). 
 The fraction 	 depends on the volumetric ratio of the collapsed/collapsing regions 
in the polymer and the hydrophilic bulk water and swollen polymer regions that are not 
in exchange with collapsed regions. This is a direct consequence of the amphiphilicity of 
the spin probe that chooses its environment depending on its hydrophobicity and its 
availability. Thus, an increase of the polymer concentration leads to a linear increase of 
the spectral species B (data not shown). Hence, an increased fraction 	 can be 
interpreted by an increased fraction of (purely) hydrophilic regions in the sample.  
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Figure 7.5. a–c) Fraction 	 of the hydrophilic spectral component '	 for 0.2 mM TEMPO in         
10 wt% solution of PG1-3(ET) upon fast heating (closed symbols) and slow heating (open 
symbols). d–f) Fraction of TEMPO in hydrophilic regions 	 as a function of temperature. The 
critical temperature  is marked by a dashed line. The local increase of '	 and 	 at temperatures 
slightly above  and at a slow heating rate is highlighted by circles.  
 
In combination with the observed trends for the hyperfine coupling values, it can be 
concluded that the heating rate affects the polymer solutions on the microscopic scale, 
while the nanoscopic environment of the spin probes remains unaffected. Irrespective of 
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the heating rate, the obtained EPR spectra do not change with time. Both spin probe 
environments are stable for at least one hour as checked at a temperature of 40 °C. 
 After having described the general trend of the 	 curves, they are discussed in 
detail in this paragraph. At temperatures only slightly above , a peculiar effect is 
observed upon slow heating, which is most pronounced for PG2(ET). Up to 35 °C (1 K 
above ), the ratios 	 are not affected by the heating rate. But while upon fast heating 
	 decreases further as expected, a significant increase from 0.64 (35 °C) to a local 
maximum of 0.74 (38 °C) is observed in the case of slow heating. Only at higher 
temperatures, the expected decrease is observed.  
 This local maximum can be seen for all dendronized polymers PG1–3(ET). The 
magnitude of this feature is reflected in the deviation of 	 at high temperatures. At first 
sight, the mere occurrence of this feature is very surprising, since the hyperfine values 
suggest a steady formation of an increasing number of hydrophobic regions that are in 
exchange with hydrophilic regions. Here, it should be noted that, as mentioned above, 
the microscopic environment (sampled by 	), is not reflected in the nanoscopic 
environment (sampled by ).  
 The overall fractions of (exchanging and non-exchanging) hydrophilic regions 	 
bear all temperature-dependent features of 	, since the hyperfine coupling is not 
affected by the heating rate (Figure 7.5d-f). At , the fractions 	 are not affected 
strongly by the heating rate. In fact, the fraction of hydrophilic regions is slightly 
decreased when the solution is heated with a slow rate. A further heating imposes a 
strong deviation in a narrow temperature interval of only 4 K, since a steep monotonous 
decrease is observed for a fast heating rate while the fraction of hydrophilic regions 
increases upon slow heating. At higher temperatures, both curves steadily decrease with 
the fast heating curve exhibiting a slightly steeper slope. At temperatures far above , 
this leads to a dramatic difference. While at a fast heating rate 70 % of all spin probes are 
located in collapsed, hydrophobic regions of PG2(ET), this value drops by one third to     
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7.4.2  Discussion   
 
All observed changes with respect to the rate of heating are related to the micro-/ 
mesoscopic properties of the mesoglobules. These properties in the range of several 
hundred nanometers can be accessed by a variety of well-established methods. Up to 
date, the formation of mesoglobules in various thermoresponsive polymers was 




 light and electron 
microscopy,
[56,58]
 and differential scanning calorimetry
[12,16]
 on this length scale. In a 
recent publication, dynamic and static light scattering were utilized to monitor the 
temperature-dependent aggregation of PG2(ET).
[54]
  
 Mesoglobules are formed by association of individual polymer chains to multichain 
aggregates. At a certain, well-defined size, this association stops and nearly 
monodisperse, stable globular aggregates with sizes of 50 to several hundred 
nanometers are formed. Various explanations were proposed for the stability of a 
mesoglobule. In a first approach, the stability of the dispersion was attributed to 
electrostatic repulsion between particles, which could either be caused by charged 
polymer units or by associated salt ions.
[59,60]
 According to a common opinion, the more 
hydrophilic parts of the polymer are located preferably at the periphery of the 
mesoglobule in direct contact to the surrounding water and provide steric 
stabilization.
[61,62]
 This theory is supported by the fact that the copolymerization of the 
amphiphilic monomer with a small percentage of hydrophilic units leads to an increased 
stability of the mesoglobules.  
 Wu et al., however, observed that mesoglobules based on NiPAAm are also 
stabilized by hydrophobic comonomers.
[53]
 According to their suggestion, the 
hydrophobic units promote intrachain contraction and harden the mesoglobules, thus 
slowing down the chain motion. Hence, the interaction time between two colliding 
mesoglobules is not sufficient to induce a permanent chain entanglement.
[63]
 Hence, they 
are protected from aggregation. This viscoelastic effect was already suggested previously 
to be one possible reason for the stability of homopolymer mesoglobules.
[56,64]
 
 It is well established that the size of the mesoglobules for a given polymer depends 
on three parameters: the polymer concentration, the temperature, and the rate of 
heating. For various amphiphilic polymers including PG2(ET) it was found that the size 
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increases with increasing polymer concentration while it decreases at faster heating 
rates.  
 Though commonly observed, the dependence of the mesoglobule size on the 
heating rate is not studied in detail. Wu et al. proposed that on fast heating the 
intrachain contraction dominates the interchain aggregation.
[53]
 The bulk of literature 
believes that a faster heating leads to a higher degree of vitrification of the particle’s 
core,
[54,55,57]
  but only Van Durme et al. found conclusive experimental evidence for a 
partial vitrification of the polymer-rich phase.
[12]
 However, modulated temperature DSC 
does not provide localized information about the vitrification. Along the same line, the 
hydrophobic parts of the polymers are commonly assumed to densify the inner part of 
the mesoglobule. Although theoretical studies provide support for this suggestion,
[61]
 
there is no experimental evidence that the hydrophobic parts really self-assemble in the 
core of the sphere. 
 In the following, a different model is proposed, which provides an explanation for 
the obtained EPR data. Further, it is in agreement with the vast majority of published 
results on the formation of mesoglobules. 
 When the dendronized polymer is heated slowly to high temperatures, far more 
TEMPO molecules remain located in a hydrophilic environment than in the case of fast 
heating. Let us assume that a slow formation of the mesoglobule results in the expulsion 
of more spin probes into the aqueous phase. In this case, they would diffuse back into 
the mesoglobule since (thermodynamically) the ratio of the amphiphilic spin probes in 
hydrophilic and hydrophobic regions is only governed by the volumetric ratio of these 
regions. Thus, after a certain diffusion time, the ratio between spin probes in hydrophilic 
and hydrophobic regions would equilibrate again and show a heating-rate independent 
behavior. In contrast to this picture, the CW EPR spectra remain unaffected – irrespective 
of the heating rate – for at least one hour once the mesoglobules are formed.  
 Thus one has to propose a second effect that prohibits this probe diffusion into the 
hydrophobic regions of the mesoglobule. In the literature on responsive hydrogels, the 
so-called skin barrier effect is well known.
[1,65,66]
 The collapse of such a gel results in the 
densification of its surface due to the expulsion of water. This collapsed surface becomes 
impermeable for water, which is still incorporated in the core of the gel. Thus, the 
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hydrogel is kinetically trapped in a semi-collapsed state. The skin barrier effect could 
account for the observed effects regarding different heating rates in this study and in the 
mesoglobule formation in general. It also provides an explanation for effects that are 
related to the polymer concentration and the molecular weight of the formed aggregates 
as detailed in the next paragraphs. 
 Upon slow heating and at a higher polymer concentration, bigger mesoglobules are 
formed since interchain aggregation is promoted. For this case, let us first assume that 
the formation of an impermeable outer polymeric layer is not affected by the heating 
rate. Still, the skin barrier effect would be more pronounced in the bigger mesoglobule 
since the volume to surface ratio of a sphere increases linearly with its radius %. In other 
words, a larger mesoglobule possesses a larger core which is not able to collapse once a 




Scheme 7.2. Depiction of the skin effect in mesoglobules of different sizes. When increasing the 
temperature above a certain threshold, an impermeable outer polymeric layer is formed as the 
swollen polymer is dehydrated and densified (orange). For large polymer aggregates which are 
formed by slow heating and at high polymer concentration, a large amount of water is entrapped in 
the core (blue). A fast heating or a low polymer concentration result in smaller aggregates with a 
higher surface to volume ratio and the entrapment of less water.   
 
In this framework, the increased fraction of spin probes in hydrophilic regions upon slow 
heating can be naturally explained. On the one hand, the diffusion of TEMPO from bulk 
water into the mesoglobule is prohibited due to the impermeable outer polymeric layer. 
This is true for both fast and slow heating, and should not affect the ratio of the spin 
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probes. On the other hand, spin probes are trapped in the aggregates, which form a 
closed system. In case of large aggregates, this system contains a higher volume fraction 
of water, which leads to a higher fraction of spin probes in a hydrophilic environment. 
For small aggregates, the fraction of entrapped water is much lower and more spin 
probes are located in hydrophobic regions.  
 In this context, two issues need to be addressed. First, the hyperfine coupling 
values of the hydrophobic spectral compound  remain unaffected by the amount of 
entrapped water, though they provide a direct measure of the hydrophilic and 
hydrophobic fractions in the direct surrounding of the spin probe (∼5 nm). This is a hint 
that a microphase separation takes place inside the mesoglobule. At the periphery, spin 
probes experience the environment of chains that are in the process of dehydration and 
are not affected by the entrapped water. In the core, the spin probes are placed in fully 
water swollen polymers or even bulk water in a range greater than their mean free 
pathway. Second, the fraction of spin probes in a hydrophobic environment grows larger 
when the temperature is increased. This could be explained by two effects. With 
increasing temperature there is a stronger tendency for the OEG chains to become more 
hydrophobic, which may lead to a larger volumetric ratio of dense polymeric regions 
(‘skin thickness’). Further, every change of the temperature also leads to a reorganization 
of the polymer chains and dendrons in the mesoglobules and affects the surrounding of 
the spin probes. In the course of this reorganization, also small amounts of water may be 
released from the mesoglobule. This assumption is corroborated by light scattering 
studies that observed a shrinking of the mesoglobules above .
[54,55]
 At a given 
temperature, however, the system remains in metastable state.  
 The ‘micro’ skin barrier effect proposed here explains, why the mesoglobules are 
stable in size though being in non-equilibrium conditions. At a given temperature and 
irrespective of the heating rate, the size of the mesoglobule remains constant, even if the 
polymer solution is diluted to substantially lower concentrations.
[55,56]
 It also accounts for 
the EPR spectra being time-independent at a certain temperature. The mesoglobules do 
not undergo structural changes and spin probe diffusion in and out of the aggregates is 
prohibited.  
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 Under the assumption of a skin barrier and its increasing effect on larger 
mesoglobules, a large aggregate would approach the characteristics of a hollow (or 
rather water-filled) sphere. The collapsed chains give rise to a high polymer density at the 
periphery of the sphere, while the swollen polymers in the core exhibit a significantly 
decreased density. This problem can in principle be assessed by light scattering, since the 
ratio of the radius of gyration and the hydrodynamic radius %( %&⁄  assumes characteristic 
values depending of the shape of the mesoglobule. For a uniform sphere, a value of 
0.775 is expected, while an infinitely shallow hollow sphere gives rise to a characteristic 
ratio of %( %&⁄  1.
[67]
 Thus, a mesoglobule with a denser outer part should exhibit an 
%( %&⁄  between these two values. 
 Opposing the picture of a hollow sphere, Bolisetty et al. observed a ratio of ∼0.7.
[54]
 
Kujawa et al. noted that values below 0.78 are obtained, characteristic of a molten 
globule with a denser core.
[57]
 However, of all seven reported %( %&⁄  ratios in their paper, 
only two values fall below a threshold of 0.77. Aseyev et al. stated that the ratio 
fluctuates around a value of 0.775, but under closer inspection, a clear linear increase of 
the ratio with increasing molecular weight of the formed aggregates is visible (Figure 9 in 
Ref [55]). In fact, one can even find clear support for the proposed hollow sphere 
formation of large aggregates in this most detailed study with 20 different values for a 
variety of molecular weights. For small aggregates with low molecular weights          
(∼1·108 g mol–1), the obtained values indeed fluctuate around the characteristic value of 
a uniform sphere, while values around 0.9 are found for large aggregates               
(>1.5·109 g mol–1).  
 In the previous paragraphs, it was explained and reasoned how the skin barrier 
effect could account for an entrapment of water and how this would lead to a higher spin 
probe fraction in a hydrophilic surrounding. The next paragraphs will focus on a peculiar 
detail of the EPR collapse curves that was neglected in the discussion so far: A slow 
heating rate results in a slight increase of the spin probes fraction in hydrophilic regions 
at temperatures slighty above the critical temperature (cf. Figure 7.5).  
 Utilizing nonradiative energy transfer, Kujawa et al. observed that in a narrow 
temperature window of a few K in the vicinity of , fluid pNiPAAm mesoglobules were 
formed that merged and grew.
[56]
 Upon further heating, these mesoglobules underwent 
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a conversion from fluid particles to rigid spheres that were unable to merge or undergo 
chain exchange. Further, they observed a broad distribution of relaxation times, which 
they attributed to heterogeneities in the mesoglobule. In their study of the mesoglobule 
formation of PG2(ET), Bolisetty et al. observed a transition from reaction limited colloidal 
aggregation to diffusion limited colloidal aggregation at 38 °C.
[54]
 This is the exact 
temperature of the observed local maximum of the spin probe fraction in a hydrophilic 
environment 	. All these observations support the proposed skin barrier effect and 
constitute a first hint that the dense polymer layer is formed in the same narrow 
temperature regime, in which the counterintuitive increase of 	 is observed.  
 Finally, by FTIR studies on pNiPAAm it was found that in this small temperature 
regime, loosely bound water molecules are expelled from the polymer chain into bulk 
water.
[15,68–70]
 With this last piece of information one can construct a detailed explanation 
of the mesoglobule formation in the framework of the skin barrier effect:  
 In a narrow regime above  (∼4 K), a dense, impermeable polymeric layer is 
formed by the dehydration of peripheral dendrons/polymers. During this dehydration 
process, one part of the incorporated spin probes is released from the mesoglobule into 
the bulk water phase. Thus, the fraction 	 slightly rises. Once expelled from the 
mesoglobule, they are unable to re-enter due to the skin barrier. For the same reason, 
entrapped water is forced to stay inside. As the temperature increases, interactions 
between polymer and water become less favorable. Thus, the entrapped water is 
microphase separated from the polymer chains in the formed mesoglobule, which 
altogether leads to a transformation into a hollow sphere-like structure.     
 So far, a general explanation of the skin barrier formation and its effect on the 
mesoglobules for different heating rates and polymer concentrations has been given. 
Now, the question needs to be addressed, why there is a dependence of this effect on 
the dendron architectures. As described earlier, the heating rate hardly imposes any 
effect on the EPR spectra for PG2(ETalkyl). Only a slight change is observed for PG1(ET), 
while the spectra in PG2(ET) and PG3(ET) exhibit considerable deviations.  
 Similar to the dehydration and the precollapse, the skin barrier effect is governed 
by the hydrophilicity of the core. Due to their hydrophilic ethylenoxide core, PG2(ET) and 
PG3(ET) possess an intrinsic water reservoir that can be entrapped in the mesoglobule. 
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From another point of view, they can be approximated as a mixture of hydrophobic 
(dendron periphery) and hydrophilic (dendron core) compounds. While the hydrophobic 
parts are responsible for the polymer aggregation and the formation of a skin barrier, the 
water-swollen hydrophilic compounds are located in the mesoglobule. PG1(ET) lacks a 
hydrophilic core, and PG2(ETalkyl) possesses a core, which exhibits a higher 
hydrophobicity than the periphery of the dendron. In line with the increased dehydration 
of single polymer chains below the critical aggregation temperature, PG1(ET) and 
PG2(ETalkyl) contain considerably less associated water when the impermeable polymer 
skin is formed. Hence, less water is entrapped and the skin effect leads to less 
pronounced changes of the mesoglobules and the incorporated spin probes.  
 
 
7.5  Conclusions 
 
In conclusion, the thermal transition of thermoresponsive dendronized polymers with 
different cores could be characterized on a molecular scale by CW EPR spectroscopy. 
Already ∼4 K below the critical aggregation temperature, dynamic inhomogeneities are 
observed, which originate from a partial intra-polymer collapse on the nanometer scale. 
At , these structural inhomogeneities are formed between different polymers and 
trigger the aggregation of the complete polymer sample into mesoglobules.  
 While macroscopic turbidity measurements suggest a sharp phase transition of the 
polymer, this study reveals that the dehydration of the polymer chains proceeds over a 
temperature interval of at least 30 °C. It cannot be described by a single de-swelling 
process that would be expected for a thermodynamic phase transition. Rather, the 
dehydration should be viewed as a molecularly controlled non-equilibrium state and 
takes place in two steps. The local heterogeneities grow in size and polymer chain 
fluctuations slow down. Within ∼7 K above , the majority of the dehydration is 
completed and percolation for the fraction and volume of hydrophobic regions is 
reached. Heating the samples even higher only leads to an additional loss of residual 
water from the collapsed system.  
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 Heating rate dependent changes of spin probe fractions in hydrophilic and 
hydrophobic environments were interpreted by the formation of a dense polymeric layer 
at the periphery of the mesoglobule, which is also formed in a narrow temperature range 
of ∼4 K above  and prohibits the release of molecules that are incorporated in the 
polymer aggregate. Thus, a considerable amount of water is entrapped in large 




Scheme 7.3 Effect of the dendron architecture on the thermoresponsive properties of the 
polymers. A hydrophilic core (blue segments for PG2(ET) and PG3(ET)) decreases the 
dehydration efficiency of the mesoglobule and counteracts the formation of inhomogeneities below 
the critical temperature (pre-collapse). Large amounts of incorporated water give rise to a 
pronounced skin barrier effect that imposes significant changes with respect to the rate of heating 
and the polymer concentration. These effects are reverted by a hydrophobic core (red segment in 
PG2(ETalkyl)), which increases both the dehydration efficiency and the pre-collapse and 
diminishes the amount of entrapped water in the mesoglobule.    
 
While the aggregation temperature mainly depends on the periphery of the dendrons, all 
other observed processes and effects are sensitive to the hydrophilicity of their inner 
parts. A hydrophobic core provides for a high dehydration efficiency of the formed 
mesoglobules. The dependence of these three processes on the molecular architecture is 
summarized in Scheme 7.3. Even below the aggregation temperature, it triggers a partial 
collapse of the single polymer chains as water becomes an increasingly poor solvent. 
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Further, the hydrophilicity of the core governs the amount of water that is incorporated 
in the mesoglobule and entrapped due to the impermeable skin barrier.  
 In summary, CW EPR is a particularly simple technique that provides unique 
information on the thermal transitions of amphiphilic polymers both on the molecular 
and on the mesoscopic level. Thus, it is an indispensible addition to the commonly 
applied characterization techniques such as light scattering. While light scattering is 
restricted to low polymer concentrations, high concentrations are favorable for EPR 
studies since the volume fraction of the polymer governs the distribution of the 
amphiphilic spin probe.  
 
 
7.6  Materials and Methods 
 
Materials. All thermoresponsive dendronized polymers were prepared by Wen Li. The synthetic 
procedures are reported elsewhere.[24–26,71] 2,2,6,6-Tetramethylpiperidine-1-oxyl (TEMPO, 98 %, 
Aldrich) was used as received. Distilled water was further purified by a MilliQ System (Millipore) to 
achieve a resistivity of 18.2 MΩ cm.  
Sample Preparation. A 0.2 mM aqueous TEMPO solution was added to the appropriate amount 
of polymer to achieve a 10 wt% polymer solution. The high polymer concentration was chosen 
since the ratio of the amphiphilic spin probe in hydrophilic and hydrophobic environments strongly 
depends on the volume fraction of the collapsed polymer in water. No fundamental differences in 
diluted polymer solutions are expected, since turbidity measurements on comparable dendronized 
polymer systems showed that the aggregation temperature between highly diluted and 
concentrated solutions differs by only 2 °C.[24] 
EPR studies. All EPR spectra were recorded by Wen Li on a Miniscope MS200 (Magnettech, 
Berlin, Germany) benchtop spectrometer working at X-band (~9.4 GHz) with a modulation 
amplitude of 0.04 mT, a sweep width of 8 mT, a sweep time of 30 s, and a microwave power of 
12.5 mW. The temperature was adjusted with the temperature control unit TC H02 (Magnettech), 
providing for an electronic adjustment in steps of 0.1 °C in the range of -170 °C to 250 °C. For the 
reported data in the first two parts of this chapter (Sections 7.2 and 7.3), the polymer solutions 
were ramp heated ($30 K min–1) to a maximum temperature of 65 °C, then decreased stepwise for 
the actual measurements. In the second part, EPR spectra are shown, which result from a slow 
heating (1 K min–1) of the samples (Section 7.4). 
Data analysis and interpretation. CW EPR spectral simulations were performed with a Matlab 
program utilizing the fast-motion routine of the Easyspin software package for EPR.[72] Above , 
two spectral components A and B could be distinguished that add to the combined simulation '** 
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in the appropriate fraction + ('**  	'	 , 1  	'). The isotropic hyperfine and -values,  
and , are inherently coupled and affect each other. Thus, it is difficult to infer the precise         
-value in two-component spectra by spectral simulations. In the regime relevant for species A, 
the relationship between 	 and 	 was determined by analysis of the single component nitroxide 
spectrum of 0.2 mM TEMPO in water at various temperatures, yielding a set of  and  pairs. 
The relation between  and  was then approximated by a linear extrapolation of the dataset. 
The overall fraction of spin probes in a hydrophilic environment 	 for temperatures above  was 
determined by 
	  	
	  65 °C
  65 °C
, 1  	
  65 °C
  65 °C
, (7.1) 
assuming that (65 °C) represents the static hyperfine coupling limit of spin probes located in 
hydrophobic, collapsed regions. Below , simulations were performed assuming a single spin 
probe species with parameters  and . The overall fraction of spin probes in a hydrophilic 
environment 	 was calculated by 
	 
  65 °C
  65 °C
. (7.2) 
The simulation procedure is detailed in Appendix D.1 on the example of PG1(ET).    
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In this thesis, the functional structure of different amphiphilic macromolecules and 
oligomers was studied by CW and pulse EPR spectroscopy. Due to their structural 
heterogeneities on the molecular and nanoscopic level they can host and transport small 
molecules. By employing EPR-active probe molecules and ions, the local structure of 
these materials was examined from the unique perspective of guest molecules that are 
incorporated in the systems and directly experience all structural features relevant for 
the transport characteristics. 
 Human serum albumin exhibits the best-defined structure of all studied materials, 
which is still highly adaptable to fit the requirements of a myriad of ligands. The binding 
of fatty acids studied here originates from a sophisticated interplay between 
hydrophobic channels and charged anchor groups. Using spin-labeled fatty acids, 
structural information could be accessed that is directly related to this highly relevant 
transport function. It was found that the charged protein residues, which function as 
anchors for fatty acids, are distributed asymmetrically in the protein as suggested by the 
crystal structure (Chapter 3). In contrast, a remarkably symmetric entry point distribution 
of the fatty acid binding channels was found in contrast to the crystal structure, which 
suggests an asymmetric distribution for both, anchor and entry points. It can be 
concluded that the structure of these highly dynamic surface-exposed regions is not fully 
reflected by the crystal structure, which rather represents one entrapped conformer of 
the protein. A symmetric distribution of the binding sites’ entry points facilitates the 
uptake and release of fatty acids and aids the optimized function of the protein as a 
transporter of fatty acids.  
 Star-shaped cholic acid oligomers also show a complex molecular self-organization 
due to the facial amphiphilicity of their building blocks. They can host and transport 
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hydrophobic molecules in hydrophilic solutes and vice versa. Besides the inclusion of 
guest molecules, a preordered arrangement of incorporated 1,2,3-triazole groups 
induces a strong, chelate-like complexation of metal ions and leads to a close contact 
between metal and host (Chapter 4). A ternary self-assembled system of oligomer, host 
molecule, and metal ion bears a remarkable structural analogy to an active site in metal-
containing enzymes. However, due to their limited size, the cholic acid derivatives cannot 
achieve a structural complexity that determines the pronounced binding selectivity and 
versatility of HSA. Further, the self-assembly of the metal ions is largely affected by slight 
structural variations of the molecule. Without structural restrictions, each triazole unit 
acts as a single entity, thus significantly reducing the coordination characteristics of the 
oligomer. The loose binding of the metal ions results in a loss of the metal–guest 
molecule contact and of the enzyme-like function.      
 Despite the absence of structural regularities as in biological systems, synthetic 
polymeric amphiphiles were found to exhibit surprisingly complex structures and 
functions. During the thermally induced phase separation, hydrogels based on                
N-isopropylacrylamide phase segregate into hydrophilic, water-swollen and 
hydrophobic, collapsed domains on the nanometer length scale. In contrast to sharp 
macroscopic volumetric changes, the phase separation proceeds over a significantly 
broader temperature range on this local scale (Chapter 5).  
 This broad transition range is also reflected in the efficiency of the NMR signal 
enhancement by dynamic nuclear polarization (DNP). A gradual rather than a sharp 
decrease was found when the critical temperature of the spin-labeled hydrogel is 
approached, which is indicative for a slowly increasing fraction of dehydrated regions. In 
general, it was demonstrated that spin-labeled thermoresponsive hydrogels are suitable 
hyperpolarizing agents that allow for an efficient radical–solute separation (Chapter 6). 
The partial collapse due to microwave-induced heating can be prevented by DNP 
measurements at low temperatures. Hence, the full strength of these DNP agents can 
still be revealed.   
 Remarkably, the nanoscopic structural heterogeneities of the thermoresponsive 
hydrogels manifest themselves in an inhomogeneous catalytic activity. While the 
chemical decay of spin probes is significantly accelerated in hydrophilic regions, spin 
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probes in hydrophobic cavities are protected from any decay reaction (Chapter 5). This 
pronounced change of functionality in a range of only few nanometers bears surprising 
analogies to enzymes, which also contain both catalytic reaction centers and protective 
sites. It is remarkable that a statistical ternary thermoresponsive copolymer exhibits a 
catalytic acitivity and specificity comparable to functional biomacromolecules that are 
optimized for a specific type of reaction. 
 In an analogous study, the nanoscopic structure of thermoresponsive dendronized 
polymers with different dendritic cores was characterized. Again, the phase separation 
results in local structural heterogeneities of hydrated and dehydrated regions. However, 
the observed heterogeneities of dendronized polymers are highly dynamic in contrast to 
the heterogeneities observed in the studied hydrogels, which are static on a time scale of 
at least two hours. This nicely illustrates the dependence of the polymer architecture on 
the local behavior. For hydrogels, the phase separation of and the encapsulation of the 
spin probes is governed by inhomogeneous chemical crosslinks. In dendronized 
polymers, physical crosslinks formed by extended side chains are responsible for these 
processes (Chapter 7).   
 Already ∼4 K below the critical aggregation temperature, a partial intra-polymer 
collapse leads to structural heterogeneities, which trigger the aggregation of the 
complete polymer sample into mesoglobules at the critical temperature. In analogy to 
the broad phase transition of the hydrogels, the dehydration of the polymer chains 
proceeds stepwise over a temperature interval of at least 30 °C and is facilitated by a 
hydrophobic dendritic core. The apparent hyperfine coupling and the relative fraction of 
spin probes in hydrophilic and hydrophobic regions allow for a direct comparison of the 
structure on different length scales. Structural differences originate from the kinetic 
entrapment of a non-equilibrium state, which results from the formation of an 
impermeable dense polymeric layer at the periphery of the mesoglobule (Chapter 7). 
  In summary, the local structure and function of a broad range of amphiphilic 
systems was characterized by EPR spectroscopy. The selective and sensitive 
paramagnetic spin probes revealed important and surprising features of the materials 
that are not or barely accessible by other techniques. The versatility of EPR spectroscopic 
methods allows to study a structure forming feature as general as amphiphilicity in all its 
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A.  The Functional Structure of Human Serum Albumin 
 
A.1  Reduction of Spin-Labeled Fatty Acids to EPR-Inactive Hydroxylamines 
 
Reduction with Phenylhydrazine 
 












The doxyl groups of the spin-labeled fatty acids were reduced to hydroxylamines with 
phenylhydrazine following the reaction scheme of Lee and Keana (Scheme A.1).
[1] 
Phenylhydrazine (97 %, Aldrich) was used as received. A 20 mM solution of phenylhydrazine 
in 0.1 M KOH was freshly prepared prior to each reduction (no coloration). 100 µl of         
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8.33 mM DSA (1 eq) in 0.1 M KOH were reacted with 25 µl of this solution (0.6 eq 
phenylhydrazine) at room temperature under argon atmosphere. The conversion of the 
reaction was followed by CW EPR spectroscopy (Figure A.1). Optimum conversions were 
achieved after 30 min (16-DSA) and 45 min (5-DSA), and using a slight excess of the reducing 
agent (0.1 eq). Under these conditions, 93±3 % of 16-DSA and 5-DSA were converted into 
EPR-silent species. The resulting solution of 6.67 mM rDSA was used without purification. 
The final HSA–fatty acid samples were kept under argon to prevent re-oxidation of the 




Figure A.1. CW EPR spectra and double integrals of 16-DSA before (red) and after (blue) reduction 
with phenylhydrazine. The double integrals (DI) of the spectra correspond to the radical concentration 
and can be compared directly as the spectra were recorded under the same conditions. This allows 
determining the conversion (93 %), taking into account the altered fatty acid concentrations due to 
addition of the phenylhydrazine solution. 
 
The above-mentioned method provides the best reduction efficiency and was used for the 
preparation of all samples described in Chapter 3. However, phenylhydrazine is mutagenic, 
and remaining traces of this reagent could potentially alter the structure of HSA. Thus, a 
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second reduction technique was chosen to confirm the obtained results and to ensure that 
the protein structure is not altered.  
 
Reduction with Ascorbic Acid 
The synthetic scheme of Paleos and Dais was followed.
[2]
 Ascorbic acid (99 %, Aldrich) was 
used as received. 2.68 mg (7.0 mmol) 16-DSA was reacted with 12.33 mg (70 mmol) ascorbic 
acid in 10 mL 0.1 M KOH at room temperature under argon atmosphere. Though the 
reaction was described stoichiometrically quantitative in the original publication, only a 20-
fold excess of the reducing agent provided for an almost quantitative conversion to the 
hydroxylamine after 30 min, as checked by CW EPR. The mixture was neutralized with HCl 
(conc.) and extracted with diethylether (3 × 10 mL). The organic phase was extracted with 
deionized water (10 mL) and dried with MgSO4. The solvent was removed by evaporation. 
The yield was 60 %. During the purification process, 15±5 % of the fatty acids were re-
oxidized to EPR-active nitroxides. 
 
After preparation of a 6.67 mM solution of 16-rDSA in 0.1 M KOH, HSA–fatty acid complexes 
were prepared by mixing with 16-DSA and HSA as described in the main text. Both CW EPR 
and DEER data (not shown) are in agreement with the results obtained with the 
phenylhydrazine reduced fatty acid. Hence, potential phenylhydrazine traces do not induce 
changes of the protein structure that can be detected by EPR.  
 
Stearic Acid as EPR-Inactive Molecule 
Stearic acid as a diamagnetic molecule can be also used as a spin diluting additive. In 
advantage to rDSA, it allows a direct comparison with the crystal structure. However, it 
exhibits slight structural deviations to DSA concerning both steric and polar effects. This 
could lead to different binding preferences and thus to a non-statistic distribution of the DSA 
molecules among the fatty acid binding sites.  
 Another problem relates to its low solubility in water. In contrast to DSA and rDSA, it is 
not soluble in 0.1 M KOH at a concentration of 6.67 mM. A relatively homogeneous 
suspension is obtained, which can be admixed to DSA and HSA. Up to a ratio of 1:2:2 
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(HSA:SA:DSA), all stearic acid molecules are complexed by HSA as indicated by the CW EPR 
spectra and the clear solution obtained. Above a ratio of 1:2:2, the CW EPR spectra do not 
change and a precipitate is observed, indicating that no further stearic acid molecules are 
absorbed. 
 The obtained DEER data are in agreement with samples containing reduced DSA (data 
not shown). This could indicate that the structural deviations do not lead to different 
preferential binding sites. Given the fact that the DEER data do not undergo substantial 
changes at any condition, a second possible explanation implies that the fatty acids are 
distributed very homogeneously in the protein and binding site preferences do not manifest 
in different distance distributions. This is elaborated in Section 3.2. 
 
 
A.2  CW EPR Studies with Paramagnetic DSA without Spin Dilution 
 
For comparison, CW EPR spectra of HSA–16-DSA complexes without diamagnetic fatty acids 
were recorded at different ratios (Figure A.2). Different binding affinities and binding site 
preferences of the diamagnetic and the paramagnetic DSA molecules would manifest in 
different ratios of bound and unbound species compared to the spin-diluted CW EPR spectra 
(Figure 3.2a). 
 Large differences can be excluded, since the series of spectra exhibit only small 
differences. For the samples containing solely 16-DSA, up to three fatty acids are complexed 
without the signature of an unbound species. At this ratio, only a negligible amount of fatty 
acid is not taken up, when a mixture of 16-rDSA and 16-DSA is applied (cp. ratio 1:1:2,  
Figure 3.2a). A slightly more prominent signal of the unbound fatty acid at higher HSA–DSA 
ratios originates from the fact that the signal of the bound species is slightly broadened due 
to dipolar couplings and Heisenberg spin exchange and is thus decreased in its height. The 
ratios of the double integrals (which correspond to the total concentrations) of both species 
are in agreement, with deviations within the experimental error margin at all ratios. 
 




Figure A.2. CW EPR spectra of HSA and 16-DSA at different protein–fatty acid ratios (  298 K). 
The characteristic signatures of DSA bound to HSA are marked by solid lines. The signatures of free 
fatty acids in solution are marked by dashed lines. 
 
 
A.3  CW EPR Studies of Fatty Acid Free HSA 
 
Under physiological conditions, between 0.1 and 2 fatty acid molecules are bound to HSA. 
When studying the complexation of fatty acids by HSA, these natural intruders could obscure 
or distort the results. For this reason, HSA batches without residual fatty acids were used in 
many studies dealing with this topic. 
 In Figure A.3, CW EPR spectra of HSA–16-DSA mixtures at different ratios are shown. 
For this reason, fatty acid free (f.a.f.) HSA (Sigma, <0.007 % FA, purification by agarose gel 
electrophoresis) was used as received.  
 Surprisingly, a small signature of free fatty acid is observed even at a ratio of 1:2. In 
general, the spectra with f.a.f. HSA correspond to spectra of non-denaturated HSA 
complexed with two additional fatty acids (Figure A.2). 
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Figure A.3. CW EPR spectra of fatty acid free HSA and 16-DSA at different protein–fatty acid ratios 
(  298 K). The characteristic signatures of DSA bound to HSA are marked by solid lines. The 
signatures of free fatty acids in solution are marked by dashed lines. 
 
Though essentially fatty acid free albumin should be capable to bind more or at least equal 
amounts of fatty acids, a decreased fatty acid binding is observed compared to non-
denaturated HSA. This could be due to a partial degeneration of the protein caused by the 
purification process, which could result in the loss of one (or several) fatty acid binding sites.  
 For this reason, non-denaturated HSA was used throughout this study. Potentially 
residual fatty acid molecules were regarded as a far less severe problem, since they can 
exchange with EPR active fatty acids and do not prohibit the desired uniform distribution of 
DSA among all possible binding sites. This fast exchange of even tightly bound fatty acids is 
affirmed by a ready exchange of DSA and rDSA. Comparable CW EPR and DEER spectra were 
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A.4  No Dimers in Solution Observed by DEER 
 
The DEER time trace of a 1:1 mixture of HSA and 16-DSA is displayed in Figure A.4. The 
exponential decay of the signal originates from homogeneously distributed spins in the 
sample. Note the absence of a cosine modulation, which precludes a dipolar coupling of two 




Figure A.4. Raw DEER data of a HSA–16-DSA mixture with a ratio of 1:1. A fit of the time-domain 
data with an exponential function    exp
, accounting for homogeneously distributed electron 
spins in three dimensions, is displayed in red. The arrow marks the deviation from the experimental 
time trace at small times  due to a depopulation of short distances. 
 
Two conclusions can be drawn from this observation. First, no dimer formation of two HSA 
molecules is observed. HSA dimers may arise due to the formation of an intermolecular 
disulfide bond involving the single free cystein residue in the protein.
[3,4]
 A dimer with a fixed 
structural relationship between two protein molecules would lead to distinct intermolecular 
distances of the incorporated DSA molecules, which would manifest themselves in dipolar 
modulations. This conclusion is based on the realistic assumption that at least one 
intermolecular pair of binding sites should be within a distance range of 6 nm, which can be 
detected by a dipolar evolution time of 2.7 µs. Even if dimer formation occurred, it would 
not lead to artifacts in the DEER distance distribution. Second, the fatty acids are distributed 
224  Appendix A 
equally among all HSA molecules, i.e. one fatty acid molecule is incorporated per protein 
with a very high selectivity. This indicates a binding site with substantially higher binding 
affinity for DSA than all other sites. For stearic acid, K1 =  9.1 × 10
8
 and K2 = 3.6 × 10
8
, 
analyzed by a stepwise equilibrium model,
[5]
 are reported which are in agreement with this 
observation. Note that DSA could exhibit a slightly altered binding affinity due to slight 
structural deviations. 
 The deviation from an exponential decay at small dipolar evolution times  originates 
from a deviation of an ideal homogeneous three-dimensional distribution of all electron 
spins. Specifically, it is caused by a depopulation of small distances due to an excluded 




A.5  Background Correction 
 
In general, the exponential decay of the DEER signal due to homogeneously distributed 
electron spins can be described by the function    exp/, where  is a 
concentration and relaxation time dependent constant and  is the dimensionality of the 
sample.
[6]
 For proteins with no preferences for specific surfaces or interfaces (e.g. HSA),    
  3 can be assumed. However, the depopulation of short distances due to the excluded 
volume effect causes a deviation from   3 towards an apparently higher dimensionality.  
 For HSA, an approximate diameter of 5 nm was determined from the crystal structure. 
Hence, 5 nm was taken as lower distance limit for homogeneously distributed electron spins. 
In this approximation, all electron spins are assumed in the center of a spherical protein 
molecule. Though not strictly valid, this assumption delivers realistic results regarding the 
quantification of the expected excluded volume effect. Above the limit of 5 nm, the 
probability to find other electron spins scales with 4 for a three dimensional distribution 
(Figure A.5a). By this relationship, relative probabilities 
 of spins within 40 nm (which 
contribute to the background signal)
[7]
 were determined and a theoretical DEER signal was 
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calculated (Figure A.5a). By fitting of the signal with an exponentially decaying function, an 




Figure A.5. a) Simulated homogeneous distances distribution of electron spins in three dimensions 
with a lower limit value of 5 nm. b) Calculated normalized DEER time-domain data (black) and fit with 
an exponentially decaying function (red).  
 
This calculated value is in excellent agreement with the optimized dimensionality value of 
the measured DEER data determined by DeerAnalysis2008 program. It ranges from   3.7 
to 4.0 for HSA–DSA complexes of all measured ratios. A value of   3.8 was consistently 
used to obtain background corrected data.  
 
 
A.6  Distances Retrieved from Crystal Structure 1e7i  
 
Distance distributions were generated from the crystallographic data to allow a direct 
comparison to the fatty acid distance distributions in HSA is solution, as observed by DEER. 
The distances   between the C-16 (or C-5) atoms of the fatty acids in all sites (1-7) are 
displayed in Tables A.1 and A.2. Note that the position of the respective carbon atom is an 
approximation of the unpaired electron position. The displacement from the carbon atom is 
0.2 nm, assuming that the electron spin density resides in the middle of N-O bond. 
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Table A.1. Distances [nm] between C-16 Atoms of Stearic Acid Molecules in HSA  
Obtained from Crystal Structure 1e7i 
 
1 
     
2 2.23 2 
    
3 2.54 4.64 3 
   
4a 2.64 4.26 2.13 4a 
  
5 4.41 6.53 3.17 2.59 5 
 
6 3.54 3.83 3.17 3.70 5.90 6 
7 2.06 3.38 1.76 2.44 4.52 1.32 
 
 
Table A.2. Distances [nm] between C-5 Atoms of Stearic Acid Molecules in HSA  
Obtained from Crystal Structure 1e7i 
  1   
2 2.48 2   
3 3.42 3.63 3   
4a 3.10 3.71 0.89 4a   
5 3.25 5.00 2.68 2.14 5   
6 4.18 3.29 1.82 2.18 4.31 6 
7 2.92 1.35 2.59 2.92 4.54 2.18 
 
Site 4: Bhattacharya et al. pointed out that the methylene tail of stearic acid traverses the 
entire width of the hydrophobic tunnel of site 4 formed by the protein. They suggested an 
alternative binding mode of stearic acids to site 4 in an inverted configuration (4b).
[8]
 Site 4a 
is common for all fatty acids regardless of their length and offers additional electrostatic 
interactions between the carboxylic acid group and Arg410, Tyr411, and Ser489 residues of 




 Thus, site 4a was chosen for the calculation of all distance distributions. These 
distance distributions also offer a better agreement with the DEER data. 
 Sites 1 and 7: In the crystal structure, the stearic acid in binding site 1 is only resolved 
to its C-13 atom, the fatty acid in site 7 to C-11.
[8]
 Thus, the distances to the C-16 positions of 
these sites were extrapolated, assuming that the fatty acids linearly extend along the 
direction of the five last atoms of their methylene chain. The extrapolated distance values 
are colored (Table A.1). 
 
 
A.7  Distance Distribution by Consecutive Occupation of Binding Sites  
 
One could assume that the DEER distance distribution upon addition of two FA equivalents 
to HSA predominantly reflects the distances between the two most tightly bound fatty acids 
in the high affinity binding sites. In this framework, the addition of more fatty acid 
equivalents would lead to a broadening of this basic distribution as multiple additional 
distances are added upon occupation of further sites. Hence, one could try to locate the 
position of those binding sites with the highest affinity for fatty acids. 
 The dominant peak in the 16-DSA distribution is centered at 3.6 nm (Figure 3.3). As can 
be retrieved by Table A.1, corresponding crystal structure distances are 3.54 nm (distance 
between sites 1–6), 3.83 nm (sites 2–6), and 3.70 nm (sites 4–6). Note that all potential 
distances include site 6, which was previously assigned as a low affinity binding site.
[9]
 The 
corresponding distances of the C-5 positions are 4.18 nm (sites 1–6), 3.29 nm (sites 2–6), and 
2.18 nm (sites 4–6). While the latter two distances fit well into the observed distribution, the 
distance of 4.18 nm between sites 1 and 6 is too high. Hence, this analysis would assign 
either sites 2 and 6 or sites 4 and 6 as binding sites with the highest affinity for fatty acids. 
 The analysis can be extended to three bound fatty acids by simulation of the addition 
of a third equivalent of fatty acid. Let us assume that these fatty acids were predominantly 
located at binding sites 2, 4, and 6. As demonstrated in the last paragraph, all distances 
between sites 2 and 6, and 4 and 6 fit in the observed distance distributions. However, the   
C-16 positions of sites 2 and 4 are at a distance of 4.26 nm, which does not fit to the 
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observed distributions. The same is true for all other possible combinations of three binding 
sites.    
 Even at this early stage, the crystallographic distances do not fit to the EPR data. Thus, 
no meaningful results can be retrieved by this analysis. A conformational change of (parts of) 




A.8  MD Simulations 
 
MD simulations were performed to investigate if the protein may assume a structure that 
resembles the obtained DEER data better after relaxing in a hypothetical aqueous 
environment. 1200 snapshots of the protein structure were averaged and analyzed in terms 
of distances between complexed fatty acids. The retrieved distances are summarized in 
Tables A.3 and A.4. Extrapolated distance values to the C-16 positions in sites 1 and 7 are 
colored (cf. Appendix A.6). 
  
Table A.3. Distances [nm] between C-16 Atoms of Stearic Acid Molecules in HSA  
Obtained by MD Simulation 
  1   
2 2.01 2   
3 2.69 4.58 3   
4a 2.30 4.02 2.2 4a   
5 4.51 6.52 3.21 2.66 5   
6 3.25 3.60 3.20 3.72 5.91 6 
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Table A.4. Distances [nm] between C-5 Atoms of Stearic Acid Molecules in HSA  
Obtained by MD Simulation 
  1   
2 2.28 2   
3 3.34 3.47 3   
4a 3.04 3.55 1.06 4a   
5 3.53 5.10 2.84 2.36 5   
6 4.26 3.35 1.88 2.28 4.49 6 
7 2.84 1.40 2.42 2.83 4.68 2.18 
 
The distance distributions obtained after the MD simulation exhibit slight but no substantial 
deviations from those of the original crystal structure (Figure A.6).  
 For the C-16 position of the fatty acids, the MD structure is in a slightly better 
agreement with the experimental data than the crystal structure. Especially when 
contributions from the sparsely resolved fatty acids in the low affinity binding sites 1 and 7 
are neglected, a distance distribution is obtained that is similar to the experimental data. 
Note that distances >6 nm are not accessible by DEER with a dipolar evolution time of 2.5 µs. 
 For the C-5 position, crystal and MD structure exhibit even minor deviations. Both 
distributions are in a better agreement with the experimental data in comparison to the C-
16 position. Note that the C-5 position is close to the charged anchoring groups of the 
binding site while the C-16 position is proximate to the entry of the fatty acid channel. 
Hence, these observations – minor deviations between crystal and MD structure and a 
better agreement with experimental data in solution – support the suggestion that 
anchoring region of the protein is rigid while the entry points have a substantial higher 
degree of freedom and flexibility.  
 In summary, the MD structure correlates better with the measured DEER data, 
however changes towards the crystal structure are too small to allow for a thorough 
conclusion. 
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Figure A.6. Comparison of experimental distance distributions obtained by DEER (black) with 
calculated distributions from the crystal structure (red) and MD simulation (blue). Top: Experimental 
16-DSA data and calculated data (position C-16) assuming that a) all 7 binding sites are occupied by 
fatty acids and b) without FA 1 and FA 7. Bottom: Experimental calculated data regarding position    
C-5 of the fatty acid. c) Occupation of all binding sites, d) occupation of sites 2–6. 
 
  
A.9  ESE Detected Spectra of HSA–16-DSA Mixtures 
 
ESE detected spectra of HSA with varying amounts of 16-DSA are displayed in Figure A.7. An 
increasing number of spin-labeled fatty acids per protein molecule leads to an increasing 
relative height of the spectral flanks, as the transverse relaxation time  of the spin clusters 
decreases.   
 Since the spectra are detected by a primary echo sequence, both the echo amplitude 
and the spectral height depend on the ratio of the interpulse delay  and the transverse 
relaxation time . The  time is not homogeneous for the whole spectrum but is slightly 
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higher for regions with strong contributions from . Hence, the central peak is more 




Figure A.7. ESE detected nitroxide absorption spectra of different HSA–16-DSA mixtures and of a 
rigid phenylene-ethynylene based biradical with a spin–spin distance of 2.8 nm. All spectra are 
normalized to their maximum value.  
 
 
A.10  No Orientation Selection Observed in HSA–DSA Conjugates 
 
The sin ! weighting of orientations of the spin–spin vector with respect to the magnetic field 
(eq. 2.100) may be skewed, if the orientation of the connecting vector is correlated to the 
orientation of the molecular frame of at least one of the paramagnetic centers. Such a 
correlation is not expected for self-assembled DSA molecules in HSA, since the spin-bearing 
hydrocarbon ring should be able to rotate rather freely around the methylene chain of the 
fatty acid, even if the fatty acids itself is motionally restricted due to narrow protein 
channels.  
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 The influence of a possible orientation selection on the DEER signal can be estimated 
by variation of the observer and pump frequencies within the nitroxide spectrum.
[7]
 In a 
field-swept DEER experiment, the frequency offset between the observer and pump pulses is 
kept constant, while both frequencies are varied by a sweep of the magnetic field          
(Figure A.8a). Thus, potential effects due to orientation selection are averaged and an 
undistorted Pake doublet is obtained.  
   
 
 
Figure A.8. a) ESE detected absorption spectrum of a 1:2 mixture of HSA and 16-DSA at 50 K. 
Arrows mark magnetic field positions of the observer (red) and the pump (black) pulse. The positions 
were varied by a field sweep while the frequency offset was kept constant. 12 equidistant DEER 
measurements were recorded in a sweep width of 3.6 mT. The dipolar evolution time  was set to 
1500 ns. b, c) Dipolar spectra of 1:2 complexes of HSA and 16-DSA/5-DSA. Black spectra represent 
single DEER scans with observer frequencies at the spectral maximum. Spectra in red were obtained 
by Fourier transformation of accumulated time-domain contributions from all scans. The resonances at 
~15 MHz originate from residual 1H ESEEM modulations. 
The Functional Structure of Human Serum Albumin 233 
 
The dipolar spectra of HSA admixed with two equivalents of 5-DSA and 16-DSA are shown in 
Figure A.8 b,c. The spectrum in black originates from a single DEER scan with the pump pulse 
at the maximum spectral position while accumulated data from the whole range of the field 
sweep is displayed in red. The spectra exhibit no significant deviations. Hence, no angular 
correlations are observed for both 5-DSA and 16-DSA.  
 
 
A.11  ESE Spectrum of HSA Complexed with Hemin and 16-DSA 
 
Hemin contains a paramagnetic center that gives rise to an EPR signal. However, Fe
3+
 
possesses a quadrupolar electron spin with "  3/2, which leads to a substantial broadening 
of the EPR spectrum (Figure A.9). Due to the low spectral density, DEER spectroscopy 
between the iron center and the nitroxide suffers from a low modulation depth and from a 
bad SNR independent of the spectral position of the pump pulse. Hence, hemin was replaced 




Figure A.9. ESE detected spectrum of HSA admixed with 1 eq. hemin and 1 eq. 16-DSA. In the inset, 
the spectrum is magnified by a factor of 50 to visualize the spectral contribution from Fe3+. 
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Figure A.10. Background-corrected DEER time-domain data and dipolar spectra of HSA complexed 
with 1 eq. of Cu(II) protoporphyrin IX and varying equivalents of 16-DSA. The observer pulse was 
applied at field positions exciting Cu(II) orientations predominantly in the #$-plane of the porphyrin ring 
(a, position xy) and outerdiagonal elements towards the molecular %-axis (b, position z1; and              
c, position z2). 
 
In Figure A.10, orientation-selective dipolar data between Cu(II) protoporphyrin IX and a 
varying number of paramagnetic 16-DSA molecules are displayed. Higher fractions of spin-
labeled fatty acids lead to increased modulation depths in analogy to the nitroxide–nitroxide 
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DEER measurements in Section 3.3. The dipolar spectra exhibit a decrease of the dominant 
frequency at ∼1 MHz, while strong dipolar contributions become more prominent at the 
same time. This trend is in full analogy to the results in Section 3.3. Large dipolar couplings 




A.13  Simulation Program for Orientation Dependent DEER Spectra 
 
In the following, the Matlab source code of the DEER simulation program is presented. 
Explanations are displayed in green.  
 





Sys1=struct('S',1/2,'g',g_Cu,'HStrain',[20 20 45],'lw',0.5); 
Sys2=struct('S',1/2,'g',g_Cu,'HStrain',[20 20 45],'lw',0.5); 
Sys1.Nucs='63Cu,14N,14N,14N,14N';Sys1.A=mt2mhz([2.10 22.0; 1.8 1.35;1.8 
1.35;1.8 1.35;1.8 1.35]); 
Sys2.Nucs='65Cu,14N,14N,14N,14N';Sys2.A=mt2mhz([2.10*1.588/1.484 
22.0*1.588/1.484; 1.8 1.35;1.8 1.35;1.8 1.35;1.8 1.35]); 
  
Exp.Field=335.5; %field position of observer pulse 
Exp.ExciteWidth=31.25; % excitation bandwidth of observer pulse = 1/tp 
  
TotalWeights1 = orisel(Sys1,Exp,opt);    
TotalWeights2 = orisel(Sys2,Exp,opt);    
TotalWeights = 0.6917*TotalWeights1+0.3083*TotalWeights2;  
B = TotalWeights/max(TotalWeights); 
 
%% orientation-dependent DEER calculations 






end;     
Ba=[B;Bneg']; 
  
% distances/angles from crystal structure 
r=[2.36 2.98 2.38 4.25 3.82 2.67]; % Cu to C-16 distances 
thetad=[64.7 56.2 85.7 73.2 88.5 75.8]*pi/180; %angles of connection 
vectors with respect to z-axis of Cu 
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%definition of other parameters for calculation 
gN=2.00581; %g-value for nitrogen assumed isotropic 
ge=2.0023; %g-value of the free electron 
np2=401; % number of points in dipolar and time dimension 













%% Gaussian distance peaks  
for y=1:length(r), 
  hom=0.1; 
  nax=40; % numbers of points of r-axis, nax=40 => dr=0.05 
  distr=zeros(1,nax); 
  rax=linspace(r(y)-1,r(y)+1,nax); % definition of r-axis +/-1 nm around               
  peak maximum  
  dist1=(rax-r(y))/sr1; 
  distr=distr+hom*exp(-dist1.*dist1); % Gaussian distribution  
  distr=distr/max(distr); %normalization to peak maximum 
  
  for z=1:length(rax), 
   nydd=52.04/rax(z)^3; % dipolar frequency [MHz/nm^3] 
   ddvec=[sin(thetad(y)) 0 cos(thetad(y))]; % dipole-dipole vector in the  
   reference frame of spin 1 
  
   for k=1:length(phi), % integration over all angles phi 
    for n=1:length(theta), %integration over all angles theta     
     st=sin(theta(n)); 
     ct=cos(theta(n)); 
     cfi=cos(phi(k)); 
     sfi=sin(phi(k)); 
     weight=Ba(n); %weighting of orientations according to orisel 
     if weight>1e-2, % lower limit for orientational contributions 
      if distr(z)>5e-2, %lower limit for contributions from r-values (5% of     
      peak maximum) 
       B0vec=[st*cfi,st*sfi,ct]; % magnetic field unit vector in frame of  
       Cu(II) porphyrin 
       cthdd=sum(B0vec.*ddvec); % cosine of angle between dipole-dipole  
       vector and magnetic field 
       gCu=sqrt((g_Cu(1))^2*st^2+(g_Cu(2))^2*ct^2); % g-value of Cu at the  
       respective orientation 
       dipfrq=gCu*gN/ge^2*nydd*(3*cthdd^2-1); % dipolar frequency at this  
       orientation 
       dip1=put(dip0,swdip,dipfrq,1); % create positive part of dipolar    
       doublet  
       dip1=put(dip1,swdip,-dipfrq,1); % create negative part of dipolar  
       doublet 
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       deer_frq=deer_frq+st*weight*distr(z)*dip1; % weighting of frequency      
       spectrum with sin(theta) 
       deer_time=deer_time+st*weight*distr(z)*(1-cos(2*pi*dipfrq*time)); %  
       time-domain data   
      else 
      end;   
     else 
     end; 
    end;  
   end; 
  end; 
 end; 
 





np=length(spc); % number of data points 
step=sw/(np-1); % frequency interval 
nya=-sw/2; % starting frequency (relative to center) 
poi=1+round((np-1)*(frq-nya)/sw); % data point in spectrum 
dny=frq-nya-(poi-1)*step; % frequency difference from center point 
delny=linspace(-3*step-dny,3*step-dny,7)/5; 
eline=exp(-delny.^2); 
if poi>3 && poi<=np-3, 
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B.  Copper Complexes of Star-Shaped Cholic Acid Oligomers with  
1,2,3-Triazole Moieties 
 




Figure B.1. Isolated spectral contributions of ‘bound’ and ‘intermediate’ copper species in CuCl2–T3t 
spectra recorded at 78 K. Spectra are shown in black, the corresponding simulations in red. The low 
field regions are magnified by a factor of ~15. The spectra and simulations were normalized with 
respect to their double integral. The peak positions of the spectral components parallel to the unique 
axis of the distorted octahedral Cu(II) frame are indicated by orange (bound) and blue (intermediate) 
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bars. The isolated spectral contributions & were obtained by linear combinations of the recorded 
spectra of Figure 4.3: &
bound  T3t
1: 2  0.56 T3t
1: 1 6 0.056 T3t
1: 0, and &
interm.  
T3t
1: 1  0.68 T3t
1: 2  0.1 T3t
1: 0. 
 
Different ratios of ‘bound’ and ‘intermediate’ copper species are present in the EPR spectra 
dependent on the relative amount of T3t that is admixed to CuCl2. Thus, a spectral 
separation of both species is achieved by linear combinations of the recorded spectra   
(Figure B.1, black curves). These isolated spectral components allowed for unpretentious 
simulations (red curves), which were then combined to match the original multi-component 
spectra (Figure 4.3). 
 
 




Figure B.2. Ratio of the fluorescence intensities  :⁄  of pyrene (0.2 µM, λex = 335 nm) in H2O as a 
function of the concentration of T3t (red triangles) and T3b in the absence (black open squares) and 
presence (blue circles) of 1 eq. Cu2+ in H2O. 
 
The intensity ratio of the first and third peak in its fluorescence spectrum,  :⁄ , serves as a 
measure for the polarity of the immediate environment around a pyrene molecule, since it is 
proportional to the hydrophobicity of the solvent. In the presence of T3t and T3b, the ratio 
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 :⁄  increases with an increasing concentration of the host (Figure B.2). This indicates that 
pyrene enters a less polar environment due to its inclusion in the hydrophobic cavities.  
 At the same concentration, the ratio  :⁄  is slightly decreased, when T3b is added as a 
host instead of T3t. A ratio is further decreased when 1 eq. Cu
2+
 was added to T3b prior to 
pyrene. This indicates that pyrene is not as readily accommodated in the hydrophobic cavity 
of T3b as in the pocket formed by T3t, especially after the addition of a metal ion. However, 
the observed effects are small and cannot account for the significant difference in the 
fluorescence quenching efficiencies of T3t and T3b.  
 
 
B.3  Origin of the Inhomogeneous Broadening of Non-Coordinated CuCl2 
 
For the ‘free’ Cu
2+
 species, and to a less extent for the both ‘loosely bound’ species, the 
hyperfine lines in the < region are broadened towards a higher field (Figure B.3). This 
broadening cannot be accounted for by unresolved hyperfine couplings or by a strains of the 
= or > tensors, as these broadenings would equally affect all hyperfine transitions.  
 It was found that, in a first approximation, the deviation of < from ? due to spin–
orbit coupling is antiproportional to <, i.e.  

<  ?< @ const.  (B.1) 
In fact, values between 163.3 and 168.0 MHz were obtained for all species in this study, with 
the exception of the ‘bound’ species, which exhibits a slightly lower value of 148.7 MHz.  
Although the increase of < does not fully account for the decrease of Δ<, both values are 
strongly coupled. Hence, a strain of the = tensor induces a coupled strain of the > tensor.  
 In Figure B.3, two spectral simulations of the free Cu
2+
 species are shown. The best fit 
of a simulation with a single Cu
2+
 species with <  2.419 and <  393.7 MHz is depicted in 
blue. In the second simulation, displayed in red, three different species equally contribute to 
the overall spectrum. These species exhibit slightly different < and < values, which were 
coupled according to eq. B.1. Specifically, data pairs (<, <)  (2.429, 393.7 MHz), (2.419, 
403.2 MHz), and (2.409, 413.7 MHz) were chosen, so that 
<  ?<  168 MHz was 
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fulfilled for all fractions. Since the main focus was on the low field region, the EPR 
parameters perpendicular to the unique octahedral axis were kept constant for both 




Figure B.3. Spectrum of CuCl2 in a ternary solvent mixture of ethanol, water, and glycerol (9:1:2 v/v) 
at 78 K (black) and corresponding simulations (blue, red), as specified in the main text. The low field 
regions are magnified by a factor of ~15. Both spectrum and simulations are normalized to their 
double integral. 
 
As can be clearly seen in the magnification of the spectrum, the latter approach mimics the 
asymmetric broadening of the hyperfine lines. The inherently coupled  and  distributions 
induce a significant broadening of the fourth low field transition, while both effects cancel 
out each other for the first hyperfine line.  
 In a more sophisticated approach, a Gaussian distribution of < and < values could be 
assumed. The width of this distribution would then provide quantitative information about 
ligand field inhomogeneities of the copper complexes. Even though this approach was not 
chosen, qualitative conclusions can be deduced from the spectral data. The largest relative 
broadening is observed for free CuCl2 in the ternary solvent mixture, since it forms various 
complexes with a large variety of ligands (water, ethanol, glycerol, and chloride). In contrast, 
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no comparable broadening is observed for the ‘bound’ and ‘intermediate’ species. Hence, 
the copper ions are located in a well-defined ligand field due to the presence of strong, 
chelating ligands. An intermediate broadening is observed for both ‘loosely bound species’. 
Here, chelating groups are absent, which provide for a defined coordination sphere. As the 
terminology suggests, the Cu
2+
 ions are rather loosely bound to the triazole groups and can 
form a variety of complexes with different ligand fields. 
 
 




Figure B.4. 3-Pulse ESEEM spectra of 1:2 mixtures of CuCl2–T3t and CuCl2–T3b at the EPR spectral 
maximum (corresponding to D). The displayed spectra are the average of three scans with  values 
of 132, 164, and 200 ns. All spectra were recorded at 10 K.   
 
3-Pulse ESEEM spectra of CuCl2 admixed with 2 eq. T3t and T3b are displayed in Figure B.4. 
Both spectra exhibit sharp dominant features at 0.92 MHz and 1.83 MHz, which can be 
assigned to nuclear quadrupole transitions EF and EG of remote nitrogen atoms in the limit 
of exact cancellation.
[10]
 In contrast, major deviations are observed in the frequency regime 
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of 2.5 to 10 MHz. CuCl2 in T3t exhibits a multitude of broad features which are absent for 
CuCl2 in T3b. Spectra similar to T3b were obtained for S2. Regarding the structural 
differences of T3t and T3b, they are assigned to multiquantum transitions that originate 
from a multitude of remote 
14
N atoms in the triazole unit. 
 In addition to the detailed Cu(II)–triazole binding studies, it was probed if other parts of 
the cholic acid oligomers act as ligands for the Cu
2+
 ion. In Figure B.5a, the proton region of 
the HYSCORE spectrum of a 1:2 mixture of CuCl2 and T3t in a protonated solvent mixture is 
depicted. No substantial differences were observed for all cholic acid oligo- and monomers 




Figure B.5. 1H region of the HYSCORE spectra of a 1:2 mixture of CuCl2 and T3t in the a) protonated 
and b) deuterated ternary solvent mixture ethanol/water/glycerol (9:1:2 v/v). The pulses were applied 
at the maximum of the Cu(II) spectrum. The spectra were recorded at 10 K,  was set to 132 ns. The 
antidiagonal characterizes the 1H frequency at the applied magnetic field.  
 
Besides the proton matrix peak, which originates from remote hydrogens, two types of 
strongly coupled protons are observed. Scalar coupled protons exhibit resonances along the 
antidiagonal, while dipolar coupled protons give rise to the observed ridge. The division of 
the ridge into two parts is a blindspot artifact. The missing inner part could be retrieved by 
setting  to 164 ns.  
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 All resonances from strongly coupled protons are absent when the sample is placed in 
fully deuterated solvents (Figure B.5b). Thus, the coupling to protons solely originates from 
solvent molecules, which bind to the Cu
2+
 ion by their oxygen atoms.   
 
 
B.5  Relative Spectral Contributions in Mixtures of CuCl2 and S2  
 
Table B.1. Spectral Contribution the Observed Copper Species for Different Cu–S2 Ratios 
ratio  
CuCl2 : S2 
relative spectral contribution 
free loosely bound1 loosely bound2 
2:1 0.61 ± 0.03 0.27 ± 0.04 0.12 ± 0.04 
1:1 0.21 ± 0.03 0.48 ± 0.08 0.31 ± 0.08 
2:3 0.17 ± 0.03 0.44 ± 0.08 0.39 ± 0.08 
1:2 0.13 ± 0.03 0.34 ± 0.09 0.53 ± 0.09 
1:3 0.07 ± 0.03 0.22 ± 0.09 0.71 ± 0.09 
1:4 0.04 ± 0.03 <0.05 > 0.92 
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C.  Chemical Nitroxide Decay in Thermoresponsive Hydrogels 
 
C.1.  Spin Probe Decay in Hydrogels P1 and P2  
 
At 5 °C, gel P1, swollen with pure water, and gels P1 and P2, swollen with 0.05 M HCl, yield 
comparable catalytic activities (Figure C.1a). In contrast, the catalytic activity of the hydrogel 
solutions containing HCl is strongly accelerated at 50 °C, while it is considerably decreased in 




Figure C.1. Nitroxide decay in hydrogels P1 and P2 at various solvent conditions and temperatures.   
a, b) Influence of the availability of mobile acidic protons:  P1 gel in pure water,  P1 gel + 0.05 M 
HCl, and  P2 gel + 0.05 M HCl. c, d) Catalytic activity of P1 in the presence of buffer solutions:       
 pure MilliQ water,  25 mM phosphate buffer (pH 7.4),  330 mM phosphate buffer (pH 7.4). The 
corresponding EPR spectra were recorded at 5 °C (a, c), and at 50 °C (b, d). 
246  Appendix C 
The anomalous feature of a decreasing catalytic activity with increasing temperature is not 
observed when P1 is swollen with a buffer solution instead of pure water (Figure C.1 c,d). 
These buffer solutions exhibit an enhanced catalytic activity at 50 °C since the localized 
carboxylic acid protons of P1 are mainly transferred to the mobile phosphate buffer and not 
affected by an altered hydrogen bonding framework.   
 
 
C.2  Reference Data Sets 
 
Neither an aqueous solution of non-crosslinked polymer P1 nor a buffer solution of gel P2 
gel cause a significant enhancement of the nitroxide decay, since they both lack one key 
factor that triggers the calalytic activity (Figure C.2). In non-crosslinked P1, a hydrogel 
network is absent that provides for the spatial confinement and for a large interfacial area 
between heterogeneities. Gel P2 fulfills this requirement, but it lacks acidic protons, which 




Figure C.2. Nitroxide decay in different aqueous media at 5 °C and 50 °C:  pure MilliQ water,  P2 
gel (25 mM buffer),  P1, non-crosslinked (10 wt% in pure water), and  P3 gel (25 mM buffer). 
 
Despite the fact that a disproportionation was mentioned as only possibility for spin probe 
degradation, a redox reaction of TEMPO with the hydrogel could also be responsible for the 
decay. Amide and isopropyl groups in the NiPAAm unit might be potential reaction partners. 
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To shine light onto this question, spectra of TEMPO in gel P3 was recorded since P3 exhibits 
a collapse behavior comparable to gel P1, but does neither contain NH- nor isopropyl 
groups. A catalytic enhancement similar to gel P1 was observed (Figure C.2). Hence, a 




C.3  Reaction Rate Constants  
 
Reaction rate constants H of the nitroxide decay were obtained by fitting of the measured 
data sets with the function DI  
H 6 1F:, assuming a second order reaction decay. The 
double integrals were normalized to   0. The extracted reaction rate constants are 
displayed in Table C.1. 
 
Table C.1. Reaction Rate Constants of the Nitroxide Decay under all Studied Conditions 
 
 5 °C 50 °C 
 10
3
 H / min-1 103 H / min-1 
25 mM phosphate buffer 0 0.65 ± 0.17 
0.05 M HCl 1.55 ± 0.08 4.28 ± 0.47 
P1, non-crosslinked 2.45 ± 0.14 4.05 ± 0.24 
P1, pure water 13.3 ± 0.8 5.56 ± 0.24 
P1, 25 mM buffer 6.53 ± 0.29 11.6 ± 0.8 
P1, 330 mM buffer 8.49 ± 0.33 16.9 ± 1.0 
P1 + 0.05 M HCl 22.2 ± 0.7 61.7 ± 5.8 
P2, 25 mM buffer 1.41 ± 0.08 2.09 ± 0.11 
P2 + 0.05 M HCl 9.37 ± 0.42 51.1 ± 1.3 
P3, 25 mM buffer 6.32 ± 0.73 10.4 ± 0.5 
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D.  Local Nanoscopic Heterogeneities in Thermoresponsive Dendronized 
Polymers 
 




Figure D.1. CW EPR spectra of 0.2 mM TEMPO in a 10 wt% PG1(ET) aqueous solution at selected 
temperatures. The corresponding spectral simulations are superimposed in black. At 15 °C and 30 °C, 
one single spectral component C was assumed. At  I 33°C, the spectral simulations consist of two 
distinct components, A and B.     
 
All reported nitroxide parameters in Chapter 7 were obtained by simulations that were 
fitted to the CW EPR spectra. In Figure D.1, EPR spectra at various temperatures (10 wt% 
PG1(ET)) are superimposed by their corresponding simulations. Below J, the simulations 
consist of a single spectral component C with isotropic - and hyperfine coupling values J 
and KJ. Above J, two spectral components A and B  with parameters L/M and KL/M can be 
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distinguished. In this case, the actual simulation "NON is a linear combination of the 
simulations for species A ("L) and species B ("M), as described by eq. 5.1. In Figure D.3, the 
spectral weights #L are plotted against the temperature.  
 It is difficult to obtain precise PQO values for spectra, which consist of two overlapping 
components. However, the correct determination of PQO is crucial since KPQO and PQO are 






Figure D.2. a) Hyperfine coupling values for TEMPO in 10 wt% PG1(ET). Below J  33 °C, a single 
spectral component C with an isotropic hyperfine coupling KJ (purple) is observed. Above J, two 
spectral components A and B give rise to hyperfine couplings KL (red) and KM (blue). For comparison, 
hyperfine couplings of TEMPO in pure water KRS (black) are depicted in the same temperature range. 
b) Relation of PQO and KPQO as determined by analysis of TEMPO spectra in pure water at 
temperatures from 10 °C to 50 °C.    
 
In Figure D.2b, the relation of KPQO and PQO is displayed. This graph was obtained by 
recording a 0.2 mM TEMPO solution in pure water. The spin probe, located solely in a 
hydrophilic environment, gave rise to a single spectral species, which could be easily 
analyzed, i.e. simulated in terms of KPQO and PQO. Different data points originate from 
                                                 
1
 Other simulation parameters like the line width and the rotational correlation time affect the weights # of 
the spectral components. Besides PQO and KPQO, all other parameters were thus kept constant for a set of 
spectra at different temperatures to allow for comparability. 
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measurements at various temperatures. Note that water provides a more hydrophobic 
environment with increasing temperature since its dielectricity constant decreases. This 
gives rise to a slight decrease of KRS, which is displayed in Figure D.2a.  
 Since KL and KJ are in the range of the measured KRS values (48.2–48.65 MHz), the 
corresponding -value could be graphically retrieved from Figure D.2b. In contrast, the 
coupling values of the hydrophobic spin probe KM deviate significantly from this region at all 
temperatures (44.5–47.0 MHz). Thus, the corresponding M-values were obtained by linear 
extrapolation of the data in Figure D.2b. 
 The obtained values KM are effective hyperfine coupling values which originate from 
the exchange of the spin probe B between a hydrophilic and a hydrophobic environment. If 
one assumes that the static hyperfine coupling constant of spin probes solely located in a 
hydrophobic region is given by KM(65 °C), the effective coupling constant KM is given by 
KM
  KM
65 °C 6 V WKRS
  KM
65 °CX. (D.1) 
V quantifies the fraction of hydrophilic regions that contribute to KM. Likewise, any deviation 
of KL from KRS (apparent at temperatures close to J) is interpreted in terms of a slight 
hydrophobic contribution.  
 Hence, the overall fraction of spin probes in a hydrophilic environment $L is not 
represented by the weight #L of its spectral component (as e.g. in Chapter 5). At  I J it is 




























In Figure D.3, the spectral weights #L and the total weight $L of the hydrophilic species are 
plotted as a function of temperature.   
 




Figure D.3. Spectral parameters for TEMPO in 10 wt% PG1(ET). a) Plot of the spectral weight #L of 
the hydrophilic species as a function of temperature ( I J). b) Depiction of the total fraction $L of 
TEMPO in a hydrophilic environment as a function of temperature. 
 
 
D.2  EPR and Turbidity Collapse Curves  
 
In Figure D.4, the collapse curves derived by EPR spectroscopy and turbidity measurements 
are compared. While turbidity measurements utilize the scattering of light to characterize 
the aggregation of the polymer, EPR spectroscopy measures the distribution of hydrophilic 
and hydrophobic regions and thus characterizes the dehydration of polymer segments due 
to the loss of water.  
 The first pronounced drop of $L defines the critical temperature J derived from EPR. 
This is the lowest temperature, at which two separate contributions to the EPR signal can be 
recognized. Though the obtained EPR curves are very broad and extent to temperatures far 
beyond J, this first drop is well-defined (ΔJ  1 K). 
 In comparison to the critical temperature obtained by turbidity measurements, the 
slightly lower EPR-derived J values originate from higher concentrations of the polymer 
solutions (10 wt% (EPR) vs 0.25 wt% (turbidity)). Turbidity measurements on comparable 
dendronized polymer systems showed that the aggregation temperature between highly 
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diluted and concentrated solutions differs by approximately 2 °C, which is in good 




Figure D.4. Comparison of turbidity curves (black) and EPR dehydration curves (blue) of a) PG1(Et), 
b) PG2(ET), c) PG3(ET), and d) PG2(ETalkyl). The turbidity curves were obtained for 0.25 wt% 
aqueous solutions of the dendronized polymers with a heating (solid line) and cooling (dashed line) 
rate of 0.2 K min–1. The EPR data were obtained for 10 wt% aqueous polymer solutions by stepwise 
decreasing the temperature after ramp heating. 
 
 
D.3  Estimation of the Size of the Heterogeneities at 34 °C 
 
In a three dimensional object, the mean square displacement Y#Z is related to the 
translational diffusion coefficient [\ and the characteristic translational diffusion time \ by 
Y#Z  6[\\. (D.4) 
Nanoscopic Heterogeneities in Thermoresponsive Dendronized Polymers 253 
 
In the case at hand, the spin probe needs to diffuse fast enough from a hydrophobic into a 
hydrophilic region or vice versa, so that the dynamic exchange affects the CW EPR spectra 
and a motionally averaged line is observed. The additional breadth of this averaged line due 
to the dynamic exchange ?]^_F:  is related to the spectral separation Δ` between the two EPR 
transitions and the reduced lifetime  (eq. 2.60) and is calculated by eq. 2.61. The averaged 
line observed here has a breadth comparable to that of the two spectral components in the 
static limit (L/MF:  at 15 °C and 65 °C). Hence, no extra broadening of the line width is 




F: . (D.5) 
For  = 34 °C, slightly above the critical temperature J, both spectral components 





 a 110 L/M
F: . (D.6) 
With Δ` = 6.16 MHz and L/MF:  = 4.51 MHz, the reduced lifetime can be estimated to           
 a 95 ns. In this framework, the characteristic translational diffusion time \ equals the 
reduced lifetime . With a rotational correlation time ^ of 0.4 ns and \   a 240 ^, eq. 
D.4 can be rearranged to  
Y#Z a 240 · 6[\^. (D.7) 
Using the relation between the rotational correlation time and the rotational diffusion 
coefficient (eq. 2.66), the mean square displacement is given by 
Y#Z a 240 [\[c
. (D.8) 
Applying the Stokes-Einstein relation for a spherical particle with the hydrodynamic radius 










and the following relationship is obtained 




&d,c and &d,\ are the effective hydrodynamic radii for rotation and diffusion, respectively. 
Though both &d,c and &d,\ strongly depend on the solvent properties, the ratio &d,c &d,\f  
was found to be constant in solvents of different viscosity. For TEMPO, a value of 
&d,c &d,\f  0.08 nm2 is reported.[11]  
 Using this value, the mean square displacement amounts to Y#Z a 25.6 nm2, and 
Y#Z: ⁄ a 5.1 nm is obtained. This value is an upper limit estimate of the displacement due 
to the diffusion of the nitroxide. Though this diffusion will be assisted by fluctuations of the 
polymer undergoing the thermal transition, one can conclude that the size of 
inhomogeneities formed during the thermal transition is in the range of a few nm.   
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> hyperfine coupling tensor with principal elements gg, hh, and  
(orthorhombic symmetry) or D and < (axial symmetry) 
AIBN  2,2’-azobis(isobutyronitrile) 
KPQO isotropic hyperfine coupling constant 
CAT1 TEMPO-4-trimethylammonium chloride 
CW continuous wave 
 dimensionality, thickness 
δ chemical shift 
Δ modulation depth 
DEAAm N,N-diethylacrylamide 
DEER double electron–electron resonance 
DI double integral 
DNP dynamic nuclear polarization 
DSA doxylstearic acid 
DSC differential scanning calorimetry 
DQ double quantum transition 
EMAAm N,N-ethylmethylacrylamide 
EPR electron paramagnetic resonance 
eq. equivalent, equation 
ESE electron spin echo 
ESEEM electron spin echo envelope modulation 
EZ electron Zeeman 
FA  fatty acid(s) 
FS  force spectroscopy 
FT Fourier transform or Fourier transformation 
FWHM full width at half maximum 
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=  = tensor with principal elements gg, hh, and  (orthorhombic symmetry)  
 or D and < (axial symmetry) 
PQO isotropic -value 
GPC gel permeation chromatography 
HF hyperfine coupling 
HSA human serum albumin 
HYSCORE hyperfine sublevel correlation spectroscopy 
 nuclear spin quantum number 
H decay rate 
i inversion efficiency, spin–orbit coupling constant 
LCST lower critical solution temperature 
MAA methacrylic acid 
MABP methacryloyloxybenzophenone 
MD molecular dynamics 
Mn, Mw number/weight average molecular weight 
MRI magnetic resonance imaging  
mw microwave 
NiPAAm N-isopropylacrylamide 
NMR nuclear magnetic resonance 
NQ nuclear quadrupole coupling 
NZ nuclear Zeeman 
PDB protein data bank 
PFTFA pentafluorophenyltrifluoroacetate 
PMMA polymethylmethacrylate 
rDSA reduced doxylstearic acid (hydroxylamine) 
rf radiofrequency  
" electron spin quantum number, simulation 
SA stearic acid 
SL spin label 
SNR signal-to-noise ratio 
SQ single quantum transition 
 absolute temperature (if not denoted otherwise) 
:,   longitudinal/transverse spin relaxation time 
^ rotational correlation time 
J critical temperature 




j glass transition temperature 
X-Band microwave frequency range of 8.5–10 GHz  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
