Abstract-Three-dimensional (3D) display technologies make great process in recent years. View synthesis for 3D content requires the hole-filling, which is a challenging task. The increase of resolution and the number of views for view synthesis brings new challenges on memory and processing speed. A predicted hole mapping (PHM) algorithm is presented, which requires no filling priority and smoothing operation, allowing parallel computation that facilitates a real-time 3D conversion system. In experiments, the proposed PHM is evaluated and compared with some other methods in terms of peak signal to noise ratio and structural similarity index measurement, and the result shows the advantages in the numbers. The method can operate on the 32-view display with 4K × 2K resolution in real time on GPU.
The system requires large amounts of calculation and memory during the rendering process. It produces information redundancy, as the image displayed in the screen is only part of these views. Take 32-view display as an example, only 1/32 of pixels in each view are displayed on the screen. The memory footprints grow rapidly with the increase of resolution and number of views. Real-time 3D video applications require a processing rate of at least 30 frames per second, which is a high computational cost task. Ordinary graphic cards are difficult to fulfill the requirements of memory and speed.
Here, an efficient 3D video conversion system based on GPU is presented, in which the images in 3D format are synthesized directly by reference views and corresponding depth information, as shown in Fig. 1(b) .
Most hole-filling methods in the general system with favorable results rely on processing the synthesized virtual views, for example, the adaptive recursive interpolation algorithm (ARIA) [6] , [7] , the hierarchal hole-filling (HHF) algorithm [8] , and the patch match algorithm [9] . In these methods, the filling priority, local segmentation, and smoothing operation are always required, which are time consuming and difficult to compute in parallel.
There are quite a few methods preventing the appearance of holes during the synthesizing process. A reverse warping method [10] was adapted instead of a forwarding warping, in which the color images were sampled in the viewpoint of the virtual camera. But the sampling is also time consuming process. In the pre-processing algorithm [11] , holes were avoided by smoothing the depth map, which inevitably changed the structure of depth values, causing the edge deformation. What's more, holes could not be completely avoided for the wide baseline between virtual views. Another approach for the pretreatment of the depth map to prevent holes is to build a quad tree structure of the 2D image [12] [13] [14] [15] . The deformation is weaken by a series of optimizing processes, but the computation complexity is increased. The image-domain-warping (IDW) [16] , [17] method relies on sparse disparities to synthesize novel views by using an image warping framework [18] . The method of deformation mapping is not adopted here, because we want to maintain existing correct regions as much as possible. What's more, our approach is faster than IDW with less computational complexity.
As there are no entire virtual views cached into memory in our direct synthesis architecture, a predicted hole-mapping (PHM) algorithm without filling priority or smoothing methods is proposed to avoid holes and cracks. The mapping coordinate in the virtual view rendering is associated with the depth gradient and the direction of translation. Suitable pixels are determined in accordance with an energy minimization function to map from the original view to the target view to avoid holes. Significant savings are provided during both rendering and interweaving computation. The method can work on most of multiview autostereoscopic displays, including lenticular arrays and integral imaging system displays, except for some based on time multiplexing method [1] .
Experiments show that the method is rapid in calculation, occupy less memory space, and is easier for engineering realization. With the number of viewpoints increasing and the image resolution enhancing, the advantage of our algorithm is more prominent. The proposed predicted image warping method together with the video input module and the display module compose the 3D video conversion system, which provides high-quality 3D viewing experiences. The process for 32 views 3D video conversion on 4Kx2K resolution is 28 ms per frame in this system, achieving excellent real-time performance.
The rest of the paper is organized as follows. The analysis of the hole prediction is presented in Section 2. In Section 3 the proposed method is described. Section 4 presents the synthesis results and discussion. Finally, the conclusion is given in Section 5.
II. ANALYSIS OF THE HOLE PREDICTION
For the depth image-based rendering algorithm (DIBR), the virtual view can be synthesized by transforming pixels from the original view to the corresponding position in the target view according to the disparity, which indicates pixel displacement here. When the camera configuration is parallel, the value of each pixel i of the depth image z, denoted as z i , is inversely proportional to the corresponding disparity value
The case of generating one view is used to explain the hole prediction. We take the case that the right hand virtual view is generated, and the left view is regarded as the original view, where the larger the disparity values, the closer the objects to the camera. Other cases of generating virtual images at arbitrary position can also use the same method by changing the direction of the disparity gradient.
Not only can the discontinuities in the disparity map demonstrate where the holes and overlaps appear in the output image, but also it can be used to calculate the hole size. That is, the positions of holes are associated with disparity values. Just as shown in Fig. 2 , holes appear where the neighboring pixel in the right shift less than pixel in the left. The width of hole is equal to the difference between the numbers of adjacent shifted pixels.
The disparity gradient g disp in the horizontal direction is computed as follows,
where d denotes disparity, and x is the horizontal coordinate. The vertical coordinate is omitted as only horizontal parallax is considered. In the generated virtual view, overlaps and holes are judged by the sign of the disparity gradient. That is to say, the occlusion occurs in the area where g disp is not zero. Let I src and I dst denote the color images of the original view and the virtual view respectively. x src and x dst represent the corresponding horizontal coordinates.
If g disp (x src ) is equal to 0, no occlusion occurs, and the mapping relationship is computed as equation (2) .
As it is one-to-one mapping without overlaps or holes, the pixel can be mapped to the target image directly, as given in equation (3) .
When g disp (x src ) is positive, overlaps occur. In this case, the pixel with the largest disparity is shown finally and mapped to the output image. The mapping relationship is as follows,
where
is negative, holes will appear in the new view, which can be regarded as the opposite case of overlaps. The coordinates of the holes are computed explicitly by,
where j is a negative integer between g disp (x src ) and zero.
To avoid these unmapped regions, a predicted hole-mapping algorithm is proposed, which assumes that the occlusion area is detected by nearby depth discontinuity, and hole mappings are processed in those regions.
III. PROPOSED METHOD
Firstly, the use of the predicted hole mapping (PHM) algorithm in one view synthesis is demonstrated. Then the PHM is used in 3D conversion system.
A. Predicted Hole-Mapping Algorithm
The proposed hole mapping algorithm is a substitute of traditional hole-filling algorithm with the limitation of lacking complete views in our conversion architecture. An energy function E is defined for computing suitable mapping pixels to preserve the disparity continuity and enhance sense of immersion. Pixels with highest energy are mapped to holes as follows,
Pixel patches Ω are extracted from adjacent regions in the original view as candidate regions, and the proper definition for Ω is in subsection 1). q indicates one of the candidate pixels in Ω.
The optimization energy function composed of three energy terms, including the depth term E depth , the proximity term E proximity , and the structure term E structure . These energies denote three kinds of constraints and are multiplied together in the final function. Formally,
The visual similarity between the target view and the input view is maintained by sampling the source region for Ω and these energy terms. The energy function is similar with ref. [19] , except for their temporary priority value, which determines the order in which holes are filled. As the filling order is critical for the propagation of textured regions and in violation of the parallel computing rules, the source region is sampled, and the structure term works together instead of making up for the defect without filling order in parallel computing. The combination of the proximity term and the structure term produces the desired organic balance between the spatial and texture proximity, where the inwards growth of image structure is enforced with moderation.
1) Candidate Region Definition: As the complete virtual view does not exist in the synthesized process, a candidate region Ω for the hole is selected from the source image. The center p(x src + 1, y src ) in Ω is defined as the first pixel on the right side of the mark pixel (x src , y src ), where g disp (x src , y src ) is negative. p is a background pixel relatively in the adjacent region.
The radius of Ω is set to 2 for an example. Then the number of candidate pixels is totally 25. As shown in Fig. 3 , the reference area Ω, labeled in blue, is chosen by down sampling the adjacent region. The sampling rate is related to the hole position. The further the distance from the hole to the background edge is, the higher the sampling rate is. If the width of total holes excludes 4 pixels, these holes can be divided into 4 parts, and each part shares one kind of reference region. The sample-based guidance tends to propagate strong textures quickly. The method can Fig. 3 . Candidate regions in the reference view. Red squares denote the center pixel p. The grey level represents the disparity value. The lighter is the color, the greater is the disparity, and the object is closer to the camera. Squares in blue color label the reference areas. The vector (x, y) in the last four pictures indicates that the sample rate in the horizontal direction is x, and in the vertical direction is y. Letters a, b, c, d denotes 4 holes to be filled, and the distance from each hole to the background edge is 1, 2, 3, 4 in order. keep color distribution of filled areas similar with background, meeting the visual comfort to some degree.
2) Depth Term: The depth term in the proposed energy function is used to judge whether these holes are produced by selfocclusion or by partial occlusion only. Fig. 4 demonstrates the self-occlusion occurs when the depth of foreground changes continuously. So, for self-occlusion the candidate pixels are from part of the foreground.
The depth constraint is constructed as, 
The disparity on the foreground boundary is equal to d(x src , y src ). The depth energy of a candidate pixel q in the foreground increases along with the disparity difference with the boundary pixel (x src , y src ). If there is no change in the foreground disparity, the covered area is regarded as part of the background and the energy of candidate pixel in the foreground is 0. For the candidate pixel from background, the energy is set as 1.
3) Proximity Term:
The proximity term E proximity is defined according to the principle that only small spatial distances strongly correlate with the human discrimination performance. The pixel proximity decreases along with the spatial distance from q to the reference pixel p increases. Therefore, the proximity term using the Laplacian kernel is defined as follows,
where the spatial distance is expressed as the sum of the Euclidean distance euclidean(p, q) and the hole order i. γ p is determined by the width of holes, or the absolute value of disparity gradient. In fact, γ p is also related to the field-of-view of the human visual system.
4) Structure Term:
In order to compute the visual importance texture, the texture structure image S is constructed as the first derivative of the color image I. The Sobel derivative operator is used to represent the differentiation as
The general purpose of the structure term is to extend image texture and structure by improving the energy of pixels on textures of the original image, so that they are filled with higher priority. The structure constraints is computed by,
The structure term of equation (11) gives higher priority to pixels on the image structure and preserves the texture continuity for the incoming reconstructed texture. Truncation parameter β is taken to label the texture effectively, which is usually set to 100.
B. 3D Conversion Based on PHM
The display image is synthesized in conjunction with parameters of display screen. To synthesize hybrid images in 3D format, suitable viewpoint is selected through the mask in each sub pixel location. The above section shows that the hole-mapping can propagate both texture and structure information to disocclusion areas. As complete data in one view can be obtained with the mapping method, arbitrary view can be generated. The diagram of the proposed method is shown in Fig. 5 . A color image, a corresponding depth or disparity image, and a mask for the particular display screen are taken as the inputs.
In the mask for 3D display screen, the colorized rectangle is one of the RGB subpixels. The number in each rectangle denotes one particular view which is visible in the screen finally [20] .
The conversion includes two step, pre-processing and image warping. Firstly, in the preprocessing part, given the depth budget of the scene, such as the distance of the near and far plane in pixels relative to the zero plane, the depth map is transformed into a pixel-based disparity map. The texture structure image is computed by the Sobel derivative operator as in equation (10). Then, the display image is synthesized according to the color image, the texture structure image, the disparity image, and the synthesis parameter matrix of the screen. The mapping process is described in detail then, with which holes in the target texture are avoided while visual continuity is preserved.
In the output 3D image corresponding to the 3D display screen, adjacent subpixels are from different viewpoints. m(x dst , y dst , c) indicates the viewpoint number on each subpixel c(c = 1, 2, 3 represent three channels RGB) of coordinate (x dst , y dst ), which is the input in the mask image.
For each pixel as a thread in parallel, the running flow chart is presented in Fig. 6 . The disparity d i associated with the view i is computed by, where α is a constant value. The horizontal disparity gradient value g disp (x src ) is calculated by the equation (1), which is used to judge whether there exist holes in the judgment 1 of the flowchart. The dis-occlusions occur in the virtual view where disparities decrease.
If there is no possibility for holes, the target coordinate is computed simply as equation (2).
If there are holes, hole coordinates are computed by equation (4) .
In the judgment box 2, for each coordinate, whether the points are displayed is judged according to the mask by m(x dst ) == i. Only when the mask on the computed coordinate m(x dst , c) is equal to the number of view i, the pixel is mapped to the final image and is displayed in the screen.
The ordinary forward mapping without hole-mapping process is expressed as equation (3) . To each hole coordinate, the hole mapping is processed by computing the priority energy function (5)- (8) . In the PHM part of the flowchart, the judgment 3 is to make sure all holes are mapped. j indicates a number for each hole. The holes are mapped from left to right and all holes are filled after j is equal to zero.
What's more, there is another judgment inside each mapping process for the disparity between mapping pixels and pixels in the target view, which is used to ensure occlusion relationship similar with z-buffer method [21] . Let d dst indicate the disparity value of the target image. Only when d(x src ) > d dst (x dst ), the mapping is implemented.
3D display results on the stereoscopic device [20] are observed and photographs are shown in Fig. 7 . Fig. 7(a1) presents one virtual view in 3D format, and (a2) manifests its photograph on 3D display. Fig. 7(a1) looks black, as it only contains one view on a 32-view image. Details of the image are shown in the upper right corner. Fig. 7(b1) and (b2) show the multi-view image and the display photograph. The hybrid image of (b1) is blurry in the normal screen and becomes clear with stereo experience in (b2) when it is shown on the specified 3D screen.
Cracks elimination: During the projection process, cracks occur in the virtual view if the target position is rounded into the neighbor position of an integer when falling onto a floating point coordinate. The double-mapping method is proposed to avoid these crakes. Pixels with non-integer target x-coordinates are mapped twice by flooring and ceiling the x-coordinate. Then, no cracks appear in the synthesized output view, as shown in Fig. 8 . With only one pixel deviation, the double-mapping method has little effect on the accuracy of the generated view.
IV. EXPERIMENT
The performance of the proposed predicted hole-mapping (PHM) algorithm is evaluated, which is based on visual quality and computational complexity in 3D conversion system. Experiments are processed on data from Middlebury datasets, two-view movie, 3D model rendering, and the stereo camera.
A. Synthesis Visual Quality
In the quantification comparison, the searching region of the PHM is set to include only 25 pixels to balance the efficiency and synthesis quality. On the Middlebury datasets [22] , the 2nd views are generated by the 1st views as virtual images. The quality of synthesized image is compared with the low-rank matrix restoration (LMR) [23] method, which shows better performance than a series of other inpainting methods, including partial differential equation based iterative algorithm (PDE) [24] , local optimization method (Local) [25] , and some other methods. The quality is measured by Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measurement (SSIM). As shown in Table I , the proposed method achieves both the highest PSNRs and SSIMs for most cases, which demonstrates our superior visual performance. For the dataset Midd2, we do not have the best SSIM, and our method is only 0.006 dB lower than the best recovery method. For other datasets, our method is obviously higher than other second best methods. In Fig. 8 , the filling of dis-occlusion regions are shown in the highlighted region for Laundry and Moebius as an example. It shows the proposed PHM method produces natural synthesis results.
The synthesis image on the movie Big Buck Bunny is shown in Fig. 9 , where the disparity is computed by dense stereo matching algorithm [26] with two view sequences. The rendering comparison without hole-mapping and with PHM algorithm is depicted in Fig. 9(b) and (c) . It can be seen that the texture filling in the hole is similar as the adjacent region, and the appearance of horizontal stripes is avoided in addition to part of the image border, as the relative disparity around the image border is large with relatively less information to compute the energy function. Fortunately, the visual image border effect is less on the entire image, and the virtual view seems realistic subjectively.
For small holes, the PHM algorithm shows its advantages in the numbers compared with some other methods in terms of PSNR and SSIM. For large holes, the differences with the real scene increase. The limited search region used to improve speed is the main reason. In the current method, the color distribution of filled areas is similar with the background, which just meets the visual comfort to some degree. Failure cases include that it cannot preserve straight lines. This problem can be alleviated with additional linear structure detection and heterogeneous searching region. The requirement for the quality of the disparity map can be reduced with the assumption that the background is uniform in most cases. Although DIBR parallel computing has these disadvantages, it will be widely applied for fast calculation and acceptable quality.
The synthesized hybrid 3D images created by the PHM algorithm also show a superior subjective quality. A series of visual results is provided in Fig. 11 , including the generated 3D images (b) and the photograph shown in the screen [20] of Fig. 11(c) . Images Lotus, Birds, and Manhattan are computed through 3D model rendering. Images in the last row are captured by the stereo camera, and the disparity is computed by the stereo calibration and dense stereo matching algorithm [26] . It can be seen that in the generated images, the edges between foreground and background changes naturally and seamlessly. The system realizes 3D display with continuous, large scene depth. The generated 3D images (b) are blurry as they are in a format for the 3D display, and clear only in the particular screen with the sense of depth. The pictures of the particular computer screen are shown in (c). The current solution already provides very acceptable results for 3D displays. The visualization for the 3D display at different viewing angles for Manhattan and Desktop are shown in Visualization 1.
B. Real-Time Multiview Generation System
The real-time implementation of stereo to multi-view conversion is always a hard constraint, which is difficult to meet while the generated material is maintained a high quality. There are some methods realizing real-time synthesis on GPU on the relatively low resolution images. For the general architecture, interweaving is with less computing work and the time almost can be negligible to standard or HD definition videos. However, for 4K × 2K resolution and super multi-view display on the upcoming applications, it takes more time and cannot be ignored. Therefore, an efficient architecture is necessary to meet the resolution and multi-view requirement.
The proposed 3D video conversion method together with video input module and display module composes the 3D video conversion system. In the video input module, the color image sequences and disparity image sequences are decoded from videos and transmitted to the GPU memory. Stereoscopic image sequences are synthesized by the forward mapping together with the predicted hole-mapping algorithm in the conversion module. Then the display module is processed through OpenGL.
The system is processed on one PC with a NVIDIA GTX 770 GPU, running the windows 7 operating system with 64 bit architecture. The process time is associated with the number of holes needed to map. In other words, the disparity distribution and range affects the speed. The run time of 4K × 2K resolution on 32-view display screen performs in 28 ms for the average runtime over 1000 frames with the average disparity range limited to 100 approximately. The processing rate surpasses the requirements for real-time rendering. The display results in a smooth free viewpoint experience with 32 views. The real-time 3D scene display can also be achieved as shown in Visualization 2.
Temporal continuity: The accuracy and temporal continuity of output image sequences is tightly depend on the input depth sequences. In general, the disparity map needs the dilate operation to reduce ghosting artifacts. As the main purpose of this paper is to realize multi-view stereoscopic video display in real-time, the ultimate sequences continuity can be improved by pre-processing of depth image sequences, for example, smoothing the depth in time domain.
C. Optical Field Application
By changing the direction of the disparity gradient, the method can also be used to generate virtual images at arbitrary position. Full-parallax stereo images can be obtained to reconstruct optical field for integral imaging 3D display accordingly. Experimental results are shown in Fig. 12 . The crosshair is set as a reference for disparity changes. 
V. CONCLUSION
Along with the number of viewpoints and the resolution increasing in the autostereoscopic 3D display, the general stereo to multi-view conversion architecture cannot meet the requirement on processing memory and time. An efficient conversion system is presented based on CUDA and OpenGL, which leads to considerable reduction of computing time and memory footprint and provides high-quality viewing experiences. As each subpixel in arbitrary virtual views can be synthesized in parallel with the predicted hole-mapping algorithm, there are no virtual views saving and interweaving processes in the proposed architecture. Experimental results show that the method is with favorable hole-filling ability and can realize 32 view 3D display with the resolution of 4K × 2K in real time. The method will promote the super multi-view display to be applied widely.
