Numerical simulation of nonlinear a-model is performed by the use of Langevin equations under two types of moderate constraints. We have calculated the internal energy, and compared the results with those given by the Metropolis method. It is pointed out that the present formalism is widely applicable to general constrained systems. § 1. Introduction Stochastic quantization method (abbreviated as SQM in what follows) is an interesting subject. It seems that SQM enlarges the territory of quantum field theory beyond the one given by the conventional quantization procedure.
Stochastic quantization method (abbreviated as SQM in what follows) is an interesting subject. It seems that SQM enlarges the territory of quantum field theory beyond the one given by the conventional quantization procedure. I ), 2) Furthermore, it has been pointed out that the Langevin equations in SQM give us a new powerful method for numerical simulation of field theory.
3) The prescription of SQM originally introduced by Parisi and Wu l ) was well posed for regular Lagrangian, however, in many cases physically important systems are constrained ones, e.g., gauge systems and spin systems. In our . recent work, we have extended the SQM to be applicable to dynamical systems with constraints.
),5)
In this paper, numerical simulations of the 2-dimensional O(N) lattice nonlinear a-model are carried out, as a simple example, on the basis of the above formalism.
First of all let us recapitulate SQM for constrained systems in Ref. 4) . *) Consi~er a dynamical system of N degrees of freedom which is described by coordinates q= (ql, "', qN) and regular action S under a set of constraints; Fa (q ) = 0 (a = 1, "', M) . Note that N > M. We first set up the following Langevin equations: (i=I, "', N) 
t-co
As discussed in the previous paper 4 ), Eq. (1·8) yields the equilibrium distribution which is apparently a positive definite functional. Therefore, condition (1· 9b) requires Fa = 0 and € to be infinity at t=oo. In this case condition (1·9a) is automatically satisfied for arbitrary A a. In the numerical calculation we must use a finite € so that condition (1· 9b) is satisfied approximately but not exactly. In this case, however, condition (1·9a) can be satisfied exactly by adjusting the parameters A a.
The Langevin equations (1·7) and (1·8) give us new methods for simulations of constrained systems. It should be remarked that these new methods are widely applicable to systems with complicated constraints compared with ordinary methods, e.g., the Metropolis method and heat-bath method.
In §2, we perform numerical simulations of 2-dimensional O(N) lattice nonlinear amodel by the use of the Langevin equations under two types of moderate constraints discussed above. The results are compared with those of the Metropolis method. In §3, we give concluding remarks. § 2. O(N) lattice nonlinear 6"-rnodel and SQM Let us consider the 2-dimensional O(N) lattice nonlinear a-model, whose action and constr~ints are given by
Here, ];j=l for a nearest-neighbouring pair of (i, j) and otherwise Jij=O, and /3 is a positive constant which corresponds to inverse of temperature in statistical mechanics. Note that ai a stands for the a-th component of O(N) spin vector at the i-th lattice site. For this model we set up discretized Langevin equations under the time-by-time constraints mentioned in §1 as
where k represents the number of iteration steps; t=kLlt, and ;;a(k)=./(Llt! 2) TJ;a(t) are Gaussian random noises with unit variance characterized by (2·3) Note that the drift force term and the random force term are proportional to Llt and ./2Jl, respectively. Needless to say, choice of small Llt makes the statistical error ( ex: (iteration number )-1/2 ex:./2Jl) small and then large numbers of iterations are necessary to get accurate results. In such a case of small Llt, the random force term dominates to prevent the configuration from approaching the equilibrium. There is a plausible Llt which must be tuned carefully according to problems.
In the following, we proceed to carry out numerical simulations. As the discretized Langevin equations (2·2a and b) give an updation process to destroy the constraint conditions, we use two types of improved Langevin equations mentioned in § 1.
1. Converging constraints
Langevin equations under CC for system (2·1) are given as 
The restoring force term Ll(J;a(N)(k) pulls back the field configurations toward the constraint surface strongly. See Fig. 2 . As is well known in the optimization theory, Eq. (1·6) leads to the second order . . convergence in the case xLIt = 1. Therefore the calculation need not start from the initial configurations satisfying the constraints. ,This may be one of the advantages of our formalism in case of simulating systems with complicated constraints.
Using the discretized form of Eq. (2·4) with constant x, the configurations cannot be pulled back exactly on to the constraint surface. We show this situation in Fig. 3 . Thecirc1e represents the value of ~a(Of)2 at each iteration step in case xLIt=1.0 and LIt
.,
.. We carried out 5000 iterations and used the last 3000 configurations to calculate the ensemble average. =0.01. Note that we can reduce the deviation from the constraint surface to be practically small by choosing small £1t. It is also possible to control the deviation by adjusting the values of x£1t. In Fig. 3 we also show the case x£1t=1.8 and £1t=O.01 by crosses. In this case, configurations are distributed on both sides of the constraint surface, while in case x£1t = 1.0 they are distributed only on one side of the surface.
N ow we start the simulation. . As was discussed in § 1, x can be so adjusted that the configurations satisfy the constraints exactly without disturbing the thermal equilibrium distribution. In general, we can use the Newton method or linear search techniques to determine x. But in the case of nonlinear a-model we can easily adjust x geometrically, see Fig. 4 . As the result, the configurations satisfying the constraints exactly can be obtained by every two updation steps as 5) where Ila;all=C~:::a(a;a)2)1/2. Using the sub-ensemble {a;a(2k)}, we can calculate the internal energy (2'6) We have performed the calculation in 30x30 lattice for N=3, 4, and 5. The results are shown in Fig. 5 and compared with those given by the Metropolis method.*> Both are in good agreement.
a(T)(2k-1)
We have also carried out the calculation of the internal energy by using constant x, where we set xLlt=1.8 and Llt=O.Ol. As is shown in Fig. 6 , the value of lEI for large /3 is slightly larger than those given by the Metropolis method. But, as can be seen from Table I , this disagreement is quite small and the calculation with constant x is considered to be useful. To see the thermalization time, we show, in Fig. 7 , the results of two parallel runs, one with the Langevin equation (2'4) and the other with the Metropolis method. It takes slightly more iterations (~500) to thermalize the system for SQM than those for the Metropolis method (~200). However, this difference is of no importance because we need several thousands of iterations to reduce the statistical error (less than 1% in our case) for the calculation of the ensemble average.
Fluctuating constraints
Langevin equations under Fe for system (2'1) are given as . . We carried out 5000 iterations and used the last 3000 configurations to calculate the ensemble average. (2-7b) together with the modified constraints (1-9a and b) where Fi=~a(O'ia)2_1. As was mentioned in §l, condition (1-9b ) cannot be satisfied exactly in numerical calculation because we have to use finite c. It is easily understood that the configurations obtained from Eq. (2) (3) (4) (5) (6) (7) form the Gaussian distribution around the constraint surface. When constraints should be satisfied exactly as discussed in § 1, we can use a manipulation which puts the configurations on the constraint surface along the steepest descent direction of F = cons t. We call this operation scaling. In the case of nonlinear O'-model, this scaling is performed simply by replacing O'ia(k) with O'ia(k)/ Il00iali. It should also be remarked that our basic stochastic equation has a Gaussian random force term, and thus we cannot take c so large as in the deterministic case. Because it happens that the configurations deviate from the constraint surface due to the random force, and the drift term proportional to £F gives rise to overflow for too large c. To carry out stable simulation free from the overflow, upper limit of cLit turned out to be 0.25. N ow let us show the numerical results for the internal energy in 30 x 30 lattice for N = 3, 4, and 5, in the case of FC method. We tried the simulation using three sets of parameter values of (c, Lit) with u1t=0.25. The results are summarized together with those of the Metropolis method in Fig. 8 and Table II . The former is in good agreement with the latter. As is easily understood from the discussion in §I, the better agreement is obtained if we use large £ (£=100 for example). Note that we can get acceptable results, even if we use comparatively small £ (£=50~25 for example). In this case, we can take slightly large Lit (Lit=0.005~0.01 for example) and reduce the computation time. We compare the thermalization time of FC method with that of the Metropolis method. See Fig. 9 . The thermalization time of FC method is slightly larger than that of the Metropolis method.
Finally we discuss the merits of our methods. Generally simulations of constrained systems require to generate random variables on the constraint surface, while CC and FC methods do not require this cumbersome procedure. Furthermore, in FC method the evaluation of the troublesome determinant factor in the path-integral measure In this paper we carried out numerical simulations of the 2-dimensional O(N) lattice nonlinear a-model and calculated internal energy, using the formalism with two types of moderate constraints; (i) converging constraints and (ii) fluctuating ~onstraints, which were proposed in Ref. 4) . For comparison we also calculated internal energy using the Metropolis method.· We have found out that our formalism works very well in the simulations, giving the same results as the Metropolis method in almost the same CPU time used to produce the data.
It is said that the thermalization time of SQM (~500 steps in our case) is a little longer than that of the Metropolis method (~200 steps in our case). However, it should be noted that this difference is of no importance because we need several thousands of iterations to reduce the statistical error (less than 1% in our case) for the calculation of the ensemble average. For Monte Carlo simulations of constrained systems, we need to generate random variables on the constraint surface. In general, this procedure is very difficult to be performed, and the Metropolis and heat bath methods· have been applied only for the systems with simple constraints, e.g. n-dimensional spheres. On the other hand, our formalism of CC method· and FC method is in principle, applicable to any constrained systems. Furthermore, it is a remarkable merit of SQM that the evaluation of the troublesome determinant factor in the path-integral measure 4 ),6) is automatically achieved only by solving the Langevin equation. We believe that the stochastic quantization method gives us feasible and powerful methods for numerical simulation of constrained systems.
The computations were performed by the HITAC M~280H/M-200H/S-810 system at Tokyo University.
