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Abstract
An Eulerian-Eulerian two-way coupled model for simulating drifting snow, and solid
particle-laden ﬂows, is presented. Turbulent drag is used to account for particles tur-
bulent dispersion. A new solid particle phase viscosity model is also developed from ﬁrst
principles. The present transport model resolves the saltation layer, instead of modelling
it with equilibrium formulations as in one-way coupled models. Implementation is done
in foam-extend, a community-driven fork of OpenFOAM R© .
Validation in saltation is done against measurements from a controlled drifting snow
experiment using real snow particles. The present model accurately predicts snow ﬂux and
airﬂow velocity in equilibrium and non-equilibrium regimes, when particle size polydis-
persity is considered. The model overestimates experimental measurements of turbulent
kinetic energy, with concerns over the completeness of the measurements. Validation
in suspension is done against measurements from a controlled sediment suspension ex-
periment. The present model accurately predicts sediment concentration proﬁles, water
velocity proﬁles, and sediment fall velocity. The present model is also shown to be superior
to a one-way coupled convection-diﬀusion model based on an equilibrium formulation. Fi-
nally, a non-perforated boundary condition used to represent perforated bottoms is found
to have a localized eﬀect for the present model, and unsuitable for one-way coupled mod-
els. Using wall functions in such situations is also discouraged since it would produce
turbulence structures very diﬀerent from what is observed on perforated bottoms. A
resolved low Reynolds number approach is recommended instead.
The present viscosity model predicts mixture viscosity accurately, and more phys-
ically than published mixture viscosity models. In the dense drifting snow regime, a
volume fraction correction and multiplicative constant of 0.1 are suggested to improve
the Kazhikov-Smagulov particle viscosity model, and a variable constant equal to the
local phase density ratio for the Carrier-Cashwell particle viscosity model. Particle tur-
bulent viscosity modelled with the Ct model is found negligible for drifting snow, and
comparable to water turbulent viscosity for sediment, due to phase density ratio.
Keywords:
Eulerian-Eulerian, drifting snow, sediment transport, saltation, suspension, two-way cou-
pling, turbulent drag, particle-laden ﬂow, solid particle phase viscosity
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Abstract
U ovom radu prikazan je EulerEuler dvostrano spregnut model za simuliranje no²enja sni-
jega i strujanja s £esticama niske koncentracije. Turbulentna disprezija £estica modelirana
je pomo¢u turbulentne viskoznosti, te je razvijen novi model viskoznosti no²enih £estica.
Umjesto kori²tenja ravnoteºne formulacije koju koriste jednostrano spregnuti modeli, u
ovom radu koristi se transportni model koji razrje²ava saltacijski sloj. Implementacija je
provedena u programu foam-extend, grani programa otvorenog koda OpenFOAM R© .
Validacija saltacije je provedena usporeuju¢i rezultate s eksperimentalnim mjeren-
jima kontroliranog nose¢eg snijega s pravim £esticama snijega. Predstavljani model to£no
predvia protok snijega i brzinu protoka zraka u ravnoteºnim i neravnoteºnim reºimima
u slu£aju kada je raznovrsnost veli£ina £estica uzet u obzir. Model precjenjuje kol£inu
turbulentne kineti£ke energije u odnosu na eksperimentalna ispitivanja, meutim eksperi-
mentalni podatci ne sadrºe sve energetske frekvencije. Validacija suspenzije je provedena
usporedbom s mjerenjima gdje je provedena kontrolirana suspenzija sedimenta. Razvijeni
model to£no procjenjuje kontrakciju sedimenta i proﬁl brzine vode uzduº eksperimen-
talnog bazena, kao i brzinu padanja sedimenta. Osim toga, razvijeni model se pokazao
boljim od jednostrano spregnutog modela baziranog na ravnoteºnoj formulaciji. Nadalje,
razvijeni model moºe koristiti nepropusni rubni uvjet umjesto perforiranog dna, ²to ima
samo lokalni utjecaj na rezultat. Jednostruko spregnuti modeli nisu u mogu¢nosti koristiti
nepropustan rubni uvjet. Kori²tene zidnih funkcija takoer nije preporu£ljivo koristiti u
takvim slu£ajevima, jer dolazi do proizvodnje vrtloºnih struktura koje su razli£ite od onih
koje se mogu na¢i na perforiranom dnu.
Razvijeni model viskoznosti to£no predvia viskoznog smjese u usporedbi s modelima
u literaturi, te pokazuje ﬁzikalnije rezultate. Prilikom gustog no²enog snijega, predlaºe
se korekcija udjela volumena snijega i konstantan koeﬁcijent od 0.1 kako bi se pobolj²ao
Kazhikov-Smagulov model viskoznosti £estica, te promjenjiva konstanta jednaka lokalnom
udjelu volumena za Carrier-Cashwell model viskoznosti. Zbog odnosa gusto¢e £estica i
ﬂuida, turbulencija £estica modelirana pomo¢u Ct modela je zanemariva i usporediva
turbulenciji vode prilikom sedimentacije.
Klju£ne rije£i:
Euler-Euler, nose¢i snijeg, transport sedimenta, saltacija, suspenzija, dvostrana sprega,
turbulentni otpor, strujanja s £esticama niske koncentracije, viskoznost krutih £estica
xi
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Chapter 1
Introduction
This thesis is concerned with the numerical simulation of falling and drifting snow. Its
objective is to present a viable Computational Fluid Dynamics (CFD) model to assess
loads due to snowdrifts as well as snowfall on and around buildings and structures of
arbitrary shapes. In this chapter, the general context of the problem will be discussed
and the state-of-the-art in CFD simulation of drifting snow is reviewed with a discussion of
the advantages and disadvantages of the presented methods. Sediment transport by water
is also discussed, since its governing physics are quite similar to those of drifting snow,
with similar CFD methods used for simulations of sediment transport. This discussion is
complementary to that of drifting snow since sediment transport by water occurs under a
solid to ﬂuid phase density ratio of order O(1), while drifting snow occurs under a solid to
ﬂuid phase density ratio of order O(100), similar to the aeolian transport of sand. Based
on these two discussions a new CFD model will be proposed which is believed to be an
improvement on existing models.
1.1 Drifting Snow
Drifting snow results from the aeolian motion of individual snow particles deposited on
the ground. Such motion is possible when the drag force induced by the wind exceeds the
opposing actions of inter-particle cohesive bonding, particle weight and surface friction.
The corresponding surface shear stress is called the threshold shear stress with its shear
velocity termed the threshold shear velocity. Bagnold [1] classiﬁed the aeolian motion of
particles under three modes, shown in Figure 1.1:
• Surface creep, where particles move in contact with the surface for a few centimetres
or in very short hops after being dislodged by saltating particles.
• Saltation, where the particles bounce oﬀ the surface in a thin layer approximately
10 cm thick and for relatively long hops leeward; this mode is dominant in snow-
storms [2].
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• Suspension, where the lightest particles are lifted by the airﬂow to great heights
that could reach 100m above the ground, depending on the level of turbulence in
the airﬂow, and deposited further downstream.
In the creep and saltation layers, where the heaviest particles are transported, the airﬂow
velocity is aﬀected by the particles; this is a two-way coupling eﬀect. In contrast, in the
suspension layer where the smallest particles evolve the airﬂow velocity is not aﬀected
and the particles follow the streamlines; this is a one-way coupling eﬀect.
Figure 1.1: Aeolian transport modes during drifting snow.
Loads resulting from snow accumulation can lead to disastrous consequences on build-
ing roof structures if not properly accounted for in the structural design. The Canadian
National Building Code (CNBC) [3] and its United States of America (USA) counter-
part by the American Society of Civil Engineers (ASCE) [4] address snow loads by using
the 50-year ground snow load corrected with a host of load factors to try to account for
building type, roof shape and slope, wind exposure, and importance based on the general
characteristic dimensions of the structure. In sections 7-10 of the ASCE code drifting
snow is only accounted for around rectangular roof structures and lower roofs forming
step conﬁgurations, by estimating the drift width and height based on empirical factors
derived from a number of cases recorded by insurance companies. It is not clear how to
assess other snow drift loads due to arbitrary structures of unusual shape using building
code procedures.
Snow particles are also subject to sublimation and melting under the right conditions,
sublimation being phase conversion from solid to gaseous (water vapour) without the
intermediate melting step. Sublimation is shown to reduce the snow cover by about 10%
1.1. DRIFTING SNOW 3
on long terrain fetches over 1000m such as prairie, tundra, and arctic catchments [58].
Otherwise, sublimation eﬀects are generally smaller than the experimental error so they
will be neglected in the present context.
Melting causes the snow particles to change from a solid granular phase to a liquid
one. This is likely to lead to even less snow on the ground, or a much heavier and more
viscous snow, reducing the snow propensity to drift. Therefore, neglecting melting is most
likely to produce conservative drifting snow loads. Moreover, estimating snowmelt will
require solving an additional energy equation with short wave solar radiation eﬀects. This
is beyond the scope of the present study.
Several aeolian snow transport models are available in the literature. Most of these
models are based on E-E [917] and Eulerian-Lagrangian (E-L) [1820] Reynolds Averaged
Navier-Stokes (RANS) formulations, where the two phases are air and snow. Both models
can yield reasonable results for particulate ﬂows as compared to experiments but the E-
E model requires much less computational resources since Lagrangian particle tracking
requires a great deal of particles to yield statistically meaningful results and is usually
restricted to small areas of about a couple of square metres [21, 22]. E-E modelling can
result in a much more practical engineering tool than E-L. Therefore, this discussion will
be limited to the state of the art in E-E modelling. Namely, the discussion will focus on
the Transport of Snow Density (TSD) and VOF models.
1.1.1 The Transport of Snow Density Model
The TSD model relies on solving a one-way coupled convection-diﬀusion transport Partial
Diﬀerential Equation (PDE) for the drifting snow density in the suspension layer (equation
1.1), in addition to the airﬂow continuity and momentum equations. It was originally
introduced by Uematsu et al. [9] with subsequent improvements [23], and later adopted
by several groups [10, 11, 24, 25] with diﬀerent reﬁnements in the physical modelling.
∂φs
∂t
+ ∇ · (ua − ωsδ j3)φs = ∇ · (−u′aφ′s). (1.1)
Here, φs is the snowdrift density, ua is the airﬂow velocity vector, and δ j3 is the Kronecker
delta with j = 3 being the vertical gravity direction. The snowfall settling velocity ωs can
be calculated using expressions based on buoyancy and drag considerations such as the
one adopted by Tominaga et al. [11],
ωs = −
√
8
3
(
ρa
ρs
− 1
)
dp
Cd
g, (1.2)
Here, ρa and ρs are respectively the air and snow density, dp the snow particle diameter,
Cd the snow particle drag coeﬃcient and g the gravitational acceleration. In practice, the
diﬀerent adepts of the TSD method mentioned above set ωs to a constant value (0.1m · s−1
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to 0.5m · s−1) based on observations or experimental measurements. The third term on
the left accounts for gravitational sedimentation of the falling snow and the right hand
side accounts for turbulent diﬀusion modelled with a gradient diﬀusion hypothesis,
− u′aφ′s = µt
σt
∇φs . (1.3)
Here, µt is the turbulent viscosity of air and σt is the snowdrift density Schmidt number
normally set to 1. For incompressible ﬂow ∇ · ua = 0, so equation 1.1 becomes,
∂
∂t
φs + ua · ∇φs − ∇
(
φsωsδ j3
)
= ∇ ·
(
µt
σt
∇φs
)
. (1.4)
The most recent evolution of the TSD model by Tominaga et al. [26] uses equation 1.5
as boundary condition at the ground. This is a steady-state empirical formulation of the
saturated transport rate of drifting snow in the saltation layer for equilibrium conditions
over natural ﬂat terrain, with zero streamwise gradients of snow transport and wind
velocity [27].
Qsal =
0.68ρau∗t
u∗g
(u2∗ − u2∗t ). (1.5)
Here, u∗t the surface threshold velocity and u∗ the surface shear velocity. It should be noted
that [27] state the 0.68 factor to be dimensionless. However, based on their deﬁnition of
said factor c · e = 0.68/u∗, where c is a dimensionless saltation velocity proportionality
constant and e is a dimensionless saltation eﬃciency, the 0.68 factor should clearly have
dimensions of velocity. This is also required for dimensional consistency of equation
1.5 so that Qsal would have the correct dimensions of kg ·m−1 · s−1. Okaze et al. [28]
experimentally study the saltation of loose snow in accelerating and decelerating ﬂows
and ﬁnd equation 1.5 to overestimate the transport rate of drifting snow under such
conditions. The boundary condition at the top of the suspension layer is given from
the snowfall precipitation rate, which can be set constant or obtained from mesoscale
simulations or meteorological data [29]. Determining the snowdepth starts with a mass
balance of the snow phase in the ﬁrst grid cell above the ground or the snowbed [26],
expressed as,
Mtotal = Mside + Mtop. (1.6)
Here, Mtotal , Mside and Mtop are respectively the total snow mass transport, snow mass
transport at the side and the top of the cell. The snow mass transport at the side is
calculated as,
Mside = VsideAside(φins,sal − φouts,sal ). (1.7)
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Here, Vside and Aside are the horizontal velocity at the vertical side face and its surface
area respectively. φins,sal and φ
out
s,sal are respectively the horizontal saltation drift densities
entering and leaving the cell. The drift density φs,sal is estimated using the empirical
equation 1.8 [9, 30].
φs,sal =
Qsal
Usalhsal
. (1.8)
Here Qsal is obtained from equation 1.5. The saltation velocity Usal is calculated using
another equilibrium empirical relationship by Pomeroy et al. [27],
Usal = c0u∗t . (1.9)
Here, c0 = 2.8 is an empirical constant relating to the mean velocity of saltating particles
[31]. The saltation height hsal can be calculated using a steady-state empirical relationship
to the friction velocity by Pomeroy and Malé [32],
hsal = 0.0843u1.27∗ . (1.10)
However, in practice the height of the grid cell is also used [26]. The snow mass transport
at the top of the cell is calculated using the following relationship,
Mtop = −φs,top(w + ωs)Ahol . (1.11)
Here, φs,top is the snowdrift density at the top of the grid cell, w and ωs are the airﬂow
vertical velocity and the snowfall velocity respectively, and Ahol is the horizontal surface
area of the top of the cell. The change in snow depth ∆zs is calculated using ρs as follows,
∆zs =
Mtotal
ρsAhol
. (1.12)
A grid cell at the surface is arbitrarily closed when the snow depth in it becomes equal to
the grid height. However, when Mtotal < 0, it is included as a sink term in equation 1.1.
In the above model turbulence is modelled with the k −  model applied to the airﬂow.
Tominaga et al. [11] use a modiﬁed version of the above model, where the saltation
snowdrift density at the ground is not calculated using equation 1.5. Instead, ground
saltation is included into a variable inlet boundary proﬁle for the snowdrift density and
the saltation eﬀect is computed with equation 1.1. The snow layer height is computed
using the net deposition rate,
Mnet = Mdep + Mero. (1.13)
Here, Mdep is the deposition rate on the ground given by,
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Mdep = −φs,gωsAhol . (1.14)
Here, φs,g is the snowdrift density in the grid cell on the surface. Mero is the erosion rate
on the ground and is computed with the following empirical expression for steady-state
equilibrium saltation of sand particles [33],
Mero = −5.0x10−4ρiceu∗
(
1 − (u∗t )
2
(u∗)2
)
Ahol . (1.15)
Here, ρice is the density of ice. Snow depth change is calculated similarly to the initial
model [26]. When u∗ > u∗t and the snowbed is eroding the following surface boundary
condition is used,
− νt
σt
∇ ·
(
δ j3φs
)
=
|Mero |
Ahol
(1.16)
Source terms are added to the right-hand side of the turbulence equations to account for
the damping of turbulent kinetic energy k and dissipation rate  by snow particles, as
done originally by Naaim et al. [10]. These terms are,
Sk = −Cks f s k
ρstr
φs, (1.17)
S = −C s f s 
ρstr
φs . (1.18)
Here, f s is the damping function given by,
f s = 1 − exp
{(
− tr
As (k/ )
)a}
, (1.19)
and tr is a damping time scale given by,
tr =
d2pρs
18µa
. (1.20)
Here, Cks, C s, As and a are model constants optimized respectively to 2 × 104, 0.0, 10.0
and 1.0 [28]. The turbulent kinematic viscosity is calculated using a turbulent time scale
correction to account for the excess production of turbulent kinetic energy typical of the
standard k −  model [34], as it was previously found to agree best with experimental
results [35]. This correction is implemented as follows,
νt = CµkT, (1.21)
T = min(
k

,
1
CµS
√
6
). (1.22)
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Here, Cµ = 0.09 is the familiar k −  model constant and S is the rate of strain given by,
S =
√(
∂ux
∂y
+
∂uy
∂z
+
∂uz
∂x
)2
. (1.23)
Both models were validated against detailed measurements of snowdrift around a
surface mounted cube with a height of 1m, taken during an outdoors snowdrift event [36].
The outdoors measurements were also successfully reproduced in a controlled wind tunnel
experiment using artiﬁcial snow [37]. The simulation results of the initial model based
on equation 1.5 showed a general order of magnitude agreement in snowdrift levels and
limits with the experimental measurements. In particular, the snowdrift limits were seen
to correspond closely to the friction velocity levels. Proﬁles of snowdrift height in vertical
plane cuts along the centre of the cube and parallel to the cube's lateral and longitudinal
axes showed very large and non-physical oscillations. The improved treatment without
1.5 mitigated the oscillations to a large degree, but did not remove them altogether. The
simulated snowdrift height and limits agreed better with the experimental measurements
but still in order of magnitude only. This was especially true on the lateral sides of the
cube where shear dominates. The simulations overestimate the snow deposition windward
and leeward of the cube, which is arguably due to the lack of impingement erosion in both
simulation models.
1.1.2 The Volume of Fluid Model
The VOF model is a one-way coupling interface tracking method that treats the snow
phase as a ﬂuid and relies on the assumption that the ﬂuids are not interpenetrating. It
consists of mixture transport equations with the addition of a scalar transport equation
for the volume fraction of either phase [38]. The volume fraction equation is equivalent
to a mass continuity equation, and takes the following general form for drifting snow,
∂αa
∂t
+ um · ∇αa + ∇ · (αaur ) = ∇ ·
(
νt∇αa
)
. (1.24)
Here αa is the volume fraction of air, um is the mixture velocity vector, and ur is the
relative velocity vector between the two phases. The system is closed with the mixture
relationship for density,
ρm = αa ρa + αs ρs . (1.25)
Here, αs = 1−αa is the volume fraction of snow which can be used to calculate the drifting
density of snow in 1.1 with the following relationship,
φs = αs ρs . (1.26)
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A similar relationship can be used for the mixture viscosity,
µm = αaµa + αsµs . (1.27)
However, there are no known relationships or values for the snow viscosity. Most authors
neglect the mixture molecular viscosity with respect to the eddy viscosity. This model
is justiﬁed in the turbulence production layers where the eddy viscosity can be several
orders of magnitude larger than the air molecular viscosity, and such regions are typically
close to the snowbed for drifting snow. In the suspension layer, the ﬂow is so dilute that
an inviscid treatment of the snow phase can be justiﬁed, and one can use the air viscosity
alone. However, there might exist transitional layers between the snowbed turbulence
generation layers and the suspension layer where the snow phase is dense enough to
justify viscous treatment, which could aﬀect the mixture viscosity. Other authors do not
neglect the snow viscosity and use diﬀerent models to address this issue. Thiis [17] uses
an assumed logarithmic velocity proﬁle with roughness for the airﬂow in combination
with the threshold shear stress calculated from the known threshold friction velocity to
estimate the mixture vicosity. For antarctic wind-hardened snow with u∗ = 0.6m · s−1, he
arrives at a mixture viscosity value of µm = 2.7 × 10−4N ·m−2.
The VOF and TSD equations are equivalent. Should we replace αa by (1 − αs) in
equation 1.24, multiply both sides by ρs and rearrange, we get the following transport
equation for the drifting snow density,
∂φs
∂t
+ um · ∇φs + ∇ · (φsur ) = ∇ ·
(
νt∇φs
)
. (1.28)
Equation 1.24 is exactly similar to equation 1.4 with ωs replaced by ur . The phase relative
velocity ur is calculated with the following expression according to the drift ﬂux theory
[12],
ur = αaαsD f
(
ρs − ρa
ρa
)
1
ρm
∇p, (1.29)
D f =
9µa
2d2p
. (1.30)
Here, p is the static air pressure, and D f is an inverse drag function assuming Stokes
ﬂow between a spherical particle and the air phase. The relative velocity expression is
based on a balance between a driving body force, the pressure gradient and the drag force
and assumes low relative velocities. In comparison, ωs as calculated by expression 1.2
is based on body and drag forces without the pressure gradient which can be negligible
in low speed incompressible boundary layer ﬂows. Equations 1.24 and 1.4 are therefore
equivalent. The snow mass transport information used to track the free interface between
the phases allows blocking or releasing cells as they ﬁll up with snow or gradually empty.
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Several authors have adopted the VOF model [1217], all using erosion and deposition
mechanisms based on equation 1.5, which as discussed previously applies to steady-state
equilibrium conditions. However, Beyers et al. [13] use the following expressions for the
net erosion/deposition ﬂux qero/dep which accounts for erosion by particle impingement as
well,
qero/dep = qdepshear + qeroshear + qeroimp (1.31)
Here, qdepshear , qeroshear and qeroimp are the ﬂuxes of deposition by shear, erosion by
shear and erosion by impingement, respectively. They are calculated as follows,
qdepshear =

ρsωs
u2∗t − u2∗
u2∗t
if u∗t > u∗,
0 if u∗t ≤ u∗.
(1.32)
qeroshear =

A
(
u2∗ − u2∗t
)
if u∗ > u∗t ,
0 if u∗ ≤ u∗t .
(1.33)
qeroimp = KV nρs f (θ). (1.34)
Here, A = 7 × 10−4 kg ·m−3 is a proportionality constant representing the snow pack
bonding strength [10], K is a proportionality constant accounting for particles and snow
pack material properties, V is the near-surface impinging airﬂow velocity, n is an index
expressing the characteristics of a snow surface and is in the range 2 < n < 4 for erosion of
brittle material, as reported by Humphrey [39] for Adler [40]. θ is the particle incidence
angle with the snow bed.
f (θ) =
16
pi2
θ2 − 8
pi
θ + 1.0. (1.35)
The function f (θ) is not physically based and merely allows maximum erosion by particle
impingement normal to the surface, while tending to zero for θ = 45◦.
Turbulence is modelled with the standard k− model. The particle eﬀect on turbulence
was indirectly addressed by the following ﬂow velocity wall function modiﬁed to account
for increased surface roughness and saltating particles,
u(z) =
u∗
κ
ln
(
zu∗
νa
)
+ B − ∆B(K+s , s+). (1.36)
Here, νa is the air kinematic viscosity, B = 5.5 and,
∆B(K+s , s
+) =
1
κ
ln(1 + 0.3K+s + 9.53s
+). (1.37)
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Here, z is the coordinate normal to the surface, κ is the von Kármán constant, K+s =
Ksu∗/νa is the non-dimensional aerodynamic surface roughness and s+ = c1u∗/2gνa is
a parameter meant to represent two-way coupling eﬀects of saltating particles on the
airﬂow. This model is based on ﬁndings that the saltation layer behaves as an increased
aerodynamic roughness to the ﬂow above it [41]. This applies to well-developed boundary
layers and would be uncertain for ﬂow around a bluﬀ body. The roughness modiﬁcations
were based on measurements made during the experiment being simulated and speciﬁc to
the experimental conditions [42].
Beyers et al. [13] present simulation results of an outdoors snowdrift experiment
carried out at the South African National Antarctic Expedition IV (SANAE IV) antarctic
research station [42]. The simulation captures the general accumulation locations and
scales, an order of magnitude agreement with notable inaccuracies possibly due to the
k −  model, according to the simulation authors. Simulated snowdrifts are found to
correlate well with friction velocities, in agreement with ﬁndings of other authors [11,
17]. Observations of leeward accumulation are not reproduced raising the question of
unaccounted precipitation during the experiment. Impingement erosion as implemented
in equation 1.31 is found too small in the leeward bubble, and wind velocity proﬁles results
are not reported. Therefore, it is not possible to assess the validity of the wall function
treatment.
Beyers et al. [14] implement the above model in Fluent 6.2 with the addition of mesh
adaptation. The change in height of the cell vertices is computed using a balance of the
convected horizontal snow ﬂux based on ﬂow divergence at the ground [15, 43]. However,
there is no decisive improvement over the original model.
1.2 Sediment Transport by Water
Sediment transport in bodies of water is an important phenomena for hydraulic engi-
neering applications. It governs bed response around structures such as dikes, weirs, and
submerged bridge components, to name only a few. The transported sediment load is gen-
erally classiﬁed in three categories: the bed load, the suspended load, and the wash load,
shown in Figure 1.2. The bed load moves closest to the sediment bed by rolling, sliding, or
saltation, and consists of the heaviest constituents that often stop and move again under
the action of water and other colliding constituents. As the ﬂow gets stronger, parts of
the bed load are carried upwards by turbulence to the middle part of the ﬂow. This is
the suspended load and it consists of lighter constituents than the bed load that move
longer distances as well. The wash load consists of the smallest and lightest sediment con-
stituents, with sizes all the way down to fractions of a micrometer. These constituents are
light enough to stay suspended and are never represented in the bed even when present in
large quantities. The physics governing sediment transport by water are quite similar to
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those of aeolian transport of snow and sand, discussed at length in the previous section.
The main diﬀerence between hydro and aeolian transport of solid particles is the solid to
ﬂuid phase density ratio which is of order O(100) for the former, and O(1) for the latter.
Several models are available to simulate sediment concentration transport, and they
can be classiﬁed in two broad categories: analytical and numerical models. In what follows
the most representative methods of both models are concisely reviewed.
Figure 1.2: Sediment transport modes.
1.2.1 Analytical Models of Sediment Concentration Transport
Analytical models of sediment concentration transport are usually derived from the con-
servation equation of the sediment mass fraction c,
∂cs
∂t
+ ∇ · (uw − ωsδ j3)cs = ∇ ·
(
νt
σc
∇cs
)
. (1.38)
Here, uw is the water velocity vector, cs is the sediment concentration, ωs is the sediment
fall velocity, δ j3 is the Kronecker delta with j = 3 the vertical direction, σc is the turbulent
Schmidt number typically taken as 1, and νt is the ﬂow turbulent kinematic viscosity. It
should be noted that equation 1.38 is similar to equations 1.4 and 1.24. For steady
open-channel ﬂow, equation 1.38 reduces to the following vertical equilibrium equation,
ωscs +
νt
σc
∇ ·
(
δ j3cs
)
= 0. (1.39)
Equation 1.39 is sometimes referred to as the Schmidt equation [44]. Assuming constant
settling velocity and turbulent momentum and mass transfer coeﬃcients, equation 1.39
can be integrated to yield the Schmidt concentration proﬁle,
ln
cs
csa
= −ωsσc
νt
(y − a). (1.40)
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Here, a is an arbitrary reference height. Schmidt derived equation 1.40 in the context of
atmospheric dust transport. However, a similar procedure is used for sediment transport.
Prandtl's mixing length model [45] allows one to write,
νt = l2
∂u∂y
 . (1.41)
Here, l is the turbulent mixing length. If one additionally assumes σc = 1 and derives the
velocity gradient from a logarithmic proﬁle, equation 1.39 can be integrated to yield,
cs
csa
=
(
ηa
η
· 1 − η
1 − ηa
) Z
. (1.42)
Here, csa is the sediment mass concentration at the arbitrary reference height a, h is the
water level in the channel, η = y/h, ηa = a/h, and Z = ωs/κu∗ is the Rouse number. Equa-
tion 1.42 assumes negligible molecular viscosity and is based on the following parabolic
turbulent viscosity proﬁle,
νt = κu∗y
(
1 − y/h) . (1.43)
Equation 1.43 is obtained by integrating the ﬂow momentum equations for a uniform
Steady-State (SS) channel ﬂow and a logarithmic velocity proﬁle. The sediment settling
velocity is usually calculated the same way for snow using equation 1.2. According to
Toorman [46], Equation 1.42 was ﬁrst derived by Ippen in 1936 at the suggestion of Von
Kármán, but it was named after Rouse who published it the subsequent year [47]. For
incompressible ﬂows, the phase density ratio is constant and the treatment above can be
extended to volume fractions by replacing cs and csa by αs and αsa, respectively.
Equation 1.42 has been successfully validated for many ﬂows satisfying the assump-
tions behind it [48, 49], but with some important deviations from experimental data in
some cases. Many corrections to the Rouse proﬁle have been proposed to account for de-
viations from experimental data. It is shown that the corrected proﬁles can be generalised
by adopting a power proﬁle of arbitrary exponent for the (1− y/h) term in equation 1.43,
and using a concentration dependent settling velocity [50, 51]. Such a settling velocity
relationship is the Richardson-Zaki relationship [52],
ωs = ω0(1 − αs)m. (1.44)
Here, ω0 is the settling velocity of a single particle, and m is an empirical exponent
determined by ﬁtting experimental data. The generalised Rouse proﬁle becomes the
solution of the following equation [51],∫ αs
αsa
dαs
αs (1 − αs)m = −
∫ η
ηa
Z0
η(1 − η)n dη. (1.45)
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Here, αsa is the sediment volume fraction at the arbitrary reference height a, Z0 = ω0/κu∗.
n is an index based on data analysis and been deﬁned as [53],
n = 1 + β
cs
csa
. (1.46)
Here, β is a constant that is determined by ﬁtting proﬁles to experimentally measured
velocity distributions, with values that can go from 0.5 to 40. The index n reﬂects the
eﬀect of water and sediment properties on the characteristic length for sediment vertical
motion, which is a Lagrangian motion scale diﬀerent from the Prandtl mixing length that
relates to inertial turbulent scales. Using equation 1.46, Umeyama [54] was able to match
two diﬀerent sets of experimental data [49, 55].
For dilute conditions where m = 0 in equation 1.44, using n = 0 results in the Laursen
formula [56],
αs
αsa
=
(
ηa
η
) Z0
. (1.47)
Taking n = 1 results in the Rouse formula from equation 1.42. Taking n = 0.5 results in
the Tanaka-Sugimoto formula [57],
αs
αsa
=
(
1 + E
1 + Ea
· 1 − Ea
1 − E
) Z0
. (1.48)
Here, E =
√
1 − η and Ea = √1 − ηa. With n = 0.8, the Barenblatt formula is obtained
[58],
αs
αsa
=
(
E
Ea
· 1 − Ea
1 − E
) Z0
. (1.49)
Taking m = 1 and n = 0.8, a few judicious substitutions allow one to recover the equivalent
of Hunt's formula [59] which accounts for the volume of suspended particles,
αs
αsa
· 1 − αsa
1 − αs =
[
E
Ea
· B − Ea
B − E
] Z0
. (1.50)
Here, B is deﬁned as 0.995 < B < 1.
Besides its limitation to SS fully developed ﬂow regimes, the Rouse proﬁle exhibits a
singularity at the bottom, since c → ∞ when η → 0. This singularity originates from
the derivation of the velocity gradient in the mixing length model equation 1.41 from a
logarithmic proﬁle that results in η in the denominator. This can be avoided by using a
modiﬁed logarithmic proﬁle [60],
u =
u∗
κ
ln
(
1 +
y
y0
)
. (1.51)
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Here, y0 is a measure of the bed roughness height. The turbulent viscosity becomes,
νt = κu∗(y + y0) ·
(
1 − y
h
)
. (1.52)
The Rouse proﬁle then becomes,
cs
cs0
=
(
1 − y/h
1 + y/y0
) Z/(1+y0/h)
. (1.53)
Here, cs0 is the sediment concentration at y0, which is now taken as the reference level.
This modiﬁed Rouse proﬁle is equivalent to the original one, except near the bed. The
roughness model is also equivalent to that of Willis [61] who modiﬁes the Rouse proﬁle
to account for a viscous sublayer of thickness y0, with two diﬀerent proﬁle expressions for
above and within the viscous sublayer.
In spite of its popularity, the Rouse formula remains a one-dimensional expression for
SS and fully developed ﬂow, with an idealised logarithmic or power law velocity proﬁle
that will surely fail in the presence of ﬂow obstacles, or for developing ﬂows. In addressing
these limitations, Vanoni [62] lately stated that the Rouse formula can only represent the
shape of the concentration distribution, not the actual values in a predictive accuracy.
The same has been observed to various degrees in the published validations of the models
discussed above.
Greimann et al. [63] follow a markedly diﬀerent approach in that they start with a
full E-E two-phase system, consisting of ensemble-averaged conitnuity and momentum
equations for the ﬂuid and sediment phases. They assume dilute conditions with one-way
coupling to the water ﬂow, which is modelled with a logarithmic velocity proﬁle, and
proceed to derive a sediment concentration transport equation for steady developed ﬂow.
One of their key assumptions is that the turbulence ﬂuid-sediment correlation is equal to
the turbulence ﬂuid correlation. This likely overestimates the turbulence ﬂuid-sediment
correlation since sediment particles do not respond instantaneously to the ﬂuid velocity
ﬁeld, and their turbulence intensity is generally smaller than that of the ﬂuid. They retain
only the drag and added mass forces, and eliminate lift since it can only be important
close to the bed where little experimental data is available. Their sediment transport
equation allows them to show that the increased diﬀusion of large particles is due to the
diﬀusive nature of the vertical turbulent intensities in the sediment momentum equation,
a previously unexplained phenomenon. They derive the following analytical equation for
the sediment volume fraction,
αs
αsa
=

η − 1
2
(1 + S′)
η − 1
2
(1 − S′)
·
ηa − 1
2
(1 − S′)
ηa − 1
2
(1 + S′)

z
S ′
, (1.54)
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where,
S′ =
√
1 +
4CvStb
γcκ
. (1.55)
Here, αs is the sediment volume fraction at the non-dimensional height η, αsa is the
sediment volume fraction at the reference non-dimensional height ηa from the bed, Cv
is a constant related to the vertical turbulent intensity that is assumed constant, γc is
a coeﬃcient accounting for crossing trajectory eﬀects, and z = ωs/(γcκu∗) is the Rouse
number corrected for cross trajectory eﬀects. Stb = τp/τf b is the bulk Stokes number
where τp is the particle response time, and τf b = h/u∗ is a bulk measure of the ﬂuid's
turbulent integral time scale. When Stb = 0, equation 1.54 reduces to the Rouse proﬁle,
an indication that the latter does not account for particle response times which becomes
important for large particles. This aspect is highlighted by validations against the data
of Einstein and Chien [55], Wang and Qian [64], and Taggart et al. [65]. The validations
also show that the Rouse proﬁle greatly underestimates the diﬀusion of large particles for
Stb/(κy0) = O(1). When Stb/(κy0)  1 it is possible to derive a simple analytical solution
of their diﬀerential equation for the lag velocity, namely the diﬀerence between the ﬂuid
and sediment velocities. This solution allows them to show that the sediment lag velocity
is of the same order as the fall velocity, and decreases towards the surface. It should be
noted that Greimann et al. [63] use the following deﬁnition of the phase-weighted relative
velocity Ur ,
Ur = Us −Uw −Ud . (1.56)
Here,Us andUw are respectively the sediment and water phase-weighted average velocities,
and Ud is the phase-weighted average drift velocity. Ud is due to the correlation between
the particle distribution and the water turbulent velocity, and accounts for the dispersion
eﬀect due to particle transport by ﬂuid turbulence.
Ud =
1
αs
〈u′w〉s . (1.57)
Here, 〈.〉s is the ensemble average operator for phase s. Ud can also be calculated using the
particle turbulent time scale, gradients of volume fractions, and the turbulent dispersion
tensor [66]. This model is based on the work of He and Simonin [67] who do not use other
turbulent dispersion mechanisms, and deﬁne the drag force FD as follows,
FD =
3
4
Cd
dp
|ur | . (1.58)
Here, Cd is the drag coeﬃcient, and ur is the instantaneous relative velocity with its
magnitude deﬁned as,
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|ur | =
√
UrUr + 〈u′ru′r〉s . (1.59)
u′r is the relative velocity ﬂuctuation. Therefore, the drag turbulent ﬂuctuations are
implicitly included in equation 1.58. However, it should be noted that other formulations
of sediment transport based on two-phase ﬂow models similar to the Greimann model do
not use the drift velocity in the determination of the relative velocity, even though they
do not have any turbulent dispersion mechanisms either [68, 69].
Jiang et al. [70] use the Particle Group Model (PGM), which is a simpliﬁed set of two-
phase ﬂow equations that can be derived from the basic multiphase ﬂow equations under
the assumption of suspension conditions [71]. In the PGM the control volume is chosen
such that its outer surfaces consist only of ﬂuid. This restricts ﬂuid-sediment interactions
to inter-phase momentum exchange terms within the control volume, which consist of the
molecular pressure, laminar drag, and turbulent drag forces. The drag forces are deﬁned
in relation to the velocity diﬀerences between the phases and the phases time scales, which
they claim makes them better adapted to ﬂow changes. This is in contrast to Greimann
et al. [63] who use empirical coeﬃcients that are subject to change in diﬀerent parts of
the ﬂow [72]. They derive the following one-dimensional sediment concentration proﬁle,
αs
αsa
=
(
1 − η
η
· ηa
1 − ηa
)ωs/(Ds κu∗)
× exp
[
1.34(1 − Ds)
Ds
· (ηa − η)
]
× exp
[
1.34CvStbDw
Dsκ
·
(
1 − ρw
ρs
)
· ( f (ηa) − f (η))
]
.
(1.60)
Here, Ds is the sediment damping coeﬃcient, typically less than 1, Cv = 1.51 is an
empirical parameter related to the distribution of ﬂuid turbulence intensity in clear water
open channel ﬂows [73], Dw is the ﬂuid damping coeﬃcient that is close to unity for dilute
ﬂows, ρw and ρs are the water and sediment densities, respectively. The function f (η) is
given by,
f (η) =exp(−1.34) ×
[
ln(1 − η) + 1.34(1 − η) (1.34(1 − η))
2
2 × 2! +
(1.34(1 − η))3
3 × 3!
]
−
[
ln(η) − 1.34η + (1.34η)
2
2 × 2! −
(1.34η)3
3 × 3!
]
.
(1.61)
For small particles and dilute ﬂows, particle inertia eﬀects can be ignored (Ds = 1) and
Stb  1. In this case the two exponential terms on the Right Hand Side (RHS) of equation
1.60 can be ignored, leading to the Rouse proﬁle. Jiang et al. [70] develop as well a
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one-dimensional expression for the velocity lag, namely the diﬀerence between the water
and sediment velocities. Validation of the above proﬁle against experimental sediment
concentration measurements in a uniform channel ﬂow [74] show better agreement than
the Rouse proﬁle and the concentration proﬁle model of Greimann above. Validation of
the velocity lag against experimental measurements of velocity proﬁles in open-channel
ﬂow with suspended sediment [75] show better agreement in the trend than the Greimann
velocity lag model.
1.2.2 Numerical Models of Sediment Concentration Transport
The analytical methods discussed above are restricted to simpliﬁed one-dimensional and
SS fully-developed ﬂows. They also use simple 0-equation turbulence models, such as
the logarithmic velocity proﬁle with mixing length hypothesis for the turbulent viscosity.
As such, they cannot analyse two- and three-dimensional ﬂows with strong curvature and
substantial developing regions, as in meandering channels and around bridge components.
In such situations, which are normally transient, one must resort to numerical models
based on the Finite Diﬀerence Method (FDM), Finite Element Method (FEM), and Finite
Volume Method (FVM). Numerical models also allow one to use more accurate turbulence
models with transport equations for the relevant turbulence quantities, and two-phase
formulations with better modelling of the interactions between the phases. The numerical
models of sediment concentration transport are not unlike those used for drifting snow,
discussed at length in section 1.1. The one salient diﬀerence is that modelling of sediment
concentration transport is often concerned with tracking the free interface at the water
surface, in addition to tracking the free interface at the sediment bed, which is similar
to the snowbed interface tracking. Below, several numerical two- and three-dimensional
models for simulating the transport of sediment concentration are discussed. The models
are divided in two broad categories, those that do not track the free water surface and
those that do.
1.2.2.1 Numerical Sediment Concentration Transport Without Free Water
Surface Tracking
Van Rijn [76] presents a SS two-dimensional model (SUTRENCH-2D) for simulation of
sediment concentration transport of suspended particles larger than about 50µm in non-
stratiﬁed free surface ﬂows. The sediment concentration is assumed dilute enough to be
one-way coupled to the water ﬂow. The full details of the formulation are provided in [77],
and a quick overview of it is given below. The starting sediment concentration transport
equation is,
∇ · (uw − δ j3ωs)cs = ∇ ·
(
νtsδ j3∇cs
)
. (1.62)
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Here, νts is the sediment turbulent diﬀusivity. Furthermore, the particle fall velocity is
assumed constant. For reasons of computational eﬃciency, the water velocity calculations
are done using a simpliﬁed proﬁle formulation, which consists of a linear combination of a
logarithmic velocity proﬁle and a perturbation due to the pressure gradients [78]. Such a
proﬁle is derived by ﬁtting experimental data speciﬁc to the ﬂow and channel shape being
analysed, and applies strictly to SS fully-developed ﬂows. Assuming linear shear stress
over depth the ﬂuid turbulent viscosity can be deﬁned using a parabolic-constant proﬁle
[79],
νt = νt,max
[
1 −
(
1 − 2z
h
)2]
for
z
h
< 0.5,
νt = νt,max for
z
h
≥ 0.5.
(1.63)
Here, the maximum turbulent viscosity νt,max is calculated as,
νt,max =
κu∗h
4
. (1.64)
The turbulent viscosity proﬁle is not assumed fully-developed. Instead, its variation
streamwise is indirectly computed using the following ﬁrst order Ordinary Diﬀerential
Equation (ODE) for νt,max,
dνt,max
dx
=
[
α4
h
νet,max − νt,max − α5h
d(uwh−uw)
dx
]
e−15
dh
dx . (1.65)
Here, α4 = 0.05 and α5 = 0.015 are calibration constants, νet,max is the maximum turbulent
viscosity at equilibrium, uwh is the water velocity at the free water surface, and uw is the
water velocity average over the cross-section at the streamwise distance x. The ﬁnal piece
of the model is the mass-balance equation used to calculate the bed-level changes,
b
∂zb
∂t
+
1
1 − ε
(
b
∂hcs
∂t
+
∂S
∂x
)
= 0. (1.66)
Here, zb(x) is the streamwise varying bed-level, ε is the bed porosity, and cs is the depth-
averaged sediment concentration calculated as,
cs =
1
h
∫ zb+h
zb+a
csdz. (1.67)
S = Ss + Sb is the cross-section integrated total sediment load, calculated as the sum of
the suspended and bed loads, respectively. Ss is calculated as,
Ss = b
∫ zb+h
zb+a
ucdz. (1.68)
Sb is calculated as,
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Sb = 0.1b(∆g)0.5D1.550
T2.1m
D0.3∗
. (1.69)
Here, ∆ is the bed-form height, D50 is the sediment size distribution median diameter,
and D∗ is a non-dimensional sediment particle diameter deﬁned as,
D∗ = D50
[
(s − 1)g
ν2w
]1/3
. (1.70)
Here, νw is the water kinematic viscosity, and s is the sediment speciﬁc density with
respect to water,
s =
ρs − ρw
ρw
. (1.71)
In equation 1.69, T2.1m is calculated using a stochastic procedure described by Van Rijn
[80].
The SUTRENCH-2D model is validated against four experimental cases. The ﬁrst
case consists of the transport of sediment concentration in a horizontally uniform fully-
developed ﬂow over a perforated bottom [81] (used for the validation of section 1.2 as
well). Reasonably good agreement was obtained for comparisons of the computed and
measured sediment concentration proﬁles over the entire ﬂume length, with increasing
deviations from experimental measurements in the downstream direction. The agreement
was worst near the water surface and the bottom. The comparisons of depth-averaged
sediment concentrations showed good agreement only at the ﬂume inlet and outlet, with
large deviations from measured measurements in between. No comparisons were made to
the measured water velocity proﬁles.
The second experiment consists of the migration of a trench in a ﬂume [82], with
three diﬀerent trench inlet and outlet slopes. The measurements taken were ﬂow velocity
and sediment concentration proﬁles, and bed level changes, all in the centre plane of
the ﬂume. The experimental inlet conditions were maintained at equilibrium, but in
the ﬂume the ﬂow decelerated in the downstream direction. Computed and measured
concentration and velocity proﬁles are compared for the trench with the steepest inlet
and outlet slopes (1:3), and a downward sloping bed in the downstream direction. The
reported computed values were section-averaged. The concentration proﬁle comparisons
are reasonably good for the equilibrium proﬁles in the outlet section out of the trench, and
in the middle of the trench. Other locations show substantial deviations in concentration
between measurements and numerical results. The velocity proﬁle comparisons are good
in the equilibrium inlet section, and right after the trench inlet. Reasonable agreement
is noted in the other locations. Comparisons of computed and measured bed level show
reasonably good agreement for all three trench slopes, with the best agreement observed
for the shallower slopes. The best agreement for all three slopes is always observed in the
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middle of the trenches.
The third experiment consists of sedimentation ﬁeld veriﬁcation in an uneven pipe-line
trench dredged in a tidal estuary in The Netherlands [83]. This trial trench was dredged
perpendicular to the tide in order to estimate the sedimentation rate. Flow velocity
and sand concentration proﬁles were measured to determine the suspended load trans-
port rates. Comparisons of computed and measured velocity proﬁles showed reasonable
agreement with the trends well predicted.
The fourth experiment consists of sedimentation and erosion trials carried out in 1983
in a dredge channel in the Asan Bay, South Korea. Comparisons of computed and mea-
sured bed level changes over 100 days showed reasonable agreement over the width of
the uneven channel, with the largest deviations in the central region where the current
velocity is believed to have been underpredicted.
Demuren and Rodi [84] develop a fully three-dimensional SS method to simulate the
transport of pollutant concentration in meandering channels. Their model consists of the
incompressible Navier-Stokes equations, the pollutant concentration transport equation,
and the k −  turbulence model equations, all in cylindrical polar coordinates. Their
pollutant concentration transport equation is,
1
r
∂rUrcp
∂r
+
∂Uycp
∂y
+
1
r
∂Uθcp
∂θ
=
1
r
∂
∂r
(
νt
σc
r
∂cp
∂r
)
+
∂
∂y
(
νt
σc
∂cp
∂y
)
. (1.72)
Here, r is the radial coordinate, y is the vertical coordinate, θ is the azimuthal angle
coordinate, and σc is the turbulent Schmidt number for pollutant concentration. The
authors use σc = 0.5 based on previous calculations of pollutant dispersion in open chan-
nels [85, 86]. It is not speciﬁed whether the pollutant concentration cp is a mass or
volume fraction, but this has little impact on the ﬁndings of the study. The reason is
that Equation 1.72 has exactly the same form for either variable, and the concentration
proﬁle validations are done in terms of depth-averaged concentration ratio to the average
concentration. The turbulence model used is the standard k −  model in polar cylindri-
cal coordinates, which does not account for streamline curvature eﬀects. However, the
authors claim that since pressure gradients are larger than Reynolds stresses gradients
in meandering ﬂows, and since the pressure gradient does not appear in the pollutant
concentration transport equation, it is enough to account for curvature eﬀects through a
modiﬁed Cµ [87],
Cµ,r =
0.09
1 + 0.57
k2
2
(
∂Uhol
∂n
+
Uhol
R
)
Uhol
R
. (1.73)
Here, Uhol is the water horizontal velocity, n is the distance in the direction normal to
Uhol , and R is the streamline local radius of curvature. In this model, the water surface is
treated as a symmetry plane, with velocity components normal to it and normal gradients
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of all variables set to zero. Such a surface is also referred to as a rigid lid".
The above model was used to simulate three meandering experiments with channel
width-to-depth ratios of 420, smooth and rough beds, and diﬀerent pollutant discharge
locations [88, 89]. The velocity and concentration ﬁelds showed good agreement with the
experimental measurements in general, with signiﬁcant three-dimensional eﬀects present.
The eﬀect of streamline curvature was found to be signiﬁcant for narrow channels with
smooth beds only. For wide channels with smooth beds, and narrow channels with rough
beds, the curvature eﬀect was counterbalanced by turbulence generated at the bed. Fi-
nally, the three-dimensional solutions showed the presence of a single large eddy at most
cross-sections for the latter two channel conﬁgurations. As for the narrow channel with a
smooth bed, the simulations showed the presence of more than one eddy at most cross-
sections in general. This method was later extended to the calculation of suspended
sediment transport in meandering channels [90]. A simple model for bed-load transport
was later added [90] and validated against ﬂow and sediment transport measurements in
a 180◦ laboratory channel bend [91].
1.2.2.2 Numerical Sediment Concentration Transport With Free Water Sur-
face Tracking
Apart from the water-sediment interface, sediment transport simulation is also concerned
with capturing the free interface between water and air. The free air-water interface rep-
resents a physical barrier to sediment transport, and provides additional mechanisms for
sediment transport and resuspension from the sediment bed through wind-induced wave
formation. Such mechanisms are quite relevant for estuaries, lakes, and large bodies of
water, with Green and Coco [92] providing a good review on the subject. At a wavy
water surface, the water moves in a circular orbital motion when a wave passes. Orbital
motions under even very small waves, less than 20 cm high, have been shown to resuspend
sediments on intertidal ﬂats, the area under tidal inﬂuence between open sea and land
[9396]. This is made possible through the increase in bed shear stress by the orbital
motions. Episodic sediment resuspension by waves can even exceed periodic resuspension
by currents up to a factor of 5 [97]. During storms, which are wave-dominated systems,
an order of magnitude increase can be observed in suspended sediment concentration
compared to during clement weather, a tide-dominated system [98]. In mesotidal situa-
tions where the tide range is 2 to 4 m, and tidal currents are incapable of resuspending
sediments, resuspension can be completely controlled by episodic waves [99]. Conversely,
Christie and Dyer (1998) wave transport of suspended sediment on intertidal ﬂats can
be about 2 orders of magnitude smaller than tidal transport for calm weather and small
waves [100].
For water surfaces that are relatively gentle one can simply use a rigid moving wall
approximation, the level of which can be calculated using 1D or 2D models. Otherwise,
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surface tracking methods can be used, based on the free surface kinematic condition,
with adaptive mesh reﬁnement to follow the free surface. The water level can also be
obtained from a 2D Poisson equation derived from the 2D depth-averaged momentum
equations, with a two-layer sediment transport model for the suspended load layer and
the bed load layer [101]. Transport in the bed load layer is represented with a sediment
mass balance equation based on steady-state equilibrium conditions. In the suspended
load layer, a transient convection-diﬀusion equation of the sediment concentration is used
that includes turbulent diﬀusion on the right hand side, akin to a classical scalar transport
equation. The net ﬂux of sediment is imposed as a boundary condition between the two
layers, and is calculated as the diﬀerence between deposition rate due to settling velocity
and equilibrium entrainment rate. At the free surface a boundary condition of zero vertical
sediment ﬂux is applied. Wu et al. [101] show their model to be at least as accurate as
other methods for simulations of net entrainment from a loose bed experiment [102], and
a suspended load experiment with zero entrainment at the bed [81]. Zeng et al. [103] use
a 3D turbulent hydrodynamic model with a convection-diﬀusion equation of the sediment
concentration, and a movable grid model to account for morphological bed changes. The
convection-diﬀusion equation model assumes low drift between the suspended sediment
phase and the water ﬂow and is appropriate for small particles with negligible inertia
compared to the water phase. In general, they show order of magnitude agreement with
sediment suspension experimental results by Wang and Ribberink [81].
Volume tracking methods such as the VOF method are also used to track the free
surface in sediment scour simulations [104106]. The VOF method allows tracking the
interface in a continuous manner but loses accuracy where sharp gradients of the volume
fraction exist, requiring special treatments such as adaptive mesh reﬁnement [107], com-
pressive discretization schemes such as the Compressive Interface Capturing Scheme for
Arbitrary Meshes (CICSAM) [108], or the explicit Multidimensional Universal Limiter
with Explicit Solution (MULES) model [109]. Lately, Røenby et al. [110] introduced the
isoAdvector model which reconstructs the interface within cells geometrically using an
isosurface concept. Sediment transport by suspension is modelled in the VOF method
using the same type of transient convection-diﬀusion equation for sediment concentration
transport used by Wu et al. [101], Liu and [G]arcía [105], and Zeng et al. [103]. The for-
mulation used by Sattar et al. [106] is provided below since their results will be compared
to later. The air-water ﬂow is accounted for by the hydrodynamic module of Jasak et al.
[111], consisting of the following balance equations,
∇ · um = 0, (1.74)
∂αw
∂t
+ ∇ · (umαw) + ∇ · (urαw (1 − αw)) = 0, (1.75)
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∂(ρmum)
∂t
+ ∇ · (ρmumum) = ∇ · µe f f − ∇pd − (g · ∇ρm). (1.76)
Here, αw is the volume fraction of water, um = αwuw + αaua is the mixture velocity,
ρm = αw ρw + αa ρa is the mixture density, pd is the dynamic pressure, and µe f f is the
eﬀective dynamic viscosity from turbulence modelling. The relative velocity ur is given
by,
ur =
∇αw
|∇αw |
Cα
∆x∆t
. (1.77)
Here, Cα is a target compressive surface Courant number, ∆x is the computational cell
size, and ∆t is the time step. This approach allows for interface compression independent
of the ﬂow Courant number and time step, with the implementation details available in
[111].
The sediment transport module consists of the suspended sediment transport equation
1.38. Additionally, the change in bed height can be calculated from the following balance
equation integrated over the water depth [101],
(1 − ε) ∂η
∂t
+ ∇s · qb + Eb − Db = 0. (1.78)
Here, ε is the bed porosity, and Eb is the entrainement rate calculated as,
Eb = ωsc∗b. (1.79)
Here, c∗b is the equilibrium concentration that can be obtaind from the following relation-
ship [112],
c∗b = 0.015
ν2w ρwD
0.6
50
*,
u2∗,e f f − u2∗t
u2∗t
+-
1.5
g(ρs − ρw)Ks . (1.80)
Here, u∗,e f f is the eﬀective friction velocity, and Ks is the roughness height taken as 5%
of the water depth from the bed. In equation 1.78, Db is the deposition of sediment ﬂux
calculated as,
Db = ωscb. (1.81)
Here, cb is the sediment concentration just above the saltation layer, at the top of the
roughness element [113]. qb is the bed load transport rate given by [105],
qb = qb
τb
|τb | − C |qb | · ∇sη. (1.82)
Here, τb is the bed surface shear stress vector calculated from the hydrodynamic module,
24 CHAPTER 1. INTRODUCTION
C is a constant accounting for the bed slope eﬀect with an average value of 2.0 [114], ∇s
is the surface gradient, and η is the bed elevation. qb is the ﬂat bed scalar transport rate
given by [115],
qb =

18.74
√
sgD350(θ − θ∗t )(θ0.5 − 0.7θ∗0.5t ) for θ > θ∗t ,
0 otherwise.
(1.83)
Here, the Shields number θ is calculated as,
θ =
τb
sgρwD50
. (1.84)
The threshold Shields number θ∗t , adjusted to the bed slope β, is given by [105],
θ∗t = θt
*.,cosβ
√
1 − sin
2φtan2 β
µ2s
− cosφsinβ
µs
+/- . (1.85)
Here, φ is the angle between the velocity vector and bed steepest slope direction [105],
and µs is a friction coeﬃcient set to 0.65. It should be noted that Sattar et al. use the
critical Shields number terminology, which is replaced here with threshold Shieds number
to be consistent with the drifting snow terminology. Sattar et al. do not mention how
they determine the threshold Shields number θt , but it can be done as follows according
to Shields et al. [116],
θt =
u2∗t
(ρs/ρw − 1)gD50 . (1.86)
Here, ρs is the sediment density, and u∗t is the threshold friction velocity for onset of
sediment motion. It can be determined from the Shields diagram, which relates θt to the
non-dimensional particle diameter D∗ from equation 1.70.
1.3 Solid Particle Phase Viscosity Models
In the general context of two-phase ﬂows, researchers usually resort to empirical or the-
oretical expressions of the mixture viscosity [117122], and calculate the dispersed phase
viscosity using equation 1.27. The ﬁrst theoretical expression of mixture viscosity is by
Einstein [117, 118] who derived it for spherical particles in a ﬂow dilute enough so that
the particles do not feel their mutual hydrodynamic eﬀects (α1 < 0.03, where α1 is the
dispersed phase volume fraction). It relates the mixture dynamic viscosity µm to the
continuous phase dynamic viscosity µ2 as follows,
µm = µ2(1 + 2.5α1 +O(α1)). (1.87)
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The Einstein expression was later extended independently by Brinkman [119] and Roscoe
[120] to dilute ﬂows with spherical particles of very diverse sizes, and for all concentrations.
Their mixture viscosity expression is,
µm = µ2(1 − α1)−2.5. (1.88)
For spherical particles of equal sizes and medium to high concentrations, Roscoe [120]
also provides the following expression,
µm = µ2(1 − 1.35α1)−2.5. (1.89)
Equation 1.89 implies that a suspension carrying a high concentration of uniform spheri-
cal particles is equivalent to a suspension of spherical particles of very diverse sizes, but
a concentration 35% higher. This follows from Vand's argument that as the particle con-
centration is increased, many particles tend to aggregate together until a certain concen-
tration where nearly all particles are combined in larger tightly packed clusters of roughly
spherical form [123]. The factor of 1.35 follows from geometric packing considerations.
At low concentrations, equations 1.88 and 1.89 give similar results.
Ishii [121] provides the following mixture viscosity expression for all concentrations,
based on the same considerations behind equation 1.89 and taking into account α1,max
the maximum packing of the particles,
µm = µ2
(
1 − α1
α1,max
)−2.5α1,max (µ1+0.4µ2)/(µ1+µ2)
. (1.90)
For particle viscosities µ1  µ2, which is normally the case of solid particle-laden ﬂows,
the expression above reduces to,
µm = µ2
(
1 − α1
α1,max
)−2.5α1,max
. (1.91)
Equation 1.91 above was tested and conﬁrmed to yield identical results to equation 1.90,
except for a very narrow margin of volume fraction in the densest part of the ﬂow where
α1 > 0.1. Since α1 < 0.1 for the most part of the ﬂows simulated in this thesis, equation
1.91 is the one retained for the ensuing viscosity model validation due to its simplicity.
Graham [122] derives a mixture viscosity model using spherical cell theory to assess the
energy dissipation rate of the continuous phase in a two-phase situation, compared to the
energy dissipation rate of a hypothetical single-phase ﬂuid under the same macroscopic
ﬂow conditions. The derivation assumes cubic packing of the spherical particles and leads
to the following expression valid at all particle concentrations,
µm = µ2
(
9
4
[
1
1 + 0.5ψ
] [
1
ψ
− 1
1 + ψ
− 1
[1 + ψ]2
]
+ 1 + 2.5α1
)
. (1.92)
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Here, the parameter ψ is given by,
ψ =
(
α1,max
α1
)1/3
− 1. (1.93)
A notable exception to the mixture viscosity approach is the CC dispersed phase
viscosity model for ﬂuidised beds with large solid to gas density ratio [124], reported
by Murray [125]. This viscosity model was obtained by Murray from an unpublished
Los Alamos report by the original authors, and its details and validity range are not
available. The brief derivation reproduced by Murray in his appendix is based on the
ratio of distortion (essentially strain) of a single-phase ﬂuid to the same sheared ﬂuid
with particles present. The CC model does not seem to be speciﬁcally developed for
ﬂuidized beds situations, so it is reported here. It consists of the following expression for
the particle dynamic viscosity,
µ1 = µ2Acc
dp
2h
. (1.94)
Here, Acc is a constant reported by the model authors to be of order O(1), dp is the particle
diameter, and h the shortest distance between the outer circumferences of neighbouring
particles (see Figure 1.3). Based on geometric considerations, h can be deﬁned as follows
from the particle diameter and volume fraction,
h =
dp
2
(
3
√
pi
6α1
− 1
)
. (1.95)
Based on this result, the CC model becomes,
µ1 = µ2
Acc
3
√
pi
6α1
− 1
. (1.96)
Figure 1.3: Reproduction of the sheared (right side) particle-laden ﬂow conﬁguration used to
explain the viscosity relationship of Carrier and Cashwell.
Kazhikov and Smagulov [126] also propose a particle viscosity model. The original
Russian paper is not available, so the description below is taken from Dutykh et al. [127]
instead. The KS model consists of the following expression for the particle viscosity µ1,
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µ1 = µ0e−aTeβρ1 . (1.97)
Here, µ0 = 3.6 × 106 kg ·m−1 · s−1, a = 0.08 K−1, and β = 0.021 m3 · kg−1.
In the context of settling snow, many compactive viscosity models are available for
very low rates of strain, the latest by Teufelsbauer [128] including a short review of the
main models in the literature. However, nothing is available at the high rates of strain of
saltating and suspended particle phase.
1.4 Discussion and Proposed Approach
Both TSD and VOF models examined do not achieve better than order of magnitude
agreement with experimental measurements of snowdrift levels around bluﬀ bodies, and
experimental measurements of sediment bed height. This is attributed to the fact that
neither model resolves the saltation layer, relying instead on empirical equilibrium re-
lationships to estimate the saltation transport. Such relationships were developed for
fully-developed ﬂows away from the acceleration and deceleration eﬀects of ﬂows near
bluﬀ bodies. Moreover, the two-phase ﬂow in the saltation layer is known to be two-way
coupled, where the airﬂow or water velocity is aﬀected by the saltating particles. However,
both TSD and VOF models are one-way coupled formulations, and can be derived from
the more general two-way coupled E-E formulation. It seems then logical to resolve the
saltation layer with two-way coupling, as opposed to modelling it with one-dimensional
equilibrium formulations and one-way coupling.
The two-ﬂuid model is an E-E two-way coupled system where each phase is treated as a
continuum and both phases are interpenetrating. One such solver is twoPhaseEulerFoam,
within the opensource C++ toolkit OpenFOAM R© [109, 129]. Since twoPhaseEulerFoam
is an open-source code, it can be easily modiﬁed to allow simulation of drifting snow and
sediment transport.
The E-E ﬂuid model requires a viscosity property for the viscous stress tensor, so a
particle phase viscosity model for high rates of strain typical of saltation and suspension
is developed and implemented.
1.4.1 Thesis Layout
In what follows, a two-way coupled model for simulating particle-laden ﬂows, based on
the two-ﬂuid model, is presented in Chapter 2. It consists of the standard two-ﬂuid
equations with turbulent drag. A novel Eulerian solid particle phase viscosity model is
also presented in section 2.3.
The validation of the particle-laden ﬂow model is carried out in three parts. In Chapter
3 we present simulation results of a controlled wind tunnel saltating drifting snow exper-
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iment, at a solid to ﬂuid phase density ratio of order O(100). In Chapter 4 we present
simulation results of a controlled ﬂume experiment of suspended sediment transport, at a
solid to ﬂuid phase density ratio of the order of O(1). The suspended sediment simulations
are also compared to the results of a VOF formulation. The two sets of simulations are
complementary in that they address both extremes of the solid to ﬂuid density ratio, both
saltating and suspended transport regimes, as well as polydisperse and monodisperse par-
ticle distributions. In Chapter 5 we present validation results for the solid particle phase
viscosity model for both drifting snow and suspended sediment.
1.4.2 Scientiﬁc Contributions
The main scientiﬁc contributions of this thesis are the following:
1. a two-way coupled model for computing particle laden saltating and suspended ﬂows,
for all ﬂow regimes, and without the limitations of equilibrium empirical treatments;
2. a particle phase viscosity model for very high rates of strain, typical of creep, and
saltation;
3. corrections to the KS particle phase viscosity model, consisting of a multiplicative
constant of 0.1, and a volume fraction correction to the exponential density term,
for dense drifting snow;
4. a multiplicative constant equal to the local phase density ratio for the CC particle
viscosity model for dense drifting snow.

Chapter 2
Physical Model
2.1 The Two-Way Coupled Formulation
The formulation of twoPhaseEulerFoam is based on the Gosman multiphase ﬂow model
for interpenetrating phases [130], itself derived from the Ishii formulation [131]. In the
introduction, subscript s designates the snow phase, and subscript a the air phase. Here,
the notation consistent with twoPhaseEulerFoam version 2.2.x is used, where subscript 1
designates the snow phase, and subscript 2 the air phase.
The model consists of the following conditional ensemble-averaged equations of con-
servation of mass and linear momentum,
∂αi
∂t
+ ∇ · (αiui) = 0, (2.1)
∂
∂t
(
αiui
)
+ ∇ · (αiuiui) + ∇ · (αiRi) = −αi
ρi
∇p + αig + Mi
ρi
. (2.2)
Here, αi, ρi, ui and Ri are the volume fraction, density, velocity and stress tensor of phase
i, respectively. p is the static pressure ﬁeld, and g is the gravitational acceleration vector.
Mi is the momentum exchange term between the phases which is deﬁned as,
Mi = Fl + Fd + Ft + Fvm. (2.3)
Here, Fl , Fd, Ft , and Fvm are respectively the aerodynamic lift, generalized drag, turbulent
drag, and virtual mass forces. The present approach is to explicitly deﬁne a turbulent
drag term, as opposed to others who use a drift velocity term in the relative velocity
deﬁnition (see equation 1.56), and deﬁne it based on the continuous phase turbulent
velocity ﬂuctuations (see equation 1.57). Using scale analysis, Gauer [132] found the
aerodynamic lift and drag forces to dominate at the onset of drifting, but did not consider
the turbulent drag force. An earlier scale analysis by Gosman et al. [130] including the
turbulent drag force found the lift to be negligible for gas/solid particle-laden ﬂows, where
the ratio of continuous gas density to dispersed solid density is proportional to 10−3. The
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lift force is given by,
Fl = α2α1(α2Cl1ρ2 + α1Cl2ρ1)ur × ∇ × um (2.4)
Here, um = α2u2 + α1u1 is the mixture velocity, and ur = u2 − u1 is the relative velocity
between the phases. It should be pointed out that some relative velocity deﬁnitions like
equation 1.56 include the particle phase drift velocity in the calculation of the reference
velocity. This reﬁnement seems unnecessary here since turbulent particle dispersion is
accounted for in the turbulent drag term, which is elaborated on below. Numerical tests
with the present model conﬁrmed the lift force to be negligible, therefore it was not
used in the present simulations. The only two forces found relevant for saltation and
suspension are then the generalized and turbulent drag forces. The latter force was also
reported to be the main mechanism for transporting smaller particles into suspension [1].
The generalized drag model used is the Gidaspow-Schiller-Naumann model [133], which
is expressed as follows for the snow phase,
Fd = Kur , (2.5)
K =
3
4dp
ρ2CDα1α−1.652 |ur |. (2.6)
CD is the drag coeﬃcient on a single sphere given by the following relationship [134],
CD =

24
Rep
(1 + 0.15Re0.687p ) if Rep < 1000,
0.44 if Rep ≥ 1000.
(2.7)
Rep is the particle Reynolds number based on the particle diameter dp and air kinematic
viscosity ν2,
Rep =
α2 |ur |dp
ν2
. (2.8)
The Gidaspow-Schiller-Naumann drag model is valid for dilute ﬂows with α2 > 0.8 [135],
which is the case in the creep, saltation and suspension layers. Moreover, the Gidaspow-
Schiller-Naumann drag model applies to spherical particles and is used here since no
practical correlations for irregular particles such as depicted in Figure 3.4 are available
in the literature. However, as the present irregular particles drift they will rotate within
a somewhat spheroidal volume of air around the particle's centre of mass. Their drag
function could then be similar to that of a spherical particle with diﬀerences that cannot
be predicted at the moment. It remains that the spherical particle drag correlations are
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the only present recourse. The virtual mass force expression is the following [136],
Fvm = α1α2(α1Cvm2ρ1 + α2Cvm1ρ2)
(
d2u2
dt
− d1u1
dt
)
. (2.9)
Here, Cvm1 and Cvm2 are constant coeﬃcients and the transient terms are given by,
diui
dt
=
∂ui
∂t
+ ui · ∇ui . (2.10)
For the snow phase, the turbulent component of the drag force, arising from turbulent
ﬂuctuations of the volume fractions and velocities in the Gosman two-ﬂuid model is given
by,
Ft = −K νt2
σα
∇α1. (2.11)
Here, νt and σα are respectively the turbulent kinematic viscosity of the air phase and
the Schmidt number.
The current formulation of twoPhaseEulerFoam does not include the turbulent drag
term. Instead, it uses a continuity equation of the following form,
∂αi
∂t
+ ∇ · (umαi) − ∇ · (urαi (1 − αi)) = 0 (2.12)
Equation 2.12 provides tighter coupling between the phases since it uses the mixture and
relative velocities, as well as both volume fractions [136]. It does not include a turbulent
diﬀusion term, but the third term on the left hand side can be considered a volumetric
mass ﬂow rate source term, playing the same role as the turbulent diﬀusion term in
equations 1.1 and 1.24.
The stress term in the phase momentum equation is the sum of the laminar viscous and
Reynolds stresses, where the latter is modelled according to the Boussinesq formulation.
The combined viscous and Reynolds stress term is then given by,
Ri = −νe f f i
(
∇ui + ∇uTi −
2
3
I∇ · ui
)
+
2
3
Iki . (2.13)
Here, the eﬀective kinematic viscosity νe f f i is the sum of the phase kinematic viscosity νi
and the phase turbulent kinematic viscosity,
νe f f i = νi + νti (2.14)
The phase turbulent kinematic viscosity can be obtained from the turbulence model used
as explained in section 2.2.
In this thesis, the modiﬁed phase continuity equation 2.12 that is available by de-
fault in twoPhaseEulerFoam has been replaced with the classical continuity equation 2.1.
Moreover, the turbulent drag term from equation 2.11 has been added to the momen-
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tum equation 2.2. This is believed to be a more suitable model since it includes all the
relevant physics. The discretisation and solution procedure of the present model mimic
closely those of twoPhaseEulerFoam, as detailed by Weller [136] and Rusche [137].
2.2 The Treatment of Turbulence
The air phase turbulence is modelled using the standard k− turbulence model, consisting
of transport equations for the turbulent kinetic energy k and dissipation rate  [138]. In
reality, particle-laden ﬂows exhibit turbulence modulation by the particles, and Gosman
et al. [130] present a modiﬁed k −  turbulence model that accounts for the continuous
ﬂuid phase volume fraction, with source terms representing the turbulence kinetic energy
and dissipation rate modulation. The Gosman model was developed for gas-solid and gas-
liquid ﬂows in stirred vessels with much higher particle phase loadings than the present
application. The source terms in the Gosman model are based on the turbulent drag
force and the turbulence response function presented below. This model was tested on
dilute ﬂows such as the ones concerned in this thesis, and found to perform identically to
the standard k −  model applied to the continuous phase alone. As such, the standard
unmodiﬁed model is used for its simplicity. The standard k −  transport equations for
the continuous phase turbulent kinetic energy k2 and dissipation rate 2 as implemented
are,
∂k2
∂t
+ ∇ · (u2k2) − ∇ ·
(
νt2
σk
∇k2
)
= P − 2, (2.15)
∂2
∂t
+ ∇ · (u22) − ∇ ·
(
νt2
σ
∇2
)
=
2
k2
(C1P − C22). (2.16)
Here, σ = 1.3 and σk = 1.0 are the turbulent dissipation rate and kinetic energy Schmidt
numbers, C1 = 1.44 and C2 = 1.92 are model constants, P = 2νt2S22 is the turbulent
kinetic energy production, and S2 is the strain rate of the air phase. The continuous
phase turbulent viscosity is calculated as νt2 = Cµ
k22
2
, where Cµ = 0.09.
Particle phase turbulence is modelled using the turbulence response function Ct ap-
proach of the Gosman model. The turbulence response function is deﬁned as,
Ct =
u′1
u′2
, (2.17)
where u′1 and u
′
2 are respectively the turbulent velocity ﬂuctuations of the dispersed snow
phase and the continuous air phase. Issa and Oliveira [139] present a simple and practical
deﬁnition of Ct ,
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Ct =
3 + β
1 + β + 2
ρ1
ρ2
. (2.18)
For spherical particles the parameter β is given by,
β = 2
α1KL2e
ρ2ν2Ret
. (2.19)
The turbulent Reynolds number Ret is given by,
Ret =
u′2Le
ν2
. (2.20)
Le is the characteristic length for energy-containing eddies which can be calculated using
the following expression,
Le = Cµ
k1.52
2
. (2.21)
Finally, the continuous ﬂuid phase turbulent velocity ﬂuctuation can be calculated using
the following expression,
u′2 =
√
2k2
3
. (2.22)
Using Ct one can calculate the turbulent viscosity and kinetic energy of the dispersed
phase as follows,
νt1 = C2t νt2, (2.23)
k1 = C2t k2. (2.24)
2.3 The Particle Phase Viscosity Model
In this section the derivation of the particle phase viscosity model for high rates of strain is
presented in detail. The analysis is carried out on the control volume shown in Figure 2.1.
The drifting particle phase viscosity model is derived by matching the total momentum of a
number of ideal spherical drifting particles within the control volume, with the momentum
of the same control volume containing an equal amount of the equivalent viscous ﬂuid.
Drifting particles move in transient hops and bounce over the bed, but since drifting snow
and sand can be observed in self-sustained steady-state mode in natural and controlled
environments, the motion of the spherical particles can be considered steady-state in the
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average Eulerian sense. This approximation is only used for the purpose of deriving a
particle phase viscosity model. A scale analysis showed that the rolling friction force is
negligible compared to the drag force, so friction was omitted from the analysis. Neglecting
friction forces is further justiﬁed by the fact that their eﬀects and that of bed asperities
are already implicitly included in the experimentally measured surface threshold shear
stress.
Figure 2.1: Control volume on the bed with ideal spherical particles.
The derivation of the drifting particle phase dynamic viscosity starts with the momen-
tum equations of the continuous and dispersed phases respectively, for fully-developed
steady-state ﬂow in a control volume containing a number of rolling particles on the bed,
and having the same height as a particle. At typical drifting particle height dp 6 1mm,
surface threshold friction velocity u∗ 6 0.5 [140], and air temperature below freezing, the
non-dimensional wall distance to the bed is y+ 6 50. Under such conditions, the airﬂow
proﬁle is weakly non-linear, and the divergence of the stress tensor negligible compared to
the pressure gradient. Therefore, we can write the dispersed particle phase and continuous
air phase momentum equations for steady-state fully-developed ﬂow as,
− α1 ∂p
∂x
+ Fd + α1µ1
d2u1
dy2
= 0, (2.25)
− α2 ∂p
∂x
− Fd = 0. (2.26)
Here, ∂p/∂x is the downstream pressure gradient, Fd is the drag force on a particle, and
µ1 is the particle phase dynamic viscosity. One can eliminate the drag force between the
equations above and solve for the particle phase velocity on the bed using the following
boundary conditions at the bed surface,
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u1 = 0, (2.27)
τt = α2ρ2u2∗ . (2.28)
The resulting particle phase velocity on the bed is,
u1(y) =
1
2α1µ1
∂p
∂x
y2 +
τt
α1µ1
y. (2.29)
The expression for the dynamic viscosity is obtained by matching the linear momentum
of the Lagrangian particle phase with that of the equivalent Eulerian particle phase. The
Lagrangian linear momentum per unit volume PL,v and the Eulerian linear momentum
per unit volume PE,v are given by,
PL,v = α1ρiceVp, (2.30)
PE,v = α1ρicedp
dp∫
0
u1(y)dy. (2.31)
Here, ρice is the ice density and Vp the average particle velocity. Integrating and set-
ting PL,v = PE,v provides the following expression of the drifting particle phase dynamic
viscosity,
µ1 =
1
6
∂p
∂x
dp + 12τt
γ˙1
. (2.32)
Here, γ˙1 is the particle phase rate of strain deﬁned as,
γ˙1 = α1
Vp
dp
(2.33)
Equation 2.32 can also be reformulated in terms of the drag force,
µ1 =
−16
Fddp
α2
+ 12τt
γ˙1
. (2.34)
In aeolian transport phenomena the drag force usually points downstream, in the direction
of the decreasing downstream pressure gradient. The surface shear stress usually resists
the particle motion and this competition between the threshold shear stress τt and the
pressure gradient (or drag force) is highlighted in equations 2.32 and 2.34. The pressure
gradient and the drag force tend to induce motion, therefore reducing the eﬀective viscosity
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of the particle phase. Surface shear stress tends to inhibit motion, therefore increasing
the eﬀective viscosity of the particle phase. The viscosity expressions of equations 2.32
and 2.34 correctly deﬁne viscosity as the proportionality parameter between the balance
of shear stress in the numerators, and the particle rate of strain in the denominator. In
the present case the particle rate of strain in equation 2.33 is deﬁned at particle scale due
to the appearance of dp in its deﬁnition. Another interesting aspect of equations 2.32 and
2.34 is their explicit dependence on the phase volume fractions.
The viscosity expressions from equations 2.32 and 2.34 apply to the drifting layers.
However, they can also be used as viscosity wall functions at the bed interface with the
airﬂow, in the one-way coupled drifting snow and suspended sediment formulations dis-
cussed in the introduction. Here, there is no signiﬁcant airﬂow beneath the particle bed,
and accurate representation of bed packing is not required. Therefore, the drag/pressure
gradient term can be eliminated from equations 2.32 and 2.34 in the bed, and the vis-
cosity of the particle Eulerian continuum is represented by the threshold shear stress.
The resulting drifting particle viscosity expression implemented and tested in the present
simulations is the following,
µ1 =

0.5
τt
γ˙1
in the particle bed,(
− 16
Fddp
α2
+ 12τt
)
/γ˙1 in creep/saltation/suspension.
(2.35)

Chapter 3
Drifting Snow Validation
The E-E formulation provides volume fraction and velocity ﬁelds of both air and snow
phases, while accounting for two-way coupling between them, without equilibrium as-
sumptions. Turbulence ﬁelds of turbulent kinetic energy and dissipation rate are also
calculated. Therefore, a comprehensive validation should be done against detailed, ex-
perimental measurements that consider all such aspects. The experiment needs to be
suﬃciently controlled to provide reliable and stable measurement data. To the knowledge
of the author, the only measurement data of this nature is from a wind tunnel controlled
drifting snow experiment performed by Okaze et al. [141]. The relevant details of the
experiment are presented ﬁrst, then the numerical setup of the simulations. The discus-
sion proceeds with comparisons of the numerical simulation results to the experimental
measurements for the classical formulation with turbulent drag. Monodisperse results are
presented ﬁrst, then polydisperse results.
3.1 The Controlled Wind Tunnel Drifting Snow Exper-
iment
The experimental data used to validate the present viscosity model comes from a con-
trolled wind tunnel experiment of drifting snow using actual snow particles [141]. The
wind tunnel is of the return ﬂow closed-circuit kind, and has a 1 by 1 m working section
that is 14 m long. The experiment was carried out at the Cryospheric Environment Sim-
ulator (CES) of the Shinjo Branch of the Snow and Ice Research Center (SIRC) by the
snow research group of the Tohoku university in Japan. This experiment was selected
because it provides detailed measurements of the snow ﬂuxes, airﬂow velocity and tur-
bulent kinetic energy proﬁles at several measurement stations in the working section of
the tunnel, and across the entire saltation layer and lower part of the suspension layer.
Moreover, this experiment allows comparison to both developing and nearly developed
regimes, since the ﬂow was found to transition from a developing state at the ﬁrst two
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measurement stations to a nearly developed state at the last two measurement stations.
The experimental layout of the wind tunnel working section is shown in Figure 3.1
with all measurement stations. The wind tunnel is installed in a cold chamber where the
temperature was set to −10 ◦C for the experiment. The ﬁrst measurement station is at X
= 0 m , and is preceded by a 1 m fetch of hardened snow that cannot drift. This fetch is
used to induce a non-equilibrium boundary layer before the 14 m working section, which
includes a groove that is 0.8 m wide and 2 cm deep along its entire length. The groove is
ﬁlled with loose snow that can drift. The other ﬁve measurement stations are located at
X = 1, 3, 6, 9 and 11.5 m.
The airﬂow velocity proﬁles were measured at all six stations, and the snow ﬂux
proﬁles only at the last ﬁve (X = 1m to 11.5m). A hot-wire anemometer was used to
measure the instantaneous airﬂow velocity at the ﬁrst measurement station (X = 0 m),
presumably because there would be no risk of impact from drifting snow particles. At X
= 0 m, measurements were taken at twelve vertical levels (Z = 5, 7.5, 10, 15, 20, 25, 30,
40, 50, 60, 75 and 100 cm) . Unlike the ﬁrst measurement station, the airﬂow velocity
and snow ﬂux proﬁles at the ﬁve downstream stations were measured at nine levels along
the vertical Z-axis (Z = 1, 2, 3, 4, 5, 6, 8, 12 and 20 cm). At the downstream stations
the authors used an ultrasonic anemometer with a probe span of 30 mm to measure the
airﬂow instantaneous velocity at all points above Z = 3 cm, due to the span limitation of
the probe. The three points closest to the snowbed (Z = 1, 2 and 3 cm) were sampled with
a pitot tube having an Outer Diameter (OD) of 1.5 mm and an Inner Diameter (ID) of
0.5 mm, according to the approach adopted by several authors for aeolian sand transport
[142145], and saltating snow[146]. The snow ﬂux was measured with a Snow Particle
Counter (SPC), similarly to the approach of Sato et al. [24]. The turbulent kinetic energy
proﬁles were measured at the ﬁrst and last measurement stations (X = 0 and 11.5 m).
The model names and sampling rates of the instrumentation used for the measurements
are provided in Table 3.1.
During each experiment run the measurements were taken at each measurement station
for a period of 7 s once the saltation layer had reached steady-state. The 7 s period
was conﬁrmed to be long enough to provide stable averages during preliminary runs.
Once measurements were completed at one station, the measurement instruments were
moved to the next station for another measurement period of 7 s, and so on. The total
measurement period for all stations was 30 s, during which erosion of the snowbed height
was negligible. The measurement periods were repeated several times for all stations in
order to verify the validity of the data. The snow was spread and smoothed again before
each measurement run in order to ensure the same conditions of developing saltation layer.
The time-averaged values were calculated for the middle 5 s in the 7 s measurement period.
The total number of times measurements were repeated at each station for the airﬂow
velocity setting concerned here are provided in Table 3.2. It should be mentioned that
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the experiment authors did not report snow ﬂux and airﬂow velocity proﬁles for X = 1
m, so numerical results at this station are not reported in our analyses below.
Table 3.1: Instruments used for the experimental measurements, with sampling rates and fre-
quency response limits.
Parameter Instrument
type
Brand Model Probe Sampling
rate (Hz)
Frequency
response
limit (Hz)
Airﬂow
velocity
(m/s)
3D ultrasonic
anemometer
Kaijo Sonic
Corporation
DA-650 TR-92T 100.0 20.0
Pitot tube
Okano
Works, Ltd.
LK-00 - 2.0 2.0
Hot wire
anemometer
Kanomax IHW-100 0252R-T 10,000 10,000
Snow ﬂux
Snow particle
counter
Niigata
Electric Co.,
Ltd.
SPC-S7 - 1.0 1.0
Table 3.2: Number of times the measurements were repeated at each measurement station per
instrument type.
Instrument Date X = 1 m X = 3 m X = 6 m X = 9 m X = 11.5 m
Pitot tube
August 2009 5 7 8 - 2
September 2010 - - 4 4 4
Ultrasonic
anemometer
August 2009 5 7 6 - 2
September 2010 - - 3 3 3
The turbulence kinetic energy and airﬂow velocity proﬁles measurements at X = 0
m are shown in Figures 3.2 and 3.3. They are non-dimensionalized with the reference
airﬂow velocity Ur at a reference height Zr = 20 cm. The airﬂow velocity and snow ﬂux
proﬁles were also measured at the downstream stations located at X = 3, 6, 9 and 11.5
m. Turbulent kinetic energy proﬁles were also measured at the last downstream station
at X = 11.5 m. The experiment authors report developing ﬂow conditions at X = 3 and
6 m, and nearly-developed ﬂow conditions at X = 9 and 11.5 m, based on the snow ﬂux
proﬁles.
Samples of the snow particles used in the experiment are shown in Figure 3.4 with a
1 mm scale bar in green. The experimental snow particles are quite irregular, exceeding
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Figure 3.1: Wind tunnel experimental layout.
Figure 3.2: Airﬂow velocity non-dimensionalized by the reference velocity at 20 cm height,
measured at X = 0 m and used as an inlet boundary condition for the simulations.
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Figure 3.3: Turbulent kinetic energy non-dimensionalized by the reference velocity at 20 cm
height, measured at X = 0 m and used as an inlet boundary condition for the simulations.
1 mm in length quite often, but rarely smaller than 0.10 mm in either length or width.
The present formulation relies on spherical particle drag correlations since no practical
correlations for irregular particles are available in the literature. However, as the present
irregular particles drift they rotate around three axes within a somewhat spheroidal vol-
ume of air. Therefore, their drag function could be similar to that of a spherical particle
with diﬀerences that cannot be predicted at the moment. It remains that the spherical
particle drag correlations are the only practical recourse at the moment.
3.2 The Drifting Snow Simulations Setup
The 2D computational domain used for the simulations is shown in the top part of Figure
3.5. A close-up of the mesh at the inlet of the computational domain from X = 0 m to
about X = 1 m is also shown, with another close-up showing the loose snow layer in the
gutter in white. The volume fraction of the snowbed is set to 0.394 in order to match the
experimentally measured snowbed density of 361 kg ·m−3, in relation to the maximum ice
density of 917 kg ·m−3. The measured proﬁles at X = 0 m from Figure 3.1 are used as inlet
boundary conditions for the simulations. The multiphase ﬂow equations are solved using
the PISO algorithm [147] and second-order accurate discretization schemes, considered
to be the best trade-oﬀ between accuracy and computational cost with the FVM. An
overview of the boundary conditions is provided in Table 3.3. The computational mesh
is fully structured, composed of hexahedral cells, with a transverse cell size of 2 mm in
the gutter and at the top of the tunnel. The longitudinal cell size in the ﬂow direction
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Figure 3.4: Samples of the snow particles used in the experiment with a 1 mm scale bar in green
(courtesy of Professor Tsubasa Okaze).
along the X-axis is about 3.125 cm. The results obtained with the present mesh varied by
less than 15% from results obtained with a mesh twice as coarse in both transverse and
longitudinal directions. Therefore, the present results can be reasonably considered mesh-
independent. All numerical results reported in this section were obtained over successive
periods of 7 s, with time averages carried out over the middle 5 s, as was done in the
experiments.
Table 3.3: Boundary conditions used for the E-E drifting snow simulations (L in the  inlet
boundary condition is the mixing length, taken as 10% of the channel height).
Boundaries
inlet outlet top bottom sides
α1
Dirichlet
(fixedValue)
Dirichlet-Neumann
(inletOutlet)
Neumann
(zeroGradient)
Neumann
(zeroGradient) empty
p
Neumann
(zeroGradient)
Dirichlet
(zero pressure)
Neumann
(fixedFluxPressure)
Neumann
(fixedFluxPressure) empty
U1,2
Dirichlet
(exp. prof.)
Dirichlet-Neumann
(inletOutlet) wall function wall function empty
k
Dirichlet
(exp. prof.)
Dirichlet-Neumann
(inletOutlet) wall function wall function empty

Dirichlet(
C0.75µ k
1.5/L
) Dirichlet-Neumann
(inletOutlet) wall function wall function empty
The threshold friction velocity for each particle size class was calculated using the
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following relationship [1],
u∗t (dp) = A
(
ρice − ρ2
ρ2
gdp
)0.5
. (3.1)
Here, A = 0.17 for old snow particles with highly irregular shapes [148], and ρice =
917 kg ·m−3. The threshod shear stress is calculated as,
τ∗t = ρ2u2∗t . (3.2)
The resulting values of threshold friction velocity and shear stress for all particle sizes
used in the present simulations are shown in Table 3.4.
Figure 3.5: Drifting snow simulation domain (upper right), with close-ups of the computational
mesh at the inlet region (lower right) showing the white snow layer in the gutter (lower left).
Table 3.4: Threshold friction velocities and shear stresses for simulation particle sizes.
Particle size (mm) 0.1 0.3 0.5 0.7 0.9 1.1 1.3
u∗t (m · s−1) 0.13 0.23 0.29 0.34 0.39 0.43 0.47
τ∗t (kg ·m−1 · s−2) 0.022 0.069 0.109 0.150 0.198 0.240 0.287
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3.3 Results and Discussion
3.3.1 The Monodisperse Simulations
The drifting experiment analysed here is a transient one given the limited supply of
drifting snow in the wind tunnel gutter. Judging from the snow samples shown previously,
particles of diﬀerent sizes were present, so monodisperse simulations of single particle size
were carried out for each of the following seven particle diameters that seem to cover
the entire size range: 0.1, 0.3, 0.5, 0.7, 0.9, 1.1 and 1.3 mm. The snow ﬂux results of
0.2 mm, 0.3 mm and 0.7 mm particles at X = 3 m are shown in Figures 3.6, 3.7 and
3.8, for σα = 1.0. The snow ﬂux proﬁles of the 0.2 mm particles are much larger than
the experimental measurements proﬁles and do not match them in either value or shape.
There is a small qualitative improvement in the 0.3 mm particles snow ﬂux proﬁles but
the agreement is still quite poor with no snow ﬂux whatsoever in the suspension layer
above 6 cm height. The 0.7 mm particles are the largest of the three sizes analyzed here
and they show the poorest agreement with experimental measurements, with no snow
ﬂux whatsoever above 1 cm height at the lowest levels of the saltation layer. The larger
the particle the bigger the cross section it presents to the airﬂow, hence the drag force
acting against it. Larger diameter result also in much more weight, which combined with
the increase in drag force translates into much less snow ﬂux than the smaller particles.
The results of the other ﬁve particles sizes are not shown here, but they follow the same
trend seen with the three sizes analyzed here, and poor agreement with the experimental
measurements as well. This prompted an investigation of polydisperse eﬀects for particle
size distributions, presented in the next section.
3.3.2 The Polydisperse Simulations
The present formulation can only simulate one particle size at a time. Therefore, the only
way to reproduce the results of polydisperse particle size distributions is to combine the
results of several monodisperse simulations. Here, it is done linearly using the statistical
weight of each size class in the distribution. This approach is considered acceptable
since the particle ﬂow in the saltation and suspension layers is dilute, with no particle
collisions or interactions occurring. Particle size distributions were not reported in the
experimental paper but mechanical breakage phenomena such as drifting snow usually
obey a two-parameter Γ distribution, whether aggregate on the ground [149] or drifting
above it [150]. The two-parameter Γ Probability Distribution Function (PDF) f (x) and
the Γ function are given by,
f (x) =
ba
Γ(a)
xa−1e−bx , (3.3)
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Figure 3.6: Snow ﬂux proﬁles for dp = 0.2 mm at X = 3 m, with turbulent drag and the classical
continuity equation 2.1.
Figure 3.7: Snow ﬂux proﬁles for dp = 0.3 mm at X = 3 m, with turbulent drag and the classical
continuity equation 2.1.
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Figure 3.8: Snow ﬂux proﬁles for dp = 0.7 mm at X = 3 m, with turbulent drag and the classical
continuity equation 2.1.
Γ(a) =
∞∫
0
xa−1e−xdx, a ∈ (0,∞). (3.4)
Here, a and b are respectively the distribution shape and scale parameters, which deﬁne
the distribution average size as davg = a/b. The statistical weight wi (di) is calculated as
follows,
wi (di) =
di+1+di
2∫
di+di−1
2
f (x)dx. (3.5)
Here, di−1 and di+1 are the lower and upper particle size classes. Examples of two-
parameter Γ PDFs are shown in Figure 3.9. The percentage contributions of the diﬀerent
particle classes to several distributions with average particle size from 0.3 mm to 0.9 mm
are shown in Table 3.5. Contributions smaller than 0.1% are neglected.
Veriﬁcations revealed that a two-parameter Γ distribution with an average diameter
of 0.6 mm matches the experimental data best. Since particle turbulence eﬀects are
not included in the present version of the k −  model, the turbulent Schmidt number
is taken as σα = 1.0. Smaller average diameter distributions produced excessive snow
ﬂux due to the excess contributions of the smaller particle size classes that populate
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Figure 3.9: 2-parameter Γ distribution functions for davg = 0.3 mm and 0.9 mm.
Table 3.5: Percentage contributions to average size distributions (leftmost column) of diﬀerent
particle size classes.
Particle size classes
davg 0.1 mm 0.3 mm 0.5 mm 0.7 mm 0.9 mm 1.1 mm 1.3 mm
0.3 mm 18.6% 63.7% 16.2% 1.3% 0.5% 0.0% 0.0%
0.6 mm 0.3% 8.8% 44.6% 35.5% 9.5% 1.3% 0.1%
0.9 mm 0.0% 0.0% 4.5% 27.6% 39.4% 21.4% 6.6%
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the saltation and suspension layers, as seen in the previous section. Correspondingly,
larger average diameter distributions produced too little snow ﬂux. The distribution
snow ﬂux simulation results for an average particle size of 0.6 mm at the four measurement
stations from X = 3 m and downstream are shown in Figures 3.10 to 3.13, along with the
experimental measurements. The agreement between simulation and experiment snow
ﬂuxes is reasonably good at all measurement stations, considering the details of the size
distribution are unknown, and a spherical particle drag correlation is used for highly
deformed particles. In particular, the agreement is quite good in the saltation layer,
below 5 cm, where the two-way coupling between both phases is most signiﬁcant. On the
other hand, the simulations show no snow ﬂux at all in the highest part of the suspension
layer, above 8 cm. The experiment snow ﬂuxes in that region are lowest, with values less
than 10−5 kg ·m−2 · s−1, at least an order of magnitude less than the rest of the drifting
layers. It is also quite possible the Γ distribution with an average diameter of 0.6 mm is
not a good representation for the size distribution in the suspension layer. The two-way
coupled formulation might be inaccurate in such extreme one-way coupled regimes, and
further investigation is necessary. However, it is noteworthy that the new two-way coupled
approach performs well in both developing and nearly developed parts of the ﬂow.
Figure 3.10: Polydisperse Γ distribution snow ﬂux proﬁles for davg = 0.6 mm at X = 3 m, with
turbulent drag and the classical continuity equation 2.1.
The simulation airﬂow velocity proﬁles corresponding to the 0.6 mm average diameter
snow ﬂuxes are shown in Figure 3.14 to 3.17. Here, the agreement with experiment is very
good at all measurement stations, and all levels of the saltation and suspension layers. In
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Figure 3.11: Polydisperse Γ distribution snow ﬂux proﬁles for davg = 0.6 mm at X = 6 m, with
turbulent drag and the classical continuity equation 2.1.
Figure 3.12: Polydisperse Γ distribution snow ﬂux proﬁles for davg = 0.6 mm at X = 9 m, with
turbulent drag and the classical continuity equation 2.1.
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Figure 3.13: Polydisperse Γ distribution snow ﬂux proﬁles for davg = 0.6 mm at X = 11.5 m,
with turbulent drag and the classical continuity equation 2.1.
particular, the agreement between simulation and experiment improves above 8 cm, but
this is eﬀectively a single-phase ﬂow result since the simulation distribution results report
no snow ﬂux in this region. Nonetheless, it is another indication that a hybrid approach
with two-way coupling in the saltation layer, and one-way coupling in the suspension layer
without a drag term in the airﬂow momentum equation could be better suited.
The turbulent kinetic energy simulation proﬁle for the 0.6 mm average diameter dis-
tribution is compared to the experimental measurements at X = 11.5 m in Figure 3.18.
Two sets of experimental measurements are shown, one for the gutter ﬁlled with hard
snow that does not drift and another for loose snow that does drift. The experiment
authors found that drifting snow approximately doubled the turbulent kinetic energy of
the airﬂow, which is normally attributed to two mechanisms. The ﬁrst is turbulence
generation at the shear layer that forms above the snowbed as the airﬂow accelerates in
the transition from two-way coupling in the saltation layer, to one-way coupling in the
suspension layer without particle drag. This eﬀect is akin to turbulence generation by
shear at solid surfaces and is accounted for by the production term in the turbulent kinetic
energy equation. The second mechanism is turbulence generation by turbulent wakes of
large particles which can move faster than the airﬂow [151], and would form stagnation
regions at their leading edges. Such stagnation regions would also form at the trailing
edges of particles moving slower than the airﬂow.
The results of the 0.6 mm average diameter distribution simulation exceed by roughly
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Figure 3.14: Polydisperse Γ distribution airﬂow velocity proﬁle for davg = 0.6 mm at X = 3 m,
with turbulent drag and the classical continuity equation 2.1.
Figure 3.15: Polydisperse Γ distribution airﬂow velocity proﬁle for davg = 0.6 mm at X = 6 m,
with turbulent drag and the classical continuity equation 2.1.
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Figure 3.16: Polydisperse Γ distribution airﬂow velocity proﬁle for davg = 0.6 mm at X = 9 m,
with turbulent drag and the classical continuity equation 2.1.
Figure 3.17: Polydisperse Γ distribution airﬂow velocity proﬁle for davg = 0.6 mm at X = 11.5
m, with turbulent drag and the classical continuity equation 2.1.
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three times the loose snow experimental measurements. This is a common occurrence
with the standard k −  model, which is well-known to overestimate k and turbulent vis-
cosity in regions of high strain [152], [153], and can propagate that eﬀect to the rest of the
computational domain [34]. The overestimation is due to excessive turbulence time scale,
with too little production of  , in turn leading to excessive production of k. Excessive
turbulent kinetic energy production is also reported by Rusche [137] for two-phase ﬂow
monodisperse simulations using a similar continuous phase turbulence model. Another
modiﬁcation of the present standard k −  model based on mixture ﬂow properties with
particle drag eﬀects modelled by source terms for the k and  conservation equations by
Behzadi et al. [154] reports simulation k levels that are roughly double the experimental
measurements. Of particular interest to the present validation is a modiﬁed single-phase
k −  model by Okaze et al. [155], the authors of the drifting snow experiment, that also
uses source terms in the turbulence conservation equations to account for the drag eﬀect
of particles. Their approach is based on a vehicle canopy model of the subgrid eﬀect of
moving cars on wind and turbulence [156]. The extra terms are based on the generalized
aerodynamic drag force in the air phase momentum equation, multiplied with propor-
tionality constants. They impose the snow ﬂuxes obtained from spatial interpolations of
the present experimental measurements, instead of solving the snow density conservation
equation, and optimize the constants in the extra terms to match the airﬂow velocity
proﬁles very closely. The authors in [155] do not compare their turbulent kinetic energy
proﬁles directly to the experimental proﬁles, but visual comparaison of their numerical
turbulent kinetic energy proﬁles in Figure 8 of their paper reveals their particle-laden
simulation results are about double the particle-laden measurements of Figure 10.a of
their experimental paper [141]. Another important source of error is the fact that the
authors of the drifting snow experiment could not measure turbulence energy in the high
frequency range above 20Hz due to instrumental limitations. Particle contribution could
be important at such scales.
In short, all reviewed implementations overestimate turbulent kinetic energy in the
dilute regime, which highlights the time scale shortcomings of the k −  model, and the
experimental measurements most certainly underestimate the actual turbulent kinetic
energy levels. Therefore, the poor match in turbulent kinetic energy cannot be considered
a deﬁnitive result.
Finally, the simulation snow transport is compared to the experimental values in Figure
3.19, for all measurement stations. Experimentally, the snow transport was calculated by
integrating the snow ﬂux measurements over height from Z = 0 m to Z = 5 cm. The same
was done with the simulation data, which agrees well with the experimental values at all
measurement stations. The numerical snow ﬂux inaccuracies in the suspension layer are
not a factor since the snow ﬂux values there are negligible with respect to the saltation
layer.
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Figure 3.18: Polydisperse Γ distribution turbulent kinetic energy proﬁles for davg = 0.6 mm at
X = 11.5 m, with turbulent drag and the classical continuity equation 2.1.
Figure 3.19: Polydisperse Γ distribution snow transport proﬁle for davg = 0.6 mm at all mea-
surement stations, with turbulent drag and the classical continuity equation 2.1.
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3.4 Conclusions
The two-way coupled Eulerian-Eulerian approach to simulating drifting snow was pre-
sented along with validation results against a controlled wind tunnel drifting snow exper-
iment. The Eulerian-Eulerian approach includes a new discrete particle phase viscosity
model developed to allow calculating the viscous stress tensor in the snow phase mo-
mentum equation, without resorting to equilibrium empirical correlations used by other
Eulerian methods. Simulations were performed using the classical continuity equation 2.1
and turbulent drag.
When taking the polydisperse characteristics of the experiment into consideration,
the classical Eulerian-Eulerian approach with turbulent drag correctly predicted the snow
ﬂux proﬁles in the saltation layer and lower suspension layer, as well as the snow trans-
port values, at all experimental measurement stations. The Eulerian-Eulerian approach
is inaccurate in the upper parts of the suspension layer possibly due to particle size dis-
tribution eﬀects, since the particle size distribution in the suspension layer can be quite
diﬀerent from the distribution in the saltation layer [149, 150]. Unfortunately, such an
eﬀect cannot be reliably simulated without a polydisperse numerical formulation. The
new approach correctly predicted the airﬂow velocity proﬁles at all measurement stations
as well. Altogether, the classical approach was found to perform well in both developing
and nearly developed ﬂows, but further validation is desirable for ﬂows around obstacles
under highly accelerating and decelerating conditions.
The turbulent kinetic energy proﬁle measured in the experiment was overestimated
with the classical two-way coupled approach, in agreement with other similar implemen-
tations. This could be due to turbulent time scale overestimation at the particle level,
since the k− model overestimates turbulent kinetic energy in stagnation zones [157], and
individual particles exhibit such features relative to the airﬂow. Another possible reason
for the discrepancy is the fact that the experimental measurements of turbulent kinetic
energy were obtained with an ultra-sonic anemometer that cannot measure small scale
ﬂuctuations of frequencies higher than 20 Hz [141]. Therefore, the experimental measure-
ment is most certain to underestimate the actual values. This experimental discrepancy
cannot be estimated, but the true experimental values are expected to be somewhere
between the published values and the current numerical results.
The present approach can easily be extended to other multiphase ﬂows involving trans-
port of solid particles by ﬂuids, such as aeolian sand erosion and riverbed sediment trans-
port. In section 4, the present approach is validated against experimental measurements
of a weakly polydisperse sand sediment suspension ﬂume, in order to demonstrate the
Eulerian-Eulerian method's applicability to multiphase ﬂows with low phase density ratio,
and assess its accuracy in the suspension layer for monodisperse particle size distributions.
Comparison will also be done against the results of a one-way coupled method that uses a
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classical convection-diﬀusion equation for sediment transport, as well as mesh movement
at the bed surface in order to account for deposition and erosion.

Chapter 4
Suspended Sediment Transport
Validation
The present validation is complementary with respect to the drifting snow validation in
that it addresses aspects that could not be addressed in the latter. Namely, the parti-
cle transport is strictly by suspension, the particle to ﬂuid density ratio is of the order
O(1), and the particle size distribution is narrow enough to be considered monodisperse.
Moreover, the measurements are detailed and stable enough to be reliable for validation.
The relevant details of the controlled ﬂume experiment used for the suspended sediment
validation are presented ﬁrst, then the numerical setup of the simulations. The discus-
sion proceeds with comparisons of the numerical simulation results to the experimental
measurements for the classical E-E formulation with turbulent drag. The E-E results are
also compared to the results of a conventional VOF formulation [106].
4.1 The Suspended Sediment Transport Experiment
The suspended sediment transport validation is carried out by simulating a suspended
sediment controlled experiment [81]. The experiment consists of a straight laboratory
water ﬂume (length = 30 m, width = depth = 0.5 m) shown in Figure 4.1. A uniform ﬂow
was realised with a water depth a = 0.216 m, at a volume ﬂow rate Q = 0.0601m3 · s−1.
Sand sediment was added to the water at a transport rate S = 70.8 kg · h−1, well below
the maximal transport capacity in order to avoid bedforms.
The sediment was allowed to mix along an initial fetch of 10 m over a rigid bottom,
followed with a measurement section of 16 m over a perforated plate, and an outﬂow
section of 4 m. The perforation diameter is 3 mm and the plate open area ratio is 33%.
Several compartments were included underneath the ﬂume, with half pipes mounted 1 cm
under the perforated plate in order to evacuate settling sediment and dampen turbulence
under the perforations. This apparatus is shown in the compartment magniﬁcation de-
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tail in Figure 4.1, and insured no sediment was reinjected into the ﬂow from under the
perforations by turbulent dispersion. Therefore, the only transported sediment was due
to suspension above the perforations.
The sediment used is sand with a density of 2650 kg ·m−3, a median diameter D50
= 100µm, and a narrow size distribution with D84/D16 = 1.46. As mentioned before
for drifting snow, such particle sizes normally obey a two-parameter Γ distribution. In
that case, the 84% diameter (for which the total mass of all particles with smaller di-
ameters would equal 84% of the total mass present in the distribution) would be D84 =
119µm, and the 16% diameter D16 = 83µm. A representative sampling of the applicable
two-parameter Γ distribution is shown in Table 4.1 with the corresponding cumulative
probabilities. The corresponding probability distribution function is plotted in Figure 4.2
with the D16, D50, and D84 diameters indicated in red, green, and blue respectively.
Table 4.1: Cumulative probabilities and particles sizes of the equivalent two-parameter Γ particle
size distribution of the suspended transport experiment.
Cumulative
probability
(%)
Particle
size
(µm)
5 73
16 83
27 89
39 95
50 100
61 105
72 111
84 119
95 133
As the ﬂow reached steady-state, measurements of sediment concentration and water
velocity proﬁles were taken at several locations in the working section along the full height
of the water ﬂume. An unspeciﬁed sampling instrument is used to simultaneously sample
8 points along the vertical, based on the siphon method. Several measurement runs are
used and the measurements are taken exclusively at the ﬂume vertical centre plane since
sediment concentration hardly varied in the lateral direction. The velocity measurements
are taken using a micro-propellor. No velocity measurements are taken within the ﬁrst
1.5 cm above the perforated bed due to the dimensions of the device. Artiﬁcial roughness
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over the initial rigid bed helps provide a constant shape velocity proﬁle over the perforated
bed. This is shown in Figure 4.3, where it is noted that the velocity proﬁle is only truly
logarithmic from about 2 cm above the perforated plate until about 4 cm below the free
surface. The lower departure from a logarithmic proﬁle is the eﬀect of the perforated
plate, and an indication that the bed should not be modelled as a ﬂat plate with a wall
function Boundary Condition (BC), as done by other authors [106].
Figure 4.1: Schematic of the controlled suspended sediment experiment.
4.2 The Suspended Sediment Transport Simulations Setup
Three diﬀerent simulations were computed, the ﬁrst with the classical E-E approach used
for the drifting snow simulations in section 3.4, the second with the VOF formulation
of Sattar et al. without deposition and erosion at the bed, and the third with the VOF
formulation again but with deposition and erosion at the bed. The experiment was carried
out in a homogeneous straight rectangular ﬂume with measurements taken in the central
longitudinal plane. The computational mesh used for the E-E simulations is a three-
dimensional fully structured hexahedral mesh of 1.275M cells. A side view of the mesh
is shown in the upper part of Figure 4.4, with the inlet boundary and a closeup of the
near-wall region at the bottom of the inlet in the lower part of the ﬁgure. The mesh used
for the VOF simulations is also a three-dimensional hexahedral mesh, but consisting of
700K cells only, while accounting for the free water surface. It is shown in Figure 4.5,
in a format similar to Figure 4.4. The outer dimensions of the two meshes are exactly
similar in length and depth. The E-E mesh stops at the free water surface and is only
21.5 cm high since the E-E method cannot account for two continuous phases at present.
The VOF mesh is 25 cm high, the same height as the ﬂume, since the VOF method can
account for the free water interface and two continuous phases, water and air.
The numerical inlet sediment concentration proﬁle was obtained from the published
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Figure 4.2: Equivalent two-parameter Γ probability distribution function of the sediment particle
size of the suspended sediment experiment, with the D16, D50, and D84 diameters indicated in
red, green, and blue respectively.
Figure 4.3: Experimental non-dimensional water velocity proﬁles at two stations in the measure-
ment section of the experimental ﬂume.
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experimental proﬁle [81], and is shown in Figure 4.6. Other inlet BCs were obtained
from SS simulations of free-surface ﬂow in a channel having the same cross section as the
experimental ﬂume. All BCs for the E-E and VOF simulations are provided in Tables 4.2
and 4.3, respectively. It must be noted that the bed perforations are not implemented,
due to the very large number of perforations required. Such a geometry is very time
consuming to implement, and would require a much higher number of computational cells
to resolve the ﬂow around the perforations. Moreover, there is no boundary condition
available within OpenFOAM R© that can represent such a surface condition. Instead, wall
functions are used at the bottom bed and side walls with a roughness height of 0.0025 m
at the bed, similarly to Sattar et al. [106]. For the sediment concentration (α1 for the
E-E simulations and cs for the VOF simulations), a Neumann BC (zeroGradient) is used
at the bottom. In the VOF simulations, the sediment settling velocity vS is deﬁned as
a simulation variable even though it is calculated using an empirical correlation and set
constant in all computational cells. Setting a Neumann BC for vS at the bottom provides
a ﬂux boundary condition, allowing the sediment to seep through [106]. This mimics
the sediment ﬂushing eﬀect of the perforated bottom, and the validity of this treatment
is examined further below. Finally, both E-E and VOF simulations use the k − ω SST
turbulence model [158, 159].
Figure 4.4: Side-view of the hexahedral mesh used for the E-E sediment simulations (upper row),
with the inlet boundary and a close-up of the near-wall bottom region (lower row).
The critical friction velocity is determined according to the Shields procedure using
equations 1.86 and 1.70. This results in u∗t = 0.0127m · s−1, and a threshold shear stress
τt = 0.1613Pa.
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Figure 4.5: Side-view of the hexahedral mesh used for the VOF sediment simulations (upper
row), with the inlet boundary and a close-up of the near-wall bottom region (lower row).
Table 4.2: Boundary conditions used for the E-E sediment transport simulations.
Boundaries
inlet outlet top bottom walls
α1
Dirichlet
(exp. prof.)
Neumann
(zeroGradient)
Dirichlet-Neumann
(inletOutlet)
Neumann
(zeroGradient)
Neumann
(zeroGradient)
p
Neumann
(zeroGradient)
Neumann
(zeroGradient)
Dirichlet
(totalPressure)
Neumann
(zeroGradient)
Neumann
(zeroGradient)
U1,2
Dirichlet
(exp. prof.)
Dirichlet-Neumann
(inletOutlet)
Dirichlet-Neumann
(inletOutlet)
Dirichlet
(wall function)
Dirichlet
(wall function)
k
Dirichlet
(SS prof.)
Dirichlet-Neumann
(inletOutlet)
Dirichlet-Neumann
(inletOutlet)
Dirichlet
(wall function)
Dirichlet
(wall function)
ω
Dirichlet
(SS prof.)
Dirichlet-Neumann
(inletOutlet)
Dirichlet-Neumann
(inletOutlet)
Dirichlet
(wall function)
Dirichlet
(wall function)
νt2
Dirichlet
(SS prof.) calculated calculated
Dirichlet
(wall function)
Dirichlet
(wall function)
Table 4.3: Boundary conditions used for the sedFoam suspended sediment transport simulations.
Boundaries
inlet outlet top bottom walls
αw
Dirichlet
(fixedValue)
Neumann
(zeroGradient)
Dirichlet-Neumann
(inletOutlet)
Neumann
(zeroGradient)
Neumann
(zeroGradient)
pd
Neumann
(zeroGradient)
Neumann
(zeroGradient)
Dirichlet
(totalPressure)
Neumann
(zeroGradient)
Neumann
(zeroGradient)
U
Dirichlet
(SS prof.)
Dirichlet-Neumann
(inletOutlet)
Dirichlet-Neumann
(inletOutlet)
Dirichlet
(fixedValue)
Dirichlet
(fixedValue)
vS
Neumann
(zeroGradient)
Neumann
(zeroGradient)
Neumann
(zeroGradient)
Neumann
(zeroGradient)
Dirichlet
(fixedNormalSlip)
k
Dirichlet
(SS prof.)
Dirichlet-Neumann
(inletOutlet)
Dirichlet-Neumann
(inletOutlet)
Dirichlet
(wall function)
Dirichlet
(wall function)
ω
Dirichlet
(SS prof.)
Dirichlet-Neumann
(inletOutlet)
Dirichlet-Neumann
(inletOutlet)
Dirichlet
(wall function)
Dirichlet
(wall function)
νt
Dirichlet
(SS prof.) calculated calculated
Dirichlet
(wall function)
Dirichlet
(wall function)
cs
Dirichlet
(exp. prof.)
Neumann
(zeroGradient)
Dirichlet-Neumann
(inletOutlet)
Neumann
(zeroGradient)
Neumann
(zeroGradient)
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Figure 4.6: Inlet boundary condition of sediment volume fraction α1 for the E-E and the VOF
approaches.
Initial veriﬁcations of the polydispersity eﬀects were carried out by running simulations
for the D16 and D84 distributions diameters with all three formulations and comparing the
results. The concentration proﬁle comparisons at X = 2 m of the D16 and D84 diameters
for the E-E simulations are shown in Figure 4.7. The concentration proﬁle comparisons
at X = 2 m of the D16 and D84 diameters for the VOF simulations with and without
deposition, are shown in Figure 4.8. The diﬀerences between the VOF simulations with
and without deposition turned out to be minute, with no ridge layers predicted in either
case. Thisis probably due to the sediment concentration ﬂux BC at the bottom. The E-E
approach does not predict any ridge layers either, so both models agree with experimental
observations on that aspect. However, the E-E model correctly predicts a saltation layer
at the bottom with sediment concentration of the order of O(10−3). This saltation layer
formation is due to the drag term included in the E-E sediment momentum equations,
but not in the VOF formulation. The drag term becomes increasingly important as the
sediment volume fraction increases close the bottom. As a result, more momentum is
extracted from the water phase as was seen in the saltating snow layer simulations. The
saltating layer forming in the sediment simulations is not as intensive as the drifting
snow one, since the sediment volume fraction at the bottom is just above the saltating
threshold of 10−3. Nonetheless, the saltating layer formation is a physical consequence
of the non-perforated bottom wall BC in the E-E simulations. In the following sections,
the E-E approach will only be compared to the VOF approach without deposition, and
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to experimental measurements.
Figure 4.7: Concentration proﬁle comparisons at X = 2 m of the D16 and D84 diameters for the
E-E formulation.
4.3 Results and Discussion
4.3.1 The Suspended Sediment Volume Fraction Proﬁles
The simulation proﬁles of sediment volume fraction are shown with the experimental
results in Figures 4.9 to 4.13, at the measurement stations X = 200, 300, 600, 800 and
1200 cm. Both models perform well in the suspension layer away from the bottom, with
the E-E proﬁle generally closer to the experimental measurements than the VOF model.
Closest to the bed the E-E model predicts a saltating layer. This feature is very localized,
which gives credibility to the results in the suspension layer. Close to the bottom, the
VOF model agrees much better with the experimental measurements due to the sediment
ﬂux BC.
The E-E model has a tendency to produce constant sediment concentration close to
the top boundary, which the free water surface modelled as a rigid lid. The eﬀect of this
BC becomes increasingly obvious downstream, and its suitability is put into question.
The disagreement with experimental measurements increases as well in suspension in the
downstream direction. There is less and less dispersion of particles into suspension, and
this raises questions about turbulent dispersion from the bottom surface modelled with a
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Figure 4.8: Concentration proﬁle comparisons at X = 2 m of the D16 and D84 diameters for the
VOF formulation, with and without deposition.
wall function as a non-perforated plate. This is also an issue with the VOF method since
the sediment concentration conservation equation 1.38 uses turbulent dispersion on the
RHS.
Overall, the present good agreement of the E-E model with experimental measure-
ments is signiﬁcant, since it highlights the model's ability to perform well when the par-
ticle size distribution is known. It also highlights the model's ability to perform well in
one-way coupled situations, and for lower phase density ratios of order O(1).
4.3.2 The Water Velocity Proﬁles
The advantage of solving a separate set of conservation equations for the sediment phase
is quite obvious in the water velocity plots, shown in Figures 4.14 and 4.15. At X = 300
cm, the E-E water velocity proﬁle is clearly closest to the experimental measurements,
with the exception of the bottom part where the E-E predicts the saltation layer discussed
previously. Accordingly, the E-E velocity proﬁle at the bed shows a velocity deﬁcit due to
the larger presence of sediment particles in that region, and increased drag on the water
ﬂow. There, the one-way coupled VOF model velocity exceeds the experimental measure-
ment. One would also expect the VOF approach to produce much better agreement close
to the free surface where the ﬂow is much more dilute than close the bed. Surprisingly,
the VOF approach is showing a large velocity deﬁcit there compared to the experimental
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Figure 4.9: Comparison of sediment volume fraction α1 for the E-E and the VOF approach to
experimental measurement at X = 200 cm.
Figure 4.10: Comparison of sediment volume fraction α1 for the E-E and the VOF approach to
experimental measurement at X = 300 cm.
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Figure 4.11: Comparison of sediment volume fraction α1 for the E-E and the VOF approach to
experimental measurement at X = 600 cm.
Figure 4.12: Comparison of sediment volume fraction α1 for the E-E and the VOF approach to
experimental measurement at X = 800 cm.
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Figure 4.13: Comparison of sediment volume fraction α1 for the E-E and the VOF approach to
experimental measurement at X = 1200 cm.
measurement.
The water velocity proﬁles comparison at X = 785 cm, shown in Figure 4.15, shows a
similar picture to the one at X = 300 cm. Here, the E-E proﬁle again follows the shape of
the experimental proﬁle closest. Close to the bed we see the same physical velocity defect
in the E-E proﬁle, and the VOF proﬁles exceeding the experimental measurements. Near
the free surface, the E-E proﬁle is exceeds the experimental proﬁle, and this is believed
to be due to the ﬂow becoming more and more dilute downstream. The VOF proﬁles are
closer to the experimental measurements than at X = 300 cm, but they still underestimate
them.
4.3.3 The Suspended Sediment Settling Velocity
The sediment settling velocity is essentially the vertical component of the sediment relative
velocity ωs with respect to the water ﬂow, which is calculated as [130],
ωs = ws − ww . (4.1)
Here, ws and ww are respectively the sediment and water vertical velocity components.
The drift velocity used in equation 1.56 is neglected since sediment turbulent dispersion
is already accounted for by the turbulent drag term of equation 2.11.
The sediment relative velocities calculated with the E-E approach are plotted in Fig-
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Figure 4.14: Comparison of simulations proﬁles of normalized water velocity to experiment at X
= 300 cm for the E-E and the VOF approaches.
Figure 4.15: Comparison of simulations proﬁles of normalized water velocity to experiment at X
= 785 cm for the E-E and the VOF approaches.
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ures 4.16 and 4.17 for X = 300 cm and X = 785 cm, respectively. The average sediment
settling velocities in the E-E simulations were -0.0069 m · s−1 and -0.0070 m · s−1 at X =
300 cm and X = 785 cm, respectively. These values match perfectly the average settling
velocity of -0.007 m · s−1 measured in the experiment. The empirical sediment settling
velocity calculated by sedFoam, which is constant across the ﬂow, is -0.0067 m · s−1. These
ﬁndings are reported in Table 4.4. Furthermore, the very localized eﬀect of the boundary
on the settling velocity proﬁles indicates that the E-E results in the rest of the ﬂow should
be reliable.
Figure 4.16: Simulation sediment relative velocities at X = 300 cm for the E-E approach.
Table 4.4: Comparison of the numerically calculated and experimentally measured average sed-
iment settling velocities.
Experimental
average
-0.007 m · s−1
E-E, X = 300 cm -0.0069 m · s−1
E-E, X = 785 cm -0.0070 m · s−1
VOF -0.0067 m · s−1
74 CHAPTER 4. SUSPENDED SEDIMENT TRANSPORT VALIDATION
Figure 4.17: Simulation sediment relative velocities at X = 785 cm for the E-E approach.
4.3.4 Discussion on the Validity of the Bottom Boundary Condi-
tion
The eﬀect of the bottom wall function BC used here turned out to be very localized
for the E-E and VOF models, but is it really representative of ﬂow over a perforated
bottom? The experimental water velocity proﬁles in Figure 4.3 show the velocity proﬁle
is not logarithmic at the bottom, unlike what is expected from a wall function. Moreover,
the progressively poor agreement in sediment concentration downstream raises questions
about the turbulent dispersion, wich is greatly aﬀected by the wall function. A closer
look at the physical nature of such a ﬂow is then required. Perforated bottoms within
hydrodynamic ﬂows have been studied extensively for conﬁgurations quite similar to the
present validation experiment. A comprehensive review is outside the validation scope,
so only a couple of directly relevant publications are discussed below.
Celik and Rockwell [160] study a hydrodynamic system with a freestream velocity of
0.126 m · s−1 over a regular arrangement of perforations of diameter 6.4 mm with an open
area ratio of 68.6%. They note the formation of self-sustained oscillations, as well as
large-scale patterns of vorticity concentration and streamline topology, similar to those
occurring in free-shear ﬂows. Ozalp et al. [161] investigate the case of freestream velocity
of 0.24 m · s−1, perforations of minimum diameter 6.4 mm and an open area ratio of
69%. They also report the formation of highly coherent self-sustained oscillations of the
shear ﬂow over the perforations, with local vortex shedding from each perforation and
unsteady pressure ﬂuctuations. Moreover, a hydrodynamic instability with a wavelength
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much longer than the perforation diameter rapidly emerges well above the background
turbulence level. Ozalp et al. [161] ﬁnd that the intensity of the coherent structures
increases with decreasing perforation diameter, and that the structures get closer to the
bottom surface. The freestream velocity in the sediment suspension experiment simulated
here is about twice that of Ozalp et al. [161], and the perforation diameter about half,
implying similar Reynolds numbers based on perforation diameter. The halving of the
open area in the present experiment can result in less coherent structures and reduced
vorticity levels, but a ﬂow substantially diﬀerent from a typical ﬂat plate shear layer is
expected.
Sediment particles are present in larger concentrations upstream, but the heaviest
particles will be ﬂushed earlier from the bottom in the most upstream part of the ﬂume
due to their higher inertia. The experimental measurements indicate a clearly dilute and
one-way coupled ﬂow from the computational inlet on, so no turbulence damping eﬀect
is to be expected from the suspended sediment. The coherent structures forming over
the perforated bottom are then quite likely to intensify downstream as observed in the
experiments of Celik and Rockwell [160] and Ozalp et al. [161].
Finally, the wall functions used as boundary conditions for the E-E and VOF simula-
tions are derived from analysis of fully developed shear layers over ﬂat plates, and ﬁtted
to such experimental data. Even with roughness eﬀects the resulting wall functions are
clearly not applicable to water ﬂumes over perforated plates, and the vorticity production
in the experiment is most certainly very diﬀerent from what the wall functions predict.
This has direct implications on the turbulent viscosity ﬁeld, which aﬀects the turbulent
drag term in the E-E approach, and the turbulent dispersion term on the RHS of the
convection-diﬀusion sediment transport equation of the VOF formulation. Instead of wall
functions, it is desirable to use a low Reynolds number turbulence model with the bot-
tom perforations directly represented. This will also help explain the dual role of the
perforations in ﬂushing sediment and generating turbulence.
4.4 Conclusions
The new Eulerian-Eulerian model was successfuly validated against sediment concentra-
tion and water velocity measurements in a laboratory suspension ﬂume over a perforated
bottom. Comparison was also done to the predictions of a one-way coupled Volume of
Fluid model using a convection-diﬀusion transport equation for the sediment phase. The
Eulerian-Eulerian model was found able to accurately predict the suspended sediment
concentration proﬁles, and generally better than the Volume of Fluid model, which sys-
tematically underestimates them. Moreover, the Eulerian-Eulerian model managed to
predict the water velocity proﬁles more accurately than the one-way coupled model.
The Eulerian-Eulerian model calculated very accurately the average sediment settling
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velocity, which needs to be imposed beforehand in the one-way coupled model using em-
pirical relationships. The settling velocity proﬁles indicate the bottom boundary condition
eﬀect is very localized and does not aﬀect the rest of the ﬂow.
The present results validate the Eulerian-Eulerian model in suspension layers for
monodisperse particle size distributions, and phase density ratios of order O(1). Such
a validation is complementary to the drifting snow validation for saltating ﬂows with
polydisperse particle size distributions, and discrete to continuous phase density ratios of
order O(100).
A wall function boundary condition for non-perforated surfaces was examined and
found unsuitable for representing perforated surfaces. This is because a wall function
boundary condition for non-perforated surfaces most likely produces a very diﬀerent tur-
bulent ﬂow than what would actually occur along a perforated bottom. Inaccurate tur-
bulence generation by the wall function boundary condition could be a factor in the poor
agreement in sediment concentration proﬁles at the downstream measurement stations for
both models. Instead of wall functions, it is recommended to use a low Reynolds number
turbulence model, with true representation of the bottom perforations.

Chapter 5
Particle Viscosity Model Validation
As discussed in section 1.3, the usual approach to assessing the particle phase viscosity is to
derive it from empirical or theoretical expressions of the mixture viscosity, using equation
1.27. Here, the particle viscosity model of equation 2.34 is validated by following the
inverse approach. The particle phase viscosity from equation 2.34 is used to calculate
the mixture viscosity per equation 1.27. The mixture viscosity is then compared to the
results of the mixture viscosity models discussed in section 1.3.
The E-E mixture viscosity was calculated from the numerical results using two ap-
proaches. The ﬁrst one µm,U is an estimation of the mixture viscosity based on the mixture
velocity gradient and the sum of the shear stresses in the particle and ﬂuid phases,
µm,U =
α1τ1 + α2τ2
∂Um/∂z
. (5.1)
Here, τ1 and τ2 are respectively the shear stresses in the particle and ﬂuid phases, and
Um = α1U1 + α2U2 is the mixture velocity. The second E-E mixture viscosity estimate,
µm,α is calculated according to the conventional volume fraction weighting of equation
1.27.
The mixture viscosity validation is complemented with one for the particle phase alone.
At the current validation experimental drifting snow temperature T = 263 K, and using
the snowbed density ρ1 = 361 kg ·m−3, one gets from the KS model of equation 1.97 a
snow viscosity µ1 = 5.142 kg ·m−1 · s−1 across all transport layers. Such a value could
make sense for a bonded and hardened snowbed, but it is extremely high for drifting snow
[162, 163]. Instead, it is suggested that equation 1.97 be modiﬁed by adjusting ρ1 to the
local volume fraction. Inserting an additional multiplicative constant in equation 1.97,
we get the following expression that is used for the current validation,
µ1 = Aksµ0e−aTeβα1ρ1 . (5.2)
Particle phase viscosities obtained with equation 5.2 are smaller than those obtained using
equation 1.97 by a factor of Akse(α1−1) βρ1 . For typical values of α1 ≈ 10−3 in a saltating
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layer, and ρ1 ≈ 103 in the current snow and sediment transport experiments, this ratio is
of the order of O(Aks × 10−3).
5.1 The Snow Viscosity Results
The validation is carried out for the 0.1 mm particle class, which exhibits creep, saltation,
and suspension in the experiment. A snapshot of the snow phase volume fraction at X =
3 m is shown in Figure 5.1, with the airﬂow velocity vectors superimposed on the snow
volume fraction in shades of white. One can clearly see the momentum extraction eﬀect
of the particles on the airﬂow velocity in the lower and denser parts of the snowbed.
The mixture dynamic viscosity comparisons are shown in Figure 5.2. The Brinkman and
Roscoe model was not retained for the comparison since it was found to give similar
results to the Einstein model. The mixture viscosity models included are the Einstein
model (equation 1.87), the Ishii model (1.91), and the Graham model (1.92). The snow
phase volume fraction proﬁle is also shown to diﬀerentiate the dense parts of the ﬂow
from the dilute ones. Firstly, it is noted that the two ways to calculate the E-E mixture
viscosity are equivalent, and practically indistinguishable for α1 < 0.05. Secondly, all
results are equivalent for a height z > 0 cm, which corresponds to α1 < 0.03, and happens
to be the validity threshold of the Einstein model. For z > 4 cm, which corresponds
to α1 < 0.011, all ﬁve curves collapse to the air phase dynamic viscosity value µ2 =
1.69 × 10−5 kg ·m−1 · s−1. This region is also the top of the saltation layer where the two-
way coupling eﬀects of the snow phase on the air phase are vanishing quickly. For z < 0
cm, which corresponds to α1 > 0.03, the Einstein and Ishii models give similar results.
This is surprising since the Ishii model is known to be valid at all concentrations, while
the Einstein model is only valid at low concentrations. Moreover, the Graham model and
the present E-E model diverge progressively from the previous two as the snow volume
fraction increases. The Graham and E-E models are very close up til α1 ≈ 0.07, where
the E-E curve increases sharply. This is due to the τt/γ˙1 term in equation 2.34, which
contains an implicit contribution of particle bonding and collisions. None of these eﬀects
are taken into consideration in the Einstein, Ishii, and Graham models. Moreover, the
E-E model explicitly accounts for particle phase shear stress and rate of strain, whereas
the other models use a correction to the ﬂuid phase viscosity based on particle volume
fraction. The E-E model is therefore more physical.
The proﬁle of kinematic viscosity ν1 of the E-E model for dp = 0.1 mm at X = 3
m is shown in Figure 5.3, and compared to the kinematic viscosity proﬁles of the CC
model (equation 1.94), and the KS model (equation 5.2). The comparison is restricted to
the bottom 2 cm where the particles are in saltation and the particle volume fraction is
between 2 × 10−2 and just over 10−1, which is a weakly dense regime. The E-E kinematic
viscosity proﬁle in Figure 5.3 indicates that the snow phase can indeed be considered
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Figure 5.1: E-E simulation snow phase volume fraction and airﬂow velocity vectors for dp = 0.1
mm at X = 3 m.
Figure 5.2: Comparisons of the E-E simulation air-snow mixture dynamic viscosities to the
Einstein model (equation 1.87), the Ishii model (equation 1.91), and the Graham model (equation
1.92), for dp = 0.1 mm at X = 3 m.
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inviscid in the saltation and suspension layers. The only appreciably viscous region is the
lowest part of the saltation layer, well within the tunnel gutter, just outside the validity
threshold of the Einstein mixture viscosity model.
The CC and KS model values are plotted in Figure 5.3 as well. The good agreement
of the CC model with the E-E model stems from setting the constant Acc to the following
expression,
Acc =
α1
α2
· ρ1
ρ2
. (5.3)
In this form, Acc is essentially the ratio of local density corrected to volume fraction. This
correction seems reasonable considering the CC model is derived based on strain ratio,
which should correlate with density ratio for incompressible phases.
The values of the KS model have merely been adjusted by Aks = 0.1. A density ratio
correction was not necessary for the KS model, which already has a density exponential
term with a volume fraction correction. More validations are necessary to conﬁrm these
ﬁndings.
Figure 5.3: Comparisons of the E-E simulation snow phase kinematic viscosity ν1 to the CC
model (equation 1.94) and KS model (equation 5.2), for dp = 0.1 mm at X = 3 m.
Finally, in Figure 5.4 the numerical snow phase kinematic viscosity ν1 is compared to
the snow phase eﬀective viscosity νe f f 1 = ν1+νt1, which includes the turbulent component.
ν1 is non-dimensionalized by νe f f 1, and νe f f 1 by the air phase eﬀective viscosity, νe f f 2 =
ν2 + νt2. The aim of this comparison is to determine how ν1 compares to νe f f 1, and how
νe f f 1 compares to νe f f 2. The snow phase laminar viscosity is found to be non-negligible
compared to the eﬀective viscosity, and by extension the snow phase turbulent viscosity
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νt1. The reason is that νt1 = C2t νt2, and Ct is of order O(10
−3) as seen in Figure 5.4. Ct
(see equation 2.18) is so small because of the ratio of the densities of the dispersed to the
continuous phase in its denominator, which is of order O(100) here. Therefore, C2t is of
order O(10−6) and the ensuing turbulent viscosity component is quite modest compared
to the air phase turbulent viscosity. However, νe f f 1 is four to ﬁve orders of magnitude
smaller than νe f f 2. This indicates that the particle viscous transport, be it molecular or
turbulent, is negligible. Therefore, particle dispersion relies entirely on the turbulent drag
term for aeolian transport of solid particles.
Figure 5.4: Comparisons of the E-E simulation snow phase kinematic viscosity ν1, eﬀective
viscosity νe f f 1, and air phase eﬀective viscosity νe f f 2, for dp = 0.1 mm at X = 3 m.
5.2 The Sediment Viscosity Results
The same analysis carried out above for snow transport is repeated here for sediment
transport. First, a snapshot of the sediment volume fraction with the water ﬂow velocity
vectors for dp = 0.1 mm at X = 2 m is shown in Figure 5.5. In contrast to the ﬂow snapshot
of the denser and mostly saltating snow ﬁeld in Figure 5.1, the dilute and suspended
sediment ﬁeld extends here all the way to the top of the domain and the velocity vectors
are unaﬀected by the sediment phase. This is due to the fact that the sediment volume
fraction is below 10−3 at the bottom, which is the limit of the two-way coupled regime.
This can be veriﬁed in Figure 5.6, the equivalent of Figure 5.2 for the snow. Figure 5.6
also shows comparisons of the E-E mixture viscosities µm,U and µm,α to the Einstein,
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Ishii, and Graham mixture viscosities. Since the ﬂow is dilute, all mixture viscosities
give the same results, the dynamic viscosity of water µ2 = 1.15 × 10−3 kg ·m−1 · s−1. It is
interesting to note that the two E-E mixture viscosities, µm,U and µm,α diverge signiﬁcantly
at α1 ≈ 8 × 10−5, much lower than than α1 ≈ 5 × 10−2 for the denser snow simulations.
Figure 5.5: E-E simulation sediment phase volume fraction and water ﬂow velocity vectors for
dp = 0.1 mm at X = 2 m.
In Figure 5.7, the sediment phase E-E kinematic viscosity model is compared to the
CC and KS kinematic viscosity models of equations 1.96 and 5.2. The comparisons
are restricted to the ﬁrst 5 cm above the bottom, where the sediment concentration is
between 10−5 and just over 10−3, a dilute regime. The present vicosity proﬁle of the E-E
model is a couple of orders of magnitude larger than the proﬁle of drifting snow in Figure
5.3. This is because the sediment volume fractions are much lower here, and the drag
force term in equation 2.35 accordingly. The E-E model proﬁle shows again that the
sediment phase can be considered inviscid in the suspension layer, except in the lowest
part where the saltation layer begins to develop. Here, the CC and KS model constants
are set to 1 since the corrections that proved successful for drifting snow did not work
for suspended sediment. The three viscosity proﬁles do not agree with each other. Little
is known about the derivation of the KS model, but the strain ratio analogy behind the
derivation of the CC model might be invalid in dilute regimes. As for the E-E model, it
is derived for creeping and saltation layers with volume fractions of order O(d − 3) and
more. Accordingly, the E-E model proved successful in the denser drifting snow, but does
not seem to work as well here in the much more dilute suspended sediment.
In Figure 5.8, the sediment phase kinematic viscosity is compared to the sediment
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Figure 5.6: Comparisons of the E-E simulation water-sediment mixture dynamic viscosities to
the Einstein model (equation 1.87), the Ishii model (equation 1.91), and the Graham model
(equation 1.92), for dp = 0.1 mm at X = 2 m.
Figure 5.7: Comparisons of the E-E simulation sediment phase kinematic viscosity ν1 to the CC
model (equation 1.94) and KS model (equation 5.2), for dp = 0.1 mm at X = 2 m.
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phase eﬀective viscosity, and the latter is compared to the water phase eﬀective viscos-
ity. The comparisons are done by means of non-dimensionalization just like the drifting
snow case, but show opposite trends. The sediment laminar kinematic viscosity is found
negligible compared to the sediment eﬀective kinematic viscosity. This is due to the sub-
stantially larger Ct , which is practically constant at just below 0.5 for the entire ﬂow,
and two orders of magnitude larger than for the snow case. As such, the turbulent con-
tribution dominates in νe f f 1. The turbulent term domination results also in the phase
eﬀective viscosities ratio being proportional to C2t , except close to the bottom where the
water turbulent viscosity is at its lowest and the sediment laminar kinematic viscosity is
at its highest. Unlike aeolian transport of solid particles, particle turbulence is found to
be relevant for hydrological transport of solid particles, along with the turbulent drag.
In retrospect, this could help explain why the kinematic viscosity comparisons to the CC
and KS models was successful for the laminar drifting snow ﬂow, but not for the turbulent
sediment transport ﬂow. The E-E model is derived for laminar conditions, and it could
very well be the case for the CC and KS models.
Figure 5.8: Comparisons of the E-E simulation sediment phase kinematic viscosity ν1 and eﬀective
viscosity νe f f 1, to the water phase eﬀective viscosity νe f f 2, for dp = 0.1 mm at X = 2 m.
5.3 Conclusions
The mixture viscosity obtained from the present Eulerian-Eulerian particle viscosity model
shows good agreement with mixture viscosity models from the literature. Deviations are
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noted in the dense particle regime, and they are attributed to the threshold shear stress
term in the Eulerian-Eulerian viscosity model. In general, the other mixture viscosity
models are found to lack representation of many relevant particle phase physical phenom-
ena, such as drag forces, shear stresses, threshold shear stress and rate of strain.
Comparisons to particle viscosity models from the literature pointed out similar dis-
crepancies in their formulations to those noted above for mixture viscosity models. The
particle viscosity models are also found to lack representation of the relevant shear stresses
and rate of strain. These two aspects are explicitly accounted for in the Eulerian-Eulerian
model, and constitute a unique feature. Both Carrier-Cashwell and Kazhikov-Smagulov
viscosity models agree well with the Eulerian-Eulerian model in dense laminar regimes,
provided their multiplicative constants are adjusted. The authors of the CC model quote
the multiplicative constant Acc to be of order O(1), but it was necessary to use a variable
constant equal to the local phase density ratio for good agreement with the E-E model.
An additional volume fraction correction needed to be introduced within the density ex-
ponential in the Kazhikov-Smagulov model, along with a multiplicative constant of 0.1 for
good agreement with the E-E model. It is desirable to validate the introduced corrections
over a wider set of particle-laden ﬂows. In the dilute and turbulent suspended sediment
transport regime, the three particle viscosity models were orders of magnitude apart,
raising questions about their suitability for such regimes, which are after all inviscid.
In the dilute suspended regime the volume fraction weighted approach to calculating
the mixture viscosity was found to agree very well with calculations based on the vol-
ume fraction weighted phase shear stresses and the mixture rate of strain. Substantial
deviations are noted in the dense regime.
The particle to ﬂuid density ratio is found to be a determining factor in the Ct mag-
nitude, and for the degree of turbulent contribution to the phase eﬀective viscosity. A
density ratio of order O(100) for drifting snow, and most aeolian transport of solid par-
ticles, results in a small turbulent contribution comparable to the snow phase laminar
viscosity. Moreover, the snow phase eﬀective viscosity becomes negligible compared to
the air phase eﬀective viscosity, and the snow phase can then be considered inviscid com-
pared to the air phase. Therefore, turbulent drag seems to be the only relevant dispersion
mechanism for aeolian transport of solid particles. On the other hand, a density ratio of
order O(1) for suspended sediment in water results in a large turbulent contribution that
dominates the sediment phase laminar viscosity. As such, the sediment phase eﬀective
viscosity becomes comparable to the water phase eﬀective viscosity, and the sediment
phase cannot be considered inviscid compared to the water phase. Particle turbulence
is then found to be relevant for hydrological transport of solid particles, along with the
turbulent drag.

Chapter 6
Conclusions and Recommendations
A new Eulerian-Eulerian two-way coupled approach for the simulation of solid particle-
laden ﬂows has been proposed and validated. The present approach includes a new
purposely developed particle viscosity model developed from ﬁrst principles, and relies
on the k −  and k − ω SST turbulence models for the continuous phase turbulence
modelling. The particle phase turbulence is modelled using the Gosman model [130], as
simpliﬁed by Issa and Oliveira [139]. Unlike other mixture-based methods for simulating
solid particle-laden ﬂows, the present approach does not rely on empiricism or equilibrium
approximations. Particle dispersion is accounted for based on turbulent drag.
A ﬁrst validation is done against the experimental results of a drifting snow experiment
with a discrete to continuous phase density ratio of order O(100). When taking the poly-
disperse characteristics of a controlled drifting snow experiment into consideration, the
new Eulerian-Eulerian approach correctly predicts the snow ﬂux proﬁles in the saltation
layer and the lower suspension layer, as well as the snow transport values, at all experi-
mental measurement stations. Polydispersity was accounted for by combining the results
of several monodisperse simulations using the statistical weights of a two-parameter Γ dis-
tribution. Furthermore, the new approach correctly predicts the airﬂow velocity proﬁles at
all measurement stations. The new Eulerian-Eulerian approach was found to perform well
in the equilibrium and non-equilibrium parts of the experiment. The turbulent kinetic en-
ergy experimental proﬁle was overestimated with the new Eulerian-Eulerian approach, in
agreement with other similar implementations. This result, however, is inconclusive since
the experimental measurements did not include turbulent kinetic energy at frequencies
higher than 20Hz.
A second complementary validation was done against the experimental results of a
laboratory ﬂume experiment over a perforated bottom, with monodisperse particle size
distributions, and discrete to continuous phase density ratio of order O(1). The Eulerian-
Eulerian approach was found able to accurately predict the suspended sediment concen-
tration and velocity proﬁles, and generally better than the one-way coupled Volume of
Fluid approach using a convection-diﬀusion transport equation for the sediment phase.
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Furthermore, the Eulerian-Eulerian approach calculated very accurately the average sed-
iment settling velocity, which needs to be imposed beforehand in the one-way coupled
approach using empirical relationships.
The eﬀect of a non-perforated bottom boundary condition used to represent a perfo-
rated bottom was found very localized, and not aﬀecting the rest of the ﬂow when using
the Eulerian-Eulerian approach. Using a wall function boundary condition in such situa-
tions was found unsuitable, since a perforated bottom would produce turbulent structures
very diﬀerent from those produced over a non-perforated bottom. A diﬀerent dispersion
eﬀect would result, and it is recommended instead to use a low Reynolds number tur-
bulence model without wall functions, with true geometric representation of the surface
perforations.
A third and ﬁnal validation was done for the new particle viscosity model. The mix-
ture viscosity derived from the present Eulerian-Eulerian particle viscosity model agrees
well with mixture viscosity models from the literature in the dilute suspended regime.
Deviations are noted in the dense particle regime, due to the threshold shear stress term
in the Eulerian-Eulerian viscosity model. Unlike the present particle viscosity model,
other mixture viscosity models generally lack representation of many relevant particle
phase physical phenomena, such as drag forces, shear stresses, threshold shear stress, and
rate of strain. In the dilute suspended regime the volume fraction weighted approach to
calculating the mixture viscosity was found to agree very well with calculations based
on the phase shear stresses weighted by volume fraction and the mixture rate of strain.
This is applicable to both experiments investigated with dispersed to continuous particle
density ratios of orders O(100) and O(1).
Comparisons to particle viscosity models from the literature point out similar discrep-
ancies in their formulations. The Kazhikov-Smagulov particle viscosity model required a
multiplicative constant of 0.1, and a volume fraction correction in its exponential density
term, in order to agree with the more physical Eulerian-Eulerian model in the dense and
laminar drifting snow regime. In the same situation, the Carrier-Cashwell model required
a variable constant equal to the local phase density ratio, as opposed to the constant of
order O(1) quoted by the original authors. The three particle viscosity models were or-
ders of magnitude apart in the turbulent and dilute suspended sediment transport regime.
This raises justiﬁed questions about their suitability for inviscid and turbulent particle
ﬂow regimes.
The particle to ﬂuid density ratio was found to be a determining factor in the Ct magni-
tude, and the magnitude of the dispersed particle phase eﬀective viscosity. A density ratio
of order O(100) for drifting snow results in a small turbulent contribution comparable to
the snow phase laminar viscosity, and a negligible snow phase eﬀective viscosity compared
to the air phase eﬀective viscosity. On the other hand, a density ratio of order O(1) for
suspended sediment in water results in a large turbulent contribution that dominates the
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sediment phase laminar viscosity. The sediment phase eﬀective viscosity becomes com-
parable to the water phase eﬀective viscosity. Therefore, turbulent drag seems to be the
only relevant dispersion mechanism for aeolian transport of solid particles, while particle
turbulence was found to be equally relevant for hydrological transport of solid particles.
Based on the ﬁndings summarised above it is recommended to implement a polydis-
perse capability in the Eulerian-Eulerian formulation to be able to account for polydis-
persity in a native way, by allowing more than one dispersed phase with one particle
diameter. This would require accounting for the interaction between particles explicitly
in the creeping layer and the bed, as opposed to modelling it to zeroth order using the
threshold shear stress. The particle viscosity treatment in the bed according to equation
2.35 needs to be revisited as well. It could be preferable to model the snow shear stress
in the bed using a structural dynamics approach since snow viscous behaviour in the bed
is limited to very low rates of strain [162, 163]. Moreover, an extra continuous phase
would be required to be able to account for free surfaces such as water-air interfaces in
sediment transport. Further validation is also desirable for ﬂows around obstacles under
highly accelerating and decelerating conditions. The proposed corrections to the Carrier-
Cashwell and the Kazhikov-Smagulov particle viscosity models are promising, but should
be further veriﬁed on a larger parameter space.
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