This paper proposes a Bayesian approach to a vector autoregression with stochastic volatility, where the multiplicative evolution of the precision matrix is driven by a multivariate beta variate. Exact updating formulas are given to the nonlinear ltering of the precision matrix. Estimation of the autoregressive parameters requires numerical methods: an importance-sampling based approach is explained here.
Introduction
This paper introduces Bayesian vector autoregressions with stochastic volatility. In contrast to multivariate autoregressive conditional heteroskedasticity (ARCH), the stochastic volatility setup here models the error precision matrix as an unobserved component with shocks drawn from a multivariate beta distribution. This allows the interpretation of a sudden large movement in the data as the result of a draw from a distribution with a randomly increased but unobserved variance. Exploiting a conjugacy between Wishart distributions and multivariate singular beta distributions, the integration over the unobserved shock to the precision matrix can be performed in closed form, leading to a generalization of the standard Kalman-Filter formulas to the nonlinear ltering problem at hand. Estimating the autoregressive parameters requires numerical methods, however. The paper focusses on an importance-sampling based approach.
Bayesian vector autoregressions have been studied and popularized by e.g. Litterman (1979), Doan, Litterman and Sims (1984) and Doan's RATS Manual (1990) . ARCH models have been introduced by Engle (1982) , see the review in Bollerslev, Chou and Kroner (1992) . Stochastic volatility models provide an alternative approach to model time variation in the size of uctuations. The stochastic volatility model used here is similar to Shephard (1994) , whose model is a univariate, non-Bayesian and nonautoregressive special case of the model proposed here. In contrast to other Bayesian approaches to stochastic volatility, see Jacquier, Polson and Rossi (1994) , the method here results in exact updating formulas for the posterior in the sense that the integration over the unobserved shocks to the precision matrices is done in closed form. The conjugacy result needed for this step is established in Uhlig (1994b) .
For simplicity, the main ideas are explained in section 2 for the univariate case with the general case presented in section 3. Section 4 discusses how to analyze the posterior numerically. Section 5 concludes. Appendix A lists some of the distributions used and xes notation. Appendix B contains the proofs and one additional theorem. Appendix C proposes a prior.
A Simple Case
Consider the following simple version of the model studied in this paper: y t = y t?1 + h ?1=2 t t ; with t N (0; 1) ; (1) h t+1 = h t # t = ; with # t B 1 (( + 1)=2; 1=2);
where all # t 's and t 's drawn independently, where t = 1; : : :; T denotes time, y t 2 I R;t = 0; : : : ; T is data and observable, > 0, > 0 are parameters and B 1 (p; q) denotes the (one-dimensional) beta-distribution on the interval 0,1]. Equation (2) speci es the unobserved precision h t of the innovation h ?1=2 t t to be stochastic. The model thus belongs to the family of stochastic volatility models, see e.g. Jacquier-Polson and Rossie (1994) . The model captures autocorrelated heteroskedasticity, a feature often found especially in nancial data series. Another popular speci cation which does so is the ARCH-family of models. A GARCH (1, 1) (3) where , and are parameters. It thus ties the innovation in the variance to the size of the current innovation t t . Given t?1 and h t?1 or t?1 , an unusually large innovation in (2) can result from a randomly decreased h t as well as a large t , whereas the GARCH-model (3) only allows for an unusually large draw t .
To analyze the system (1) to (2) in a Bayesian fashion, one needs to choose a prior density 0 ( ; h 1 ) for and h 1 , given y 0 . The goal is to nd the posterior density T ( ; h T+1 ) given data y 0 ; : : :; y T . We restrict the choice of priors to be of the following Equations (4) and (5) are the recursion formulas or Kalman Filter formulas for geometrically weighted least squares. Di erent observations receive di erent weights according to the size of s t via equation (7) . Equation (6) prescribes to nd the \estimate" s t of h t+1 essentially via a geometric lag on past squared residuals. Notice the formal similarity to GARCH: ignoring the term (1 ? y 2 t?1 =n t ), equation (6) resembles equation (3) rewritten in terms of observables, using = 0 and = = .
The key for proving the validity of these updating formulas here or in the next section is theorem 2 and its proof (see appendix B): as the unobserved shock # t occurs, one needs to do a \change of variable" from d dh t d# t to d dh t+1 dz t for some suitably de ned z t . Thanks to the conjugacy between the beta and the gamma distribution, integration over dz t can be performed in closed form, resulting in an integration constant depending on and the data. This constant is captured by the function g t ( ). Shephard (1994) nds similar formulas with a classical interpretation for (1) to (2) without the autoregressive term y t?1 . To include autoregressive terms, Shephard (1994) suggests approximate ltering formulas. In contrast, the Bayesian formulas here are exact. They do, however, require numerical techniques such as importance-sampling for the estimation of . There is no treatment of the multivariate case in Shephard (1994) . For = =( + 1) we have = = 1 ? in equation (6) . For = ( + 1)=( + 2) the precision h t is a martingale E h t+1 j h t ] = h t on the positive part of the real axis. Shephard (1994) suggests setting = e r , where r = E log # t ]. This avoids the problem, that otherwise h t ! 1 a.s. or h t ! 0 a.s. (see Nelson (1990) ) and makes log h t a random walk.
For ! 1 one obtains a model where h 1 is known a priori, h 1 = s ?1 0 , and where h t+1 = h t ( + 1)=( ( + 2)). In other words the model allows for the greater time variation in the precision, the smaller the parameter . Figure 1 shows parts of the densities for =# t , which are the multiplicative disturbances of the variance 2 t h ?1 t . It shows that (2) typically leads to a slight decrease in the innovation variance except for occasional and potentially large increases.
The General Model
Consider the VAR(k)-model with time-varying error precision matrices Y t = B (0) C t +B (1) Muirhead (1982) .
This de nition has been extended along with the conjugacy results by Uhlig (1994b) to allow for values q = n=2 for any integer n 1, see appendix A for the details pertinent to this paper. Equation (9) is one of two rather natural generalizations of the multiplication of two real numbers in equation (2) Leamer (1978) . The proof that the formulas above correctly calculate the posterior follows directly from the two theorems below. ?
The proof is in appendix B. The updating formulas also show that the ordering of the variables does not matter in equation (9) 
Numerical Analysis
To use the method, one rst needs to select a prior. For the analysis of macroeconomic time series, we suggest using a modi cation of the Minnesota random walk prior, see Doan, Litterman and Sims (1984) . That is, we suggest setting the prior mean B 0 to correspond to a random walk speci cation and to choose, say, = 20 for quarterly data and = =( +1). More details are in appendix C. Having selected a prior, the method above delivers the posterior, which needs to be analyzed numerically. We focus entirely on the case, where and are treated as known and where g 0 (B) 1, i.e. where the prior is given by equation 10. Numerical methods are needed, since the posterior (11) 
Note that the marginal posterior is a product of generalized multivariate t-distribution and hence similar to the kind of distributions occuring in the study of common parameters, see Box and Tiao (1973) , Chapter 9. While it can have multiple peaks in principle, we proceed under the assumption that there is a single peak: multiple peaks or a very at single peak should be interpreted as indicators of misspeci cation (e.g. for a break in the sample).
Find the maximum of (17) with the following modi ed Newton-Raphson method. Let
be the sum of all second derivatives of the individual pieces of (17) )):
until convergence, where the gradient can be computed with theorem 3 in appendix B. Let B denote the maximum of the posterior and let J be the Hessian of (17) at vec(B ) (see theorem 3 in appendix B). Use as importance sampling density a tdistribution centered at B with Hessian J , whose degrees of freedom are chosen to ensure fatter tails than those of the marginal posterior T;marg (B): choose with 0 < < T + l + ? ml, preferably close to the upper bound. Choose the simulation sample size n. The method has been successfully applied in Uhlig (1996) . For the purposes here, it may be interesting to highlight a numerical issue that arose in an application of the method to a four-variable system with k = 5 lags. With a constant and a time trend, B now contains 88 entries. We chose a prior as speci ed in appendix C. To analyze the posterior, we proceeded as described above, using = 72 and n = 4000 random draws. When looking at one-dimensional slices, there is almost no di erence between the logarithm of the importance sampling density and the density of the posterior. Nonetheless, the small remaining di erences pile up quickly due to the high dimensionality of the problem. Figure 2 shows a scatter plot of the logarithm of the weights for the 4000 random draws. The weights can di er by orders of magnitude: examining the raw numbers shows that the draw with the largest weight receives 5.3% of the sum of all weights, the 109 most heavily weighted draws constitute 50% of the mass and the 741 draws with the highest weights make up 90%. While these numbers indicate a substantial unevenness in the weight distribution, they also indicate that inference based on these draws is nonetheless likely to be sensible since several hundred draws rather than just a few will \matter" for nal results. In 88 dimensions as here, it is, in general, easily possible that importance sampling assigns practically the entire weight to a single point: thus, gure 2 looks actually rather good and indicates that the procedure described above should work in practice.
Conclusion
This paper introduced Bayesian vector autoregressions with stochastic volatility, deriving in closed form the Bayesian posterior, when the error precision matrix is stochas-tically time-varying. The key to the proof was a recent result concerning the conjugacy between singular multivariate beta distributions and Wishart distributions, see Uhlig (1994b), making it possible to integrate out the disturbance to the precision matrix. Posterior-based inference requires numerical methods: the paper examines an importance-sampling based approach.
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Appendix A Some distributions and their properties
This appendix has the purpose to x the notation and to review some useful facts. Additional information can be found in Zellner (1971), Leamer (1978) , Muirhead (1982) and Uhlig (1994b) .
In the proof of Theorem 2 below, we need the density of the rank-1 singular Wishart distribution. Uhlig (1994b) Q.E.D.
C Prior Selection
The selection of a prior in Bayesian time series analysis has recently been subject to much debate, see Phillips' (1991) critique of Sims and Uhlig (1991), his discussants, and the summary in Uhlig (1994a). For the analysis of macroeconomic time series we suggest the following modi cation of the \Minnesota prior" in Doan, Litterman and Sims (1984) or Doan's RATS manual (1990). The main di erence is that we choose values for and and that we include a constant and a time trend in the regression. Use logarithms of the levels of the time series except for series expressed in per cent (like interest rates), which are used in their raw form. Include a constant and a time trend, C t = 1 t ] 0 and c = 2.
Treat and as xed at = 20 for quarterly data and = 60 for monthly data: this allows for a reasonable amount of time variation. Set = =( +1). Sensitivity analysis with respect to and is advisable. Set g 0 (B) 1. Let S 0 be the diagonal matrix of the average squared residuals from AR(1) univariate regressions for each included data series. This, of course, amounts to a rst pass through the data, which, strictly speaking, is not legitimate. However, this \loss of m degrees of freedom" should not be big for coming up with a reasonable starting point S 0 in most practical applications. Include between one and two years of lags (e.g. 5 lags for quarterly data). Let Here, 1 0, 2 0 and 3 0 are hyperparameters and Y 0 is the date-0 data vector, where we assume that all Y 0;i 6 = 0; i = 1; : : : ; m. The motivation for this particular form of the prior can be seen from the updating equation (12) for N t at = 1 and from the interpretation of N t as precision along rows of B, see equation (21) given in appendix A: 1 and 3 correspond roughly to the number of presample dummy observations, starting from a at prior: given N = 0 at time t = ? 3 , and 3 art cially created and added observations (dummy observations) for t = ? 3 + 1; : : : ; 0, for which the linear relationships hold exactly at the prior mean B 0 , the updating formulas will result in N 0 (i; j); I = 1; 2; j = 1; 2 as de ned above. A similar argument can be given for 1 . 2 determines how \fast" higher lags are excluded. We suggest using 1 = 5, = 2 and 3 = 8. Note that we have 2 = 2 > 0 here, seemingly in contrast to standard BVAR methodology as in Doan, Litterman and Sims (1984) . The reason is that the elements of N denote precision here, not variance as usual. Our choices for the hyperparameters are quite weak, since the prior imposed that way is swamped in the rst few observations, see equation (12 Figure 2 -Scatterplot for the 4000 generated draws from the importance sampling density.
