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STRONG SOLUTIONS TO THE INHOMOGENEOUS NAVIER-STOKES-BGK SYSTEM
YOUNG-PIL CHOI, JAESEUNG LEE, AND SEOK-BAE YUN
Abstract. In this paper, we are concerned with the local-in-time well-posedness of a fluid-kinetic model
in which the BGK model with density dependent collision frequency is coupled with the inhomogeneous
Navier-Stokes equation through drag forces. To the best knowledge of authors, this is the first result on the
existence of local-in-time smooth solution for particle-fluid model with nonlinear inter-particle operator for
which the existence of time can be prolonged as the size of initial data gets smaller.
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1. Introduction
Sprays are complex flows consisting of dispersed particles in underlying gas, for instances, spray in the
air, fuel-droplets suspended in the cylinder in the combustion process of engines, pollutants floating in the
air or water. The evolution of such particle-fluid system can be described in various ways according to
the corresponding physical situation and the modeling assumptions. In this paper, we consider the case
where the relaxation through inter-particle collisions and the drag of the surrounding fluid compete, which is
described by the BGK model coupled with the inhomogeneous Navier-Stokes equations through drag forces:
∂tf + v · ∇xf +∇v · ((u− v)f) = ρf (M(f)− f),
∂tρ+∇x · (ρu) = 0,
∂t(ρu) +∇x · (ρu ⊗ u) +∇xp− µ∆xu = −
∫
R3
(u − v)f dv,
∇x · u = 0,
(1.1)
subject to initial data:
(f(x, v, 0), ρ(x, 0), u(x, 0)) =: (f0(x, v), ρ0(x), u0(x)), (x, v) ∈ T3 × R3. (1.2)
Here, f = f(x, v, t) denotes the number density function of the immersed particles on the phase space of
position x ∈ T3 and velocity v ∈ R3 at time t > 0 , and ρ = ρ(x, t) and u = u(x, t) are the local density
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and bulk velocity of the fluid, respectively. For simplicity, we assume that the viscosity coefficient µ = 1
throughout the paper. The local Maxwellian M(f) is defined by
M(f)(x, v, t) = ρf (x, t)√
(2πTf(x, t))3
exp
(
−|v − Uf (x, t)|
2
2Tf(x, t)
)
,
where the macroscopic fields of local particle density ρf , local particle velocity Uf , and local particle tem-
perature Tf are given by
ρf (x, t) :=
∫
R3
f(x, v, t) dv,
ρf (x, t)Uf (x, t) :=
∫
R3
vf(x, v, t) dv, and
3ρf (x, t)Tf (x, t) :=
∫
R3
|v − Uf (x, t)|2f(x, v, t) dv.
An explicit computation gives the following cancellation property:∫
R3
(M(f)− f)
 1v
|v|2
 dv = 0,
Particle-fluid models have received immense attention recently since the situation of particles drafting in
fluid arises very often in nature or engineering, and the coupling of kinetic equations and fluid equations
addresses various interesting mathematical problems and modeling issues. We can roughly divide the lit-
erature on the mathematical theory of such kinetic-fluid model into two categories according to whether
the collisional interactions between the immersed particles are taken into account or not. In the absence of
collisional interactions, Vlasov or Vlasov-Fokker-Planck type equations coupled with various fluid equations
are investigated. For the existence of the weak solutions of such collisionless particle-fluid models, we refer
to [7, 10, 14, 21, 28, 38]. Results on the strong solutions can be found in [9, 11]. Particle-kinetic models
involving local-alignment phenomena between the immersed particles can be found in [1, 2, 15]. We now
turn to literature including particle-particle collisions. In [8, 41] the existence of weak solutions for Vlasov-
Navier-Stokes equations with a linear particle operator that explains the break-up of droplets is considered.
In [29], Mathiaud obtained the existence of local-in-time classical solution for the Navier-Stokes-Boltzmann
equation when the initial data is a small perturbation of a global Maxwellian. In [16], the authors obtained
the existence of global-in-time existence of weak solutions under the condition of finite mass, energy and
entropy. In [12, 13], large-time behavior of solutions and finite-time blow-up phenomena of particle-fluid
systems are considered.
A brief review on the BGK model is also in order. The BGK models [6] have been very popularly employed
in physics and engineering as a satisfactory relaxational approximation of the Boltzmann equation which
suffers severely from high computational cost. The existence theory for the BGK model is first established
by Perthame [31] in which the weak solution is obtained under the condition of finite mass momentum and
energy. For the initial data with appropriate decay in the velocity space, a unique existence is established
in [32]. These results are adapted and extended, for example, to Lp problem [47], gases under the influence
of external forces or mean-fields [46], gas mixture problem in which the gas consists of more one type of
gas molecules [23], ellipsoidally generalized BGK model introduced to better calibrate fluid coefficients [43],
and polyatomic molecules formed by bonds of more than one atom [30, 44]. The existence of classical
solution near equilibrium and their asymptotic equilibrization can be found in [42, 45]. For the studies
on the stationary problems for the BGK model, see [3, 39]. BGK model is also fruitfully employed in the
derivation of various macroscopic or hydrodynamic models [5, 19, 24, 26, 27, 35, 36, 37]. The literature
on the numerical applications of the BGK model are immense, we refer to [17, 18, 20, 29, 33, 34, 40] and
references therein for interested readers.
To the best knowledge of the authors, the only result on the existence of classical solutions for particle-
kinetic models involving collisional interactions between immersed particle is established in [29] (for weak
solutions, see [16]), in which Mathiaud considers a local-in-time existence for a fluid-kinetic model constructed
from the coupling of the Navier-Stokes equation with the Boltzmann equation near a global Maxwellian under
the assumption that the high order energy functional is sufficiently small. In [29], however, the exchange
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between the length of the life span and the size of the initial data does not occur. That is, no matter how
small an initial perturbation we take in the energy norm, the life span of the solution cannot be extended
over a certain fixed time. In this paper, we show that such restriction can be removed, at least for the case of
the BGK type relaxation operator. We also mention that the global-in-time existence of strong solution for
the relaxation operator with nontrivial collision frequency remains open even for the non-coupled classical
BGK model.
To precisely state our main result, we first define the notion of a strong solution.
Definition 1.1. For a given time T ∈ (0,∞), we say that (f, ρ, u) is a strong solution to system (1.1)-(1.2)
if it satisfies the system in the sense of distributions with the following regularity:
(i) f ∈ C([0, T ];W 1,∞q (T3 × R3)) with q > 5,
(ii) ρ ∈ C([0, T ];H3(T3)),
(iii) u ∈ C([0, T ];H2(T3)) ∩ L2(0, T ;H3(T3)). (1.3)
Our main results read as follows (see Notation below the statement of the theorem for the definitions of
function spaces):
Theorem 1.1. Fix T ∈ (0,∞). Then, there exists ε > 0, which depends only on T , such that for any initial
data (f0, ρ0, u0) satisfying the following conditions:
(i) inf
x∈T3
ρ0(x) > 0, ρ0 ∈ H3(T3),
(ii)
∑
|ν|≤1
ess sup
x,v
(1 + |v|)q|∇νf0(x, v)|+ ‖u0‖H2(T3) < ε, and
(iii) f0 > ε1(1 + |v|)−(q+3+a), for some ε1 > 0 and a > 0,
the system (1.1)-(1.2) admits the unique strong solution (f, ρ, u).
Remark 1.1. The initial positivity condition (iii) is necessary to guarantee the positivity of macroscopic
field ρf , see Lemma 3.3.
Notation. Throughout the paper, ∇k denotes any partial derivative ∂α with multi-index α, |α| = k. We
often omit x-dependence of differential operators for simplicity of notation. We denote by C a generic, not
necessarily identical, positive constant. The relation A . B denotes the inequality A ≤ CB for such a
generic constant. Below we introduce the norms and function spaces to be used in the paper.
• For functions f(x, v), g(x), ‖f‖Lp and ‖g‖Lp denote the usual Lp(T3 × R3)-norm and
Lp(T3)-norm, respectively.
• We use the following weighted norms for f(x, v):
‖f‖q := ‖f‖L∞q := ess sup
x,v
(1 + |v|)qf(x, v), ‖f‖W 1,∞q :=
∑
|ν|≤1
‖∇νf‖q.
L∞q (T
3 ×R3) and W 1,∞q (T3 ×R3) naturally denote the spaces of functions with finite corre-
sponding norms.
• Hs(T3) denotes the s-th order L2(T3) Sobolev space.
The rest of the paper is organized as follows. In Section 2, we introduce several lemmas regarding
boundedness properties of the macroscopic fields (ρf , Uf , Tf ) and the local Maxwellian M(f), which will
be heavily used throughout the paper. In Section 3, a sequence of approximation systems to (1.1)-(1.2)
is constructed. In Section 4, we prove that the sequence of solutions constructed in Section 3 is indeed a
Cauchy sequence and the limit is the solution of the system (1.1) in the sense of Definition 1.1.
2. Preliminaries
We present a series of lemmas that will be crucially used throughout the paper.
Lemma 2.1. [32] There exists a positive constant Cq, which depends only on q, satisfying
(i) ρf ≤ Cq‖f‖qT 3/2f (q > 3 or q = 0),
(ii) ρf (Tf + |Uf |2)(q−3)/2 ≤ Cq‖f‖q (q > 5 or q = 0),
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(iii) ρf |Uf |q+3((Tf + |Uf |2)Tf )−3/2 ≤ Cq‖f‖q. (q > 1 or q = 0),
for almost everywhere x ∈ T3.
We now show that the ‖ · ‖q-norm of a generalized local Maxwellian Mγ(f) with γ > 0 can be controlled
by that of f . Although the proof is essentially given in [32], we provide it here for the completeness of our
present work.
Lemma 2.2. Suppose ‖f‖q < ∞ for q > 5, and let γ > 0 be given. Then there exists a positive constant
Cq,γ , which depends only on q and γ, such that
‖Mγ(f)‖q ≤ Cq,γ‖f‖q, (q > 5 or q = 0),
where
Mγ(f) := ρf√
(2πTf )3
exp
(
−γ |v − Uf |
2
2Tf
)
.
In particular, if γ = 1, then M1(f) =M(f) and
‖M(f)‖q ≤ Cq‖f‖q, (q > 5 or q = 0).
Proof. We provide the estimates on Mγ(f) and |v|qMγ(f), seperately.
• (Estimate of Mγ(f)): It follows from Lemma 2.1 (i) that
Mγ(f) ≤ ρf√
(2πTf )3
≤ Cq‖f‖q.
• (Estimate of |v|qMγ(f)): We first estimate
|v|qMγ(f) ≤ Cq (|Uf |q + |v − Uf |q)Mγ(f) =: I1 + I2,
where I1 can be bounded as
I1 = Cq|Uf |q ρf√
(2πTf )3
exp
(
−γ |v − Uf |
2
2Tf
)
≤ Cq |Uf |
qρf
T
3/2
f
.
We now estimate I1 by considering two cases: |Uf | > T 1/2f and |Uf | ≤ T 1/2f . If |Uf | > T 1/2f , we have
I1 ≤ Cq |Uf |
q+3ρf
|Uf |3T 3/2f
≤ Cq |Uf |
q+3ρf
(Tf + |Uf |2)3/2T 3/2f
≤ Cq‖f‖q,
where we used Lemma 2.1 (iii) for the last inequality. On the other hand, if |Uf | ≤ T 1/2f , we use Lemma 2.1
(ii) to get
I1 ≤ Cq |Uf |
qρf
T
3/2
f
≤ CqρfT
q−3
2
f ≤ Cqρf (Tf + |Uf |2)
q−3
2 ≤ Cq‖f‖q,
due to q > 5. For I2, we get
I2 = Cq|v − Uf |q ρf√
(2πTf)3
exp
(
−γ |v − Uf |
2
2Tf
)
= CqρfT
(q−3)/2
f
(( |v − Uf |2
2Tf
)q/2
exp
(
−γ |v − Uf |
2
2Tf
))
≤ Cq,γρfT (q−3)/2f ≤ Cq,γρf (Tf + |Uf |2)(q−3)/2 ≤ Cq,γ‖f‖q.
Here, we employed the fact xq/2e−γx . 1 for all x ≥ 0 and Lemma 2.1 (ii). Finally, the estimates above
yield that
‖Mγ(f)‖q ≤ ess sup
x,v
((1 + |v|)qMγ(f)(x, v)) ≤ Cq,γ‖f‖q.

Lemma 2.3. [43] Assume f, g satisfy (h denotes either f or g)
(i) ‖h‖q < C1,
(ii) ρh + |Uh|+ |Th| < C2,
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(iii) ρh, Th > C3,
for some constants Ci > 0, i = 1, 2, 3. Then, we have
‖M(f)−M(g)‖q ≤ C‖f − g‖q,
where C > 0 depends only on Ci(i = 1, 2, 3).
Lemma 2.4. Suppose ‖f‖q <∞ for q > 5, and ρf , Uf , and Tf satisfy
ρf + |Uf |+ Tf < c1 and ρf , Tf > c2,
for some positive constants c1 and c2. Then we have
‖∇x,vM(f)‖q ≤ C(‖∇xf‖q + 1)‖f‖q,
where C is a positive constant depending on c1 and c2.
Proof. We first provide derivatives of the local Maxwellian M(f) with respect to the macroscopic fields:
∂M(f)
∂ρf
=
1
ρf
M(f), ∂M(f)
∂Uf
=
v − Uf
Tf
M(f), and ∂M(f)
∂Tf
=
(
− 3
2Tf
+
|v − Uf |2
2T 2f
)
M(f).
We then give the estimates for ‖ · ‖q-norm of each term above. We easily find∥∥∥∂M(f)
∂ρf
∥∥∥
q
. ‖M(f)‖q . ‖f‖q. (2.1)
For the second one, note that∣∣∣∣v − UfTf
∣∣∣∣M(f) = √2(2π)− 32 ρfT 2f
∣∣∣∣∣v − Uf√2Tf
∣∣∣∣∣ exp
(
−|v − Uf |
2
2Tf
)
.
ρf
T
3/2
f
exp
(
−|v − Uf |
2
4Tf
)
.
Here, we used the following simple inequality
xe−x
2
. e−x
2/2 for all x ≥ 0. (2.2)
Then, we use Lemma 2.2 to find∥∥∥∥v − UfTf M(f)
∥∥∥∥
q
.
∥∥∥∥∥ ρfT 3/2f exp
(
−|v − Uf |
2
4Tf
)∥∥∥∥∥
q
. ‖f‖q. (2.3)
In order to estimate the third one, we use the following inequality similar to (2.2):
xe−x . e−x/2 for all x ≥ 0.
This yields
|v − Uf |2
2T 2f
M(f) . ρf
T
3/2
f
exp
(
−|v − Uf |
2
4Tf
)
,
and subsequently, this with Lemma 2.2 gives∥∥∥∥∥ |v − Uf |22T 2f M(f)
∥∥∥∥∥
q
. ‖f‖q.
Thus we have ∥∥∥∥∂M(f)∂Tf
∥∥∥∥
q
≤
∥∥∥∥ 32TfM(f)
∥∥∥∥
q
+
∥∥∥∥∥ |v − Uf |22T 2f M(f)
∥∥∥∥∥
q
. ‖f‖q. (2.4)
The first order derivatives of the macroscopic fields are given by
∇xρf =
∫
R3
∇xf dv,
∇xUf = ∇x
(
1
ρf
∫
R3
vf dv
)
= −Uf
ρf
∇xρf + 1
ρf
∫
R3
v∇xf dv,
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∇xTf = 1
3
∇x
(
1
ρf
∫
R3
|v − Uf |2f dv
)
=
1
3
(
−∇xρf
ρ2f
∫
R3
|v − U |2f dv − 1
ρf
∫
R3
2(v − Uf )f∇xUf dv + 1
ρf
∫
R3
|v − Uf |2∇xf dv
)
.
Then we easily get
|∇xρf | ≤
∫
R3
|∇xf | dv =
∫
R3
|∇xf |(1 + |v|)q(1 + |v|)−q dv . ‖∇xf‖q, (2.5)
due to q > 5. Similarly, we also find
|∇xUf | . ‖∇xf‖q and |∇xTf | . ‖∇xf‖q.
This together with (2.3), (2.1), and (2.4) gives
‖∇x,vM(f)‖q ≤
∥∥∥∥∂M(f)∂ρf
∥∥∥∥
q
‖∇xρf‖L∞ +
∥∥∥∥∂M(f)∂Uf
∥∥∥∥
q
‖∇xUf‖L∞
+
∥∥∥∥∂M(f)∂Tf
∥∥∥∥
q
‖∇xTf‖L∞ +
∥∥∥∥ |v − Uf |Tf M(f)
∥∥∥∥
q
. (‖∇xf‖q + 1)‖f‖q.

3. Global existence and uniqueness of approximation system
We construct the sequence of approximation solutions to linearized systems of (1.1). We consider following
linearized NS-BGK system:
∂tf
n+1 + v · ∇xfn+1 +∇v · ((un − v)fn+1) = ρfn(M(fn)− fn+1),
∂tρ
n+1 + un · ∇xρn+1 = 0,
ρn+1∂tu
n+1 + ρn+1un · ∇xun+1 −∆xun+1 +∇xpn+1 = −
∫
R3
(un − v)fn+1 dv,
∇x · un+1 = 0,
(3.1)
with the initial data and the first iteration step:
(fn+1(x, v, 0), ρn+1(x, 0), un+1(x, 0)) = (f0(x, v), ρ0(x), u0(x)) and
(f0(x, v, t), ρ0(x, t), u0(x, t)) = (f0(x, v), ρ0(x), u0(x))
(3.2)
for n ≥ 0 and (x, v, t) ∈ T3 × R3 × (0, T ).
We now consider the backward characteristic Zn(s) := (Xn(s), V n(s)) := (Xn(s; t, x, v), V n(s; t, x, v)),
s, t ∈ [0, T ] given by
d
ds
Xn+1(s) = V n+1(s),
d
ds
V n+1(s) = un(Xn+1(s), s)− V n+1(s),
(3.3)
subject to the terminal data:
Zn+1(t) = (x, v) =: z.
We now provide the existence result for the approximation system (3.1)-(3.2).
Proposition 3.1. Let T ∈ (0,∞) be an arbitrary fixed number. Suppose that the initial data (f0, ρ0, u0)
satisfy the assumptions of Theorem 1.1. Choose ε to satisfy ε1−βCT < 1, where CT is given in the end of
the proof. Then, if fn and un satisfy the following conditions:∑
|ν|≤1
‖∇νfn‖q < εβ and
‖∂tun‖C([0,T ];L2) + ‖∂tun‖L2(0,T ;H1) + ‖un‖C([0,T ];H2) + ‖un‖L2(0,T ;H3) < εα,
(3.4)
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then there exists a unique solution (fn+1, ρn+1, un+1) such that∑
|ν|≤1
‖∇νfn+1‖q < εβ, ρ ∈ C([0, T ];H3(T3)), ρ(x, t) ≥ δ > 0, ∀(x, t) ∈ T3 × [0, T ], and
‖∂tun+1‖C([0,T ];L2) + ‖∂tun+1‖L2(0,T ;H1) + ‖un+1‖C([0,T ];H2) + ‖un+1‖L2(0,T ;H3) < εα,
where δ = infx∈T3 ρ0(x) is a positive constant and α, β are constants such that 0 < α < β < 1.
We first note that the existence and uniqueness of the momentum equations in (3.1), which is linear
parabolic system, are well-known thanks to the semigroup theory, see [22] for instance. We prove Proposition
3.1 through the following lemmas. The next lemma gives the existence of positive lower bound and the
regularity of the fluid density. Since the proof is similar to that of [14, Lemma 2.2], we omit it here.
Lemma 3.1. Suppose that the initial data ρ0 and u
n satisfy the assumptions in Theorem 1.1 and (3.4).
Then, there exists a unique solution ρn+1 to (3.1) such that
(i) infT3×[0,T ] ρn+1 ≥ δ for some δ > 0,
(ii) sup0≤t≤T ‖ρn+1(·, t)‖H3 ≤ C‖ρ0‖H3 ,
where C > 0 is independent of n.
Next, we present the growth estimate in velocity for the characteristic flow (3.3).
Lemma 3.2. (Estimate of characteristic flow) Suppose that un satisfy (3.4). Then, there exists a constant
C depending on T such that
|V n+1(s)| ≤ C(1 + |v|), 0 ≤ s ≤ T.
Proof. We rewrite (3.3) as
Xn+1(s) = x−
∫ t
s
V n+1(τ) dτ,
V n+1(s) = vet−s −
∫ t
s
un(Xn+1(τ), τ)eτ−s dτ. (3.5)
Note that un can be estimated as ‖un‖L∞ ≤ C‖un‖H2 < εα, where C > 0 is independent of n. Then we
easily find from (3.5) that
|V n+1(s)| ≤ C(1 + |v|),
where C depends on T , but independent of n. 
The next lemma asserts that the macroscopic fields of kinetic equation have the uniform boundedness
property.
Lemma 3.3. (Boundedness of macroscopic fields) Suppose that the initial data satisfy the assumptions of
Theorem 1.1 and fk(1 ≤ k ≤ n) satisfies∑
|ν|≤1
‖∇νfk‖q < εβ for some β ∈ (0, 1).
Then, we have
(i) ρfn , Tfn > C1,
(ii) ρfn + |Ufn |+ Tfn < C2,
for some generic positive constants C1 and C2.
Proof. Along the backward characteristic defined in (3.3), we find
d
ds
fn+1(Zn+1(s), s)
= ∂sf
n+1(Zn+1(s), s) + V n+1(s) · ∇xfn+1(Zn+1(s), s)
+ (un(Xn+1(s), s)− V n+1(s)) · ∇vfn+1(Zn+1(s), s)
= ρfn(X
n+1(s), s)M(fn)(Zn+1(s), s) + (3 − ρfn(Xn+1(s), s))fn+1(Zn+1(s), s).
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We integrate both sides with respect to time to get
fn+1(z, t) = e
∫
t
0
(3−ρfn (Xn+1(s),s)) dsf0(Zn+1(0))
+
∫ t
0
e
∫
t
s
(3−ρfn (Xn+1(τ),τ))dτρfn(Xn+1(s), s)M(fn)(Zn+1(s), s) ds.
(3.6)
First, it is easy to see that
ρfk ≤
∫
R3
|fk|(1 + |v|)q(1 + |v|)−q dv ≤ C‖fk‖q < Cεβ , 1 ≤ k ≤ n.
We also have
ρfn =
∫
R3
fn dv
≥
∫
R3
e
∫
t
0
(3−ρ
fn−1
(Xn(s),s))dsf0(Z
n(0)) dv
≥ e(3−Cεβ)t
∫
R3
f0(Z
n(0)) dv
≥ e(3−Cεβ)tε1
∫
R3
(1 + |V n(0)|)−(q+3+a)dv
≥ ε1
∫
R3
(1 + C(1 + |v|))−(q+3+a)dv
= C > 0,
(3.7)
where Lemma 3.2 and the assumption on the initial data f0 are used. For the estimate of Ufn , we use the
lower bound estimate for ρfn above to get
|Ufn | ≤ 1
CT
∫
R3
vfn dv ≤ 1
CT
∫
R3
fn(1 + |v|)q(1 + |v|)1−q dv ≤ CT ‖fn‖q < CT εβ.
The upper bound estimate of Tfn can be achieved in a similar way using the estimates above and the lower
bound directly follows from Lemma 2.1 (i) with (3.7). 
In what follows, we show the uniform-in-n boundedness of fn.
Lemma 3.4. (Uniform-in-n boundedness of fn) Suppose that the initial data (f0, ρ0, u0) satisfies the as-
sumptions of Theorem 1.1 and un satisfies (3.4). Then, there exists a unique solution fn+1 to system (3.1)
such that ∑
|ν|≤1
‖∇νfn+1‖q < εβ for some β ∈ (0, 1).
Proof. • (Preparatory estimates): Using the upper bound of ‖un‖L∞ , we obtain from (3.5) that
|V n+1(t)| ≥ C1|v| − C2, 0 < C1 < 1,
for all 0 ≤ t ≤ T . It readily gives
1 + C2 + |V n+1(t)| ≥ 1 + C1|v| ≥ C1(1 + |v|), (3.8)
for all 0 ≤ t ≤ T . We use the estimate above to find
f0(Z
n+1(0)) = f0(Z
n+1(0))(1 + C2 + |V n+1(0)|)q(1 + C2 + |V n+1(0)|)−q
≤ Cf0(Zn+1(0))(Cq2 + (1 + |V n+1(0)|)q)(1 + C2 + |V n+1(0)|)−q
≤ C‖f0‖q(1 + C2 + |V n+1(0)|)−q.
This together with (3.8) gives
|f0(Zn+1(0))| ≤ C‖f0‖q(1 + |v|)−q,
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Similarly, we find
|fn+1(Zn+1(s), s)| ≤ C‖fn+1(·, ·, s)‖q(1 + |v|)−q,
|∇x,vfn+1(Zn+1(s), s)| ≤ C‖∇x,vfn+1(·, ·, s)‖q(1 + |v|)−q,
|∇xf0(Zn+1(0))| ≤ C‖∇xf0‖q(1 + |v|)−q,
|∇vf0(Zn+1(0))| ≤ C‖∇vf0‖q(1 + |v|)−q,
|M(fn)(Zn+1(s), s)| ≤ C‖M(fn)‖q(1 + |v|)−q,
|∇x,vM(fn)(Zn+1(s), s)| ≤ C‖∇x,vM(fn)‖q(1 + |v|)−q.
(3.9)
• (Zeroth order estimate): In view of the boundedness of ρn+1 and ρfn , we get from (3.6) and the estimates
above combined with Lemma 2.2 that
|fn+1(z, t)| ≤ C|f0(Zn+1(0))|+ Cεβ
∫ t
0
|M(fn)(Zn+1(s), s)| ds
≤ C‖f0‖q(1 + |v|)−q + Cεβ
∫ t
0
‖M(fn)‖q ds · (1 + |v|)−q
≤ C‖f0‖q(1 + |v|)−q + Cεβ
∫ t
0
‖fn‖q ds · (1 + |v|)−q.
This readily gives
sup
0≤t≤T
‖fn(·, ·, t)‖q ≤ CeCε
β‖f0‖q, (3.10)
for some C > 0 independent of n.
• (First order estimate): For j = 1, 2, 3, we take a partial derivative ∂xj to the following equation:
∇v · ((un − v)fn+1) = (un − v) · ∇vfn+1 − 3fn+1, (3.11)
then we have
∂xj (∇v · ((un − v)fn+1)) = ∂xjun · ∇vfn+1 + (un − v) · ∇v∂xjfn+1 − 3∂xjfn+1.
We now take the differential operator ∂xj to the kinetic equation in (3.1) and use the estimate above to find
∂t∂xjf
n+1 + v · ∇x∂xjfn+1 + (un − v) · ∇v∂xjfn+1
= (M(fn)− fn+1)∂xjρfn + ρfn(∂xjM(fn)− ∂xjfn+1) + 3∂xjfn+1 − ∂xjun · ∇vfn+1.
Then along the characteristic curve Zn+1(s) given in (3.3), we have
d
dt
∂xjf
n+1(Zn+1(t), t) = (3 − ρfn)∂xjfn+1 + ∂xjρfn(M(fn)− fn+1) + ρfn∂xjM(fn)− ∂xjun · ∇vfn+1.
Here and the estimate below, for simplicity we omit the dependence of terms in the right hand sides on
Zn+1(t). Then we easily find
∂xjf
n+1(Zn+1(t), t)
= ∂xjf0(Z
n+1(0))e
∫
t
0
(3−ρfn )(Xn+1(s),s) ds
+
∫ t
0
(
∂xjρfn(M(fn)− fn+1) + ρfn∂xjM(fn)− ∂xjun · ∇vfn+1
)
(Zn+1(s), s)e
∫
t
s
(3−ρfn )(Xn+1(τ),τ)dτ ds,
which readily gives
|∇xfn+1(z, t)| ≤ C|∂xjf0(Zn+1(0))|
+ C
∫ t
0
∣∣(∂xjρfn(M(fn)− fn+1) + ρfn∂xjM(fn)− ∂xjun · ∇vfn+1) (Zn+1(s), s)∣∣ ds.
The terms on the right hand side can be estimated as follows. The estimate of the first term is provided in
(3.9). We estimate the integrand terms as follows. Using (2.5) and (3.9), we have∣∣∂xjρfn(M(fn)− fn+1)∣∣ ≤ C‖∇xfn‖q(‖M(fn)‖q + ‖fn+1‖q)(1 + |v|)−q.
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Similarly,∣∣ρfn∂xjM(fn)∣∣ ≤ Cεβ‖∇x,vM(fn)‖q(1 + |v|)−q, ∣∣∂xjun · ∇vfn+1∣∣ ≤ C‖∇vfn+1‖q(1 + |v|)−q.
Thus, we find
‖∇xfn+1(z, t)‖q ≤ C‖∇xf0‖q + C
∫ t
0
(‖M(fn)‖q + ‖fn+1‖q + ‖∇x,vM(fn)‖q + ‖∇vfn+1‖q) ds
≤ C‖∇xf0‖q + C
∫ t
0
(‖fn‖q + ‖fn+1‖q + ‖∇vfn+1‖q) ds
≤ CT (‖f0‖q + ‖∇xf0‖q) + C
∫ t
0
‖∇vfn+1‖q ds.
(3.12)
Here, Lemmas 2.2 and 2.4 together with (3.10) are used.
We now perform the estimates for ‖∇vfn+1‖q in much the same way as for ‖∇xfn+1‖q. We take ∂vj , j =
1, 2, 3 to (3.11) to have
∂vj (∇v · ((un − v)fn+1)) = −4∂vjfn+1 + (un − v) · ∇v∂vjfn+1.
Then, taking ∂vj to the kinetic equation in (3.1) yields
∂t∂vjf
n+1 + v · ∇x∂vjfn+1 + (un − v) · ∇v∂vjfn+1 = ρfn(∂vjM(fn)− ∂vjfn+1)− ∂xjfn+1 + 4∂vjfn+1.
Along the characteristic flow (3.3), it can be rewritten as
d
dt
∂vjf
n+1(Zn+1(t), t) = (4− ρfn)∂vjfn+1 + ρfn∂vjM(fn)− ∂xjfn+1,
and this readily gives
∂vjf
n+1(Zn+1(t), t)
= ∂vjf0(Z
n+1(0))e
∫
t
0
(4−ρfn )(Xn+1(s),s) ds
+
∫ t
0
(ρfn∂vjM(fn)− ∂xjfn+1)(Zn+1(s), s)e
∫
t
s
(4−ρfn )(Xn+1(τ),τ)dτds.
We use the estimate similar to above to have
|∇vfn+1(z, t)| ≤ C|∇vf0(Zn+1(0))|+ C
∫ t
0
(|∇vM(fn)|+ |∇xfn+1|) ds
≤ C‖∇vf0‖q(1 + |v|)−q + C
∫ t
0
(‖fn‖q + ‖∇xfn+1‖q) · (1 + |v|)−q ds,
which easily gives
‖∇vfn+1(z, t)‖q ≤ CT (‖f0‖q + ‖∇vf0‖q) + C
∫ t
0
‖∇xfn+1‖q ds. (3.13)
Combining (3.12) and (3.13) asserts
‖∇x,vfn+1(·, ·, t)‖q ≤ CT (‖f0‖q + ‖∇x,vf0‖q) + C
∫ t
0
‖∇x,vfn+1‖q ds,
and Gro¨nwall’s lemma yields
‖∇x,vfn+1(·, ·, t)‖q ≤ CT (‖f0‖q + ‖∇x,vf0‖q). (3.14)
Finally, we conclude from (3.10) and (3.14) that∑
|ν|≤1
‖∇νfn+1‖q ≤ C(‖f0‖q + ‖∇x,vf0‖q) ≤ CT ε < εβ ,
where we used our assumption on ε: CT ε
1−β < 1. 
The next lemma show the the uniform-in-n boundedness of the velocity un. Since the proof is similar to
that of [14], we postpone it to Appendix A.
STRONG SOLUTIONS TO THE INHOMOGENEOUS NAVIER-STOKES-BGK SYSTEM 11
Lemma 3.5. (Uniform-in-n boundedness of un) Suppose that the initial data (f0, ρ0, u0) and u
n satisfy the
assumptions in Theorem 1.1 and (3.4), respectively. Then, there exists a unique solution un+1 to system
(3.1) such that
‖∂tun+1‖C([0,T ];L2) + ‖∂tun+1‖L2(0,T ;H1) + ‖un+1‖C([0,T ];H2) + ‖un+1‖L2(0,T ;H3) < εα.
4. Proof of Theorem 1.1
In this section, we first prove that the approximation sequence (fn, ρn, un) is a Cauchy sequence. Subse-
quently, we show that the corresponding limit (f, ρ, u) is the solution to the system (1.1), and moreover it
has the desired regularity (1.3).
4.1. Construction of Cauchy sequence.
Lemma 4.1. Let (fn, ρn, un) be the solution to system (3.1). Then, the following estimate holds:
‖(fn+1 − fn)(t)‖2q ≤ C
∫ t
0
‖(fn − fn−1)(s)‖2q ds+ C
∫ t
0
‖(un − un−1)(s)‖2H2 ds, (4.1)
where C > 0 is independent of n.
Proof. (Step 1: estimate of fn+1−fn): We consider the forward characteristic Z¯n(t) := (X¯n(t), V¯ n(t)) :=
(X¯n(t; 0, x, v), V¯ n(t; 0, x, v)) given by
d
dt
X¯n+1(t) = V¯ n+1(t),
d
dt
V¯ n+1(t) = un(X¯n+1(t), t) − V¯ n+1(t),
(4.2)
subject to the initial data
Z¯n+1(0) = (x, v) = z.
A computation similar to that for the backward characteristic shows that fn+1 can be formulated as follows.
fn+1(Z¯n+1(t), t) = e
∫
t
0
(3−ρfn (X¯n+1(s),s)) dsf0(z)
+
∫ t
0
e
∫
t
s
(3−ρfn (X¯n+1(τ),τ))dτρfn(X¯n+1(s), s)M(fn)(Z¯n+1(s), s) ds.
Then, we have
fn+1(Z¯n+1(t), t)− fn(Z¯n+1(t), t)
= fn(Z¯n(t), t)− fn(Z¯n+1(t), t) + fn+1(Z¯n+1(t), t)− fn(Z¯n(t), t)
= fn(Z¯n(t), t)− fn(Z¯n+1(t), t)
+
(
e
∫
t
0
(3−ρfn (X¯n+1(s),s)) ds − e
∫
t
0
(3−ρ
fn−1
(X¯n(s),s)) ds
)
f0(x, v)
+
∫ t
0
(
e
∫
t
s
(3−ρfn (X¯n+1(τ),τ))dτρfn(X¯n+1(s), s)M(fn)(Z¯n+1(s), s)
− e
∫
t
s
(3−ρ
fn−1
(X¯n(τ),τ))dτρfn−1(X¯
n(s), s)M(fn−1)(Z¯n(s), s)
)
ds
=: I1 + I2 + I3,
where we denote by I3 the integral term.
• (Estimate of I1): We easily estimate
I1 ≤ ‖∇x,vfn‖q|Z¯n+1(t)− Z¯n(t)|(1 + |v|)−q ≤ C|Z¯n+1(t)− Z¯n(t)|(1 + |v|)−q. (4.3)
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• (Estimate of I2): Note that we have the uniform-in-n bounds of ρn and ρfn thanks to Lemmas 3.1 and
3.3. Then, the mean value theorem yields∣∣∣e∫ t0 (3−ρfn (X¯n+1(s),s)) ds − e∫ t0 (3−ρfn−1 (X¯n(s),s)) ds∣∣∣
≤ exp
(
max
{∫ t
0
(3− ρfn(X¯n+1(s), s)) ds,
∫ t
0
(3 − ρfn−1(X¯n(s), s)) ds
})
×
∣∣∣∣∫ t
0
ρfn(X¯
n+1(s), s)− ρfn−1(Xn(s), s) ds
∣∣∣∣
≤ C
∫ t
0
∣∣ρfn(X¯n+1(s), s)− ρfn−1(X¯n(s), s)∣∣ ds.
Note that∫ t
0
∣∣ρfn(X¯n+1(s), s)− ρfn−1(X¯n(s), s)∣∣ ds
≤
∫ t
0
∣∣ρfn(X¯n+1(s), s)− ρfn−1(X¯n+1(s), s)∣∣ + ∣∣ρfn−1(X¯n+1(s), s)− ρfn−1(X¯n(s), s)∣∣ ds
≤
∫ t
0
‖(fn − fn−1)(s)‖q + ‖∇ρfn−1‖L∞
∣∣X¯n+1(s)− X¯n(s)∣∣ ds
≤ C
∫ t
0
‖(fn − fn−1)(s)‖q +
∣∣X¯n+1(s)− X¯n(s)∣∣ ds.
(4.4)
Thus, we find
I2 ≤ C‖f0‖q
∫ t
0
(‖(fn − fn−1)(s)‖q + ∣∣(X¯n+1 − X¯n)(s)∣∣) ds · (1 + |v|)−q . (4.5)
• (Estimate of I3): For notational simplicity, we set
An := e−
∫
t
s
ρ
fn−1
(X¯n(τ),τ)dτ , Bn := ρfn−1(X¯n(s), s), and Cn :=M(fn−1)(Z¯n(s), s).
Then, we have
I3 =
∫ t
0
(An+1Bn+1Cn+1 −AnBnCn) ds
≤
∫ t
0
|An+1Bn+1||Cn+1 − Cn|+ |An+1Cn||Bn+1 − Bn|+ |BnCn||An+1 −An| ds.
We give the estimates of Cn+1 − Cn, Bn+1 − Bn, and An+1 −An, respectively.
|Cn+1 − Cn|
≤ |M(fn)(Z¯n+1(s), s)−M(fn)(Z¯n(s), s)|+ |M(fn)(Z¯n(s), s)−M(fn−1)(Z¯n(s), s)|
≤ |∇x,vM(fn)(θZ¯n+1(s) + (1− θ)Z¯n(s), s) · (Z¯n+1(s)− Z¯n(s))|
+ |M(fn)(Z¯n(s), s) −M(fn−1)(Z¯n(s), s)|
≤ C|Z¯n+1(s)− Z¯n(s)|(1 + |v|)−q + |M(fn)(Z¯n(s), s)−M(fn−1)(Z¯n(s), s)|
≤ C(|Z¯n+1(s)− Z¯n(s)|+ ‖(fn − fn−1)(s)‖q)(1 + |v|)−q,
for some θ ∈ [0, 1]. Here, we used Lemmas 2.3 and 2.4. We can also get the estimates for An+1 − An and
Bn+1 − Bn in the same way as (4.4).
|An+1 −An| ≤ C
∫ t
s
‖(fn − fn−1)(τ)‖q + |X¯n+1(τ)− X¯n(τ)| dτ,
|Bn+1 − Bn| ≤ C‖(fn − fn−1)(s)‖q + |X¯n+1(s)− X¯n(s)|.
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Thus, in view of Lemmas 3.1, 3.3, and the fact that |Cn| ≤ C‖fn−1‖q(1+ |v|)−q, which is by Lemma 2.2, we
find that
I3 ≤ CT
∫ t
0
(‖(fn − fn−1(s)‖q + ∣∣Z¯n+1(s)− Z¯n(s)∣∣) ds · (1 + |v|)−q . (4.6)
We sum up (4.3), (4.5), and (4.6) to get
|(fn+1 − fn)(t)|(1 + |v|)q ≤ CT
∣∣(Z¯n+1 − Z¯n)(s)∣∣
+ CT
∫ t
0
(‖(fn − fn−1)(s)‖q + ∣∣(Z¯n+1 − Z¯n)(s)∣∣) ds. (4.7)
(Step 2: estimate of Z¯n+1 − Z¯n): We can easily get from (4.2) that
|(X¯n+1 − X¯n)(t)| ≤
∫ t
0
∣∣(V¯ n+1 − V¯ n)(s)∣∣ ds (4.8)
and
V¯ n+1(t) = ve−t +
∫ t
0
un(X¯n+1(s), s)e−(t−s) ds.
Then we have
|V¯ n+1(t)− V¯ n(t)| ≤
∫ t
0
∣∣un(X¯n+1(s), s)− un−1(X¯n(s), s)∣∣ e−(t−s) ds.
Using the mean value theorem, we have∣∣un(X¯n+1(s), s)− un−1(X¯n(s), s)∣∣ ≤ |un(X¯n+1(s), s)− un(X¯n(s), s)|+ |un(X¯n(s), s)− un−1(X¯n(s), s)|
≤ ‖∇un‖L∞ |X¯n+1(s)− X¯n(s)|+ ‖(un − un−1)(s)‖L∞
≤ ‖∇un‖L∞ |X¯n+1(s)− X¯n(s)|+ C‖(un − un−1)(s)‖H2 ,
which gives
|(V¯ n+1 − V¯ n)(t)| ≤
∫ t
0
‖∇un‖L∞
∣∣(X¯n+1 − X¯n)(s)∣∣ ds+ C ∫ t
0
‖(un − un−1)(s)‖H2 ds.
This together with (4.8) gives∣∣(Z¯n+1 − Z¯n)(t)∣∣ ≤ C ∫ t
0
‖(un − un−1)(s)‖H2 ds+
∫ t
0
(1 + ‖∇un‖L∞)
∣∣(Z¯n+1 − Z¯n)(s)∣∣ ds.
We then use Gro¨nwall’s lemma to have
‖(Z¯n+1 − Z¯n)(t)‖L∞ ≤ C
∫ t
0
‖(un − un−1)(s)‖H2 ds,
where C > 0 is independent of n.
Finally, by combining the above with (4.7), we conclude the desired result. 
Lemma 4.2. Let (fn, ρn, un) be the solution to system (3.1). Then we have the following estimate:
‖(ρn+1 − ρn)(t)‖2H2 ≤ CT
∫ t
0
‖(un − un−1)(s)‖2H2 ds. (4.9)
Proof. We obtain from the continuity equation in (3.1) that
∂t(ρ
n+1 − ρn) = −un · ∇(ρn+1 − ρn)− (un − un−1) · ∇ρn.
• (Zeroth order estimate): A straightforward computation gives
1
2
d
dt
‖ρn+1 − ρn‖2L2
= −
∫
T3
(ρn+1 − ρn)un · ∇(ρn+1 − ρn) dx−
∫
T3
(ρn+1 − ρn)(un − un−1) · ∇ρn dx
≤ ‖un‖L∞‖∇(ρn+1 − ρn)‖L2‖ρn+1 − ρn‖L2 + ‖un − un−1‖L6‖∇ρn‖L3‖ρn+1 − ρn‖L2
≤ C (‖ρn+1 − ρn‖2H1 + ‖un − un−1‖2H1) ,
(4.10)
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where we used the Sobolev embedding H1(T3) ⊆ L6(T3) and the Young’s inequality for the last inequality.
• (First order estimate): For j = 1, 2, 3, we use Ho¨lder’s inequality to have
1
2
d
dt
‖∂xj(ρn+1 − ρn)‖2L2
= −
∫
T3
(
∂xju
n · ∇(ρn+1 − ρn) + un · ∇∂xj (ρn+1 − ρn)
)
∂xj (ρ
n+1 − ρn) dx
−
∫
T3
(
∂xj (u
n − un−1) · ∇ρn − (un − un−1) · ∇∂xjρn
)
∂xj (ρ
n+1 − ρn) dx
≤ C‖∂xjun‖L∞‖∇(ρn+1 − ρn)‖2L2 + ‖∇un‖L∞‖∂xj(ρn+1 − ρn)‖2L2
+
(‖∂xj(un − un−1)‖L2‖∇ρn‖L∞ + ‖un − un−1‖L6‖∇∂xjρn‖L3) ‖∂xj(ρn+1 − ρn)‖L2
≤ C (‖ρn+1 − ρn‖2H1 + ‖un − un−1‖2H1) .
(4.11)
• (Second order estimate): Similarly, for i, j = 1, 2, 3, we obtain
1
2
d
dt
‖∂xi∂xj (ρn+1 − ρn)‖2L2
= −
∫
T3
∂xi∂xj (ρ
n+1 − ρn)(∂xi∂xjun · (ρn+1 − ρn) + ∂xjun · ∇∂xi(ρn+1 − ρn)) dx
−
∫
T3
∂xi∂xj (ρ
n+1 − ρn)(∂xiun · ∇∂xj (ρn+1 − ρn) + un · ∇∂xi∂xj (ρn+1 − ρn)) dx
−
∫
T3
∂xi∂xj (ρ
n+1 − ρn)(∂xi∂xj (un − un−1) · ∇ρn + ∂xj (un − un−1) · ∇∂xiρn) dx
−
∫
T3
∂xi∂xj (ρ
n+1 − ρn)(∂xi(un − un−1) · ∇∂xjρn + (un − un−1) · ∇∂xi∂xjρn) dx
≤ C(‖ρn+1 − ρn‖2H2 + ‖un − un−1‖2H2).
(4.12)
Then, the conclusion follows from the summation of (4.10), (4.11), and (4.12). 
Lemma 4.3. Let (fn, ρn, un) be the solution to system (3.1). Then we have the following estimate:
‖(un+1 − un)(t)‖2L2 +
∫ t
0
∫
T3
‖∇(un+1 − un)(s)‖2L2 dxds
≤ CT
∫ t
0
‖(un − un−1)(s)‖2H1 + ‖(ρn+1 − ρn)(s)‖2H2 + ‖(fn+1 − fn)(s)‖2q ds.
(4.13)
Proof. We first use (3.1)3 to find
ρn∂t(u
n+1 − un)
= −ρnun−1 · ∇(un+1 − un) + ∆(un+1 − un)−∇(pn+1 − pn)− (ρn+1 − ρn)∂tun+1
− (ρn+1 − ρn)un · ∇un+1 − ρn(un − un−1) · ∇un+1 − (ρn+1 − ρn)
∫
R3
(un − v)fn+1dv
− ρn
∫
R3
(un − un−1)fn+1dv − ρn
∫
R3
(un − v)(fn+1 − fn) dv.
(4.14)
Then, we have
1
2
d
dt
∫
T3
ρn|un+1 − un|2 dx
=
1
2
∫
T3
∂tρ
n|un+1 − un|2 dx+
∫
T3
ρn(un+1 − un) · ∂t(un+1 − un) dx
=
1
2
∫
T3
∂tρ
n|un+1 − un|2 dx+
∫
T3
(un+1 − un) ·
(
− ρnun−1 · ∇(un+1 − un)
+ ∆(un+1 − un)−∇(pn+1 − pn)− (ρn+1 − ρn)∂tun+1 − (ρn+1 − ρn)un · ∇un+1
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+ ρn(un − un−1) · ∇un+1 − (ρn+1 − ρn)
∫
R3
(un − v)fn+1 dv − ρn
∫
R3
(un − un−1)fn+1 dv
− ρn
∫
R3
(un − v)(fn+1 − fn) dv
)
dx
=:
10∑
i=1
Ji.
The estimates of each term Ji, i = 1, · · · , 10 are given as follows.
J1 = −1
2
∫
T3
(un−1 · ∇ρn)|un+1 − un|2 dx . ‖un+1 − un‖2L2,
J2 . ‖un+1 − un‖L2‖∇(un+1 − un)‖L2 . ‖un+1 − un‖2L2 + ‖∇(un+1 − un)‖2L2 ,
J3 = −‖∇(un+1 − un)‖2L2 , J4 = 0,
J5 ≤ ‖un+1 − un‖L2‖∂tun+1‖L2‖ρn+1 − ρn‖L∞ . ‖un+1 − un‖2L2 + ‖ρn+1 − ρn‖2H2 ,
J6 ≤ ‖un‖L6‖∇un+1‖L6‖ρn+1 − ρn‖L6‖un+1 − un‖L2 . ‖ρn+1 − ρn‖2H1 + ‖un+1 − un‖2L2,
J7 ≤ ‖ρn‖L∞‖un+1 − un‖L6‖un − un−1‖L2‖∇un+1‖L3 . ‖∇(un+1 − un)‖2L2 + ‖un − un−1‖2L2 ,
J8 ≤ ‖un+1 − un‖L2‖ρn+1 − ρn‖L6
∥∥∥∥∫
R3
(un − v)fn+1 dv
∥∥∥∥
L3
. ‖un+1 − un‖2L2 + ‖ρn+1 − ρn‖2H1 .
Here, the last term was estimated as follows:∥∥∥∥∫
R3
(un − v)fn+1 dv
∥∥∥∥
L3
.
∥∥∥∥∫
R3
(un − v)fn+1 dv
∥∥∥∥
L∞
≤
∥∥∥∥∫
R3
unfn+1 dv
∥∥∥∥
L∞
+
∥∥∥∥∫
R3
vfn+1 dv
∥∥∥∥
L∞
≤ ‖un‖L∞‖fn+1‖q + ‖fn+1‖q ≤ C.
Similarly, J9 and J10 can be estimated as follows.
J9 ≤ ‖ρn‖L∞‖un+1 − un‖L2‖un − un−1‖L6
∥∥∥∥∫
R3
fn+1 dv
∥∥∥∥
L3
. ‖un+1 − un‖2L2 + ‖un − un−1‖2H1 ,
J10 ≤ ‖ρn‖L∞‖un+1 − un‖L2
∥∥∥∥∫
R3
(un − v)(fn+1 − fn) dv
∥∥∥∥
L2
≤ ‖ρn‖L∞‖un+1 − un‖L2(‖un‖L∞ + 1)‖fn+1 − fn‖q
. ‖un+1 − un‖2L2 + ‖fn+1 − fn‖2q.
We sum up the estimates above and integrate from 0 to t to get∫
T3
ρn|un+1 − un|2 dx+
∫ t
0
‖∇(un+1 − un)(s)‖2L2 ds
≤ CT
∫ t
0
‖(un − un−1)(s)‖2H1 + ‖(ρn+1 − ρn)(s)‖2H2 + ‖(fn+1 − fn)(s)‖2q ds.
Finally, the conclusion follows in view of Lemma 3.1. 
Lemma 4.4. Let (fn, ρn, un) be the solution to system (3.1). Then we have the following estimate:
‖∇(un+1 − un)(t)‖2L2 +
∫ t
0
‖∂s(un+1 − un)(s)‖2L2 ds
≤ CT
∫ t
0
‖(ρn+1 − ρn)(s)‖2H2 + ‖(un − un−1)(s)‖2H1 + ‖(fn+1 − fn)(s)‖2q ds.
(4.15)
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Proof. We take an inner product of both sides of (4.14) with ∂t(u
n+1 − un) and integrate it over T3 to find∫
T3
ρn|∂t(un+1 − un)|2 dx+ 1
2
d
dt
∫
T3
|∇(un+1 − un)|2 dx
= −
∫
T3
∂t(u
n+1 − un) ·
(
ρnun−1 · ∇(un+1 − un) + (ρn+1 − ρn)∂tun+1
+ (ρn+1 − ρn)un · ∇un+1 + ρn(un − un−1) · ∇un+1 + (ρn+1 − ρn)
∫
R3
(un − v)fn+1 dv
+ ρn
∫
R3
(un − un−1)fn+1 dv + ρn
∫
R3
(un − v)(fn+1 − fn) dv
)
dx
=:
7∑
i=1
Ki.
We can derive the estimates similar to those in Lemma 4.3.
K1 ≤ ‖ρn‖L∞‖un−1‖L∞‖∂t(un+1 − un)‖L2‖∇(un+1 − un)‖L2
. ‖∂t(un+1 − un)‖2L2 + ‖∇(un+1 − un)‖2L2 ,
K2 ≤ ‖ρn+1 − ρn‖L∞‖∂t(un+1 − un)‖L2‖∂tun+1‖L2
. ‖∂t(un+1 − un)‖2L2 + ‖ρn+1 − ρn‖2H2 ,
K3 ≤ ‖ρn+1 − ρn‖L6‖un‖L∞‖∇un+1‖L3‖∂t(un+1 − un)‖L2
. ‖∂t(un+1 − un)‖2L2 + ‖ρn+1 − ρn‖2H1 ,
K4 ≤ ‖ρn‖L∞‖un − un−1‖L6‖∇un+1‖L3‖∂t(un+1 − un)‖L2
. ‖∂t(un+1 − un)‖2L2 + ‖un − un−1‖2H1 ,
K5 ≤ ‖ρn+1 − ρn‖L6‖∂t(un+1 − un)‖L2
∥∥∥∥∫
R3
(un − v)fn+1 dv
∥∥∥∥
L3
. ‖∂t(un+1 − un)‖2L2 + ‖ρn+1 − ρn‖2H1 ,
K6 ≤ ‖ρn‖L∞‖∂t(un+1 − un)‖L2‖un − un−1‖L6
∥∥∥∥∫
R3
fn+1 dv
∥∥∥∥
L3
. ‖∂t(un+1 − un)‖2L2 + ‖un − un−1‖2H1 ,
K7 ≤ ‖ρn‖L∞‖∂t(un+1 − un)‖L2
∥∥∥∥∫
R3
(un − v)(fn+1 − fn) dv
∥∥∥∥
L2
. ‖∂t(un+1 − un)‖2L2 + ‖fn+1 − fn‖2q.
So, we have ∫
T3
ρn|∂t(un+1 − un)|2 dx+ 1
2
d
dt
∫
T3
|∇(un+1 − un)|2 dx
. ‖ρn+1 − ρn‖2H2 + ‖un − un−1‖2H1 + ‖fn+1 − fn‖2q.
Finally, we take an integration from 0 to t and use Lemma 3.1 to obtain the desired result. 
Lemma 4.5. Let (fn, ρn, un) be the solution to system (3.1). Then we have the following estimate:
‖∇2(un+1 − un)‖2L2 + ‖∇(pn+1 − pn)‖2L2
≤ C(‖ρn+1 − ρn‖2H2 + ‖∂t(un+1 − un)‖2L2 + ‖∇(un − un−1)‖2L2)
+ ‖∇(un+1 − un)‖2L2 + ‖fn+1 − fn‖2q).
(4.16)
Proof. We obtain from (A.2) and (A.3) that
‖∇2(un+1 − un)‖2L2 + ‖∇(pn+1 − pn)‖2L2
. ‖(ρn+1 − ρn)∂tun+1‖2L2 + ‖ρn∂t(un+1 − un)‖2L2 + ‖(ρn+1 − ρn)un · ∇un+1‖2L2
+ ‖ρn(un − un−1) · ∇un+1‖2L2 + ‖ρnun−1 · ∇(un+1 − un)‖2L2
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+
∥∥∥∥(ρn+1 − ρn)∫
R3
(un − v)fn+1 dv
∥∥∥∥2
L2
+
∥∥∥∥ρn ∫
R3
(un − un−1)fn+1 dv
∥∥∥∥2
L2
+
∥∥∥∥ρn ∫
R3
(un − v)(fn+1 − fn) dv
∥∥∥∥2
L2
=:
8∑
i=1
Li.
The estimates for Li can be done in the way similar to Lemma 4.13 and we omit the details.
L1, L3, L6 . ‖ρn+1 − ρn‖2H2 , L2 . ‖∂t(un+1 − un)‖2L2 ,
L4, L7 . ‖∇(un − un−1)‖2L2, L5 . ‖∇(un − un−1)‖2L2 , L8 . ‖fn+1 − fn‖2q

4.2. Proof of Theorem 1.1. We are now ready to prove the existence and uniqueness of solution to (1.1).
• (Existence): We sum up (4.1), (4.13), and (4.15) using (4.9) to derive
‖fn+1 − fn‖2q + ‖un+1 − un‖2H1 +
∫ t
0
‖∇(un+1 − un)(s)‖2L2 + ‖∂s(un+1 − un)(s)‖2L2 ds
≤ C
∫ t
0
‖(un − un−1)(s)‖2H1 + ‖(fn − fn−1)(s)‖2q ds+ C
∫ t
0
∫ s
0
‖(un − un−1)(τ)‖2H2 dτds.
(4.17)
We integrate both sides of (4.16) from 0 to t and use (4.9) again to have∫ t
0
‖∇2(un+1 − un)(s)‖2L2
≤ C
∫ t
0
‖(un − un−1)(s)‖2H1 ds+ ‖∇(un+1 − un)(s)‖2L2 ds
+ C
∫ t
0
‖(∂s(un+1 − un)(s)‖2L2 ds+ C
∫ t
0
∫ s
0
‖(un − un−1)(τ)‖2H2 dτds.
(4.18)
Combining (4.17) and (4.18) yields
‖fn+1 − fn‖2q + ‖un+1 − un‖2H1 +
∫ t
0
‖∇(un+1 − un)(s)‖2H1 ds
≤ C
∫ t
0
(‖(fn+1 − fn)(s)‖2q + ‖(un − un−1)(s)‖2H1) ds+ C ∫ t
0
(∫ s
0
‖∇(un − un−1)(τ)‖2H1 dτ
)
ds.
Using the induction argument, we have
‖fn+1 − fn‖2C([0,T ];L∞q ) + ‖u
n+1 − un‖2C([0,T ];H1) + ‖∇(un+1 − un)‖2L2(0,T ;H1)
≤ C(T )
n+1
n!
,
which yields that there exist the limit function (f, ρ, u) such that
fn → f in C([0, T ];L∞q (T3 × R3)), ρn → ρ in C([0, T ];H2(T3))
un → u in C([0, T ];H1(T3)) ∩ L2([0, T ];H2(T3)).
On the other hand, in view of uniform-in-n boundedness(Lemmas 3.4 and 3.5), Banach-Alaoglu theorem
yields that there exists a subsequence (fnk , ρnk , unk) and its weak limit (f˜ , ρ˜, u˜) such that
fnk ⇀ f˜ weakly− ∗ in C([0, T ];W 1,∞q (T3 × R3)),
ρnk ⇀ ρ˜ in C([0, T ];H3(T3)), and
unk ⇀ u˜ in C([0, T ];H2(T3)) ∩ L2(0, T ;H3(T3)).
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Then, we have
f ≡ f˜ in C([0, T ];L∞q (T3 × R3)), ρ ≡ ρ˜ in C([0, T ];H2(T3)), and
u ≡ u˜ in C([0, T ];H1(T3)) ∩ L2([0, T ];H2(T3)),
which is due to the uniqueness of weak limit. We now claim that indeed
f ≡ f˜ in C([0, T ];W 1,∞q (T3 × R3)), ρ ≡ ρ˜ in C([0, T ];H3(T3)), and
u ≡ u˜ in C([0, T ];H2(T3)) ∩ L2([0, T ];H3(T3)).
To this end, ∣∣∣∣∫
T3×R3
∂(f − f˜)φdxdv
∣∣∣∣ = ∣∣∣∣∫
T3×R3
(f − f˜)∂φ dxdv
∣∣∣∣
≤ ‖f − f˜‖C(0,T ;L∞)
∣∣∣∣∫
T3×R3
|∂φ| dxdv
∣∣∣∣ = 0,
for ∀φ ∈ C∞c (T3 × R3). Thus, we have ∂f = ∂f˜ a.e. in T3 × R3 and the first assertion holds. Similarly,∣∣∣∣∫
T3
∇2(u− u˜)φdx
∣∣∣∣ = ∣∣∣∣∫
T3
∇(u− u˜)∇φdx
∣∣∣∣
≤ ‖∇(u− u˜)‖C(0,T ;L2)‖∇φ‖L2 = 0, ∀φ ∈ Cc(T3),
which implies u ≡ u˜ in C([0, T ];H2(T3)). Moreover, it gives∣∣∣∣∣
∫ T
0
∫
T3
∇3(u − u˜)φdxds
∣∣∣∣∣ =
∣∣∣∣∣
∫ T
0
∫
T3
∇2(u − u˜)∇φdxds
∣∣∣∣∣
≤
∣∣∣∣∣
∫ T
0
‖∇2(u− u˜)‖L2‖∇φ‖L2 ds
∣∣∣∣∣ = 0,
which yields ∇3u = ∇3u˜, a.e. in T3 × [0, T ] and the third assertion holds. The second assertion can be
proved in the same way, and we omit the proof. It now remains to prove the strong convergence of local
Maxwellian M(fn) →M(f) as n → ∞, and it suffices to show the strong convergence of the macroscopic
fields (ρfn , Ufn , Tfn)→ (ρf , Uf , Tf ). First, note that
|ρfn − ρf | ≤
∫
R3
|fn − f | dv . ‖fn − f‖q → 0 as n→∞.
Using this convergence and Lemma 3.3, we have
|Ufn − Uf | =
∣∣∣∣ 1ρfn
∫
R3
vfn dv − 1
ρf
∫
R3
vf dv
∣∣∣∣
≤ 1
ρfn
∣∣∣∣∫
R3
v(fn − f) dv
∣∣∣∣+ ∣∣∣∣ 1ρfn − 1ρf
∣∣∣∣ ∣∣∣∣∫
R3
vf dv
∣∣∣∣
. ‖fn − f‖q + |ρfn − ρf | → 0 as n→∞.
In the similar way, we get
|Tfn − Tf |
≤
∣∣∣∣ 13ρfn − 13ρf
∣∣∣∣ ∫
R3
|v − Ufn |2fndv + 1
3ρf
∣∣∣∣∫
R3
|v − Ufn |2fndv −
∫
R3
|v − Uf |2fdv
∣∣∣∣
. |ρfn − ρf |+
∫
R3
|v − Ufn |2|fn − f | dv +
∫
R3
∣∣|v − Ufn |2 − |v − Uf |2∣∣ f dv
. |ρfn − ρf |+
∫
R3
(1 + |v|)2|fn − f | dv + |Ufn − Uf |
∫
R3
(1 + |v|)f dv
. |ρfn − ρf |+ ‖fn − f‖q + |Ufn − Uf | → 0 as n→∞.
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• (Uniqueness): Let (f1, ρ1, u1) and (f2, ρ2, u2) be the solutions to system (1.1)-(1.2) with the same initial
data (f0, ρ0, u0). Using the argument similar to that in a series of Lemmas in this section, we can prove that
the functional ∆(t) := ‖f1 − f2‖2q + ‖ρ1 − ρ2‖2H2 + ‖u1 − u2‖2H1 satisfies the following Gro¨nwall’s inequality:
∆(t) .
∫ t
0
∆(s) ds, ∆(0) = 0,
which readily gives that
f1 ≡ f2 in C([0, T ];L∞q (T3 × R3)), ρ1 ≡ ρ2 in C([0, T ];H2(T3)), and
u1 ≡ u2 in C([0, T ];H1(T3)) ∩ L2([0, T ];H2(T3)).
The same result for the higher regularity can be shown in the exactly same way as in the existence part.
Appendix A. Proof of Lemma 3.5
We divide the proof into four steps. In each step, we will show the followings:
• In Step A, we provide the H1-estimate of un+1:
‖un+1‖C([0,T ];L2) + ‖∇un+1‖L2(0,T ;L2) <
εα
10
.
• In Step B, we show the first order and H˙2(T3) estimates of un+1:
‖∂tun+1‖L2(0,T ;L2) + ‖∇2un+1‖L2(0,T ;L2) + ‖∇un+1‖C([0,T ];L2) + ‖∇pn+1‖L2(0,T ;L2) <
εα
10
.
• In Step C, we present the H1-estimate of ∂tun+1:
‖∂tun+1‖C(0,T ];L2) + ‖∇∂tun+1‖L2(0,T ;L2) < εα
∗
< εα,
where α < α∗ < min{β, (3α)/2}.
• In Step D, we finally provide the high-order estimate of un+1:
‖∇2un+1‖C([0,T ];L2) + ‖∇3un+1‖L2(0,T ;L2) + ‖∇pn+1‖C([0,T ];L2) + ‖∇2pn+1‖L2(0,T ;L2) <
εα
10
.
• (Step A): We take an inner product of both sides of (3.1)3 with un+1 and integrate it over T3 to find
1
2
d
dt
∫
T3
ρn+1|un+1|2 dx+
∫
T3
|∇un+1|2 dx
=
1
2
∫
T3
(∇ · un)ρn+1|un+1|2 dx−
∫
T3×R3
ρn+1(un − v)fn+1 · un+1 dxdv
=: I1 + I2,
where I1 can be easily estimated as
I1 ≤ 1
2
‖∇un‖L∞
∫
T3
ρn+1|un+1|2 dx.
For I2, we obtain
I2 ≤
∫
T3×R3
ρn+1|un||un+1|fn+1 dxdv +
∫
T3×R3
ρn+1|v||un+1|fn+1 dxdv
≤
(∫
T3
ρn+1|un+1|2 dx
)1/2(∫
T3
ρn+1|un|2
(∫
R3
fn+1 dv
)2
dx
)1/2
+
(∫
T3
ρn+1|un+1|2 dx
)1/2(
ρn+1
(∫
R3
|v|fn+1 dv
)2
dx
)1/2
≤ C
(∫
T3
ρn+1|un+1|2 dx
)1/2
(‖un‖L∞ + 1)‖ρn+1‖1/2L∞‖fn+1‖q
≤ 1
2
∫
T3
ρn+1|un+1|2 dx+ C(‖un‖L∞ + 1)2‖ρn+1‖L∞‖fn+1‖2q.
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Then, we have
d
dt
∫
T3
ρn+1|un+1|2 dx+
∫
T3
|∇un+1|2 dx
≤ (‖∇un‖L∞ + 1)
∫
T3
ρn+1|un+1|2 dx+ C(‖un‖2L∞ + 1)‖ρn+1‖L∞‖fn+1‖2q
≤ C(‖∇un‖H2 + 1)
∫
T3
ρn+1|un+1|2 dx+ C‖ρ0‖L∞(ε2α + 1)ε2β .
We now use Gro¨nwall’s lemma and Lemma 3.1 to obtain∫
T3
ρn+1|un+1|2 dx+
∫ t
0
∫
T3
|∇un+1|2 dxds
≤
(∫
T3
ρ0|u0|2 dx
)
e
∫
t
0
C(‖∇un‖
H2
+1) ds + C‖ρ0‖L∞(ε2α + 1)ε2β
∫ t
0
e
∫
t
s
C(‖∇un‖
H2
+1) dτ ds
The exponential terms are estimated as follows: Since
1
T
(∫ T
0
‖un‖H3 dt
)2
≤
∫ T
0
‖un‖2H3 dt < ε2α,
we have
eC
∫
t
0
(1+‖∇un‖
H2
) ds ≤ eC(T+
√
Tεα) < eC(T+
√
T ).
Therefore, we have
‖u‖L∞(0,T ;L2) + ‖∇u‖L2(0,T ;L2) ≤ C(ε+ εα+β + εβ) <
εα
10
,
where we used the smallness of ε.
• (Step B): We take an inner product of both sides of (3.1)3 with ∂tun+1 and integrate it over T3 to find
that ∫
T3
ρn+1|∂tun+1|2 dx+ 1
2
d
dt
∫
T3
|∇un+1|2 dx
= −
∫
T3
ρn+1(un · ∇un+1) · ∂tun+1 dx−
∫
T3
ρn+1∂tu
n+1
(∫
R3
(un − v)fn+1 dv
)
dx
≤
∫
T3
ρn+1|∂tun+1||un · ∇un+1| dx+
∫
T3
ρn+1|∂tun+1|
∣∣∣∣∫
R3
(un − v)fn+1 dv
∣∣∣∣ dx
≤
∫
T3
ρn+1
( |∂tun+1|2
4
+ |un|2|∇un+1|2
)
dx
+
∫
T3
ρn+1
(
|∂tun+1|2
4
+
∣∣∣∣∫
R3
(un − v)fn+1 dv
∣∣∣∣2
)
dx
=
1
2
∫
T3
ρn+1|∂tun+1|2 dx+
∫
T3
ρn+1|un|2|∇un+1|2 dx+
∫
T3
ρn+1
∣∣∣∣∫
R3
(un − v)fn+1 dv
∣∣∣∣2 dx.
So, we have
‖
√
ρn+1∂tu
n+1‖2L2 +
d
dt
‖∇un+1‖2L2
≤ 2
∫
T3
ρn+1|un|2|∇un+1|2 dx+ 2
∫
T3
ρn+1
∣∣∣∣∫
R3
(un − v)fn+1 dv
∣∣∣∣2 dx. (A.1)
We note that the linearized momentum equations (3.1)3 and (3.1)4 can be written as the stationary Stokes
equations
−∆un+1 +∇pn+1 = −ρn+1
(
∂tu
n+1 − un · ∇un+1 −
∫
R3
(un − v)fn+1 dv
)
, ∇ · u = 0. (A.2)
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Then, we get
‖∇2un+1‖2L2 + ‖∇pn+1‖2L2
≤ C
∥∥∥∥−ρn+1∂tun+1 − ρn+1un · ∇un+1 − ρn+1 ∫
R3
(un − v)fn+1 dv
∥∥∥∥2
L2
≤ C‖ρ0‖H2
(
‖
√
ρn+1∂tu
n+1‖2L2 + ‖
√
ρn+1un · ∇un+1‖2L2 +
∥∥∥∥√ρn+1 ∫
R3
(un − v)fn+1 dv
∥∥∥∥2
L2
)
.
(A.3)
It follows from (A.1) and (A.3) that
‖
√
ρn+1∂tu
n+1‖2L2 + ‖∇2un+1‖2L2 + ‖∇pn+1‖2L2 +
d
dt
‖∇un+1‖2L2
≤ C(1 + ‖ρ0‖H2)2
(
‖un · ∇un+1‖2L2 +
∫
T3
∣∣∣∣∫
R3
(un − v)fn+1 dv
∣∣∣∣2 dx
)
≤ C(1 + ‖ρ0‖H2)2(ε2α‖∇un+1‖2L2 + ε2β).
(A.4)
Here, we used that ∥∥∥∥∫
R3
(un − v)fn+1 dv
∥∥∥∥
L∞
≤
∥∥∥∥∫
R3
unfn+1 dv
∥∥∥∥
L∞
+
∥∥∥∥∫
R3
vfn+1 dv
∥∥∥∥
L∞
≤ C‖un‖L∞‖fn+1‖q + C‖fn+1‖q
< C(‖un‖L∞ + 1)ε2β
< C(εα + 1)ε2β.
for the last inequality. We now use Gro¨nwall’s lemma to (A.4) to get∫ t
0
(
‖
√
ρn+1∂su
n+1‖2L2 + ‖∇2un+1‖2L2 + ‖∇pn+1‖2L2
)
ds+ ‖∇un+1‖2L2
≤ C(1 + ‖ρ0‖2H2)(ε4α + ε2β).
Finally, we take supremum over 0 ≤ t ≤ T to obtain the desired result.
• (Step C): Note that
d
dt
∫
T3
ρn+1|∂tun+1|2 dx =
∫
T3
∂tρ
n+1|∂tun+1|2 dx+ 2
∫
T3
ρn+1∂tu
n+1 · ∂2t un+1 dx. (A.5)
The first term can be estimated as follows.∫
T3
∂tρ
n+1|∂tun+1|2 dx
= −
∫
T3
(un · ∇ρn+1)|∂tun+1|2 dx
=
∫
T3
(∇ · un)ρn+1|∂tun+1|2 dx+ 2
∫
T3
ρn+1∂tu
n+1 · (un · ∇∂tun+1) dx
≤ ‖∇un‖L∞
∫
T3
ρn+1|∂tun+1|2 dx+ 2
∫
T3
ρn+1∂tu
n+1 · (un · ∇∂tun+1) dx.
We now give the estimates for the second term in (A.5). In view of (3.1)2, differentiating (3.1)3 with respect
to t yields
ρn+1∂2t u
n+1
= (un · ∇ρn+1)
(
∂tu
n+1 + un · ∇un+1 +
∫
R3
(un − v)fn+1 dv
)
− ρn+1
(
∂tu
n · ∇un+1 + un · ∇∂tun+1 +
∫
R3
fn+1∂tu
ndv +
∫
R3
un∂tf
n+1 dv
)
−∇∂tpn+1 +∆∂tun+1.
(A.6)
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Taking an inner product of both sides of (A.6) with ∂tu
n+1 and integrating it over T3 to obtain
∫
T3
ρn+1∂tu
n+1 · ∂2t un+1 dx
=
∫
T3
∂tu
n+1 · (un · ∇ρn+1)
(
∂tu
n+1 + un · ∇un+1 +
∫
R3
(un − v)fn+1dv
)
dx
−
∫
T3
∂tu
n+1 · ρn+1
(
∂tu
n+1 · ∇un+1 + un · ∇∂tun+1 +
∫
R3
fn+1∂tu
n dv +
∫
R3
un∂tf
n+1 dv
)
dx
−
∫
T3
|∇∂tun+1|2 dx
=:
7∑
i=1
Ji.
Here Ji, i = 1, · · · , 7 can be estimated as follows.
J1 ≤ ‖∇ρn+1‖L∞‖un‖L∞‖∂tun+1‖2L2 ≤ C‖∂tun+1‖2L2εα,
J2 ≤ ‖∇ρn+1‖L∞‖un‖2L∞‖∂tun+1‖L2‖∇un+1‖L2 ≤ C‖∂tun+1‖2L2ε3α ≤ ‖∂tun+1‖2L2ε2α + Cε4α,
J3 ≤ ‖∇ρn+1‖L∞‖un‖L∞‖∂tun+1‖L2
∥∥∥∥∫
R3
(un − v)fn+1 dv
∥∥∥∥
L2
≤ C‖∂tun+1‖L2(1 + εα)εα+2β ≤ ‖∂tun+1‖2L2εβ + Cε2α+β ,
J4 ≤ ‖ρn+1‖L∞‖∂tun+1‖L6‖∂tun‖L3‖∇un+1‖L2
≤ C‖∇∂tun+1‖L2‖∂tun‖H1‖∇un+1‖L2
≤ C‖∂tun‖2H1εα +
1
3
‖∂t∇un+1‖2L2 ,
J5 ≤ ‖ρn+1‖L∞‖un‖L∞‖∂tun+1‖L2‖∇∂tun+1‖L2
≤ C‖∂tun+1‖2L2εα +
1
3
‖∇∂tun+1‖2L2 ,
J6 ≤ C‖ρ0‖H3‖∂tun+1‖L6‖∂tun‖L2
∥∥∥∥∫
R3
fn+1 dv
∥∥∥∥
L3
≤ C‖∇∂tun+1‖L2‖∂tun‖L2‖fn+1‖q
≤ Cε2α+2β + 1
3
‖∇∂tun+1‖2L2,
J7 =
∫
T3
∂tu
n+1 · ρn+1
(∫
R3
un
(
v · ∇fn+1 +∇v · (ρn+1(un − v)fn+1)
)
dv
)
dx
=
∫
T3×R3
ρn+1(∂tu
n+1 · un)(v · ∇fn+1) dxdv
+
∫
T3×R3
(ρn+1)2(∂tu
n+1 · un)((un − v) · ∇vfn+1 − 3fn+1) dxdv
≤ C‖ρ0‖H3‖∂tun+1‖L2‖un‖L2
∥∥∥∥∫
R3
v · ∇fn+1 dv
∥∥∥∥
L∞
+ C‖ρ0‖2H3‖∂tun+1‖L2‖un‖L2
(∥∥∥∥∫
R3
(un − v) · ∇vfn+1 dv
∥∥∥∥
L∞
+ 3
∥∥∥∥∫
R3
fn+1 dv
∥∥∥∥
L∞
)
≤ C‖∂tun+1‖L2‖un‖L2‖∇fn+1‖q + C‖∂tun+1‖L2‖un‖L2
(
(‖un‖L∞ + 1)‖∇vfn+1‖q + ‖fn+1‖q
)
≤ C‖∂tun+1‖L2εα+β + C‖∂tun+1‖L2(ε2α+β + εα+β)
≤ C(ε2β + ε4α) + (ε2α + ε2β)‖∂tun+1‖2L2.
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We sum up the estimates above and use (A.5) to obtain
d
dt
∫
T3
ρn+1|∂tun+1|2 dx+
∫
T3
|∇∂tun+1|2 dx
≤ ‖∇un‖L∞
∫
T3
ρn+1|∂tun+1|2 dx+ C‖∂tun+1‖2L2εα + C‖∂tun‖2H1εα + C(ε2β + ε4α).
Using Gro¨nwall’s lemma, we get∫
T3
ρn+1|∂tun+1|2 dx+
∫ t
0
‖∇∂sun+1‖2L2 ds
≤
∫
T3
ρn+10 |∂tun+1|2t→0+ dx exp
(∫ T
0
‖∇un‖L∞ ds
)
+ C
∫ t
0
(‖∂sun+1‖2L2εα + ‖∂sun‖2H1εα + ε2α) exp
(∫ t
s
‖∇un‖L∞ dτ
)
ds
≤ C
∫
T3
ρn+10 |∂tun+1|2t→0+ dx exp(‖∇un‖L2(0,T ;L∞))
+ C(‖∂tun+1‖2L2(0,T ;L2)εα + ‖∂tun‖2L2(0,T ;H1)εα + ε2β + ε4α) exp(‖∇un‖L2(0,T ;L∞))
≤ C
∫
T3
ρn+10 |∂tun+1|2t→0+ dx+ C(ε3α + ε2β),
where we used the smallness of ε for the last inequality. We can also derive the following estimates similarly:∫
T3
ρn+1|∂tun+1|2 dx =
∫
T3
(
ρn+1
∫
R3
(v − un)fn+1 dv − ρn+1un · ∇un+1 +∆un+1
)
· ∂tun+1 dx
≤ C(ε2β + ε4α) + C
∫
T3
|∆un+1|2 dx,
which readily gives ∫
T3
ρn+10 |∂tun+1|2t→0+ dx ≤ C(ε2β + ε4α) + C
∫
T3
|∆u0|2 dx
< C(ε2β + ε4α + ε2) < C(ε2β + ε4α).
Finally, we obtain that
‖∂tun+1‖C(0,T ];L2) + ‖∇∂tun+1‖L2(0,T ;L2) < C(εβ + ε
3
2
α) < εα
∗
,
where α < α∗ < min{β, (3α)/2}.
• (Step D): We get from (A.5) that
‖∇2un+1‖2C([0,T ];L2) + ‖∇pn+1‖2C([0,T ];L2)
≤ C‖ρ0‖H2
(
‖
√
ρn+1∂tu
n+1‖2C([0,T ];L2) + ‖
√
ρn+1un · ∇un+1‖2C([0,T ];L2)
+
∥∥∥∥√ρn+1 ∫
R3
(un − v)fn+1 dv
∥∥∥∥2
C([0,T ];L2)
)
≤ C
(
‖∂tun+1‖2C(0,T ;L2) + ‖un‖2C(0,T ;L∞)‖∇un+1‖2C(0,T ;L2) + (‖un‖2C(0,T ;L∞) + 1)‖f‖2L∞(0,T ;L∞q )
)
≤ C(ε2α∗ + ε4α + ε2α+2β + ε2β),
which readily gives that
‖∇2un+1‖C([0,T ];L2) + ‖∇pn+1‖C([0,T ];L2) <
εα
20
. (A.7)
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We now give the estimates of (A.2) for the higher regularity.
‖∇3un+1‖2L2 + ‖∇2pn+1‖2L2
≤ C
(
‖∇(ρn+1∂tun+1)‖2L2 + ‖∇(ρn+1un · ∇un+1)‖2L2 +
∥∥∥∥∇(ρn+1 ∫
R3
(v − un)fn+1 dv
)∥∥∥∥2
L2
)
=:
3∑
i=1
Ki.
(A.8)
Using the previous steps and (A.7), we get
K1 ≤ C(‖∂tun+1‖2L2 + ‖∇∂tun+1‖2L2) ≤ C(ε2β + ‖∇∂tun+1‖2L2),
K2 ≤ C(‖un‖2L∞‖∇u‖2L2 + ‖∇un‖2L∞‖∇un+1‖2L2 + ‖un‖2L∞‖∇2un+1‖2L2)
≤ C(‖∇un‖2L∞ε2α + ε4α),
K3 ≤ C
∥∥∥∥∇(ρn+1 ∫
R3
vfn+1 dv
)∥∥∥∥2
L∞
+ C
∥∥∥∥∇(ρn+1 ∫
R3
unfn+1 dv
)∥∥∥∥2
L∞
≤ C
(∥∥∥∥∫
R3
vfn+1 dv
∥∥∥∥2
L∞
+
∥∥∥∥∫
R3
v∇fn+1 dv
∥∥∥∥2
L∞
+
∥∥∥∥∫
R3
unfn+1 dv
∥∥∥∥2
L∞
+
∥∥∥∥∫
R3
fn+1∇un dv
∥∥∥∥2
L∞
+
∥∥∥∥∫
R3
un∇fn+1 dv
∥∥∥∥2
L∞
)
≤ C(ε2β + ε2α+2β + ε2β‖∇un‖2L∞).
Combining this with (A.8) and using (A.7) again, we have
‖∇3un+1‖2L2(0,T ;L2) + ‖∇2pn+1‖2L2(0,T ;L2)
≤ C
(
‖∇∂tun+1‖2L2(0,T ;L2) + (ε2α + ε2β)‖un‖2L2(0,T ;H3) + ε2β + ε4α + ε2α+2β
)
≤ C(ε4α + ε2α+2β + ε2β + ε2α∗),
where C > 0 is independent of n. This gives
‖∇3un+1‖L2(0,T ;L2) + ‖∇2pn+1‖L2(0,T ;L2) ≤ C(ε2α + εα+β + εβ + εα
∗
) <
εα
20
.
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