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This paper introduces a methodology for identifying oil supply shocks in a 
restricted VAR system for a small open economy. Financial market information is 
used to construct an identification scheme that forces the response of the restricted 
VAR model to an oil shock to be the same as that implied by futures markets. 
Impulse responses are then calculated by using a bootstrapping procedure for 
partial identification. The methodology is applied to Finland and Sweden in 
illustrative examples in a simple 5-variable model. While oil supply shocks have 
an inflationary effect on domestic inflation in these countries during the past 
decade or so, the effect on domestic GDP is more ambiguous. 
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Rahoitusmarkkinainformaation käyttö öljyn 
tarjontasokkien identifioimisessa rajoitettua  
VAR-mallia käyttäen 
Suomen Pankin keskustelualoitteita 9/2008 
Marko Melolinna 




Tässä paperissa esitellään metodologiaa, jonka avulla pieneen avotalouteen 
kohdistuvia öljyn tarjontasokkeja voidaan identifioida rajoitetulla VAR-mallilla. 
Tutkimuksessa rakennetaan rahoitusmarkkinainformaation avulla identifikaatio-
skeema, joka pakottaa öljysokin vasteen rajoitetussa VAR-mallissa samaksi kuin 
futuurimarkkinoilla. Impulssivasteet lasketaan tämän jälkeen käyttämällä ns. 
bootstrapping-menetelmää osittaisidentifikaatiossa. Metodologiaa sovelletaan esi-
merkkitapauksissa Suomeen ja Ruotsiin yksinkertaisessa viiden muuttujan mallis-
sa. Öljyn tarjontasokeilla on inflatorinen vaikutus kansalliseen inflaatioon näissä 
maissa noin 10 viime vuoden aikana, mutta vaikutukset kansalliseen BKT:hen 
ovat epäselvempiä. 
 
Avainsanat: öljyfutuurit, osittaisidentifikaatio, makrotalouden sokit 
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D u et ot h es h a r pr i s ei nt h ep r i c eo fc r u d eo i l ,r e c e n ty e a r sh a v es e e na ni n c r e a s e
in the number of papers studying the eﬀects of oil shocks1 on macroeconomic
variables. However, there has been interest in the subject ever since the early
1980’s, when the eﬀects of the oil price shocks of the previous decade due to
the supply disruptions from OPEC countries came under scrutiny.
The main tools typically used in gauging the eﬀects are either theoretically
based macroeconomic models, or VAR models of diﬀerent speciﬁcations. The
pioneering paper in the latter category is Hamilton (1983), which ﬁnds a strong
relationship between oil shocks and real economic variables in seven of the eight
US recessions between 1948 and 1980. Support to this is given by Burbridge
et al (1984), which identiﬁes — again, using a VAR model — a negative eﬀect
of positive oil shocks on economic activity in ﬁve major industrial countries.
Since these early eﬀorts at measuring the eﬀects of oil shocks on real
economy, there have been diﬀering opinions and explanations oﬀered on the
importance of the eﬀects. For example, Hooker (1996) ﬁnds few signs of the
eﬀects since the early 1970’s. Some authors have suggested non-linear oil price
speciﬁcations, like Jimenez-Rodriguez et al (2005). Most of the results tend to
favour a negative non-linear relationship between oil shocks and real variables
in major industrial countries.
In recent years, a few studies have questioned the identiﬁcation of an
oil shock. Traditionally, an oil shock in the literature is deﬁn e da so no i l
price shock. However, in reality an oil price shock is an interaction between
oil supply and demand shocks, which cannot be easily disentangled. Kilian
(2006a and 2006b) ﬁnds only limited short-run eﬀects of oil supply shocks
— constructed by creating counterfactual production ﬁgures for oil-exporting
countries experiencing production shortfalls due to wars — on real variables in
the US. Kilian (2007) uses a structural VAR model to disentangle demand and
supply shocks, ﬁnding that, in general, demand shocks tend to have a larger
eﬀect on the real economy and inﬂation than supply shocks.
Anzuini et al (2007) introduce a new methodology for identifying oil supply
shocks in a structural VAR. Based on a methodology originally introduced
by Faust et al (2004) for studying monetary policy shocks in the US, they
d e t e r m i n es u p p l ys h o c k sa se v e n t si nd a i l yf u t u r e sm a r k e t sd a t aa n da r e
thus able to identify a structural VAR. According to their results, positive
oil supply shocks have a stagﬂationary eﬀect on the US economy and they
have contributed signiﬁcantly to US recessions during the past 30 years.
This methodology has advantages compared to the methodologies
traditionally used in the literature to study the eﬀects of oil shocks. First, in
the spirit of Kilian (2007), it allows for a way of disentangling supply eﬀects
from demand eﬀects through ﬁnancial market information. Second, unlike
most previous studies, it does not rely on recursive Choleski decompositions
1As a matter of deﬁnition, oil shocks are seen as oil price shocks in most studies, although
an important diﬀerence between them and actual oil supply shocks is developed below.
Throughout this paper, a positive oil shock refers to a supply shock that raises the price of
oil.
7to identify the shocks but instead, the shocks can be identiﬁed with ﬁnancial
market data on crude oil futures prices.
This paper relies on the methodology introduced by Faust et al (2004)
and Anzuini et al (2007), who have used a full-VAR speciﬁcation to study the
eﬀects of shocks in a large open economy with partial identiﬁcation. However,
I extend the methodology to study the eﬀects of oil supply shocks in a small
open economy. This implies using a restricted VAR speciﬁcation, because some
of the domestic variables of a small economy cannot realistically be expected
to aﬀect the international price of crude oil. Unlike Anzuini et al (2007), I also
use a partial identiﬁcation scheme introduced by Faust et al (2004).
In an illustrative example, I apply my methodology to a simple ﬁve-variable
model for both Finland and Sweden. The results show that there is no
statistically signiﬁcant long-term relationship between oil shocks and real
variables in these economies. On impact, there is a statistically signiﬁcant
negative eﬀect of positive oil shocks in Finland, but not in Sweden. There
is evidence of positive oil supply shocks causing higher inﬂation, especially in
Sweden, whereas in Finland, the eﬀect is more ambiguous. These results are
slightly diﬀerent from the stagﬂationary eﬀect found by Anzuini et al (2007)
i nt h ec a s eo ft h eU S .
The paper is organised as follows. Section 2 introduces the methodology
with which oil supply shocks are extracted from ﬁnancial markets information
and linked to the VAR model, section 3 deals with the ﬁnancial market data
of oil supply shocks, section 4 introduces the model setup, section 5 presents
some results and section 6 concludes. Some technical details about estimation
procedures as well as auxiliary results are relegated to the appendices.
2 Financial markets information and oil supply shocks
2.1 Identiﬁcation of oil supply shocks
Oil supply shocks in the model are identiﬁed by using information from oil
futures contracts and a restricted VAR model. As regards the restricted VAR,
the reduced form residuals are ﬁrst linked to the structural form disturbances
in a standard way.
Consider the reduced form VAR
A(L)Yt = ut (2.1)
where Yt is a Kx1 vector of endogenous variables,
Pp
j=0 AjLj = A(L) (where
p is the number of lags in the model), A0 = I and ut ∼ N(0,Σ) (where Σ is
t h ec o v a r i a n c em a t r i xo ft h ee r r o rt e r m ) .A(L) is an invertible KxK matrix
and includes certain zero elements to make the system restricted VAR.
Equation (2.1) can be written in form
Yt = B(L)ut (2.2)
8where B(L)=A(L)−1 =
P∞
i=0 BiLi. B(L) can be derived recursively from the





and B0 = IK. By assuming that the reduced form errors ut are related to the
structural errors  t as follows
ut = S t (2.4)
where S is a full rank KxK matrix. (2.2) can then be made structural by
writing it in terms of the structural shocks
Yt = B(L)S t (2.5)
Assume that the ﬁrst column of S corresponds to the oil supply shock and call







The kth element of the Kx1 vector of lag polynomials B(L)α traces out the
response of the kth variable to the oil supply shock. The Bs are known from
the reduced form estimates through (2.3). Hence, identifying the impulse
responses requires picking the K elements of α.
To identify the oil supply shocks through α, I use information contained in
the futures contracts in correspondence of events classiﬁed as oil supply shocks.
There are two steps in the identiﬁcation procedure: (a) deriving the response of
the expected oil prices from the futures and (b) imposing the equality between
the restricted VAR impulse response of the oil prices to the oil shock and
the response measured through the futures. The next three sections brieﬂy
describe ﬁrst (b), then an identiﬁcation issue related to (b), and ﬁnally (a).
2.2 Matching responses of oil prices
Assume that, in the case of no uncertainty, the response of the oil price
identiﬁed from the futures markets at time t + h to an oil price shock at
time t is rh, h =0 ,1,...,K− 1. Hence
rh = Bh,oilα (2.7)
where Bh,oil is the row of Bh corresponding to the oil price (in this case, the
ﬁrst row). Stacking all these equations for h =0 ,...,K− 1
9r = Rα (2.8)
where the rows of R are the relevant row vectors Bh,oil and the elements of r are
the corresponding elements of rh.T h eBh,oil are derived from the reduced form
model according to (2.3). The response of oil prices to an oil supply shock,
rh, can be obtained by using information contained in the futures (speciﬁed
below).
The above system has K u n k n o w n s( t h ee l e m e n t so fα)i nK equations. Its




In the above discussion, r and R are treated as if they were known with
certainty. In reality, uncertainty in both r and R must be taken into account
for inference. Speciﬁcally, if R is not full rank, then the system cannot be
identiﬁed with certainty. When I test the rank of the R matrix in the example
cases, it turns out the full rank assumption of equation (2.9) fails (see discussion
in section 5.2 for details). Thus the system is only partially identiﬁed. The
r e a s o nf o rt h i si sa l s oi n t u i t i v e l yc l e a r :t h er e s p o n s eo ft h eo i lp r i c ev a r i a b l e
is very similar at diﬀerent horizons (Bh,oil ≈ Bh+1,oil), so after imposing the
impulse response in the VAR to the shock at horizon h, one gets very little
additional identifying power from also imposing the response at h +1 , h +2
and so on.
Partial identiﬁcation does not doom inference, but proper care must be
taken when identifying the model. In particular, the most striking implication
of partial identiﬁcation is that point estimates of the impulse responses must
b eg i v e nu pa n do n l yc o n ﬁdence intervals can be considered.
To see how these conﬁdence intervals are constructed, consider a scalar
parameter f, which could be, for example, the impulse response of a particular
variable to an oil shock at a particular horizon. Calling all the reduced form
parameters of the VAR θ, f is a function of θ and α; f(θ,α).
The vector α as described above is the contemporaneous eﬀect of an oil
supply shock on each variable in the restricted VAR. Economic reasoning and
other considerations should allow us to make some restrictions on the sign and
magnitude of the elements of α, and so to restrict the parameter space for α
to be in some set A+. These restrictions are detailed below.
The key step in forming a conﬁdence interval for f is to form a conﬁdence
interval for α from the restrictions that α must lie in A+ and that Rα =
r, taking into account the uncertainty in r and R, and without relying on
assumptions about the rank of R. The construction of this conﬁdence interval
follows the work of Stock and Wright (2000) and is discussed in detail in
Appendix 1. I construct a conﬁdence interval for α with about 70% coverage
this way (ie, slightly less than two standard deviations), and call this set A.
10Next consider forming a conﬁdence interval for f conditional on the point
estimate of the reduced form parameters, b θ. Under full identiﬁcation, this
would be associated with a unique estimate of f. Under partial identiﬁcation,
there is a range of f(b θ,α), consistent with the α vectors that are included in








This conﬁdence interval needs to be extended to a situation where uncertainty
in α and θ is taken into account. For any ﬁxed α, the model is identiﬁed,
and a conventional bootstrap (described in Appendix 1) can be used to
construct a 85% conﬁdence interval for f(θ,α). Let this conﬁdence interval
be [cl(α),cu(α)]. Next, form the outer envelope of all of these intervals
across all αsi nA,a s[ infα A cl(α),supα A cu(α)]. This conﬁdence interval has
asymptotic coverage of at least 70%, from the Bonferroni inequality, because
asymptotically, (i) the true α is included in A with probability 85% and (ii) the
bootstrap conﬁdence interval has 85% coverage for any ﬁxed α. The technique
is conservative in that coverage may be asymptotically higher than 70 percent.2
2.4 Measuring oil price shocks using futures
This section develops the claim, taken as given above, that the impulse
response of the oil price to oil supply shocks can be measured directly from
the crude oil futures market.
An oil futures contract for date t + h is a bet on the oil spot price s on
date t + h (where h i st h en u m b e ro fm o n t h sf o r w a r df r o md a t et). Parties to
the h-period contract agree at time t on a price ft+h for oil to be delivered at
t + h. Standard no-arbitrage condition implies that
0=Et[mt+h(st+h − ft+h)] (2.10)
where m is the stochastic pricing kernel. This can be rewritten as




which states that the futures price is equal to the expected future spot price
plus a risk term. The focus here will be on the change in oil futures prices
∆dtft+h on the day dt of events classiﬁed as oil supply shocks. Hence, as long






t+h = Edtst+h − Edt−1st+h ≡ ∆
e
dtst+h (2.12)
2For example, even when the true α is not in A,t h ec o n ﬁdence interval may contain the
true f.
11where ∆e
dtst+h i st h ec h a n g ei nt h ee x p e c t a t i o n sa b o u tt h es p o tp r i c ea tt + h
due to the unanticipated event that has hit the market at date dt.
In the restricted VAR, the expected oil price at t + h, conditional on





The change in expectations on day t for the price of oil at t+h is due to changes
in shocks on day t, ∆e
dt t, given that all the past  s(  t−1,  t−2,...)a r ek n o w n
at the beginning of day t. In order to single out the changes in expectations
due to the oil shock  oil,t, and assuming again that the risk premium does not
change, (2.12) can be written
∆dtft+h = Bh,oilα∆
e




where matrix S∗ is equal to S with the ﬁrst column replaced by zeros and α
is the ﬁrst column of S. The second term can be assumed to be zero: news









where rh = Bh,oilα is the impulse response of the oil price to the oil shock at
horizon h. Since this equation holds for every h, including 0, when ∆dtft/r0 =





This equation measures the proportionality of change in the futures price
compared to the spot price on day t when the shock occurs. The factor of
proportionality is the same for each shock, while, of course, the magnitude of
diﬀerent shocks can be diﬀerent. This factor of proportionality is estimated
from the futures contract data for each h and then used in (2.7) to obtain the
estimated b rh for the identiﬁcation strategy.
The above steps allow for recovering the point estimate of α in equation
(2.9) and, thus, the identiﬁcation of the model.
123E x t r a c t i n g t h e s h o c k s f r o m ﬁnancial markets data
The key to the identiﬁcation strategy described above is identifying individual
oil supply shocks — or events — in the ﬁnancial markets. This is carried
out based on information gathered from The Monthly Energy Chronology,
compiled by The United States Energy Information Administration.3
The identiﬁcation of the shocks requires that daily surprise price changes in
the crude oil spot price and the crude oil futures price at diﬀerent horizons are
collected from the days when the oil supply shocks took place.4 This allows for
a regression that produces the factors of proportionality for equation (2.17).
The deﬁnition of an oil supply shock builds on Anzuini et al (2007).
These shocks include new information that becomes available to the market,
and this information has direct consequences for the future amount of crude
oil produced. These kind of news include, for example, OPEC production
decisions, outbreaks of war and terrorist attacks. There are also shocks that
have more direct eﬀects on the amount of crude oil made available in the
global oil markets, rather than the actual production of oil. These include,
for example, announcements regarding the United States strategic petroleum
reserves (SPR) and adverse weather conditions which may hinder the transfer
of crude oil to oil reﬁneries. Nevertheless, the price responses of these shocks
can be expected to be similar to actual production shocks, so they are also
included in the analysis.
Overall, 140 shocks5 were identiﬁed between 1996 and 2006. The time
period considered was determined by data availability issues related to the
Energy Chronology as well as the fact that the model sample in the example
cases (described below) is close to this time period. The shocks were
cross-checked with Bloomberg news service to have had a signiﬁcant eﬀect
on oil price movements on the day they took place. This cross-checking is
a unique feature and should help ensure the shocks were actually signiﬁcant
factors in market movements of the day.
T h ep e r c e n t a g ed i s t r i b u t i o no fd i ﬀerent kinds of shocks is set out in Table
3.1. Of course, the list is not unambiguous and diﬀerent news events may be
listed by other sources. Nevertheless, I maintain it is a good representative
sample of oil supply shocks to have taken place during the time period
considered.
3This chronology lists daily events that have aﬀected the price of crude oil and is available
on the website www.eia.doe.gov.
4The price data used is that of the West Texas Intermediate (WTI) crude oil, which is
the North American benchmark crude oil type.
5List of the shocks is available from the author on request.
13Table 3.1 Types of identiﬁed oil supply shocks
Type of shock Percentage of all shocks
OPEC meetings and statements by OPEC officials 44
Political and UN statements related to Iran nuclear programme and Iraq food-for-oil programme 18
Involuntary supply changes due to accidents and terrorist activity 9
Military operations and unrest in the Middle East region 8
Voluntary short-term supply changes by non-OPEC nations 6
Industrial action 4
Adverse weather conditions 4
Yukos-affair in Russia 4
US SPR changes 3
Major new oil discoveries 1
By far the biggest group of shocks is OPEC production decisions and other
OPEC statements. This is not surprising; these decisions take place at regular
intervals and can in some sense be compared with central bank policy decisions
in monetary policy models. Other oil supply shocks that feature regularly are
related to political and military conﬂicts in the Middle East region.
Even though my list of oil supply shocks diﬀers slightly from that of Anzuini
et al (2007) (mainly due to the cross-checking and the diﬀerent time horizon
used), conclusions about the shocks are largely very similar. The shocks have
had a large eﬀe c to nt h es p o tp r i c eo fo i l ;o na v e r a g e ,t h es u r p r i s ec h a n g ei n
the spot oil price has been about 3%, and the largest changes have been over
10% in absolute value (Figure 3.1).
The scatter plot of logged oil spot price changes due to the shocks
v i s - a - v i so i lf u t u r e sp r i c ec h a n g e sa td i ﬀerent horizons shows that the linearity
assumption implicit in equation (2.14) is satisﬁed; the futures prices change in
linear proportion to the size of the spot price change (Figure 3.2).
To derive r (see equation (2.8)), the event-day changes in futures contracts
prices for horizons 1—4 months are regressed on the oil spot price change on
that day. The impulse responses are taken as the OLS point estimates of these
regressions. They are listed in Table 3.2, along with their standard errors
in parentheses. According to the results, the eﬀe c to ft h es h o c k sg r a d u a l l y
diminishes to about 70% of the impact eﬀect. The standard errors prove that
all eﬀects are strongly signiﬁcant within the 4-month period.
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15Table 3.2 also lists diﬀerent speciﬁcations of the events. In particular,
one may assume that the OPEC decisions aren’t entirely exogenous, and
the fact that markets have preordained expectations on their outcome could
contaminate the price data on the actual event-day. However, the second
column that excludes the OPEC decisions shows that the results are very
similar to those obtained with the full event set. The same can be said for
an event set that only includes price increases. Anzuini et al (2007) also lists
other speciﬁcations6 of the event set, but the conclusion stays the same. Thus,
the results are very robust to diﬀerent event sets, and there seems to be no
reason to abandon using the full original event set in the analysis.
This approach to the identiﬁcation of the system requires that futures
markets provide an eﬃcient forecast of the change in the time path of the
oil price, or at least, that risk premia in oil futures do not change. Following
Anzuini et al (2007), I test the assumption that at horizons 1—4 month-ahead
oil futures provide eﬃcient forecasts for subsequent oil spot price changes by
regressing the log of average oil price (the variable included in the restricted
VAR) on the log of the forecast for month t implied by oil futures at month
t−1,...,t−4. The test (with 95% conﬁdence interval) that the slope coeﬃcient
is equal to 1 is supported in every case (Table 3.3) and all estimates of
the intercepts are not diﬀerent from zero, but a joint test fails to reject the
assumption of the intercepts being equal to zero and the slopes being equal
to 1. This result is similar to that in Anzuini et al (2007). Yet, as long as
the non-zero intercept is related to a constant risk premium, the identiﬁcation
scheme is valid. It would only be undermined by a varying risk premium, and
this possibility is limited due to the short time period of the shock (one day).
Therefore, a constant risk premium is assumed and thus the identiﬁcation
scheme is deemed to be valid for the analysis.
Table 3.2 Impulse responses of oil price to oil supply shocks.
OLS estimates, standard errors in parantheses.
The regression is the percentage change in the futures
p r i c ec o n t r a c ta tt + ho nt h es u r p r i s ec h a n g ei nt h es p o t
price.
h 1996-2006 Positive shocks Non-OPEC shocks
1 0.95 (0.02) 0.93 (0.02) 0.95 (0.03)
2 0.84 (0.02) 0.85 (0.03) 0.83 (0.03)
3 0.76 (0.02) 0.77 (0.03) 0.74 (0.03)
4 0.71 (0.02) 0.72 (0.03) 0.69 (0.02)
obs 140 85 93
6Anzuini et al (2007) also consider the question of the oil price data being contaminated
by releases of important macroeconomic data on the event day and ﬁnd that the results stay
similar to the full event set. For the purposes of my analysis, I take these results as given.
16Table 3.3 Forecast eﬃciency tests for oil price futures.
OLS estimates, standard errors in parantheses.
T h er e g r e s s i o ni st h el o gs p o tp r i c ea td a t et + ho nt h e
log futures price contract at date t expiring h
months later.
h constant () slope () p-value (  1) p-value (  0) p-value (  1 and   0)
1 0.05 (0.05) 0.99 (0.02) 0.42 0.35 0.40
2 0.11 (0.07) 0.97 (0.02) 0.18 0.11 0.06
3 0.15 (0.08) 0.96 (0.03) 0.13 0.07 0.01
4 0.17 (0.09) 0.96 (0.03) 0.16 0.07 0.01
4 Restricted VAR setup for a small open economy
The methodology described above closely follows that used by Anzuini et al
(2007) for the US economy. The diﬀerence is that as I am modelling a small
open economy, where some of the domestic variables cannot realistically be
expected to aﬀect the international price of crude oil, a full-VAR speciﬁcation
is no longer valid. Furthermore, the proposed speciﬁcation of variables used
in the VAR diﬀers from that of Anzuini et al (2007) as well as earlier studies.
The basic idea is to divide the variables in the model into two categories:
international and domestic. Variables deﬁned as international can aﬀect all the
other variables contemporaneously in the model, whereas domestic variables
are not allowed to aﬀect international variables. A simple 5-variable setup is
illustrated in Figure 4.1. The 5 variables in the model are the price of oil (oil),
a measure of global economic activity (‘world GDP’), short-term interest rate
diﬀerential between the domestic currency and the currency in which the oil
price is quoted (US dollar) (r-r*), a measure of domestic economic activity
(GDP) and domestic inﬂation (Inﬂation).
The channels of contemporaneous eﬀects are marked with directional
arrows in Figure 4.1. The price of oil is allowed to aﬀect all the other variables,
as is the global economic activity. This is intuitive, since these two variables
can be expected to aﬀect domestic variables of small countries through, for
example, trade channels. On the other hand, domestic variables of a small
economy cannot be expected to have a signiﬁcant eﬀect on global GDP or the
price of oil, since by deﬁnition their weight in the global economy is small.





The key variable linking the international and domestic variables in the
model is the interest rate diﬀerential. It has contemporaneous links to
both international and domestic variables since it includes an important
international variable (interest rate of the biggest economy in the world) and
a domestic variable (domestic interest rate). In the benchmark case, interest
rate diﬀerential is not allowed to have a contemporaneous eﬀect on oil price.
This is slightly contentious, but it is supported, for example, by Frankel (2006),
who ﬁnds that interest rates do not have a statistically signiﬁcant eﬀect on oil
prices in the US between 1950 and 2005. Furthermore, it would probably be
counter-intuitive to suggest that by changing the monetary policy stance, the
Federal Reserve could have an instant impact on the global price of oil. The
decision taken in my model speciﬁcation is also congruent with the literature
dealing with monetary policy shocks in VAR models, which typically assume
that other variables react to shocks with a lag.
As a consequence of these restrictions on the contemporaneous channels,
estimating the model with OLS as a full VAR model is no longer asymptotically
eﬃcient. Instead, estimation is carried out as restricted VAR, using Feasible
Generalised Least Squares (FGLS). The resulting A matrix in equation (2.1)
for each lag p (p>1)i s
⎡
⎢ ⎢ ⎢ ⎢
⎣
ap,11 ap,12 000
ap,21 ap,22 ap,23 00
ap,31 ap,32 ap,33 ap,34 ap,35
ap,41 ap,42 ap,43 ap,44 ap,45
ap,51 ap,52 ap,53 ap,54 ap,55
⎤
⎥ ⎥ ⎥ ⎥
⎦
⎡








⎥ ⎥ ⎥ ⎥
⎦
(4.1)
and as a consequence the R matrix (see equation (2.8)) is of the following form
⎡
















b2,11 b2,12 b2,13 00
b3,11 b3,12 b3,13 b3,14 b3,15
b4,11 b4,12 b4,13 b4,14 b4,15
⎤
⎥ ⎥ ⎥ ⎥
⎦
⎡








⎥ ⎥ ⎥ ⎥
⎦
(4.2)
18where the 5 variables are ordered, from the ﬁrst row to the last, as oil price
(oil), global economic activity (wgdp), interest rate diﬀerential (rd), domestic
inﬂation (hicp) and domestic economic activity (gdpm), the r vector is on the
left hand-side and the α vector is the second term on the right hand side.
The diﬀerent rows of R reveal the ‘coeﬃcient’ eﬀects of the original oil shock
through the B matrices (see equation (2.7)) back to the oil price at diﬀerent
horizons (measured here in months). At period zero, when the oil supply shock
takes place, the only eﬀect naturally occurs through the coeﬃcient on the oil
price variable itself (b0,11). At period 1, there is also an eﬀect from the wgdp
variable, and in period 2, from the rd variable. The domestic variables’ eﬀect
occurs at periods 3 and 4.
5 Applications: Finland and Sweden
The methodology described in the previous section is applied in illustrative
examples to Finland and Sweden, both of which can be described as small
open economies; the value of GDP of both countries is less than 1% of global
GDP, and foreign trade, calculated as the sum of the value of imports and
exports of goods and services, was over 80% of GDP in Finland and over 90%
o fG D Pi nS w e d e ni n2 0 0 6 .
5.1 Data and estimation
The dataset in both cases includes short-term (3 month) interest rate
diﬀerential between the home country and the United States, the price of
crude oil in US dollars (WTI quality) and a composite measure of industrial
production in the OECD countries, published by the OECD. This industrial
production measure represents global economic activity. Obviously such a
measure has various shortcomings; it only measures a fraction of GDP as
services are not included, and it does not cover non-OECD countries. However,
no other readily available measure of monthly global economic activity exists,
so I include this one with the obvious caveats.
As far as domestic variables are concerned, for both countries inﬂation is
measured by the Harmonised Index of Consumer Prices, and GDP is measured
by a monthly GDP indicator. The latter is especially useful, since it covers,
at least in principle, services as well as industrial activity, and is thus superior
to production indicators, like, for example, monthly industrial production
traditionally used in this type of literature.
Due to data availability issues both samples are relatively short; for
F i n l a n d ,t h es a m p l ec o v e r st h ey e a r s1 994—2006 and for Sweden, 1993—2006.
With monthly data, this means that the sample size is over 150 for both cases.
The size of the sample does not allow for examining shorter sub-samples,
which would have been interesting especially in the case of Finland, since
the monetary policy regime of the country changed with the inception of the
European Monetary Union at the start of 1999. On the other hand, the sample
19period is well suited to investigating the eﬀects of recent oil supply shocks,
which presumably might diﬀer from those experienced in the 1970’s and 1980’s.
All variables are in logs, except the interest rate diﬀerential, which is in
percentage points. As is the convention in much of the literature in the ﬁeld,
raw data in levels without seasonal or other adjustments is used. Seasonal
eﬀects are captured by dummy variables. Enough cointegration between the
variables to render the models valid is implicitly assumed, but error correction
models are not considered (see Sims, 1990). As mentioned above, the method
of estimation is feasible generalised least squares.
The models in both cases are aﬀected by a strong autocorrelation of the
residuals, which is also conﬁrmed by the Portmanteau and LM tests for
autocorrelation. This autocorrelation cannot be corrected by including lags
of 12 months or more, which is a usual remedy for the problem. In any
case, including a large amount of lags in the model isn’t viable due to the
short sample period. Based on Akaike Information Criterion and the need to
preserve as parsimonious a model as possible, the lag length of 4 was chosen
for both models.
5.2 Results
5.2.1 Results with partial identiﬁcation
As indicated in the methodology description above, the rank of the R matrix
needs to be tested to ascertain whether full identiﬁcation is possible. For both
cases, it is clear that R is reduced rank (for details see Appendix 2). Thus,
point estimates of impulse responses need to be given up and inference needs
to be based on conﬁdence intervals constructed as described above and in
Appendix 1.
Impulse responses constructed from the S-sets for Finland and Sweden are
presented in Figures 5.1 and 5.2, respectively. These responses have been
restricted on the sign and size of their impact (ie, the impulse responses at
period zero) so that the sign is the same as that of the FGLS point estimates,
and the impact response conﬁdence band includes the impact response vector
(ie α).7 This keeps the conﬁdence intervals of the impulse responses bounded
whilst keeping the restrictions much less strict than those traditionally applied
in a recursive decomposition. As suggested by Faust et al (2004), this makes
the methodology more plausible than traditional recursive methods.
7In practice, the impact responses of all variables are restricted between zero and (in
absolute value) the largest integer that allows the point estimate to be included in the
range. This is a fairly weak assumption and conforms to that made, for example, in Anzuini
et al (2007).
20Figure 5.1 Impulse responses for Finland using partial
identiﬁcation and 70% conﬁdence intervals
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Figure 5.2 Impulse responses for Sweden using partial
identiﬁcation and 70% conﬁdence intervals
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Conﬁdence intervals are wide as expected, especially in the case of Finland.
However, they do allow for some inference. The results are largely similar for
these two countries. Both simulations indicate that the reaction of global real
activity to an oil supply shock is initially slightly negative, but not permanently
or signiﬁcantly so. The reaction of the interest rate diﬀerential is slightly
positive in Finland, implying that monetary policy has been quicker to react
to oil price changes caused by oil supply shocks in Finland than in the US.
21However, this result suﬀer from the very large range of the conﬁdence intervals.
For Sweden, no statistically signiﬁcant conclusions about the interest rate
variable can be made.
As regards the domestic variables, the reaction of headline inﬂation is
slightly stronger for Sweden than for Finland. In fact, for the latter, the
reaction isn’t even statistically signiﬁcant for the benchmark speciﬁcation.
This is most probably due to certain country-speciﬁc factors (changes in
indirect taxes and increased competition in services) that have had a strong
eﬀect on inﬂation in Finland in recent years. This may have rendered the
Finnish headline inﬂation data diﬃcult to interpret for oil supply shock
purposes.
The reaction of the domestic GDP indicator is negative on impact for
Finland, but quickly returns to zero. In fact, the impact response is puzzlingly
large (between 2—4% in absolute value to a 1% oil shock) in this speciﬁcation.
For Sweden, the proﬁle of the impulse response also hints at a more negative
response on impact than at longer horizons, although the response is never
statistically signiﬁcantly diﬀerent from zero. These results are in contrast
with, for example, Anzuini et al (2007), who ﬁnd that oil supply shocks have
as t a g ﬂationary eﬀect on the US economy during the past 40 years. However,
there are various reasons why the eﬀects of oil supply shocks might have been
weaker during the past decade or so, which would help to explain my results.
This issue is explored further below.
5.2.2 Complementary results with a Monte Carlo experiment
To complement the partial identiﬁcation analysis, traditional point estimates
were also computed. This was carried out through Monte Carlo integration
(for technical details see Appendix 3), and uncertainty in both the R matrix
and its rank as well as the r vector was taken into account. Impact responses
obtained from 10,000 accepted draws for Finland and Sweden are presented in
Appendix 4, ﬁgures A4.1, A4.2, A4.3 and A4.4, with 68% conﬁdence intervals.
The ﬁrst two graphs present the benchmark case, where the signs of the impact
responses were restricted as described above for partial identiﬁcation.8 For
comparison, the next two graphs present a second case where the signs of the
impact responses were not restricted, but the absolute size was restricted to
b et h es a m ea si nt h eb e n c h m a r kc a s e .
The results of the benchmark case for Monte Carlo integration are
qualitatively close to those obtained with partial identiﬁcation, although
understandably the conﬁdence intervals are much narrower. In the second
case, the results are much more ambiguous, which illustrates the importance
of the restrictions chosen. Certain restrictions, however, are intuitive. In
particular, the domestic inﬂation variable includes the price of petrol (very
closely correlated with the price of crude oil) by construction and can thus be
expected to have a positive response on impact to a positive oil shock.
8The restrictions on the impact response of the domestic GDP are slightly diﬀerent in
the Monte Carlo experiment, as the lower limit is restricted to be -1 (ie, a 1% oil shock
causes at most a 1% GDP response).
225.2.3 Response of domestic GDP
Perhaps the most interesting question pertains to the robustness of the
domestic GDP impulse responses under diﬀerent sign restrictions. In theory,
a positive oil price shock can be expected to have a negative eﬀect on the real
economy of an oil-importing country. This is due to various diﬀerent channels.
The ﬁrst, supply-side channel, is caused by the fact that oil is a factor of
production, and the price rise will have a negative eﬀect on ﬁrms’ output and
employment. The second, demand-side channel is due to the deterioration in
the terms of trade and income redistribution to the oil-exporting economies,
and this will tend to suppress demand in the oil-importing economy. There
are also ‘conﬁdence’ eﬀects, which can aﬀect investment and consumption
decisions, as well as wealth eﬀects due to stock market responses, but these
eﬀects are obviously very diﬃcult to measure or predict.
To gauge the eﬀects of diﬀerent speciﬁcations of the restrictions on the
impact responses, using Monte Carlo integration, the impulse responses for
the domestic GDP were calculated by allowing the impact response of this
variable to vary. In particular, while the impact responses of the other variables
were forced to have the same sign as their FGLS point estimates, the impact
response of the domestic GDP was allowed to move from the space {-1,0} to
{-1,1} at 0.2-unit steps. This kind of robustness check is, of course, arbitrary
in its deﬁnitions, but the idea here is merely to catch a representative range of
GDP impulse responses under diﬀerent restrictions. This shows how sensitive
the results can be to these restrictions, which is in line with the ﬁndings of
Uhlig (2005) for monetary policy shocks. The results are presented in Figure
5.3 and — together with those detailed in the previous section — they clearly
indicate how ambiguous the eﬀect on the domestic GDP is for both cases.
These results on the ambiguity of the GDP response to an oil supply
shock are in line with those of Blanchard and Gali (2007), who, using a
structural VAR model, ﬁnd no statistically signiﬁcant eﬀect since 1984 in a
number of European countries (France, Italy and Germany). Also, Cunado et
al (2003) ﬁnd that an asymmetric oil price measure aﬀects real variables in
most European countries, but in Finland, the causation is relatively weak.9
9One factor that may counteract the negative eﬀects of higher oil prices in Finland is the
importance of Russia as an export destination for Finnish goods; they accounted for about
10% of the value Finland’s total exports in the year 2006. Being one of the most important
oil-exporting economies in the world, Russia has beneﬁted from the recent rise in the oil price
and this presumably may have had spillover eﬀects. For Sweden, however, Russia is not an
important export destination (about 2% of total exports in 2006). Another, less important,
factor might be the existence of oil reﬁning industry in both countries. This eﬀect is likely
to be very small, since the proportion of the sector of total exports (less than 4% in both
countries) and of value added (about 0.5% in Finland and about 0.2% in Sweden) is small.
Furthermore, it is obvious that the parameter of interest in oil reﬁning is the reﬁning margin
between the price of the end product and the price of crude oil, and not just the price of
crude oil.
23Figure 5.3 The impulse responses of domestic GDP to a positive
oil supply shock using Monte Carlo integration and
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Several reasons have been suggested in the literature for the lack of a clear
negative eﬀect of oil supply disruptions. Blanchard and Gali (2007) ﬁnd that,
in particular, this phenomenon is due to three factors. First, the increased
real wage ﬂexibility in most industrialised economies in recent years will have
mitigated the real eﬀects of oil supply shocks. Second, increased credibility of
monetary policy has helped make the eﬀects of shocks smaller on both inﬂation
and output and third, the importance of oil for more service-based economies
has declined in recent years.
Another factor blurring the relationship between oil supply shocks and real
economic variables in oil-importing economies is the diﬃculty of disentangling
demand and supply shocks in the oil price. This issue has been studied by, for
example, Barsky and Kilian (2004) and Kilian (2007). Some of the conclusions
of these papers are that oil demand shocks tend to have a larger eﬀect on real
variables than supply shocks, and that oil supply shocks caused by OPEC
production decisions aren’t necessarily exogenous. In particular, the latter
proposition suggests that strong global GDP growth tends to strengthen the
24OPEC cartel, whereas weak global GDP growth and the consequent weak
demand for oil tends to weaken the cartel as it invites cartel members to cheat
and ﬂood the market with output to protect their revenues. This implies that
trying to elicit the responses to pure exogenous oil supply shocks could be
diﬃcult, even with the detailed event-based methods used in this study.
Of course, the way the experiment of Figure 5.3 is set out implies that the
eﬀect in Finland and Sweden is ambiguous even though the impulse response
of the world GDP, measured by the OECD industrial production, is in fact
negative at certain horizons. This could at least in part be due to the problems
of measuring the global real economic activity by using industrial production
as its proxy, but still, it makes the response of the domestic GDP variables all
the more puzzling. Nevertheless, these results give support to the ambiguous
eﬀects of oil shocks on real economic activity found in several studies during
recent years. Clearly, however, understanding the eﬀects of oil supply shocks
on real economic activity is an open issue requiring further research.
6C o n c l u s i o n s
This paper presents a unique way of identifying the eﬀects of oil supply shocks
in a small open economy. More speciﬁcally, I deﬁne oil supply shocks as events
and measure their eﬀects on crude oil futures’ prices in ﬁnancial markets at
diﬀerent maturities. The relative size of these shocks is then forced to equal
the relative size of an orthogonal oil shock in a simple 5-variable restricted
VAR system for a small open economy at diﬀerent horizons. This allows for
constructing an identiﬁcation scheme that reveals the impulse responses of
the variables in the model. Thus, this paper presents one way of moving
away from the conventional recursive Choleski type decomposition approach
in identifying the eﬀects of a certain type of shock on certain macroeconomic
variables. As ever in this kind of literature, the objective is not to ﬁnd the
perfect identiﬁcation scheme, but rather to provide one tool that can be used
f o rt h i st y p eo fa n a l y s i s .
The main contribution of this paper is to propose how to apply this
methodology to a small open economy. This takes place in a restricted
VAR system, since not all the variables in the model are allowed to have
a contemporaneous eﬀect on all the other variables. Speciﬁcally, domestic
variables (in this case, inﬂation and GDP) of a small open economy do not
have an eﬀect on variables like global crude oil price or global GDP. This is
intuitive, but the eﬃcient estimation method (FGLS) is diﬀerent from a normal
VAR system (OLS).
The identiﬁcation scheme relies on parameter estimates, so mere point
estimates cannot be used for analysis. This is conﬁrmed by a rank test for
the identiﬁcation matrix, which ﬁnds this matrix to be short rank. This leads
to a partial identiﬁcation bootstrapping procedure being used for inference,
and I have to resort to conﬁdence intervals point estimates of the impulse
responses cannot be computed. For comparison, I also report results using
more traditional Monte Carlo integration techniques.
25The proposed methodology is applied to two illustrative example cases,
Finland and Sweden. Even though the conﬁdence intervals in the
bootstrapping procedure are large, some conclusions can be drawn. These
conclusions are also qualitatively backed up by the Monte Carlo integration
procedure. Results imply that the eﬀect of an oil supply shock that raises
the price of crude oil is positive on inﬂation, even though not statistically so
in the benchmark case for Finland. However, the eﬀect for domestic GDP
is ambiguous for both countries, although the impact response for Finland is
puzzlingly large. This supports the view that ﬁnding a long-lasting negative
eﬀect of recent oil price hikes on GDP in industrialised oil-importing economies
i nr e c e n ty e a r si sv e r yd i ﬃcult.
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Here I describe how to construct the conﬁdence interval A for the vector α
when A+ denotes the parameter space for α, the restrictions Rα = r must be
satisﬁed, R is estimated by b R, r is estimated by b r, R m a yb er a n kd e ﬁcient,
T1/2(vec(b R) − vec(R)) →d N(0,V R) and T1/2(b r − r) →d N(0,V r).C o n s i d e r
the GMM objective function
S(α)=T(b Rα − b r)
0[(α
0 ⊗ IK)b VR(α ⊗ IK)+b Vr]
−1(Rα − r) (A1.1)
In standard GMM terminology, this is the continuous updating GMM objective
function. The estimator b α that minimises this objective function is not
consistent for the true α because of the rank deﬁciency of the matrix R.
However, S(α0) has a χ2 null distribution regardless of the rank of R where
α0 denotes the true value of the vector α. Accordingly, the conﬁdence interval
A = {α A
+ : S(α) ≤ Fχ2}
is a conﬁdence interval for α with asymptotic coverage 85%, regardless of the
rank of R,w h e r eFχ2 denotes 85th percentile of a χ2 distribution (with degrees
of freedom equal to the number of elements in r). This conﬁdence interval is
therefore immune to the rank deﬁciency of R.
The use of such conﬁdence intervals in models that are not fully identiﬁed
was proposed by Stock and Wright (2000), where they are referred to as S-sets.
If the matrix R is rank deﬁcient, then there exists a subspace of vectors α that
are observationally equivalent to α0. Any vector in this subspace must be
included in A with probability 85%, asymptotically. Any other vector α will
be excluded from A with probability 1, asymptotically.
Concretely, I proceed by forming a grid of about 6.7 million points in A+.
For each point in this grid, I calculate the objective function in (A1.1). If this
is above the critical value, I ignore the point and move on to the next point in
the grid. On the other hand, if S(α) is below the critical value, I include that
value of α in the conﬁdence interval A. For each such accepted α,Ic o m p u t e
the lower and upper bounds of the bootstrap conﬁdence intervals for all the
parameters of interest (which are the impulse responses of the variables at
diﬀerent horizons), conditional on that α. Each bootstrap replication includes
calculating a new θ from the bootstrap sample while holding α ﬁxed. I
then construct the conﬁdence intervals from 500 replications using the Runkle
(1987) bootstrap method. Having cycled through all the points in the grid, my
conﬁdence intervals for the impulse responses are given by the smallest and
largest values of these percentiles.11
10This section draws heavily on Faust et al (2004).
11I have used RATS to carry out the procedure, and the code is available upon request.
29Appendix 2
Testing the rank of the R matrix
Several tests have been suggested in the literature to test for the rank of a
stochastic matrix (for example, Cragg and Donald, 1997, and Kleibergen and
Paap, 2006). However, few of these are suited to testing a matrix whose
covariance matrix isn’t full rank, which is the case with the R matrix. A test
that is robust to this speciﬁcation is introduced by Robin and Smith (2000)
and used in this paper.12
Robin and Smith (2000) introduce a test for the null hypothesis that the
rank of matrix R is r∗; H0 : rk(R)=r∗, versus the alternative hypothesis







where T is the number of observations, r∗ i st h er a n kt h a ti st e s t e d ,q is the
n u m b e ro fc o l u m n si nt h em a t r i x( i nt h i sc a s e5 ) ,a n dLi are the ordered
estimators of the characteristic roots derived from b Σb Rb Ψb R0 , b L1 ≥ ... ≥ b Lq,
which solve the equation
¯ ¯ ¯b Rb Ψb R − Lb Σ
−1
¯ ¯ ¯ =0 (A2.2)
In this case, the test is performed without loss of generality so that both Σ
and Ψ are Iq matrices. The test is performed sequentally starting at rank zero,
and if the null hypothesis is rejected, the rank to be tested is increased by one
until the null is accepted.








where t∗ ≤ min{s,(q − r∗)(q − r∗)},w h e r es is the rank of the covariance
matrix of R, Ω,a n dLr∗
1 ≥ ... ≥ Lr∗
t∗ are the nonzero ordered characteristic
roots of the matrix
(Dq−r∗ ⊗ Cp−r∗)
0Ω(Dq−r∗ ⊗ Cp−r∗) (A2.4)
{Zi}t∗
i=1 in equation (A2.3) are random independent standard normal variates
and the Dq−r∗ and Cp−r∗ matrices are the last q − r∗ and p − r∗ columns,
respectively, of matrices D and C that collect as columns the characteristic
vectors associated with τ2 of









−1¯ ¯ =0 (A2.6)
for D.
Results of the test for both Finland and Sweden in the benchmark are
reported in the table below. Rank deﬁciency is very clear cut for both cases,
as the rank implied for R is 2. Thus full identiﬁcation of the model is not
possible and partial identiﬁcation must be carried out.
Table A2.1 Robin-Smith rank test
Finland Sweden
rank test value p-value test value p-value
0 302.2 0.00 270.7 0.00
1 64.6 0.00 60.6 0.00
2 3.4 0.95 3.4 0.95
3 1.4 0.85 2.1 0.56
4 0.2 0.69 0.7 0.40
31Appendix 3
Monte Carlo Integration using pure-sign restriction approach
The strategy used in the Monte Carlo integration is based on that of Uhlig
(2005) with a pure-sign restriction approach.
Let b and S be the OLS estimates of full VAR coeﬃcient vector β and

















where X is the matrix of dependent variables.
In each draw, the covariance matrix from the full VAR model is drawn from
the inverse Wishart distribution, and this is then used in the restricted VAR
model to calculate the diﬀerence between the FGLS point estimates and the
draw. To achieve this, it helps to simplify the covariance matrix in (A3.2) to





Σ = Σ and FXXF
0
XX =( X0X)−1 and V is a PxK matrix of Normal
draws. For the decomposition of FXX and FΣ, Choleski decomposition is
used.13 Equation (A3.3) thus produces a random PxK matrix, which is then
added to the matrix of the point estimates to complete the coeﬃcients for the
draw.
The identiﬁcation scheme is then carried out as detailed above, for each
draw. Certain restrictions are then set on the impact responses, and draws
that fulﬁl these restrictions are stored, whilst others are discarded. The
impulse responses and their conﬁdence intervals are then calculated based on
the accepted draws.
13The results are robust to any kind of decomposition.
32Appendix 4
Results with Monte Carlo integration
Figure A4.1 Impulse responses for Finland using Monte Carlo
integration and sign restrictions
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Figure A4.2 Impulse responses for Sweden using Monte Carlo
integration and sign restrictions
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33Figure A4.3 Impulse responses for Finland using Monte Carlo
integration
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Figure A4.4 Impulse responses for Sweden using Monte Carlo
integration
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