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MULTILINEAR MULTIPLIER THEOREMS AND APPLICATIONS
LOUKAS GRAFAKOS, DANQING HE, HANH VAN NGUYEN, AND LIXIN YAN
Abstract. We obtain new multilinear multiplier theorems for symbols of restricted
smoothness which lie locally in certain Sobolev spaces. We provide applications concern-
ing the boundedness of the commutators of Caldero´n and Caldero´n-Coifman-Journe´.
1. Introduction
The theory of multilinear multipliers has made significant advances in recent years.
An n-dimensional m-linear multiplier is a bounded function σ on (Rn)m associated with
an m-linear operator Tσ on R
n × · · · × Rn in the following way:
(1.1) Tσ(f1, . . . , fm)(x) =
∫
(Rn)m̂
f1(ξ1) · · · f̂m(ξm)σ(ξ1, . . . , ξm)e
2πix·(ξ1+···+ξm)dξ1· · ·dξm,
where fj , j = 1, . . . , m, are Schwartz functions in R
n, and f̂j(ξj) =
∫
Rn
fj(x)e
−2πix·ξjdx
is the Fourier transform of fj . A classical result of Coifman and Meyer [9, 10] says that
if for all sufficiently large multiindices α1, . . . , αm ∈ (Z
+ ∪ {0})n we have
(1.2)
∣∣∣∂α1ξ1 · · ·∂αmξm σ(ξ1, . . . , ξm)∣∣∣ . (|ξ1|+ · · ·+ |ξm|)−(|α1|+···+|αm|)
for all (ξ1, . . . , ξm) ∈ (R
n)m \ {(0, . . . , 0)}, then Tσ admits a bounded extension from
Lp1(Rn)× · · · × Lpm(Rn) to Lp(Rn) when 1 < p1, . . . , pm ≤ ∞, 1/p = 1/p1 + · · ·+ 1/pm,
and 1 ≤ p < ∞. The extension of this theorem to indices p > 1/m was simultaneously
obtained by Kenig and Stein [29] (when m = 2) and Grafakos and Torres [22]. This
theorem provides an m-linear extension of Mikhlin’s classical linear multiplier result
[30]. Ho¨rmander [25] obtained an improvement of Mikhlin’s theorem showing that when
m = 1, Tσ maps L
p1(Rn) to Lp1(Rn), 1 < p1 <∞ under the weaker condition
(1.3) sup
j∈Z
∥∥(I −∆)s/2(σ(2j·)Ψ̂)∥∥
L2(Rn)
<∞,
where s > n/2 and Ψ̂ is a smooth function supported in an annulus centered at the origin.
Here ∆ is the Laplacian and (I−∆)s/2 is an operator given on the Fourier transform side
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by multiplication with (1 + 4π2|ξ|2)s/2. Ho¨rmander’s theorem was extended to Lr-based
Sobolev spaces and to indices p1 ≤ 1, with L
p1 replaced by the Hardy space Hp1, by
Caldero´n and Torchinsky [5].
The adaptation of Ho¨rmander’s theorem to the multilinear setting was first obtained by
Tomita [40]. This theorem was later extended by Grafakos and Si [20] to the range p < 1
by replacing L2-based Sobolev spaces by Lr-based Sobolev spaces. The endpoint cases
where some pj are equal to infinity were treated by Grafakos, Miyachi, and Tomita [18].
Fujita and Tomita [13] provided weighted extensions of these results and also noticed
that the operator (I −∆)s/2 in (Rn)m can be replaced by (I −∆ξ1)
s1/2 · · · (I −∆ξm)
sm/2,
where ∆ξj is the Laplacian in the ξjth variable. The bilinear version of the Caldero´n
and Torchinsky theorem was proved by Miyachi and Tomita [31], while the m-linear
version (for general m) was proved by Grafakos and Nguyen [16] and Grafakos, Miyachi,
Nguyen, and Tomita [17].
To study certain multilinear singular integrals, such as multicommutators, there is a
need for a multilinear multiplier theorem that can handle symbols on (Rn)m which, for
instance, have one derivative in each variable but no two derivatives in a given variable.
We notice that in the case where sj are positive integers for all j, replacing (I − ∆)
s/2
on (Rn)m by (I − ∆ξ1)
s1/2 · · · (I − ∆ξm)
sm/2, as in Fujita and Tomita [13], reflects the
following decay condition for the derivatives of σ
(1.4)
∣∣∂β1ξ1 ∂β2ξ2 · · ·∂βmξm σ(ξ1, . . . , ξm)∣∣ . (|ξ1|+ · · ·+ |ξm|)−∑mj=1 |βj |,
where each multiindex βj satisfies |βj| ≤ sj. In this case a given coordinate of ξj could
be differentiated as many as sj times. In this article we study multipliers that satisfy
the following coordinate-wise version of (1.4)∣∣∂β11ξ11 · · ·∂β1nξ1n ∂β21ξ21 · · ·∂β2nξ2n · · ·∂βm1ξm1 · · ·∂βmnξmn σ(ξ1, . . . , ξm)∣∣
. (|ξ1|+ · · ·+ |ξm|)
−
∑m
j=1
∑n
ℓ=1 βjℓ ,
(1.5)
where ξj = (ξj1, . . . , ξjn) and each βjℓ is at most sj/n. Condition (1.5) weakens the
Coifman-Meyer hypothesis (1.2) and also (1.4) in the sense that it does not allow any
one-dimensional variable to be differentiated more than an appropriate number of times.
We now state our first main result concerning the operator Tσ in (1.1). Here and
throughout the ith coordinate of the vector ξj in R
n is denoted by ξji. We denote
partial derivatives in the ξji variable by ∂ξji . Also the Laplacian ∆ξj on R
n is given by
∂2ξj1 + · · · + ∂
2
ξjn
. We have a result that extends condition (1.5) in the Sobolev space
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setting. We define (I − ∂2ξiℓ)
γiℓ
2 f(ξ) as the linear operator ((1 + 4π2|ηiℓ|
2)
γiℓ
2 f̂(η))∨(ξ)
related to the multiplier (1 + 4π2|ηiℓ|
2)
γiℓ
2 .
Theorem 1.1. Suppose that 1 ≤ r ≤ 2 and γiℓ > 1/r for all 1 ≤ i ≤ m and 1 ≤ ℓ ≤ n.
Let σ be a bounded function on Rmn such that
(1.6) sup
j∈Z
∥∥∥∥ ∏
1≤i≤m
1≤ℓ≤n
(I − ∂2ξiℓ)
γiℓ
2
[
σ(2j·)Ψ̂
]∥∥∥∥
Lr(Rmn)
= A <∞,
where Ψ̂ is a smooth function supported in the annulus 1
2
≤ |(ξ1, . . . , ξm)| ≤ 2 in R
mn
that satisfies∑
j∈Z
Ψ̂(2−j(ξ1, . . . , ξm)) = 1, for all (ξ1, . . . , ξm) ∈ (R
n)m \ {0}.
If 1 < pi < ∞, i = 1, . . . , m, satisfy max
1≤i≤m
max
1≤ℓ≤n
1
γiℓ
< min
1≤i≤m
pi and
1
p
= 1
p1
+ · · · + 1
pm
,
then we have
(1.7) ‖Tσ‖Lp1 (Rn)×···×Lpm (Rn)→Lp(Rn) . A.
Taking γiℓ = γi/n for all ℓ ∈ {1, . . . , n} and using simple embeddings between Sobolev
spaces we deduce the following consequence of Theorem 1.1.
Corollary 1.2. Let 1 ≤ r ≤ 2 and suppose that γi > n/r for all i = 1, . . . , m. Let σ be
a bounded function on Rmn such that
(1.8) sup
j∈Z
∥∥∥(I −∆ξ1) γ12 · · · (I −∆ξm) γm2 [σ(2j·)Ψ̂]∥∥∥
Lr(Rmn)
= A <∞,
where Ψ is as in Theorem 1.1. Then (1.7) holds where pi are as in Theorem 1.1.
We also provide an endpoint case of Corollary 1.2 when all pi = 1. Let H
1(Rn) denote
the classical Hardy space on Rn. We note that when m = 1, boundedness for Tσ is
known to hold from H1 to L1.
Theorem 1.3. Suppose that 1 ≤ r ≤ 2 and that γi > n for all i = 1, . . . , m. Let σ be a
bounded function on Rmn which satisfies (1.8). Then we have
(1.9) ‖Tσ‖H1(Rn)×···×H1(Rn)→L1/m,∞(Rn) . A.
Another extension of the Coifman-Meyer multiplier theorem is in the multiparameter
setting. In this case (1.2) is relaxed to∣∣∂α11ξ11 · · ·∂α1nξ1n ∂α21ξ21 · · ·∂α2nξ2n · · ·∂αm1ξm1 · · ·∂αmnξmn σ(ξ1, . . . , ξm)∣∣
. (|ξ11|+ · · ·+ |ξm1|)
−(α11+···+αm1) · · · (|ξ1n|+ · · ·+ |ξmn|)
−(α1n+···+αmn)
(1.10)
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for sufficiently large indices αiℓ. Such a condition was first considered by Muscalu,
Pipher, Tao, and Thiele [35, 36], who obtained boundedness for the associated operator
in the case m = 2, i.e., from Lp1 × Lp2 to Lp when 1/p1 + 1/p2 = 1/p and 1/2 < p <∞.
In this article we also prove a multilinear multiplier theorem that extends condition
(1.10). Precisely, we study multilinear multipliers that satisfy∣∣∂β11ξ11 · · ·∂β1nξ1n ∂β21ξ21 · · ·∂β2nξ2n · · ·∂βm1ξm1 · · ·∂βmnξmn σ(ξ1, . . . , ξm)∣∣
. (|ξ11|+ · · ·+ |ξm1|)
−(β11+···+βm1) · · · (|ξ1n|+ · · ·+ |ξmn|)
−(β1n+···+βmn)
(1.11)
with βji are restricted. To handle the case of fractional derivatives we state our condition
in terms of Sobolev spaces. We denote by (I − ∂2ξjℓ)
γjℓ
2 the operator given on the Fourier
transform side by multiplication by (1+ 4π2|yjℓ|
2)
γjℓ
2 , where yj is the dual variable of ξj.
We now state our multiparameter version of Theorem 1.1, which extends the results in
[35, 36] for Ho¨rmander type multipliers with minimal smoothness in a way that avoids
time-frequency analysis.
Theorem 1.4. Let 1 ≤ r ≤ 2 and γiℓ > 1/r for all 1 ≤ i ≤ m and 1 ≤ ℓ ≤ n. Suppose
that σ is a bounded function on Rmn such that
sup
k1,...,kn∈Z
∥∥∥∥ m∏
j=1
(I−∂2ξj1)
γj1
2 · · ·(I−∂2ξjn)
γjn
2
[
σ
(
Dk1,...,knΞ
) n∏
ℓ=1
Ψ̂ℓ(ξ1ℓ, . . . , ξmℓ)
]∥∥∥∥
Lr(Rmn)
= A <∞,
where
Dk1,...,knΞ =

ξ11 ξ12 . . . ξ1n
ξ21 ξ22 . . . ξ2n
...
...
. . .
...
ξm1 ξm2 . . . ξmn


2k1
2k2
...
2kn
 ,
for some Ψ̂ℓ smooth functions on R
m supported in the annulus 1
2
≤ |η| ≤ 2 satisfying
(1.12)
∑
k∈Z
Ψ̂ℓ(2
−kη) = 1, for all η ∈ Rm \ {0}.
If 1 < pi < ∞, i = 1, . . . , m, satisfy max
1≤i≤m
max
1≤ℓ≤n
1
γiℓ
< min
1≤i≤m
pi and
1
p
= 1
p1
+ · · · + 1
pm
,
then we have
‖Tσ‖Lp1 (Rn)×···×Lpm (Rn)→Lp(Rn) . A.
A version of Theorem 1.4 was proved by Chen and Lu [6] when r = m = 2 and when
the differential operator (I − ∂2ξj1)
γj1
2 · · · (I − ∂2ξjn)
γjn
2 is replaced by (I − ∆ξj )
γj
2 , where
γj = γj1+· · ·+γjn; besides allowing r to be less than 2 and m ≥ 2, Theorem 1.4 improves
that of Chen and Lu [6] in the sense that only a restricted number of derivatives falls
on each coordinate, while in [6] all derivatives could fall on a single coordinate ξj of the
multiplier. An immediate consequence of Theorem 1.4 is the following:
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Corollary 1.5. Let σℓ(ξ1ℓ, . . . , ξmℓ) be bounded functions on R
m for 1 ≤ ℓ ≤ n. Let
σ(ξ1, . . . , ξm) =
∏n
ℓ=1 σℓ(ξ1ℓ, . . . , ξmℓ), where ξi = (ξi1, . . . , ξin) ∈ R
n, 1 ≤ i ≤ m. Suppose
that for some γiℓ and r as in Theorem 1.4 we have
(1.13) sup
1≤ℓ≤n
sup
k∈Z
∥∥∥(I − ∂2ξ1ℓ) γ1ℓ2 · · · (I − ∂2ξmℓ) γmℓ2 [σℓ(2k·)Ψ̂ℓ]∥∥∥Lr(Rm) = B <∞
where Ψ̂ℓ is a smooth function supported in an annulus in R
m that satisfies (1.12). Then
for max
1≤ℓ≤n
( 1
γiℓ
, 1) < pi <∞ for all i = 1, . . . , m and
1
p
= 1
p1
+ · · ·+ 1
pm
we have
‖Tσ‖Lp1(Rn)×···×Lpm (Rn)→Lp(Rn) . B
n.
As an application, we use this corollary to give a short proof of the boundedness of
Caldero´n-Coifman-Journe´ commutators (Proposition 6.7) where the results in [6, 35, 36]
are not applicable.
Finally, we use arrows to denote elements of Rnm, i.e., ~ξ = (ξ1, . . . , ξm), where ξj ∈ R
n.
2. Preliminaries
The following lemma will be useful in the sequel.
Lemma 2.1. Let γiℓ, γj, γ > 0, 1 ≤ i ≤ m, 1 ≤ j, ℓ ≤ n. Let D
Γ be a differential
operator on Rmn of one of the following three types:
m∏
i=1
n∏
ℓ=1
(I − ∂2ξiℓ)
γiℓ
2 ;
(I −∆ξ1)
γ1
2 · · · (I −∆ξm)
γm
2 ;
(I −∆ξ1 − · · · −∆ξm)
γ
2 .
Let 1 < ρ ≤ r <∞ and let φ be a smooth function with compact support. Then there is
a constant C = C(ρ, r, φ, n, γiℓ, γj, γ) such that
(2.1)
∥∥DΓ(φf)∥∥
Lρ(Rmn)
≤ C
∥∥DΓ(f)∥∥
Lr(Rmn)
is valid for all Schwartz functions f on Rmn.
Moreover, if Dδ is an operator of one of the following three types:
m∏
i=1
n∏
ℓ=1
(I − ∂2ξiℓ)
δ
2
(I −∆ξ1)
δ
2 · · · (I −∆ξm)
δ
2
(I −∆ξ1 − · · · −∆ξm)
δ
2
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then for DΓ and Dδ of the same type and δ > 0 we have
(2.2)
∥∥DΓD−δ(φf)∥∥L1(Rmn) ≤ C ′∥∥DΓDδ(f)∥∥L1(Rmn)
for all Schwartz functions f on Rmn. Here C ′ is a constant depending on φ, n, γiℓ, γj, γ, δ.
Proof. Estimate (2.1) could be derived by versions of the Kato-Ponce inequality adapted
to the types of operators in question, such versions are given in [19, Section 5]. In the
case where DΓ = (I − ∆)
γ
2 , the proof of (2.1) is also given in [15, Lemma 7.5.7]. The
idea in this reference also works in this setting. We provide a sketch: we embed DΓ in
the analytic family of differential operators DzΓ (in which all γ’s are multiplied by z)
and reduce matters to the inequality∥∥DzΓ(φD−zΓf)∥∥
Lρ(Rmn)
.
∥∥f∥∥
Lr(Rmn)
.
Let us assume that γiℓ, γj , γ are rational numbers; if the case of rational numbers is
proved, then by continuity we can deduce the result for all positive numbers as follows:
on the right of the inequality we obtain a constant that is polynomial in γiℓ, γj or γ. But
each function DΓ(φf) and DΓ(f) is continuous in γiℓ, γj or γ. Using this continuity we
obtain the conclusion for all γiℓ, γj, γ positive reals.
To prove (2.1) we interpolate between the cases where z = it and z = 2N + it, where
N is a natural number and common multiple of all the denominators of γiℓ, γj, γ. At
the endpoint cases z = it and z = 2N + it, the DitΓ and D−itΓ are Lρ bounded with
bounds that grow at most polynomially in t (and in the γ’s), while D2NΓ is expanded
via Leibniz’s rule. Applying the Ho¨rmander multiplier theorem and Ho¨lder’s inequality
(to estimate the Lρ norm over the support of φ by the Lr norm over the entire space) we
obtain the claimed assertion in the cases where z = it and z = 2N + it with bounds that
grow at most polynomially in t. Interpolation for analytic families of operators yields
the claimed conclusion.
We now turn our attention to (2.2) which is equivalent to
(2.3)
∥∥DΓD−δ(φD−ΓD−δ(f))∥∥L1(Rmn) ≤ C ′∥∥f∥∥L1(Rmn)
and observe that D−δ = (Dδ)
−1.
We embed the operator f 7→ DΓD−δ
(
φD−ΓD−δ(f)
)
into the analytic family of opera-
tors f 7→ DzΓD−δ
(
φD−zΓD−δ(f)
)
and we obtain (2.3) as a consequence of interpolation
between the points z = it and z = 2N + it, where N is as before and t is real. At the
endpoint z = it we have that D±itΓD−δ is a convolution operator with an integrable
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kernel and so
‖DitΓD−δ(φD
−itΓD−δ(f))‖L1 . ‖φD
−itΓD−δ(f)‖L1 . ‖D
−itΓD−δ(f)‖L1 . ‖f‖L1
with constants bounded by polynomial expressions of the γ’s and |t|. When z = 2N + it
we have
(2.4)
∥∥DitΓD−δD2NΓ(φD−itD−δ(f))∥∥L1 . ∥∥D2NΓ(φD−2NΓ−itΓD−δ(f))∥∥L1
and we expand the D2NΓ derivative via Leibniz’s rule. Then ‖D2NΓ(φG)‖L1 is bounded
by a constant multiple of a sum of terms like ‖Dk(G)‖L1 where 0 ≤ k ≤ 2NΓ and D
k
has the same type as DΓ. Each operator of the form DkD−2NΓD−itΓD−δ is given by
convolution with an integrable kernel. At the end we control the right hand side of (2.4)
by a constant multiple of ‖f‖L1, with a constant bounded by polynomial expressions of
the γ’s and |t|. This concludes the sketch of proof. 
We will also need a reverse square function inequality associated with Littlewood-Paley
operators acting on each variable separately. We denote variables in Rnl by (z1, . . . , zn),
where each zj lies in R
l. Fix a smooth function Ψ̂ supported in an annulus in Rl satisfying∑
j∈Z Ψ̂(2
−jz) = 1 for all z 6= 0. For j ∈ Z, define a Littlewood-Paley operator
∆
(k)
j (f) =
(
f̂(z1, z2, . . . , zn)Ψ̂(2
−jzk)
)∨
acting on functions f on Rnl. We need the following result.
Lemma 2.2. For f ∈ Lp(Rnl) with 1 < p <∞ we have
(2.5)
∥∥∥(∑
j1
· · ·
∑
jn
|∆
(1)
j1
· · ·∆
(n)
jn
(f)|2
)1/2∥∥∥
Lp(Rnl)
. ‖f‖Lp(Rnl).
Conversely, for 0 < p < ∞ there exists a constant C such that for any f in L2(Rnl)
satisfying
(2.6) ‖(
∑
j1
· · ·
∑
jn
|∆
(1)
j1
· · ·∆
(n)
jn
(f)|2)1/2‖Lp <∞
we have
(2.7) ‖f‖Lp(Rnl) ≤ C
∥∥∥(∑
j1
· · ·
∑
jn
|∆(1)j1 · · ·∆
(n)
jn
(f)|2
)1/2∥∥∥
Lp(Rnl)
.
Proof of Lemma 2.2. The proof of (2.5) is well known and is omitted; see for instance
[14, Theorem 6.1.6] when l = 1 but the same idea works for all l. So we now focus on
(2.7) which we prove inductively. The case n = 1 is the reverse of the Littlewood-Paley
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inequality when p > 1. When n = 1 and p ≤ 1, then by [15, Theorem 2.2.9] there is a
polynomial Q on Rl such that
‖f −Q‖Hp(Rl) .
∥∥∥(∑
j1
|∆
(1)
j1
(f)|2
)1/2∥∥∥
Lp(Rl)
<∞ .
Since f lies in L2(Rl), it follows that f −Q is a locally integrable function which lies in
Hp(Rl) and thus ‖f −Q‖Lp . ‖f −Q‖Hp(Rl) <∞. Therefore Q = 0 and (2.7) follows.
Assume that the assertion is valid for n. We will prove the case n + 1. Let rk be the
Rademacher functions reindexed by k ∈ Z. Applying (2.7) to g =
∑
k fkrk we obtain∫
Rl
· · ·
∫
Rl
(∑
k
|fk(x1, . . . , xn)|
2
)p/2
dx1 · · · dxn
.
∫
Rl
· · ·
∫
Rl
∫ 1
0
∣∣∣∑
k
fk(x1, . . . , xn)rk(tn+1)
∣∣∣pdtn+1dx1 · · · dxn
=C
∫ 1
0
∫
Rl
· · ·
∫
Rl
|g(x1, . . . , xn)|
pdx1 · · · dxndtn+1,
where we used the property of Rademacher functions; see for instance [14, Appendix C].
By the induction hypothesis, the preceding expression is bounded by a multiple of∫ 1
0
∫
(Rl)n
(∑
j1
· · ·
∑
jn
|∆(1)j1 · · ·∆
(n)
jn
g(x1, . . . , xn)|
2
)p/2
dx1 · · ·dxndtn+1
.
∫ 1
0
∫
(Rl)n
∫
[0,1]n
∣∣∣∑
j1
· · ·
∑
jn
∆
(1)
j1
· · ·∆
(n)
jn
g(x1, . . . , xn)
n∏
i=1
rji(ti)
∣∣∣pdt1 · · ·dtnd~x dtn+1
≈
∫
(Rl)n
∫
[0,1]n+1
∣∣∣ ∑
j1,...,jn,k
∆
(1)
j1
· · ·∆
(n)
jn fk(x1, . . . , xn)rk(tn+1)
n∏
i=1
rji(ti)
∣∣∣pdt1 · · · dtn+1d~x
.
∫
(Rl)n
(∑
j1
· · ·
∑
jn
∑
k
|∆(1)j1 · · ·∆
(n)
jn
fk(x1, . . . , xn)|
2
)p/2
dx1 · · · dxn,
once again the properties of Rademacher functions were used and d~x = dx1 · · · dxn.
It follows that∫
(Rl)n+1
|f(x1, . . . , xn+1)|
pdx1 · · · dxn+1
.
∫
(Rl)n+1
sup
t>0
∣∣[ϕt ∗ f(x1, . . . , xn)](xn+1)∣∣pdxn+1dx1 · · · dxn
.
∫
(Rl)n+1
(∑
jn+1
|∆
(n+1)
jn+1
f(x1, . . . , xn+1)|
2
)p/2
dxn+1dx1 · · · dxn
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≈
∫
(Rl)n+1
(∑
jn+1
|∆
(n+1)
jn+1
f(x1, . . . , xn+1)|
2
)p/2
dx1 · · ·dxn+1
.
∫
(Rl)n+1
(∑
j1
· · ·
∑
jn
∑
jn+1
|∆
(1)
j1
· · ·∆
(n)
jn
∆
(n+1)
jn+1
f(x1, . . . , xn, xn+1)|
2
)p/2
dx1 · · ·dxndxn+1,
where in the last step we use the inequality in the preceding alignment. To make this
argument precise, we work with finitely many terms and then then pass to limit using
Fatou’s lemma. 
Remark 2.3. In both (2.5) and (2.7) we do not need the full set of variables. For
example, we have∥∥∥(∑
j1∈Z
· · ·
∑
jq∈Z
|∆
(1)
j1
· · ·∆
(q)
jq (f)|
2
)1/2∥∥∥
Lp(Rnl)
≈ ‖f‖Lp(Rnl)
for any 1 ≤ q ≤ n by applying Lemma 2.2 to f as a function of (x1, . . . , xq).
Remark 2.4. As a consequence of (2.7) one can derive the following inequality:
‖f‖Lp(Rnl) ≤ C‖f‖Hp(Rl×···×Rl) for f ∈ L
2(Rnl), 0 < p ≤ 1
where Hp(Rl × · · · × Rl︸ ︷︷ ︸
n times
) denotes the multiparameter Hardy space; on this see [23].
3. The proof of Theorem 1.1
Proof. For 1 ≤ k 6= l ≤ m, we introduce sets
Uk,l =
{
(ξ1, . . . , ξm) ∈ (R
n)m : max
j 6=k,l
|ξj| ≤
11
10
|ξk| ≤
11
50m
|ξl|
}
and
Wk,l =
{
(ξ1, . . . , ξm) ∈ (R
n)m : max
j 6=k,l
|ξj| ≤
11
10
|ξk|,
1
10m
|ξℓ| ≤ |ξk| ≤ 2|ξl|
}
.
We now construct smooth homogeneous of degree zero functions Φk,l and Ψk,l supported
in Uk,l and Wk,l, respectively, and such that
(3.1)
∑
1≤k 6=l≤m
(
Φk,l(ξ1, . . . , ξm) + Ψk,l(ξ1, . . . , ξm)
)
= 1
for every (ξ1, . . . , ξm) in
(
Rn
)m
\ {0}; such functions can be constructed following the
hint of Exercise 7.5.4 in [15]. In the support of Φk,l the vector with the largest magnitude
is ξl, while in the support of Ψk,l the vector with the largest magnitude is ξl and the one
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with the second largest magnitude is ξk. This partition of unity induces the following
decomposition of σ:
(3.2) σ =
m∑
j=1
m∑
k=1
k 6=j
(
σΦj,k + σΨj,k
)
.
We will prove the required assertion for each piece of this decomposition, i.e., for the
multipliers σΦj,k and σΨj,k for each pair (j, k) in the previous sum. In view of the
symmetry of the decomposition, it suffices to consider the case of a fixed pair (j, k) in
the sum in (3.2). To simplify the notation, we fix the pair (m,m− 1); thus, for the rest
of the proof we fix j = m and k = m − 1, and we prove boundedness for the m-linear
operators whose symbols are σ1 = σΦm,m−1 and σ2 = σΨm,m−1. These correspond to
the m-linear operators Tσ1 and Tσ2 , respectively. Note that σ1 is supported in the set
where
max(|ξ1|, . . . , |ξm−2|) ≤
11
10
|ξm−1| and |ξm−1| ≤
1
5m
|ξm| .
Also σ2 is supported in the set where
max(|ξ1|, . . . , |ξm−2|) ≤
11
10
|ξm−1| and
1
10m
≤ |ξm−1|
|ξm|
≤ 2 .
Fix a Schwartz function θ whose Fourier transform is supported in the annulus 1
2
≤
|ξ| ≤ 2 and
∑
j∈Z θ̂(2
−jξ) = 1 for ξ ∈ Rn \ {0}. Associated with θ we define the
Littlewood–Paley operator ∆θj (g) = g ∗ θ2−j , where θt(x) = t
−nθ(t−1x) for t > 0.
The function θ can be extended to the function Θ defined on Rnm by setting Θ̂(~ξ ) =
Θ̂(ξ1, . . . , ξm) = θ̂(ξ1 + · · ·+ ξm). For given Schwartz functions fj we have
∆θj
(
Tσ1(f1, . . . , fm)
)
(x)
=
∫
Rmn
θ̂(2−j(ξ1 + · · ·+ ξm))σ1(~ξ )f̂1(ξ1) · · · f̂m(ξm)e
2πix·(ξ1+···+ξm)d~ξ
=
∫
Rmn
Θ̂(2−j~ξ )σ1(~ξ )f̂1(ξ1) · · · f̂m(ξm)e
2πix·(ξ1+···+ξm)d~ξ.
Note that for all ~ξ = (ξ1, . . . , ξm) in the support of the function Θ̂(2
−j~ξ )σ1(~ξ ), we always
have 2j−2 ≤ |ξm| ≤ 2
j+2. Therefore we can take a Schwartz function η whose Fourier
transform is supported in 1
8
≤ |ξm| ≤ 8 and identical to 1 on
1
4
≤ |ξm| ≤ 4 and insert the
factor η̂(2−jξm) into the above integral without changing the outcome. More specifically
∆θj
(
Tσ1(f1, . . . , fm)
)
(x)
=
∫
Rmn
Θ̂(2−j~ξ )σ1(~ξ )f̂1(ξ1) · · · f̂m−1(ξm−1)η̂(2
−jξm)f̂m(ξm)e
2πix·(ξ1+···+ξm)d~ξ.
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Now define Ψ̂∗(~ξ ) =
∑
|k|≤4 Ψ̂(2
−k~ξ ) and note that Ψ̂∗(2
−j~ξ ) is equal to 1 on the annulus{
~ξ ∈ Rmn : 2j−4 ≤ |~ξ | ≤ 2j+4
}
which contains the support of σ1Θ̂(2
−j·). Then we write
∆θj
(
Tσ1(f1, . . . , fm)
)
(x)
=
∫
Rmn
Ψ̂∗(2
−j~ξ )Θ̂(2−j~ξ )σ1(~ξ )f̂1(ξ1) · · · f̂m−1(ξm−1)η̂(2
−jξm)f̂m(ξm)e
2πix·(ξ1+···+ξm)d~ξ.
Taking the inverse Fourier transform, we obtain that ∆θj
(
Tσ1(f1, . . . , fm)
)
(x) is equal to
(3.3)
∫
(Rn)m
2mnj(σj1Ψ̂∗Θ̂)
∨
(
2j(x− y1), . . . , 2
j(x− ym)
)m−1∏
i=1
fi(yi) (∆
η
jfm)(ym) d~y,
where d~y = dy1 · · · dym, and σ
j
1(ξ1, ξ2, . . . , ξm) = σ1(2
jξ1, 2
jξ2, . . . , 2
jξm).
Recall our assumptions that max
1≤i≤m
max
1≤ℓ≤n
1
γiℓ
< r and max
1≤i≤m
max
1≤ℓ≤n
1
γiℓ
< min(p1, . . . , pm).
If r > 1 we pick ρ such that 1 < ρ < 2 and max
1≤i≤m
max
1≤ℓ≤n
1
γiℓ
< ρ < min(p1, . . . , pm, r). If
r = 1, we set ρ = 1.
Define a weight for (y1, . . . , ym) ∈ (R
n)m by setting
w~γ(y1, . . . , ym) =
∏
1≤i≤m
∏
1≤ℓ≤n
(1 + 4π2|yiℓ|
2)
γiℓ
2 .
Let us first suppose that ρ > 1. We have
|∆θj
(
Tσ1(f1, . . . , fm−1, fm)
)
(x)|
≤
∫
(Rn)m
w~γ
(
2j(x− y1), . . . , 2
j(x− ym)
)
|(σj1 Ψ̂∗Θ̂)
∨(2j(x− y1), . . . , 2
j(x− ym))|
×
2mnj|f1(y1) · · · fm−1(ym−1)(∆
η
jfm)(ym)|
w~γ
(
2j(x− y1), . . . , 2j(x− ym)
) d~y
≤
[ ∫
(Rn)m
∣∣(w~γ (σj1 Ψ̂∗Θ̂)∨)(2j(x− y1), . . . , 2j(x− ym))∣∣ρ′d~y] 1ρ′
× 2mnj
(∫
(Rn)m
|f1(y1) · · ·fm−1(ym−1)(∆
η
jfm)(ym)|
ρ
wρ~γ
(
2j(x− y1), . . . , 2j(x− ym)
) d~y) 1ρ
≤C
(∫
(Rn)m
∣∣∣w~γ(y1, . . . , ym)(σj1 Ψ̂)∨(y1, . . . , ym)∣∣∣ρ′d~y) 1ρ′
×
(∫
(Rn)m
2mnj |f1(y1) · · ·fm−1(ym−1)(∆
η
jfm)(ym)|
ρ(∏n
ℓ=1(1 + 2
j|xℓ − y1ℓ|)ργ1ℓ
)
· · ·
(∏n
ℓ=1(1 + 2
j|xℓ − ymℓ|)ργmℓ
) d~y) 1ρ
≤C
∥∥∥ m∏
i=1
n∏
ℓ=1
(I − ∂2ξiℓ)
γiℓ
2 (σj1 Ψ̂∗Θ̂)
∥∥∥
Lρ
m−1∏
i=1
(∫
Rn
2jn|fi(yi)|
ρ∏n
ℓ=1(1 + 2
j |xℓ − yiℓ|)ργiℓ
dyi
) 1
ρ
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×
(∫
Rn
2jn|(∆ηjfm)(ym)|
ρ∏n
ℓ=1(1 + 2
j|xℓ − ymℓ|)ργmℓ
dym
) 1
ρ
≤C ′
∥∥∥ m∏
i=1
n∏
ℓ=1
(I − ∂2ξiℓ)
γiℓ
2 (σj1 Ψ̂∗Θ̂)
∥∥∥
Lρ
[m−1∏
i=1
M(|fi|
ρ)(x)
1
ρ
]
M(|∆ηjfm|
ρ)(x)
1
ρ
where M is the strong maximal function given as M = M (1) ◦ · · · ◦M (n), where M (j)
is the Hardy-Littlewood maximal operator acting in the jth variable. Here we made use
of the hypothesis that γiℓρ > 1 and we used the Hausdorff-Young inequality, which is
possible since 1 ≤ ρ < 2. Now using (2.1) we obtain∥∥∥ m∏
i=1
n∏
ℓ=1
(I − ∂2ξiℓ)
γiℓ
2 (σj1 Ψ̂∗Θ̂)
∥∥∥
Lρ
.
∥∥∥ m∏
i=1
n∏
ℓ=1
(I − ∂2ξiℓ)
γiℓ
2 (σ(2j(·)) Ψ̂∗)
∥∥∥
Lr
. A .
We now turn to the case where r = 1 in which case ρ = 1. We choose γ′iℓ < γiℓ and δ > 0
such that
1
γiℓ
=
1
γ′iℓ + δ
<
1
γ′iℓ
<
1
γ′iℓ − δ
<
1
r
= 1
for all i, ℓ. The preceding argument with γ′iℓ− δ in place of γiℓ yields that is bounded by
|∆θj
(
Tσ1(f1, . . . , fm)
)
| ≤ C ′
∥∥∥ m∏
i=1
n∏
ℓ=1
(I − ∂2ξiℓ)
γ′iℓ−δ
2 (σj1 Ψ̂∗Θ̂)
∥∥∥
L1
[m−1∏
i=1
M(|fi|)
]
M(|∆ηjfm|) .
In view of (2.2) we obtain∥∥∥ m∏
i=1
n∏
ℓ=1
(I − ∂2ξiℓ)
γ′iℓ−δ
2 (σj1 Ψ̂∗Θ̂)
∥∥∥
L1
.
∥∥∥ m∏
i=1
n∏
ℓ=1
(I − ∂2ξiℓ)
γ′iℓ+δ
2 (σ(2j(·)) Ψ̂)
∥∥∥
L1
. A .
Thus, we have obtained the estimate
|∆θj
(
Tσ1(f1, . . . , fm−1, fm)
)
(x)| . A
[m−1∏
i=1
M(|fi|
ρ)(x)
1
ρ
]
M(|∆ηjfm|
ρ)(x)
1
ρ
from which it follows that(∑
j∈Z
|∆θjTσ1(f1, . . . , fm−1, fm)|
2
) 1
2
. A
[m−1∏
i=1
M(|fi|
ρ)
1
ρ
](∑
j∈Z
M(|∆ηjfm|
ρ)
2
ρ
) 1
2
.
The claimed bound follows by applying Ho¨lder’s inequality with exponents p1, . . . , pm and
using the boundedness ofM on Lpi/ρ, i = 1, . . . , m, and the Fefferman-Stein [12] vector-
valued Hardy-Littlewood maximal function inequality on Lpm/ρ. (Note 1 < 2/ρ ≤ 2.)
Next we deal with σ2. Using the notation introduced earlier, we write
Tσ2(f1, . . . , fm−1, fm) =
∑
j∈Z
Tσ2(f1, . . . , fm−1,∆
θ
jfm) .
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We introduce another Littlewood–Paley operator ∆ζj , which is given on the Fourier trans-
form by multiplying with a bump ζ̂(2−jξ), where ζ̂ is equal to one on the annulus
{ξ ∈ Rn : 1
2k
≤ |ξ| ≤ 4} with 1
2k
≤ 1
20m
, vanishes off the annulus 1
2k+1
≤ |ξ| ≤ 8, and∑
j ζ̂(2
−jξ) = k + 3. The key observation in this case is that
(3.4) Tσ2(f1, . . . , fm−1,∆
θ
jfm) = Tσ2
(
f1, . . . , fm−2,∆
ζ
jfm−1,∆
θ
jfm
)
.
As in the previous case, we have
Tσ2
(
f1, . . . , fm−2,∆
ζ
jfm−1,∆
θ
jfm
)
(x)
=
∫
(Rn)m
σ2(~ξ )
m−2∏
i=1
f̂i(ξi)
̂∆ζjfm−1(ξm−1)∆̂
θ
jfm(ξm)e
2πix·(ξ1+···+ξm) d~ξ.(3.5)
The integrand in the right-hand side of (3.5) is supported in 1
2
2j ≤ |ξ1| + · · · + |ξm| ≤
11m
5
2j. Thus one may insert the factor
Ψ̂∗(2
−jξ1, . . . , 2
−jξm) =
∑
|k|≤m+1
Ψ̂(2−j−kξ1, . . . , 2
−j−kξm)
in the integrand.
A similar calculation as in the case for σ1 yields the estimate
|Tσ2(f1, . . . , fm−2,∆
ζ
jfm−1,∆
θ
jfm)| . A
(m−2∏
i=1
M(|fi|
ρ)
1
ρ
)
M(|∆ζjfm−1|
ρ)
1
ρM(|∆θjfm|
ρ)
1
ρ .
Summing over j and taking Lp norms yields∥∥Tσ2(f1, . . . , fm−1, fm)∥∥Lp(Rn)
≤C A
∥∥∥[m−2∏
i=1
M(|fi|
ρ)
1
ρ
]∑
j∈Z
M(|∆θjfm−1|
ρ)
1
ρM(|∆ηjfm|
ρ)
1
ρ
∥∥∥
Lp
≤C A
∥∥∥[m−2∏
i=1
M(|fi|
ρ)
1
ρ
](∑
j∈Z
M(|∆θjfm−1|
ρ)
2
ρ
) 1
2
(∑
j∈Z
M(|∆ηjfm|
ρ)
2
ρ
) 1
2∥∥∥
Lp(Rn)
Applying Ho¨lder’s inequality, the boundedness of M on Lpi/ρ, i = 1, . . . , m − 1, and
the Fefferman-Stein [12] vector-valued Hardy-Littlewood maximal function inequality on
Lpm−1/ρ or on Lpm/ρ (noting that 1 < 2/ρ ≤ 2) concludes the proof of the theorem. 
Remark 3.1. In case I we obtained the estimate
|∆θj
(
Tσ1(f1, . . . , fm−1, fm)
)
| . A
[m−1∏
i=1
M(|fi|
ρ)
1
ρ
]
M(|∆ηjfm|
ρ)
1
ρ .
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In case II we obtained the estimate
|Tσ2(f1, . . . , fm−1,∆
θ
jfm)| . A
(m−2∏
i=1
M(|fi|
ρ)
1
ρ
)
M(|∆ζjfm−1|
ρ)
1
ρM(|∆θjfm|
ρ)
1
ρ .
By symmetry for any k0 6= j0 in {1, . . . , m} we have for σΦj0,k0
|∆θj
(
TσΦj0,k0 (f1, . . . , fm)
)
| . A
[ ∏
1≤i≤m
i 6=j0
M(|fi|
ρ)
1
ρ
]
M(|∆ηjfj0 |
ρ)
1
ρ
and for σΨj0,k0
|TσΨj0,k0 (f1, . . . ,∆
θ
jfj0 , . . . , fm)| . A
[ ∏
1≤i≤m
i 6=j0
i 6=k0
M(|fi|
ρ)
1
ρ
]
M(|∆ηjfj0|
ρ)
1
ρM(|∆ζjfk0|
ρ)
1
ρ .
4. The proof of Theorem 1.3
Proof. For 1 ≤ k 6= l ≤ m, recall the sets Uk,l and Wk,l and the functions Φk,l and Ψk,l
in the proof of Theorem 1.1. Letting σ1k,l = σΦk,l and σ
2
k,l = σΨk,l, we write
σ =
∑
1≤k 6=l≤n
(
σ1k,l + σ
2
k,l
)
.
By the symmetry, it suffices to consider the case where k = m − 1 and l = m. We
establish the claimed estimate for Tσ1 and Tσ2 with σ1 = σ
1
m−1,m and σ2 = σ
2
m−1,m.
We first consider Tσ1(f1, . . . , fm), where fj are fixed Schwartz functions. We will prove
(4.1)
∥∥∥∥∥(∑
j
∆θj(Tσ1(f1, . . . , fm))|
2
)1/2∥∥∥∥∥
L1/m,∞(Rn)
. A ‖f1‖H1(Rn) · · · ‖fm‖H1(Rn) .
Let H1/m,∞ denote the weak Hardy space of all bounded tempered distributions whose
smooth maximal function lies in weak L1/m. Given 0 < p <∞, for F in L2(Rn) there is
a polynomial Q on Rn such that
(4.2) ‖F −Q‖Lp,∞(Rn) ≤ Cp,n ‖F −Q‖Hp,∞(Rn) ≈
∥∥∥(∑
j
|∆j(F )|
2
)1/2∥∥∥
Lp,∞(Rn)
,
by a result of He [24]. But the fact that F lies in L2 implies that Q = 0. Applying (4.2)
with F = Tσ1(f1, . . . , fm), for which we observe that ‖Tσ1(f1, . . . , fm)‖L2(Rn) < ∞ for
Schwartz functions fj , we conclude from (4.1) that (1.9) holds for σ1.
To verify (4.1), we recall (3.3) and set ωγi(y) = (1 + 4π
2|y|2)
γi
2 for y ∈ Rn. Choose γ′j
and δ > 0 such that n < γ′i − δ < γ
′
i < γ
′
i + δ = γi for all 1 ≤ i ≤ m.
Now we rewrite
|∆θj
(
Tσ1(f1, . . . , fm)
)
(x)|
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≤
∫
(Rn)m
{ m∏
i=1
ωγ′i−δ(2
j(x− yi))
}
|(σj1 Ψ̂∗Θ̂)
∨(2j(x−y1), . . . , 2
j(x−ym))|
×
2mnj|f1(y1)| · · · |fm−1(ym−1)||(∆
η
jfm)(ym)|∏m
i=1 ωγ′i−δ(2
j(x− yi))
d~y
.
∥∥∥( m∏
i=1
ωγ′i−δ
)
(σj1 Ψ̂∗Θ̂)
∨
∥∥∥
L∞
(m−1∏
i=1
M(fi)(x)
)
M(∆ηj fm)(x) ,(4.3)
as a consequence of the fact that γ′i− δ > n for all 1 ≤ i ≤ m. Here M is the uncentered
Hardy-Littlewood maximal operator. In view of the Hausdorff-Young inequality, the first
factor in (4.3) is bounded by∥∥∥ m∏
i=1
(I −∆ξi)
γ′i−δ
2
(
σj1 Ψ̂∗Θ̂
)∥∥∥
L1
.
∥∥∥ m∏
i=1
(I −∆ξi)
γ′i+δ
2
(
σ(2j(·)) Ψ̂
)∥∥∥
L1
. A
where the penultimate inequality is a consequence of (2.2) and that γ′i + δ = γi.
Thus, we proved
|∆θj
(
Tσ1(f1, . . . , fm)
)
| . A
(m−1∏
i=1
M(fi)
)
M(∆ηj fm).
Using the preceding inequality we obtain∥∥Tσ1(f1, . . . , fm−1, fm)∥∥H1/m,∞(Rn)
.
∥∥∥{∑
j
|∆θj
(
Tσ1(f1, . . . , fm)
)
|2
} 1
2
∥∥∥
L1/m,∞(Rn)
. A
∥∥∥{∑
j
M(∆ηj fm)
2
} 1
2
∥∥∥
L1,∞(Rn)
m−1∏
i=1
∥∥M(fi)∥∥L1,∞(Rn)
. A
∥∥∥{∑
j
|∆ηjfm|
2
} 1
2
∥∥∥
L1(Rn)
m−1∏
i=1
‖fi‖L1(Rn)
. A
m∏
i=1
‖fi‖H1(Rn) .
This proves estimate (1.9) for σ1.
Next we deal with σ2. From (3.4), we have
Tσ2(f1, . . . , fm−1, fm) =
∑
j∈Z
Tσ2(f1, . . . , fm−1,∆
θ
jfm),
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where Tσ2
(
f1, . . . , fm−2,∆
ζ
jfm−1,∆
θ
jfm
)
is defined in (3.5). A similar calculation as in
the case for σ1 yields the estimate
|Tσ2(f1, . . . , fm−2,∆
ζ
jfm−1,∆
θ
jfm)| . A
(m−2∏
i=1
M(fi)
)
M(∆ζjfm−1)M(∆
θ
jfm) .
Summing over j, taking L1/m,∞ quasinorms and applying the Littlewood-Paley char-
acterization of H1 we deduce∥∥Tσ2(f1, . . . , fm−1, fm)∥∥L1/m,∞(Rn)
. A
∥∥∥m−2∏
i=1
M(fi)
∑
j∈Z
M
(
∆ζjfm−1
)
M
(
∆θjfm
) ∥∥∥
L1/m,∞(Rn)
. A
∥∥∥{m−2∏
i=1
M(fi)
}{∑
j∈Z
M
(
∆ζjfm−1
)2} 12{∑
j∈Z
M
(
∆θjfm
)2 } 12∥∥∥
L1/m,∞(Rn)
. A
(m−2∏
i=1
∥∥M(fi)∥∥L1,∞)∥∥∥{∑
j∈Z
M
(
∆ζjfm−1
)2}12∥∥∥
L1,∞
∥∥∥{∑
j∈Z
M
(
∆θjfm
)2}12∥∥∥
L1,∞
. A
(m−2∏
i=1
∥∥fi∥∥L1(Rn))∥∥∥{∑
j∈Z
∣∣∆ζjfm−1∣∣2} 12∥∥∥
L1(Rn)
∥∥∥{∑
j∈Z
∣∣∆θjfm∣∣2 } 12∥∥∥
L1(Rn)
. A
m∏
i=1
∥∥fi∥∥H1(Rn) .
This concludes the proof of Theorem 1.3.

5. The proof of Theorem 1.4
We provide the proof of Theorem 1.4 next, which is similar to the proof of Theorem
1.1 but could be read independently.
Since the detailed proof of Theorem 1.4 is notationally cumbersome, we first present a
proof in the case where m = 4 and n = 3, i.e., the case of 4 variables and 3 coordinates.
This case captures all the ideas of the general case. Then we discuss the general case at
the end.
Consider the following matrix of the coordinates of all variables:
ξ11 ξ12 ξ13
ξ21 ξ22 ξ23
ξ31 ξ32 ξ33
ξ41 ξ42 ξ43
 =

ξ1
ξ2
ξ3
ξ4
 .
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Along each column we encounter two cases: the case where the largest coordinate is
larger than all the other ones (case I) and the other case where the largest coordinate is
comparable to the second largest (case II). Such a splitting along all columns produces
8 cases. We only study a representative of these 8 cases, and in each one of those we
make an arbitrary assumption about the largest variable. The case below illustrates the
general one. Assume that:
• along column 1: case I (largest in modulus variable is ξ41);
• along column 2: case II (largest in modulus variable is ξ42 and second largest is
ξ12);
• along column 3: case I (largest in modulus variable is ξ23).
We denote the symbol associated with this case by
τ = σ
41,(42,12),23
I,II,I .
This symbol is obtained by multiplying σ by a function of the form
Φ
( |ξ11|
|ξ41|
,
|ξ21|
|ξ41|
,
|ξ31|
|ξ41|
)
Φ
( |ξ12|
|ξ42|
,
|ξ22|
|ξ42|
,
|ξ32|
|ξ42|
)
Ψ
( |ξ12|
|ξ42|
)
Φ
( |ξ13|
|ξ23|
,
|ξ33|
|ξ23|
,
|ξ43|
|ξ23|
)
where Φ(u1, u2, u3) is supported in
[
0, 11
200
]× [0, 11
200
]× [0, 1
20
]
while Ψ(u) is supported in[
1
40
, 2
]
; see the proof of Theorem 1.1 or [15] (pages 570-571 or Exercise 7.5.4).
Fix a Schwartz function θ whose Fourier transform is supported in [1
2
, 2]∪ [−2,−1
2
] and
satisfies
∑
j∈Z θ̂(2
−jv) = 1 for v ∈ R\{0}. Associated with θ we define the Littlewood–
Paley operator ∆
(i)
j (f) = f ∗i θ2−j , where θt(u) = t
−nθ(t−1u) for t > 0 and ∗i denotes
the convolution in the ith variable. In a Littlewood-Paley operator ∆
(k)
j the upper letter
inside the parenthesis indicates the coordinate on which it acts, so 1 ≤ k ≤ 3. We write
Tτ (f1, f2, f3, f4) =
∑
j1
∑
j2
∑
j3
Tτ
(
f1,∆
(3)
j3
f2, f3,∆
(2)
j2
∆
(1)
j1
f4
)
and we have
Tτ
(
f1,∆
(3)
j3
f2, f3,∆
(2)
j2
∆
(1)
j1
f4
)
(x) =∫
R12
τ(~ξ )f̂1(ξ1)θ̂(2
−j3ξ23)f̂2(ξ2)f̂3(ξ3)θ̂(2
−j2ξ42)θ̂(2
−j1ξ41)f̂4(ξ4)e
2πix·(ξ1+ξ2+ξ3+ξ4)d~ξ.
Since ξ41 is the largest variable among ξ11, ξ21, ξ31, ξ41, we have that
|ξ41| ≤ |ξ11|+ |ξ21|+ |ξ31|+ |ξ41| ≤
232
200
|ξ41|
and since ξ42 is the largest variable among ξ12, ξ22, ξ32, ξ42, we have that
|ξ42| ≤ |ξ12|+ |ξ22|+ |ξ32|+ |ξ42| ≤
232
200
|ξ42|.
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Likewise
|ξ23| ≤ |ξ13|+ |ξ23|+ |ξ33|+ |ξ43| ≤
232
200
|ξ23| .
We may therefore insert in the preceding integral the function
Ω̂
(
D−j1,−j2,−j3(ξ1, ξ2, ξ3, ξ4)
)
= Θ̂(2−j1(ξ11+ ξ21+ ξ31+ ξ41))Θ̂(2
−j3(ξ13+ ξ23+ ξ33+ ξ43)),
where Θ̂(u) = θ̂(u/2) + θ̂(u) + θ̂(2u); notice that Θ̂ equals 1 on the support of θ̂. We
denote by ∆˜j the Littlewood-Paley operators associated to Θ. For the same reason we
may also insert the function
Ψ̂∗
(
D−j1,−j2,−j3(ξ1, ξ2, ξ3), ξ4
)
= Ψ̂∗1(2
−j1(ξ11, ξ21, ξ31, ξ41))Ψ̂∗2(2
−j2(ξ12, ξ22, ξ32, ξ42))Ψ̂∗3(2
−j3(ξ13, ξ23, ξ33, ξ43))
where
Ψ̂∗ℓ(u1, u2, u3, u4) =
∑
|k|≤1
Ψ̂ℓ(2
−k(u1, u2, u3, u4)) ,
and Ψℓ is as in the hypotheses of the theorem. Let
Dj1,j2,j3(ξ1, ξ2, ξ3, ξ4) =


ξ11 ξ12 ξ13 ξ14
ξ21 ξ22 ξ23 ξ24
ξ31 ξ32 ξ33 ξ34
ξ41 ξ42 ξ43 ξ44


2j1
2j2
2j3
1


and
τ j1,j2,j3(ξ1, ξ2, ξ3, ξ4) = τ
(
Dj1,j2,j3(ξ1, ξ2, ξ3, ξ4)
)
.
Additionally, in case II there is the second largest variable which is comparable to the
largest one. Therefore we can take a Schwartz function η whose Fourier transform is
supported in [ 1
256
, 8]∪ [−8,− 1
256
] and identical to 1 on [ 1
128
, 4]∪ [−4,− 1
128
] and insert the
factor η̂(2−j2ξ12) into the above integral without changing the outcome. Let us denote
the Littlewood-Paley operator associated with η by ∆j .
We may therefore rewrite
Tτ
(
f1,∆
(3)
j3
f2, f3,∆
(2)
j2
∆
(1)
j1
f4
)
= Tτ
(
∆
(2)
j2
f1,∆
(3)
j3
f2, f3,∆
(2)
j2
∆
(1)
j1
f4
)
= ∆˜
(1)
j1
∆˜
(3)
j3
Tτ
(
∆
(2)
j2
f1,∆
(3)
j3
f2, f3,∆
(2)
j2
∆
(1)
j1
f4
)
.
Manipulations with the Fourier transform give that the above can be expressed as∫
R12
24(j1+j2+j3)
(
τ j1,j2,j3Ψ̂∗ Ω̂
)∨(
Dj1,j2,j3(x− y1, x− y2, x− y3, x− y4)
)
(∆
(2)
j2
f1)(y1)(∆
(3)
j3
f2)(y2)f3(y3)(∆
(2)
j2
∆
(1)
j1
f4)(y4)dy1dy2dy3dy4 .
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If r = 1, set ρ = 1. If r > 1 pick ρ such that 1 < ρ < 2 and that
max
1≤i≤m
max
1≤ℓ≤n
1
γiℓ
< ρ < min(p1, . . . , pm, r).
Setting ωβ(y) = (1 + 4π
2|y|2)
β
2 for y ∈ R, we write∣∣∣Tτ(f1,∆(3)j3 f2, f3,∆(2)j2 ∆(1)j1 f4)(x1, x2, x3)∣∣∣
≤
∫
R12
2
4(j1+j2+j3)
ρ′
{ 4∏
i=1
3∏
ℓ=1
ωγiℓ(2
jℓ(xℓ − yiℓ))
}
(τ j1,j2,j3Ψ̂∗Ω̂)∨(Dj1,j2,j3(x− y1, x− y2, x− y3, x− y4))
2
j1+j2+j3
ρ (∆
(2)
j2
f1)(y1)∏3
ℓ=1 ωγ1ℓ(2
jℓ(xℓ − y1ℓ))
2
j1+j2+j3
ρ (∆
(3)
j3
f2)(y2)∏3
ℓ=1 ωγ2ℓ(2
jℓ(xℓ − y2ℓ))
2
j1+j2+j3
ρ f3(y3)∏3
ℓ=1 ωγ3ℓ(2
jℓ(xℓ − y3ℓ))
2
j1+j2+j3
ρ (∆
(2)
j2
∆
(1)
j1
f4)(y4)∏3
ℓ=1 ωγ4ℓ(2
jℓ(xℓ − y4ℓ))
dy1dy2dy3dy4.
We now apply Ho¨lder’s inequality with exponents ρ and ρ′ to obtain the estimate∣∣∣Tτ(∆(2)j2 f1,∆(3)j3 f2, f3,∆(2)j2 ∆(1)j1 f4)(x1, x2, x3)∣∣∣
≤ CAM(|∆
(2)
j2
f1|
ρ)
1
ρM(|∆
(3)
j3
f2|
ρ)
1
ρM(|f3|
ρ)
1
ρM(|∆
(2)
j2
∆
(1)
j1
f4|
ρ)
1
ρ ,
(5.1)
where we used that ργiℓ > 1 for all i, ℓ and also that∥∥∥ 4∏
i=1
3∏
ℓ=1
(I − ∂2ξiℓ)
γiℓ
2 (τ j1,j2,j3 Ψ̂∗Ω̂)
∥∥∥
Lρ
.
∥∥∥ 4∏
i=1
3∏
ℓ=1
(I − ∂2ξiℓ)
γiℓ
2 (τ j1,j2,j3 Ψ̂∗)
∥∥∥
Lρ
.
∥∥∥ 4∏
i=1
3∏
ℓ=1
(I − ∂2ξiℓ)
γiℓ
2 (σ ◦Dj1,j2,j3) Ψ̂
∗
∥∥∥
Lr
. A
which is a consequence of Lemma 2.1 and of the fact that Ψ∗ is a finite sum of Ψℓ’s.
We now use (5.1) to estimate our operator. We write
Tτ (f1, f2, f3, f4) =
∑
j1
∑
j2
∑
j3
∆˜
(1)
j1
∆˜
(3)
j3
Tτ
(
∆
(2)
j2 f1,∆
(3)
j3
f2, f3,∆
(2)
j2
∆
(1)
j1
f4
)
.
LetM denote the strong maximal function. For each j1 and j3 we have the pointwise
estimate∣∣∆˜(1)j1 ∆˜(3)j3 ∑
j2
Tτ
(
∆
(2)
j2 f1,∆
(3)
j3
f2, f3,∆
(2)
j2
∆
(1)
j1
f4
)∣∣
≤ CA
∑
j2
M(|∆
(2)
j2 f1|
ρ)
1
ρM(|∆
(3)
j3
f2|
ρ)
1
ρM(|f3|
ρ)
1
ρM(|∆
(2)
j2
∆
(1)
j1
f4|
ρ)
1
ρ
≤ CA
(∑
j2
M(|∆
(2)
j2 f1|
ρ)
2
ρ
) 1
2
M(|∆
(3)
j3
f2|
ρ)
1
ρM(|f3|
ρ)
1
ρ
(∑
j2
M(|∆
(2)
j2
∆
(1)
j1
f4|
ρ)
2
ρ
) 1
2
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We now apply Lemma 2.2 (hypothesis (2.6) is easy to check), more precisely by
Remark 2.3, to write∥∥Tτ (f1, f2, f3, f4)∥∥Lp . ∥∥∥(∑
j1
∑
j3
∣∣∣∆˜(1)j1 ∆˜(3)j3 ∑
j2
Tτ
(
∆
(2)
j2
f1,∆
(3)
j3
f2, f3,∆
(2)
j2
∆
(1)
j1
f4
)∣∣∣2) 12∥∥∥
Lp
and using the preceding estimate we control this expression by
A
∥∥∥∥(∑
j2
M(|∆
(2)
j2
f1|
ρ)
2
ρ
) 1
2
(∑
j3
M(|∆
(3)
j3
f2|
ρ)
2
ρ
) 1
2
M(|f3|
ρ)
1
ρ
(∑
j2
∑
j1
M(|∆
(2)
j2
∆
(1)
j1
f4|
ρ)
2
ρ
) 1
2
∥∥∥∥
Lp
.
The required conclusion follows by applying Ho¨lder’s inequality, the Fefferman-Stein
inequality [12], and Lemma 2.2 using the facts that 1 ≤ ρ < 2 and ρ < pi for all i.
We show now how to modify the above proof to obtain the general case. To do so, we
introduce some notation. We consider the set {1, 2, . . . , n} that indexes the columns of
the m× n matrix (ξkl){1≤k≤m,1≤l≤n}. We split the set {1, 2, . . . , n} into two pieces I and
II, by placing l ∈ I if the lth column follows in the first case (where there the largest
variable dominates all the other ones) and placing l ∈ II if the lth column follows in the
second case (where there the largest variable and the second largest are comparable). To
make the notation a bit simpler, without loss of generality we suppose that I = {1, . . . , q}
and II = {q + 1, . . . , n} for some q. Notice that one of these sets could be empty.
Recall the notation for the Littlewood-Paley operators ∆
(l)
j as in the case m = 4,
n = 3. For the purposes of this theorem we introduce a slightly more refined notation
using two upper indices in ∆
(k,l)
j . The first index shows the function fk on which ∆
(k,l)
j
acts and the second one the coordinate ξkl of the variable ξk on which ∆
(k,l)
j acts.
Define a map
u : {1, 2, . . . , n} → {1, 2, . . . , m}
such that for each l, u(l) denotes the index such that ξu(l)l is largest among ξkl. Also
define a map
u¯ : {q + 1, . . . , n} → {1, 2, . . . , m}
such that ξu¯(l)l is second largest among ξkl. We always have u¯(l) 6= u(l) for all l in
{q + 1, . . . , n}. We also define
∆
(u(r),r)
j
~f = ∆
(u(r),r)
j (f1, . . . , fm) = (f1, . . . ,∆
(r)
j fu(r), . . . , fm)
and we extend this definition to the case where ∆
(u(i1),i1)
ji1
· · ·∆
(u(ir),ir)
jir
acts on (f1, . . . , fm).
Additionally, we use the definitions of ∆˜j and ∆j as introduced in the special case m = 4,
n = 3.
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Let τ be the multilinear multiplier associated with a given fixed mapping u. We write
Tτ (f1, . . . , fm)
=
∑
j1,...,jn∈Z
Tτ
[
∆
(u(1),1)
j1
· · ·∆
(u(n),n)
jn (f1, . . . , fm)
]
=
∑
j1,...,jq∈Z
∆˜
(u(1),1)
j1
· · · ∆˜
(u(q),q)
jq
∑
jq+1,...,jn∈Z
Tτ
[ q∏
κ=1
∆
(u(κ),κ)
jκ
n∏
λ=q+1
∆
(u(λ),λ)
jλ
∆
(u(λ),λ)
jλ
~f
]
.
The estimates in the case m = 4 and n = 3 show that the term in the interior sum
satisfies∣∣∣∆˜(u(1),1)j1 · · · ∆˜(u(q),q)jq ∑
jq+1,...,jn∈Z
Tτ
[ q∏
κ=1
∆
(u(κ),κ)
jκ
n∏
λ=q+1
∆
(u(λ),λ)
jλ
∆
(u(λ),λ)
jλ
(f1, . . . , fm)
]∣∣∣
. A
∑
jq+1,...,jn∈Z
m∏
i=1
M
(∣∣∣∣ ∏
1≤κ≤q
κ∈u−1[i]
∆
(i,κ)
jκ
∏
q+1≤λ≤n
λ∈u−1[i]
∆
(i,λ)
jλ
∏
q+1≤µ≤n
µ∈u−1[i]
∆
(i,µ)
jµ fi
∣∣∣∣ρ) 1ρ ,
where u−1[i] = {k ∈ {1, . . . , n} : u(k) = i} and with the understanding that if any
of the index sets is empty, then the corresponding Littlewood-Paley operators do not
appear. Applying the Cauchy-Schwarz inequality m−q times successively for the indices
jq+1, jq+1, . . . , jm we estimate the last displayed expression by
A
m∏
i=1
[ ∑
jλ∈Z
λ∈u−1[i]
q+1≤λ≤n
∑
jµ∈Z
µ∈u−1[i]
q+1≤µ≤n
M
(∣∣∣∣ ∏
1≤κ≤q
κ∈u−1[i]
∆
(i,κ)
jκ
∏
q+1≤λ≤n
λ∈u−1[i]
∆
(i,λ)
jλ
∏
q+1≤µ≤n
µ∈u−1[i]
∆
(i,µ)
jµ fi
∣∣∣∣ρ)2ρ] 12 .(5.2)
When I 6= ∅, we use Lemma 2.2 and (5.2) to obtain∥∥Tτ (f1, . . . , fm)∥∥Lp
=
∥∥∥∥ ∑
j1,...,jq∈Z
∆˜
(u(1),1)
j1
· · · ∆˜
(u(q),q)
jq
∑
jq+1,...,jn∈Z
Tτ
[ q∏
κ=1
∆
(u(κ),κ)
jκ
n∏
λ=q+1
∆
(u(λ),λ)
jλ
∆
(u(λ),λ)
jλ
~f
]∥∥∥∥
Lp
.
∥∥∥∥∥
[ ∑
j1,...,jq∈Z
∣∣∣∆˜(u(1),1)j1 · · · ∆˜(u(q),q)jq ∑
jq+1,...,jn∈Z
Tτ
[ q∏
κ=1
∆
(u(κ),κ)
jκ
n∏
λ=q+1
∆
(u(λ),λ)
jλ
∆
(u(λ),λ)
jλ
~f
]∣∣∣2] 12∥∥∥∥∥
Lp
. A
∥∥∥∥∥
[ ∑
j1,...,jq∈Z
m∏
i=1
{ ∑
jλ∈Z
λ∈u−1[i]
q+1≤λ≤n
∑
jµ∈Z
µ∈u−1[i]
q+1≤µ≤n
M
(∣∣∣∣ ∏
1≤κ≤q
κ∈u−1[i]
∆
(i,κ)
jκ
∏
q+1≤λ≤n
λ∈u−1[i]
∆
(i,λ)
jλ
∏
q+1≤µ≤n
µ∈u−1[i]
∆
(i,µ)
jµ fi
∣∣∣∣ρ)2ρ}] 12
∥∥∥∥∥
Lp
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. A
∥∥∥∥∥
( m∏
i=1
∑
jκ∈Z
κ∈u−1[i]
1≤κ≤q
∑
jλ∈Z
λ∈u−1[i]
q+1≤λ≤n
∑
jµ∈Z
µ∈u−1[i]
q+1≤µ≤n
M
(∣∣∣∣ ∏
1≤κ≤q
κ∈u−1[i]
∆
(i,κ)
jκ
∏
q+1≤λ≤n
λ∈u−1[i]
∆
(i,λ)
jλ
∏
q+1≤µ≤n
µ∈u−1[i]
∆
(i,µ)
jµ fi
∣∣∣∣ρ)2ρ) 12
∥∥∥∥∥
Lp
.
Otherwise, when I = ∅, from (5.2) we can see that Tτ (f1, . . . , fm) is controlled by
A
m∏
i=1
[ ∑
jλ∈Z
λ∈u−1[i]
1≤λ≤n
∑
jµ∈Z
µ∈u−1[i]
1≤µ≤n
M
(∣∣∣∣ ∏
1≤λ≤n
λ∈u−1[i]
∆
(i,λ)
jλ
∏
1≤µ≤n
µ∈u−1[i]
∆
(i,µ)
jµ fi
∣∣∣∣ρ)2ρ] 12 .(5.3)
At this point we apply Ho¨lder’s inequality and the Fefferman-Stein inequality [12] using
the facts that 1 < ρ < 2 and ρ < pi for all i. Then we control
∥∥Tτ (f1, . . . , fm)∥∥Lp by a
constant multiple of
A
m∏
i=1
∥∥∥∥∥
( ∑
jκ∈Z
κ∈u−1[i]
1≤κ≤q
∑
jλ∈Z
λ∈u−1[i]
q+1≤λ≤n
∑
jµ∈Z
µ∈u−1[i]
q+1≤µ≤n
∣∣∣∣ ∏
1≤κ≤q
κ∈u−1[i]
∆
(i,κ)
jκ
∏
q+1≤λ≤n
λ∈u−1[i]
∆
(i,λ)
jλ
∏
q+1≤µ≤n
µ∈u−1[i]
∆
(i,µ)
jµ fi
∣∣∣∣2) 12
∥∥∥∥∥
Lpi
or
A
m∏
i=1
∥∥∥∥∥
( ∑
jλ∈Z
λ∈u−1[i]
1≤λ≤n
∑
jµ∈Z
µ∈u−1[i]
1≤µ≤n
∣∣∣∣ ∏
1≤λ≤n
λ∈u−1[i]
∆
(i,λ)
jλ
∏
1≤µ≤n
µ∈u−1[i]
∆
(i,µ)
jµ fi
∣∣∣∣2) 12
∥∥∥∥∥
Lpi
and by the Littlewood-Paley theorem the last expression is bounded by A times the
product of the Lpi norms of the fi.
Remark 5.1. We see from the proof that we do not use the property that ξkl ∈ R, so
the same argument generalizes our result to the case when each fk is defined on R
d with
ξkl ∈ R
d. This covers [6, Theorem 1.10], as we claimed in the introduction.
6. Applications: Caldero´n-Coifman-Journe´ commutators
6.1. Caldero´n commutator. In 1965 Caldero´n [2] introduced the (first-order) commu-
tator
C1(f ; a)(x) = p.v.
∫
R
A(x)−A(y)
(x− y)2
f(y)dy,(6.1)
where a is the derivative of a Lipschitz function A and f is a test function on the real
line. It is known that C1 is a bounded operator in L
p(R), 1 < p < ∞, if A is a Lipchitz
function on R and
‖C1(f ; a)‖Lp(R) ≤ Cp‖a‖L∞(R)‖f‖Lp(R), 1 < p <∞.
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See Caldero´n [2, 3] and Coifman-Meyer [8] for its history.
Viewed as a bilinear operator acting on the pair (f, a), then the operator C1 can be
written as a bilinear multiplier operator
C1(f ; a)(x) = −iπ
∫
R
∫
R
f̂(ξ) â(η)
(
sgn (η)Φ
(
ξ/η
))
e2πix(ξ+η) dξdη ,(6.2)
where Φ is the following Lipschitz function on the real line:
Φ(s) =

−1, s ≤ −1;
1 + 2s, −1 < s ≤ 0;
1, s > 0.
(6.3)
The operator C1 is too singular to fall under the scope of multilinear Caldero´n-Zygmund
theory [22]. However it was shown to be bounded from Lp1(R)× Lp2(R) to Lp(R) when
1 < p1, p2 < ∞ and (1/p1 + 1/p2)
−1 = p > 1/2; see C. Caldero´n [4]. See also Coifman-
Meyer [8] and Duong-Grafakos-Yan [11]. The boundedness of C1 on L
p for p ≥ 1 was
also studied by Muscalu [33] via time-frequency analysis.
In this work we will apply Theorem 1.1 to obtain a direct proof of the boundedness
of C1 from L
p1(R)×Lp2(R) to Lp(R) in the full range of p > 1/2. Our proof is based on
exploiting the (limited) smoothness of the function Φ, measured in terms of a Sobolev
space norm. A partial result using a similar idea in this direction with the restriction
p > 2/3 has been obtained by [32].
For r ≥ 1 and γ > 0, we recall the Sobolev space Lrγ(R
n), γ > 0 of all functions g
with ‖(I − ∆)γ/2g‖Lp < ∞. For ~γ = (γ1, . . . , γn), we denote by L
r
~γ(R
n) the class of
distributions f such that ∥∥∥∥ ∏
1≤ℓ≤n
(I − ∂2ℓ )
γℓ
2 f
∥∥∥∥
Lr(Rn)
<∞.
It is easy to verify using multiplier theorems that Lrγ(R
n) ⊂ Lr~γ(R
n), where γ = |~γ| =
γ1 + · · · + γn. The spaces L
r
~γ(R
n) are sometimes referred to as Sobolev spaces with
dominating mixed smoothness in the literature, see [37] for more details and references.
To begin, we need the following characterizations of Sobolev norms, given by Stein
[38], [39, Lemma 3, p. 136].
Lemma 6.1 (Stein). (i) Let 0 < α < 1 and 2n/(n+ 2α) < p <∞. Then f ∈ Lpα(R
n) if
and only if ‖f‖Lpα(Rn) ≃ ‖f‖Lp(Rn) + ‖Iα(f)‖Lp(Rn) where
Iα(f)(x) =
(∫
Rn
|f(x)− f(y)|2
|x− y|n+2α
dy
)1/2
.
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(ii) Let 1 ≤ α < ∞ and 1 < p < ∞. Then f ∈ Lpα(R
n) if and only if f ∈ Lpα−1(R
n)
and for 1 ≤ j ≤ n, ∂f
∂xj
∈ Lpα−1(R
n). Furthermore, we have
‖f‖Lpα(Rn) ≃ ‖f‖Lpα−1(Rn) +
n∑
j=1
∥∥∥∥ ∂f∂xj
∥∥∥∥
Lpα−1(R
n)
.
Throughout this section fix a nondecreasing smooth function h on R such that
(6.4) h(t) =

3, if t ∈ [4,+∞);
smooth, if t ∈ [2, 4);
t, if t ∈ [1/8, 2);
smooth, if t ∈ [1/32, 1/8);
1/16, otherwise.
Lemma 6.2. Let u be a function supported in the rectangle
(6.5) {(y1, y2) : |y1| ≤ 101/100, 1/4 ≤ y2 ≤ 7/4}
in R2 such that ∇u ∈ L∞(R2), and u(x) ∈ Lrγ(R
2) with 1 < γ < 2, 2/γ < r < 1/(γ− 1).
Define U(y1, y2) = u(y1/h(y2), y2). Then U ∈ L
r
γ(R
2) and
‖U‖Lrγ(R2) ≤ C
(
‖∇u‖L∞(R2) + ‖u‖Lrγ(R2)
)
.
Proof. Because of Lemma 6.1, it suffices to show for α = γ − 1 and 2/(1 +α) < r < 1/α
that U ∈ Lr1(R
2), Iα(U) ∈ L
r(R2) and Iα(∂jU) ∈ L
r(R2) with j = 1, 2. The first assertion
follows trivially by checking the derivatives directly while the second one is verified in a
way similar to the third one, where we adapt an argument found in Triebel [41, Section
4.3] with a suitable change of variables.
Next, we show that Iα(∂1U) ∈ L
r(R2). We will estimate the following expression
‖Iα(∂1U)‖
r
Lr(R2) =
∫
R2
(∫
R2
|∂1U(y)− ∂1U(y
′)|2
|y − y′|2+2α
dy
)r/2
dy′.
Denote by B a finite ball centered at 0 containing the support of ∂1U . Then it is easy
to check that, since ∂1U ∈ L
∞, r(1 + α) = rγ > 2,
‖Iα(∂1U)‖
r
Lr(R2) ≤ C
(
‖∇u‖rL∞ +
∫
3B
(∫
3B
|∂1U(y)− ∂1U(y
′)|2
|y − y′|2+2α
dy
)r/2
dy′
)
,
where C is a constant depending on B.
Denote x = (x1, x2), y = (y1, y2). One writes y = ϕ(x) and x = ψ(y) in the form{
y1 = ϕ1(x1, x2) = x1h(x2),
y2 = ϕ2(x1, x2) = x2
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and {
x1 = ψ1(y1, y2) = y1/h(y2),
x2 = ψ2(y1, y2) = y2,
where h is a function defined in (6.4). By the change of variables y = ϕ(x) with
|detϕ′(x)| < C <∞, direct computations give
∂1U(y) =
∂
∂y1
u(ψ(y)) ·
1
h(y2)
=: ∂1u(ψ(y)) ·
1
h(y2)
,
∂2U(y) =−
∂
∂y1
u(ψ(y)) ·
y1h
′(y2)
h(y2)
+
∂
∂y2
u(ψ(y)) =: −∂1u(ψ(y)) ·
y1h
′(y2)
h(y2)
+ ∂2u(ψ(y)),
and the fact that |ψ(y)− ψ(y′)| ≤ max{‖∇ψ1‖∞, ‖∇ψ2‖∞}|y − y
′|, we have
‖Iα(∂1U)‖
r
Lr(R2)
≤ C‖∇u‖rL∞(R2) + C
∫
R2
(∫
R2
|∂1U(y)− ∂1U(y
′)|2
|ψ(y)− ψ(y′)|2+2α
dy
)r/2
dy′
≤ C‖∇u‖rL∞(R2) + C
∫
R2
[ ∫
R2
∣∣∣∂1u(ψ(y))h(y2) − ∂1u(ψ(y′))h(y′2) ∣∣∣2
|ψ(y)− ψ(y′)|2+2α
dy
]r/2
dy′
≤ C‖∇u‖rL∞(R2) + C
∫
R2
[ ∫
R2
∣∣∣∂1u(x)h(x2) − ∂1u(x′)h(x′2) ∣∣∣2
|x− x′|2+2α
|detϕ′(x)|dx
]r/2
|detϕ′(x′)| dx′
≤ C‖∇u‖rL∞(R2) + C
∫
R2
[ ∫
R2
∣∣∣∂1u(x)h(x2) − ∂1u(x′)h(x′2) ∣∣∣2
|x− x′|2+2α
dx
]r/2
dx′.
Now take η(x1, x2) ∈ C
∞
0 (R
2) assuming value 1 on the support of ∂1u so that the support
of η is just a bit larger than that of ∂1u, and h(x2) = x2 on the support of η. Define
h˜(x1, x2) = η(x1, x2)/h(x2) and then write
∂1u(x)
h(x2)
−
∂1u(x
′)
h(x′2)
= ∂1u(x)h˜(x)− ∂1u(x
′)h˜(x′)
= [∂1u(x)− ∂1u(x
′)]h˜(x′) + ∂1u(x)[h˜(x)− h˜(x
′)],
which yields
‖Iα(∂1U)‖
r
Lr(R2) ≤ C‖∇u‖
r
L∞(R2) + C
∫
R2
(∫
R2
|∂1u(x)− ∂1u(x
′)|2
|x− x′|2+2α
dx
)r/2
dx′
+C‖∇u‖rL∞(R2)
∫
R2
(∫
R2
|h˜(x)− h˜(x′)|2
|x− x′|2+2α
dx1dx2
)r/2
dx′1dx
′
2
≤ C‖∇u‖rL∞(R2) + C‖∂1u‖
r
Lrα(R
2) + C‖∇u‖
r
L∞‖h˜‖
r
Lrα(R
2)
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≤ C
(
‖∇u‖L∞(R2) + ‖u‖Lrγ(R2)
)r
.
A similar argument as the one above shows that
‖Iα(∂2U)‖
r
Lr(R2) =
∫
R2
(∫
R2
|∂2U(y)− ∂2U(y
′)|2
|y − y′|2+2α
dy
)r/2
dy′
≤ C‖∇u‖rL∞(R2) + C‖∂1u‖
r
Lrα(R
2) + C‖∂2u‖
r
Lrα(R
2)
≤ C
(
‖∇u‖L∞(R2) + ‖u‖Lrγ(R2)
)r
.
Also, by repeating the preceding argument we obtain,
‖Iα(U)‖Lr(R2) ≤ C
(
‖u‖L∞(R2) + ‖u‖Lrα(R2)
)
≤ C ‖u‖Lrγ(R2) ,
where we used the Sobolev embedding theorem in the last inequality with γr > 2. The
proof of Lemma 6.2 is now complete. 
For g, h on R define a the tensor g ⊗ h as the following function on R2 by setting
(g ⊗ h)(ξ, η) = g(ξ)h(η).
Lemma 6.3. Let f ∈ Lrγ(R) supported in [−1, 1], and Θ̂ is a smooth function supported
in an annulus centered at 0 with size comparable to 1, then we have∥∥f ⊗ Θ̂∥∥
Lrγ(R
2)
≤ C‖f‖Lrγ(R) .
Proof. We use the same idea as in the proof of Lemma 6.2. It suffices to prove that
f ⊗ Θ̂ ∈ Lr1(R
2) and that Iα(∂
β(f ⊗ Θ̂)) ∈ Lr(R2) with |β| = 1. It is easy to check that
‖f ⊗ Θ̂‖Lr1 ≤ C‖f‖Lr1, so we only prove that Iα(∂ξ(f ⊗ Θ̂)) ∈ L
r(R2).
Note that f⊗Θ̂ is compactly supported and we can choose a function ϕ(ξ, η) ∈ C∞0 (R
2)
assuming 1 on the support of f ⊗ Θ̂ and therefore f ⊗ Θ̂ = f(ξ)ϕ(ξ, η)Θ̂(η)ϕ(ξ, η). Then∫
R2
|Iα(∂ξ(f ⊗ Θ̂))|
rdξdη is split into the parts∫
R2
(∫
R2
|[f ′(ξ)ϕ(ξ, η)− f ′(ξ′)ϕ(ξ′, η′)]Θ̂(η′)ϕ(ξ′, η′)|2
|(ξ, η)− (ξ′, η′)|2+2α
dξ′dη′
)r/2
dξdη
and ∫
R2
(∫
R2
|f ′(ξ)ϕ(ξ, η)[Θ̂(η)ϕ(ξ, η)− Θ̂(η′)ϕ(ξ′, η′)]|2
|(ξ, η)− (ξ′, η′)|2+2α
dξ′dη′
)r/2
dξdη.
We prove only that the first one is finite since the latter can be proved similarly.
To prove the boundedness of the first one, we split it further via the identity
f ′(ξ)ϕ(ξ, η)− f ′(ξ′)ϕ(ξ′, η′) = (f ′(ξ)− f ′(ξ′))ϕ(ξ, η) + f ′(ξ′)(ϕ(ξ, η)− ϕ(ξ′, η′)).
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The integral containing the second part is finite because f ′ is bounded and ϕ ∈ Lrγ(R
2).
For the other part, a simple change of variable η′ → (η − η′)/(ξ − ξ′) shows that it is
equal to
C
∫
R2
(∫
R
|f ′(ξ)− f ′(ξ′)|2
|ξ − ξ′|1+2α
dξ′
)r/2
|ϕ(ξ, η)| dξdη,
which, by Lemma 6.1, is bounded by ‖f‖rLrγ(R) since ϕ ∈ C
∞
0 (R
2). 
Lemma 6.4. Let γ ∈ (1, 2) and 1 < r < 1
γ−1
. Then ‖Φϕ‖Lrγ(R) < ∞, where ϕ is a
smooth function with compact support, and Φ is the function in (6.3).
Proof. To obtain the claim, we need to show that Dγ(ϕΦ) =
(
(1+ |ξ|2)γ/2ϕ̂Φ
)∨
∈ Lr(R).
Since
‖Dγ(ϕΦ)‖Lr(R) ≈ ‖ϕΦ‖Lr(R) +
∥∥∥(|ξ|γϕ̂Φ)∨∥∥∥
Lr(R)
,
and trivially ϕΦ ∈ Lr(R), we reduce the proof to establishing
∥∥(|ξ|γϕ̂Φ)∨∥∥
Lr(R)
<∞. By
the Kato-Ponce inequality for homogeneous type [7], [35], [19], it suffices to show that(
|ξ|γΦ̂
)∨
lies in Lr(R). Indeed, for γ ∈ (1, 2) we write
Φ̂(ξ)|ξ|γ =
1
ξ
ξ Φ̂(ξ) |ξ|γ =
1
2πi
1
ξ
Φ̂′(ξ) |ξ|γ
=− i
1
πξ
χ̂[−1,0](ξ) |ξ|
γ = −i
1
πξ
e2πiξ − 1
2πiξ
|ξ|γ
=− i
1
π
e2πiξ − 1
2πi
|ξ|γ−2 = −
1
2π2
(e2πiξ − 1) |ξ|γ−2 .
Taking inverse Fourier transforms we obtain that(
Φ̂(ξ)|ξ|γ
)∨
(x) = cγ(|x+ 1|
1−γ − |x|1−γ)
and this function lies in Lr(R) when 1 < r < 1
γ−1
and γ is very close to 2. 
The preceding result can be lifted to R2 as follows.
Lemma 6.5. Let γ ∈ (1, 2) and 1 < r < 1
γ−1
, and let θ be a function supported in
1
2
≤ |ξ| ≤ 2 on the real line. Define U(ξ, η) = Φ( ξ
η
)θ( ξ
η
)ψ̂(ξ, η), where ψ̂ is a smooth
function supported in an annulus centered at zero. Then ‖U‖Lrγ(R2) <∞.
Proof. Set
u(ξ, η) = Φ(ξ)θ(ξ)Ψ̂(ξη, η)
and
U(ξ, η) = Φ(ξ/η)θ(ξ/η)Ψ̂(ξ, η).
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Since h(η) = η on the support of the function U. We now apply Lemma 6.2 to obtain
‖U‖Lrγ(R2) ≤ C
(
‖∇u‖L∞(R2) + ‖u‖Lrγ(R2)
)
.
Thus, it is enough to show that ‖u‖Lrγ(R2) < ∞. We introduce a compactly supported
smooth function Θ̂(η) which is equal to 1 on the support of η 7→ θ(ξ)Ψ̂(ξη, η) for any
ξ. the Kato-Ponce inequality ([28] [19]) allows us to estimate the Sobolev norm of u as
follows:
‖u‖Lrγ(R2) =
∥∥Φ(ξ)θ(ξ)Θ̂(η)Ψ̂(ξη, η)∥∥
Lrγ(R
2)
.
∥∥Φ(ξ)θ(ξ)Θ̂(η)∥∥
Lrγ(R
2)
∥∥Ψ̂(ξη, η)∥∥
L∞(R2)
+
∥∥Ψ̂(ξη, η)∥∥
Lrγ(R
2)
∥∥Φ(ξ)θ(ξ)Θ̂(η)∥∥
L∞(R2)
.
We are left with establishing ‖Φ(ξ)θ(ξ)Θ̂(η)‖Lrγ(R2) < ∞, since all other terms on the
right of the above inequality are finite. This is achieved via Lemmas 6.4 and 6.3. Thus
the proof of Lemma 6.5 is complete. 
Using these ideas we are able to deduce the following result concerning C1.
Proposition 6.6. The Caldero´n commutator C1 maps L
p1(R)× Lp2(R) to Lp(R) when
1/p1 + 1/p2 = 1/p, 1 < p1, p2 <∞, and 1/2 < p <∞.
Proof. Note that σ(ξ, η) = sgn (η)Φ(ξ/η) has an obvious modification which is continuous
on R2\{0}. We denote the latter by sgn (η)Φ(ξ/η) as well since there is no chance to
introduce any confusion.
We introduce a smooth function with compact support θ on the real line which is
supported in two small intervals, say, of length 1/100 centered at the points −1 and 0.
Then we write
1 = θ(ξ/η) + 1− θ(ξ/η)
and we decompose the function sgn (η)Φ(ξ/η) = σ1(ξ, η) + σ2(ξ, η), where σ1(ξ, η) =
sgn (η)Φ(ξ/η)θ(ξ/η) and σ2(ξ, η) = sgn (η)Φ(ξ/η)(1− θ(ξ/η)). Let Ψ̂ be a smooth bump
supported in the annulus 1/2 < |(ξ, η)| < 3/2 in R2. The function σ2 is smooth away
from zero and σ2Ψ̂ lies in L
r
γ(R
2) for any r, γ > 1 Also, σ1Ψ̂ lies in L
r
γ(R
2) with rγ > 1.
in view of Lemma 6.5. Then Corollary 1.2 implies the required conclusion. 
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6.2. Commutators of Caldero´n-Coifman-Journe´. Now we focus on the bounded-
ness properties of the following n-dimensional version of C1:
C
(n)
1 (f, a)(x)
= p.v.
∫
Rn
f(y)
(
n∏
l=1
1
(yl − xl)2
)∫ y1
x1
· · ·
∫ yn
xn
a(u1, . . . , un) du1 · · · dun dy,
(6.6)
where f is a function on Rn, and x = (x1, . . . , xn) ∈ R
n, y = (y1, . . . , yn) ∈ R
n. The
operator C
(n)
1 was introduced by a suggestion of Coifman when n = 2. The L
2×L∞ → L2
bound for C
(2)
1 was studied by Aguirre [1] and Journe´ [26, 27], namely,
(6.7) ‖C
(2)
1 (f, a)‖L2(R2) ≤ C‖a‖L∞(R2)‖f‖L2(R2).
For general n ≥ 2, boundedness for C
(n)
1 from L
p1 × Lp2 to Lp for p > 1/2, can be
derived by Muscalu’s work on Caldero´n commutators on polydiscs [34, Theorem 6.1] via
time-frequency analysis.
In this section we will apply Corollary 1.5 to obtain a direct proof of the boundedness
of C
(n)
1 from L
p1(Rn)× Lp2(Rn) to Lp(Rn) in the full range of p > 1/2.
Proposition 6.7. Let 1 < p1, p2 < ∞, 1/2 < p < ∞ and 1/p = 1/p1 + 1/p2. Then the
operator C
(n)
1 (f, a) is bounded from L
p1(Rn)× Lp2(Rn) into Lp(Rn), i.e.,
‖C
(n)
1 (f, a)‖Lp(Rn) ≤ Cp‖a‖Lp1(Rn)‖f‖Lp2(Rn).
Proof. The operator C
(n)
1 (f, a) is a bilinear operator which can also be expressed in
bilinear Fourier multiplier form as
C
(n)
1 (f, a)(x) = (−iπ)
n
∫∫
Rn×Rn
f̂(ξ1, · · · , ξn) â(η1, · · · , ηn) e
2πix·(ξ+η)m(ξ; η) dξdη ,
where the symbol m is given by
m(ξ; η) =
n∏
i=1
[
sgn (ηi) Φ
(ξi
ηi
)]
,
and ξ = (ξ1, · · · , ξn) and η = (η1, · · · , ηn). Since m(ξ, η) =
∏n
i=1 σ(ξi, ηi) is a product of
n equal pieces, by Corollary 1.5, it suffices to verify that supk∈Z ‖σ(2
k·)Ψ̂‖Lr
γ/2,γ/2
(R2) =
B <∞. Note that σ(2k·)Ψ̂ ∈ Lrγ(R
2) uniformly in k by Proposition 6.6, so they are also
in Lrγ/2,γ/2(R
2) uniformly due to that Lrγ(R
2) ⊂ Lrγ/2,γ/2(R
2). We complete the proof of
Proposition 6.7. 
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