Abstract. In this paper, we consider the problem of minimizing a convex objective which is the sum of three parts: a smooth part, a simple non-smooth Lipschitz part, and a simple non-smooth non-Lipschitz part. A novel optimization algorithm is proposed for solving this problem. By making use of the Gaussian smoothing function of the functions occurring in the objective, we smooth the second part to a convex and differentiable function with Lipschitz continuous gradient by using both variable and constant smoothing parameters. The resulting problem is solved via an accelerated proximal-gradient method and this allows us to recover approximately the optimal solutions to the initial optimization problem with a rate of convergence of order O( 
1 k ) for constant smoothing.
1. Introduction. In this paper, we are interested in solving a specific class of unconstrained convex optimization problems in finite dimensional spaces. Generally, when characterizing optimality, the convexity allows to make use of powerful results in convex analysis, separation theorems and the (Fenchel) conjugate theory here included (see [1] , [9] , [12] ). When considering an unconstrained convex and differentiable minimization problem, there are already plenty of promising methods available (such as the steepest descent method, Newton , s method or, in an appropriate setting, fast gradient methods, see [3] , [6] ). However, a lot of situations occur when the objective function of the optimization problem to be solved is nondifferentiable. The aim of this paper is to develop in finite dimensional spaces an algorithm for the problem of minimizing a convex objective which is the sum of three parts: a 80 SANMING LIU, ZHIJIE WANG AND CHONGYANG LIU smooth part, a simple non-smooth Lipschitz part, and a simple non-smooth nonLipschitz part. i.e., we consider an unconstrained nonsmooth convex optimization problem of the form min x∈ n F (x) = ϕ(x) + g(x) + h(x),
where ϕ : n → is a convex and L ϕ -smooth function, that is, differentiable with a Lipschitz continuous gradient: ∇ϕ(x)−∇ϕ(y) ≤ L ϕ x−y , ∀x, y ∈ n . g : n → is a convex ρ−Lipschitz continuous function: |g(x) − g(y)| ≤ ρ x − y , ∀x, y ∈ n . h :
n → {+∞} is a proper, lower semicontinuous, convex (but possibly noncontinuous/non-finite) function. For example, h could be an indicator function for a convex constraint. Many optimization problems with complex structure can be written in the form (1), including robust principal component analysis (robust PCA) [4] , sparse inverse covariance selection [10] [11] .
We further assume that we can calculate gradients of ϕ and g µ (g µ is the Gaussian smoothing approximation of g, and that h is "simple" in the sense that we can calculate its proximity operators:
where x ∈ n , α ∈ ++ . By replacing the functions g through its Gaussian smoothing function, we approximate (1) by the problem of minimizing a convex objective which is the sum of two parts: a smooth part with Lipschitz continuous gradient and a simple non-smooth non-Lipschitz part. For solving the resulting smoothed problem, we use an accelerated gradient descent approach on ϕ plus the smoothed version of g, as in Nesterov [7] . We also use the ideas of partial linearization to handle the component h: instead of attempting to linearize it as in gradient descent, we include it as is in each iteration, as in Duchi and Singer [5] and Beck and Teboulle [2] , i.e., we propose an extension of the accelerated first order method of Beck and Teboule (cf. [2] ) for convex optimization problems involving variable smoothing parameters which are updated in each iteration. This scheme yields for the minimization of the objective of the initial problem a rate of convergence of order O( lnk k ), while, in the particular case when the smoothing parameters are constant, the order of the rate of convergence becomes O( 1 k ). Nonetheless, using variable smoothing parameters has an important advantage, although the theoretical rate of convergence is not as good as when these are constant. In the first case the approach generates a sequence of iterates {x k } such that {ϕ(x k )+g(x k )+h(x k )} converges to the optimal objective value of (1). In the case of constant smoothing variables the approach provides a sequence of iterates which solves the problem (1) with a priori given accuracy, however, the sequence {ϕ(x k ) + g(x k ) + h(x k )} may not converge to the optimal objective value of the problem to be solved.
The structure of this paper is as follows. In Section 2 we give some preliminaries and smoothing of nonsmooth functions. Section 3 is mainly devoted to the description of the iterative methods for solving (1) and of their convergence properties for both variable and constant smoothing. In Section 4, some conclusions are given.
2. Preliminaries and Smoothing of Nonsmooth Functions. In order to handle the non-smooth component g in (1), we approximate it using a smooth function. Such a smoothing plays a central role in our method, and we devote this section to carefully presenting it. For a function f : n → , let us form its Gaussian smoothing approximation
where
In this definition, µ > 0 plays a role of smoothing parameter. The function f µ is a smoothing approximation to f , as summarized in the following lemma.
Lemma 2.4 Let f : n → be a convex, ρ Lipschitz function, then for µ > 0,
Proof. It follows from Lemma 2.1(ii) and Lemma 2.3.
Proof.
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Lemma 2.6 [1] The convex function f is L-smooth if and only if
Lemma 2.7 [6] For a β-strongly convex function ψ, andv = argmin ψ,
3. The variable smoothing and the constant smoothing algorithms. The variable smoothing algorithm (A1) which we present at the beginning of this section can be seen as an extension of the accelerated first order method of Beck and Teboule (cf. [2] ) by using variable smoothing parameters, which we update in each iteration. Our proposed method, Algorithm (A1), is given as follows. Algorithm (A1):
As is standard in "accelerated" first order methods (e.g. Beck and Teboulle [2] ), we keep track of two sequences of iterates, x k and y k . At each iteration we perform a proximal gradient update
where µ k is some sequence of parameters. We then set y k+1 to be a linear combination of x k+1 and x k . Note also that the recursive formula for the sequence µ k satisfies 1
We establish the following guarantee on the values of the objective function.
Theorem 3.1. Let ϕ : n → be a convex and L ϕ -smooth function, g : n → be a convex and ρ−Lipschitz continuous function, h : n → {+∞} be a proper lower semicontinuous convex function and x * be an optimal solution to (1) . If the sequence µ k is nonincreasing, then the iterates of Algorithm (A1) satisfy
.
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Fix an arbitrary k ∈ {1, 2, . . .}, since ϕ+g µ k is L k −smooth by Lemma 2.1, applying Lemma 2.6 yields
Adding h(x k+1 ) on two sides of (3), we have
. (4) We now use the strong convexity of the function
whose minimizer equals x k+1 . Using Lemma 2.7 with
we get
i.e., we obtain
By (4) and (5), we get
We let z k :=
. . , and note that z k+1 =
and
Using the convexity of the function h(x), we get
By (6), (7), (8) and (9), we get
where we have used the convexity of the functions ϕ, g µ k , h. Using Lemma 2.3 we have
(11) Since µ k+1 ≤ µ k , we obtain by Lemma 2.5
Denoting
, we have by (11)
Using the definition of θ k in (2), and summing we obtain
We apply Lemma 2.3 to obtain
Therefore, we have by (13)
which concludes the proof.
The convergence of Algorithm (A1) is stated by the following theorem.
Theorem 3.2. Let ϕ : n → be a convex and L ϕ -smooth function, g : n → be a convex and ρ−Lipschitz continuous function, h : n → {+∞} be a proper lower semicontinuous convex function and x * be an optimal solution to (1). Then, when choosing
Proof. Firstly we prove that for k = 1, 2, . . . ,
We prove the result by induction. By assumption, it is true for k = 1. We assume it is true for k = i, i.e.,
In the following, we prove that it is true for k = i + 1. By (15) and L k = L ϕ + (2ρ √ n)αk, we obtain that 
By (15), we get 1 θi < i + 1. Therefore,
Since
By (16), (17) and (18), we get 1
By induction, we have that for k = 1, 2, . . . ,
Hence,
In the following, we propose another Algorithm (A2) formulated with constant smoothing a parameter.
Algorithm (A2):
Parameters µ > 0 Initialize:
The convergence of the Algorithm (A2) is proved by the following theorem.
n → be a convex and L ϕ -smooth function, g : n → be a convex and ρ−Lipschitz continuous function, h : n → {+∞} be a proper lower semicontinuous convex function and x * be an optimal solution to (1). Let 1 > ε > 0, and set µ = ε 3ρ √ n in Algorithm 2, then Algorithm (A2) generates a sequence {x k } which provides an ε−optimal solution to (1) with a rate of convengence for the objective of order O( Proof. In order to prove this statement, one has only to reproduce the result of Theorem 1 when
, ∀k ≥ 1.
4.
Conclusions. Motivated by the recent applications, we consider the problem of minimizing a convex objective which is the sum of three parts: a smooth part, a simple non-smooth Lipschitz part, and a simple non-smooth non-Lipschitz part. By making use of the Gaussian smoothing function of the functions occurring in the objective, we smooth the second part to a convex and differentiable function with Lipschitz continuous gradient by using both variable and constant smoothing parameters. The resulting problem is solved via Algorithm (A1) and Algorithm (A2). We showed that the rate of convergence of Algorithm (A1) may not be as good as the one proved for the Algorithm (A2) with constant smoothing parameters depending on a fixed level of accuracy ε(1 > ε > 0). However, the main advantage of the variable smoothing methods is given by the fact that the sequence of objective values {ϕ(x k ) + g(x k ) + h(x k )} converges to the optimal objective value of (1), whereas, when generated by algorithm (A2), despite of the fact that it approximates the optimal objective value with a better convergence rate, this sequence may not converge to this optimal objective value.
