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Abstract
Improved communication systems, shrinking battery sizes and the price drop of tracking devices
have led to an increasing availability of trajectory tracking data. These data are often analyzed
to understand animals behavior using mixture-type model.
In this work we propose a new model based on the Logistic-Normal process. Due to a new
formalization and the way we specify the coregionalization matrix of the associated multivariate
Gaussian process, we show that our model, differently from other proposals, is invariant with
respect to the choice of the reference element and of the ordering of the components of the prob-
ability vectors. We estimate the model under a Bayesian framework, using an approximation of
the Gaussian process needed to avoid impractical computational time.
We perform a simulation study with the aim of showing the ability of the model to retrieve the
parameters used to simulate the data. The model is then applied to the real data where a wolf
is observed before and after the procreation. Results are easy interpretable showing differences in
the two phases.
1 Introduction
Global Positioning System (GPS) telemetry currently represents the main tool to remotely determine
an animal position with high precision at time intervals programmed by the researcher [12]. The data
take the form of a time series of coordinates and they are called trajectory tracking data. The large
amount of data gathered from on-board GPS collars facilitate greater resolution in the study of habitat
selection [24], spatiotemporal movements [48, 19] and animal behavior [47, 3].
In this work we model the behavior of a female wolf, observed in the Abruzzo, Lazio and Molise
National Park in the central Apennines, Italy [36]. Data, recorded through a GPS device, are observed
in two time windows that corresponds to different phases of the animal life. In the first period, March,
movements are more erratic. In the second, June, right after reproduction, her movements are more
regular, exhibiting the classic star-shaped pattern around the den [45]. Even if wolf behavior have
been analyzed by many authors in different contexts, see for example [20] or [37], to the best of our
knowledge, this is the first time that a single model have been used to compare behaviors in these two
stages of a wolf life.
Animal movement modelling has a long history. Starting from the diffusion model proposed in [10],
a wide range of different approaches have been proposed, such as Markov processes with diffusion and
discrete components [9], mixtures of random walks [48], Brownian bridges [26], agent-based models
[25], mechanistic approaches [44] and continuous-time discrete-space models [22].
Generally the joint distribution of the coordinates, or an appropriate transformation, is seen as a
mixture process where the mixture components (or regimes) are the behaviors. The switching between
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regimes is often assumed to be temporally structured [27, 48] and sometimes also spatially, as in [9],
often ruled by a non-observed Markov process leading to the class of hidden Markov models (HMMs)
[63]; for a recent review on animal movement analysis we refer the reader to [51].
Although HMMs are widely adopted, see for example [20], [31] and [39], the Markov structure is too
restrictive and has no justification in terms of the animal behavior. Consider this simple example: an
animal behavior is described by two regimes, i.e., the resting and the feeding. Assume that observations
are 30 minutes apart. If the animal is resting at a given time, the probability to move to the feeding
behavior should depend on the time of the day, i.e, lower at dawn and higher at sunrise. In some
works, see for example [50] and [48], problems like these are tackled using covariates, but not always
these are available and moreover the switching between behaviors is a complex process and a richer
model should be used instead. In our opinion the HMMs are so widely adopted since they are efficient
and easy to implement thanks to the discrete and constant time-rate. Extensions to continuous time,
i.e. CT-HMM, are available, however they require a more complicated implementation which increases
the computational cost, see for example [30] and [34].
We propose a mixture-type model with a higher level of flexibility. We assume that the probability
vector, also called compositional vector or compositional datum, is distributed according to a Logistic-
Normal distribution (LogitN) [1]. The LogitN was proposed by [1] as a distribution for compositional
data in alternative to the Dirichlet. Compositional data present some specific features which make
their analysis complicated. Beyond the obvious fact that they are positive and sum to one, the
structure of this simplex, where they are defined, imposes a constraint on one of the components, that
is taken as reference element. Then (K − 1) elements are independently defined while one is obtained
as a deterministic function of the others. There is no reason to choose any particular element as the
reference, nor to choose a particular ordering. Therefore, inference based on the LogitN distribution
should not depend on these choices.
The LogitN has a representation in terms of normally distributed variables. These variables are
used to define Gaussian processes (GPs), which in turn induce a LogitN process on the probability
vectors. The dependence within the elements is then induced by coregionalization [21]. This is not the
first proposal that uses GPs to introduce dependence over a LogitN process, however the contribution
of this work is to propose a new way to formalize the within and between dependence. It generalizes
most of the previous proposals and allows us to perform inference in such a way that it does not depend
on the reference element nor on the ordering. Both points have often been overlooked in the literature,
see for example [38], [60], [49], and [11]. In other cases, oversimplified hypothesis have been imposed,
resulting in a reduced flexibility of the models, e.g. [38] and [60] assume that the GPs have the same
covariance functions.
It is well know that models based on GPs suffer of a computational problem when the number
of observations is large [7, 29]. For this reason, we propose to estimate the model using the Nearest
Neighbor GP (NNGP) approximation proposed by [15, 16], which has been proved to be computational
efficient and to be able to produces estimates that are almost indistinguishable from the ones of the
full-GP.
We estimate the model under a Bayesian framework, proposing a Markov chain Monte Carlo
(MCMC) algorithm that is straightforward to implement. The number of latent behaviors must be
specified a priori in order to estimate the model and we use the integrate classification likelihood (ICL)
[8] to select it.
We show, through simulations, that the MCMC algorithm we propose, bases on the NNGP, is able
to retrieve the parameters used to simulate the data and we show that the ICL identifies the right
number of clusters in most cases. We also show that, if the computational time is an issue and/or the
interest is only on the likelihood parameters estimates, a very efficient version of the model can be
used.
The model is applied to the animal tracking dataset that motivates are study. In this framework,
the investigation of behavioral phasing of wild-ranging animals is strictly linked to the analysis and
modeling of movement characteristics such as the length and direction of animal steps, called step-length
and the turning-angle. Interestingly, the ICL find three regimes, one, that is the “slow-movement”
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Start End Interval Number of obs. Missing
03/01 00:00 03/10 23:30 30 minutes 473 7
05/28 00:00 06/16 09:00 3 hours 138 18
Table 1: Observed time windows - Temporal intervals, sample rates, number of observations and
missing data.
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Figure 1: Graphical example of the relation between sti , (rti , θti) and yti .
behavior, shared across the time windows and two, that can be both described as “hunting” and “ex-
ploring” behavior, which are peculiar to only one. It is interesting that the temporal characterization
of the slow-movement behavior changes in the two time windows, and it is more likely in the daytime
in the first and the first night-hours in the second, result that is in line with previous literature [46].
The other two behaviors are similar in terms of step-length distribution, but differ in the way they
change direction (i.e. turning-angle) since in the first the wolf tends to move in a straight line while
in the second she moves with an anticlockwise pattern. We also show that our model outperforms the
HMM and the proposal of [49].
The paper is organized as follows: Section 2 presents the motivating example and a full description
of the dataset that will be analyzed, Section 3 describes the proposed approach, Section 4 presents the
results of the simulation study while in Section 5 can be seen the results of the model estimated on
the real data. The paper ends with some remarks in Section 6.
2 Data
We record a time series of spatial locations of the female wolf called F24 (2-3 years old), that was
live-trapped in May 2009 in the Abruzzo, Lazio and Molise National Park (central Apennines, Italy)
and equipped with a Vectronic Pro Light-1 collar (Vectronic Aerospace GmbH, Berlin, Germany).
Details on wolf capture and handling are provided in [36]. During winter months (January - April),
fix attempts were scheduled every 30 minutes for 10 days, and every 3 hours for 20 days for the rest
of the year. The lower acquisition interval during winter months was programmed with the aim to
estimate wolf kill rate through field investigations of GPS clusters [58].
When first captured, F24 was a member of the Villa pack, where it remained for 7.9 months before
dispersing and establishing a new pack (i.e., Bisegna pack) in January 2010. The wolf reproduced in
May 2010 and, using information derived from its GPS locations, we were able to determine the actual
position of the den. Between May 28th and June 4th, F24 restricted its movements in the proximity of
the den. We therefore assumed that F24 entered the den on May 28th and reproduced in the following
days. Until collars failure on June 16th, F24 systematically revisited the den to feed and attend the
cubs. We collected locations from F24’s collar with a mean acquisition rate of 91.5%. We decided to
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(a) First time window
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(b) Second time window
Figure 2: Trajectories in the two time windows
use data only on the final period of the Bisegna pack which is composed of two separate time windows
were locations are recorded. We restrict ourself to this subset of data because it represents the final
and more stable phase of the tracking period and, moreover, we are mainly interested in the changes
in behavior before and after the wolf reproduction.
The two time windows analyzed in this work are described in Table 1. The trajectories are shown
in Figure 2. We can clearly see that the movements of F24 in the first time window are more nomadic,
while the classic star-shaped pattern, characterizing wolf reproductive period [45], can be observed in
the second one.
2.1 Preliminaries and notation
The two windows have different recording rate and there is a temporal gap between the two. For reasons
that will be clear when the model will be introduced, we assume a fixed rate of 30 minutes from the
starting time of the first observational window (t1) to the ending of the second (tT ), considering the
locations at non-observed time as missing.
Let (t1, . . . , tT )
′ ≡ T be a vector of temporal indices. We assume ti − ti−1 = 30 minutes. Let
moreover s = (st1 , . . . , stT )
′, be the corresponding spatial locations, with sti = (sti,1, sti,2)
′ ∈ R2 the
associated coordinates. In animal behavior modeling, the standard approach to trajectory tracking
data goes trough the analysis of the following variables: the step-length rti ∈ R+, which is a proxy
of the speed of the animal, and the turning-angle θti ∈ [0, 2pi). Those variables can be computed
from the coordinates, as described in Figure 1; notice that, due to missing observations, step-lengths
and turning-angles cannot be computed for all temporal points. A different and equivalent way to
describe the same path is to consider the vector yti = (yti,1, yti,2)
′ of coordinates increments, having
rti = ||yti || and θti = atan2(yti,2, yti,1). The whole trajectory can then be seen as
sti+1 = sti + Cti−1,tiyti ⇒ yti = C−1ti−1,ti
(
sti+1 − sti
)
, (1)
where Cti−1,ti is the rotation matrix based on the angle θti−1 = atan2(sti,2 − sti−1,2, sti,1 − sti−1,1).
The variable yti contains all the information needed to describe the trajectory without loosing any
significant property.
3 The model
In a mixture-type model the clustering is generally encoded using a discrete (latent) random variable
z = {zt}t∈T , where zt ∈ {1, 2, . . . ,K} ≡ K is a membership variable such that zt = k indicates the
behavior at time t.
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The data is assumed to come from a mixture of normal distributions:
f(y|z, {ξk,Ωk}k∈K) =
∏
t∈T
f(yt|ξzt ,Ωzt), (2)
yt|ξzt ,Ωzt ∼ N2(ξzt ,Ωzt). (3)
As shown in Equation (2.1), the variables yts are defined using two consecutive time points therefore,
if the temporal distance between observations is not fixed it is hardly justifiable that elements in the
same cluster follow the same distribution.
Notice that a bivariate normal on yt induces a projected normal (PN) distribution on the turning-
angle [62], that is one of the most flexible distribution for circular data [see for example 42, 41]. It can
have one or two modes, be symmetric or highly skewed and antipodal. Unfortunately, no closed form
for the step-length is available.
3.1 The logistic normal approach
The model given in equations (3) and (3) is completed with the specification of the joint distribution
of z = {zt}t∈T . We assume that behaviors have temporal dependence that must be incorporated in
the time evolution of z. We start defining the following:
zt|pit ∼
∑
k∈K
pit,kδk,
where δk is the Kronecker delta function, 0 ≤ pit,k ≤ 1,
∑
k∈K pit,k = 1, i.e. pit = {pit,k}k∈K is then
a probability vector, and each temporal point is characterized by its own vector pit. Our idea is to
introduce temporal dependence between pit and pit′ , such that elements that are closer in time are
similar and, as consequence, the correspondent zt’s will tend to assume the same value.
The probability vector pit is defined with a logistic transformation of real valued variables
pit,k =
eωt,k
1 +
∑K−1
j=1 e
ωt,j
, k ∈ K.
Notice that adding a constant c to each ωt,k produces the same vector of probabilities and then an
identifiability constraint is needed; without loss of generality, we set to zero the Kth element.
We assume the vector ωt = (ωt,1, . . . , ωt,K−1)′ to be distributed as a normal random variable. The
vector pit = (pit,1, . . . pit,K−1)′ is then LogitN distributed [1] with parameters that are given by those
of ωt.
To introduce temporal dependence between compositional vectors we envision ω = {ωt}t∈T has a
realization of a time structured (K − 1)−dimensional GP
ωt = (IK−1 ⊗Xt)β + Aηt, t ∈ T , (4)
where IK−1 is the (K−1) dimensional identity matrix, Xt is a vector of p covariates, β is a [p(K−1)]-
dimensional vector of regression coefficients, A is a [(K−1)×D] matrix and ηt = (ηt,1, . . . , ηt,D)′. η.,d =
{ηt,d}t∈T ’s are independent realization of GPs with zero mean and correlation function Cd(|t− t′|;ψd),
i.e. η.,d ∼ GP (0, Cd(|t− t′|;ψd)), depending on some parameter ψd. D, in general, is set equal to the
dimension of ωt, i.e. K − 1, however for the moment we keep it general for reasons that will be clear
in Section 3.3. Since {ωt}r∈T is a realization of a GP, we can think of pi = {pit}t∈T as the realization
of a LogitN process. The model (3.1) is called linear model of coregionalization [21] and assumes
that cross-covariance functions arise as linear transformation of diagonal cross-correlation matrices.
The functional form of the dependence is presented in the next section while more details on how
to construct A and the processes η.,ds will be given in Section 3.3, where a new parametrization is
introduced.
5
Equation (3.1) generalizes most of the models that have been proposed in the literature. For
instance, the proposal of [40] is obtained by assuming ηt ≡ 0K−1. The model of [49] is obtained by
letting ηt be a spatio-temporal process with autoregressive temporal increments, D = (K − 1) and a
diagonal matrix A. Moreover, we can reduce to the proposals of [60], [38] and [54] assuming D = 1.
On the other hand, models such as the ones of [52], describing also the dependence among processes
through correlation functions, i.e. cokriging, cannot be expressed with this formulation. However, one
may notice that the complexity of our approach is reduced with respect to the cokriging.
Notice that [52], [32], [49] and, in general, all the proposals that worked with the GP representation
of the probability vectors, specify only K − 1 correlation functions, and in case of cokriging also the
(K − 1)2 cross-correlations, as if the real focus of the inference is ω, that has dimension (K − 1), and
not pi, that has dimension K.
3.2 Interpretation problems
The nature of compositional vectors, living on the simplex, makes the interpretability of dependence
complicated since correlations are not free to vary in (−1, 1). This means that the sum-to-one constraint
for compositional data not only imposes a limitation in the modeling due to the fact that an unbounded
process cannot be used, but also induces negative correlations among variables [1], since
−Var(pit,k) =
K∑
j=1
j 6=k
Cov(pit,k, pit,j).
This leads to a problem of interpretability.
[1] and following works pointed out that a more consistent measure of dependence between com-
positional elements can be measured as
τij,kl(t, t
′) = Cov
(
log
pit,i
pit,k
, log
pit′,j
pit′,l
)
, i, j, k, l ∈ K, (5)
i.e. through the covariance between all possible combinations of log-ratios. Since log piti/pitk = ωti−ωtk,
we have that each log-ratio may be defined as
τij,kl(t, t
′) = Cov(ωti, ωt′j) + Cov(ωtk, ωt′`)− Cov(ωti, ωt′`)− Cov(ωtk, ωt′j). (6)
Even though indeces i, j, k and l are free to vary, it is generally assumed k = l so that τij,kl(t, t
′) can
be interpreted as the dependence between i and j with respet to k.
Equation (3.2) highlights an important problem of interpretation; the covariance structure described
by τ assumes different forms if the reference element is involved. As an example, consider τii,jj(t, t
′)
with i, j ∈ 1, . . .K−1, from (3.2) it is evident that this depends on the covariance function of ωt,i, ωt,j
and their cross-covariance however, if one of the two indices, say j, is equal to the reference element,
here K, we have ωt,K = 0 and so τii,jj(t, t
′) depends only on the covariance of the process ωt,i.
This highlights that values of (3.2) involving the reference element have a different functional form,
that must be taken into account when the covariance functions of the ω’s are defined otherwise the
covariance of the reference element is treated in a different way with respect to all the other elements.
Another way to understand the interpretability problem is to consider a LogitN with independent
components in terms of log-ratios, i.e. τij,kl(t, t
′) = 0 for arbitrary i, j, k, ` ∈ K and t, t′ ∈ T , i.e.
complete independence. This is true iff the covariance matrix between ωt and ωt′ can be written as
Σt,t′ =

a1 + aK aK . . . aK
aK a2 + aK . . . aK
. . . . . . . . . . . .
aK aK . . . aK−1 + aK
, (7)
with ak > 0. [1] also proved that the elements of pit are independent and identical distributed (i.i.d.)
if the GP has zero-mean and covariance matrix Σt,t′ with elements aj = aj′ , j, j
′ = 1 . . .K. Therefore
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independent ωt’s, i.e. diagonals Σt,t′ and absence of temporal correlation, do not imply independence
between pit’s, as well as i.i.d. Gaussian variables do not imply i.i.d. compositional elements.
These problems highlight how the properties assumed for the GP, for instance in terms of dependence
structure, are not automatically transferred to the elements of the compositional vectors.
3.3 A new parametrization
We now propose a different way to look at the LogitN process. This parametrization allows for an
easier interpretation of the parameters, making possible to introduce dependence between composi-
tional vectors, retaining the ordering invariance and allowing different covariance structures for the K
components.
We define a new variable
γt = (IK ⊗Xt) (β1,β2) + A∗ηt (8)
where ηt is defined as in (3), γt is a K-dimensional process, A
∗ is a K ×K matrix as in the standard
coregionalization model, β1 and β2 are, respectively, a p(K − 1) and p dimensional vector. In (3.1)
the covariance matrix of γt is Σ
∗ = A∗(A∗)′.
We then define the compositional vector using γt, i.e.
pi∗t,k =
eγt,k∑K
j=1 e
γt,j
, k ∈ K. (9)
Indeed there is an identifiability problem in (3.3) due to the following relation:
eγt,k∑K
j=1 e
γt,j
=
eγt,k−c∑K
j=1 e
γt,j−c
, k ∈ K (10)
Notice that, if we assume c = γt,K we can define ωt,k = γt,k − γt,K . The elements of (3.1) can be then
derived by (3.3) and we have D = K and
A = [A∗]1:(K−1),1:K − [A∗]K,1:K ,
where [M ]i:j,`:k is sub-matrix of the matrix M , obtained by selecting from the i-th to the j-th rows
and from the `-th to the k-th columns, and
β = β1 − 1K−1 ⊗ β2. (11)
Our main idea is to work with the process ω, since γ is not identifiable, defining the covariance
structure through the process γ, since, as we will show, it allows pi to be invariant to the reference
element, and the way we are going to define matrix A∗ makes inference unaffected by the ordering
given to the elements of pit. To understand why, we can see from (3.3) that the log-ratio can be
computed as
τij,kl(t, t
′) = Cov (γt,i − γt,k, γt′,j − γt′,l) . (12)
Notice that, differently from (3.2), (3.3) has the same functional form even if one of the index is the
reference elements since the Gaussian variable is not set to zero and, then, all the τij,kl(t, t
′)’s have the
same structure, without the asymmetry of equation (3.2). Now we show how properties of the process
γ, such as independence or i.i.d. elements, are inherited by pi. For example if the components of γt are
i.i.d., with zero-mean and variance σ2, due to the relation (3.3), ω has zero mean and covariance matrix
(3.2) with aj = σ
2. If, on the other hand, we assume γt ⊥ γt′ with γt ∼ NK(0k, diag(σ21 , . . . , σ2K)),
the covariance matrix between ωt and ωt′ has the form given in (3.2), assuming ak = σ
2
k. This means
that temporal independent γt’s induce temporal independence pit’s’ and i.i.d. elements of γt produce
i.i.d. elements of pit. Notice that, due to (3.3), β is not identifiable and then we impose the constraint
β2 = 0p, having then β = β2.
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The specification of the LogitN process is complete specifying a structure for the matrix A∗, which
describes the relationship among behaviors. The usual choice is the Cholesky decomposition, however
it is well known that this induces an ordering between the variables [56] that is against one of the
principle of compositional data analysis. We follow the approach of [43] by setting
A∗ = ∆Ξ∆′, (13)
where ∆ is the matrix of eigenvectors of Σ∗ and Ξ is the diagonal matrix with the square root of the
eigenvalues as elements. Equation (3.3) produces a dependence structure which is influenced neither
by the ordering of the compositional vector elements nor by the ordering given to the eigenvalues.
3.4 Computational details
GP approximation Computational issues often arise for models based on GPs. This is mainly due
to the need to invert the covariance matrix, an operation of complexity proportional to the power
three of the dimension of the problem [7]; in our context the dimension of the covariance matrix is
[T (K − 1)]× [T (K − 1)]. To be able to estimate the model we make use of the novel approach of [15].
The authors propose a class of scalable NNGP which may be seen as a hierarchical sparse prior and
allows for efficient MCMC algorithms to be performed without storing or decomposing large covariance
matrices.
In particular, for a general vector of random variables λ = (λ1, . . . ,λT ), distributed as a multi-
variate normal, the NNGP approximate the joint density, written in terms of conditionals, with one
based on smaller conditional sets, i.e.
p(λ) = p(λ1)p(λ2 | λ1) · · · p(λT | λ1, · · · ,λT−1) ≈
T∏
t=1
p(λt | λN(t)) = p˜(λ)
where λN(t), called the neighbor set of λt, contains only a subset of maximum m elements from
(λ1, . . . ,λt−1)′. [15] show that inference based on p˜(λ) produces very similar results with respect to
the full GP, even for small values of m, as m ≈ 10, and the computational complexity is reduced by
inducing sparsity in the NNGP process precision matrices.
The NNGP depends on the ordering given to the element of λ. Since the approximation is known to
work better if λN(t) contains observations that are highly correlated with λt [16], in a purely temporal
process, the temporal ordering is the most natural choice since, generally, the correlation functions
used decrease with the temporal distance. The NNGP is applied to the multivariate GP ω.
MCMC implementation The MCMC implementation is straightforward. Given a value of the
entire multivariate GP, its parameters can be simulated as in the usual GP framework. In details,
we update all parameters at the same time using a Metropolis step with the adaptive proposal of [5],
algorithm 4. Before applying the algorithm, it is necessary to transform the variables so that all of them
belong to R. We take the logarithm of the decay parameters and to eliminate the constraints over the
parameters of the non-negative definite matrix Σ∗, we re-express it using the Bartlett decomposition
[4] that is based on random variables that are normally and chi-squared distributed; the latter are
then transformed using the logarithm. Given the probabilities pi and the data y, the parameters and
the latent variable z are simulated as in a mixture model using Gibbs steps while to simulate the GP
elements we use the novel approach of [55] and its extension proposed in [33]. The missing observations
are obtained by first simulating the missing elements of s, using (2.1), and then computing y.
4 Simulated examples
In this Section we aim to show that the NNGP approximation, applied to our model, can estimate the
parameters in a satisfactory way and, moreover, we want to describe a method to make inference on
the number of latent classes K.
8
0.00
0.25
0.50
0.75
1.00
0 5 10 15 20
Time
Pr
o
ba
bi
lit
y
First
Second
Third
(a)
l
l
l
ll
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l ll
ll l
ll
ll
l
ll
l
ll
ll
l
l
l
l
ll
lll
l
l
llll
l
lll
l
lll
l
l
lll
l
l
l
l
l
ll
l
l
ll
l
ll
ll
l l
ll
l
l l
l
lll
l l l
ll
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
ll
l
l l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
ll
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
lll
l
l
l
l l l
l
l
l
lll
l
l
ll
ll
l
l l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
ll
l
l lll
l
l
l l l l
l
l l l l
l
l l
ll
l
l
l
l l l
l l l
llll
l
l l
ll
l
l
ll
l
l
ll
ll
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
ll
l
l l
l
l
l
l l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll l
l
ll
l l
ll
l l l
ll
l
l
l
l ll
l
ll
ll
ll
l
l
l
l
l
ll l
l l
l
l
l
l
l
l ll
l
l
l
l
l l l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
ll
l
l
llllll
l
l
ll
l
l
l l
llll
l l
l
l
l
l
l
l l
l
ll
l
l
l
l ll ll
ll
l
l
lll
l
ll l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l l
l
lll
l lll llllllll
l
l
l
ll
l
l
ll
ll
l
l
l
ll
ll
ll
l l
l
l
l l
ll
lll
ll
l
l
l
l
ll
l
l
ll
ll
l
l l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l l
l
l
l
l l
ll
l l
l
l
l
l ll
ll
l
l
l
ll
l l
ll
l l
ll
l l
ll
l
l
ll
l
l
l
l
ll
l
l
ll
l
ll
l l
ll
l
l
l
l
l l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
lllll
l
l
l
l
ll
l l l
l
l
l l
l
l
l
l
l
l
lll
l
ll
l
l
lll
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l l
l
l l
l
l
l
l
ll
l
ll
l
l
l
l
l ll
l
l
l
ll
l
l
l
l
l l l
l
l
l
l
−50
−25
0
25
50
−60 −40 −20 0 20
(b)
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
−5.0
−2.5
0.0
2.5
5.0
−2.5 0.0 2.5 5.0
(c)
Figure 3: Simulated example - Probability vectors time series (a), trajectory (b), data y (c). The
colors represent the behaviours
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Figure 4: Simulated example - Posterior estimates of the probability vectors time series of the first
behavior, under models with different m. The solid lines represent the posterior means while the
dotted are the limits of the CIs.
We simulate data with K = 3, three different values of T , i.e. T = 250, 500, 100, assuming a regular
observational time lag ti− tt−1 = 20/T for all i ∈ [2, T ], i.e. for all T we have the same time length but
as T increases the intervals between observations decrease, with ξ1 = (0, 0)
′, ξ2 = (3, 0)
′, ξ3 = (0,−3)′,
Ω1 =
(
1 0
0 3
)
, Ω2 =
(
1 1.272
1.272 2
)
, Ω3 =
(
2 −0.5
−0.5 0.5
)
,
i.e., correlation between the two components of y is equal to zero in the first behavior, 0.9 in the
second and −0.5 in the third.
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m = 1 m = 20
k = 1 k = 2 k = 3 k = 1 k = 2 k = 3[
ξk
]
1 0.047 2.949 -0.263 0.044 2.946 -0.264
(CI) (-0.165 0.265) (2.77 3.12) (-0.436 -0.093) (-0.164 0.278) (2.757 3.116) (-0.435 -0.100)[
ξk
]
2 -0.079 -0.116 -2.898 -0.099 -0.123 -2.897
(CI) (-0.447 0.314) (-0.356 0.125) (-2.995 -2.798) (-0.467 0.300) (-0.364 0.116) (-2.994 -2.790)[
Ωk
]
1,1 1.439 1.271 2.073 1.445 1.272 2.076
(CI) (1.062 1.858) (1.008 1.634) (1.755 2.441) (1.074 1.887) (1.012 1.620) (1.765 2.427)[
Ωk
]
1,2 -0.012 1.465 -0.536 -0.004 1.464 -0.539
(CI) (-0.384 0.360) (1.155 1.871) (-0.696 -0.385) (-0.373 0.356) (1.15 1.84) (-0.705 -0.389)[
Ωk
]
2,2 3.305 2.346 0.634 3.337 2.351 0.635
(CI) (2.525 4.119) (1.892 2.936) (0.526 0.772 ) (2.520 4.181) (1.887 2.914) (0.522 0.771)
[βk]1 0.559 2.1 0.579 2.205
(CI) (-2.163 3.329) (0.586 3.670) () (-1.955 3.168) (0.768 3.721) ()
[βk]2 -2.37 -4.964 -2.508 -5.09
(CI) (-6.647 2.077) (-7.564 -2.543) () (-6.743 1.463) (-7.724 -2.649) ()
φk 0.592 1.419 2.912 0.987 2.247 2.89
(CI) (0.313 1.441) (0.382 3.836) (1.052 5.071) (0.563 1.637) (0.429 5.361) (0.651 5.208)[
Σ∗]k,k 3.159 0.795 1.144 3.889 0.78 1.979
(CI) (0.983 7.651) (0.183 2.295) (0.279 3.384) (0.358 8.784) (0.143 3.579) (0.549 5.001)[
Σ∗]1,2 [Σ∗]1,3 [Σ∗]2,3 [Σ∗]1,2 [Σ∗]1,3 [Σ∗]2,3
-0.658 -0.131 0.006 -0.118 0.557 0.338
(CI) (-1.689 0.185) (-1.164 1.716) (-0.592 1.160) (-1.076 1.480) (-1.299 3.684) (-0.891 3.150)
Table 2: Simulated Example - Posterior means and CIs under K = 3 and m = 1 and 20
m =1 m =10 m =20 Tot
T =250 24 36 34 94
T =500 22 33 44 99
T =1000 19 22 59 100
Table 3: Simulated Example - For any given T , the table shows the number of times that K = 3 and
a specific value of m is selected.
We also assume
Σ∗ =
 5 −2 0−2 5 3
0 3 5
 ,
and we use exponential correlation functions with decay parameters equal to 1, 0.8 and 1.5 respectively.
The regressive coefficients are β = (0,−5, 3,−7)′ where Xt is a vector of dimension 2 having 1 as first
element (intercept) and the ith element of the second column equal to ti. For each T we simulate 100
datasets. We perform inference by fixing K to values between two and six and m in {1, 10, 20}.
The choice of the number of components is essential in mixture literature and in application in-
volving mixtures. Since the model is defined via a latent variable z we use the integrated classification
likelihood (ICL) proposed by [8]; the results are reported in Table 3. We also tried to use the DICs
proposed in [13], but none of them gave satisfactory results in term of selecting the right number of
clusters, i.e. DICs select the right K between 60% and 70% of the times.
As prior distributions we assume ξk ∼ N2(02, 100I2) and Ωk ∼ IW (3, I2) for the likelihood param-
eters, for the temporal decays we assume U(0.3, 6), the regressive coefficients are normally distributed
with mean 0 e variance 100 while Σ∗ ∼ IW (K + 1, IK). The MCMC is implemented with 1000000
iterations, burnin 70000 and thin 6, having then 5000 posterior samples.
As we can see from Table 3, using ICL, K = 3 is selected 94% of the time with T = 250, 99% with
T = 500 and 100% if T = 1000. Moreover, as T increases, it is more likely to prefer the model with
higher m. To give a better insight of this result, we selected randomly one of the 100 datasets that
has T = 1000 and we show the parameters estimate obtained with m = 1 and 20 in Table 2, while in
Figure 4 posterior estimates of the compositional vectors time series, with the associated 95% credible
intervals (CIs), are depicted for the first behavior and m = 1, 10, 20; the “true” compositional vectors
time series, trajectory and y are shown in Figure 3.
Table 2 shows that posterior means and CIs of likelihood parameters are quite similar while from
Figure 4 we see that the compositional vector time series, for the three values of m, are almost
identical with few minor differences; we have similar results for the other two behaviors, not shown
10
m =1 m =10 m =20
T =250 1.35 3.15 5.25
T =500 3 6.6 10.2
T =1000 5.1 13.2 16.5
Table 4: Simulated Example - Computational mean time, in minutes, required to obtain 1000 samples
under models with K = 3.
here. The model with m = 1 has a worst performance in terms of parameters estimate of the GP
since the diagonal elements of Σ∗ are not estimated correctly1. In both cases most of the parameters
are correctly estimated. This similarity between the two models based on different values of m can
explain, in our opinion, why even with a sample size of 1000, models with m = 1 are often chosen.
We then believe that if computational time is an issue, or if we are really only interested in the
likelihood parameters, model with m = 1 could be used. The computational time can be seen in Table
4.
5 Real data examples
We now present the application of the proposed method to the dataset described in Section 2.
Covariate information is not available, however, in order to work with models with (possible)
different mean values in the two observational time windows, we set Xt to be a 1× 2 vector with [Xt]1
equal to 1 if t belongs to the first time windows and 0 otherwise, while [Xt]2 equal to 1 if t belongs
to the second time windows and 0 otherwise. Notice that both variables are equal to 0 in the time
between the two. As in the simulated example, we use exponential correlation functions and the same
prior distributions, testing models with K ∈ {2, . . . , 6} and m ∈ {1, 10, 20}.
On the same dataset an HMM and the proposal of [49], that is obtained assuming A to be a
D−dimensional diagonal matrix, were also tested and the model performance are then compared using
ICL. As for our proposal, we tested models with K ∈ {2, . . . , 6} and the same NNGP approximation,
with m ∈ {1, 10, 20}, is used for the proposal of [49]. As prior distributions we assume Dirichlet with
vectors of parameters equal to (1, . . . , 1)′ for the compositional vectors of the HMM, inverse gamma
with parameters 1 and 0.5 for the variance parameters of [49] while the other parameters have the
same priors of our proposal. For all models we use the same number of iterations, thin and burnin
used in the simulated examples.
5.1 The results
In Table 5 we can see the ICL for all the tested models. All of them suggest K = 3 and our proposal
with m = 10 is the one with the lower ICL, i.e. it is the model with the best fit. It is also interesting
to note that, for any given K, our model outperforms the others.
The posterior estimates of the chosen model can be seen in Table 6, while Figure 5 shows posterior
estimates of the probability vectors time series and Figure 6 shows the observed spatial locations with
the associate classification and predictive densities of the step-length and turning-angle.
5.2 Behavior description
First behavior From Figure 6 (c) and (d) we see that in the first behavior the speed is very close to
zero and the circular distribution, even if has a mode at around pi, has much variability, showing that
there is not a clear preferred direction. The two regressive coefficients (Table 6) are higher with respect
to the ones of the other behaviors, indicating that this is the behavior with the highest probabilities,
1We consider correctly estimated a parameters if the true value is inside the CI.
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Figure 5: Real Data - Posterior estimates of the probability vectors time series. The solid lines represent
the posterior means while the dotted are the limits of the CIs. Vertical lines indicate 00:00 hours.
as it is confirmed in Figure 5, where it is evident that the probability values are often equal to 1. This
behavior may be described as a slow-movement behavior, representing a variety of activities such as
resting, feeding, social interacting and, in the second window, attending cubs during the reproduction
period. Notice that the occurrences of this behavior, in the second time window, are spatially localized
in a relatively small area, which is reasonable to identify with the den, see Figure 6 (b).
Second behavior In the second behavior, the speed increases and the circular distribution has a
clear mode around zero, indicating that the wolf tends to move in straight line, see Figure 6. This
behavior is relevant in the first time window while in the second it almost disappears, as we can see
from the associated regressive coefficients. This behavior fits with the nomadic phase of wolf movement
patterns during winter, when the main activities are hunting and patrolling the territory [45]. Moreover,
F24 established her home range in March 2010, and these high speeds may also represent the need to
control and mark the territory, as newly formed pairs are the ones with the highest marking rates in
wolf populations [57].
Third behavior In the last behavior, that has really low probability in the first time window, the
predictive distribution of the step-length is similar to the one of the second (Figure 6 (d)). The
turning-angle has a mode at ≈ 2 and low variability, indicating that the animal moves in a anticlock-
wise direction. Given that this behavior is almost absent during the first temporal window, whereas
it represents the main moving type during the second one, this pattern seems to correctly fit with the
star-shaped movements of wolves in presence of cubs at dens [45]. This is in line with the tendency
of breeding females to restrict their movements to a smaller area of the territory during the period of
reproduction, compared to the rest of the year [28]. The counter clockwise tendency of wolf movements
may be related to the necessity to exploit different portions of the home range to locate vulnerable
prey. Because wolves apparently have a spatial map of resources within their territory [53], varying
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Figure 6: Real Data - Observed spatial locations in the first (a) and second (b) time window, predictive
distributions of turning-angle (c) and step-length (d) in the three behaviours. The behaviours are
encoded by the same colors of Figure 5.
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Figure 7: Real Data - Plots of log-ratios as function of temporal distance (expressed in days). The
solid lines represent the posterior means while the dotted are the limits of the CIs.
their hunting routes to surprise prey could improve their hunting success [28], resulting in a rotational
use of the home range [17].
From the off-diagonal elements of Σ∗ we can see that there could be dependence; remember that
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Model m K = 2 K = 3 K = 4 K = 5 K = 6
HMM -12607 -14926 -14366 -10941 -9939
1 -10784 -10958 -9878 -9256 -9123
Logit1 10 -11139 -12421 -11089 -10115 -9890
20 -11255 -11424 -11650 -9738 -9542
1 -11532 -14345 -12191 -9510 -9205
Logit2 10 -12794 -16001 -13315 -9190 -8899
20 -11917 -15676 -14798 -11280 -9991
Table 5: Real Data - ICLs of the models. Logit1 is the proposal of [49] while Logit2 is our model. In
bold the best model while in italic the best one for a fixed K. Numbers are rounded to the closest
integer.
independence between the elements of the compositional vectors requires a diagonal Σ∗. To better
analyze the dependence structure we plot a log-ratio temporal correlation in Figure 7. There is not a
unique and generally accepted way to evaluate the correlation of compositional data, see for example
[18] or [35], but since we are here interested mainly in the temporal evolution of the dependence, the
log-ratio is divided by its value at time lag 0, i.e. t = t′, showing then how log-ratios change over time.
We indicate the correlation coefficients with ρ.
It is interesting to notice that ρ11,22 and ρ11,33, being the correlation functions of the second and
third behaviors with respect to the first, are indistinguishable, highlighting that the difference is mostly
on the direction of movement (the turning-angle). In Figure 7 (b), which shows the cross-correlations,
only ρ23,11 has CIs that do not contain the zero. It is interesting to note that dependence almost
disappears after 12 hours, i.e. all values are close to zero.
5.3 Time window description
First time window In the first window, the slow-movement behavior (the first one) has high prob-
ability during daylight hours, whereas the second during night (Figure 5 (a)). This complementary
pattern is in line with the circadian activity of wolves in human modified environments, where they
are mainly nocturnal to avoid disturbance derived from human activities during the day [14, 59].
Second time window In the second window the slow-movement regime has probability close to one
during the first days because F24 likely entered in the den and reproduced in that time. According
to previous research on wolf reproducing behavior, breeding females are stationary the day of repro-
duction, and with limited movements during the period following reproduction [2]. During the days
after reproduction occurred, the slow-movement regime is often concentrated around dusk and during
the first night hours, whereas the star-shaped moving regime is concentrated during daylight hours or
shows two or more peaks at different times of the day (Figure 5 (b)). This result can be interpreted as
a reduction of the nocturnal activity of this wolf due to the presence of cubs, that is also accompanied
with a relative increase in diurnality. During the reproduction period breeding females spend most of
their time at den and rendez vous sites [6, 23]. Because other wolves from the pack usually assure the
feeding of breeding females during this time [46], females do not have to maintain an activity pattern
based on hunting that, in our study area, can be nocturnal due to human presence. This situation
may have lead F24 to leave the den mainly during the day, when sunlight can help in keeping the
unattended cubs warm and other large carnivores (such as Apennine brown bears in our study area)
are less active [61].
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k = 1 k = 2 k = 3
[ξk]1 -0.011 0.386 -0.544
(CI) (-0.017 -0.004) (0.248 0.531) (-1.410 0.081)
[ξk]2 0.002 0.061 0.049
(CI) (-0.005 0.008) (-0.070 0.199) (-1.291 1.235)
[Ωk]1,1 0.003 0.661 0.38
(CI) (0.003 0.004) (0.531 0.819) (0.166 0.635)
[Ωk]1,2 0 0.052 0
(CI) (0 0) (-0.044 0.153) (-0.031 0.030)
[Ωk]2,2 0.003 0.513 0.38
(CI) (0.003 0.004) (0.403 0.637) (0.169 0.639)
[βk]1 7.394 4.242
(CI) (6.764 8.94) (1.848 6.932 ) ()
[βk]2 7.012 -3.227
(CI) (5.885 7.544) (-7.098 -0.543) ()
φk 6.745 12.266 5.203
(CI) (4.882 9.189) (6.135 14.861) (0.909 11.180)
[Σ∗]k,k 143.95 1.785 1.731
(CI) (40.475 371.745) (0.221 8.715) (0.027 11.549)
[Σ∗]1,2 [Σ
∗]1,3 [Σ
∗]2,3
-4.418 -5.877 1.408
(CI) (-38.881 20.888) (-45.929 12.702) (0.068 9.363)
Table 6: Real data - Posterior means and CIs.
6 Final remark
We have proposed a novel approach to analyze tracking trajectory data. This approach aims at
defining the posterior distribution of the clustering probabilities, where the clusters are representative
of different behaviors that the animal exhibits and describing the trajectory conditionally on the
particular behavior by characterizing the step-length and the turning angle of the movement.
Our model is based on a GP representation of the LogitN process. We have proposed to perform the
analysis by defining the covariance structure on an unidentifiable process, which allows us to transport
the properties of the GPs to the elements of the probability vectors. Our proposal has the invariance
properties that allow inference that is unaffected from the reference element chosen and the elements
ordering. The model is estimated under a Bayesian framework and to avoid possible computational
problems, we proposed an MCMC based on an approximation of the multivariate GP. The number of
latent behaviors is estimated using ICL, one of the most used informational criteria.
With a simulation study we show that the propose MCMC algorithm and approximation can recover
the parameters used to simulate the data and ICL selects, in most of the cases, the right number of
regime. Due to the results obtained, we argue that if the computational time is an issue, and if the
interest lies only on the likelihood parameters, an efficient version of our model can be implemented.
We then estimate the model on the real data, that is the motivating example under this work.
The results we obtained are easy interpretable and give a better insight of the wolf behavior, both in
terms of movement metrics, i.e. step-length and turning-angle, and the time evolution of the behavior.
For example the model recognizes the disappearance of one behavior in the second time windows and
the appearance of a new one, a feature that with competitive models, such as the HMMs, is hardly
justified.
The model have been proposed in the particular case of tracking trajectories, but it can be employed
in different contexts, in particular in the case of environmental sciences, where spatial information can
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be incorporated in the probability dependence structure, so that the response variable behaves in a
similar way in locations which are close in space. This will be the focus on further research.
Possible ways to extend our model is to consider more than one animal at the time, moving form
a univariate approach to a multivariate one, or to incorporate in the dependence structure a seasonal
components, that can take into account daily patterns.
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