Market Timing is the capacity of deciding when to buy or sell a given asset on a financial market. Market Timing strategies are usually composed of components that process market context and return a recommendation whether to buy or sell. The main issues with composing market timing strategies are twofold: (i) selecting the signal generating components; and (ii) tuning their parameters. In previous work, researchers usually attempt to either tune the parameters of a set of components or select amongst a number of components with predetermined parameter values. In this paper, we approach market timing as one integrated problem and propose to solve it with two variants of Particle Swarm Optimization (PSO). We compare the performance of PSO against a Genetic Algorithm (GA), the most widely used metaheuristic in the domain of market timing. We also propose the use of trend representative testing to circumvent the issue of overfitting commonly associated with step-forward testing. Results show PSO to be competitive with GA, and that trend representative testing is an effective method of exposing strategies to various market conditions during training and testing.
INTRODUCTION
Trading in financial markets traces its history as far back as the early 13 th century. From humble beginnings where traders met to exchange basic commodities, financial markets have since evolved where securities, stocks, bonds, commodities, currencies and other financial instruments are traded electronically within fractions of a second. A number of developments after the market crash of 1987 in the USA heralded the birth of electronic exchanges, and ushering with it a new form of trading: algorithmic trading (Patterson, 2013) . One of the issues faced by designers of algorithmic trading systems is that of market timing. Market timing is defined as the identification of opportunities to buy or sell a given tradable item in the market so as to best serve the financial goals of the trader (Kaufman, 2013) . A common approach designers use to build strategies for market timing is to use components that would take market data as input and generate recommendations to buy, sell or do nothing. A collection of these components would form the core of the strategy, and it would be the job of the designer to select which components to use and to tune their parameters.
Since the introduction of electronic exchanges, designers of algorithmic trading systems have in-creasingly employed computational intelligence techniques, one of which is Particle Swarm Optimization (PSO). Despite its popularity in other domains, PSO has seen limited use in the financial domain and in particular within the market timing space. This is compared with other metaheuristics such as genetic algorithms (GA) and genetic programming (GP). Within a few years of the introduction of electronic exchanges and trading in the mid 1990s, GA and GP have been used to guide trading decisions and form the core of market timing strategies. The earliest PSO approach to market timing, on the other hand, was introduced in 2011 (Briza and Naval Jr., 2011) . Compared to GA, PSO has seen relatively limited adoption in the literature, despite PSO having a performance advantage over GA according to some studies (Hu et al., 2015; Soler-Dominguez et al., 2017) .
Recently, PSO was used to build market timing strategies using six technical indicators and tested on four stocks in a step-forward fashion (Mohamed and Otero, 2018) . In this paper, we conduct an extensive study of the performance of PSO versus a standard GA implementation. We selected a set of sixty three signal generating components to evaluate how PSO handles component selection and optimization compared to a GA, the current incumbent in the domain.
We also introduce the concept of trend representative testing and apply it to overcome limitations with stepforward testing -the current standard testing method when it comes to market timing.
The remainder of the paper is structured as follows. In Section 2 we review the approach to formalize the problem of market timing in such a fashion so as to consider both the selection of signal generating components and the tuning of their parameters. In Section 3 we cover related work done in the application of metaheuristics to the problem of market timing and the associated limitations. In Section 4 we introduce the concept of trend representative testing and discuss how it can potentially overcome limitations with current testing standards. In Section 5 we discuss how PSO and GA were adapted to tackle market timing. We discuss our experimental setup, present the results obtained and provide a critique of the performance of the various metaheuristics involved in Section 6. Finally, in Section 7 we present a conclusion and suggestions for future research.
MARKET TIMING
As discussed previously, market timing is the capacity of deciding when to buy or sell a given security. Traders in financial markets have continuously looked for ways to best decide when to take action with a given stock, and here we discuss the various schools of thought that have emerged over time. The schools of thought can be roughly categorized into two major styles: technical analysis and fundamental analysis.
Technical analysis can be defined as the analysis of a security's historical price and volume movements, along with current buy and sell offers, for the purposes of forecasting its future price (Kaufman, 2013) . The philosophy behind technical analysis is built upon three pillars: price discounts all the information we need to know about the traded security, prices move in trends and history has a likelihood of repeating itself. The first pillar assumes that all the forces that can affect the price of a security have been accounted for and already exerted their influence when the actual trade took place. This includes the psychological state of the market participants, the expectations of the various entities trading in that particular security, the forces of supply and demand, and the current state of the entity which the stock represents amongst other factors. It is therefore sufficient to only consider price movements and their history, as they are a reflection of all these forces and their influence. The second pillar assumes that prices move in trends based on the actions of traders currently dealing in that security and their expectations. The third pillar assumes that markets, presented with an almost similar set of stimuli and circumstances, have a tendency of reacting in the same fashion as it had in previous exposures. This was proven empirically in the histories of various securities across many markets over time as traders react in the same consistent fashion to shifts in price.
Techniques employing technical analysis will often take the form of functions known as indicators. Indicators will take in price history, along with a set of parameters that govern various aspects of an indicators behavior, and return a signal: an indication of whether it is favorable to buy or sell at the current moment. As an exhaustive list of all indicators currently available to the modern trader would easily fill multiple volumes, it is beyond the scope of this paper. Instead, the reader is directed to the works of Pring (Pring, 2002) and Kaufman (Kaufman, 2013) for a more detailed look at the world of technical analysis.
Fundamental analysis is the process of deriving the value of a security's value by analysis of the financial state of the company it represents (Penman, 2013) . This will include analyzing current and previous financial documents and accounting records for the company, considering current management personnel and their performance in the past, sales performance history, earning history, current market sentiment towards the company and macroeconomic conditions, amongst many other factors. After considering these factors, analysis can arrive at a fair value for the security and a projection for it moving forward. Fundamental analysis is built on the core assumption that a discrepancy occurs between a security's fair price and market price as the market moves to close that gap. Recommendations for buying or selling the security are therefore based on identifying this discrepancy and how best to utilize it to achieve returns. As the rate of release of information could become an issue with some of the traditional information sources, fundamental analysis has grown to include techniques such as sentiment analysis over social media streams.
Instead of following a purest approach, a large number of traders would base their strategies on techniques from both schools. It is quite common for traders to use fundamental analysis for portfolio composition, then use technical analysis for market timing. It would actually be prudent to use methods from both schools to hedge the trader's risk in one or more of the components being mistaken or fed false data 1 , and thus produce signals that might result in losses. In this paper, we have chosen to focus on using technical analysis indicators for the purposes of market timing.
As alluded to earlier, a market strategy could be built using a collection of components, where every component t consumes information regarding a security and returns a signal indicating whether to buy or sell. A component's signal is limited to three values: 1 for a buy recommendation, −1 for a sell recommendation and 0 for a hold recommendation. Every component will also have a weight and a set of parameters. The parameters will control the behavior of that component and are unique to every component type. The weight controls how much influence the component has on the overall signal produced by the candidate solution. The overall signal of the candidate solution is taken as the aggregation of weighted components, and interpreted as follows: buy when positive, sell when negative or hold otherwise. Formally, we can present this formulation as follows:
where x denotes the number of parameters for the component at hand, w represents the weight assigned to the component at hand, t represents a single component and n is total number of components within the solution. The weights for the components are all normalized to be between 0 and 1, and have a total sum of 1. As we are seeking to select the least possible subset that achieves our set objectives, varying combinations of components, along with varying values for component weights and parameters, will produce a rich landscape of candidates that return different signal values for the same market conditions.
RELATED WORK
In two recent and comprehensive studies, Hu et al. (Hu et al., 2015) and Soler-Dominguez et al. (Soler-Dominguez et al., 2017) investigate the use of computational intelligence techniques in finance. While the study by Soler-Dominguez et al. was more holistic in its coverage, the study done by Hu et al. was focused on the use of computational intelligence in the discovery of trading strategies. Both studies considered a large number of metaheuristics that belong un-1 An example of this would be using a purely fundamental approach while trading Enron before its crash and bankruptcy in late 2001. A post-mortem investigation by the U.S. Securities and Exchange Commision (SEC) showed that the information published in the firm's financial documentation were false, leading to investments by market participants that were built on mislead assumptions. der the computational intelligence umbrella, and that included evolutionary algorithms (GA, GP, differential evolution), swarm intelligence (PSO, ACO, artificial bee colony optimization), stochastic local search (simulated annealing, ILS, tabu search, GRASP), fuzzy systems and neural networks amongst others. Both studies cover a combined time span starting with the early 1990's and ending with recent times.
By surveying the techniques covered in both studies, we can see that genetic algorithms (GA), and to a slightly lesser extent genetic programming (GP), are the most applied metaheuristics when it comes to the issue of market timing. One of the earliest works using GA was by Allen and Karjalanien (Allen and Karjalainen, 1999) . In it, Allen and Karjalanien use a GA to develop trading rules based on technical analysis indicators, and benchmarked their results against a buy-and-hold strategy and out of sample data. Another approach is to use GA to directly optimize the parameters of one or more financial analysis indicators, be they fundamental or technical in nature. Examples of such an approach can be seen in the work of de la Fuente et al. (de la Fuente et al., 2006) and Subramanian et al. (Subramanian et al., 2006 ) -the latter tackling market timing as a multi-objective optimization problem. Both of these approaches directly encode the indicator parameters into the GA chromosome, and use the metaheuristic to arrive at the values for these parameters that produce the best results. Other approaches since then use GA to improve the fitness of another primary metaheuristic in charge of producing the trading signals by optimizing its parameters. These primary, signal-producing metaheuristics included fuzzy systems, neural networks, selforganizing maps (SOM) and a variety of classification algorithms. A thorough breakdown of such synergistic approaches can be seen in (Hu et al., 2015) . More recent approaches using GA to tackle market timing can be seen in the work of Kampouridis and Otero (Kampouridis and Otero, 2017) and Kim et al. (Kim et al., 2017) .
Particle swarm optimization (PSO) has not seen the popularity of GA and GP in the space of market timing. Though introduced much later than GA, PSO has started seeing some adoption in the area. The earliest PSO approach to tackle market timing was proposed by Briza and Naval, Jr. (Briza and Naval Jr., 2011) . Inspired by Subramanian and colleagues (Subramanian et al., 2006) , the authors optimized the weights of instances of five technical indicators who had preset parameter values according to industry wide standards. All the weighed instances of the technical indicators would then produce a cumulative signal whether to buy or sell. The authors approached the issue of market timing as a multi-objective optimization problem, and optimized for percentage of return and the Sharpe ratio. Chakravarty and Dash (Chakravarty and Dash, 2012) also used PSO for market timing by utilizing it to optimize a neural network capable of predicting movements in an index price. Similarly Liu et al. (Liu et al., 2012) used PSO to optimize a neural network that generated fuzzy rules for market timing and reported positive results.
More recently, Chen and Kao (Chen and Kao, 2013) , used PSO to optimize a system that relied on fuzzy time series and support vector machines (SVM) to forecast the prices of an index for the purposes of market timing. Ladyzynski and Grzegorzewski (Ladyzynski and Grzegorzewski, 2013 ) used a combination of fuzzy logic and classification trees to identify price chart patterns, while PSO is used to optimize the parameters of the aforementioned hybrid approach. In their results, the authors have noted that use of PSO vastly improved the predictive capacity of the fuzzy logic and classification tree hybrid, and that the overall system proved to be promising. In the work by Wang et al. (Wang et al., 2014) , a combination of a reward scheme and PSO was used to optimize the weights of two technical indicators. The Sharpe ratio was used to measure the performance of the hybrid, and in their results, the authors note that their system outperformed other methods such as GARCH. Bera et al (Bera et al., 2014) used PSO to only optimize the parameters of a single technical indicator. Although trading on the foreign exchange instead of the stock exchange, the authors note that their system has shown to be profitable in testing. Sun and Gao (Sun and Gao, 2015) used PSO to optimize the weights on a neural network that predicted the prices of securities on an exchange. The authors note that their system was able to predict the price with an error rate of around 30% when compared to the actual prices. Karathanasopoulos and colleagues (Karathanasopoulos et al., 2016) used PSO to optimize the weights on a radial basis function neural network (RBF-NN) that is capable of predicting the price of the crude oil commodity. Though not on the stock exchange, the trading of commodities occurs on similar exchanges and uses many of the same market timing techniques. Compared to two classical neural network models, the authors note that their PSO-augmented approach significantly outperformed them in predictive capacity.
In the nine discussed publications on the use of PSO in market timing, we can see a salient trend: PSO is used in a secondary role to optimize a primary metaheuristic or computational intelligence technique that is responsible for signal generation. There are only three exemptions: (Briza and Naval Jr., 2011) , (Wang et al., 2014) and (Bera et al., 2014) . In these three publications, the authors used PSO as the only metaheuristic, and within them PSO was either used to optimize the weights of a set of technical indicators or their parameters, but not both in unison. The only attempt we are aware of that considers both the selection of technical indicators and optimize their parameters was by Mohamed and Otero in (Mohamed and Otero, 2018) . In it, the authors used PSO to both optimize the parameters of six technical indicators, as well as tune the weights of the generated signals and prune ineffective ones. They tested their work against four stocks and show that using PSO was a viable approach albeit with some caveats: only a limited number of indicators was used (6 in total); a small number of datasets (4 in total); and no baseline algorithm is used to assess the performance of PSO.
The work proposed in this paper addresses limitations identified in the literature so far: (1) it considers the optimization of both selection of technical indicators and their parameter values; and (2) avoid the tendency of strategies to overfit when using step-forward testing by proposing the use of trend representative testing.
TREND REPRESENTATIVE TESTING
The prominent method of testing a market timing strategy in the literature surveyed is a procedure known as step-forward testing (Kaufman, 2013; Hu et al., 2015; Soler-Dominguez et al., 2017) . In stepforward testing, a stream of security data is divided chronologically into two sections: the earlier section for training and the later for testing. Although relatively easy to implement, this approach has a number of shortcomings. During training with this method, the training mechanism might only be exposed to the upwards, downwards or sideways trends available in the data. This raises the likelihood of the strategy produced to be overfit to one of those trends only and the chances of the strategy performing poorly in opposite trends. For example, if during training, all the data available represented uptrends, then a strategy trained with such data would produce poor results in a downtrend, and vice versa. Standard strategies taken during training, such as k-fold cross validation, are not easily applicable due to the structure of the data. In order to overcome the limitations associated with step-forward testing, we propose the use of trend representative testing, as suggested by domain experts (Kaufman, 2013) . The idea behind trend representative testing is to have a library of security data that represents all three trends at various intensities and time lengths. Exposing strategies to these various trends during training improve their chances of performing better under numerous market conditions.
The process of building the trend representative dataset is as follows. First, raw security data is downloaded from a publicly available data provider. Second, this data is scanned for price shocks, and when one is detected, the raw data is divided into two cords -one before and one after the price shock respectively. The reason we remove price shocks is that they are outlier events, and including them in training data would imply that these highly irregular and very disruptive events can be readily predicted, which is not the case. Besides being catastrophic events, price shocks are rare and training a strategy to use them would be highly impractical. Price shocks are defined as price actions that are five times the Average True Range (ATR) within a short period of time (Kaufman, 2013) . The cords are then subsampled with moving sliding windows of various sizes to produce strands that can be used for training and testing. The final step is to categorize these strands into upwards, downwards and sideways trends based on the Directional Index technical indicator (Pring, 2002) to ascertain intensity and direction.
In order to use this new dataset, we propose randomly picking a representative upwards, downwards and sideways strand from the pool of strands designated for testing. This triplet is then used by the algorithm within an iteration to measure the fitness of its candidate solutions. First a candidate solution is tested against each individual strand, and the results averaged to arrive at the final fitness for that candidate within that particular iteration. After all the candidates for the iteration have been assessed, a new triplet is selected for the next iteration and the process is repeated until the algorithm has completed its run. The idea behind trend representative testing is that we want discourage niching or specializing in one particular trend type and instead promote discovering market timing strategies that fair well against various market conditions.
METAHEURISTICS AND MARKET TIMING
In this section we will explore how to encode our market timing formalization, explaining how the metaheuristics were adapted to use this encoding and tackle the problem of market timing. Figure 1 : An example of an encoded candidate solution with three components.
Individual Representation and Fitness
Before discussing how the metaheuristics were adapted to tackle market timing with the aforementioned formalization, let us first consider how we can encode a candidate solution and assess the fitness of these individuals. where the number preceding the indicator represents its weight and the values in the brackets represent the values of parameters per indicator. A visual example can be seen in Figure 1 .
As the metaheuristics used are all based on a population of individuals, where each individual represents a candidate solution, we choose to encode a candidate solution as a multi-tier associative array. The top level binding associates an indicator identifier with a set of of its parameters. The bottom level binding associates a parameter identifier with its value. These parameters are dependent on indicator type, but all indicators have an instance of a weight parameter.
We choose to encode individuals in this manner as this allows us the flexibility of using as many components as we would like, without having to worry about the type and amount of parameters per component used or memorize a mapping of positions as would have been the case of using an array. The semantics of how to handle the components and tune the weights and parameters is then left to be implemented Using Population-based Metaheuristics and Trend Representative Testing to Compose Strategies for Market Timing in the metaheuristics, as will be discussed shortly. A new candidate solution is generated by instantiating components from the available catalog with random values for the parameters and adding it to the dictionary representing the individual.
As for assessing the fitness of an individual, we chose to maximize the Annualized Rate of Return (AROR) generated by backtesting the individual at hand. Backtesting would simulate trading based on the aggregate signal produced by a solution over a preset time period for a given asset. As for AROR, this can be defined as:
where E n is final equity or capital, E 0 is initial equity or capital, 252 represents the number of trading days in a typical American calendar and n is the number of days in the testing period.
Genetic Algorithms
In order to apply genetic algorithms (GA) to tackle market timing using our proposed formalization, we started with a typical implementation of GA and modified its operators in order to accommodate how we encode candidate solutions. First, individuals selected for crossover are chosen using a typical tournament procedure, with the tournament size being a userdefined parameter. In preparation for crossover, the components in the genotype of individuals selected are ordered by key. A crossover point is then selected at random such that it lands between the definition of two components but not within them. Using the example mentioned earlier, we can generate a crossover point either between the definition of MACD and RSI, or between RSI and Chaikin. An example of a crossover operation can be seen in Figure 2 . When a mutation event is triggered, a random component in an individual's genotype is replaced by a newly instantiated copy of the same component type. This newly instantiated copy would use random values for the constituent parameters, but still within valid range. Crossover and mutation are used to generate a new population for the next generation, and this procedure continues until the allocated budget of generations are exhausted. An archive is used to keep track of the elite individuals per generation, with the most fit individual in the archive reported at the end of the GA run as the proposed solution. 
Particle Swarm Optimization
We now turn our attention to adapting Particle Swarm Optimization (PSO) to tackle market timing. PSO will use the same encoding of the solution to represent a particle within its swarm, but the standard dynamics of PSO operators will have to be changed in order to adapt it to the problem at hand and use the solution encoding proposed.
The basic PSO model can be seen in Algorithm 1. This model supports both l-best and g-best neighborhood structures, based on the neighborhood size. When the neighborhood size is less than the total size of the population, we have an l-best neighborhood structure, otherwise we have a g-best neighborhood structure. A number of modifications are introduced in order to adapt PSO to tackle market timing. The first modification was that we pushed down the implementation of the addition, subtraction and multiplication operators required by the velocity update mechanism (lines 8-15) to be at the component level and not the metaheuristic level, in order to be agnostic to the types of signal generating components and their parameters. This would no longer limit the parameter types to either be in the binary or real-valued domains. A designer is now free to include a signal generating component of an arbitrary number of parameters and parameter types as long as the implementation of that component provides overrides to the necessary operators. Secondly, we also adopted a number of measures to promote convergence within the swarm and prevent velocity explosion (Clerc, 2002) .
The
Algorithm 1: Basic PSO high-level pseudocode.
1: initialize swarm S 2: repeat 3:
for every particle
for every component j in particle i do 8:
bias ← αv i j (t) 9:
cognitive ← c 1 r 1 (y i j (t) − x i j (t)) 10:
social ← c 2 r 2 (ŷ i j (t) − x i j (t)) 11:
v i j (t + 1) ← bias + cognitive + social 12:
if j ∈ R then 13:
x i j (t + 1) ← x i j + v i j (t + 1) 14:
else if j ∈ [0, 1] then 15:
Pr(x i j (t + 1) → 1) : sigmoid(v i j (t + 1)) 16:
end if 17: end for 18: end for 19: until stopping criteria met 20: return fittest particle first of the measures is that we used a decreasing inertia schedule. This means that for every step of the algorithm, inertia for every particle decreases by an amount defined by a function based on the number of iterations left. The second measure we adopted was that we scaled down v i j (t + 1) before updating a particle's state by a user-defined factor. As an alternative to velocity scaling, we also considered Clerc's Constriction as defined in (Clerc, 1999) . The PSO would now be able to optimize both the parameters and weights of these components in relation to a financial fitness metric.
A common problem faced by search metaheuristics, PSO included, is getting stuck in local optima. Multiple measures have been devised since the introduction of the basic model to remedy that problem with varying degrees of success (Engelbrecht, 2005) . Inspired by the work done by Abdelbar with Ant Colony Optimization (ACO) in (Abdelbar, 2008) , we introduced a variation of PSO that stochastically updates the velocity of its particles only when it is favorable in terms of fitness. We will refer to this variation of PSO in the remainder of this paper as PSO S . The modifications required for PSO S are reviewed next.
Every particle x in the swarm S represents a candidate solution. From our earlier discussion, this means that a particle's state is a collection of weighted components, where each component has its own set of parameters. A particle starts out with an instance of all the available signal generating components, each instantiated with random weights and parameter values. In contrast with the basic PSO model, the cognitive and social components of the velocity update equation are modified to be calculated as:
• rand(): random number between 0 and 1 According to equations 4 and 5, the cognitive and social components will only stochastically influence velocity update if there is an improvement in fitness, following a hill climbing fashion.
EXPERIMENTAL SETUP AND RESULTS
In order to evaluate the effectiveness of the proposed formulation in composing effective market timing strategies, we tested our PSO, PSO S and GA. As all three algorithms have parameters, testing was preceded with hyper-parameter optimization performed using the iterated racing procedure (IRace) (López-Ibáñez et al., 2016) . The IRace procedure was run with a budget of 300 iterations and a survivor limit of one, in order to arrive at a single configuration for each metaheuristic. The results of the IRace procedure can be seen in Table 1 . In regards to PSO, IRace arrived at swarm sizes that are similar for both variants. The configuration discovered for PSO uses a much lower number of iterations when compared with the configuration for PSO S . We can also see that the PSO configuration is slightly more reliant on the cognitive component with an l-best neighborhood spanning half the swarm, while the PSO S configuration is slightly more reliant on the cognitive component with a g-best neighborhood structure. Both PSO configurations favored velocity scaling over Clerc's constriction, with PSO using relatively larger steps while PSO S uses relatively smaller steps based on the scaling factors. After hyper-parameter optimization, we ended up with two PSO configurations: a fast acting l-best PSO and a slower g-best PSO with stochastic state update. As for GA, the findings of IRace show that the configuration had a relatively high mutation rate and a relatively low crossover rate when compared to typical values used for those parameters. This suggests that the solution landscape is on the rugged side, with sharp peaks and deep valleys that require radical moves to traverse. The discovered population size and the number of generations are similar in size to those of PSO S .
All algorithms are trained and tested using trend representative testing. The data used contains 30 strands, representing 10 upwards, 10 downwards and 10 sideways trends at various intensities. The details of the trend dataset can be seen in Table 2 . The columns in Table 2 describe the symbol of the source stock data, the beginning date, the ending date and the trend of every strand in the dataset. The data has then been split into 10 datasets, where each dataset would contain one of each trend for testing and the remaining 27 are then used for training. Each step in the training and testing procedure is repeated 10 times to cater for the effects of stochasticity.
In total, 63 signal generating components were used in both training and testing. These 63 components are of the technical variety, and contain a selection of momentum indicators, oscillators, accumulation/distribution indicators, candlestick continuation pattern detectors and candlestick reversal pattern indicators. Where the components took parameters that affected periods of data to look at, an upper limit of 45 days was set, so that we could get at least 5 trading signals within a single trading year (which is on average compromised of 252 days in the US market). Any other parameter was initialized to random values and the best performing setting discovered by the algorithms as they traverse the solution landscape. Table 3 shows the minimum, median, mean and maximum fitnesses achieved by each algorithm, dataset and trend. GA showed a slight edge over the PSO variants with all three trends in dataset 1, while PSO S showed a clear advantage with the downtrend in dataset 7. The basic PSO variant takes most of the wins based on means, when compared to GA and PSO S . By looking at overall averages in Table 4 , we can see that all three algorithms showed a higher overall fitness during a downtrend when compared with the other two trends, leaving us with an unbal- anced performance. Nevertheless, performing better in downtrends is positive when compared with buyand-hold strategies which would fail under such conditions. This issue of unbalanced performance with various trend types can perhaps be overcome if the problem of market timing is approached as a multiobjective one, where we try to discover a Pareto front with solutions that maximize fitness across all three trends. By having the performance of the three algorithms explicitly compared across a variety of trends, we have a better approximation of the performance of the strategies produced by these algorithms under live market conditions, and therein lies the advantage of using trend representative testing. With step-forward testing, we are limited to the price movements in the training section of the data. This can easily lead to strategies that are overfit to one particular type of trend, because that was all they were exposed to during training. With trend representative testing, we explicitly avoid this issue by exposing our algorithms to a variety of trends during both training and testing. Table 5 shows the rankings of the algorithms after performing the non-parametric Friedman test with the Holm's post-hoc test by trend type on the mean results (García et al., 2010 ). The first column shows the trend type; the second column shows the algorithm name; the third column shows the average rank, where the lower the rank the better the algorithm's performance; the fourth column shows the p-value of the statistical test when the average rank is compared to the average rank of the algorithm with the best rank (control algorithm); the fifth shows the Holm's critical value. Statistically significant differences at the 5% level between the average ranks of an algorithm and the control algorithm are determined by the fact that the p-value is lower than the critical value, indicating that the control algorithm is significantly better than the algorithm in that row. The non-parametric Friedman test was chosen as it does not make assumptions that the data is normally distributed, a requirement for equivalent parametric tests. We can see from this table that PSO and PSO S were ranked higher than GA in both downtrends and sideways, with a close tie for uptrends, although not at a statistically significant level. This suggests that PSO, both in its basic and modified flavors, is competitive with GA when it comes to the domain of market timing. PSO, in particular, has an advantage over GA in that it achieves these highly competitive results with an order of magnitude fewer number of iterations using a similar population size. The stochastic state update modification has given PSO S a small improvement in ranking when tested in downtrends and uptrends over the PSO, although this is achieved with a greater number of iterations.
CONCLUSION
In this paper, we reviewed a formulation for the market timing problem and introduced three new contributions: (i) using trend representative testing to expose potential solutions to various market conditions while training and testing; (ii) designed GA and PSO algorithms to tackle market timing and finally (iii) compared our proposed GA and PSO algorithms using 30 strands (stocks undergoing a particular trend) and 63 signal generating components. Our results showed that the PSO variants are competitive to GAwhich is the most widely used metaheuristic in market timing -and ranked better when it came to performance, with one variant doing so at a fraction of the number of iterations used by GA. We suggest the following avenues of future research. First, use a more sophisticated measure of financial fitness. This would allow us to simulate hidden costs of trading such as slippage. Second, approach the problem of market timing as a multiobjective one by trying to maximize performance across the three types of trends and against multiple financial objectives. Finally, adapt more metaheuristics to tackle market timing and compare its performance against the currently proposed ones in significantly larger datasets. We could then use meta-learning to understand if and when metaheuristics perform significantly better than others under particular conditions and use that information to build hybrid approaches that use more than one metaheuristic to build strategies for market timing.
