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Naslov: Primerjava metod za kalibracijo kamere in robotskega manipula-
torja
Avtor: Filip Grcˇar
Kalibracija kamere na robotskem manipulatorju je splosˇen problem ugota-
vljanja lege togo namesˇcˇene kamere na robotskem manipulatorju glede na
vrh robota. Obicˇajno se izvaja z zajemanjem slik fiksnega predmeta znanih
dimenzij, pri cˇemer je robotski manipulator za vsako sliko drugacˇe pozici-
oniran. V tej diplomski nalogi primerjamo kalibracijo na dveh sodelujocˇih
robotih UR10e in Aubo i5 v kombinaciji s tremi kamerami Zivid One+ Me-
dium, Intel Realsense D435 in predstavnikom kamer Basler Ace. Na danih
kombinacijah smo preizkusili pet oz. sˇest razlicˇnih metod kalibracije v odvi-
snosti od sˇtevila zajetih slik. Ugotovili smo, da se natancˇnost kalibracije s
povecˇevanjem sˇtevila slik povecˇuje, najbolje pa sta se odrezali metodi Parka
in Horauda. Med kamerami se je najbolje izkazal Baslerjev produkt, med
roboti pa po tehtnem premisleku UR10e.
Kljucˇne besede: kalibracija, sodelujocˇi roboti, ROS, OpenCV.

Abstract
Title: Comparison of Robot Hand-Eye Calibration Methods
Author: Filip Grcˇar
Hand-eye calibration is a well known problem of defining a robot-mounted
camera’s pose relative to the robot’s end-effector. This is usually achieved
by capturing multiple images of a static object of known dimensions where
the robot manipulator is differently positioned for each image. In this thesis
we compare two collaborative robots UR10e and Aubo i5 in combination
with three cameras Zivid One+ Medium, Intel Realsense D435 and one of
the Basler’s Ace camera family member. We compared five to six different
calibration methods on all of mentioned robot-camera combinations and its
dependencies on images’ number. We found out that the accuracy of the
methods rises with the number of the images and the best methods turned
out to be Park’s and Horaud’s. Among the cameras the best turned out to
be the Basler’s one and the best robot after some extra cosideration became
UR10e.




V danasˇnjem svetu digitalizacije in avtomatizacije smo pricˇa vedno vecˇjemu
nadomesˇcˇanju cˇlovesˇke delovne sile z robotsko. Industrija v zˇelji po vecˇji
ucˇinkovitosti, optimizaciji procesov in cenejˇsi proizvodnji vpeljuje vedno vecˇ
robotov, ki so zmozˇni vedno bolj natancˇnih opravil, katere lahko izvajajo
neprekinjeno vse dni v letu. Vseeno vsem nalogam klasicˇni industrijski roboti
niso kos, a zaradi varnosti ne morejo sodelovati z ljudmi, zato se je v zadnjih
letih na trgu pojavila nova vrsta robotov in sicer sodelujocˇi roboti, ki so s
sˇtevilnimi varnostnimi funkcijami sposobni opravljati svoje naloge skupaj z
ljudmi. Kot smo ljudje pri delu precej odvisni od svojega vida in ostalih cˇutil,
tako so roboti odvisni od raznih senzorjev in v primeru vida to predstavljajo
kamere. Te se v industriji pojavljajo zˇe dalj cˇasa, a ob pojavu sodelujocˇih
robotov, ki so namenjeni opravljanju vedno bolj zapletenih nalog, pridejo sˇe
bolj do izraza. Ljudje se v svoji mladosti naucˇimo uporabljati svoj vid tako,
da lahko predmet, ki ga vidimo, tudi primemo. Podobno je treba v robotskih
sistemih najti povezavo med robotom in kamero, na katero se robot zanasˇa.
V tej diplomski nalogi se ukvarjamo prav s tem in sicer z ugotavljanjem lege
kamere pritrjene na robotski manipulator glede na vrh manipulatorja, cˇemur
recˇemo kalibracija.
Robotski manipulator ima dva glavna koordinatna sistema in sicer ko-
ordinatni sistem baze robota in koordinatni sistem vrha robota (ang. end
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effector), s katerim robot prijema predmete. Da je robot sposoben prijeti
nek predmet, mora poznati njegovo lego (pozicijo in orientacijo) v koordi-
natnem sistemu baze robota. Ob poznavanju lege predmeta in geometrije
robota lahko izracˇunamo rotacijo sklepov robota, ki premaknejo vrh robot-
skega manipulatorja do predmeta. Za zaznavanje lege predmetov se upora-
bljajo razlicˇni senzorji oz. kamere, ki ob pomocˇi racˇunalniˇskega in strojnega
vida lahko dolocˇijo lego predmeta v koordinatnem sistemu kamere, ki je v
nasˇem primeru togo namesˇcˇena v blizˇini vrha robotskega manipulatorja.
Tovrstna kalibracija je resen preboj dozˇivela konec 80. let prejˇsnjega sto-
letja. Ena prvih pomembnih metod je metoda Rogerja Y. Tsaia in Reimarka
K. Lenza [28], v 90. letih pa so sledile sˇe mnoge druge [26, 24, 22, 20], ki
so poskusˇale presecˇi predhodnike. Omenjene metode bomo predstavili in
tudi preizkusili. V zadnjih 20 letih je bilo predstavljenih zˇe kar nekaj novih
pristopov, med zadnjimi najdemo npr. raziskavo strokovnjakov s finske uni-
verze Tampere [19], ki so predstavili nekaj novih metod in jih primerjali tudi
s tremi od prej omenjenih klasicˇnih metod. To nam pove, da je to podrocˇje
sˇe kako zˇivo in se sˇe naprej razvija.
V nasˇih eksperimentih smo zˇeleli razlicˇne metode kalibracije preizkusiti
na sodelujocˇih robotih, katerih prodaja v zadnjih letih mocˇno narasˇcˇa, in
sicer na robotih Universal Robots UR10e in Aubo i5 v kombinaciji s tremi
priznanimi 3D in 2D kamerami Zivid One+ Medium, Intel Realsense D435 in
predstavnikom druzˇine kamer Basler Ace. Ob primerjavi robotov in kamer
bomo tako primerjali 5 metod s konca prejˇsnjega stoletja in eno dodatno
metodo namenjeno Zividovim kameram ter vse skupaj pogledali tudi v od-
visnosti od velikosti ucˇnih mnozˇic pri kalibraciji.
Najprej si bomo natancˇneje pogledali, zakaj potrebujemo kalibracijo in
kako ta poteka, nato bomo vse skupaj sˇe matematicˇno obrazlozˇili. Sledi
predstavitev uporabljenih metod in zˇe nekaj primerjav med njimi na pod-
lagi poskusov samih avtorjev. V nadaljevanju bomo predstavili uporabljena
robotska manipulatorja ter kamere. Sledi predstavitev implementacije ek-
sperimentov od zasnove, kjer podamo nekaj glavnih elementov Robotskega
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operacijskega sistema ali krajˇse ROS -a, ki smo ga uporabljali pri izvedbi ek-
sperimentov, do opisa izvedbe poskusov in postopkov izracˇuna kalibracije.
Proti koncu sledi predstavitev rezultatov in diskusija. V zakljucˇku povza-
memo sˇe glavne ugotovitve in predstavimo mozˇnosti izboljˇsav, v prilogi pa





Cˇe zˇelimo z robotom pobrati nek predmet, moramo poznati lego predmeta
v koordinatnem sistemu baze robota, kar na sliki 2.1 predstavlja HROBOBJ , a jo
ob zajemu poznamo samo v koordinatnem sistemu kamere HCAMOBJ . Poznamo
tudi lego vrha robotskega manipulatorja v koordinatnem sistemu baze robota
HROBEE , saj je geometrija robotskega manipulatorja znana. Torej nam manjka
le sˇe lega kamere v koordinatnem sistemu vrha robota HEECAM , da lahko lego
predmeta v koordinatnem sistemu kamere preracˇunamo v koordinatni sis-
tem baze robota ter tako z robotskim manipulatorjem uspesˇno poberemo
predmet. Izracˇunu potrebnih premikov sklepov robota, da se vrh robota
premakne do predmeta, iz lege predmeta v koordinatnem sistemu baze ro-
bota recˇemo izracˇun inverzne kinematike [29], pri cˇemer je kinematika nauk
o gibanju teles brez uposˇtevanja vzrokov, ki to gibanje povzrocˇajo, npr. sil.
Kalibracija kamere na robotskem manipulatorju glede na manipulator
je torej splosˇen problem (glej [1]) ugotavljanja transformacije med vrhom
robotskega manipulatorja in kamero oz. z drugimi besedami lege kamere v
koordinatnem sistemu vrha robota, ki je pri premikanju robotskega mani-
pulatorja konstantna, saj je kamera togo namesˇcˇena. Za izvedbo kalibracije
potrebujemo znacˇilen predmet v okolici robota, katerega lahko kamera na-
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tancˇno pozicionira. Takim predmetom recˇemo kalibracijski vzorci oz. pred-
meti. Uporabljajo se razlicˇni 2D vzorci, npr. sˇahovnice, vzorci s krogci ipd.
ali 3D predmeti, npr. krogle (slika 2.2).
Slika 2.1: Koordinatni sistemi robotskega manipulatorja in kamere ter medsebojne
transformacije [2]
Slika 2.2: Kalibracijski objekti [3]
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Med kalibracijo mora biti kalibracijski vzorec oz. predmet namesˇcˇen fi-
ksno v okolici robota, tako da je transformacija med bazo robota in kalibracij-
skim objektom konstanta. Postopek kalibracije poteka tako, da se robotski
manipulator premika v razlicˇne polozˇaje, s katerih ima kamera pogled na
kalibracijski objekt. Za vsak polozˇaj se shrani lego vrha robota v koordi-
natnem sistemu baze robota, katero nam posreduje robotski krmilnik, ter
lego kalibracijskega objekta v koordinatnem sistemu kamere, ki se izracˇuna
iz zajetih podatkov kamere (slike, oblaka tocˇk). Iz mnozˇice parov teh leg za
vsak polozˇaj robotskega manipulatorja lahko nato izracˇunamo, kje se nahaja
kamera glede na vrh manipulatorja.
Poglejmo si matematicˇno ozadje kalibracije povzeto po [4].
Slika 2.3: Prikaz pomembnih transformacij pri kalibraciji (prirejeno po [5])
Na sliki 2.3 posamezni T-ji oznacˇujejo transformacije med razlicˇnimi ko-
ordinatnimi sistemi. bTg tako predstavlja transformacijo prijemala (ang. gri-
pper) oz. vrha robotskega manipulatorja v koordinatnem sistemu baze ro-
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bota, gTc predstavlja transformacijo kamere (ang. camera) v koordinatnem
sistemu prijemala (to zˇelimo kot rezultat), cTt predstavlja transformacijo
kalibracijskega vzorca v koordinatnem sistemu kamere, tTb pa predstavlja
transformacijo kalibracijskega vzorca v koordinatnem sistemu baze robota,
kar je enako produktu transformacij v smeri pusˇcˇic. Kot vidimo, sta na
sliki dva polozˇaja i in j, kar predstavlja premik robotskega manipulatorja
med samim postopkom kalibracije. Vsako transformacijo lahko predstavimo
v obliki transformacijske matrike velikosti 4× 4, ki je sestavljena iz vektorja
translacije, kar predstavlja spremembo pozicije predmeta v prostoru, in rota-








r1 r2 r3 tx
r4 r5 r6 ty
r7 r8 r9 tz
0 0 0 1
 . (2.1)
Za vsak polozˇaj robotskega manipulatorja se tako shrani homogeno transfor-
macijo med bazo robota in robotskim prijemalom (vrhom robota), ki pred-
















Kot zˇe recˇeno se shrani tudi homogeno transformacijo med kamero na ro-

















Kalibracija kamere na robotskem manipulatorju glede na manipulator nam
tako vrne sˇe manjkajocˇo homogeno transformacijo med kamero in robotskim
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Ta vrsta kalibracije je znana tudi kot resˇevanje enacˇbe AX = XB, kjer A
predstavlja transformacijo premika robotskega prijemala med dvema polozˇajema,
B predstavlja transformacijo premika kamere med dvema polozˇajema, X pa
predstavlja nasˇo neznanko, ki se pri premiku ne spremeni, polozˇaj kamere
glede na vrh robotskega manipulatorja. Izpeljavo enacˇbe glede na sliko 2.3









(j))−1 bTg(i) gTc = gTc cTt(j)(cTt(i))−1
AiX = XBi.
(2.5)
Mnozˇenje transformacijskih matrik si lahko s pomocˇjo slik 2.1 in 2.3 pred-
stavljamo kot premikanje med razlicˇnimi objekti, kjer sama transformacij-
ska matrika pomeni premik v smeri pusˇcˇice, T−1 pa pomeni inverzno ma-
triko dane matrike T , kar pomeni premik v nasprotni smeri pusˇcˇice. Na tak
nacˇin lahko enostavno preverimo pravilnost zgornje izpeljave, saj pri sledenju





Za izracˇun kalibracije je na voljo precej razlicˇnih metod, ki se v osnovi delijo
na dve skupini in sicer tiste, ki pri izracˇunih ugotavljajo najprej rotacijo
in sˇele nato translacijo, ter tiste, ki vzporedno ugotavljajo tako translacijo
kot rotacijo. Poglejmo si nekaj metod, ki smo jih uporabili tudi v nasˇih
eksperimentih.
3.1 Tsai & Lenz
Metoda Rogerja Y. Tsaia in Reimarka K. Lenza [28] iz poznih 80. let prejˇsnjega
stoletja spada v skupino metod, ki najprej ugotavljajo rotacijo in sˇele nato
translacijo. Metoda pomeni temelje danasˇnjega znanja o tej vrsti kalibra-
cije, saj je ob cˇasu nastanka pomenila konkreten preboj na tem podrocˇju.
Izracˇunati jo je bilo mogocˇe mnogo hitreje kot katerokoli obstojecˇo metodo,
bila pa je vsaj tako natancˇna, prav tako pa ne potrebuje zapletenih 3D ka-
libracijskih vzorcev in jo je mogocˇe uporabljati brez nekih posebnih znanj,
ki jih tedanji poznavalci strojnega vida ne bi zˇe vedeli. Prav tako je bil to
eden prvih poskusov locˇitve te vrste kalibracije od tradicionalnih kalibracij
modela robotske kinematike. Metoda zahteva vsaj 3 razlicˇne polozˇaje robot-
skega manipulatorja, dodatni polozˇaji pa izboljˇsajo njeno natancˇnost. Prav
tako sˇtevilo neznank ostaja enako ob dodanih polozˇajih, kar je bila takra-
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tna novost. Pri izracˇunu metode gre za resˇevanje sistema enacˇb z uporabo
linearne metode najmanjˇsih kvadratov.
3.2 Park & Martin
Metoda Franka C. Parka in Bryana J. Martina [26] iz leta 1994 prav tako
spada v skupino metod, ki najprej ugotavljajo rotacijo in sˇele nato transla-
cijo. Ta metoda temelji na teoriji Liejevih grup, ki sluzˇi opisovanju sime-
trije analiticˇnih struktur. Prednost te metode je poleg njene geometricˇne
privlacˇnosti tudi to, da obstaja mnozˇica kanonicˇnih koordinat za Evklidsko
grupo gibanja togega telesa, ki pripelje do preproste interpretacije resˇitve
enacˇbe AX = XB. Resˇitev je lahko izrazˇena eksplicitno in dovoljuje tudi
preprost geometricˇen prikaz. Cˇeprav bi morala biti resˇitev za X enolicˇna zˇe
iz dveh parov matrik A in B (torej 3 pozicij), zaradi napak kamere in robot-
skega manipulatorja temu ni tako, zato ta metoda poleg uporabe kanonicˇnih
koordinat Liejevih grup uporablja tudi metodo najmanjˇsih kvadratov na vecˇji
mnozˇici meritev in tako minimizira napako.
3.3 Horaud & Dornaika
Radu Horaud in Fadi Dornaika sta leta 1995 predstavila dve metodi [24] in
sicer prva spada v skupino metod, kjer se najprej izracˇuna rotacijo in sˇele
nato translacijo, druga pa je nelinearna tehnika za socˇasno resˇevanje rotacije
in translacije. V nasˇih poskusih smo uporabili prvo, na kratko pa si lahko
pogledamo obe.
Najvecˇja novost metod Horauda in Dornaike je vpeljava nove formula-
cije za izracˇun te vrste kalibracije. Vse prejˇsnje metode so resˇevale problem
enacˇbe AX = XB, medtem ko Horaud in Dornaika problem zastavita kot
enacˇbo M1Y = M2Y B, pri cˇemer Y predstavlja iskano resˇitev kalibracije,
B predstavlja premik robotskega manipulatorja med dvema polozˇajema, M -
ja pa predstavljata projekcijski transformacijski matriki med koordinatnima
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sistemoma kalibracijskega vzorca in kamere za dve razlicˇni poziciji, med ka-
terima je bil premik izveden. Prednost nove formulacije je to, da se izogne
razgradnji matrike perspektive M v notranje in zunanje parametre kamere,
ki pogosto predstavlja vir napak. Ker pa je enacˇba nove formulacije enake
oblike kot klasicˇna AX = XB, je matematicˇno resˇljiva na enak nacˇin. Tako
prvi pristop resˇuje problem z novo formulacijo kot predhodniki, torej najprej
oceni rotacijo z minimizacijo funkcije napake, nato pa z linearno metodo naj-
manjˇsih kvadratov razresˇi sˇe translacijo. Drugi pristop Horauda in Dornaike
pa razresˇi rotacijo in translacijo kot nelinearen problem in sicer z minimiza-
cijo vsote dveh funkcij napak.
V primerjavi obeh metod ter metode Tsai-Lenz sta Horaud in Dorna-
ika dokazala, da je njuna metoda s socˇasnim izracˇunom najbolj stabilna in
najbolj odporna proti sˇumu v podatkih ter napakah pri meritvi, medtem
ko je njuna metoda klasicˇnega principa primerljiva s predhodnimi metodami
(Tsai-Lenz).
3.4 Daniilidis
Metoda Konstantinosa Daniilidisa [22] iz leta 1998 spada v skupino metod,
ki translacijo in rotacijo racˇunajo socˇasno. Metoda predstavi algebraicˇno en-
titeto za vijak: enotski dualni kvaternion. Kvaternioni so razsˇiritev komple-
ksnih sˇtevil v R4, ki se v robotiki uporabljajo za predstavitev rotacije, dualni
kvaternioni pa so zgrajeni na podoben nacˇin kot obicˇajni kvaternioni, le da
njihove koeficiente namesto realnih sˇtevil sestavljajo dualna sˇtevila. To so
sˇtevila, ki predstavljajo razsˇiritev realnih sˇtevil z dodajanjem elementa , pri
cˇemer velja 2 = 0. Na podlagi dualnih kvaternionov je dokazano, da je rezul-
tat kalibracije neodvisen od kota in nagiba kamere ter premikov robotskega
manipulatorja, temvecˇ je odvisen le od parametrov osi njihove vijacˇne osi
(dokazal Chen, 1991). Neznane parametre vijacˇne osi vkljucˇujocˇ translacijo
in rotacijo je mogocˇe socˇasno izracˇunati z uporabo dekompozicije singularne
vrednosti (ang. Singular Value Decomposition – SVD). Metoda Daniilidisa
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tako predstavlja prvo simultano resˇitev rotacije in translacije brez uporabe
nelinearne minimizacije.
Pri izvajanju poskusov so metodo primerjali s socˇasno metodo podobno
prej omenjeni metodi Horauda in Dornaike ter predstavnikom metod, ki naj-
prej racˇunajo rotacijo ter nato translacijo, po opisu metode Choua in Kamela
iz leta 1991 [21]. Metoda Daniilidisa se je odrezala precej bolje kot socˇasna
metoda Horauda in Dornaike, sˇe slabsˇe pa se je odrezala klasicˇna metoda.
3.5 Andreff & Horaud & Espiau
Nicolas Andreff, Radu Horaud in Bernard Espiau so leta 1999 predstavili
novo metodo [20] iz skupine metod, ki translacijo in rotacijo racˇunajo socˇasno.
Metoda obravnava kalibracijo precej drugacˇe kot predhodne metode in sicer
definira novo linearno formulacijo problema, ki jo nato nadgradi v sprotno
kalibracijo. To pomeni, da kamera med premikanjem robota obravnava ne-
znano staticˇno okolico z uporabo Evklidske rekonstrukcije in sicer z metodo
dekompozicije singularne vrednosti (SVD), katero smo omenili zˇe pri prejˇsnji
metodi kalibracije. Prednosti te metode kalibracije so torej, da ne potre-
bujemo kalibracijskega vzorca znanih mer in tako ni potrebno niti 2D v 3D
preslikovanje. Ker metoda ne obravnava polozˇajev objektov direktno, ampak
samo premike med posameznimi slikami, je odporna tudi na napake notranje
kalibracije kamere. Metoda ima prednost tudi pri tem, da jo lahko upora-
bljamo z majhnimi premiki robota, saj ni odvisna od raznolikih orientacij
vrha robotskega manipulatorja kot standardni pristopi.
Ustvarjalci metode so v eksperimentih metodo primerjali z metodami
Tsai-Lenz, Daniilidis, nelinearno metodo Horaud-Dornaika ter izboljˇsano me-
todo Tsai-Lenz, ki uporablja SVD. Za prvi eksperiment so uporabili klasicˇni
nacˇin z uporabo kalibracijske plosˇcˇe (33 polozˇajev) ter posledicˇno brez upo-
rabe 3D rekonstrukcije. Najbolje se je izkazala izboljˇsana metoda Tsai-Lenz,
ta metoda pa se je pricˇakovano odrezala precej slabo, saj, kot recˇeno, ni
bila uporabljena 3D rekonstrukcija. V drugem poskusu so tako dolocˇili le 4
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polozˇaje, kjer se je zajela slika kalibracijske plosˇcˇe za namen klasicˇnih me-
tod, ta metoda pa je na prvi sliki dolocˇila tocˇke, ki jim je nato sledila med
premiki robotskega manipulatorja. Tudi tukaj se je metoda odrezala kar
precej slabo, vendar sˇe v okvirih sprejemljivo velike napake, najbolje pa sta
se odrezali klasicˇna Tsai-Lenz in njena izboljˇsana metoda. Kljub v zacˇetku
nasˇtetim prednostim te metode, se za omejitve izkazˇejo dejstva, da je tezˇko
dolocˇiti zanesljive tocˇke ujemanja med slikami. To se sicer v teoriji resˇuje s
konstantnim spremljanjem tocˇk med gibi robota, kar pa se v praksi izkazˇe za




Pri eksperimentih smo uporabili dva robotska manipulatorja, UR10e ter
Aubo i5, in tri kamere, in sicer Zivid One+ Medium, Intel RealSense Depth
Camera D435 ter Basler acA1300-60gm.
4.1 Robotska manipulatorja
4.1.1 UR10e
UR10e [6] je glede na nosilnost drugi najvecˇji robot danskega proizvajalca
robotov Universal Robots. Gre za sodelujocˇega (ang. collaborative) robota,
kar pomeni, da lahko varno obratuje blizu ljudi, saj premore kar 17 naprednih
varnostnih funkcij, ki onemogocˇajo posˇkodbe ob stiku s cˇlovekom. UR10e ima
nosilnost 10 kg ter 1300 mm dosega. 6 gibljivih sklepov z mozˇnostjo vrtenja
±360◦ omogocˇa precej svobode v gibanju pri izvajanju nalog v industriji,
ponovljivost gibov pa znasˇa ±0, 05 mm. Hitrosti posameznih sklepov med
±120◦/s in ±180◦/s tipicˇno omogocˇajo hitrost vrha robota 1 m/s. Robotski
manipulator tehta 33,5 kg, premer baze pa je 190 mm. Na sliki 4.1 lahko
vidimo robota med izvajanjem kalibracije.
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Slika 4.1: Robot UR10e z namesˇcˇeno kamero Zivid One+ Medium
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4.1.2 Aubo i5
Aubo i5 [7] je drugi robot po velikosti kitajskega proizvajalca Aubo Robotics.
Tudi tukaj gre za sodelujocˇega robota, vendar ponuja manj varnostnih funkcij
kot UR. Aubo i5 ima nosilnost 5 kg ter 924 mm dosega ter je tako primeren
za lazˇje operacije v industriji. Tudi Aubo i5 ima 6 gibljivih sklepov, vendar z
mozˇnostjo vrtenja le ±175◦, kar zˇe pomeni nekoliko manj svobode v gibanju,
ponovljivost pa je enaka UR-ju in tako znasˇa ±0, 05 mm. Hitrosti sklepov
se nahajajo med ±150◦/s in ±180◦/s, kar omogocˇa linearno hitrost do 2,8
m/s, tipicˇna hitrost je obremenjenosti primerno nizˇja. Robotski manipulator
tehta 24 kg, premer baze pa je 172 mm. Na sliki 4.2 lahko vidimo robota
med izvajanjem kalibracije.
Slika 4.2: Robot Aubo i5 z namesˇcˇeno kamero Zivid One+ Medium
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4.1.3 Primerjava robotskih manipulatorjev
Za lazˇjo primerjavo uporabljenih robotskih manipulatorjev so v tabeli 4.1
predstavljene bistvene lastnosti.
Lastnost UR10e Aubo i5
Nosilnost 10 kg 5 kg
Doseg 1300 mm 924 mm
Sˇtevilo sklepov 6 6
Rotacije sklepov ±360◦ ±175◦
Hitrosti sklepov ±120◦/s - ±180◦/s ±150◦/s - ±180◦/s
Ponovljivost gibov ±0, 05 mm ±0, 05 mm
Tezˇa 33,5 kg 24 kg
Premer baze 190 mm 172 mm
Tabela 4.1: Primerjava robotskih manipulatorjev
4.2 Kamere
4.2.1 Zivid One+ Medium
Zivid One+ Medium [8] je srednja kamera po zmogljivosti iz serije visoko
zmogljivih 3D kamer norvesˇkega proizvajalca Zivid. Kamera z velikostjo
226 mm × 86 mm × 165 mm in tezˇo 2 kg deluje s tehnologijo strukturi-
rane svetlobe, kar omogocˇa zajeme kvalitetnih oblakov tocˇk brez sˇkodljivih
ucˇinkov za cˇlovesˇki vid. Kamero lahko vidimo na sliki 4.3. Barvni sen-
zor ponuja 2D slike v velikosti 1920× 1200 slikovnih elementov, kar pomeni
2,3 milijona slikovnih elementov. Optimalna delovna razdalja znasˇa med
600 in 1600 mm, najvecˇja pa je 2000 mm. Zorni kot kamere se giba med
433 mm × 271 mm na razdalji 600 mm in 1330 mm × 871 mm na razdalji
2000 mm. Prostorska locˇljivost kamere pa je 0,23 mm na razdalji 600 mm in
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0,75 mm na razdalji 2000 mm. Vse Zividove kamere so tovarniˇsko kalibrirane
in tako lahko notranje parametre preprosto preberemo s same kamere.
Slika 4.3: Kamera Zivid One+ Medium
4.2.2 Intel RealSense Depth Camera D435
Intel RealSense Depth Camera D435 [9] je ena izmed mnogih kamer iz serije
D400 ameriˇskega tehnolosˇkega podjetja Intel. Kamera z velikostjo 90 mm×
25 mm×25 mm in tezˇo le 72 g je precej prirocˇna in enostavna za namestitev.
Kamero lahko vidimo na sliki 4.4. 3D kamera deluje s tehnologijo aktivne
stereoskopije. Barvni senzor ponuja 2D slike v velikosti 1280× 720 slikovnih
elementov, kar pomeni slab milijon slikovnih elementov. Delovna razdalja
znasˇa med 0,11 m in velikih 10 m. Zorni kot barvnega senzorja znasˇa priblizˇno
69◦ po horizontali in 42◦ po vertikali. Cˇe preracˇunamo to na razdaljo 600
22 Filip Grcˇar
mm, dobimo mere 825 mm × 461 mm, torej skoraj dvakrat vecˇji zorni kot
od Zividovega, saj je lecˇa RealSensa sˇirokokotna. Tudi s kamere RealSense
lahko notranje parametre preprosto preberemo.
Slika 4.4: Kamera Intel RealSense Depth Camera D435
4.2.3 Basler acA1300-60gm
Basler acA1300-60gm [10] je predstavnik druzˇine kamer Basler Ace nemsˇkega
proizvajalca industrijskih kamer Basler. Gre za cˇrno-belo 2D kamero s CMOS
senzorjem. Kamera brez lecˇe meri 42 mm× 29 mm× 29 mm in tehta 90 g.
Na kameri smo uporabili lecˇo Basler Lens C125-1218-5M-P [11], ki podaljˇsa
kamero za priblizˇno 40 mm in povecˇa tezˇo za 65 g. Kamero z lecˇo vidimo na
sliki 4.5. Kamera ima locˇljivost 1282× 1026 slikovnih elementov, kar pomeni
1,3 milijona slikovnih elementov, lecˇa pa ima locˇljivost 5 milijonov slikovnih
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elementov. Lecˇa lahko zaznava sliko na razdalji od 0,2 m do poljubne dolzˇine,
optimalna delovna razdalja pa znasˇa 0,5 m. Zorni kot lecˇe v kombinaciji z
dano kamero znasˇa priblizˇno 23◦ po horizontali in 17◦ po vertikali. To na
razdalji 600 mm pomeni zorni kot velikosti 244 mm×179 mm, kar je najmanj
od kamer, ki smo jih uporabili. Lecˇa ima fiksno goriˇscˇno razdaljo 12 mm,
zaslonko in fokus pa nastavimo rocˇno. Ker je kamera na voljo z mnozˇico
lecˇ, ki so precej nastavljive, smo morali notranje parametre kamere pridobiti
sami z locˇeno kalibracijo.
Slika 4.5: Kamera Basler acA1300-60gm z lecˇo Basler Lens C125-1218-5M-P
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4.2.4 Primerjava kamer









Tip 3D + barvna 3D + barvna 2D + cˇrno-bela
Mere
226 mm× 86 mm
× 165 mm
90 mm× 25 mm
× 25 mm
42 + 40 mm× 29 mm
× 29 mm
Tezˇa 2000 g 72 g 90 + 65 g
Locˇljivost 2,3 MP 0,92 MP 1,3 MP
Delovna
razdalja
0,6 - 2 m 0,11 - 10 m 0,2 - ∞
Zorni kot na
razdalji 0,6 m








V tem podpoglavju bomo predstavili Robotski operacijski sistem, ki predsta-
vlja temelje za izvedbo eksperimenta, ter pripravo na izvedbo, ki vkljucˇuje
pripravo delovnega okolja, kalibracijskega objekta in kamer.
5.1.1 Robotski operacijski sistem
Robotski operacijski sistem ali krajˇse ROS [27, 12] je odprtokodni metaope-
racijski sistem, ki je namenjen upravljanju z roboti. Ne gre za operacijski
sistem v tradicionalnem pomenu glede upravljanja procesov, ampak ROS
predstavlja dodatno plast strukturirane komunikacije nad obstojecˇim opera-
cijskim sistemom, v vecˇini primerov je to Linux. ROS nudi tudi upravljanje s
programskimi paketi ter mnoga orodja in knjizˇnice za pridobivanje, gradnjo,
pisanje in izvajanje programske kode preko vecˇih racˇunalnikov povezanih v
omrezˇje. ROS predstavlja torej ogrodje (ang. framework) za razvoj robot-
ske programske opreme, katerega dobra lastnost je tudi to, da podpira vecˇ
programskih jezikov. Najbolj priljubljena in razsˇirjena sta jezika Python in
C++. Tako smo tudi mi pri eksperimentih uporabili ROS, zato si poglejmo




ROS vozliˇscˇe (ang. rosnode) je osnovni gradnik ROS-a in predstavlja pro-
ces, ki izvaja neko nalogo. Ker je ROS zamiˇsljen zelo modularno, vozliˇscˇa
tvorijo vecˇji sistem, pri cˇemer tako vsako vozliˇscˇe predstavlja svoj modul.
Izraz vozliˇscˇe se je uveljavil, ker lahko sistem v ROS-u predstavimo kot graf,
kjer vsak modul predstavlja ravno vozliˇscˇe, povezave med njimi pa pomenijo
komunikacijo.
ROS jedro
Osrednji del posameznega ROS omrezˇja oz. sistema predstavlja ROS jedro
(ang. roscore). Gre za zbirko vozliˇscˇ in programov, ki skrbijo za izvajanje in
komunikacijo ostalih vozliˇscˇ. Sistem brez ROS jedra torej ne more delovati.
V primeru omrezˇja vecˇih racˇunalnikov se jedro izvaja le na enem izmed njih,
ostali pa morajo poznati njegov omrezˇni naslov, katerega nastavijo v svojo
konfiguracijo ROS-a. Jedro tako skrbi tudi za komunikacijo med razlicˇnimi
racˇunalniki in roboti v vecˇjih sistemih. V okviru jedra se izvaja glavno vo-
zliˇscˇe (ang. master node), ki skrbi za komunikacijo med ostalimi vozliˇscˇi.
ROS sporocˇila
Vozliˇscˇa med seboj komunicirajo s pomocˇjo ROS sporocˇil (rosmessage). Spo-
rocˇilo je strogo tipizirana struktura podatkov, podprti pa so vsi standardni
primitivni tipi (cela in decimalna sˇtevila, znakovni nizi, logicˇne vrednosti
itd.). Sporocˇila so lahko sestavljena iz drugih sporocˇil, prav tako lahko vse-
bujejo tabele primitivnih tipov ali drugih sporocˇil. Na tak nacˇin sporocˇila
tvorijo poljubno velike gnezdene strukture podatkov.
ROS teme
Vozliˇscˇe posˇlje sporocˇilo tako, da ga objavi (ang. publish) na dolocˇeno ROS
temo (ang. rostopic), ki je definirana z imenom teme npr.
”
tema1“ in tipom
sporocˇil, ki se posˇiljajo po tej temi. Druga vozliˇscˇa, ki jih tema zanima, se
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lahko na temo narocˇijo (ang. subscribe) in sporocˇila prejemajo asinhrono s
povratnimi klici, kar vidimo na sliki 5.1. Na posamezno temo lahko hkrati
objavlja vecˇ vozliˇscˇ, prav tako je lahko vecˇ tudi narocˇnikov, posamezno vo-
zliˇscˇe pa lahko objavlja in je narocˇeno na vecˇ razlicˇnih tem. V splosˇnem se
narocˇniki ne zavedajo obstoja vozliˇscˇ, ki objavljajo na temo, ta vozliˇscˇa pa
se ne zavedajo narocˇnikov.
Slika 5.1: Mehanizem objavljanja in narocˇanja na ROS teme
ROS storitve
ROS teme so primerne za asinhrono komunikacijo, za sinhrono komunikacijo
med vozliˇscˇi se uporabljajo ROS storitve (rosservice). Podobno kot tema je
tudi storitev definirana z imenom in sporocˇilom, le da so sporocˇila storitev
sestavljena iz dveh delov in sicer enega za zahtevek (ang. request) in drugega
za odziv (ang. response). ROS storitev deluje na podoben nacˇin kot spletne
storitve in sicer ob prejemu zahtevka iz njega izlusˇcˇi definirane podatke, jih
obdela in vrne rezultat v odzivu. Pomembna razlika glede storitev in tem je
tudi to, da posamezno storitev lahko ponuja samo eno vozliˇscˇe.
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ROS akcijski strezˇniki
Storitve so namenjene za razmeroma krajˇse operacije, saj je vozliˇscˇe pri klicu
prisiljeno pocˇakati na odziv in s tem blokirano. Za namen daljˇsih operacij so
tako namenjeni ROS akcijski strezˇniki (ang. action server), ki so prav tako
kot teme in storitve definirani z imenom, njihova sporocˇila pa se v primerjavi
s storitvami razsˇirjena s sˇe dodatnim delom in sicer poleg dela za zahtevek
in odziv vsebujejo sˇe dodaten vmesni odziv (ang. feedback), preko katerega
lahko med samim izvajanjem zahtevka oz. cilja (ang. goal) posˇiljajo vmesne
imformacije. Dobri lastnosti akcijskih strezˇnikov sta tudi to, da na njihov
odziv ni treba konstantno cˇakati, ampak lahko vozliˇscˇe po poslanem cilju
nadaljuje z drugim delom in odziv prevzame kasneje, ter to, da se jih lahko
predcˇasno zakljucˇi (ang. preempt), cˇe se odjemalec premisli oz. oceni, da se
zadeva izvaja predolgo.
ROS paketi
Programi v ROS-u so organizirani v ROS pakete (ang. rospackage). ROS
paket je imenik, ki vsebuje datoteko XML, katera opisuje paket in definira
njegove odvisnosti od drugih paketov. S pravilno sestavo datoteke XML
zagotovimo uspesˇnjo gradnjo in izvajanje programov znotraj paketa, kar pa
ni mogocˇe, cˇe manjkajo odvisni paketi. S paketi tako zagotavljamo sˇe en
nivo modularnosti, saj se lahko pakete vedno znova uporabi v novih paketih.
Posamezen paket ponavadi vsebuje nekaj programskih datotek z vozliˇscˇi ter
datoteke za zagon programov (ang. launch file), pogosto pa vsebujejo sˇe
definicije sporocˇil ali druge konfiguracijske datoteke.
ROS delovno okolje
Mapo, v kateri se nahajajo ROS paketi, imenujemo ROS delovno okolje (ang.
workspace) oz. catkin delovno okolje, saj catkin predstavlja sistem za gradnjo
ROS paketov. Znotraj delovnega okolja tako zgradimo pakete in izvajamo
njihove programe. Paketi znotraj istega okolja so na voljo drug drugemu in
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so lahko med seboj odvisni. Paketi zunaj delovnega okolja niso vidni in jih
ne moremo zaganjati, ob primerni konfiguraciji sistema pa je mozˇna uporaba
paketov iz razlicˇnih delovnih okolij.
TF
Kot smo omenjali v prejˇsnjih poglavjih, se v robotiki veliko uporabljajo trans-
formacije med razlicˇnimi koordinatnimi sistemi v prostoru. Za lazˇjo uporabo
in delo s transformacijami v ROS-u uporabljamo transformacijski sistem ime-
novan TF, kateri predstavlja dinamicˇno transformacijsko drevo, saj ima vsaka
transformacija za starsˇa nek drug koordinatni sistem. Ob predpostavki, da
obstaja prvi koordinatni sistem imenovan svet (ang. world), ki ga imajo ostali
za prednika v verigi transformacij, tako nastane drevo. Zˇe sam robotski mani-
pulator predstavlja eno verigo transformacij, saj vsak sklep predstavlja svoj
koordinatni sistem, med seboj pa so povezani preko transformacij. Dobra
stran sistema TF je avtomatsko racˇunanje transformacij med koordinatnimi
sistemi npr. v primeru povezave baza robota → vrh robota → kamera, lahko
enostavno iz sistema TF preberemo transformacijo med bazo robota in ka-
mero ali v obratno smer. Na sliki 5.2 lahko vidimo predstavitev robota v
sistemu TF, na podlagi katere je mozˇna tudi vizualizacija.
Slika 5.2: Predstavitev robota UR10e v sistemu TF in njegova vizualizacija
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5.1.2 Priprava delovnega okolja
Za izvajanje eksperimentov smo uporabljali operacijski sistem Linux Ubuntu
16.04 z namesˇcˇeno razlicˇico ROS-a Kinetic Kame. Cˇeprav so na voljo zˇe
novejˇse razlicˇice tako izbranega operacijskega sistema kot tudi ROS-a, smo
se zaradi stabilnosti in razpolozˇljivosti vseh potrebnih programskih knjizˇnic
odlocˇili za navedeni razlicˇici. Na sistem smo namestili knjizˇnico OpenCV in
sicer razlicˇico 4.2.0 [13], ki nam je ponudila bistvene funcionalnosti za izvedbo
eksperimentov. Nato smo pripravili svezˇe ROS delovno okolje, v katerem smo
kasneje gradili in poganjali razlicˇne programe. V delovno okolje smo namestili
vecˇ ROS paketov in sicer pakete gonilnikov vseh treh uporabljenih kamer
[14, 15, 16], paket za notranjo kalibracijo kamere [17], ki smo ga potrebovali za
kalibracijo Baslerjeve kamere, ter paket ROS sporocˇil, ki smo jih uporabljali
za posˇiljanje zahtev za premike robotskih manipulatorjev. V delovnem okolju
smo ustvarili sˇe lasten paket, v katerem smo nato razvijali programe. V
locˇenem delovnem okolju smo imeli na voljo sˇe interne pakete podjetja, kjer
smo opravljali eksperimente, za upravljanje z robotskima manipulatorjema.
Poleg ROS paketov smo potrebovali sˇe nekaj Python knjizˇnic npr. Zividovo
Python knjizˇnico [18], s katero lahko izvedemo njihovo kalibracijo kamere
glede na robota.
5.1.3 Kalibracijski objekt
Za kalibracijo smo uporabili sivo-belo sˇahovnico v velikosti 9 × 6, ki ima
kvadratke s stranico 20 mm. Vzorec je priporocˇen s strani podjetja Zivid,
zato smo ga uporabili kar za vse kamere, postopek bi bil enak s klasicˇno
cˇrno-belo sˇahovnico. Vzorec smo natancˇno natisnili na list papirja formata
A4 ter s kljunastim merilom potrdili, da so mere pravilne. List papirja smo
nato z lepilnim trakom cˇvrsto namestili na mizo z robotskim manipulatorjem
in sicer na primerni razdalji, tako da je bilo mogocˇe vzorec priblizˇno enako
dobro s kamero zajeti iz vseh smeri. Namestitev plosˇcˇe lahko vidimo na sliki
5.3.
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Slika 5.3: Namesˇcˇena kalibracijska plosˇcˇa ob robotu UR10e
5.1.4 Priprava kamer
Kamere smo na robotski manipulator namestili posamezno s pomocˇjo poseb-
nih nosilcev in jih tako trdno pricˇvrstili. Nato smo glede na izbrano kamero
izvedli naslednje postopke.
Pri Zividovi kameri smo s pomocˇjo njihove programske opreme iz kamere
prebrali njene notranje parametre in si jih shranili za kasnejˇso uporabo pri
izvedbi eksperimentov. Nato je bilo treba po postopku proizvajalca ugotoviti
primerne nastavitve kamere glede na velikost manipulatorja in samega okolja
npr. svetlobe. Predvsem je sˇlo za pravilno nastavitev cˇasa osvetlitve, saj je
pri pridobivanju slik od blizu potreben krajˇsi cˇas osvetlitve, pri pridobivanju
od dalecˇ pa daljˇsi. Cˇe je pri slikah od blizu osvetlitev predolga, se kamera
zaslepi, cˇe pa je pri slikah od dalecˇ osvetlitev prekratka, je slika pretemna.
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Pri nastavljanju je bilo torej najprej treba ugotoviti, ali se z eno nastavitvijo
da pokriti cel delovni prostor robotskega manipulatorja. Na robotskem ma-
nipulatorju Aubo i5 je bilo zaradi manjˇsega delovnega prostora to mogocˇe
in z dokaj majhnim cˇasom osvetlitve 9,5 ms. Pri robotskem manipulatorju
UR10 nam z eno nastavitvijo ni uspelo pokriti celotnega delovnega prostora,
zato smo uporabili nacˇin HDR, ki nam omogocˇa zlitje vecˇ posnetkov razlicˇnih
svetlosti v enega. Tako smo izbrali zajem dveh slih, ene z nastavitvijo cˇasa
osvetlitve 9,5 ms in drugega z maksimalnim cˇasom 100 ms. S tem smo
uspesˇno pokrili celotni delovni prostor robotskega manipulatorja.
Pri Intelovi kameri ni bilo potrebih posebnih nastavitev, s kamere smo
prebrali le notranje parametre in si jih shranili.
Z Baslerjevo kamero je bilo nekaj vecˇ dela. Najprej smo morali ustrezno
nastaviti zaslonko in goriˇscˇno razdaljo kamere. Za primerno goriˇscˇno razda-
ljo smo izbrali goriˇscˇno razdaljo na priblizˇno polovicˇni razdalji od najmanjˇse
do najvecˇje mogocˇe razdalje robotskega manipulatorja, da bi zagotovili kar
najbolj kvalitetne slike za vecˇino zajetih slik. Nato smo opravili notranjo
kalibracijo s pomocˇjo temu namenjene knjizˇnice [17]. Postopek poteka tako,
da pred kamero premikamo sˇahovnico v vse mozˇne smeri, blizu in dalecˇ ter z
razlicˇnimi nagibi. Ko algoritem oceni, da ima dovolj posnetih slik za uspesˇno
kalibracijo, lahko pozˇenemo postopek izracˇuna, ki nam vrne notranje para-
metre kamere. Te smo shranili za nadaljno delo.
5.2 Izvedba eksperimenta
Ker smo imeli robotska manipulatorja na voljo omejen cˇas, smo se odlocˇili, da
med samim eksperimentom zajamemo le slike kalibracijske plosˇcˇe in polozˇaje
manipulatorja, obdelavo slik in samo kalibracijo pa opravimo pozneje. Pred
izvedbo poskusa smo zagnali ustrezen gonilnik oz. krmilnik robotskega mani-
pulatorja in kamere. Za poskuse smo pripravili program z dvema nacˇinoma
izvajanja in sicer za prvo izvajanje in za nadaljna avtomatska izvajanja. Za
prvo izvedbo je bilo namrecˇ najprej treba dolocˇiti dvajset razlicˇnih polozˇajev
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manipulatorja, iz katerih kamera lahko zazna kalibracijski objekt. Na sliki
5.4 vidimo primere slik z razlicˇnih polozˇajev robota.
Slika 5.4: Razlicˇni pogledi na kalibracijsko plosˇcˇo
Program vsebuje ROS vozliˇscˇe, ki je narocˇeno na ROS temo kamere, ka-
mor se objavljajo zajete slike. Razlika med kamerami oz. njihovimi gonilniki
je zgolj ta, da gonilnik kamere Zivid za zajem potrebuje sprozˇitev preko ROS
storitve, medtem ko gonilnika Intelove in Baslerjeve kamere slike zajemata
ves cˇas in jih preberemo, ko to zˇelimo. Vozliˇscˇe je narocˇeno tudi na temo, ki
objavlja polozˇaje sklepov robotskega manipulatorja ter povezano na akcijski
strezˇnik za premikanje robota.
V prvem izvajanju smo robotski manipulator premikali rocˇno preko ucˇne
enote robota oz. funkcije nadomesˇcˇanja gravitacije, ki nam ob pritisku gumba
na ucˇni enoti omogocˇa, da manipulator enostavno rocˇno premikamo, brez da
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bi nam ta nekontrolirano padel na mizo. Tako smo robotski manipulator
premikali med razlicˇnimi polozˇaji ter z gumbom na tipkovnici potrdili zˇeljen
polozˇaj. Program je iz slike poskusˇal najti polozˇaj kalibracijske plosˇcˇe in v
kolikor je bilo to uspesˇno, je v za to namenjeno datoteko shranil polozˇaje
sklepov manipulatorja. Cˇe plosˇcˇe ni mogel locirati, smo bili o tem obvesˇcˇeni
in primorani prilagoditi polozˇaj manipulatorja v pravo smer. Za lazˇje iz-
biranje zornega kota smo si pomagali z orodjem rqt, ki nam omogocˇa, da
spremljamo ROS teme, zna pa razbrati in prikazati tudi teme, ki objavljajo
slike. S tem orodjem smo tako lahko spremljali zajete slike in lazˇje prilagajali
polozˇaje robotskega manipulatorja.
Ko smo imeli shranjenih dvajset polozˇajev za posamezno kamero na
dolocˇenem robotskem manipulatorju, smo pognali program v avtomatskem
nacˇinu, ki je manipulator premikal preko akcijskega strezˇnika ter na vsakem
polozˇaju pocˇakal nekaj sekund, da se manipulator umiri oz. izniha, nato pa
zajel sliko s kamero in jo shranil. Ob tem je iz transformacijskega sistema
TF prebral sˇe polozˇaj vrha robotskega manipulatorja v koordinatnem sis-
temu baze robota in ga prav tako shranil v datoteko. Za vsako kamero na
posameznem robotu smo izvedli deset ponovitev tega postopka. Med ka-
merami smo poskusˇali cˇim bolj ohranjati polozˇaje robotskega manipulatorja
za enakovredne polozˇaje, a je bilo zaradi razlicˇnih zornih kotov in razlik v
montazˇi kamer vendarle potrebnih nekaj prilagoditev.
Kalibracije z metodo iz Zividove Python knjizˇnice [18] nismo mogli opra-
viti kasneje, saj slike shranjuje direktno med samo izvedbo, zato smo jo
opravili kar direktno z izvedbo poskusa v zˇivo. Pri tem se poskus izvaja brez
gonilnika kamere, saj zajem slike poteka preko metode v knjizˇnici. Izvajanje
smo v tem primeru locˇili na dve ROS vozliˇscˇi in sicer v enem se nahaja sto-
ritev, ki vracˇa polozˇaj vrha robotskega manipulatorja v zˇeljenem formatu,
v drugem pa poteka premikanje manipulatorja, zajem slik in klici na stori-
tev prvega vozliˇscˇa ter na koncu izracˇun kalibracije na shranjenih podatkih.
Polozˇaji robotskega manipulatorja pri tem poskusu so enaki tistim, ki smo
jih uporabili tudi pri poskusih za ostale metode. Izmed 20 prvotnih polozˇajev
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smo dolocˇili 15, 10 in 5 polozˇajev, tako da so kar najbolje pokrivali delovni
prostor robotskega manipulatorja, in izvedli poskuse kalibracije sˇe za te pod-
mnozˇice. Tudi te podmnozˇice se ujemajo s tistimi, na katerih smo kasneje
izvedli izracˇune sˇe za ostale metode.
5.3 Izracˇuni rezultatov
Po izvedbi poskusov smo najprej iz slik pridobili lege kalibracijske plosˇcˇe in
sicer s pomocˇjo knjizˇnice OpenCV [13].
Slika 5.5: Zaznavanje lege kalibracijske plosˇcˇe
Vsako sliko smo prebrali iz datoteke s funkcijo imread ter jo pretvorili v
intenzitetno sliko s funkcijo cvtColor za vecˇji kontrast med belimi in sivimi
polji sˇahovnice. Nato smo s funkcijo findChessboardCorners, ki ji podamo
sˇtevilo stolpcev in vrstic sˇahovnice, poiskali notranje kote kalibracijske plosˇcˇe
ter te podali funkciji cornerSubPix za natancˇnejˇse lociranje teh kotov. Sledi
dolocˇitev lege sˇahovnice s funkcijo solvePnPRansac, ki ji podamo notranje
parametre kamere, locirane kote ter njihove pripadajocˇe vektorje koordinat v
3D prostoru, pri cˇemer vsem za z os definiramo vrednost 0 in tako sˇahovnico
dolocˇimo kot ravnino. Postopek lahko vidimo na sliki 5.5.
PnP (ang. Perspective-n-Point) [25] je problem dolocˇanja lege v koordi-
natnem sistemu kamere iz mnozˇice n 3D tocˇk in njihovih 2D projekcij na
sliki. Ker je resˇevanje problema PnP zelo dovzetno za napake, v primeru
da posamezne tocˇke odstopajo od ostalih, se za robustnost uporablja me-
toda RANSAC (ang. Random sample consensus) [23], ki dolocˇi, katere tocˇke
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prevecˇ odstopajo od ostalih, in jih odstrani iz izracˇuna.
Kot rezultat funkcije solvePnPRansac dobimo vektorja translacije in ro-
tacije, slednjega pa s funkcijo Rodrigues pretvorimo v rotacijsko matriko.
Vektor translacije in rotacijsko matriko smo zatem shranili v dolocˇene dato-
teke. Za metode Tsai, Park, Horaud, Daniilidis in Andreff smo nato uporabili
funkcijo calibrateHandEye, ki sprejme vektorje translacije in rotacijske ma-
trike vrha robotskega manipulatorja v koordinatnem sistemu baze robota za
vse zˇeljene polozˇaje manipulatorja in pripadajocˇe vektorje translacije in rota-
cijske matrike kalibracijske plosˇcˇe v koordinatnem sistemu kamere ter zˇeljeno
metodo. Funkcija nam kot rezultat vrne vektor translacije in rotacijsko ma-
triko kamere v koordinatnem sistemu vrha robota.
Dane izracˇune smo tako izvedli za vse izvedbe poskusa in sicer tako, da
smo vedno vsak polozˇaj enkrat uporabili za izracˇun in enkrat za testiranje.
V primeru vseh polozˇajev smo tako izracˇunali kalibracijo za vse kombinacije
po 19 polozˇajev, en pa nam je vsakicˇ sluzˇil za testiranje, katerega opis sledi
v naslednjem odstavku. Kot zˇe prej omenjeno smo dolocˇili sˇe pomnozˇice
polozˇajev s 15, 10 in 5 polozˇaji, tako da so ti kar najbolje pokrivali celoten
delovni prostor robota in tako za 15 polozˇajev izracˇunali 4 kalibracije, kjer je
vedno ostalo drugih 5 polozˇajev za testiranje, za 10 polozˇajev smo izracˇunali
2 kalibraciji, kjer smo evalvirali na drugih 10 polozˇajih, za 5 polozˇajev pa smo
tudi izracˇunali 4 kalibracije, vedno z drugo peterico in evalvirali na eni izmed
ostalih peteric. Pri danem postopku tako gre za k-kratno precˇno preverjanje.
Kot omenejeno smo si pri vsaki kalibraciji pustili nekaj polozˇajev za te-
stiranje. Ker ne poznamo dejanske lege kamere glede na robota, prav tako
ne poznamo dejanske lege kalibracijske plosˇcˇe glede na robota, saj je to dvoje
zelo tezˇko natancˇno izmeriti, se moramo znajti na drugacˇen nacˇin. Kot smo
povedali zˇe na zacˇetku diplomske naloge, je kalibracijska plosˇcˇa fiksna glede
na bazo robota, kar pomeni, da v kolikor je rezultat lege kamere glede na
vrh robotskega manipulatorja tocˇen ter privzamemo, da imamo za dolocˇene
polozˇaje manipulatorja tocˇno podane lege vrha robota v bazi robota in lege
kalibracijske plosˇcˇe v koordinatnem sistemu kamere, bi morali za katerekoli
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polozˇaje robotskega manipulatorja dobiti enako lego plosˇcˇe v bazi robota.
Povedali smo tudi, da prehode med razlicˇnimi koordinatnimi sistemi dobimo
preprosto kot mnozˇenje transformacijskih matrik med temi sistemi in tako
lego kalibracijske plosˇcˇe v bazi robota dobimo kot zmnozˇek transformacijskih
matrik lege vrha robotskega manipulatorja v bazi robota, lege kamere v ko-
ordinatnem sistemu vrha robota (rezultat kalibracije) ter lege kalibracijske
plosˇcˇe v koordinatnem sistemu kamere. Ko imamo izracˇunane lege plosˇcˇe v
bazi robota za vecˇ razlicˇnih polozˇajev robotskega manipulatorja, lahko med
njimi poiˇscˇemo povprecˇno lego in izracˇunamo povprecˇno razdaljo v translaciji
do vsake lege ter povprecˇno razliko v rotaciji.
Tako smo pri nasˇih eksperimentih za vsako kalibracijo rezultat preverili
na preostalih testnih polozˇajih in zanje izracˇunali lego plosˇcˇe v bazi robota.
Za vsako sˇtevilo polozˇajev smo dobili po 20 leg plosˇcˇe v bazi robota in med
njimi izracˇunali napake glede na povprecˇno lego. V nasˇih izracˇunih smo za
napako podajali le razdaljo v translaciji. Preostale mere, ki nam lahko nekaj
povedo o rezultatih, so tudi razprsˇenost oz. standardni odklon teh napak,




Za vsak par robot - kamera smo rezultate strnili v sˇtiri tabele in sicer po eno




















Zivid 19 -69.007 -183.698 47.382 -0.779 8.546 -1.989 2.296 0.889
Tsai 19 -64.712 -176.187 44.375 -0.336 8.494 -1.986 2.992 0.997
Park 19 -64.811 -176.151 44.385 -0.334 8.501 -1.990 2.998 0.999
Horaud 19 -64.761 -176.190 44.387 -0.336 8.498 -1.987 2.992 0.998
Daniilidis 19 -68.329 -168.991 41.791 -0.305 8.514 -2.044 3.868 1.541
Andreff 19 -60.329 -171.695 63.911 -0.337 8.517 -1.979 8.731 3.630
Tabela 6.1: Rezultati pri kalibraciji kamere Zivid Medium na robotskem manipu-
latorju UR10e z 19 polozˇaji
V tabeli 6.1 vidimo rezultate vseh uporabljenih metod pri kalibraciji ka-
mere Zivid Medium na robotskem manipulatorju UR10e izracˇunano na 19
razlicˇnih polozˇajih manipulatorja. X, Y in Z ponazarjajo pozicijo kamere
glede na vrh robota, RX, RY in RZ pa rotacijo. Teh sˇest vrednosti tako
predstavlja resˇitev kalibracije za posamezno metodo, kjer gre za povprecˇne
resˇitve iz vecˇih ponovitev. Napaka predstavlja povprecˇno razdaljo razlike
lege kalibracijske plosˇcˇe v bazi robota za vsak posamezen polozˇaj robotskega
manipulatorja in povprecˇnim polozˇajem, kar smo opisali zˇe v prejˇsnjem po-
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glavju, standardni odklon pa nam pove, kako so te lege razprsˇene okoli pov-
precˇne lege. Izpostaviti velja sˇe dejstvo, da napake metode Zivid dobimo
skupaj z rezultati kalibracije, kar pomeni, da so izracˇunani na istih vzorcih
kot je bila izracˇunana kalibracija, zato niso povsem primerljivi z ostalimi re-
zultati. Vseeno smo jih zˇeleli prikazati, da vidimo vsaj priblizˇno primerjavo
rezultatov izracˇunanih z nasˇe strani in knjizˇnice, ki vse opravi sama. Za
lazˇjo predstavo, bomo sedaj rezultate predstavili s pomocˇjo grafov, celotni
rezultati v obliki tabel pa so na voljo v prilogi.
Slika 6.1: Grafi napak za posamezen par robot - kamera
Na sliki 6.1 vidimo napake za posamezen par robot - kamera grupirane
po sˇtevilu polozˇajev pri kalibraciji. Na vseh grafih opazimo, da so najvecˇje
napake pri 5 polozˇajih in najmanjˇse pri 19 polozˇajih. Med 10 in 15 polozˇaji
pa prihaja do nekaj nihanj. V nekaterih primerih so napake podobne, v
nekaterih primerih pa so pri 15 polozˇajih celo vecˇje kot pri 10 polozˇajih.
Vseeno vidimo jasen trend, da se napake zmanjˇsajo s povecˇevanjem sˇtevila
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polozˇajev, kar je pricˇakovano, saj smo zˇe pri opisu uporabljenih metod po-
vedali, da dodatni polozˇaji izboljˇsajo natancˇnost metod. Poglejmo sˇe, ali je
podoben trend viden tudi pri standardnem odklonu napak.
Slika 6.2: Grafi standardnih odklonov napak za posamezen par robot - kamera
Na sliki 6.2 vidimo, da se grafi precej ujemajo z grafi napak, kar naka-
zuje, da se s povecˇevanjem napak pri kalibraciji izracˇunane lege kalibracijske
plosˇcˇe v bazi robota za posamezen polozˇaj robotskega manipulatorja bolj
razprsˇijo po prostoru. Tudi to je pricˇakovano, saj bolj kot je rezultat kalibra-
cije zgresˇen, do vecˇjih razlik potem prihaja pri mnozˇenju transformacijskih
matrik med razlicˇnimi koordinatnimi sistemi. Ker vidimo, da so grafi stan-
dardnega odklona ne razlikujejo veliko od grafov napak, bomo v nadaljevanju
prikazovali le sˇe slednje.
Iz slike 6.3 zˇelimo ugotoviti, katera metoda se je odrezala najbolje. Prva
stvar, ki pade v ocˇi, je, da so napake pri paru UR10 - Zivid zelo velike,
zato jih bomo v nadaljevanju iz grafa odstranili, vecˇ o vzrokih za to pa
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Slika 6.3: Grafi napak po sˇtevilu polozˇajev grupirani po parih robot - kamera
kasneje. Cˇe se torej osredetocˇimo na posamezne metode in torej primerjamo
posamezne skupine na grafih, opazimo, da izstopa tudi metoda Tsai v rdecˇi
barvi, ki se je slabo odrezala na robotu Aubo, medtem ko je pri robotu UR
precej enakovredna ostalim. Cˇe se osredotocˇimo bolj na grafe za 10, 15 in
19 polozˇajev, ki so najbolj relavantni, opazimo tudi, da izstopa sˇe metoda
Andreff v rumeni barvi, saj ta v vecˇini presega napake ostalih metod. Na
naslednjih grafih bomo zato odstranili ti metodi, da si lazˇje pogledamo sˇe
ostale, bolj tocˇne metode.
Na sliki 6.4 opazimo, da je v posameznih skupinah vedno najviˇsji stol-
pec modre barve, ki prikazuje napake metode Daniilidis. To je nekoliko
nepricˇakovano, saj smo pri opisu dane metode povedali, da bi se po testih
avtorjev dana metoda morala odrezati najbolje. Opazimo sˇe, da sta metodi
Park in Horaud v rdecˇi in oranzˇni barvi skoraj povsod poravnani. Iz opisa
metod je to pricˇakovano, saj smo pri metodi Horaud povedali, da se osnovna
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Slika 6.4: Grafi napak po sˇtevilu polozˇajev grupirani po parih robot - kamera za
bolj natancˇne metode
metoda v primerjavi s prejˇsnjimi klasicˇnimi metodami odrezˇe enako dobro.
Ostane nam le sˇe metoda Zivid v sivi barvi. Kot vidimo je napaka te pri
robotu UR manjˇsa od ostalih metod, pri robotu Aubo pa vecˇja od metod
Park in Horaud ter manjˇsa od metode Daniilidis. Vendar kot smo zˇe ome-
nili, rezultati metode Zivid niso cˇisto primerljivi z ostalimi, saj so prevecˇ
prilagojeni sami testni mnozˇici. V tabelah rezultatov v prilogi vidimo tudi,
da se rezultati kalibracije metode Zivid vedno nekoliko razlikujejo od ostalih
metod, a ker ne poznamo absolutne resnice, ne moremo recˇi, katera metoda
se bolj moti. Iz nasˇih izracˇunov lahko vidimo le, da se napake metode Zivid
ne razlikujejo bistveno od ostalih. Iz vseh sledecˇih ugotovitev lahko povza-
memo, da sta se najbolje odrezali metodi Park in Horaud, katerima sledi
metoda Daniilidis. Metoda Andreff se je pricˇakovano odrezala slabo, saj smo
zˇe pri opisu metode povedali, da metoda v svojem bistvu ni namenjena ka-
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libraciji s kalibracijskimi objekti tako kot ostale. Metoda Tsai se je izkazala
kot nekoliko nezanesljiva oz. morda manj odporna na napake, saj se je na ro-
botu UR odrezala enako dobro kot metodi Park in Horaud, na robotu Aubo
pa se je odrezala porazno. Metode Zivid ne moremo neposredno primerjati z
ostalimi, a rezultati vseeno ne kazˇejo vecˇjih odstopanj v primerjavi z ostalimi
metodami.
Ostane nam sˇe primerjava robotov in kamer. Opazili smo zˇe, da se je dalecˇ
najslabsˇe odrezala kamera Intel Realsense v kombinaciji z robotom UR10e,
kar ob nekaj razmisleka izpade povsem pricˇakovano. Povedali smo namrecˇ, da
ima kamera Intel Realsense dalecˇ najvecˇji zorni kot od uporabljenih kamer,
kar pomeni, da kalibracijska plosˇcˇa na slikah izgleda zelo majhna v primerjavi
z drugima dvema kamerama. Hkrati ima ta kamera tudi najmanjˇso locˇljivost.
Ob danih lastnostih kamere je vlogo odigral sˇe delovni prostor robota. Na
manjˇsem robotu Aubo se je kamera odrezala v redu, na vecˇjem UR-ju pacˇ
ne, saj postopek za razpoznavanje lege kalibracijske plosˇcˇe iz slik ocˇitno ni
bil vecˇ zmozˇen natancˇno pozicionirati le-te. V primeru, da bi uporabili vecˇjo
kalibracijsko plosˇcˇo z vecˇjimi dimenzijami tudi samega vzorca sˇahovnice, bi
se tudi ta kamera na UR-ju lahko odrezala bolje. Poglejmo si sˇe primerjave
ostalih parov robot - kamera.
Na sliki 6.5 vidimo, da je v posameznih skupinah vedno najmanjˇsi stolpec
oranzˇne barve, ki predstavlja par UR10 - Basler Ace. Ta par se je odrezal
dalecˇ najboljˇse. Cˇe primerjamo svetlo modri, rumeni in temno modri stolpec
v posamezni skupini, ki ponazarjajo kamere v kombinaciji z robotom Aubo,
vidimo, da se je na Aubu najbolje odrezal Zivid v svetlo modri barvi, sledi
Basler v temno modri barvi in nazadnje Intel v rumeni barvi. Kot recˇeno, se
je na UR-ju najbolje odrezal Basler, sledi Zivid v rdecˇi barvi in dalecˇ zadaj
zˇe izlocˇeni Intel. Med kamerami je torej Intel na obeh robotih zasedel zadnje
mesto in je tako tudi skupno na zadnjem mestu. Za primerjavo drugih dveh
kamer potrebujemo malce vecˇ analize. Vzemimo torej najbolj relavantne
podatke in sicer za 19 polozˇajev in metodo Park. Zividova napaka na UR-
ju znasˇa 2,99 mm, na Aubu 1,63 mm. Baslerjeva napaka na UR-ju znasˇa
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Slika 6.5: Grafi napak po sˇtevilu polozˇajev grupirani po metodah za bolj natancˇne
metode
0,84 mm, na Aubu pa 2,16 mm. Zividova povprecˇna napaka je torej 2,31
mm, Baslerjeva pa 1,5 mm. Baslerjeva kamera se je torej odrezala najbolje.
Morda je kljucˇno vlogo odigral najmanjˇsi zorni kot izmed uporabljenih kamer,
cˇeprav ima Zivid najboljˇso locˇljivost.
Primerjajmo sˇe robota, kjer ne bomo uposˇtevali rezultatov z Intelovo
kamero, saj kot smo razlozˇili, je krivec za slabsˇi rezultat na UR-ju kamera.
Vzemimo torej kar iste vrednosti kot za primerjavo kamer in tako za metodo
Park pri 19 polozˇajih za kameri Zivid in Basler dobimo povprecˇno napako
1,92 mm za UR-ja in 1,90 mm za Auba. Rekli bi, da je Aubo tesno zmagal,
a cˇe pogledamo malce sˇirsˇe, najbrzˇ to ni res. Videli smo namrecˇ, da je imela
metoda Tsai na UR-ju dobre rezultate, na Aubu pa zelo slabe, kar morda
nakazuje na sˇum v podatkih lege vrha robota, ki ga dana metoda ni zmogla
izlocˇiti, prav tako je Aubo i5 precej manjˇsi robot kot UR10e in ima posledicˇno
manjˇsi delovni prostor, kjer ga je tudi lazˇje skalibrirati. Napake pri rezultatu
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kalibracije se na daljˇse rocˇice, ki jih prinasˇa vecˇji delovni prostor, povecˇujejo,




Cilj diplomske naloge je bila primerjava robotov in kamer pri kalibraciji ka-
mere glede na robotski manipulator ter primerjava razlicˇnih metod kalibracije
tudi v odvisnosti od sˇtevila uporabljenih polozˇajev manipulatorja.
V diplomskem delu smo spoznali koordinatne sisteme v robotiki ter trans-
formacije med njimi. Spoznali smo tudi matematicˇno ozadje kalibracije in
razvoj metod skozi cˇas. Eksperimente smo izvedli s pomocˇjo Robotskega
operacijskega sistema, ki nam je omogocˇil enostavno krmiljenje robotov in
komunikacijo s kamerami, ki smo jo potrebovali za izvedbo. Kljucˇna za iz-
vedbo poskusov je bila tudi odprtokodna knjizˇnica OpenCV, ki vsebuje vse
potrebne metode za pripravo podatkov kot tudi metodo za samo kalibracijo
z implementiranimi petimi razlicˇnimi metodami.
Z rezultati eksperimentov smo ugotovili, da je glede na velikost zor-
nega kota in locˇjivost kamere treba izbrati primerno velikost kalibracijskega
objekta, da lahko metode za zaznavanje tega natancˇno pozicionirajo oz. je
dobro, da ima kamera karseda visoko locˇljivost oz. kalibracijski objekt na
slikah pokriva cˇim vecˇji delezˇ. Pri natancˇnosti robotskih manipulatorjev ni
bilo vecˇjih odstopanj, saj so ti zˇe v osnovi narejeni za opravljanje natancˇnih
opravil. Dokazali smo tudi, da vecˇja ucˇna mnozˇica izboljˇsa natancˇnost ka-
libracije, velik vpliv pa ima izbira metode, saj so nekatere bolj odporne na
sˇum v podatkih kot druge oz. so bolj zanesljive.
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Pri dodatnih eksperimentih bi lahko primerjali sˇe kaksˇne novejˇse metode,
saj smo trenutno primerjali vecˇinoma klasicˇne metode s konca prejˇsnjega sto-
letja. Poleg tega bi lahko poiskali sˇe kaksˇne dodatne parametre za primerjavo
rezultatov v odsotnosti zanesljivega vira resnice npr. poleg translacije, ki smo
jo primerjali sedaj, sˇe rotacijo ali kombinacijo obojega.
Iz predstavljene analize lahko cˇrpamo dobro osnovo za razumevanje la-
stnosti posameznih robotov, kamer in metod za kalibracijo ter za odlocˇitev
o izbiri prave kombinacije, ki nam omogocˇa, da lahko robot po uspesˇni kali-
braciji svoje delo opravlja karseda natancˇno in s tem ucˇinkovito razbremeni
cˇloveka pri ponavljajocˇih dolgocˇasnih opravilih.
Poglavje 8
Priloge




















Zivid 19 -69.007 -183.698 47.382 -0.779 8.546 -1.989 2.296 0.889
Tsai 19 -64.712 -176.187 44.375 -0.336 8.494 -1.986 2.992 0.997
Park 19 -64.811 -176.151 44.385 -0.334 8.501 -1.990 2.998 0.999
Horaud 19 -64.761 -176.190 44.387 -0.336 8.498 -1.987 2.992 0.998
Daniilidis 19 -68.329 -168.991 41.791 -0.305 8.514 -2.044 3.868 1.541
Andreff 19 -60.329 -171.695 63.911 -0.337 8.517 -1.979 8.731 3.630
Tabela 8.1: Rezultati pri kalibraciji kamere Zivid Medium na robotskem manipu-




















Zivid 15 -68.440 -182.895 47.447 -0.729 8.540 -1.994 2.205 0.911
Tsai 15 -64.523 -175.936 44.177 -0.328 8.490 -1.983 4.112 1.902
Park 15 -64.626 -175.902 44.188 -0.326 8.498 -1.987 4.117 1.906
Horaud 15 -64.572 -175.939 44.188 -0.329 8.494 -1.984 4.111 1.903
Daniilidis 15 -68.006 -168.603 41.551 -0.292 8.502 -2.035 4.808 2.365
Andreff 15 -60.078 -171.462 63.737 -0.326 8.508 -1.973 9.056 4.288
Tabela 8.2: Rezultati pri kalibraciji kamere Zivid Medium na robotskem manipu-






















Zivid 10 -68.364 -183.345 47.099 -0.741 8.537 -1.975 2.261 1.005
Tsai 10 -65.718 -177.354 44.384 -0.379 8.537 -1.979 3.276 1.033
Park 10 -65.804 -177.319 44.392 -0.377 8.544 -1.983 3.281 1.035
Horaud 10 -65.769 -177.361 44.398 -0.379 8.542 -1.980 3.276 1.033
Daniilidis 10 -69.349 -169.360 41.695 -0.328 8.546 -2.030 3.986 1.344
Andreff 10 -61.300 -172.372 63.890 -0.352 8.544 -1.960 8.392 3.448
Tabela 8.3: Rezultati pri kalibraciji kamere Zivid Medium na robotskem manipu-




















Zivid 5 -68.497 -180.742 47.509 -0.567 8.520 -1.939 2.045 1.261
Tsai 5 -60.344 -173.200 41.609 -0.233 8.290 -1.863 10.013 2.798
Park 5 -60.503 -173.181 41.633 -0.233 8.302 -1.870 10.037 2.813
Horaud 5 -60.396 -173.205 41.618 -0.234 8.294 -1.865 10.012 2.803
Daniilidis 5 -63.974 -164.795 38.959 -0.187 8.305 -1.910 12.404 3.207
Andreff 5 -56.217 -167.836 62.290 -0.233 8.312 -1.860 15.593 5.994
Tabela 8.4: Rezultati pri kalibraciji kamere Zivid Medium na robotskem manipu-
latorju UR10e s 5 polozˇaji




















Tsai 19 -33.668 -105.266 24.897 -0.201 3.915 -1.078 28.151 26.213
Park 19 -35.293 -104.819 25.006 -0.173 4.093 -1.075 28.247 26.179
Horaud 19 -35.028 -104.912 24.981 -0.194 4.065 -1.111 28.255 26.184
Daniilidis 19 -20.992 -123.778 -24.551 0.227 3.619 -1.179 32.613 25.963
Andreff 19 -48.287 -104.216 477.544 0.680 1.751 -0.281 231.403 91.353
Tabela 8.5: Rezultati pri kalibraciji kamere Intel Realsense na robotskem mani-





















Tsai 15 -34.155 -104.444 24.899 -0.187 3.892 -1.126 40.172 26.595
Park 15 -35.406 -104.071 24.996 -0.162 4.030 -1.126 40.272 26.614
Horaud 15 -35.108 -104.149 24.980 -0.182 3.999 -1.162 40.283 26.618
Daniilidis 15 -19.561 -123.883 -22.995 0.229 3.564 -1.233 42.079 27.456
Andreff 15 -57.352 -96.159 444.748 0.904 1.818 -0.190 258.846 86.267
Tabela 8.6: Rezultati pri kalibraciji kamere Intel Realsense na robotskem mani-




















Tsai 10 -37.421 -102.890 27.784 -0.233 4.113 -0.986 57.709 30.721
Park 10 -38.240 -102.716 27.883 -0.220 4.202 -0.974 57.767 30.776
Horaud 10 -37.906 -102.786 27.923 -0.238 4.163 -1.006 57.787 30.780
Daniilidis 10 -21.738 -120.520 -17.012 0.328 3.611 -1.045 48.857 25.006
Andreff 10 -62.498 -110.807 409.139 0.789 1.788 -0.367 249.239 87.477
Tabela 8.7: Rezultati pri kalibraciji kamere Intel Realsense na robotskem mani-




















Tsai 5 -39.877 -94.178 28.459 0.015 3.479 -1.730 104.115 73.241
Park 5 -38.427 -93.825 30.083 0.046 3.281 -1.884 104.593 74.773
Horaud 5 -38.220 -93.806 30.197 0.045 3.260 -1.922 104.566 74.943
Daniilidis 5 -7.833 -114.678 11.298 0.399 2.944 -2.096 103.978 71.224
Andreff 5 -89.201 -117.668 369.911 0.107 -0.571 2.893 364.603 177.256
Tabela 8.8: Rezultati pri kalibraciji kamere Intel Realsense na robotskem mani-
pulatorju UR10e s 5 polozˇaji
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Tsai 19 2.489 -110.971 71.006 0.185 -0.161 0.346 0.844 0.310
Park 19 2.487 -110.966 71.006 0.185 -0.161 0.345 0.844 0.311
Horaud 19 2.489 -110.971 71.006 0.185 -0.161 0.346 0.844 0.310
Daniilidis 19 2.289 -109.724 70.792 0.215 -0.147 0.324 0.925 0.389
Andreff 19 2.518 -110.633 75.519 0.190 -0.161 0.335 2.107 0.905
Tabela 8.9: Rezultati pri kalibraciji kamere Basler Ace na robotskem manipula-




















Tsai 15 2.484 -110.924 71.025 0.184 -0.162 0.346 0.915 0.354
Park 15 2.484 -110.921 71.026 0.184 -0.162 0.345 0.915 0.353
Horaud 15 2.484 -110.924 71.025 0.184 -0.162 0.346 0.915 0.354
Daniilidis 15 2.259 -109.656 70.821 0.214 -0.147 0.324 1.074 0.420
Andreff 15 2.502 -110.580 75.534 0.189 -0.162 0.335 2.337 0.862
Tabela 8.10: Rezultati pri kalibraciji kamere Basler Ace na robotskem manipula-




















Tsai 10 2.322 -111.029 71.133 0.188 -0.149 0.357 0.910 0.341
Park 10 2.328 -111.021 71.131 0.189 -0.150 0.357 0.909 0.341
Horaud 10 2.322 -111.029 71.133 0.188 -0.149 0.357 0.910 0.341
Daniilidis 10 2.068 -109.724 70.953 0.221 -0.136 0.332 1.345 0.439
Andreff 10 2.179 -110.607 75.325 0.192 -0.149 0.346 2.824 0.999
Tabela 8.11: Rezultati pri kalibraciji kamere Basler Ace na robotskem manipula-





















Tsai 5 1.988 -109.921 71.313 0.174 -0.141 0.348 2.772 1.644
Park 5 1.989 -109.922 71.316 0.174 -0.141 0.347 2.776 1.644
Horaud 5 1.988 -109.921 71.313 0.174 -0.141 0.348 2.772 1.644
Daniilidis 5 1.383 -108.446 71.229 0.200 -0.097 0.328 3.353 1.630
Andreff 5 1.938 -109.882 75.320 0.176 -0.128 0.339 3.208 1.511
Tabela 8.12: Rezultati pri kalibraciji kamere Basler Ace na robotskem manipula-
torju UR10e s 5 polozˇaji




















Zivid 19 107.193 99.582 119.342 -0.580 8.596 -179.220 2.672 1.437
Tsai 19 156.813 293.019 212.600 -27.596 19.322 -159.200 95.427 109.394
Park 19 107.271 94.686 118.166 0.140 8.758 -179.874 1.631 0.724
Horaud 19 107.261 94.682 118.162 0.140 8.756 -179.873 1.631 0.723
Daniilidis 19 130.382 93.948 124.634 0.178 10.294 -179.942 3.675 1.736
Andreff 19 99.022 90.632 144.003 0.121 8.720 -179.921 8.727 3.881
Tabela 8.13: Rezultati pri kalibraciji kamere Zivid Medium na robotskem mani-




















Zivid 15 102.406 105.736 119.761 -1.410 8.141 -179.262 3.074 2.144
Tsai 15 41.006 130.710 313.751 -23.947 5.543 -152.997 210.500 108.213
Park 15 107.150 94.629 118.171 0.145 8.751 -179.874 1.987 0.847
Horaud 15 107.143 94.627 118.168 0.145 8.750 -179.873 1.987 0.846
Daniilidis 15 130.754 93.551 124.544 0.212 10.293 -179.940 3.919 1.906
Andreff 15 98.669 90.459 144.764 0.126 8.712 -179.921 9.245 4.220
Tabela 8.14: Rezultati pri kalibraciji kamere Zivid Medium na robotskem mani-





















Zivid 10 113.324 104.952 119.971 -1.002 9.319 -179.049 3.533 1.798
Tsai 10 18.078 262.930 286.747 -41.648 2.058 -146.324 104.199 42.389
Park 10 106.936 94.698 118.018 0.140 8.747 -179.880 2.418 0.968
Horaud 10 106.930 94.697 118.015 0.140 8.746 -179.879 2.417 0.966
Daniilidis 10 131.916 93.057 124.877 0.158 10.379 -179.952 4.217 1.418
Andreff 10 95.559 90.194 149.495 0.122 8.692 -179.932 13.276 4.827
Tabela 8.15: Rezultati pri kalibraciji kamere Zivid Medium na robotskem mani-




















Zivid 5 107.810 79.688 119.368 1.842 8.477 -179.288 2.656 1.580
Tsai 5 -58.265 47.405 362.847 -3.385 10.405 175.567 456.918 296.008
Park 5 106.486 95.004 118.055 0.156 8.688 -179.895 3.785 1.787
Horaud 5 106.488 95.008 118.053 0.156 8.687 -179.892 3.786 1.785
Daniilidis 5 134.979 95.590 123.923 0.521 10.280 -179.912 10.957 2.957
Andreff 5 88.995 90.297 165.103 0.126 8.620 -179.969 28.811 7.231
Tabela 8.16: Rezultati pri kalibraciji kamere Zivid Medium na robotskem mani-
pulatorju Aubo i5 s 5 polozˇaji




















Tsai 19 101.409 216.807 294.085 -26.535 25.514 -145.378 97.274 43.301
Park 19 49.848 66.313 110.802 -0.640 1.812 -179.942 2.861 0.920
Horaud 19 49.748 66.317 110.759 -0.639 1.793 -179.940 2.859 0.921
Daniilidis 19 54.992 70.413 112.068 -1.029 2.065 -179.814 3.567 1.650
Andreff 19 37.430 60.728 142.022 -0.643 1.755 -179.887 12.473 5.098
Tabela 8.17: Rezultati pri kalibraciji kamere Intel Realsense na robotskem mani-





















Tsai 15 34.622 88.335 200.077 -10.311 4.913 -169.588 73.558 38.658
Park 15 49.737 66.607 110.812 -0.676 1.817 -179.968 3.224 1.061
Horaud 15 49.641 66.613 110.769 -0.675 1.798 -179.966 3.227 1.063
Daniilidis 15 54.555 70.896 111.905 -1.039 2.034 -179.842 5.032 2.436
Andreff 15 37.331 61.170 142.408 -0.672 1.756 -179.913 13.315 5.779
Tabela 8.18: Rezultati pri kalibraciji kamere Intel Realsense na robotskem mani-




















Tsai 10 15.571 3.392 100.032 7.197 -2.116 171.112 41.050 16.571
Park 10 50.175 65.455 111.482 -0.618 1.855 179.922 3.134 1.361
Horaud 10 50.081 65.476 111.441 -0.617 1.836 179.927 3.140 1.357
Daniilidis 10 55.005 67.269 112.498 -0.689 2.000 179.979 9.407 1.781
Andreff 10 38.661 60.113 142.973 -0.579 1.779 179.961 13.974 5.507
Tabela 8.19: Rezultati pri kalibraciji kamere Intel Realsense na robotskem mani-




















Tsai 5 -49.082 130.384 125.215 -9.250 -6.486 -178.639 57.594 23.837
Park 5 47.733 69.685 110.532 -0.948 1.728 179.921 7.111 2.362
Horaud 5 47.669 69.731 110.491 -0.953 1.714 179.928 7.112 2.346
Daniilidis 5 46.227 89.200 110.422 -1.687 0.977 179.947 21.104 5.710
Andreff 5 32.846 66.003 149.079 -0.933 1.668 179.980 26.202 16.619
Tabela 8.20: Rezultati pri kalibraciji kamere Intel Realsense na robotskem mani-
pulatorju Aubo i5 s 5 polozˇaji
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Tsai 19 15.904 73.235 166.281 -1.344 -0.902 -178.346 2.600 1.728
Park 19 18.448 64.561 165.713 -0.369 -0.675 -179.609 2.160 1.155
Horaud 19 18.453 64.556 165.714 -0.369 -0.674 -179.609 2.160 1.155
Daniilidis 19 17.463 61.095 164.972 -0.275 -0.592 -179.725 2.482 1.549
Andreff 19 16.848 62.888 175.542 -0.386 -0.687 -179.648 4.017 2.118
Tabela 8.21: Rezultati pri kalibraciji kamere Basler Ace na robotskem manipula-




















Tsai 15 16.276 73.249 166.302 -1.350 -0.856 -178.344 2.553 1.483
Park 15 18.535 64.539 165.713 -0.368 -0.668 -179.608 2.232 1.084
Horaud 15 18.542 64.535 165.714 -0.367 -0.667 -179.609 2.233 1.084
Daniilidis 15 17.532 60.956 164.928 -0.271 -0.570 -179.722 2.538 1.188
Andreff 15 16.798 62.786 175.683 -0.385 -0.680 -179.648 4.155 2.006
Tabela 8.22: Rezultati pri kalibraciji kamere Basler Ace na robotskem manipula-




















Tsai 10 20.934 72.025 165.718 -1.166 -0.309 -178.619 3.298 1.056
Park 10 19.595 64.847 165.594 -0.387 -0.565 -179.598 2.658 0.870
Horaud 10 19.597 64.839 165.590 -0.386 -0.565 -179.599 2.661 0.871
Daniilidis 10 19.183 61.369 164.636 -0.275 -0.388 -179.688 3.015 1.354
Andreff 10 17.654 62.890 176.288 -0.404 -0.582 -179.638 4.343 2.009
Tabela 8.23: Rezultati pri kalibraciji kamere Basler Ace na robotskem manipula-





















Tsai 5 -17.536 103.780 180.734 -6.414 -4.418 -175.802 14.020 18.772
Park 5 19.879 65.002 165.834 -0.369 -0.563 -179.606 3.732 1.795
Horaud 5 19.877 65.001 165.833 -0.369 -0.563 -179.606 3.730 1.793
Daniilidis 5 20.385 63.549 165.382 -0.229 -0.268 -179.720 6.817 4.076
Andreff 5 17.037 62.103 177.325 -0.390 -0.588 -179.643 5.347 2.443
Tabela 8.24: Rezultati pri kalibraciji kamere Basler Ace na robotskem manipula-
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