Introduction
Images have been used for many years in many areas like press, advertising, medical fields, spatial data management, etc. But in the past few years, the number of images has increased in huge amount due to the growth of internet. So, in large and varied collection, users of different domains face a problem of retrieving images relevant to the user query. Thus, Content-Based Image Retrieval (CBIR) has received considerable attention as a consequence of collections with tremendous amounts of multimedia contents. There is a growing interest on CBIR and in more general Content-Based Multimedia Retrieval [11, 29] from both academia, e.g., "Image FARMER" [3] , and industry, such as Flickr, Bing and Google images search products on the Web. In a recent paper [23] the different methods of image retrieval systems and major categories of the state-of-the-art techniques are presented; furthermore, there is a survey [13] including many publications to describe the research aspects in this area such as feature extraction, feature matching, semantic gap reduction and measurements for performance evaluation.
In the image retrieval, the images are indexed on the base of the text that is related to the images. Queries are matched to this text to produce a set of search results, but many irrelevant images can be found in these results [12] . For improvement of image search a basic mechanism, so called Relevance Feedback [28, 31] , can be used; state-of-the-art method Hybrid Feedback mechanism [32] based on both images and their attributes -also provides possibility to enhancement. However, in our work we have not used any feedback from end users, because our aim was to develop an image search system without the user´s help.
Hybrid Intelligent Systems (HIS) are free combinations of computational intelligence techniques to solve a given problem, covering all computational phases from data normalization up to final decision making. The HIS can be used in CBIR as well, for example, in order to create hybrid information descriptors [33] . MultiClassifier Systems (MCS), as subcategory of HIS [30] focus on the combination of classifiers form heterogeneous or homogeneous modelling backgrounds to give the final decision, and our work belongs to this subcategory.
MCS is able to solve different classification tasks, as medical data classification [25] , medical image retrieval [21] , image annotation [19] , and image retrieval [33] . In Multiple Queries for Image Retrieval (MQIR) systems [2] the end user would like to retrieve an interesting image by multiple queries (e.g., by more query images), which allows for a more expressive formulation of the query object, including different viewpoints and/or viewing conditions. This MQIR is investigated in work [10] , but our goal is to retrieve not only one object with more viewpoints, but also multi objects. There is already an existing solution for multiobject images retrieval by fusing several features, but only for binary images [16] .
The aim of our work was to research and implement an image search system based on only visual information for large variety of images. We planned this system to be capable of retrieving different visual objects and more objects together by a hybrid solution. Our work differs from previous works mentioned above, because we have focused on multiple objects. In the literature, there is another similar work -using Multiple Query Basic Matching (MQBM) method [10] dealing with multiple query, so the query can contain more sample images; but in our work, we use only text queries instead of image queries. At the end of our research we have implemented and tested this solution. In the next sections the results of our work will be presented.
Offline image classification
The above-mentioned systems (CBIR systems) are in the new trend of computer vision beside the traditional trend of computer vision in robotics. Our work also belongs to this new trend, where the classification of images is a central problem [7] .
We have elaborated an image classification method for image-based plant identification problem [26] , and this offline classifier has been developed further for image search. Our implemented system deals with semantic image search, where visual objects (vehicles) are the goals of the queries; furthermore, metadata were not available for search, only the content information of images can be used. Since the aim was the search on unknown photos, it was necessary to have a training data on the base of which machine learning methods were used to analyse the images. Thereafter, the results from the analysis were available to search. The semantic information is stored in a database before the query (offline); the preparation of this offline part is discussed in this chapter.
Learning phase
As mentioned above, machine learning methods were used to train from a sample set, which consists of two image sets, called training and validation image set. The latter can be used for calibration of the trained model during the validation phase of the training procedure. The first step is the representation of the images based on their content (pixels, shapes and textures) and semantic information. Therefore, a usual technique in computer vision is used to represent an image, the BoW (Bag-ofWords) model [9, 15] , where images are treated as documents. According to this, visual "words" ("code-words") in images need to be defined, which can be achieved by the following steps:
Many different feature types can be detected in an image, e.g., edges, corners, ridges, as "interesting" part of an image. As feature detection, dense sampling method is used in our solution. After that, a local image patch around every feature was extracted by SIFT (Scale-Invariant Feature Transform) algorithm [17, 18] . Many possible feature extraction methods are available for images, but we have chosen SIFT, because this is a widely-used method in practice and in theoretical works (as well) with some possible further development of this method, like RootSIFT [2] . Subsequently, PCA (Principal Component Analysis) [1, 14] reduces the dimensions of the descriptor vectors from 128 to 80. The final step in the offline classification is the conversion of descriptor vectors to code-words, which also produces a codebook. In this phase, GMM (Gaussian Mixture Model) [22, 27] is trained to determine the codebook. It is a parametric probability density function represented as a weighted sum of (in our case 256) Gaussian component densities. GMM parameters were estimated on the base of the training set by using the iterative EM (Expectation Maximization) algorithm, but an initial model is needed for EM. In our training procedure, the k-means clustering was performed over all the vectors with 256 clusters, which resulted the initial model for EM.
As a result of the above algorithms, a codebook with 256 code-words was available for further calculations, which can be considered as a concise representation of the image set. According to the codebook it is possible to create a descriptor that specifies the distribution of the visual code-words in any image, called high-level descriptor. To represent an image with high-level descriptor, the GMM based Fisher vector [24] has been calculated. In order to present the details about the generation of the high-level descriptor, the explanation of the GMM based Fisher vector is described below.
Let X = {xt, t = 1,…, T} be the set of T local descriptors extracted from an image. We assume that the generation process of X can be modelled by a probability density function p with parameters λ. Set X can be described by the gradient vector, the gradient of the log-likelihood describes the contribution of the parameters to the generation process: (1) log ( ) . pX    Intuitively, the gradient of the log-likelihood describes the direction in which parameters should be modified to best fit the data. This gradient vector can then be classified using any discriminative classifier; the Fisher information matrix Fλ is suggested for this purpose:
Fisher kernels can be used on visual vocabularies, where the vocabularies of visual words are represented by means of a GMM. The λ set of parameters of the GMM contains the weight (wi), mean vector (μi) and covariance matrix (Σi) of Gaussian i, i = 1, 2, …, N. Each Gaussian represents a word of the visual vocabulary: wi encodes the relative frequency of word i, μi -the mean of the word, and Σi -the variation around the mean. We denote
Under an independence assumption, it can be derived
We assume that the covariance matrices are diagonal (as any distribution can be approximated by a weighted sum of Gaussians with diagonal covariance). We can use the notation σi 2 = diag(Σi). After this assumption, the partial derivatives of L can be determined with respect to all the parameters (wi, μi, σi), and the gradient vector is just a concatenation of these partial derivatives [20] . We have used these vectors in our work as the final representation of the images.
In order to train a classification model (classifier) based on training image set, a variation of SVM (Support Vector Machine) is used, the C-SVC (C-Support Vector Classification) [6] with RBF (Radial Basis Function) kernel [4] . The SVM is basically a binary linear classifier, thus, in order to extend it to a number of classified categories, the one-against-all technique is used. During this method, a binary classifier is created for each category in the training set.
The two hyper-parameters (C from C-SVC and γ from RBF kernel) were optimized by a grid search with two-dimensional grid. The algorithm was trained with the training image set, and then validated on the validation set, while in each iteration the hyper-parameters were different. The parameter pair that gave the best result is selected to train the final classification model (for each category) based on the whole image set.
This learning phase is state-of-the-art in image classification. There are some other solutions in the literature, and these are compared in work [5] . Possibly, some other methods would have been applied, but based on our experience [26] we agree with the literature that the method described above is one of the most accurate object classification methods.
Preparing images in the search space
In this phase, the images from the search space (available unknown pictures) were examined, and semantic predictions (class labels) were calculated about them based on the final classification model; the labels were stored in the offline database in a specific structure. The details of this preparation phase are described below.
Firstly, the Fisher vectors of each image were computed, as it was discussed in the previous section. The codebook was already available, i.e. it was not required to generate a new one, since our purpose was to classify the pictures in the search space based on the code-words from the training set.
Then, an RBF based kernel matrix was built from the Fisher vectors of the available unknown pictures and training images. Each C-SVC classifier used this matrix and the hyper-parameters were the same as in the final classification models (for each classification tasks). In addition, since each classifier is assigned to a category, the generated model for a classifier is responsible to separate the designated category from the other ones. Thus, a classifier is able to provide a confidence value, which shows a certainty of the category in a given picture.
Finally, each image in the search space was classified with each classifier. As a result, each image was assigned to a vector with φ elements, where φ denotes the number of trained categories. Each element of a vector contains the confidence value given by the appropriate classifier. These vectors were stored in the offline database.
Content-based image searching methods
Our content-based image search system is specialized in search queries that are obtained by combining multiple objects (in the query, the names of the objects can be used). The set of searchable objects is enclosed, because the number of trained categories is constant. The task of image searching is the ranking of the images according to their relevance to the given search query.
Our contribution is the set of developed and implemented methods by using the available offline semantic information that resolves the image search. The difference between these image retrieval methods is how to calculate the relevance value of an image from the confidence values provided by the binary classifiers. The reason we have created a number of methods is that their results can be compared, so the most effective one can be selected. The developed and implemented content-based methods are described below.
Sum methods
This method computes the relevance value by sum of the corresponding confidence values of the objects that are specified in the search query. There are two variations of this method. S1: There is not any kind of filtering before the ranking, so the search space includes all of the images. The sorting of the returned result list is based on the following aggregate variable in descending order:
where i denotes the identity of the object that is included in the "query" expression, k is the index of the image and pi(k) is the designated confidence value. S2: The ranking is preceded by filtering. The filtering condition is that at least one of the confidence values belonging to the query objects should be greater than a given threshold. This can reduce the size of the search space. The aggregate variable that determining the ranking is computed as follows:
Product methods
This method is similar to the sum method, but the relevance value is obtained by multiplying the confidence values. There are two versions of it as well.
P1: Similar to the S1 sub-method, the P1 does not perform any filtering on the pictures of the search space. The sorting of the returned result list is based on the following aggregate variable in descending order:
where i, k and pi(k) represent the same as stated previously.
P2:
The filtering condition is that each of the designated confidence values should exceed a specified threshold. In this case, the relevance value computed as follows:
As the name suggest, as relevance value of an image, this method selects the lowest of the corresponding confidence values of the objects that are specified in the search query. The notation of the method is only briefly MIN, and it can only be used without filtering. The returned result list is based on the following aggregate variable in descending order:
Multi-label classification with S1
This is the most complex method. First, a multi-label classification helps to determine which trained categories appear in a given image. A general approach is used in this part of the algorithm. The following steps should be executed for each image before constructing aggregate variable: 1. The algorithm starts with an empty list called L, and with another list called K, which contains the trained categories.
2. The algorithm selects the highest confidence value. This value represents the category, which is the most likely to occur in the given picture. This category is added to L, and removed from K.
3. Until K is not empty: a. the highest confidence value of the remaining categories is selected, then its category is removed from K; b. if this confidence value exceeds 75% of the previously selected one, then its category is added to L, otherwise L remains unchanged and the cycle is interrupted.
4. Finally, L contains the predicted categories for the examined image. Then, N containers are formed, where N is the number of objects in the search query. The containers are numbered from 1 to N. After that, each image was placed in the appropriate container, based on the following: the elements number of the L list and the number assigned to the container should be equal. According to this, images with empty L list were excluded from the search space. Furthermore, the empty containers were also removed. As a result, a semi-sorted ranking arises. The last step is a further sorting by a modified version of the S1 sub-method in which the images do not move between the containers. The returned result list is the content of the remaining containers in descending order. The method is briefly denoted as ML.
Difference method
In this method, the maximum value of certainty (like the probability: 1) were used to compute the complement of the confidence values. The obtained values were multiplied and then complemented again. This method can only be used without filtering, and the relevance value can be calculated as follows: (10) ( ) 1 (1 ( )) query,
where i, k and pi(k) represent the same as stated previously. In short, it is called DIF.
Experiment for image search
The goodness of the implemented system was tested by a concrete image search experiment. The results were compared to the results of three well-known web image search engines (Google, Bing and Flickr). These engines are mostly textbased retrieval systems, except Google, which is able to search by query images as well. At search by a query sample image this search engine retrieves similar pictures based on the content, so Google can be considered as text-based and content-based image retrieval systems simultaneously, while our developed system uses only visual content information.
Search queries
Since we dealt with combined image search, the search queries are made up of multiple components (this is the basic unit of a query). During the experiment, seven different search queries were used, where a component indicates exactly one object. Five of them consist of two, and two of them consist of three components, as follows: {airplane, bus}, {airplane, car}, {bus, car}, {bus, motorbike}, {car, motorbike}, {airplane, bus, car}, {bus, car, motorbike}. In the case of S2 the threshold was set to 0.5, and 0.1 in the case of P2.
Training and test data
The image set used for training came from the website of Pascal VOC competition [8] . The data set published in 2007 was downloaded for our research. These pictures were originally derived from Flickr. This data set contains images from 20 different categories, including the ones mentioned above. It is advisable to train categories which are included in neither one of the search queries. It is necessary, because the non-relevant part of the search space should be also covered by training. Therefore, additional categories were added to the training data, under the notation of "Others". Since the content of each irrelevant image cannot be covered, random categories were selected. The first four columns of Table 1 To prepare this image collection, the selected web image search engines were used, i.e., Google, Bing and Flickr, and the images in the result list are gathered. With this solution, our semantic image search system is searching among nearly the same images as the web image search engines.
For each search queries, the first 50 elements of the returned result list were downloaded at each search engines. Therefore, the image collection contains total of 1050 images. During the search, the components in the search queries were separated by "&" character. In order to evaluate the results, the label of the pictures should be known. Each image was examined individually, and labelled manually by following a few basic principles:
 An image is assigned to all of the categories that it appears in.  An object (and its category) appears in a picture, if at least 20% of it is recognizable, and if its exterior can be seen.
 Hybrid vehicles are not considered adequate objects (for example, a car with wings is neither a car nor an aeroplane).
 An image is assigned to the Others category, if none of the selected vehicles appear in it.
The result of these annotations can be seen in the last column of Table 1 . The annotations help us to decide whether an image is relevant or not, according to a given search query. An image is considered to be relevant, if all listed objects are displayed separately on it. It is important to note that it is difficult to generalize what constitutes relevant result, especially in the case of multi-object search (for example it is possible that a user wants to search for hybrid vehicles).
Each search key was tested with all implemented image search methods. In order to compare our results, the returned result lists were evaluated to the 50th element. In addition, the downloaded lists with also 50 elements were evaluated. AP (Average Precision) and its average: MAP (Mean Average Precision) indicators were used for evaluation, which are derived from precision and recall based on the confusion matrix:
Results
In this chapter, the results of the described experiment were summarized. In the Table 2 the AP (Average Precision) values can be seen, depending on the search queries and methods. These values were measured at the 50th element. As it is shown, from the proposed methods the MIN method resulted the highest AP value, except in the case of {bus, car} search query, where the Product Methods resulted the best AP. In three cases, the MIN exceeds the results of the web search engines, and in three other cases, the Flickr was the best. It is important to note that in the case of {bus, motorbike} search query, Flickr resulted the same image in the first seven places. Table 2 . Average Precision values at first 50 hits for each method In addition to the above metrics, it is important to know how many relevant results exactly a method gives a specific search query. These are summarized in Table 3 , where the rows correspond to the search queries. The first column contains the maximum number of relevant images, then the number of returned relevant images by Google, Bing, Flickr and MIN (only this was selected, because of the most effective one), respectively. MIN method gives the most relevant pictures (more than 14) on average in the first 50 places as can be seen in the last row. The MAP value defined in (2) can be calculated as the average of the AP values. This will give the goodness of the methods (including the web search engines as well) in the case of these search queries. Therefore, the MAP values of each method were calculated. Among them, MIN method provides the highest value, so on average, this method performs the best.
The diagram in Fig. 1a shows that the system we have created provides more relevant images than Google, Bing or Flickr search engines for these search queries, under the conditions of this experiment. The MAP values are shown in the vertical axis, the horizontal axis represents the number of elements in the beginning of the result list. On the graph Google, Bing, Flickr and MIN methods were marked with dash-dot, dashed, dotted and solid lines, respectively; they have reached 0.0281, 0.0544, 0.0657, 0.0644 value in MAP respectively. Since the curves of Flickr and MIN methods are often crossed and the difference of their MAP values is small, therefore these methods were compared in another diagram in Fig. 1b. The results of the queries with two and three components were separated, and MAP values were calculated for each type. The numbers in the legend refer to the components number. The MAP value of Flickr is 0.0770 in the case of the queries with two components, and 0.0332 in the case of three components, while MIN resulted 0.0651 and 0.1081 respectively.
Based on the results, we can conclude that if a search query consists of more objects, our content-based search system will achieve better results with large likelihood than the web search engines. Considering the search queries of three objects, the maximum number of relevant images is small. Accordingly, Google, Bing and Flickr returned much less relevant images in these cases, while MIN method returned larger number of relevant images.
Conclusions
The developed image search system is specialized in search queries that are obtained by combining multiple objects. Since only the visual content information of the images was available for search in our system, it was necessary to implement a classification algorithm that helps to determine semantic information for the images of the search space. The semantic information is stored in a database, called offline database, which should be refreshed whenever the search space includes a new image. Several methods were developed and implemented that resolves the combined search, by using the available offline semantic information stored in the database. The difference between them is how to calculate the relevance value of an image from confidence values of object classifiers, and we have selected the best one for our system. Our solution is compared with the famous web images search engines (Google, Bing and Flickr), where web search engines can use metadata and the surroundings of the images as well, however our system should rank only smaller number of images. There was a comparison of their MAP values, and based on the results it can be concluded that our system reaches the benchmark, moreover in most cases our method outperforms the others, especially in the cases of queries with many objects.
We have a plan to continue this research; further work focuses on more visual objects and the acceleration. One of the acceleration possibilities of our solution is a specialized multicore architecture that can be used in slow calculations in the field of computer vision. R e f e r e n c e s
