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High frequency oscillations in low-dimensional conductors and semiconductor
superlattices induced by current in stack direction
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Institute of Radio-engineering and Electronics of Russian Academy of Sciences, 11-7 Mokhovaya str., Moscow 125009, Russia
(Dated: January 2, 2019)
Narrow energy band of the electronic spectrum in some direction in low-dimensional crystals may
lead to a negative differential conductance and N-shaped I-V curve that results in an instability of the
uniform stationary state. Well-known stable solution for such a system is a state with electric field
domain. We have found a uniform stable solution in the region of negative differential conductance.
This solution describes uniform high frequency voltage oscillations. Frequency of the oscillation is
determined by antenna properties of the system. The results are applicable also to semiconductor
superlattices.
PACS numbers: 73.21.Cd, 73.21.Ac, 72.80.-r
I. INTRODUCTION
There is a number of materials with narrow energy band of the electronic spectrum for electrons moving in certain
directions. The narrow band may result either from low-dimensional structure of the crystal or from artificially made
periodic superstructure like semiconductor superlattices. Typical examples of low-dimensional crystals are layered
materials such as high-Tc superconductors, transition metal dichalcogenides like TaS2, NbSe2 and others
1. Such
materials can be treated as a stack of conducting layers of atomic thickness, separated by insulating ones2. Narrow
electronic bands are typical also for quasi-one-dimensional conductors in directions perpendicular to conducting chains.
For example, the linear chain conductor NbSe3 is a strongly anisotropic crystal with the anisotropy of conductivity
σb/σc ∼ 10 in (b-c) plane, and σb/σa∗ ∼ 104 in (a-b) plane at low temperatures3. Such a strong anisotropy reflects
weak inter-chain coupling and narrow electronic bands for electron motion across conducting chains.
This feature of energy spectrum should lead to similarities of the effects observed in low-dimensional materials and
in semiconductor superlattices which are thoroughly studied over last few decades4. Interesting effects are expected
if electron motion approaches a regime close to the Bloch oscillations, when applied voltage is high enough and an
electron has enough time to perform several oscillations within the same mini-band until it is scattered, i. e., when
period of the Bloch oscillations is smaller then the momentum scattering time, τp. In such a regime DC current
decreases with DC voltage increasing, resulting in a region of negative differential conductance (NDC). This result
was predicted theoretically for superlattices by Esaki and Tsu5, and later was observed repeatedly. Similar conclusions
were made for layered conductors6. However, to our knowledge, there is no direct experimental confirmation of this
effect in low-dimensional conductors. A possible reason for this is that the crystals were not perfect enough to
ensure the band motion of electrons in directions of low conductivity in low-dimensional materials. However, the
strong conductivity maximum at zero bias voltage observed recently in NbSe3 by Latyshev et al.
7 argues in favor of
possibility of the NDC in such materials.
An important corollary of the NDC is an instability of uniform stationary state in the NDC region which, in
principle, may result in generation of high frequency oscillations when the DC voltage gets into the NDC region. The
boundary of the NDC region in the static I-V curve is determined by the voltage related to the momentum scattering
rate τ−1p , and the upper frequency limit for the NDC is equal to τ
−1
p as well. The value of τ
−1
p in many materials falls
into the THz region7,8, so one can expect microwave generation in this frequency range. However, there is a number
of obstacles preventing generation of high frequency oscillations. The primary one is formation of nonuniform electric
field distribution (field domains) which impedes high frequency oscillations due to relatively low domain velocity4.
A number of techniques was suggested to overcome this difficulty in superlattices, including application to a sample
additional large AC9 and using of pulse voltage10, or formation of superlattices with minibands having non-sinusoidal
dispersion law11, etc.
In this work we study theoretically a low-dimensional conductor with current flowing in the direction of low con-
ductivity when applied DC voltage falls into the NDC region, and find a uniform oscillatory solution in case when
no external time-dependent influence is imposed. This solution is possible because of interaction of a sample with
an environment which we describe by means of an effective antenna impedance. We found conditions for existence
of stable oscillations: the antenna reactance on main oscillation frequency must have the sign corresponding to an
inductance, in this case the sample and the effective antenna form an effective oscillatory circuit. The frequency of the
oscillations is determined by the antenna reactance and by material properties of the sample. Oscillation amplitude
depends on applied voltage and vanishes at the boundaries of the NDC region.
2The paper is organized as follows: in Sec. II we derive general expression for the current across the layers. In Sec. III
we study in details the uniform current flow through the sample, derive equations of motion for time-dependent
voltage, and find a solution describing oscillations. We show first the possibility of coherent voltage oscillations
using oversimplified but physically transparent model, and then bring strict solution in the form of harmonic series.
In Sec. IV we examine response of the system to a small external time-dependent perturbation, and in Sec. V
we demonstrate that solution describing coherent voltage oscillations in the sample is stable with respect to small
fluctuations. Finally, in Sec. VI we discuss conditions for experimental realization of the oscillatory regime found in
preceding sections and make conclusions.
II. MAIN EQUATIONS
As it was mentioned in the Introduction, electron motion across the layers of perfect enough layered conductor, or
between the conducting chains in quasi-one-dimensional conductor can be considered as a motion in narrow conducting
band that should have specific features typical for electron motion within the minibands in semiconductor superlattices.
In the theory of miniband transport there are two main limiting cases. If electron wave functions in adjacent layers
are strongly overlapped then an electron has enough time to perform several tunneling processes until it is scattered.
This quasi-classical case of miniband conduction can be well described by means of Bolzman equation which holds
when τ−1p ≪ ∆, where ∆ is the miniband width. If the interlayer hopping integral is small then the sample may be
treated as a stack of weakly coupled quantum wells, hence, tunneling processes in adjacent junctions are practically
independent, and purely quantum case of sequential tunneling is fulfilled. An amazing result of supperlattice theory
is that in both these limits expressions describing the current as functional of voltage are the same4. Below we show
how the similar expression can be derived for a low-dimensional conductors. For definiteness we will speak about a
layered conductor with voltage applied in the stack direction.
For brevity we use units with e = h¯ = 1. To investigate non-equilibrium transport we use the Keldysh
technique for Green functions12. Current density between layers n and n + 1 may be expressed in terms of
the non-diagonal component of Green’s function both on temporal indices and layer numbers: jn,n+1(τ) =
iet⊥h¯
−1
(
GKn,n+1(τ, τ) −GKn+1,n(τ, τ)
)
,
Gˆn,m =
(
GRn,m G
K
n,m
0 GAn,m
)
,
where t⊥ is the hopping integral for electron tunneling between the adjacent layers, which is supposed to be in-
dependent on layer number and electron momentum, and GR(A) is the retarded (advanced) Green function, τ is
the dimensionless time, which is mesured in units of τp. For convenience we introduce other dimensionless units:
frequencies and energies we mesure in terms of τ−1p .
Usually, the hopping integral, t⊥, is small and it is possible to construct a perturbation theory, which allows us to
express non-diagonal on layer number Green functions in terms of diagonal ones. In the first approximation on t⊥ it
reads Gˆn,n+1(τ, τ
′) = t⊥
∫
Gˆn,n(τ, τ
′′)Gˆn+1,n+1(τ
′′, τ ′)dτ ′′, and, hence, we get well known expression for the current
between the adjacent layers13.
jn,n+1(τ) = it
2
⊥
∫
GRn,n(τ, τ
′)GKn+1,n+1(τ
′, τ) +GKn,n(τ, τ
′)GAn+1,n+1(τ
′, τ)dτ ′.
We consider the case when electrons inside the layer are in in the equilibrium while layers are not in the equilibrium
with each other. A difference between jn−1,n and jn,n+1 leads to deviation δµn of the chemical potential in layer n
from its equilibrium value, µ. In this case in each layer the diagonal Green function with respect to layer number,
GKn,n, can be related to the retarded and advanced Green functions by the expression valid for the equilibrium
case: GKn,n(ω) = (G
R
n,n(ω) − GAn,n(ω)) tanh(ω − δµn)/2T, here we take into account temporal uniformity, so that
G
R(A)
n,n (ω, ω′) = G
R(A)
n,n (ω)δ(ω − ω′). The transition to temporal representation we perform according to
GR(A)n,n (τ
′, τ ′′) =
∫
eiω
′τ ′−iω′′τ ′′GR(A)n,n (ω
′, ω′′)e
∫
τ
′′
τ′
Φn(τ)dτdω′dω′′,
here Φn(τ) is time-dependent scalar electric potential of corresponding layer. To give proper account to scattering, we
use the standard expression for Green functions with non-zero momentum relaxation rate G
R(A)
n,n (ω) = (ω−ξp±i/2)−1,
here “±” is related to the retarded (advanced) Green function, respectively, ξp is the electron energy, counted from
the Fermi energy, p is the component of electron momentum parallel to the layers.
3We assume for simplicity that τp and t⊥ do not depend on electron momentum. We concentrate on the case of the
same voltage on all junctions, taking the non-uniformity into account only in Sec. V where we study the stability of
the uniform solution in respect to small perturbations. So we assume that deviations, δµn, of the chemical potential
from the equilibrium value are small.
Finally, the expression for the tunneling current between adjacent layers reads
j(t)n (τ) =
σ0
s

 ∞∫
0
dτ1e
−τ1 sin
τ1∫
0
(Vn(τ) − Vn(τ − τ2)) dτ2−
(δµn+1 − δµn)
∞∫
0
dτ1e
−τ1 cos
τ1∫
0
(Vn(τ) − Vn(τ − τ2)) dτ2

 , (1)
where s is the lattice period in the direction of the current. The second item in square brackets in Eq. (1) describes
the diffusion current, Vn(τ) is the voltage between layers n + 1 and n, σ0 = me
2t2
⊥
τp/h¯ is conductivity at zero bias
and frequency, and s is the period of the structure.
Consider now limiting forms and simplifications of equation (1) for the current. We represent the voltage across
the layer as a sum V (τ) = v0 + v(τ), where v0 is the average voltage (here we drop index n). When the second
time-dependent term is small Eq. (1) can be expanded in series with respect to v(τ), and we obtain for the current:
j(t)(τ) = j0 +
1
s
(
σdv(τ) +
1
2
σ′dv(τ)
2 +
1
6
σ′′dv(τ)
3
)
+ (ct + c
′
tv(τ))∂τ v(τ). (2)
Here we introduce the DC part of the current, j0(v) = σv0/s where σ = σ0/(1 + v
2
0). Further, σd ≡ j′0 ≡ dj0/dv0 =
σ0(1 − v20)/(1 + v20)2 is the differential conductance, and ct = (3v20 − 1)/s(1 + v20)3 is the specific tunneling capacity
of the sample. The apostrophe denotes derivative on voltage v0.
As an illustration, consider, first, the simplest case when the applied voltage is time-independent, v(τ) = 0. Then
Eq. (2) results in well-known form5: j = j0 ∼ v0(1 + v20)−1. It follows from this expression that the differential
conductance becomes negative when v0 > 1.
In case of small harmonic voltage, v(τ) = v1e
iωτ the expression for the current in the first approximation in v(τ)
reads
j(t)(τ) = j0 + v1
iω(v20 − 1− iω)σ0
s (v20 − (ω − i)2) (v20 + 1)
eiωτ . (3)
From this expression it follows that at high frequencies, ω >∼ 1, the differential conductivity becomes positive even
when the DC bias is in the NDC region.
III. COHERENT VOLTAGE OSCILLATIONS
In this section we derive equation of motion for the voltage and study dynamics of the system when currents in all
junctions are identical. In addition, we neglect voltage fluctuations here, therefore, we do not consider non-equilibrium
deviations of chemical potential in different layers and, hence, the diffusion current.
In addition to the tunneling current (1) there are other contributions to the total current. First, we must take into
account the displacement current
j(displ) = c0
∂V (τ)
∂τ
, (4)
where we use notation for the specific capacity of the sample c0 = 1/4pis.
We must take into account also leakage currents, contributions due to incoherent tunneling, and other processes
which are not related to coherent tunneling. To allow for these effects phenomenologically we add an extra ohmic
term to the current:
j(ohm)(τ) = σ1
V (τ)
s
. (5)
For the I-V curve to have the NDC region conductivity σ1 must be small enough:
σ1 < σ0/8. (6)
4To determine two independent variables, the current and the applied voltage, an additional equation relating the
applied voltage to the current in the external to the sample circuit is required. The equation for current balance
which determines the voltage dynamics reads
j(t) + j(ohm) + j(displ) + j(ext) = 0 (7)
Here j(ext) = jA + jS is the current in the circuit external to the sample. We consider this circuit as that consisting
of a power supply and environment. Coupling of the sample to the environment we describe by means of an effective
antenna with the impedance ZA. The equivalent scheme for the system under consideration is shown in Fig. 1. Since
typical frequencies of the problem is high, we assume that AC current does not flow through power supply, so that
antenna current jA is AC and power supply current jS is DC.
Z
j j
A
A
ZS
S
FIG. 1: Equivalent circuit of the system. ZA and ZS are impedances of the antenna and of the power supply, j, jA, and
jS are the currents flowing through the sample, antenna, and power supply, respectively. Current in the external circuit
j(ext) = jS + jA. We assume on frequencies of the problem |ZA| ≪ |ZS | and on zero frequency |ZA| ≫ |ZS | so that jA is AC
and jS is DC.
Sample dimensions are assumed to be small with respect to radiation wavelength and to the skin-effect length. This
allows us to neglect spatial non-uniformity.
The resulting equation describing dynamics of the voltage oscillations has rather complicated form of the integro-
differential equation. In order to find an analytical solution we consider the limit in which the amplitude of the voltage
oscillations is small in comparison to the DC voltage, v(τ)≪ v0. This regime occurs near the boundary of the NDC
region or in the case when the NDC region is small.
A. Simple model
It is instructive to examine, first, an oversimplified, but physically transparent model, based on assumption that
in the frequency range under consideration the effective antenna can be described by the admittance with purely
inductive reactive part: jA(v)→ NLS
∫
v(τ)dτ . Here L is the antenna inductance, and factor N is number of layers in
the sample, so that the total voltage across the sample is equal to Nv(τ). The real part of the antenna admittance
leads to redefinition of the conductivity σ1 only, therefore, we drop it here. For convenience we introduce here a new
variable related to the uniform alternating electric field in the sample as θ˙ = v(τ)/s, and assume that the NDC region
is small, so that contribution of the second harmonic into the friction terms is negligible (see the next subsection).
Eq. (7) then reads:
θ¨ + ω20θ +
1
css
(
δ θ˙ +
σ′dθ˙
2
2
+
σ′′d θ˙
3
6
− j + σ1 v0
s
)
= 0. (8)
Here j is DC current flowing through the sample, ω0 =
√
N/LScs, S is the sample area in the plane perpendicular
to the current direction, and N is the number of junctions, and we have introduced the total specific capacity of the
sample, cs = c0 + ct, and supercriticality, δ = σd + σ1, which changes its sign from “−” to “+” across zero when the
DC voltage leaves the instability region of the I-V curve.
Equation for oscillations (8) can be treated as a mechanical equation of motion. In this equation θ plays a role of a
coordinate, the last term in the left-hand side of Eq. (8) corresponds to a time-dependent alternating friction. In the
regime of stable oscillations the friction averaged over the period must be equal to zero, and its momentary value can
be considered perturbatively. So, in the first approximation we can neglect the friction term, θ¨(1) + ω20θ
(1) = 0. Since
the phase of the solution is arbitrary, for definiteness, we choose it in the form θ˙(1) = E1 sinω0τ . E1 is an amplitude
of electric field oscillations on main frequency, so voltage oscillations amplitude on this frequency is E1s. To ensure
5that the solution does not increase with time the friction term in (8) must not contribute at the oscillation frequency
ω0. This condition determines the amplitude of the oscillations
E1 =
√
− 8δ
σ′′d
. (9)
Guided by mechanical analogy mentioned above, we multiply friction term in Eq. (8) by θ1 and integrate over the
period and demand that the work of the friction force over the oscillation period is zero. The condition of vanishing
of the average friction determines the I-V curve:
j(v0) = jstat − 2σ
′
dδ
σ′′d
. (10)
This dynamic I-V curve intersect the static one jstat =
(
σ1 + σ0/(1 + v
2
0)
)
v0 at three points: at the boundaries of the
NDC region and at v0 =
√
3 (see fig. 2).
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j
FIG. 2: Dynamic I-V curve is shown with the bold line. The dashed line describes the static I-V curve. Current is measured
in dimensionless units, voltage δv is counted from v0 =
√
3 corresponding to the middle of a small NDC region. The I-V curve
is presented for σ1 = 0.11.
B. Solution in the form of harmonic series
In this subsection we consider a more general case and determine conditions for existence of the oscillatory solution.
We seek the solution of Eq. (7) for v(τ) in the form of harmonic series
v(τ) =
∞∑
n=1
(vs,n sin(nω0τ) + vc,n cos(nω0τ)), (11)
In the most general case the antenna current reads
jA =
N
s
∞∑
n=1
(σRAnvs,n + σ
I
Anvc,n) sinnωτ + (σ
R
Anvc,n − σIAnvs,n) cosnωτ.
Here σRAn = Rns/(R
2
n+X
2
n)S, σ
I
An = Xns/(R
2
n+X
2
n)S, where Rn and Xn are resistance and reactance of the antenna
at frequency nω0 respectively.
Solution (11) has an arbitrary phase which can be determined by initial conditions. We may fix this phase without
any restriction assuming that vc,1 = 0. The supercriticality parameter, δn = Nσ
R
An+σ1+σd, we assume to be small at
the main oscillation frequency: |δ1| ≪ 1. As it will be shown later, amplitudes of the n-th harmonic are proportional
to δ
n/2
1 , hence, it is possible to neglect the terms of the order higher than the third one in the small parameter
√
δ1.
So inserting Eq. (11) into the expression for the current (1), and using equation for the current balance (7), we obtain
6a system of linear equations for v2s,1, vs,2 and vc,2:

−σ′′dv2s,1 + 4ωc′tsvs,2 + 4σ′dvc,2 = 8δ1s
σ′dvs,2 − c′tsωvc,2 = 2NσIA1 − 2cssω
ωc′tsv
2
s,1 + 2δ2vs,2 − 2σ2vc,2 = 0
σ′dv
2
s,1 − 4σ2vs,2 − 4δ2vc,2 = 0.
(12)
Here σ2 = 2csω − NσIA2. Physically reasonable oscillation frequency is determined by the second equation of the
system (12):
ω ≃ Nσ
I
A1
css
. (13)
Here we take into account that the contribution of the second harmonic is of the second order in
√
δ1, so that left-
hand sinde of this equation should be considered as higher order correction and, hence, should be neglected in main
approximation. For oscillation amplitudes we find
v2s,1 = −8δ1
σ2
2 + δ22
D (14)
vs,2 = 2δ1
2ωδ2c
′
ts− σ′dσ2
D (15)
vc,2 = −2δ1 2ωc
′
tsσ2 + δ2σ
′
d
D , (16)
D = −3σ′dωc′tsσ2 + (2ω2c′t2s2 − σ′d2)δ2 + (σ22 + δ22)σ′′d . (17)
This expressions have a transparent physical meaning: if D > 0 the existence of the oscillatory regime is determined
by the sign of the supercriticality, δ1. Oscillations are possible, (i.e., the amplitude of the first harmonic is real) only
inside of the NDC region.
Now we show that D is positive under conditions of our assumption that harmonics drop rapidly. If the NDC region
is small then the voltage is close to the center of the NDC region, |v0 −
√
3| ≪ 1. Then σ′d ∝ v20 − 3 is small and D
is positive. If the NDC region is large then our approach is valid near the boundaries of the NDC region. Near the
low-voltage boundary v0 ∼ 1. In this case σd, c′t → 0 as v0 − 1 and σ′d ≃ 1/2, σ′′d ≃ 3/2. So if δ2 and/or γ2 are large
enough, then D > 0. The high-voltage boundary of the NDC region corresponds to v ≫ 1. In this case c′t, σ′d ∼ v−30 ,
σ′′d ∼ v−40 , and two first terms in (17) are small in comparison to the last one and, hence, D > 0. In other words, in
this case the influence of second harmonic on the amplitude of the first one is small, so that vs,1 ≃
√−8δ1/σ′′d , as it
was found in the previous subsection.
At the end of this chapter we consider the amplitudes of the higher harmonics. Acting perturbatively, we can
express the amplitude of the third harmonic in terms of amplitudes of the first and the second harmonics considering
the last ones as an “external force”:
vc,3 = −vs,1
−σIA3σ′′dv2s,1 + 12σ′d(σIA3vc,2 − δ3vs,2)
24(δ23 + σ
I
A3
2
)
∼ δ3/21 , (18)
vs,3 = −vs,1
12σ′d(σ
I
A3vs,2 + δ3vc,2)− δ3σ′′dv2s,1
24(δ23 + σ
I
A3
2
)
∼ δ3/21 . (19)
Amplitudes of the higher harmonics, n > 3, can be found in the similar perturbative way, and one can see that their
amplitudes are proportional to δ
n/2
1 . Therefore, the harmonic series (11) converges and our perturbative approach is
valid provided |δ1| ≪ 1.
Thus in this section we have found the solution describing voltage oscillations in the vicinity of NDC region
boundaries or for whole NDC region if it is small. Beyond the NDC region boundaries the oscillatory solution does
not exist, this is reflected by the imaginary value of the oscillation amplitude in Eq. (14). Amplitude of the oscillations
vanishes when the average voltage approaches NDC region boundary. Oscillation frequency is determined by geometry
and by material properties of the sample. This solution exists provided the imaginary part of impedance of the effective
antenna has the sign corresponding to inductance.
7IV. MICROWAVE RESPONSE
In this section we determine modification of the I-V curve when the system is exposed to a weak external harmonic
radiation of frequency ω. Again, for simplicity, we treat antenna as an inductance. Let the incident radiation induces
voltage oscillations with the amplitude VA at the antenna output. Then the equation for the oscillating component
of the voltage (8) acquires the form
θ¨ + ω20θ +
δθ˙ + 12σ
′
dθ˙
2 + 16σ
′′
d θ˙
3
css
=
j − (σ1 + σ2)v0/s
css
+ f sinωτ. (20)
Here f = VAω
2
0/ωNs is the amplitude of the external force. This equation describes the forced oscillations of the
system with single degree of freedom in case of periodic perturbation. As in the previous section we consider the
case when the amplitude of the voltage oscillations is small and we solve equation for θ(τ) perturbatively. When the
frequency of the external field, ω, is close to the eigen frequency, ω0, one can expect the effect of frequency capture.
As in the previous section we consider the case when the amplitude of the voltage oscillations, a, is small. Then in
the first approximation we seek the solution in the form of harmonic oscillations at the frequency of the external force
but with unknown time-independent phase shift ψ: θ(τ) = a sin(ωτ + ψ). Then we find from Eq. (20)
a
√
A2s +A
2
c sin(ωτ + ψ + ϕ) = f sin(ωτ), (21)
where As = ω
2
0−ω2, Ac = ω(δ+a2ω2σ′′d/8)/css, and tanϕ = Ac/As. Eq. (21) determines the amplitude of oscillations
as function of frequency, ω, and bias voltage, v0. We seek solution of Eq. (21) for the amplitude in the form
a =
E1
ω
(1 + y),
where the first term describes the voltage oscillations with the amplitude of the natural oscillations, A1, given by
Eq. (9). For small enough values of f we find two solutions describing corrections to the oscillation amplitude induced
by the external perturbation
y(ω, v0) = ± css
2ωδ
√(
fω
E1
)2
− (ω2 − ω20)2. (22)
This expression is valid provided the external perturbation is small enough, |f | ≪ δ3/2.
Corresponding expressions for the phase read
ψ = ± arctan
√
(fω/E1)2 − (ω2 − ω20)2
|ω2 − ω20 |
. (23)
Using the approach of the next section one can show that both solutions found above are stable.
For ω = ω0 the phases of the solutions are equal to ±pi/2. In this case the first solution describes voltage oscillations
in phase with the driving voltage, the oscillation amplitude being increased by the external perturbation, while the
second solution corresponds to the out of phase oscillations with the amplitude decreased by the external force.
According to Eq. (22) the regime of frequency capture exists in the frequency range
|ω2 − ω20 | <
fω
E1
. (24)
Variation of the I-V curve due to irradiation as function of frequency and DC bias is described by expression
∆j =
σ′dω
2E21
2
y.
Thus we can conclude that the external radiation induces two branches at the I-V curve that merge near the boundary
of the regime of the frequency capture. Maximum variation of the amplitude and, hence, the largest shift of the I-V
curve occur at ω = ω0. They are linear in driving voltage.
At larger difference between the driving frequency and the eigen frequency, that is outside the regime of the
frequency capture, corrections to the I-V curve induced by the external perturbation are quadratic in f .
8V. STABILITY
Now we study the stability of the solution found in preceding section with respect to non-uniform perturbations of
the voltage. Consider a sample consisting of N layers. As it was stated above, we assume non-equilibrium processes to
be slow enough in the scale of the energy relaxation time, so that distribution function of electrons inside conducting
layers does not change. Then the in-layer electron distribution can be described by the Fermi distribution function
with energy shifted by a non-equilibrium correction to the chemical potential induced by difference of the currents
through adjacent conducting layers. At first we relate the shift of the chemical potential to the voltages in adjacent
layers. Taking into account quasi-2D character of the layers, we obtain the expression for the difference of chemical
potentials on the adjacent layers
δµn(τ) =
h¯2
4mes
(Vn(τ) − Vn−1(τ)). (25)
This allows us to express current in terms of voltages across different junctions only:
j(t)n (τ) =
σ0
s

 ∞∫
0
dτ1e
−τ1 sin
τ1∫
0
(Vn(τ)− Vn(τ − τ2)) dτ2
−∂
2
nVn(τ)
4ms
∞∫
0
dτ1e
−τ1 cos
τ1∫
0
(Vn(τ)− Vn(τ − τ2)) dτ2

 , (26)
where ∂2nVn = Vn+1 + Vn−1 − 2Vn is a discrete version of the second derivative on layer number.
Since sample dimensions are assumed to be small, the current in the external circuit is determined only by the total
voltage across the sample:
j(ext)(τ) = σˆA
[
1
sN
∑
n
Vn(τ)
]
. (27)
Using Eqs. (26) and (27) in Eq. (7) we obtain the equation describing voltage dynamics taking into account dependence
of the voltage on the layer number:
j(t)n + σ1Vn(τ) +
1
4pis
∂
∂τ
Vn(τ) = σˆA
[
1
sN
∑
k
Vk(τ)
]
. (28)
We simplify Eq. (28) assuming that in the considered frequency range the antenna impedance can be modeled by
pure inductance,
σˆA
[
1
sN
∑
k
Vk(τ)
]
→ 1
LS
∫ ∑
k
vk(τ)dτ.
Then each equation in Eq. (28) acquire a form of Eq. (8)
θ¨n +
ω20
N
∑
k
θk +
1
css
(
δθ˙n +
σ′dθ˙
2
n
2
+
σ′′d θ˙
3
n
6
− j + (σ1 +NσA) v0
s
)
= 0. (29)
To show that solution describing coherent voltage oscillations is stable, we substitute θn(τ) = θ
(0)(τ)+δn(τ) into (29),
where θ(0)(τ) is the solution found in Sec. III, and then linearize the resulting equation in δn. Temporal evolution of
small perturbation δn(τ) is described by equation:
δ¨n +
(
σ(τ) −D∂2n
)
δ˙n +
ω20
N
∑
k
δk = 0. (30)
Here σ(τ) =
(
E1σd cos(ω0τ + ϕ0) +
1
8σ
′′
dE
2
1(1 + 2 cos 2(ω0τ + ϕ0)
)
/cs plays the role of time-dependent friction coeffi-
cient, and D = σ0/4mcss
2(1 + v20) is diffusion coefficient.
9The general solution of linear equations (30) can be divided into a uniform and a non-uniform parts: δn = δ
(0)+δ(n),
n = 1..N . The uniform part of the solution, δ(0), can be found as the general solution of the equation
δ¨(0)(τ) + σ(τ)δ˙(0)(τ) + ω20δ
(0)(τ) = 0, (31)
which follows from Eq. (30) when all δn are equal. The rest of Eq. (30) form N identical equations for the non-uniform
part of the perturbation, δ(n)
δ¨(n)(τ) + [σ(τ) −D∂2n]δ˙(n)(τ) = 0, (32)
which satisfy the condition which ensures that the total voltage over all layers is described by δ(0)
N∑
n=1
δ(n)(τ) = 0. (33)
So we examine the temporal evolution of the total voltage across the sample and voltage fluctuations at different
junctions separately, by Eqs. (31) and (32), respectively.
At first we study non-uniform perturbations described by Eq. (32). Its solution can be found easily by means of
the Fourier transformation on layer number:
δk(τ) = c1(k) + c2(k)
∫
e−
∫
(σ(τ)+Dkˆ2)dτdτ, (34)
where kˆ = 2 sink/2, and c1(k) and c2(k) are constants of integration. Constants c1(k) are irrelevant since they are not
related to voltage fluctuations since voltage is determined by time derivative of the phase θn, so we can equate these
constants to zero. Since the diffusive term promotes the stability (D > 0), we concentrate on the case of small kˆ→ 0.
Then the stability of the solution is determined by the damping term σ(τ) which can be presented as σ(τ) = σ0+σ1(τ)
where σ1(τ) is a sum of harmonic terms, and the average value of the damping, σ0, is positive. Since it is positive,
Fourier transforms of the perturbation (34) decrease exponentially at τ →∞ for all values of k.
Note that the results on stability with respect to non-uniform oscillations remain valid in the general case, when the
external antenna cannot be described by pure inductance. Indeed, in case of antenna described by a linear operator of
the total voltage across the sample, the uniform and non-uniform fluctuations can be examined separately similar to
the way it was described above. Thus non-uniform perturbations cannot lead to instability of the oscillatory solution
and the stability of the oscillatory regime is determined only by the stability of uniform oscillations.
Now we discuss the uniform perturbation. The general solution of (31) is
δ(0)(τ) = C1v(τ) + C2v(τ)
∫
1
v2(τ)
e−
∫
σ(τ)dτdτ. (35)
Here C1 and C2 are arbitrary constants. As, by definition, θ˙
(0)(τ) = v(τ), the first term in (35) describes the
solution equal to the unperturbed solution that is shifted by time C1. This term is related to the different choice of
initial conditions, and it is not related to stability. The second term decreases exponentially. This can be shown by
direct calculations and demonstrated by means of the Ostrogradsky–Liouville formula relating the Wronskian to the
coefficients of the linear differential equation,
v(τ) δ(τ)
v˙(τ) δ˙(τ)
= Ce−
∫
σ(τ)dτ ,
where C is an arbitrary constant. With τ increase perturbed solution exponentially converges to non-perturbed one
which may have some phase shift with respect to original solution, i.e., original uniform solution is stable.
VI. DISCUSSION
In this section we discuss some aspects of experimental realization of the oscillatory regime. The condition for
voltage oscillation derived in the previous section implies that the supercriticality must be negative, δ1 < 0. This is
possible when additional conductivities due to non-coherent tunneling and antenna do not compensate the NDC due
to coherent interlayer tunneling, cf. Eq. (6)
σ1 + σ
R
A1(ω0) < σ0/8. (36)
10
Again we consider Eq. (8), in which we explicitly show the antenna impedance. As it was mentioned above, on
main frequency the “friction” term vanishes, and the equation defining the frequency of the voltage oscillation reads
σ0τpcsv˙ +
i
S
ℑ [Z−1A ] v = 0.
Since specific tunneling capacity cs does not change dramatically with v0 changes, all conclusions remain valid for the
case of boundaries of large NDC region either.
The oscillation frequency can be presented in the form
ω0 =
1
τpcss
ℑR0
ZA
. (37)
Here R0 is resistance of the sample.
Note also, that from equation (1) for the tunneling current it follows that the oscillation frequency can not be large
compared to the momentum scattering rate 1/τp. This becomes clear, in particular, from Eq. (3) demonstrating that
the differential conductivity becomes positive at high frequencies, ω > τ−1p .
According to Eq. (37) oscillation frequency depends on the input antenna impedance ZA. Dependence ZA(ω) can
be very diverse for different antenna configurations, so to illustrate possibility of the proposed oscillatory regime
we consider the most simple case of the dipole antenna consisting of thin straight wire of length lA and radius
r. This antenna can be described by the long line theory14. Then antenna wave impedance in the SI units reads
ρ = 1picε0 (ln
2lA
r − 1)[Ω] = 120(ln 2lAr − 1)[Ω], where k = 2pilA/λ, where λ is the wave length. For the sending-end
impedance this theory gives:
ZA =
RAρ
2
R2A + ρ
2 sin2 kla
− i ρ
3 sin 2klA
2(R2A + ρ
2 sin2 klA)
. (38)
Here, the dipole resistance RA is a sum of the radiation resistance related to the antinode of the current, and of the
ohmic resistance of the antenna’s material, the latter is assumed to be much smaller than the former one. The radiation
resistance is given by expression RΣ = P/I
2 = 30(2(γ+ln2klA−Ci 2klA)+(γ+ln klA+Ci 4klA−2Ci 2klA) cos 2klA+
(Si 4klA − 2Ci 2klA) sin 2klA)[Ω] (here P is radiation power, γ is Euler constant, Ci and Si are integral cosine and
sine, respectively).
According to Eq. (38) the imaginary part of the antenna impedance is oscillatory function of frequency and on
the length of the antenna arms lA. The dependence of real and imaginary parts of Z
−1
A on lA is presented in Fig. 3
for several sets of antenna parameters. When the ratio lA/λ is in the range from 0.5 to 1, ℑZA is positive and the
oscillatory solution is possible.
–0.01
–0.005
0
0.005
0.01
0.015
0.2 0.4 0.6 0.8 1
l/λ
Z
A
-1
l/λ=10
l/λ=100
FIG. 3: Dependence of Z−1
A
on ratio lA/λ for simple case of dipole antenna. Solid and dashed lines correspond to active
resistance and reactive impedance, respectively.
To estimate resistivity of the sample, we use conductivity data for NbSe3 adduced in Ref.7 for NbSe3, σ0 =
0.1mΩ cm, and assume the sample dimensions to be 10µm × 10µm × 300A˚ with the smallest length in the current
direction. Then we obtain R0 = 30Ω. Typical values of ℜZA for the most interesting case of antenna with relatively
large wave impedance which corresponds to high Q-value, are of the order of several kΩ (see Fig. 3), hence, the
antenna impedance is larger then the sample resistance (R0ℑZ−1A < 1). So conductivities σIAn and σRAn are small, as
it was supposed in previous sections.
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For practical applications the higher frequencies are more interesting. We see several possible ways to increase
the oscillation frequency. The first one is to increase R0 by increasing the ratio sN/S, either by changing a sample
geometry or by increasing the number of layers. Implementation of this idea is limited by the condition for the NDC
region to exist (36) due to an increase of relative dissipation by antenna caused by radiation as σRA1 ∝ sN/S. Another
way is to maximize ℑZ−1A in order to optimize the ratio of the antenna arm length and the wavelength, or to use more
complicated antenna, than the simple dipole one. In this case the limitations are imposed by real part of antenna
impedance related to radiation power RΣ – practically interesting case of larger radiation leads to larger RΣ while
ℑZ−1A < R−1Σ /2.
In previous sections we assumed that the current density does not depend on the in-plane coordinate. In addition
to the non-uniformity related to fluctuations of charge density considered in Sec. V, there is another non-uniformity
which is related to the skin effect. So, strictly speaking, our results are applicable provided the sample width is smaller,
than the skin-effect length, c/
√
2pi(σ1 + σ0/(1 + v20))ω0. This condition can be easily satisfied in the tera-Herz region.
In conclusion, we have studied the problem of the current flow through the sample with narrow energy band
when the average voltage corresponds to the NDC region. We have found analytically the stable uniform oscillating
solution describing coherent voltage oscillations in the sample. The amplitude and the frequency of the oscillations
are determined by dimensions, geometry, and material properties of the sample, and depend on the antenna properties
of the system. The maximum value of the oscillation frequency is limited by the momentum relaxation rate.
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