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ABSTRACT
Integral equation methods have been a versatile tool for the electromagnetic analysis
of microwave integrated circuits implemented in planar multilayered substrates. The
electric and magnetic fields in the multilayered structures can be easily derived from
the dyadic Green’s function. Consequently, a large amount of research work has been
dedicated to the study of fast methods for calculating the dyadic Green’s functions in
the multilayered media.
The fast Hankel transform filter technique has been proved to be an efficient method
for calculating the dyadic Green’s functions. However, the fast Hankel transform method
is only applicable for shielded multilayered geometries, due to the branch-point singu-
larity. To overcome this limitation, the proposed modified fast Hankel transform method
deforms the integration path of Sommerfeld integral from the real axis to the quad-
rant and the Bessel function with a complex argument is expanded as a sum of terms.
Numerical results confirm that the modified fast Hankel transform method has a good
performance in accuracy and wide applications.
The discrete complex image method, the window function method and the modified
fast Hankel transform method are three popular fast techniques for calculating the dyadic
Green’s functions in a multilayered medium. In order to provide detailed knowledge of
ii
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the accuracy, efficiency and application range of the three fast methods, the robustness
and efficiency of the three methods are carefully examined. The results indicate that
discrete complex image method is effective for general multilayered cases and modified
fast Hankel transform method is also a powerful tool, while the accuracy and efficiency
of window function method is strongly dependent on the multilayered geometry.
Next, another aim of the research work is to systematically derive the spectral-
domain Green’s function used in the electric field integral equation for the multilayered
uniaxial anisotropic medium and gyrotropic medium. Then, the spatial-domain Green’s
functions in the two kinds of media are calculated based on the fast methods. More
importantly, the influence of material’s anisotropy upon these dyadic Green’s functions
is investigated. The kDB coordinate system is exploited and integrated with the wave
iterative technique to derive the spectral-domain Green’s function. From the view of
numerical results, it can be deduced that the dyadic Green’s functions in both the spec-
tral domain and spatial domain for the multilayered uniaxial anisotropic medium and
gyrotropic medium are very accurate.
In conclusion, this study is the first to provide valuable insight into the merits and
limitations of three popular fast methods for calculating the dyadic Green’s functions in
a multilayered medium. Moreover, the spatial-domain Green’s functions in the multi-
layered uniaxial anisotropic medium and gyrotropic medium are successfully obtained
for the first time. Finally, in view of the increasing application of anisotropic media
to the integrated circuits and microstrip antenna, it is worthwhile to employ the dyadic
Green’s functions associated with the method of moments to analyze their properties for
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One of the most interesting research topics in computational electromagnetics is the
study of wave interactions with the planar multilayered media. The attraction in this
subject stems from its relevance to numerous applications of practical interests, rang-
ing from geophysical prospecting and remote sensing [1, 2, 3, 4] to the electromagnetic
performance prediction of microwave antennas [5, 6, 7, 8, 9] and waveguides for mi-
crowave/ millimeter-wave integrated circuits (MMIC) [10, 11, 12, 13, 14, 15, 16, 17, 18].
It is widely accepted that the method of moments (MoM) is one of the most commonly
used numerical techniques for the rigorous analysis of multilayered problems [19, 20,
21, 22, 23, 24, 25]. In the case of multilayered problems, the application of MoM for the
solution of integral equations, either in spectral domain or spatial domain, usually re-
quires the knowledge of dyadic Green’s functions (DGF’s) in the corresponding domain
[26, 27, 28, 29]. The DGF’s for a multilayered medium are obtained in closed-form
expressions in the spectral domain, and are generally represented by the Sommerfeld in-
tegrals (SI’s) in the spatial domain from their spectral-domain counterparts [30]. How-
1
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ever, the numerical direct integration of SI’s is a time-consuming and computationally
expensive procedure due to the oscillating and slowly decaying behavior of the inte-
grands [31, 32, 33]. Consequently, a considerable amount of research work has been
dedicated to the development of methodologies used for calculating the spatial-domain
Green’s functions accurately and efficiently for a multilayered medium over the decades
[34, 35, 36, 20, 37, 38, 39, 40, 41]. Among these methodologies, the most popular ones
are the discrete complex image method (DCIM) [42, 43, 44, 45, 46, 47, 48, 49, 50, 51],
the fast Hankel transform (FHT) method [52, 16, 53], the steepest descent path (SDP)
method [30, 54], and the window function method (WFM) [55].
Although the spectral-domain Green’s function and spatial-domain Green’s func-
tion for the multilayered isotropic medium have been derived and discussed compre-
hensively in previous research work, the DGF’s for the multilayered anisotropic media
have not been systematically studied so far due to the complexity of wave propaga-
tion in the anisotropic media. Besides the application range of MMIC and microwave
antennas, anisotropic materials have also been found to have important applications
in optical devices and radar absorbing materials [18, 56, 57, 58, 59, 60]. Due to the
emergence of practical application of anisotropic materials in multilayered geometries
[61, 62, 63, 64, 65], the accurate and expedient calculation of the multilayered Green’s
function in both the spectral and spatial domains is highly necessary and important as
a characterization tool. Several algorithms have been proposed for the derivation of
the spectral-domain Green’s function in the multilayered anisotropic media, e.g., vector
wave eigenfunction expansion technique (VWEET) [66, 67] and wave iterative tech-
nique (WIT) [68, 69, 70].
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This chapter will provide a brief overview of field integral equation and potential
integral equation and four popular fast methods for calculating the multilayered DGF’s.
Then the attention will be given to the derivation of spectral-domain Green’s function
for a multilayered anisotropic medium.
1.1 Method of Moments in Spatial Domain
It is known that the MoM analysis can be carried out either in the spectral domain
[71, 72, 73, 74, 75] or the spatial domain [76, 77, 78]. The spectral-domain method is
often applied to regularly shaped structures since the basis functions are usually selected
to be those with analytical Fourier transforms. One pitfall of this method is the necessity
of laborious evaluation of double infinite integration to generate the impedance matrix.
Compared with the spectral-domain method, the spatial-domain method provides better
physical insight since the problem remains in the physical domain. The basis functions
can be arbitrary, which renders the approach very versatile. It is known that two pop-
ular equations used for the MoM in the spatial domain to solve the multilayered media
problems are the electric field integral equation (EFIE) and the mixed potential integral
equation (MPIE).
1.1.1 Electric Field Integral Equation
The EFIE used in MoM is an effective method to treat the scattering problems by buried
objects [79, 54]. The general procedures for the EFIE applied to surface scatterers are
to split the field at conducting surfaces into incident and scattered fields, and then, to
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satisfy the appropriate surface boundary conditions. The scattered field is expressed
by the standard kernel of the EFIE, which is expressed by the Green’s functions in the
corresponding environment.
Compared with the MPIE, one major advantage of the EFIE is that the EFIE can be
utilized to handle the multilayered anisotropic media problems. Some researchers have
conducted the studies of deriving spectral-domain Green’s function, used in EFIE, for
the multilayered anisotropic media recently and provided useful experience and knowl-
edge from such studies. In the early work, Tsalamengas (1985, 1989, 1990) studied the
electromagnetic fields in the form of DGF’s and the radiation properties from an arbitrar-
ily oriented dipole in the presence of the multilayered gyrotropic medium [80, 81, 82].
Ali et al. (1992) derived the formulation of the spectral-domain Green’s function for
a multilayered chiral medium resulting from the arbitrary distribution of sources, and
expressed the fields in terms of electric- and magnetic-type dyadic Green’s functions.
Tan et al. (2001) utilized the cylindrical wave vector functions to derive the spectral-
domain Green’s functions for planar multilayered bianisotropic media, used in the EFIE
[83]. Subsequently, Li et al. (2004) presented a complete eigenfunction expansion of
the DGF’s for planar, arbitrary multilayered anisotropic media in terms of cylindrical
vector wave functions [67]. It can be deduced that the employment of the EFIE in MoM
may provide a powerful tool to deal with the multilayered anisotropic media problems.
However, as pointed out by Michalski and Zheng (1990), for the multilayered isotropic
or uniaxial anisotropic medium, the EFIE is not attractive since it has a highly singular
kernel, which makes the evaluation of the SI’s required by the MoM procedure diffi-
cult when the observation point is within the integration interval [20]. In addition, it
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should be noted that another drawback of the EFIE is that the required differentiation
of the SI’s adversely affects their convergence, which results in the slow convergence of
the kernels of EFIE. These difficulties can be avoided by introducing one of divergent
operators inside the integral and then transferring it to act on the current by a series of
transformations. The solution is the mixed potential integral equation discussed below.
1.1.2 Mixed Potential Integral Equation
The continuous theoretical and numerical developments of the MPIE have made it one
of the most efficient computational tools for the analysis of printed microwave circuits
and antennas [84, 85, 20, 24, 86, 87]. It is widely accepted that the efficiency of the
MPIE to deal with an arbitrarily distributed source in the multilayered medium relies on
the accurate and fast calculation of the Green’s functions related to the vector and scalar
potentials. The distinguishing feature of the MPIE is that the vector and scalar potentials
are employed and expressed in terms of the current and charge densities, respectively.
A lot of research work has been done to demonstrate the advantages of the MPIE
in solving antenna problems in the multilayered medium. Mosig and Gardiol applied
the MPIE in conjunction with Glisson and Wilton’s MoM procedure to a rectangular
microstrip antenna [88, 89]. Subsequently, Johnson used a similar approach to solve the
problem of a vertical cylinder penetrating the interface between contiguous half-spaces
[90]. The utilization of the MPIE to non-planar conductors in multilayered media was
later proposed by Michalski [91]. Then, Michalski and Zheng developed three alterna-
tive MPIE formulations [20] for multilayered media, referred to as Formulation A, B,
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and C [92]. Later, the formulation C was applied to the analysis of microstrip transmis-
sion lines of arbitrary cross section [93] and vertical probe-fed microstrip patch antennas
[94]. Furthermore, the modified formulations of MPIE were proposed, in which the ex-
pression of scalar potential is added by a correction term [95, 96]. Recently, Liu et al.
applied the formulation C of MPIE to the simulation of three-dimensional perfectly elec-
trical conduction objects in the multilayered medium [44]. Based on the above review,
it can be seen that the MPIE associated with the MoM paved the way for the simulation
of the scattering of three-dimensional objects in the multilayered medium.
As mentioned above, the MPIE formulations are preferable to other forms of the
EFIE, because they involve less singular kernels and faster convergent spectral inte-
grals, and are amenable to the well-established MoM solution procedures, originally
developed for arbitrarily shaped conducting scatterers in free space [19, 88, 85]. Al-
though the great versatility of the MPIE makes it one of the most popular methods in
the multilayered problems, one limitation of the MPIE procedure is its inability to deal
with multilayered media problems other than isotropic and uniaxial anisotropic media.
Since two distinct characteristic waves of the anisotropic medium, type I wave and type
II wave, are coupled to each other, the transmission line method used for the deriva-
tion of MPIE cannot be used anymore. Thus, the derivation of MPIE in the anisotropic
medium may be impossible.
In view of the two issues presented above, i.e., the highly singular kernel of EFIE
for the multilayered isotropic medium, as well as the inability of MPIE to deal with the
multilayered anisotropic media problems, the EFIE is the preferred choice for handling
the multilayered anisotropic problems, while the MPIE is more suitable for studying the
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multilayered isotropic problems.
1.2 Fast Methods for Calculating Dyadic Green’s Func-
tion
The efficiency of both EFIE and MPIE mainly depends on the evaluation of the spatial-
domain Green’s functions. The calculation of DGF’s includes two tedious steps. The
first step is to derive the spectral-domain Green’s functions analytically, which gives
rise to many lengthy expressions of the spectral functions for different combinations
of source and field locations in the multilayered geometry. The second step is to cal-
culate the spatial-domain Green’s functions from the inverse Fourier transforms of the
spectral-domain Green’s functions, which are referred to Sommerfeld integrals. The
numerical evaluation of this integral usually requires the integration path along the real
axis from −∞ to +∞ for each operating frequency and each combination of source and
field locations. Generally speaking, the analytical solution of SI’s is unavailable, and the
numerical integration of SI’s is a tedious task due to the highly oscillating and slowly
decaying behavior of the integrands and the singularities near the integration path. Since
these integrals must be repetitiously evaluated in filling the MoM matrix, to accelerate
the integration is of paramount importance and has been an attractive research subject.
In the last decades, to accelerate the integration, extensive research work has focused
on the development of fast algorithms used for calculating the spatial-domain Green’s
functions in the multilayered media. Since theoretical investigation of this subject has
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extended over many years, it is desirable to present a brief historical sketch of various
developments. Next, we will present a detailed review of four popular fast methods:
discrete complex image method, the steepest descent path method, the window function
method, and the fast Hankel transform method.
1.2.1 Discrete Complex Image Method
The essence of DCIM is to approximate the spectral-domain Green’s function in terms
of complex exponentials using either the generalized pencil of function (GPOF) method
or the Prony’s method. Then, these exponentials are transformed into a set of complex
images analytically in the spatial domain with the use of the Sommerfeld identity.
The first research work published on this method for the multilayered problems was
carried out by Fang et al. in 1988 [98]. However, there were two issues that rendered this
method ineffective. The first issue is the lack of accuracy of the approximation results
at the intermediate and far fields. The other one is the noise sensitivity and instability
brought from the exponential approximation algorithm, the Prony’s method [99]. As
a result, they computed the DGF’s by using DCIM only within the near field, beyond
which the contribution of surface-wave poles (SWP’s) was used to represent the DGF’s.
However, the difficulty of predefining the switching point urged the researchers to im-
prove this algorithm which could compute the DGF’s over all distance ranges involved.
Subsequently, Chow et al. (1991) presented an algorithm to compute the closed-form
Green’s function for thick microstrip substrates. The contributions of quasi-static terms
and the SWP’s were extracted, and then, the rest terms of spectral-domain Green’s func-
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tion were approximated in terms of complex exponentials via the Prony’s method. But
due to geometry-based extraction of quasi-static terms and noise sensitivity of Prony’s
method, the modification and improvement of DCIM were inspired. Subsequently, Ak-
sun (1996) proposed the well-known two-level sampling algorithm which could signif-
icantly reduce the number of samples required for the exponential approximation [43],
in addition to employing a less noise-sensitive method, GPOF [100, 101], for the expo-
nential approximation and unnecessary procedure to extract the geometry-based contri-
bution of quasi-static terms [102]. However, the two-level approach, together with the
explicit extraction of the SWP’s, is capable of approximating spherical and cylindrical
wave components, but not the lateral waves, which are due to the branch points in the
spectral-domain. In order to overcome this shortcoming, Alparslan (2010) recently pro-
posed the three-level algorithm [51] to provide a better sampling of the spectral-domain
Green’s functions around the branch points. But this algorithm is limited only for mul-
tilayered structures supporting a single lateral wave component and the complicated
procedure of extraction of SWP’s is still required.
The DCIM is a major milestone in the development of fast solution for calculating
Green’s functions associated with MoM, since it can completely avoid the laborious and
time-consuming integration of Hankel transform and cast the spatial-domain Green’s
function into a closed form. Due to the obviation of numerical integration, DCIM af-
fords at least an order-of-magnitude speed-up in the MoM matrix filling time. However,
to gain this advantage, the objects should be confined to an invariable vertical posi-
tion. Also, DCIM has no built-in convergence measures and its accuracy can only be
ascertained posteriorly by checking the results against those obtained by numerical in-
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tegration. Furthermore, the application of this method in the multilayered medium is
currently impeded by the lack of reliable automated procedures for locating SWP’s.
1.2.2 Fast Hankel Transform Method
The FHT method transforms the SI’s with a smooth spectral-domain Green’s function
into a linear discrete convolution in the spatial domain. The convolution results can be
considered as the system response of a linear filter. The linear filter method for calculat-
ing Hankel transform has been a research subject of numerous papers in the geophysical
literature since it was introduced by Ghosh [103, 104]. At the beginning, the research
work mainly focused on short filters with a limited number of coefficients [105, 106].
Bernabini et al. (1975) later obtained the filter coefficients by direct integration of the
convolution integral containing the Bessel function [107]. Then, Anderson presented
a widely used FORTRAN computer routine capable of performing a Hankel transform
of order 0 and 1 [108, 109]. Subsequently, Christensen (1990) developed an approach
to the calculation of the filter coefficients for the optimized digital filters [110]. In this
approach, the sampling density of filter length is minimized by choosing the parameters
determining the filter characteristics according to the analytical properties of the input
function. Recently, Hsieh et al. (1998) firstly applied the FHT algorithm to the calcula-
tion of spatial-domain Green’s functions for the analysis of planar microstrip circuits.
However, since the FHT only provides an efficient procedure for computing the inte-
gration with a smooth input function, the accuracy and efficiency of this method applied
to the SI’s are mainly dependent on how to obtain a smooth amplitude of the spectral-
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domain Green’s function and proper discrete convolution coefficients. When both of the
conditions are satisfied, the FHT method can greatly accelerate the calculation of SI’s.
It is known that for the spectral-domain Green’s functions, there are two basic types of
singularities, i.e., the SWP’s singularities and the branch-point singularities. In order to
obtain a smooth amplitude of spectral-domain Green’s function, it is necessary to locate
the positions of SWP’s and extract their contribution from the spectral-domain Green’s
function. Then the contribution in the spatial domain is analytically evaluated via the
residue calculus technique. Although various techniques [32, 111, 33, 49] have been
proposed to extract the contribution of SWP’s, it is still complicated to accurately locate
their positions, and more importantly, it is still lack of reliable automated procedures
for the extraction of SWP’s. Furthermore, the branch-point singularity is unavoidable
along the integration path of the traditional FHT method, e.g., in the case of semi-open
and open multilayered structures. Hence, until now, the FHT method was only applica-
ble to shielded multilayered geometries, which is due to the fact that the branch-point
singularities are associated with the outermost layers and only absent for the shielded
multilayered geometry. There is thus a desirable need to modify and improve the tra-
ditional FHT method to power more applications to the general multilayered structure
problems.
1.2.3 Steepest Descent Path Method
The method of steepest descent path deals with asymptotic expansion of an integral with
an exponential term. A saddle point is a point in the domain of a function that is a station-
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ary point and the constant-phase path on the exponential function descends steeply away
from the saddle point, which is known as the steepest descent path. Cui et al. (1999)
first introduced the SI’s along SDP and the leading-order approximations to speed up
the computation of spatial-domain Green’s function for the multilayered medium [54].
However, a serious shortcoming of this method is that the saddle points have to be deter-
mined corresponding to the different exponential terms in the formulations of spectral-
domain Green’s functions, which is a computationally intractable procedure, especially
in the case of scatterers penetrating different layers in the multilayered geometry. An-
other problem with this method is that the steepest-descent path corresponding to each
saddle point also has to be computed before the integration. Therefore, it can be deduced
that the SDP method is only effective for the case of multilayered structures with only
one or two layers and it is not suitable for solving the general multilayered geometry
problems.
1.2.4 Window Function Method
The WFM utilizes a window function as a convolution kernel to the spatial-domain
Green’s function. The main idea of the convolution with the window function in the
spatial domain is equivalent to a low-pass filter in the spectral domain used in signal
processing and Gabor transformation in wavelet theory [112]. The fast decaying prop-
erty of the window function in the spectral domain effectively provides a steep descent
path for the SI without the existence or the information of the location of a possible steep
descent path for the spectral-domain Green’s function. Cai et al. (2000) introduced the
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WFM for the calculation of DGF’s in the case of analyzing electromagnetic scattering of
objects embedded in a multilayered medium. The advantage of this method is that since
the integration path is deformed into the first quadrant, the extraction of SWP’s sin-
gularities is completely avoided. Thus, the computational process of time-consuming
SI’s can be simplified. Nevertheless, for each combination of source and field loca-
tions, the approximation of SI usually requires six integral terms for the calculation of
spatial-domain Green’s function, which renders this method laborious and complicated.
In addition, the precision requirement of calculating the six integrals in the approxima-
tion process is quite high, due to a preset small value of the support parameter of the
window function. Hence, the efficiency of the window function method may deteriorate
significantly because of the high precision requirement.
1.3 Methods for Deriving the Spectral-Domain Green’s
Function in a Multilayered Anisotropic Medium
As the development of material theory and technology, more and more complex novel
materials are analyzed for various applications [113, 114, 115, 116, 117]. Hence, the
accurate and expedient calculation of the corresponding dyadic Green’s function in both
the spectral and spatial domains is highly necessary and important as a characteriza-
tion tool. Compared to the multilayered isotropic medium, the analytical expressions
of DGF’s for the multilayered anisotropic media would suffer more severe algebraic
complication. Thus, it is a challenging work to obtain the solutions in a compact and
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systematic form. Currently, there are two typical techniques for deriving the DGF’s in
the spectral domain for the multilayered anisotropic medium, which are the vector wave
eigenfunction expansion technique (VWEET) and the wave iterative technique (WIT).
A brief overview of the two methods is given below.
1.3.1 Vector Wave Eigenfunction Expansion Technique
The main idea of VWEET is to expand the unbounded Green’s function in terms of
solenoidal and irrotational vector wave functions according to the Ohm-Rayleigh method
[66, 118, 64, 119] and the scattered dyadic Green’s function is thereafter derived by ap-
plying the principle of scattering superposition. The research work on the vector wave
functions was first carried out by Hansen (1935) for the analysis of electromagnetic
problems [120, 121]. In his work, three kinds of vector wave functions were introduced
and denoted by L, M and N, which are solutions of the homogeneous vector Helmhotz
equation. Pathak (1983) described a relatively simple approach for developing the com-
plete eigenfunction expansion of electric and magnetic fields with an arbitrarily oriented
electric current point source. The expansion of electric and magnetic fields only con-
tained the solenoidal type eigenfunctions [122]. Later, the vector wave functions were
applied to the expansion of Green’s function for a planar multilayered medium by Tai
[66]. Subsequently, Tan et al. (2001) employed the vector wave expansion approach to
derive the spectral-domain Green’s functions for planar multilayered bianisotropic me-
dia [83]. More recently, Li et al. (2004) presented the cylindrical vector eigenfunction
expansion of DGF’s for planar multilayered anisotropic media.
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The VWEET provides a straightforward methodology for the derivation of DGF’s in
the multilayered medium, because vector wave functions can be easily applied to the ex-
pansion of wave functions. Nevertheless, the expansion coefficients of scattered dyadic
Green’s function usually cannot be analytically expressed by explicit formulations for an
arbitrary number of planar layers. Although the calculation of scattering coefficients is
still possible when the medium is composed of one or two layers, it becomes a cumber-
some step for the case of multilayered media. Therefore, it is difficult, if not impossible,
to employ VWEET for the systematic derivation of DGF’s for multilayered anisotropic
media.
1.3.2 Wave Iterative Technique
To facilitate discussions on wave behavior and solutions for the fields vectors inside
a general homogeneous medium, Kong [123] first established a convenient coordinate
system called the kDB coordinate system. Habashy et al. (1991) employed the kDB
coordinate system to obtain the characteristic field vectors and the Fourier transform to
derive unbounded Green’s function in a planar multilayered gyrotropic medium [70].
Subsequently, based on the boundary condition and WIT, the scattered Green’s func-
tion in the spectral domain was derived. The spectral-domain Green’s functions are
expressed in terms of ordinary and extraordinary waves and the derivation process is
straightforward and flexible. However, there is one primary problem for the deriva-
tion of the spectral-domain Green’s function in his work [70]. In the derivation of the
Green’s function of the total field, the vertical position of one interface of the source
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layer has to be set to zero. This implies that, whenever the source position is changed,
the whole coordinate system should be reset, which in turn will introduce particular
complexity in the implementation of numerical computation. Therefore, the theoretical
formulations in [70] are not able to effectively treat general multilayered problems with
arbitrary positions of the source.
1.4 Objectives and Significance
In view of the previous review, one primary objective of the present study was to develop
the modified fast Hankel transform (MFHT) method by deforming the integration path
of SI from the real axis to the quadrant and expand the Bessel function with a complex
argument as a sum of terms. Compared to the traditional FHT method, the major merit
of the MFHT technique is that it successfully extends the application range to the general
multilayered structure problems. The MFHT method should be a valuable and robust
development and improvement of the traditional FHT method to calculate the DGF’s for
a general multilayered structure.
In order to provide detailed knowledge of the accuracy and efficiency and appli-
cation range of three fast methods, the discrete complex image method, the window
function method and the modified fast Hankel transform method, one of aims of the
present study is to carefully examine the robustness and efficiency of the three fast meth-
ods for calculating the DGF’s for a multilayered medium. The comparison of accuracy
and efficiency for the three fast methods may have significant impact on both offering
a clearer explanation for the advantage and shortcoming of each method and provide
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guidelines for the development of computer-aided design tools for the electromagnetic
performance prediction of practical problems.
Another aim of the research work is to systematically derive the spectral-domain
Green’s function used in the electric field integral equation for the multilayered uniaxial
anisotropic medium and gyrotropic medium, and then, to calculate the spatial-domain
Green’s functions in the two kinds of media based on the fast methods, and more im-
portantly, to investigate the influence of material’s anisotropy upon the DGF’s. The
kDB coordinate system is exploited and integrated with the WIT to derive the spectral-
domain Green’s function. This systematic derivation procedure can be easily applied to
more complex multilayered media. Moreover, the study of DGF’s for the multilayered
anisotropic media may be valuable to enhance the understanding of electromagnetic
properties in the anisotropic media and pave the path for modeling emerging microwave
and optical devices involving composite birefringent materials.
In this thesis, the steepest descent path method is not explicitly discussed. The ap-
plication of the fast methods is restricted to multilayered isotropic and anisotropic media
problems. Studies of other multilayered media are excluded from this work because cur-
rently the multilayered problems related with the analysis of the microwave circuits and
microstrip antennas mainly deal with isotropic and anisotropic media. It should also be
noted that the focus here is the planar multilayered structures; other multilayered struc-
tures, i.e., the cylindrical multilayered structure and spherical multilayered structure are
beyond the scope of this study.
The fields are assumed to be time-harmonic and, for convenience, the associated
factor eiωt will not be expressly included throughout this thesis.
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Chapter 2
Modified Fast Hankel Transform
Method
2.1 Introduction
The MoM solution to the integral equation has been widely used for handling multi-
layered media problems. A crucial computational process for the accurate and efficient
MoM analysis is the calculation of DGF’s for the multilayered media, which are ex-
pressed in terms of SI’s [92, 124, 24]. An efficient way of evaluating SI’s is to use the
fast Hankel transform method, which transforms the SI into a linear discrete convolution
to improve the computational efficiency. Nevertheless, due to the fact that the traditional
FHT technique requires that the integrand should be a smooth input function, the robust-
ness and effectiveness of this method applied to the SI’s are mainly determined on how
to obtain smooth amplitude of spectral-domain Green’s function and correct discrete
convolution coefficients. When the two conditions are satisfied, the FHT method can
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be applied to the acceleration of the calculation of SI’s. In the spectral-domain Green’s
functions, there are two basic types of singularities, which are the SWP singularities and
the branch-point singularities. In order to obtain the smooth amplitude of the spectral-
domain Green’s function, it is necessary to locate the positions of SWP’s and extract
their contribution from the spectrum. Then the contribution of SWP’s in the spatial do-
main can be analytically obtained via the residue calculus technique. Although several
techniques [32, 111, 33, 49] have been proposed to extract the contribution of the SWP’s,
to accurately locate all of their positions is still a tedious step, and more importantly, re-
liable automated procedures for the extraction of the SWP’s have not been obtained yet.
Furthermore, the branch-point singularity is unavoidable on the integration path of the
traditional FHT method, for the case of semi-open and open multilayered structures.
This is due to the fact that the branch-point singularities are associated with the outer-
most layers and only absent for the shielded multilayered geometry. Thus, until now, the
traditional FHT method was only applicable to shielded multilayered geometries. There
is thus a desirable need to modify and improve the traditional FHT method to extend its
application range.
To overcome this limitation, this chapter will propose a modified fast Hankel trans-
form (MFHT) filter algorithm to calculate the spatial-domain Green’s functions for the
general multilayered geometries. Firstly, the Sommerfeld integral path (SIP) is de-
formed from the real axis into the first quadrant to move away from the branch-point
singularity and the SWP singularity. In this way, without the necessity of extracting
the contribution of singularities, a relatively smooth integrand of the SI can be obtained.
Secondly, we express the Bessel function with a complex argument in terms of the prod-
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uct of a Bessel function with the real part of the argument and another Bessel function
with the imaginary part of the argument. For each expansion term, the traditional FHT
filter algorithm can be used. Although each term has a different order of Hankel func-
tion, the algorithm for the calculation of high-order Hankel transform filter coefficients
has been developed by Christensen (1990) [110]. Hence, in this work, we develop the
MFHT filter algorithm making use of the FHT filters proposed in [110] which can be
readily obtained for high orders. The parameters involved in the deformed integration
path and the number of expansion terms determines the accuracy and efficiency of the
MFHT method. To minimize the truncation error and reduce the computational time,
the number of expansion terms has to be carefully chosen. Next, a brief overview of the
planar multilayered Green’s functions will be provided. Then, a detailed presentation
of the MFHT will be described where the criteria of selecting the deformed integration
path and other crucial parameters are explicitly explained. Finally, the accuracy and
efficiency of the proposed method will be demonstrated by numerical examples and the
conclusion will be provided.
2.2 Dyadic Green’s Function for the Multilayered Isotropic
Medium
When the currents are unknown variables, which usually happens in the scattering and
antenna problems, DGF’s may be employed to formulate integral equations for true or
equivalent currents, which can be solved numerically by the MoM [19]. The hyper-
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singular behavior of some integral equation kernels brings difficulties to the solution
procedure [20], which can be avoided if the fields are expressed in terms of vector and
scalar potentials with weakly singular kernels. This resulted in the development of MPIE
for arbitrarily shaped scatterers. In the multilayered medium, an important advantage of
the MPIE’s is that the spectral-domain Green’s functions as the kernels of SI’s converge
more rapidly and are easier to accelerate than those associated with the EFIE. To tackle
arbitrarily shaped conducting objects, Michalski [91] proposed to use the scalar poten-
tial kernel, which necessitated a proper correction term of those elements of the vector
potential kernel associated with the vertical current. This approach was later improved
by Michalski and Zheng [20], who described three distinct MPIE formulations (referred
to as A, B, and C) for a multilayered medium and discussed their relative merits and
limitations. The C form of these MPIE’s, which was deemed preferable for objects pen-
etrating an interface, was implemented and validated for the case of a two-layer medium
[92]. A detailed explanation of the integral equations is described as below.
2.2.1 Mixed Potential Integral Equation
Consider the isotropic media consisting of N homogeneous dielectric layers separated
by N − 1 planar interfaces parallel to the x and y planes of Cartesian coordinate system
and located at z = z j, j = 1, . . . ,N, as shown in Fig. 2.1. The layers are assumed to be
laterally infinite. The medium of the layer j is characterized by constant electromagnetic
parameters  j and µ0. The layers may be lossy and the uppermost and lowermost layers
may be perfect electric conducting (PEC) planes or free space. Electromagnetic fields in
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Figure 2.1: General multilayered geometry with arbitrary electric and magnetic currents.
the structure are excited by the arbitrary electric current density J and magnetic current
density M. The vectors r and r′ identify the vector locations of the observation point
and the source point, respectively. The electromagnetic fields due to arbitrary current








(∇∇ · +k2)〈GHM; M〉 + ∇ × 〈GHJ; J〉 (2.2)
Here, the notation 〈, 〉 is used for integrals of products of two functions separated by
the comma over their common spatial domain, with a dot over the comma indicat-




are the electric and magnetic type
dyadic Green’s functions due to the electric and magnetic sources, respectively. Once
the Green’s functions for a multilayered medium are available, we can use (2.1) and
(2.2) to compute the electromagnetic fields.
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All of the Green’s functions in (2.1) and (2.2) are not uniquely defined in a multilay-
ered medium. Employing different forms of boundary conditions at the interfaces, the
Green’s functions may take traditional or alternative form [84, 125]. Here, we choose
the traditional form of Green’s function [91].
G = (x̂x̂ + ŷ̂y)Gxx + ẑx̂ Gzx + ẑ̂y Gzy + ẑ̂z Gzz (2.3)
Although the DGF’s in the form (2.1) and (2.2) can be employed for the calculation
of electric and magnetic fields, the presence of the mixed tangential derivatives ∇∇· in
the calculation process makes the formula hyper-singular and less suitable for objects
of arbitrary shape. Michalski and Mosig introduced a scalar potential function and a
vector function into the Green’s function to handle this problem. By changing the order
of integration and differentiation and by applying the Gauss divergence theorem, the
scalar potential function GV J/V M can be expressed as
∇ · 〈GJ/M; J/M〉 = −〈∇′GV J/V M; J/M〉 = 〈GV J/V M,∇′ · J/M〉 (2.4)
In a multilayered medium, the scalar potential function GV J/V M does not exist generally.
This is due to the fact that the scalar potential Green’s functions of the horizontal and
vertical dipoles in a multilayered medium are generally different. A usual remedy to this
problem is to introduce a vector potential function (correction factor) CJ/M according to
∇ ·GJ/M = −∇′GV J/V M + CJ/M (2.5)
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The choice of the scalar potential and the correction factor is not unique, giving rise to
to many possible formulations. Among these Green’s functions, three useful choices
referred as Formulations A, B and C are given in [20]. In the general case, Formulation
C has a clear advantage over Formulations A and B, because it does not have unde-
sirable contour integrals and its scalar potential kernel is continuous at the interfaces
with respect to z. The detailed discussion in [20] shows that it is preferable to choose
Michalski-Zheng’s C-formulation which defines the correction factor as
CJ/M = CJ/M ẑ (2.6)
Equations (2.1)-(2.2) can be converted into the following mixed potential forms by
incorporating the correction factor into the vector potential Green’s function:


















(r, r′) ·M(r′)dS ′
(2.7)






















represents the dyadic Green’s functions for magnetic vector potentials due to an
electric/magnetic source, GV J/V M represents the Green’s functions for electric/magnetic
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scalar potentials, and G
HJ/EM
represents the dyadic Green’s functions for coupled mag-
netic/electric field due to an electric/magnetic source.
2.2.2 Formulation of Dyadic Green’s Function
In a multilayered medium, the DGF’s can usually be derived in the closed form only in
the spectral domain. Here we adopt the dipole source method [30, 126, 127] to construct
the Green’s functions in the spectral domain. Due to an electric source, the scalar po-













Here, FT En and V
T M
n are potential functions. They can be obtained via iterative technique.
After the proper mathematical simplification, the spectral-domain Green’s functions can
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VT E/T Mn = −
1
k2ρ
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The terms FT En and F
T M
n can be described by an unbounded wave plus the scattered
wave in the layer n due to the corresponding dipole source in the layer m [30]. The
expressions are given in detail:
when m = n
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M˜T E/T Mm =
[
1 − R˜T E/T Mm,m+1 R˜T E/T Mm,m−1 e−2 jkmz(Dm−Dm−1)
]−1
(2.23)
and µm, µn, m and n are the relative permeabilities and permittivities in source and field
layers, respectively.
The notation R˜T E/T M represents the generalized reflection coefficients for TE- and
TM-wave components and they can be obtained through the iterative method:
R˜T E/T Mm,m+1 =









R˜T E/T Mm,m−1 =









Assuming that there are N layers in Fig. 2.1 (the uppermost and lowermost layers
are free space and a PEC plane respectively), we have the following boundary condi-
tions:
R˜T EN,N+1 = −1 (2.26)
R˜T MN,N+1 = 1 (2.27)
R˜T E/T M1,0 = R
T E/T M
1,0 (2.28)
The notation RT E/T M denotes the Fresnel reflection coefficients which can be ex-
pressed by
RT Em,m+1 =
µm+1 kmz − µm k(m+1)z
µm+1 kmz + µm k(m+1)z
(2.29)
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RT Mm,m+1 =
m+1 kmz − m k(m+1)z
m+1 kmz + m k(m+1)z
(2.30)
RT Em,m−1 =
µm−1 kmz − µm k(m−1)z
µm−1 kmz + µm k(m−1)z
(2.31)
RT Mm,m−1 =
m−1 kmz − m k(m−1)z




0 − k2ρ (2.33)
The notation T T E/T M,+mn represents the generalized transmission coefficient from the
source region m to the field region n for TE- and TM-wave, which can be calculated
iteratively according to the following expression
T T E/T M,+mn =
m∏
i=n+1
e− jkiz(Di−Di−1)S +i,i−1 (2.34)
where D1 = D0 is assumed, and
S +i,i−1 =
1 + Ri,i−1
1 − Ri−1,i · R˜i−1,i−2 · e−2 jk(i−1)z(Di−1−Di−2)
(2.35)
T T E/T M,−mn can be expressed as
T T E/T M,−mn =
n−1∏
i=m
e− jkiz(Di−Di−1)S −i,i+1 (2.36)
where D1 = D0 and
S −i,i+1 =
1 + Ri,i+1
1 − Ri+1,i · R˜i+1,i+2 · e−2 jk(i+1)z(Di+1−Di)
(2.37)
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Generally, the planar multilayered Green’s functions of vector and scalar potentials








where G˜ is the spectral domain counterpart of G, Jn is the first kind Bessel function of
order n, kρ =
√
k2x + k2y , and ρ =
√
(x − x′)2 + (y − y′)2.
2.3 Fast Hankel Transform Algorithm
An efficient method of evaluating Hankel transforms is to use digital filter technique,
first proposed by Ghosh [103, 104] and later improved by Anderson [128], Christensen
[110] and many others [129, 130]. Compared with numerical integration, the employ-
ment of FHT filter technique is beneficial to the substantial reduction in computational
time. One important procedure of application of FHT technique is the calculation of
filter coefficients, which are usually obtained by solving convolution equations trans-
formed from the Hankel transform function. Filters calculated in this way depend on
the choice of transform function, and the accuracy of these filters in their practical ap-
plications is mainly determined by the property of the input function. Currently, it is
possible to find explicit series expansions for the filter coefficients [131], and more im-
portantly, derive a majorant for the error in the application of the filters. Based on a
required accuracy criterion, the sampling density and filter length can be minimized by
selecting the suitable parameters determining the filter characteristics. These parameters
are dependent on the analytical properties of the input function.
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kρ = e−u (2.40)






G′(υ) = eυG(eυ) (2.43)
H(u) = euJν(eu) (2.44)




G˜ ′(u) Hν(υ − u) du = G˜ ′ ∗ Hν (2.45)
Using the convolution theorem, we can get
Ĝ ′(s) = ̂˜G ′(s) · Ĥν(s) (2.46)






and analogously for ̂˜G ′ and Ĝ ′.
The term Ĥν(s) may be evaluated explicitly by:
Ĥν(s) = 2− j2pis
Γ( ν+12 − jpis)
Γ( ν+12 + jpis)
(2.48)
and has the property |Ĥν(s)| ≡ 1.
The numerical problem of calculating G ′(υ) is formulated by substituting the func-




G˜ ′(n4) · P( u4 − n) (2.49)
which is the sampled and interpolated version of G˜ ′. The sampling interval 4 is usually








G˜ ′∗(u) · Hν(υ − u)du =
∞∑
n=−∞







4 ) · Hν(υ − u)du = P(
u
4 ) ∗ Hν(u) (2.52)
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G˜ ′(n4) · H∗ν[(m − n)4] (2.53)
The term G ′∗ is thus obtained at discrete points as a discrete convolution between
sampled values of G˜ ′ and the filter coefficients H∗ν(k4). We may then construct an
































The terms P and P′ are interpolating functions in (2.49) and (2.54) and a is the smooth-
ness parameter. The filter coefficients H∗ν(υ), which have explicit series representations,
are calculated by using the convolution theorem and the filter function transform pair.
It is worth noting that this Hankel transform filter algorithm has two attractive ad-
vantages. Firstly, for a given accuracy requirement, the filter with adequate length and
sampling density (1/4) can always be achieved by choosing a suitable a value according
to the analytical properties of the input function G˜ ′(u). Secondly, the filter coefficients
can be calculated for an arbitrary order of Hankel transform.
When applied to the computation of DGF’s, the FHT filter technique transforms the
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Figure 2.2: The deformed Sommerfeld integration path.
SI with a smooth spectral-domain Green’s function into a linear discrete convolution in
the spatial domain. As briefly outlined above, because of the branch-point singularity,
the traditional FHT method was only applicable to shielded multilayered geometries so
far. Next, we will propose a newly developed method to overcome this shortcoming and
apply the new method to general multilayered problems.
2.4 Modified Fast Hankel Transform Algorithm
In this section, a MFHT filter algorithm is proposed to calculate the spatial-domain
Green’s functions for general multilayered geometries. In order to move away from sur-
face wave poles and branch points to obtain a smooth spectrum of Green’s function, the
Sommerfeld integration path (SIP) is deformed from the real axis to the first quadrant,












G˜(kρ; z, z′)Jn(kρρ)kn+1ρ dkρ
(2.57)
Chapter 2. Modified Fast Hankel Transform Method 36
where kρ1 is a real number. The first integral can be efficiently calculated by adaptive
Simpson quadrature method with a computational time quite small compared with the
total computational time. The second integral is evaluated by the MFHT method.
2.4.1 Formulation of MFHT


















k′ρ = kρ − jkρ1 (2.59)
G˜′(k′ρ; z, z
′) = G˜(kρ; z, z′) · kn+1ρ (2.60)
where ρ > 0 and the input function G˜′ is a complex function of the real argument
k
′
ρ. Although the input function of this integral becomes a smooth function along the
deformed integration path, the argument of the Bessel function becomes complex. Since
the FHT filters developed thus far only permit the argument of Bessel function in the
Hankel integral to be real, the traditional FHT method is not directly applicable here.
In order to use the FHT method, a Bessel function with a complex argument can be
expressed as [132]:




The two arguments, u and v, can be arbitrary values and the Bessel functions with com-
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plex arguments in (2.58) are expanded by the sum:




























Jm( jkρ1ρ) = e jmpi/2 · Im(kρ1ρ) = jm · Im(kρ1ρ) (2.64)
The modified Bessel function Im is a monotonic increasing function. Each expansion
term in the equation (2.63) can be efficiently and accurately evaluated by the traditional
FHT method. Here, we choose the optimized FHT filter method proposed by [110] to
calculate the Hankel integrals since the FHT coefficients for the Hankel transform with
an arbitrary order can be easily obtained.





H(ρ) = ρ ·G2(ρ) · 2pi · [Jk( jkρ1ρ)]−1 (2.66)
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Then each expansion term in (2.63) can be re-written as:
H(ρ) · ρ−1 =
∫ ∞
0
h(k′ρ) · Jn−k(k′ρρ)dk′ρ (2.67)
Eq. (2.67) is transformed to a linear convolution-type integral by using the substi-
tutions x = ln(ρ) and y = ln(1/k′ρ) :
H(ex) · e−x =
∫ ∞
−∞
h(e−y) · [e−y · Jn−k(ex−y)]dy (2.68)
where h is the input function related with the spectral-domain Green’s function, H is the
output function related with the spatial-domain Green’s function, and the product in the
bracket is the filter-response function of the linear system. The continuous convolution
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∆
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where L∗[( j − i)∆] is the linear digital-filter response, ∆ is the sampling interval, NDEC
is the number of samples per decade, H∗ is the approximation of H, P(y) is the interpo-
lation function, and a is the smoothness parameter. The filter coefficients L∗( j∆) may
be calculated by using the convolution theorem. H∗ is obtained at discrete points as a
discrete convolution between the samples of h and L∗( j∆). Based on the characteristics
of the input function h(kρ) and a scheduled truncation tolerance parameter, the sampling
interval and the length of digital filter coefficients can be determined. In order to ade-
quately capture the behavior of the input function near the singularities, NDEC is chosen
as 350 in this thesis.
2.4.2 Parameters of SIP and MFHT
The value of kρ1 involved in the deformed integration path is the key to the accuracy and
efficiency of the MFHT algorithm. To determine the value range of kρ1, a well-known












kρ2 + kz2 (2.74)
r =
√
ρ2 + z2 (2.75)
It is noticed that the input function e
− jkzz
jkz
· kρ has singularities at the points kρ = ±k0.
Thus, the traditional FHT filter is not applicable for this case. Along the deformed inte-
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gration path, the singularity is avoided and the input function becomes smooth. As for
the choice of the parameters involved in the path, the required accuracy of the MFHT
filter algorithm determines the minimum value of kρ1. In order to achieve accurate nu-
merical results, sampling of the input function has to adequately describe its magnitude
behavior. Here, the operating frequency is set at 3 GHz and the vertical distance z is 1
mm. When the value of kρ1 is respectively selected as 0.001k0, 0.005k0 and 0.01k0, the
samples of the input function compared with the exact values are shown in Figs. 2.3-
2.5. It is seen that when kρ1 is selected as 0.001k0 or 0.005k0, the characteristic of the
singularity in the input function is still obvious and the oscillating behavior of the input
function cannot be adequately captured by the samples, even with a quite small sam-
pling interval. Here, the sampling interval cannot be infinitesimal since it has a limited
minimum value and the length of the FHT filter would greatly increase as the decreas-
ing of the sampling interval. When kρ1 = 0.01k0, the input function is quite smooth and
the sampling is adequate to describe the behavior of the pulse. Corresponding to the
three different values of kρ1, the relative errors of estimated results compared with the
exact analytical results are shown in Fig. 2.6. When the value of kρ1 is from 0.001k0
to 0.01k0, the accuracy of estimated results can be greatly improved in the intermedi-
ate field and the relative error remains below -3 dB over a large range of the variable ρ
when kρ1 = 0.01k0. It is deduced that based on the MFHT filter algorithm, the estimated
results of the SI can be relied upon when kρ1 ≥ 0.01k0.
On the other hand, the efficiency and accuracy determine the maximum value of
kρ1. As the product of kρ1 and ρ becomes larger, the magnitude of input function would
become smoother and thus the sampling density could decrease. However, since the
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Figure 2.3: The comparison between the exact input function and the samples used for
MFHT, when kρ1 = 0.001k0.




















Figure 2.4: The comparison between the exact input function and the samples used for
MFHT, when kρ1 = 0.005k0.
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Figure 2.5: The comparison between the exact input function and the samples used for
MFHT, when kρ1 = 0.010k0.


























Figure 2.6: Relative errors of the results calculated by the MFHT filter for the Sommer-
feld identity (2.73) when kρ1=0.001k0, 0.005k0 and 0.010k0, respectively.
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function Jn−k( jkρ1ρ) in (2.63) is a monotonic increasing function of the argument, with
a scheduled accuracy requirement, the number of expansion terms in (2.63) should be
large enough to decrease the truncation error for the expansion of Bessel function. How-
ever, the increase of expansion terms reduces the efficiency of the MFHT filter algorithm
and probably induces a relatively large numerical error. Therefore, the maximum value
of the product of kρ1 and ρ should be determined. Here, the maximum value of ρ is set
to 102.2/k0. When the truncation error is chosen as 10−9, the number of expansion terms
needed in (2.63) is shown in Fig. 2.7, corresponding to the different values of kρ1. In
order to guarantee the efficiency of the MFHT filter algorithm, the number of expansion
terms should be below the maximum value of 29 and the corresponding value of kρ1 is
0.026k0. Figure 2.8 shows the relative errors of the evaluated results when the number of
the expansion terms is chosen as 11, 17 and 27, respectively. The relative errors have a
large difference until ρ ≥ 101.5/k0, since more expansion terms are required for a larger
value of ρ.
In order to simultaneously guarantee the efficiency and accuracy of the MFHT filter
algorithm, the value range of kρ1 is suggested from 0.01k0 to 0.026k0 and the number of
the expansion terms k is from 23 to 29, as shown in Fig. 2.7. In the examples of this
thesis, the number of expansion terms is selected to be 27. The smoothness parameter a
is set to be 8.3764 × 10−3, which is determined by the sampling interval.
In the planar multilayered problems, the order of Bessel function in (2.63) usually
has three values: zero, one and two. Corresponding to each value, (2.62) can be written
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Minimum value of k 1=0.01 k0
Figure 2.7: The number of expansion terms needed in (2.63) when the truncation error
is set to 10−9 and log10(k0ρmax) = 2.2.
























Figure 2.8: Relative errors of the results calculated by the MFHT filter when f = 3
GHz, kρ1 = 0.02k0, the number of expansion terms k =11, 17 and 27, respectively.
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as:


















(−1)k−1[Jk( jkρ1ρ)Jk−1(k′ρρ) + Jk−1( jkρ1ρ)Jk(k′ρρ)]
− J14( jkρ1ρ)J13(k′ρρ)
(2.77)








(−1)k[Jk+2( jkρ1ρ)Jk(k′ρρ) + Jk( jkρ1ρ)Jk+2(k′ρρ)]
− J15( jkρ1ρ)J13(k′ρρ) + J14( jkρ1ρ)J12(k′ρρ)
+ J1( jkρ1ρ)J1(k′ρρ)
(2.78)
It is noticed that the actual terms needed for the FHT are 14, much less than 27
expansion terms. Generally, due to the inherent numerical error, the expansion accuracy
has a maximum limitation as the increase of the expansion terms.
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2.5 Numerical Results
This section is to investigate and discuss the accuracy and efficiency of the MFHT filter
algorithm. Firstly, three widely used Sommerfeld identities (2.73)(2.79)(2.80) are used
as the numerical examples. The input functions in the three identities e
− jkzz
jkz
· kρn have the
same singularities located at the points kρ = ±k0. Thus, the traditional FHT method can-
not be directly used here. When the MFHT method is applied for the three integrals, the
formulae (2.76)-(2.78) are used for the expansion of the Bessel function, respectively.
















In order to validate the applicability of the value range of kρ1, corresponding to the
three SI’s, the relative errors of the evaluated results compared with the exact analytical
results are shown in Figs. 2.9-2.11. In the three figures, the value of kρ1 is selected to
be 0.01k0, 0.02k0 and 0.026k0, respectively. Figure 2.9 shows the relative errors for the
first identity (2.73) when the operating frequency is 10 MHz. Figure 2.10 depicts the
relative errors for the second identity (2.79) when the operating frequency is 1 GHz.
When the operating frequency is 100 GHz, Fig. 2.11 shows the relative errors for the
third identity (2.80). It can be seen that all the relative errors of the numerical results
remain below -3 dB when the value range of kρ1 is from 0.01k0 to 0.026k0. Correspond-
ing to the three identities, the relative errors are also plotted at different frequencies to
demonstrate the robustness of the MFHT method, as shown in Figs. 2.12-2.14. In the
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Figure 2.9: Relative errors of the results calculated by the MFHT filter for the Sommer-
feld identity (2.73), when z = 1 mm, f = 10 MHz, and kρ1 = 0.01k0, 0.02k0 and 0.026k0,
respectively.
three figures, the following parameters are kept unchanged: kρ1 = 0.02k0, freq=10 MHz,
1 GHz and 100 GHz, respectively. Figures 2.12-2.14 show the relative errors for the
identities (2.73), 2.79) and (2.80), respectively. It is illustrated that in the three figures,
all the relative errors remain below -3 dB over wide bandwidth (4 orders) in frequency
and wide range of ρ (6 orders) in magnitude. The results confirm that the proposed
algorithm is strongly reliable without the extraction of the contribution of singularities.
In addition, although the number of the expansion terms are 14, all numerical calcula-
tions are completed within 5 seconds on a 2.8 GHz personal computer with 1 GB RAM.
Successive application of the MFHT filter algorithm to the three Sommerfeld identities
validates its great performance on the accuracy and efficiency.
Secondly, the MFHT filter algorithm is applied for the calculation of the spatial-
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Figure 2.10: Relative errors of the results calculated by the MFHT filter for the Som-
merfeld identity (2.79), when z = 1 mm, f = 1 GHz, and kρ1 = 0.01k0, 0.02k0 and
0.026k0 respectively.
domain Green’s function for the planar multilayered media. For notation purposes, m
represents the layer number of the source point, n represents the layer number of the
field point, z′ represents the source position and z represents the field position. For the
lossless medium shown in Fig. 2.15, when z′ = z = −1 mm and f = 30 GHz, the
SWP’s are located at 1.736k0 and 2.436k0, and branch-point singularity is located at k0.
Figure 2.16 shows the samples of the spectral-domain Green’s function and the exact
values when kρ1 = 0.015k0. Along the deformed SIP, the three singularities are avoided
and the behavior of the spectral-domain Green’s function G˜AJxz is adequately captured
by the sampling. Figure 2.17 and Figure 2.18 depict the MFHT-based results for GAJxz
and GAJzz , respectively. There is an excellent agreement between the MFHT-based results
and the numerical integration results, when the operating frequencies are 0.3 GHz, 3
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Figure 2.11: Relative errors of the results calculated by the MFHT filter for the Som-
merfeld identity (2.80), when z = 1 mm, f = 100 GHz, and kρ1 = 0.01k0, 0.02k0 and
0.026k0, respectively.
GHz and 30 GHz, respectively. For the two elements of the dyadic Green’s function,
GAJxz and G
AJ
zz , the formulations of (2.77) and (2.76) are used for the MFHT method,
respectively. For the lossy media shown in Fig. 2.19 [133], the material at the bottom
is chosen as FR-4, which is widely used as the dielectric substrate on printed circuit
boards. The top material is less lossy than FR-4, referred to as material A. The complex
permittivities of the FR-4 and material A are dependent on the operating frequency
[134, 133], which are not explicitly expressed here. The source point is located at the
interface between the two lossy layers, while the observation point is at the interface
between the free space and the first lossy layer. The SWP’s are in the fourth quadrant
of kρ plane and the branch-point singularity is on the real axis. When kρ1 = 0.015k0,
the smooth input function of the SI is obtained along the deformed SIP, as shown in
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Figure 2.12: Relative errors of the results calculated by the MFHT filter for the Som-
merfeld identity (2.73), where z = 1 mm and kρ1 = 0.02k0, at f = 10 MHz, 1 GHz and
100 GHz, respectively.
Fig. 2.20. The sampling is adequate to capture the characteristic of the spectral-domain
Green’s function G˜AJxx . Figure 2.21 and Figure 2.22 demonstrate the MFHT-based results
for GAJxx and G
AJ
zx , respectively. The computational results based on the MFHT method
agree very well with the numerical integration results when the operating frequencies
are 0.3 GHz, 3 GHz and 30 GHz, respectively. For each case above, the CPU time used
for the MFHT algorithm is within 20 seconds on a 2.8 GHz personal computer with 1
GB RAM.
It can be inferred from the numerical examples that the MFHT filter algorithm has
excellent accuracy and efficiency when solving the problems with singularities in the
input function. When the MFHT method is applied to the calculation of the spatial-
domain Green’s function, the complicated extraction of contribution of the SWP’s is
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Figure 2.13: Relative errors of the results calculated by the MFHT filter for the Som-
merfeld identity (2.79), when z = 1 mm and kρ1 = 0.02k0, at f = 10 MHz, 1 GHz and
100 GHz, respectively.
completely avoided. In addition, the MFHT method proposed in this thesis overcomes
the difficulties arising when the traditional FHT method fails, since it can successfully
deal with the semi-open and open multilayered problems. But it should be noticed
that the accuracy of this method cannot be guaranteed when ρ exceeds the scheduled
maximum value. Therefore, the valid application range of the MFHT method is limited
to the near and intermediate fields. As such, a remedy of this method is to apply the
extrapolation method to the extension of the valid range of ρ.
2.6 Conclusion
In this chapter, a modified fast Hankel transform filter algorithm has been proposed to
calculate the DGF’s for the planar multilayered isotropic media. After deforming the
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Figure 2.14: Relative errors of the results calculated by the MFHT filter for the Som-































Figure 2.15: Geometry of a four-layer lossless medium above a PEC.
integration path so as to avoid the singularities, the original real integral kernel becomes
a complex number and the argument of the Bessel function becomes complex. After
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Figure 2.16: Magnitude of G˜AJxz versus kρ/k0, when m = n = 3, z
′ = z = −1.0 mm,
kρ1 = 0.015k0 and f = 30 GHz.

























Figure 2.17: Magnitude Comparison of GAJxz versus ρ, when m = n = 3, z
′ = z = −1.0
mm and kρ1 = 0.015k0, at f =0.3, 3 and 30 GHz, respectively.
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Figure 2.18: Magnitude Comparison of GAJzz versus ρ, when m = n = 3, z
′ = z = −1.0
mm and kρ1 = 0.015k0, at f =0.3, 3 and 30 GHz, respectively.
Figure 2.19: Geometry of two-layer lossy media above a PEC.
certain mathematical treatment of complex-argument Bessel function, the traditional
FHT filter algorithm is used for each expansion term. The valid range of crucial pa-
rameters involved in the deformed integration path have been discussed and determined
through numerical examples. One key benefit of the method is that the complicated ex-
traction of contribution of the SWP’s singularity can be completely avoided, which is
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Figure 2.20: Magnitude of G˜AJxx versus kρ/k0, when m = 2, n = 1, z
′ = −1.3 mm, z = 0
mm, kρ1 = 0.015k0 and f =30 GHz.



















Figure 2.21: Magnitude Comparison of GAJxx versus ρ, when m = 2, n = 1, z
′ = −1.3
mm, z = 0 mm and kρ1 = 0.015k0, at f =0.3, 3 and 30 GHz, respectively.
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Figure 2.22: Magnitude Comparison of GAJzx versus ρ, when m = 2, n = 1, z
′ = −1.3
mm, z = 0 mm and kρ1 = 0.015k0, at f =0.3, 3 and 30 GHz, respectively.
attributed to the deformed SIP. Since the rapidly oscillating and slowly convergent SI’s
are transformed into the discrete convolution, the efficiency of the calculation of SI’s
can be greatly improved. The great accuracy and efficiency of the modified algorithm
have been demonstrated by the numerical examples of Sommerfeld identities and mul-
tilayered problems. In addition, another significance of the MFHT method, in view of
its excellent performance in both accuracy and robustness, is that it can overcome the
difficulties arising when the traditional FHT method fails. It can successfully deal with
the semi-open and open multilayered problems. Thus, the MFHT method provides a
powerful tool for the calculation of DGF’s for a general multilayered problem. But one
limitation of the MFHT method is that the valid application range is confined to the near
and intermediate fields.
Chapter 3
Fast Solution of Dyadic Green’s
Function for Multilayered Isotropic
Medium
3.1 Introduction
All these studies on the efficient evaluation of DGF’s in the multilayered medium have
been motivated by the fact that printed geometries in the multilayered environment have
found increasingly more use in the designs of low-profile, light-weight and multifunc-
tion antennas, and microwave integrated circuits [5, 6, 7, 8, 9, 135, 45, 17, 18]. Gen-
erally, the DGF’s are expressed in terms of SI’s, which cannot be analytically calcu-
lated. The numerical integration of SI’s requires an enormous amount of computa-
tional time since the spectral-domain Green’s function associated with Bessel functions
and singularities is highly oscillating and slowly decaying. To address this bottleneck,
57
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several efficient methods have been proposed to expedite the computation of the SI’s
[34, 35, 36, 20, 37, 38, 39, 40, 41]. Since theoretical investigation of these methods has
extended over many years, it is desirable to present a brief sketch of various algorithms.
The essence of DCIM is to approximate spectral-domain Green’s functions in terms
of complex exponentials using the GPOF method, so the spatial-domain Green’s func-
tion can be analytically derived in closed form via the Sommerfeld identity. The first re-
search work published on this method for the multilayered problems was carried out by
Fang [98]. Then, the well-known two-level sampling algorithm was proposed to reduce
the number of samples required for the exponential approximation [43]. However, the
two-level approach, together with the explicit extraction of the SWP’s [32, 33, 49, 126],
is capable of approximating spherical and cylindrical wave components, but not the
lateral waves. To overcome this shortcoming, the three-level algorithm [51] and the
uniform asymptotic expansion technique [136] were recently proposed to calculate the
DGF’s over all distance ranges.
The WFM utilizes a window function as a convolution kernel to the spatial-domain
Green’s function in order to accelerate the function’s decay in the spectral domain. The
fast-decaying window function in the spectral domain effectively provides a steep de-
scent path for the integration, without any information of a possible steep descent path.
Then the spatial-domain Green’s function is approximated by the second-order Taylor
expansion.
The MFHT method transforms the SI’s with a smooth integrand into linear discrete
convolutions. The convolution results can be considered as the system response of a
digital filter. In order to avoid the SWP’s and branch-point singularities, the SIP is
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deformed into the first quadrant, but the original real integral kernel becomes a complex
number. The Bessel function with a complex argument can be split into the product
of two Bessel functions. Then, the traditional FHT filter algorithm is used for each
expansion term.
Practically, the motivation of studying the fast approximation methods is to improve
the efficiency of the evaluation of multilayered Green’s functions. The DCIM, WFM,
and MFHT method are well known fast approximation techniques used for the SI’s.
But the previous work only deal with the fast methods in an independent manner and
lack a highly comparable scheme. Their accuracy and efficiency for calculating the
DGF’s have not yet been examined and compared so far. one of the aims of the present
study is to carefully examine the robustness and efficiency of the three fast methods
for calculating the DGF’s in a multilayered medium. The explicit discussion on the
valid application ranges of the three fast methods may provide a useful guideline for the
multilayered problems in selection of suitable fast methods to calculate the DGF’s. The
comparison of accuracy and efficiency for the three fast methods may have significant
impact on both offering a clearer explanation for the pros and cons of each method and
providing guidelines for the development of corresponding computer-aided design tools.
This chapter starts with a brief introduction of the two fast methods, i.e., DCIM
and WFM. Since the MFHT method has been introduced in the preceding chapter, its
formulations are omitted in this chapter. The introduction is in an itemized format that
would help to clearly point out the main concepts of these methods and parameterized
studies. Then, in an effort to provide a quantitative measure of the applicable range and
limitations, the accuracy and efficiency of the three methods will be examined through
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numerical examples. Then we will give a critical discussion on the possible sources of
errors, their remedies, detailed discussions on the advantages, disadvantages, restrictions
and range of validity for the three fast methods.
3.2 Discrete Complex Image Method
The DCIM basically approximates the spectral-domain Green’s function in terms of
complex exponentials using the Prony’s method or the GPOF method, and then, the
spatial-domain Green’s function can be represented in closed form via the well-known
Sommerfeld identity. According to the number of sampling subsections of the integra-
tion path, the DCIM is usually categorized into one-level DCIM and two-level DCIM
[42, 37, 43]. Compared to the two-level DCIM, the one-level approximation approach
is lack of enough robustness and availability of the development of CAD software. This
is due to the fact that the one-level DCIM requires the prior investigation of the behav-
ior of spectral-domain Green’s functions and then the iterative performance to find the
most suitable selection of approximation parameters. Therefore, the popular two-level
DCIM is employed in this work. The detailed procedure of the two-level DCIM and the
selection of crucial parameters are discussed in the following sections.
3.2.1 Formulation of two-level DCIM
There are two major advantages for the DCIM approximation to be performed in two
levels. The first one is to alleviate the necessity of studying the property of spectral-
domain Green’s functions in advance. The second one is to overcome the difficulties
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Figure 3.1: The Sommerfeld integral path of two-level DCIM.
caused by the trade-off between the sampling range and the sampling period. The first
level of the approximation is carried out along the path Cap1 while the second level is
along the path Cap2, as shown in Fig. 3.1.
In the spectral domain, according to the horizontal distance between the source point
and the observation point, there are two different sampling approaches. For the near field
region, the sampling approach is to directly sample the spectrum for a constant value of
z. For the far field region, the sampling approach is to extract the representations of the
contribution of SWP’s G˜sw from the spectral-domain Green’s function, and then, sample
the resulting terms, G˜ − G˜sw. The sampling path for both approaches, as shown in Fig.
3.1, is defined by the mappings:
1. For the first level and along Cap1,
kzm = − jkm [T02 + t] 0 ≤ t ≤ T01 (3.1)
Chapter 3. Fast Solution of DGF for Multilayered Isotropic Medium 62
2. For the second level and along Cap2,
kzm = km
[




0 ≤ t ≤ T02 (3.2)
where t is the real running variable of the sampling along the corresponding path. km
and kzm are the wavenumber and its z component in the source layer m, respectively.
Since the integration path in Fig. 3.1 is in the first and third quadrants to exclude the
singularities, the smoothness of the integrand can be obtained, which is the requirement
of the approximation algorithm. However, since both approximation methods require
uniform sampling along a real variable, it is necessary to map the complex variable kρ to
the real variable t, as defined in (3.1) and (3.2). It should be noted that, compared to the
Prony’s method, the GPOF method is more robust and less noise sensitive [137, 101].
Note that in the one-level approach, the quasistatic terms of the spectral-domain
Green’s function should be extracted, which can be found by looking for the limiting
terms as kρ → ∞ in the form of exponentials. In the application of the two-level ap-
proach, the approximation of the spectral-domain Green’s functions on the path Cap1 via
complex images can be considered as the extraction of quasistatic terms in addition to
some dynamic terms [102].
Then, the sampled spectral-domain Green’s functions are approximated in terms of
Chapter 3. Fast Solution of DGF for Multilayered Isotropic Medium 63






















where α and β are the coefficients and exponnents obtained from the GPOF method, N1,2
is the number of exponentials used at the corresponding level, and a and b are obtained
in terms of α and β in (3.1)-(3.2).
It is widely recognized that when the spectral-domain Green’s functions are ap-









H(2)0 (kρ ρ)kρ dkρ (3.4)
where r =
√
ρ2 + z2 is the distance between the source and observation points and the
left-hand expression represents a spherical wave in the spatial domain. According to the


















ρ2 − b2n1,n2. Note that (3.5) is the spatial-domain version of (3.3). More-
over, the spatial-domain representations for the contribution of SWP’s can also be ana-
lytically expressed by the residue technique in closed form.
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As briefly outlined above, the two-level DCIM is successful in casting the spatial-
domain Green’s functions in closed form.
3.2.2 Parameters of DCIM
For the multilayered geometry where the uppermost and lowermost layers are semi-
infinite dielectric media, there are two branch-point singularities in the spectral-domain
Green’s functions, specifically in the wavenumbers of the outermost layers. In addition
to the branch-point singularities, there are some SWP’s between the minimum and max-
imum wavenumbers involved in the geometry, that is, in the range of kmin(= k0
√
rmin) <
kρ < kmax(= k0
√
rmax). The number and location of SWP’s are dependent on the electri-
cal thicknesses and dielectric constants of the layers involved.
Before applying the two-level DCIM to the practical problems, four important pa-
rameters that must be fixed beforehand are: 1) the values of the sampling ranges T01 and
T02; 2) the number of samples along the first level Cap1 and the second level Cap2.
1. Choose T01 to determine the value of kρmax1. The value of T01 is not critical as long
as kρmax1 is large enough to pick up the behavior of the spectral-domain Green’s
function for large kρ. Typically, T01 is set to be 500.
2. Choose the number of samples along Cap1. Since the magnitudes of the spectral-
domain Green’s functions are usually smooth beyond kρmax2, it is not necessary




. The number of
samples along Cap1 can be chosen to be 200.
3. Choose T02 to make sure kρmax2 > kmax. In order to avoid the singularities along
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Cap2, T02 can be safely chosen to be 5 based on the permittivities of practical
materials.
4. Choose the number of samples along Cap2. Because the singularities still influence
the spectrum between 0 and kρmax2 to some extent, the samples in the path Cap2
should sufficiently capture the property of the spectrum. Here, we choose the
number of samples along Cap2 to be 200.
The choice of these parameters does not need a prior investigation of the spectral-
domain Green’s functions because their values are only based on the parameters of the
interested geometries.
3.3 Window Function Method
The WFM utilizes a window function as a convolution kernel to the spatial-domain
Green’s function, for the sake of accelerating the convergence of spectral-domain Green’s
function. The fast decaying property of the window function in the spectral domain can
successfully result in a steep descent path for the SI without the need of the inherent
steep descent path of the spectral-domain Green’s function, which may or may not ex-
ist.
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3.3.1 Formulation of WFM










if ρ ≤ a
0 otherwise.
(3.6)
where a is the support size of the window function [55].
When the window function is convoluted with the spectral-domain Green’s func-
tion, an identity related with the window function is given by






ψ˜a(kρ) = S 0[ψa(ρ)](kρ) (3.9)
For the sake of recovering the function G(ρ; z, z′) from its Hankel transform, another
formula related to the window function needs to be employed.
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As a result of (3.7) and (3.10), we can approximate G(ρ; z, z′) as
G(ρ; z, z′) =
1
M0
W0(ρ) + O(a2), ρ > a, a→ 0 (3.12)
To assure the accuracy of the approximation method, an alternative formulation of
the spatial-domain Green’s function recovered from the convolution is expressed by




r2W0(ρ) − 2ρW1(ρ) + W2(ρ)
]
+ O(a2) ρ > 0, a→ 0 (3.13)
with
r2 = ρ2 + (z − z′)2 (3.14)
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Figure 3.2: The Sommerfeld integral path of window function method.
In view of the above formulations, the fast decaying properties of ψ˜a(kρ), ψ˜∗a(kρ), and
ψ˜∗∗a (kρ) ensure that a short integration contour can be chosen without sacrificing much
accuracy of the approximation algorithm through the formulations (3.12) and (3.13).
The effect of this window function is to provide a steep descent path and accelerate the
decaying rate of the integrand of SI’s. Then, the spatial-domain Green’s functions are
recovered from the convolution through two approximation algorithms.
3.3.2 Selection of Integration Contour and Parameters
In order to avoid the SWP and branch-point singularities, the integration contour Cap
for the WFM is chosen to possess four straight segments Cap1∼4, as depicted in Fig. 3.2.
The values of kρ1,2 on the contour Cap1∼3 are determined by the locations of singularities.
As mentioned above, the singularities usually fall on the real axis [0, kmax] or the fourth
quadrant of the kρ plane. Hence, kρ2 is set to be kmax
(
= k0 · √r max
)
.
The value of kρ1 is quite flexible as long as the prior condition of the approximation
algorithm that the magnitude of spectral-domain Green’s function should be smooth
along the integration path Cap2 is satisfied. Here, we choose the value of kρ1 to be
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0.01k0.
The window support a is a crucial parameter to the accuracy and efficiency of this
method, which is determined by the second-order accuracy O(a2) of approximations
algorithms (3.12)-(3.13). In [55], a is suggested to be 0.001 for the numerical examples.
However, this selection renders the numerical results only accurate for a small horizontal
distance range. Through a large amount of numerical experiments, the value of a is
recommended to be 0.0001 and thus the valid range of horizontal distance can be up to
tens of the wavelength.
In terms of (3.18)-(3.20), the order m of the window function should be large enough
to make sure that ψ˜a(kρ), ψ˜∗a(kρ), and ψ˜
∗∗
a (kρ) have a fast decaying behavior. But a larger
value of m unexpectedly results in a longer length of the fourth segment of SIP, which
may in turn affect the efficiency of calculation. m is selected to be 5.
The length of the fourth segment Cap4 is mainly determined by the decaying prop-
erties of (3.18)-(3.20). To maintain the second-order accuracy O(a2) in the formulations
(3.12)-(3.13), kρ3 in the contour Cap4 is set to be 20a .
It is worth noting that Cai et al. [55] employed Gauss quadratures and three identi-
ties to calculate of the spectral-domain window functions (3.18)-(3.20), which is com-
plicated since different algorithms are used here. In this work, for the sake of simplicity
and good efficiency, we employ the fast Hankel transform to evaluate them.






























Figure 3.3: Geometry of a five-layer lossless medium above a PEC.
3.4 Numerical Results and Discussions
3.4.1 Numerical Examples
In order to provide a quantitative measurement of the valid distance ranges and appli-
cation limitations, the following numerical studies involve the application of the three
methods to the calculation of the spatial-domain Green’s functions, in a lossless or lossy
multilayered medium. It should be noted that the efficiency comparison of the numerical
results would be meaningful only within a required accuracy criterion. Hence, the same
accuracy criterion (the smaller value between a relative error 10−3 and an absolute error
10−10) is set for the numerical examples. For notation purposes, m represents the layer
number of the source point, n represents the layer number of the field point, z′ represents
the source position, z represents the observation position, and all height dimensions are
given in millimeters.
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Figure 3.4: Magnitude Comparison of GAJxx versus ρ for Fig. 3.3, where m = n = 2,
z′ = −0.7 mm, z = −0.6 mm and f = 1, 10, 100 GHz, respectively.




























Figure 3.5: Magnitude Comparison of GAJxz versus ρ for Fig. 3.3, where m = n = 2,
z′ = −0.7 mm, z = −0.6 mm and f = 1, 10, 100 GHz, respectively.
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Figure 3.6: Magnitude Comparison of GV J versus ρ for Fig. 3.3, where m = n = 2,
z′ = −0.7 mm, z = −0.6 mm and f = 1, 10, 100 GHz, respectively.
The first study involves a five-layer lossless medium shown in Fig. 3.3. The relative
permittivities of the dielectric media are r1 = 1.0, r2 = 2.1, r3 = 12.5, r4 = 9.8,
and r5 = 8.6. The thicknesses of layers are set to be D2 = 0.7 mm, D3 = 0.3 mm,
D4 = 0.5 mm, and D5 = 0.3 mm. The source point and the observation point are both
in the second layer, with z′ = −0.7 mm and z = −0.6 mm. Based on the three fast
methods, Figs. 3.4-3.6 depict the magnitudes of GAJxx , G
AJ
xz and G
V J, respectively. For the
three figures, the operating frequency is selected to be 1 GHz, 10 GHz and 100 GHz,
respectively. Generally, TE and TM surface waves are both supported in a multilayered
structure. But certain components of the DGF’s for the vector potential, e.g., GAJxx and
GHJzx , may have the contribution of TE surface waves only, while the Green’s function for
the scalar potential GV J and certain components of the DGF’s for the vector potential,
e.g., GAJxz and G
HJ
xx , may have the contributions of both TE and TM surface waves. In
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this numerical example, there is only one TM-mode SWP at kTMρp1 = 1.0004k0 when the
operating frequency is 1 GHz; there is one TM-mode SWP at kTMρp1 = 1.058k0 when
the operating frequency is 10 GHz; there are three TE-mode SWP’s at kTEρp1 = 1.016k0,
kTEρp2 = 2.260k0, and k
TE
ρp3 = 3.038k0, and three TM-mode SWP’s at k
TM
ρp1 = 1.319k0,
kTMρp2 = 2.491k0, and k
TM
ρp3 = 3.017k0, when the operating frequency is 100 GHz. In order
to obtain the accurate numerical results based on the two-level DCIM in the far field, the
contributions of SWP’s should be extracted before the approximation procedure. Here
are the implementation parameters of the DCIM, WFM, and MFHT, for this example:
for the two-level DCIM, T01 = 500, T02 = 5, number of samples is 1024 for each
path; for the WFM, a=0.0001, m=5, kρ1 = 0.01, kρ2 = 5.0k0, and kρ3 = 20/a; for
the MFHT, the filter coefficients and SIP are selected the same as them in Chapter 2.
In view of the Figs. 3.4-3.6, the MFHT-based numerical results are represented by
the symbol  and the accuracy of this method in the near and intermediate fields has
been proven in the preceding chapter. It can be observed that the DCIM-based results
represented by the symbol • and the WFM-based results represented by the symbol N
have good agreement with the results obtained by the MFHT method in the near and
intermediate fields. However, when the magnitude of numerical results is smaller than
10−5, the numerical error of WFM-based results starts to be unacceptable, which will be
discussed in detail in the following section.
The second numerical example considers a two-layer lossy dispersive medium backed
by a PEC plane, as shown in Fig. 3.7. The parameters of the multilayered materials have
been described in the numerical examples of last chapter, which are not explicitly listed
here. The two lossy layers are of 1.3 mm in thickness. The source point is located at
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Figure 3.7: Geometry of two-layer lossy media above a PEC.




























Figure 3.8: Magnitude Comparison of GAJzx versus ρ for Fig. 3.7, where m = 2, n = 1,
z′ = −1.3 mm, z = 0 and f = 0.3, 3, 30 GHz, respectively.
the interface between the two lossy layers, while the observation point is at the interface
between the free space and the first lossy layer. For the lossy multilayered medium,
the SWP’s singularities are located in the fourth quadrant of kρ plane and the possible
branch-point singularity is also related with the outermost layer, which is the free space
in this case. As stated earlier, to improve the accuracy of the approximation results of
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Figure 3.9: Magnitude Comparison of GAJzz versus ρ for Fig. 3.7, where m = 2, n = 1,
z′ = −1.3 mm, z = 0 and f = 0.3, 3, 30 GHz, respectively.
























Figure 3.10: Magnitude Comparison of GV J versus ρ for Fig. 3.7, where m = 2, n = 1,
z′ = −1.3 mm, z = 0 and f = 0.3, 3, 30 GHz, respectively.
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DCIM in the far field, the extraction of the contributions of singularities is a necessary
pre-approximation process. However, the determination of tens of the singularities, in-
cluding surface wave singularities, leaky wave singularities and improper singularities,
are quite complicated and effort-consuming for the lossy multilayered problems [138].
Moreover, the energy of the surface waves decays exponentially with the horizontal dis-
tance ρ and the contribution of the surface waves will no longer dominate in the far field
region. Therefore, when the DCIM is applied, the approximation results without the
extraction of the contribution of SWP’s may be acceptable in this case. Figure 3.8 plots
the magnitudes of GAJzx obtained by the three methods, at three different frequencies, i.e.,
300 MHz, 3 GHz and 30 GHz, respectively. With the same operating frequencies, Fig.
3.9 and Fig. 3.10 plot the magnitudes of GAJzz and G
V J obtained by the three methods,
respectively. For the two-level DCIM, T01 = 500, T02 = 10 and number of samples is
1024 for each path. For the WFM and MFHT method, the selection of parameters is the
same as the first example. The magnitudes of the Green’s functions in the three figures
also show good agreement among the numerical results based on the three methods in
the near fields. However, the deviation between the DCIM-based results and the refer-
ence results obtained by the MFHT method begins from the intermediate field, which
can be alleviated by extracting the contribution of SWP’s.
For the five-layer lossless problem and two-layer lossy problem, the computational
times taken by the three methods are all listed in Table 3.1. Generally speaking, the com-
putational time is mainly dependent on the required accuracy. We tabulate the computa-
tional time with the accuracy requirement for a large range of operating frequencies and
distance. The 2.66 GHz PC was used to run all these numerical experiments, based on
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Table 3.1: Comparison of the CPU Time With the same Accuracy Criterion for Com-
puting Vector Potentials in Space Domain (based on Intel Duo Core2, 2.66 GHz PC
running Fortran)
DCIM WFM MFHT MFHT
Example sec. sec. (52 points) sec. sec./per point
GAJxx in Fig.3.4 (1 GHz) 59.72 4349.51 10.21 0.52
GAJxx in Fig.3.4 (10 GHz) 57.23 5236.47 10.71 0.49
GAJxx in Fig.3.4 (100 GHz) 59.15 6272.96 11.09 0.49
GAJxz in Fig.3.5 (1 GHz) 70.94 4365.92 19.27 0.50
GAJxz in Fig.3.5 (10 GHz) 66.19 5115.17 19.27 0.52
GAJxz in Fig.3.5 (100 GHz) 70.70 6174.26 21.55 0.50
GV J in Fig.3.6 (1 GHz) 65.82 4600.87 159.58 0.64
GV J in Fig.3.6 (10 GHz) 64.09 5466.53 603.37 1.16
GV J in Fig.3.6 (100 GHz) 65.57 6594.77 2366.33 3.22
GAJzx in Fig.3.8 (0.3 GHz) 60.83 3764.85 11.03 0.53
GAJzx in Fig.3.8 (3 GHz) 44.64 4663.09 13.07 0.58
GAJzx in Fig.3.8 (30 GHz) 42.06 5833.83 11.60 0.55
GAJzz in Fig.3.9 (0.3 GHz) 65.90 3717.43 41.22 0.61
GAJzz in Fig.3.9 (3 GHz) 44.14 4696.11 165.30 0.83
GAJzz in Fig.3.9 (30 GHz) 45.95 5903.62 446.81 1.03
GV J in Fig.3.10 (0.3 GHz) 57.09 4131.62 57.00 0.53
GV J in Fig.3.10 (3 GHz) 43.23 5014.97 151.41 0.64
GV J in Fig.3.10 (30 GHz) 44.71 6298.47 773.38 1.31
200 Different ≈ 14, 000 ≈ 23, 000 - ≈ 200
Cases∗
∗ Without loss of the generality, 200 different numerical experiments are conducted.
The vertical position of the observation point is changed for 200 times, while the
position of the source point is fixed.
FORTRAN. Compared with the computational time taken by WFM, the time of MFHT
method listed in the fifth line of Table 3.1 is very short for calculating the DGF at one
observation point. The second and fourth lines in Table 3.1 show the computational
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times for the eighteen cases, based on the two-level DCIM and MFHT method respec-
tively. It is observed that the MFHT method requires less time than DCIM for some
experiments. Here, in order to adequately sample the spectrum of Green’s function, the
number of sampling points on each level of DCIM is 1024. The window support pa-
rameter of WFM is set to be 0.0001 to extend the application range to the intermediate
field. The maximum relative truncation error of the MFHT method is fixed to be 10−7,
in order to obtain accurate results in a large region. With the similar accuracy criterion,
it can be observed that the average time taken for one numerical experiment is 60 s for
the two-level DCIM and 5000 s for the WFM. In contrast, the time taken by the MFHT
is significantly reduced, which is due to the fact that the time taken for the digital filter
is mainly dependent on the number of singularities and oscillating behavior of the in-
tegrand. In view of the computational time used by the three methods, it can be seen
that the MFHT method and the DCIM have better efficiency, compared to the WFM.
In some cases, the MFHT method performs better than DCIM in terms of efficiency.
Moreover, it is worth mentioning that the forms of the numerical results calculated by
the DCIM, WFM and MFHT are totally different. The closed-form Green’s function is
obtained by the DCIM, while WFM and MFHT method are employed to compute the
DGF’s on discrete points. Table 3.1 also lists the computational time for two hundred
different numerical experiments, based on the three fast methods. In the two hundred
experiments, the position of source point is fixed and the vertical position of observation
point is changed. It is clearly demonstrated that the DCIM offers no apparent superiority
and the computational efficiency of MFHT is almost 69 times higher than that of DCIM
and 114 times higher than that of WFM.
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Figure 3.11: Magnitude Comparison of GAJxx versus ρ for Fig. 3.3, where m = n = 2,
z′ = −0.7 mm, z = −0.6 mm and f = 30 GHz.
3.4.2 Discussion of DCIM
DCIM has been increasingly recognized as a very useful approach to tackle practical
problems involved in multilayered structures. However, the crucial conflict in the DCIM
is that the complex functions approximated by the GPOF represent spherical waves with
complex distances, while the waves generated by a dipole in a multilayered medium
usually include spherical, cylindrical and lateral waves. Hence, DCIM may provide
an accurate and efficient approximation for most practical problems that are within the
range of validity of the approach, which is usually on the order of a few wavelengths.
Beyond this range, the accuracy of the closed-form representations of the Green’s func-
tions becomes very poor unless all other wave types except the spherical waves have
been extracted and explicitly accounted for.
In general, the contribution of SWP’s dominates in the far field, as SWP’s have the




, for large ρ. kρp is the SWP. For general multilayered media
with strong SWP’s contribution, the lack of the extraction often results in errors in the
far-field region since the surface waves behave in the manner of cylindrical waves and
it is physically inappropriate to approximate such waves by spherical waves. However,
extracting the contribution of SWP’s singularities is quite computationally intractable,
since there is no analytical approach to finding the locations of SWP’s except for simple
geometries like single and double layers. On the other hand, due to the singularity of
the Hankel function at the origin, the accuracy of the approximation with the extraction
of SWP’s may deteriorate in the near field region, as shown in Fig. 3.11. In order
to guarantee the computational accuracy and efficiency, the extraction of contribution
of the SWP’s is only used beyond a switching distance from the source point. The
switching distance is usually selected to be ρ = 10.0/k0. The lateral wave is correlated




[140, 30]. kbr refers to the branch point. The contribution of lateral waves
can be picked up by the newly developed three-level DCIM [51]. The magnitudes of
spectral-domain Green’s functions are also significantly different for different choices of
the sampling path, as the spectral-domain Green’s functions are quite complex functions
of kρ. Therefore, other major sources for the deterioration of the accuracy of DCIM are
unsuitable sampling path and poor sampling frequency. The problem can be solved by
changing the parameters of the approximation algorithm. Thus, the number of samples
on each level of DCIM needs to be fixed to 1024 in order to adequately capture the
spectral-domain Green’s functions.
In summary, DCIM is an admittedly accurate and efficient method for calculating
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Figure 3.12: Magnitude Comparison of GAJxx versus ρ for Fig. 3.3, where m = n = 4,
z′ = z = −1.4 mm and f = 30 GHz.
the DGF’s in the multilayered medium for all the ranges of distance. Moreover, com-
pared to WFM and MFHT method, DCIM is the only possible method to obtain accurate
results in the far-field region.
3.4.3 Discussion of WFM
In view of the above numerical results, the accuracy of WFM is quite good for the
general multilayered problems. Due to the inherent errors from the approximation al-
gorithms, the deterioration of the accuracy of this method starts to be obvious when the
numerical results are smaller than 10−5, as seen in Fig. 3.4. Compared to the DCIM and
MFHT method, the efficiency of WFM is the worst, which is due to two facts. Firstly, in
view of (3.15)-(3.17), it can be seen that although the magnitudes of the spectral-domain
window function in are fast decaying, the approximation function results in a complex
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calculation process which requires six different integrals for each field point on the plots
of numerical results. In addition, since the support size a of the window function is
set as 10−4, the precision requirement for calculating the six integrals in the approxima-
tion process is quite high. Therefore, the calculation of spatial-domain Green’s function
based on the approximation formulations is quite time-consuming. Moreover, due to the
approximation algorithms, the accuracy of this method cannot be guaranteed when the
source point is very close to the field point, as shown in Fig. 3.12.
Therefore, with a high precision requirement, the efficiency of the window function
method may deteriorate significantly. Moreover, when the source and the observation
points are very close to each other, this method is also not recommended. Compared to
the DCIM and MFHT method, WFM may offer no obvious superiority on the accuracy
and efficiency.
3.4.4 Discussion of MFHT method
Through the numerical experiments carried out above, it can be demonstrated that the
MFHT method successfully extends the applicability of the traditional FHT method to
general multilayered geometries and it is an attractive alternative to the rigorous, but
computationally expensive numerical integration method. Nevertheless, the accuracy of
this method deteriorates significantly when the horizontal distance between the source
and observation points exceeds tens of wavelengths, as shown in Fig. 3.13. This deterio-
ration is mainly attributed to the truncation error caused by the expansion algorithm and
the inherent error from the filter coefficients. One remedy of improving the accuracy of
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Figure 3.13: Magnitude Comparison of GAJxx versus ρ for Fig. 3.3, where m = n = 2,
z′ = −0.7 mm, z = −0.6 mm and f = 30 GHz.
MFHT method in the far field is to apply the extrapolation method.
Compared to the DCIM and WFM, this method has the advantages of excellent
accuracy and efficiency in the near and intermediate fields. More importantly, in the
practical applications of multilayered medium, such as microstrip antennas requiring to
change the vertical position of the feeding point or field point frequently, the MFHT
method can be the most powerful tool for the calculation of the DGF’s.
3.5 Conclusion
In this chapter, three popular methods for calculating multilayered Green’s functions,
i.e., the discrete complex image method, the window function method and the modified
fast Hankel transform method, have been systematically studied to explain their compu-
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tational theories and the selection criteria of crucial parameters. Then, for the first time,
the robustness and efficiency of the three methods for the general multilayered prob-
lems have been carefully examined and compared through numerical examples. Finally,
through making a comparison of the numerical results, we gave a critical discussion on
the possible sources of errors and their remedies and comprehensive discussions on the
advantages, restrictions and range of validity for the three fast methods. The DCIM has
been shown to be powerful for calculating the DGF’s in closed form for all the ranges
of distance, but lack of reliable automated procedures for the complicated extraction of
contribution of SWP’s. WFM is also an alternative fast method for calculating the mul-
tilayered Green’s functions. However, since the approximation process based on WFM
requires six integral terms for calculating DGF’s, the approximation is quite laborious
and complicated. MFHT method has excellent performance in both accuracy and ro-
bustness, only for the near and intermediate fields. One major advantage of the studies
in this chapter is that discussing the valid application range of DCIM, WFM and MFHT
method both from mathematical and physical point of views has provided definite an-
swers to the questions on their advantages and limitations. The comparison of accuracy
and efficiency for the three fast methods may provide guidelines for the development of
reliable computer-aided design tools.
Chapter 4
Fast Solution of Dyadic Green’s
Function for Multilayered Uniaxial
Anisotropic Medium
4.1 Introduction
In previous chapters, attention has been restricted mainly to the multilayered isotropic
media. Due to the emergence of practical applications of complex media in multilayered
geometries [61, 62, 63, 64, 141, 142], of great practical interest is the case of accurate
and expedient derivation of DGF’s in the spectral domain and spatial domain for a mul-
tilayered anisotropic medium. Wait (1966) [143] studied the case of a horizontal dipole
over a multilayered uniaxial anisotropic half-space. Then, Kong (1972) [144] solved
the problem of dipoles over multilayered uniaxial anisotropic medium. In his formu-
lae, the electromagnetic fields were resolved into transverse electric (TE) and transverse
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magnetic (TM) waves. However, the location of the dipole sources was limited to the
semi-infinite region above the multilayered medium. Using the same formulae, Tsang
et al. (1975) [1] obtained the DGF’s for sources over multilayered uniaxial anisotropic
medium. The continued fraction expressions of global reflection and transmission coef-
ficients rendered the derivation a cumbersome step for the case of many layers. Habashy
et al. (1991) employed the kDB coordinate system and wave iterative technique to de-
rive the spectral-domain Green’s function in the planar multilayered gyrotropic medium
[70]. However, one major disadvantage of the derivation process is that the vertical po-
sition of one interface related with the source layer has to be set to zero. This implies
that, whenever the source position is changed, the whole coordinate system should be
reset, which in turn will introduce particular complexity in the implementation of the
numerical computation. Therefore, the theoretical formulations in [70] are not able to
efficiently treat general multilayered problems with arbitrary positions of the source.
This shortcoming motivated us to derive a complete and generalized set of the spectral-
domain Green’s function in the planar multilayered uniaxial anisotropic media, which
was also the primary objective of this chapter. The key advantage of the present ap-
proach for deriving the DGF’s for the multilayered uniaxial anisotropic medium over
the previous work is that the systematic and holistic derivation could be stated in a lan-
guage which may be handled by a computer in a straightforward way. This approach
also may provide a promising tool to characterize the integrated microwave circuits and
optical devices when uniaxial anisotropic materials are involved.
In this chapter, a fast solution for rigorously deriving and calculating DGF’s for the
planar multilayers of uniaxial media will be established based on MFHT method. The
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kDB coordinate system is exploited and integrated with the wave iterative technique to
obtain the spectral-domain Green’s function. This algorithm relies on the accurate ex-
pressions of unbounded dyadic Green’s function and scattered Green’s function in uni-
axial media, which can be classified into the ordinary and extraordinary waves. Then,
the newly developed MFHT method is employed for the calculation of the DGF in the
planar multilayered uniaxial anisotropic media. The validity of the algorithm thus devel-
oped and the efficiency of MFHT method will be verified through numerical examples.
The spatial-domain Green’s function will, for the first time, deal with the multilayered
uniaxial anisotropic media, and more importantly, the influence of material’s anisotropy
upon the Green’s function will be demonstrated.
4.2 Unbounded Dyadic Green’s Function in Spectral Do-
main
In this section, we will derive the DGF for an unbounded uniaxial anisotropic medium.
By using the kDB coordinate system and the Fourier transform method, the electric-
field Green’s function will be derived, and then, the electric and magnetic fields can
be obtained for an arbitrarily distributed electric current source. A uniaxial anisotropic
medium is characterized by scalar magnetic permeability µ and electric permittivity
tensor . When the optic axis of the uniaxial anisotropic medium is in the zˆ direction,
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In the xyz coordinate system, the constitutive relations in the uniaxial anisotropic
medium are
E = κ · D (4.2)











ν = µ−1 (4.5)
The term κ is the impermittivity tensor and ν is the impermeability. It is known that
there are two distinct characteristic waves, ordinary wave and extraordinary wave, for
the uniaxial anisotropic medium [123]. Their dispersion relations are
ω2 = νκk2z + νκk
2
s (4.6)
for the ordinary wave and
ω2 = νκk2z + νκzk
2
s (4.7)
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for the extraordinary wave. The solutions to (4.6) and (4.7) include the roots kz =
±kzo and kz = ±kze, respectively. The subscripts o and e denote the ordinary wave
and extraordinary wave respectively, and the subscripts u and d refer to the upward
propagating wave and downward propagating wave respectively. By using the kDB
system, the electric and magnetic fields in the xyz coordinate system can be represented
as
E(k) = κ · [D1(k)hˆ − D2(k)vˆ(kz)] (4.8)
H(k) = −ω
k













(xˆ kx + yˆ ky) (4.12)
The notation D1,2 represents the two components of D projected onto the kDB coordi-
nator system. Considering the roots of the dispersion relations (4.6) and (4.7), we can
write the characteristic field vectors as follows:
eαβ(ks) ≡ E(ks,±kzα) = κ · [D1α(k)hˆ − D2α(k)vˆ(±kzα)] (4.13)
hαβ(ks) ≡ H(ks,±kzα) = −ωkα [D2α(k)hˆ + D1α(k)vˆ(±kzα)] (4.14)







and α = o, e; β = u, d. In the Fourier spectral domain, the electric field E(ks; z\z′)
(z , z′) can be expressed as a superposition of ordinary and extraordinary waves










The primed and unprimed parameters correspond to the source and observation points,
respectively. In this work, we assume that the electric current point source is arbitrarily
oriented, which is expressed by
J(r) = aˆδ(r − r′) (4.17)
where aˆ is an arbitrary unit vector. In order to obtain the unknown values of amplitudes
Aαβ(ks), we employ the spectral-domain wave equation to formulate the electric field.
L(k) · E(k) = −iωµJ(ks, kz) (4.18)
where
J(ks, kz) = − 1(2pi)3 aˆ (4.19)
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L(k) is the dyadic Helmholtz operator for the uniaxial anisotropic medium.
L(k) = k2I − ω2µ − kk (4.20)
After algebraic manipulations, (4.20) can be recast in the following form:
L(k) =k2αI − ω2µ − kαβkαβ + (k2z − k2zα)(hˆhˆ + kˆskˆs)−
ks[kz − (±kzα)](zˆkˆs + kˆszˆ)
(4.21)








































The solutions to the four unknowns Aαβ (α = o, e; β = u, d) need four indepen-
dent equations. Subsequently, we substitute kz = ±kzα and premultiply (4.23) by the
characteristic field vectors eα′β′ . Finally, we get four independent equations for the so-
lutions of Aαβ. Considering the uncoupled relationship between the ordinary wave and
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extraordinary wave, we write the four equations as
Quu · Au = −2piωµΩu · Su (4.24)






















Qαu,αu = −Qαd,αd = 2kzαeαu · eαu − eαu · (zˆkαu + kαuzˆ) · eαu (4.30)
Solving (4.24) and (4.25) yields
Aβ = −piωµMβ ·Ωβ · Sβ (4.31)
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with





Substituting (4.31) into (4.16) and casting it in a matrix form, we obtain









Then, the electric field in the spatial domain is expressed by applying the inverse
Fourier transform to E(ks; z\z′).





s)Ptβ(z\z′) ·Ωβ ·Mβ ·Ωβ · Sβ dks, r , r′ (4.35)
When r = r′, the above formulation for the electric field does not exhibit the proper
singular behavior. This singular behavior can be captured from the asymptotic behavior
of E(k) when |kz| → ∞, which is given by
E(k) ∼ − 1
(2pi)3
1
iωzˆ ·  · zˆ
zˆzˆ · aˆδ(z − z′), |kz| → ∞ (4.36)
Thus, the complete expression for the electric field in the unbounded uniaxial anisotropic
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medium is represented by
E(r,r′) = − 1
iωzˆ ·  · zˆ






s)Ptβ(z\z′) ·Ωβ ·Mβ ·Ωβ · Sβ dks
(4.37)




dr′Gnn(r, r′) · J(r′) (4.38)
the formulations of the DGF in the unbounded uniaxial anisotropic medium can be de-
rived from (4.37) in the following explicit form.
for z > z′,
G(r, r′) = − 1
iωzˆ ·  · zˆ











for z < z′,
G(r, r′) = − 1
iωzˆ ·  · zˆ












uoβ = Moβ,oβ eoβ (4.41)
ueβ = Meβ,eβ eeβ (4.42)
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Figure 4.1: Geometry of the general planar multilayered uniaxial anisotropic medium.
4.3 Dyadic Green’s Function for the Planar Multilay-
ered Uniaxial Anisotropic Medium
In this section, based on the boundary condition and the WIT, the complete and gener-
alized formulations of the spectral-domain Green’s function in the planar multilayered
uniaxial anisotropic media are explicitly expressed for three cases: viz., m = n, m > n
and m < n, where m and n denote the layers which the source point and observation
point are located inside, respectively. The geometry of the general planar multilayered
uniaxial anisotropic medium is depicted in Fig. 4.1.
4.3.1 Local Reflection and Transmission Matrices
To satisfy the boundary conditions of the continuity of the tangential electric and mag-
netic fields, the tangential components of E and H along the hˆ and kˆs directions are
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· R(β)m,n = Y(n)β · T(β)m,n (4.44)
where Rβm,n is the local reflection matrix and T
β
m,n is the local transmission matrix. The













hˆ · e(m)oβ hˆ · e(m)eβ




hˆ · h(m)oβ hˆ · h(m)eβ
kˆs · h(m)oβ kˆs · h(m)eβ
 (4.48)
The term Rαmn is the local reflection coefficient when the incident plane wave is in region
m; Tαmn is the local transmission coefficient from region m to region n.
Derived from the (4.43) and (4.44), the reflection and transmission matrices can be




























4.3.2 Global Reflection and Transmission Matrices
Because of multiple reflections and cross-polarization effects, the electric field in an ar-
bitrary layer n is represented in terms of upward propagating and downward propagating
waves, as follows:
En(zn) ≡ E(ks; zn) = f on e(n)ou e−ik
(n)












which can be cast in the following matrix form































The term G(n)u (zn) represents the upward propagating wave expressed in the [e
(n)
ou , e(n)eu ]
coordinate system. The first component on the diagonal of G(n)u (zn) is along e
(n)
ou and
the second component on the diagonal is along e(n)eu . Similarly, G(n)d (zn) represents the
downward propagating wave expressed in the [e(n)od , e
(n)
ed ] coordinate system. In the layer
n − 1, the electric field vector is expressed by
En−1(zn−1) = G(n−1)u (zn−1) · fn−1 + G(n−1)d (zn−1) · gn−1 (4.57)
At the interface of layer n − 1 and layer n, the upward generalized reflection and
transmission matrices are related with the fields by the following relationships:
G(n)d (zn = −Dn−1) · gn = RUn ·G(n)u (zn = −Dn−1) · fn (4.58)
TUn ·G(n)u (zn = −Dn−1) · fn = G(n−1)u (zn−1 = −Dn−1) · fn−1 (4.59)
where RUn and TUn are the generalized reflection matrix and generalized transmission
matrix from layer n to layer n−1, respectively. It is noted that the downward propagating
wave in the layer n is a consequence of the transmission of the downward propagating
wave in the layer n − 1 in combination with the reflection of the upward propagating
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wave in the layer n. Thus, at the interface z = −Dn−1, the constraint condition is
RUn·G(n)u (zn = −Dn−1) · fn = R(u)n,n−1 ·G(n)u (zn = −Dn−1) · fn
+Tdn−1,n ·G(n−1)d (zn = −Dn−1) · gn−1
(4.60)
By using the expression of gn from (4.58), we can write (4.60) as
RUn ·G(n)u (zn = −Dn−1) · fn = R(u)n,n−1 ·G(n)u (zn = −Dn−1) · fn
+Tdn−1,n ·G(n−1)d (zn = −Dn−1) ·G(n−1)d (zn−1 = −Dn−2)−1
· RUn−1 ·G(n−1)u (zn−1 = −Dn−2) · fn−1
(4.61)
Next, we notice that the upward propagating wave in the layer n−1 is a superposition
of the reflection of the downward propagating wave in the layer n−1 and the transmission
of the upward propagating wave in the layer n. At the interface z = −Dn−1, we have the
constraint condition
G(n−1)u (zn−1 = −Dn−1) · fn−1 = T(n)n,n−1 ·G(n)u (zn = −Dn−1) · fn
+ R(d)n−1,n ·G(n−1)d (zn−1 = −Dn−1) · gn−1
(4.62)
Substituting the expression of gn−1 from (4.58), we can write (4.62) as
G(n−1)u (zn−1 = −Dn−1) · fn−1 = T(n)n,n−1 ·G(n)u (zn = −Dn−1) · fn
+ R(d)n−1,n ·G(n−1)d (zn−1 = −Dn−1) ·G(n−1)d (zn−1 = −Dn−2)−1
· RUn−1 ·G(n−1)u (zn−1 = −Dn−2) · fn−1
(4.63)
From (4.61) and (4.63), we finally get the following recursive expression for the
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upward generalized reflection matrix:
RUn =R(u)n,n−1 + T
(d)
n−1,n ·G(n−1)d (zn−1 = −Dn−1 + Dn−2)·
RUn−1 ·G(n−1)u (zn−1 = −Dn−2 + Dn−1)·[
I − R(d)n−1,n ·G(n−1)d (zn−1 = −Dn−1 + Dn−2) · RUn−1·
G(n−1)u (zn−1 = −Dn−2 + Dn−1)
]−1 · T(u)n,n−1
(4.64)
Similarly, the recursive formulation of the downward generalized reflection matrix
is derived as follows,
RDn =R(d)n,n+1 + T
(u)
n+1,n ·G(n+1)u (zn+1 = −Dn + Dn+1)·
RDn+1 ·G(n+1)u (zn+1 = −Dn+1 + Dn)·[
I − R(u)n+1,n ·G(n+1)u (zn+1 = −Dn + Dn+1) · RDn+1·
G(n+1)d (zn+1 = −Dn+1 + Dn)
]−1 · T(d)n,n+1
(4.65)
From (4.59) and (4.63), the recursive expression for the upward generalized trans-
mission matrix is given by:
TUn =
[
I − R(d)n−1,n ·G(n−1)d (zn−1 = −Dn−1 + Dn−2)·
RUn−1 ·G(n−1)u (zn−1 = −Dn−2 + Dn−1)
]−1 · T(u)n,n−1
(4.66)
Similarly, the downward generalized transmission matrix can be expressed as:
TDn =
[
I − R(u)n+1,n ·G(n+1)u (zn+1 = −Dn + Dn+1)·
RDn+1 ·G(n+1)d (zn+1 = −Dn+1 + Dn)
]−1 · T(d)n,n+1
(4.67)
Chapter 4. Fast Solution of DGF for Multilayered Uniaxial Anisotropic Medium 101
4.3.3 Dyadic Green’s Function for the Case m = n
For the case where the source and observation points are in the same layer n, based on



















u(n)αβ · aˆ (4.70)
Based on the equation (4.37), En(ks; z) can be cast as follows












 · aˆ (4.72)
In an arbitrary layer n, the electric field is written as
En(ks; zn) = G(n)β (zn) ·G(n)β (−z′n) · S(n)β + G(n)u (zn) · fn + G(n)d (zn) · gn (4.73)
where two unknown vectors, fn and gn need to be determined. For zn > z′n,
En(ks; zn) = G(n)u (zn) ·
[
G(n)u (−z′n) · S(n)u + fn
]
+ G(n)d (zn) · gn (4.74)
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where the first term represents waves propagating upward and the second term repre-
sents waves propagating downward. At the interface z = −Dn−1, the downward prop-




d (zn = −Dn−1) · RUn ·G(n)u (zn = −Dn−1) ·
[
G(n)u (−z′) · S(n)u + fn
]
(4.75)
Similarly, for zn < z′n,
En(ks; zn) = G(n)d (zn) ·
[
G(n)d (−z′n) · S(n)d + gn
]
+ G(n)u (zn) · fn (4.76)
fn = G(n)
−1
u (zn = −Dn) · RDn ·G(n)d (zn = −Dn) ·
[
G(n)d (−z′) · S(n)d + gn
]
(4.77)
Solving for fn and gn from (4.75) and (4.77), we obtain
gn = G
(n)−1
d (zn = −Dn−1) · RUn ·Mn ·G(n)u (zn = −Dn−1)·[
G(n)u (−z′) · S(n)u + G(n)u (zn = Dn) · RDn·





u (zn = −Dn) · RDn · Nn ·G(n)d (zn = −Dn)·[
G(n)d (−z′) · S(n)d + G(n)d (zn = Dn−1) · RUn·
G(n)u (zn = −Dn−1) ·G(n)u (−z′) · S(n)u
]
(4.79)









I −G(n)d (zn = −Dn + Dn−1) · RUn ·G(n)u (zn = −Dn−1 + Dn) · RDn
]−1
(4.81)
Substituting (4.78) and (4.79) into (4.73), we get the following expression for the
electric field.
En(ks; zn) = G(n)β (zn) ·G(n)β (−z′n) · S(n)β +
G(n)u (zn) ·G(n)
−1
u (zn = −Dn) · RDn · Nn ·G(n)d (zn = −Dn)·[
G(n)d (−z′) · S(n)d + G(n)d (zn = Dn−1) · RUn·





d (zn = −Dn−1) · RUn ·Mn ·G(n)u (zn = −Dn−1)·[
G(n)u (−z′) · S(n)u + G(n)u (zn = Dn) · RDn ·G(n)d (zn = −Dn)·
G(n)d (−z′) · S(n)d
]
(4.82)
Here, β = u for zn > z′n and β = d for zn < z
′
n. Based on (4.38) and (4.82), the DGF in the
planar multilayered uniaxial anisotropic medium is given by the following expression
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for the case of m = n
Gnn(r, r′) = − 1



























































































































A2 = [G(n)u (zn = −Dn)]−1 · RDn · Nn ·G(n)d (zn = −Dn) (4.84)
A1 = A2 ·G(n)d (zn = Dn−1) · RUn ·G(n)u (zn = −Dn−1) (4.85)
A3 = [G(n)d (zn = −Dn−1)]−1 · RUn ·Mn ·G(n)u (zn = −Dn−1) (4.86)
A4 = A3 ·G(n)u (zn = Dn) · RDn ·G(n)d (zn = −Dn) (4.87)
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Mn = [I −G(n)u (zn = −Dn−1 + Dn) · RDn ·G(n)d (zn = −Dn + Dn−1) · RUn]−1 (4.88)
Nn = [I −G(n)d (zn = −Dn + Dn−1) · RUn ·G(n)u (zn = −Dn−1 + Dn) · RDn]−1 (4.89)
When the source point z′ is located above the observation point z, β in (4.83) is equal to
d. Otherwise, β is equal to u.
4.3.4 Dyadic Green’s Function for the Case m , n
First, the case m > n is considered. The source point is located inside the layer m and














em(z′m) = Mm ·G(m)u (zm = −Dm−1) ·
[
G(m)u (−z′m) · S(m)u +
G(m)u (zm = Dm) · RDm ·G(m)d (zm = −Dm − z′m) · S(m)d
] (4.91)
In the layer m − 1, the electric field can be represented as follows:
Em−1(ks; zm−1) = Gm−1u (zm−1) · fm−1 + G(m−1)d (zm−1) · gm−1 (4.92)
At the interface z = −Dm−2, the downward propagating wave is related to the upward
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propagating wave by the upward generalized reflection matrix RUm−1. This yields,
gm−1 = G
(m−1)−1
d (zm−1 = −Dm−2) · RUm−1 ·G(m−1)u (zm−1 = −Dm−2) · fm−1 (4.93)
At the interface z = −Dm−1, the upward propagating wave in the layer m−1 is related
to the upward propagating wave in the layer m by the upward generalized transmission
matrix TUm. That is,




u (zm−1 = −Dm−1) · TUm ·G(m)u (zm = −Dm−1) · e(m)(z′m) (4.95)
Thus, the electric field in the layer m − 1 is represented as
Em−1(ks; zm−1) =
[










u (zm−1 = −Dm−1) · TUm ·G(m)u (zm = −Dm−1) · em(z′m)
(4.96)
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Finally, the electric field in an arbitrary layer n above the source layer m is given by
En(ks; zn) =
[




d (zn = −Dn−1)·
RUn ·G(n)u (zn = −Dn−1)
]
·G(n)−1u (zn = −Dn) · Y(u)m,n·
G(m)u (zm = −Dm−1) · em(z′m)
(4.97)
where, Y(u)m,n is the generalized transmission matrix from the layer m to the layer n and
its expression is given by
Y(u)m,n = TUn+1 ·G(n+1)u (zn+1 = −Dn + Dn+1) · TUn+2
· . . . ·G(m−1)u (zm−1 = −Dm−2 + Dm−1) · TUm
(4.98)
Hence, substituting the formulation of em(z′m), we get the explicit expression of
En(ks; zn) for the case of m > n
En(ks; zn) =
[
G(n)u (zn + Dn) + G
(n)
d (zn + Dn−1) · RUn·
G(n)u (zn = −Dn−1 + Dn)
]
· Y(u)m,n ·Mm·[
G(m)u (zm = −Dm−1 − z′m) · S(m)u + G(m)u (zm = −Dm−1 + Dm)·
RDm ·G(m)d (zm = −Dm − z′m) · S(m)d
]
(4.99)
From (4.99), it is easy to obtain an explicit expression for the DGF Gnm(r, r′) for
the case of m > n. This yields
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Gnm(r, r′) = −ωµm4pi
∫ ∞
0
dkρ kρ · J0(kρρ)·[
e−ik
(n)













































































































B1 = Y(u)mn ·Mm (4.101)
B2 = B1 ·G(m)u (zm = −Dm−1 + Dm) · RDm (4.102)
B3 = RUn ·G(n)u (zn = −Dn−1 + Dn) · B1 (4.103)
B4 = B3 ·G(m)u (zm = −Dm−1 + Dm) · RDm (4.104)
For the case of m < n, following the same derivation process as employed earlier
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for the case of m > n, we get the expression for the electric field in the layer n as follows
En(ks; zn) =
[
G(n)d (zn + Dn−1) + G
(n)
u (zn + Dn) · RDn·
G(n)d (zn = −Dn + Dn−1)
]
· Y(d)mn · Nm·[
G(m)d (zm = −Dm − z′m) · S(m)d + G(m)d (zm = −Dm + Dm−1)·
RUm ·G(m)u (zm = −Dm−1 − z′m) · S(m)u
]
(4.105)
Thus, the explicit expression of the DGF for the case of m < n is given by
Gnm(r, r′) = −ωµm4pi
∫ ∞
0
dkρ kρ · J0(kρρ)·[
e−ik
(n)













































































































C4 = Y(d)mn · Nm (4.107)
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C3 = C4 ·G(m)d (zm = −Dm + Dm−1) · RDm (4.108)
C2 = RDn ·G(n)d (zn = −Dn + Dn−1) · C4 (4.109)
C1 = C2 ·G(m)d (zm = −Dm + Dm−1) · RUm (4.110)
A complete and generalized set of the DGF in the planar multilayered uniaxial
anisotropic media has been derived in the spectral domain. The important point to note
is that the formulations of Green’s function are independent of the choice of the coor-
dinate system. Hence, they are applicable to general multilayered structures without
any accompanying requirement for coordinate change, which is the primary shortcom-
ing in [70]. Similar expressions can be easily obtained for the DGF for the magnetic
field Γ(r, r′) due to an arbitrary oriented electric current point source and the DGF’s for
the electric field Gm(r, r′) and the magnetic field Γm(r, r′) due to an arbitrary oriented
magnetic current point source. From the three formulations (4.83)(4.100)(4.106), it is
clearly shown that the DGF’s in the spatial domain are expressed in terms of the cum-
bersome Sommerfeld integrals. To expedite the calculation of the Sommerfeld integrals,
the newly developed MFHT method is employed to calculate the DGF’s.
4.4 Numerical Results and Discussions
Various examples will be considered in this section in order to investigate the accuracy
and efficiency of the proposed algorithm through the calculation of the DGF for the
planar multilayered structure depicted in Fig. 4.2. The uppermost layer of the structure
is taken to be free space while the lowermost layer is PEC. The operating frequency is

















Figure 4.2: Geometry of a four-layer medium.
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Figure 4.3: Magnitude of G˜EJxx versus kρ for the four-layer isotropic medium with the
following parameters: z′ = 0 mm; z = −1.2 mm; layer 2: 2 = 2.10; layer 3: 3 =
9.80; layer 4: 4 = 8.60. The solid lines correspond to results obtained by the present
algorithm while the dots correspond to results from MPIE.
3 GHz for all examples.
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4.4.1 Comparison of Numerical Results in Spectral Domain
In the case of isotropic medium, it is known that the formulation of the correlation









It should be noted that the formulations of the DGF used in the MPIE have been well-
documented [126]. Here, one element of the DGF obtained by the present algorithm is
compared to the corresponding result from the Green’s function used in the MPIE for a
four-layer planar isotropic medium, as shown in Fig. 4.2. Fig. 4.3 depicts the spectrum
of GEJxx corresponding to Bessel function J2. It is evident from the resultant plots that
the spectral-domain Green’s functions obtained by the proposed algorithm agree very
well with the existing results from the MPIE when reduced to the isotropic case. The
accuracy of the DGF in the spectral domain has been validated.
4.4.2 Comparison of Numerical Results in Spatial Domain
The MFHT method is employed for the approximation of the spatial-domain Green’s
functions for a four-layer planar uniaxial anisotropic medium, as shown in Fig. 4.2. Fig.
4.4 depicts the magnitude of the element GEJxx of the DGF. In the three cases of Fig. 4.4,
the following parameters are kept unchanged, (2)t = 2.10, 
(3)
t = 9.80 and 
(4)
t = 8.60.
The parameters that are changed for the three cases are as follows. In the first case,
m = n = 2, z′ = −0.7 mm, z = −0.1 mm, and (2,3,4)z /(2,3,4)t = 1.1. In the second case,
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 MFHT(Case 1: m=n=2)
 Numerical Integration
 two-level DCIM
 MFHT(Case 2: m=1; n=2)
 Numerical Integration
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Figure 4.4: Magnitudes of GEJxx versus ρ for the four-layer structure with the following
parameters: Case 1: z′ = −0.7 mm, z = −0.1 mm, (2,3,4)z /(2,3,4)t = 1.1; Case 2: z′ =
0 mm, z = −0.7 mm, (2,3,4)z /(2,3,4)t = 1.5; Case 3: z′ = −1.2 mm, z = −0.6 mm,
(2,3,4)z /
(2,3,4)
t = 2.0. The solid lines correspond to results obtained by the MFHT method
while the dots correspond to results obtained by the numerical integration and DCIM.
Table 4.1: Comparison of the CPU Time for Computing Dyadic Green’s Function in
Space Domain (based on Intel Duo Core2, 2.8GHz PC running Fortran)
DNI DCIM MFHT MFHT
Example sec./per point sec. sec. sec./per point
Case 1 in Fig.4.4 179.02 116.14 46.72 0.875
Case 2 in Fig.4.4 413.68 122.30 106.89 1.312
Case 3 in Fig.4.4 413.20 137.13 106.70 1.407
200 Different ≈ 80, 000 ≈ 20, 000 - ≈ 300
Cases∗
∗ Without loss of the generality, 200 different numerical experiments are conducted.
The vertical position of the observation point is changed for 200 times, while the
position of the source point is fixed.
Chapter 4. Fast Solution of DGF for Multilayered Uniaxial Anisotropic Medium 114
m = 1, n = 2, z′ = 0 mm, z = −0.7 mm, and (2,3,4)z /(2,3,4)t = 1.5. In the third case,
m = 3, n = 2, z′ = −1.2 mm, z = −0.6 mm, and (2,3,4)z /(2,3,4)t = 2.0. The solid lines
represent the results obtained by the MFHT method, while the reference results obtained
by numerical integration are represented by the discrete points in the plots. The DCIM-
based numerical results are represented by the symbol ×. Clearly, the MFHT-based
results are in excellent agreement with the numerical integration results and DCIM-
based results. The results appear to confirm that based on the MFHT method, the DGF
for the planar multilayered uniaxial anisotropic medium can be calculated accurately .
Table 4.1 shows the computational time for calculating the DGF based on the di-
rect numerical integration (DNI), two-level DCIM and MFHT technique, respectively.
We have used the same 2.8GHz PC to run all these numerical experiments (based on
FORTRAN). Compared with the computational time taken by DNI, the time of MFHT
method listed in the fifth line of Table 4.1 is very short for calculating the Green’s func-
tion at one observation point. Fig. 4.4 shows there is excellent agreement between the
results of DNI and that of MFHT method. From the comparison of accuracy and ef-
ficiency between the two methods, it can be deduced that MFHT method could be an
attractive alternative to the rigorous, but computationally expensive DNI technique. The
third and fourth lines in Table 4.1 show the computational times for the three cases in
Fig. 4.4, based on the two-level DCIM and MFHT method respectively. It is observed
that the MFHT method requires less time than DCIM for the three experiments. Here,
in order to adequately sample the spectrum of Green’s function, the number of sampling
points on each level of DCIM is 1024. 1024 is one of the best choices for the accuracy
of GPOF technique, which is used in the DCIM method. The maximum relative trun-
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cation error of the MFHT method is set to be 10−7, in order to obtain accurate results
in a wide field area. With similar accuracy criteria, it seems that the MFHT method
performs better than DCIM in terms of efficiency. Moreover, it is worth mentioning
that the forms of the numerical results calculated by the DCIM and MFHT are totally
different. The closed-form Green’s function is obtained by the DCIM, while MFHT
method is employed to compute the Green’s function on discrete points. Table 4.1 also
lists the computational time for two hundred different numerical experiments, based on
the two-level DCIM and MFHT method. In two hundred experiments, the position of
source point is fixed and the vertical position of observation point changes. It is clearly
demonstrated that the closed-form Green’s function obtained by DCIM offers no appar-
ent superiority and the computational efficiency of MFHT method is almost 65 times
higher than that of DCIM. In the practical applications of multilayered medium, such as
microstrip antenna, when the vertical position of the feeding point or field point needs
to be changed frequently, the MFHT method can be a powerful tool for the calculation
of the multilayered Green’s functions.
4.4.3 Influence of Material Anisotropy
For the final example considered in this chapter, we seek to examine another aspect
of the proposed algorithm’s accuracy as well as to investigate the influence of material
anisotropy on the DGF. The accuracy of this algorithm has not been sufficiently validated
since the closed-form Green’s functions used in the EFIE in the planar multilayered
uniaxial anisotropic media have not been derived so far. However, we can validate
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Figure 4.5: Magnitudes of GEJxx versus ρ for the four-layer structure with the following
parameters: m=n=2; z′ = −0.7 mm; z = −0.1 mm; layer 2: (2)t = 2.10; layer 3:
(3)t = 9.80; layer 4: 
(4)





the accuracy implicitly through numerical examples. Fig. 4.5 shows the magnitude of
GEJxx with z
′ = −0.7 mm and z = −0.1 mm. Fig. 4.6 shows the magnitude of GEJzz with
z′ = 0 mm and z = −1.2 mm and Fig. 4.7 shows the magnitude of GEJxz with z′ = −1.2 mm
and z = −0.1 mm. For the three figures, (2)t = 2.10, (3)t = 9.80, (4)t = 8.60 and
(2,3,4)z /
(2,3,4)
t = 0.5/1.0/2.0/4.0. Clearly, the closer the value of z/t is progressively
decreased to 1.0, the closer the magnitudes of the DGF are to the results for the case
where z/t = 1.0. Note that the results of the field Green’s functions corresponding
to z/t = 1.0 are accurate since the accuracy of the spectral-domain Green’s functions
reduced to the isotropic case have been validated earlier. This serves as an indication
that the presented algorithm for deriving the DGF is correct. Fig. 4.8 and Fig. 4.9
depict the three-dimensional magnitudes of GEJxx and G
EJ
xz respectively, with 
(2)
t = 2.10,
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Figure 4.6: Magnitudes of GEJzz versus ρ for the four-layer structure with the following
parameters: m=1; n=3; z′ = 0 mm; z = −1.2 mm; layer 2: (2)t = 2.10; layer 3:
(3)t = 9.80; layer 4: 
(4)













/0 = −9.0 ∼ 9.0, (4)t = 8.60 and (4)z = 2(4)t . The
two plots clearly show the influence of material anisotropy on the Green’s functions.




increases, the values of the DGF increase
in the near field, and decrease in the intermediate field and far field. This implies that
in the multilayered medium, the value of electric field increases in the near field and
decreases in the intermediate field and far field as the material anisotropy increases.
The investigation of the material anisotropy’s characteristic can pave the way for the
practical application of multilayered uniaxial anisotropic media.
Chapter 4. Fast Solution of DGF for Multilayered Uniaxial Anisotropic Medium 118























 (2,3,4)z / (2,3,4)t =0.5
 (2,3,4)z / (2,3,4)t =1.0
 (2,3,4)z / (2,3,4)t =2.0
 (2,3,4)z / (2,3,4)t =4.0
 
 
Figure 4.7: Magnitudes of GEJxz versus ρ for the four-layer structure with the following
parameters: m=3; n=2; z′ = −1.2 mm; z = −0.1 mm; layer 2: (2)t = 2.10; layer 3:
(3)t = 9.80; layer 4: 
(4)






In this chapter, a systematic and fast algorithm has been presented for the rigorous deter-
mination of the DGF’s in the planar multilayered uniaxial anisotropic media. This algo-
rithm employs the kDB coordinate system to obtain the characteristic field vectors and
uses Fourier transform to derive the unbounded Green’s function. One important contri-
bution of the proposed algorithm is that a complete and generalized set of the spectral-
domain Green’s function in the planar multilayered uniaxial anisotropic media has been
derived. Based on the MFHT method, the fast solutions of spatial-domain Green’s func-
tion are obtained for the multilayered uniaxial anisotropic media. The MFHT technique
has been introduced and its excellent efficiency has been numerically demonstrated. To
validate the proposed algorithm and the accuracy of the DGF, the numerical examples
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Figure 4.8: Three-dimensional magnitudes of GEJxx versus ρ and permittivity tensor for
the four-layer structure with the following parameters: m=1; n=3; z′ = 0 mm; z = −1.2










/0 = −9.0 ∼ 9.0;





are implemented in both the spectral domain and spatial domain. The numerical results
have been shown to be very accurate and computationally efficient. It paves the path
for modeling emerging microwave and optical devices involving composite birefringent
materials.
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Figure 4.9: Three-dimensional magnitudes of GEJxz versus ρ and permittivity tensor for
the four-layer structure with the following parameters: m=1; n=3; z′ = 0 mm; z = −1.2
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Fast Solution of Dyadic Green’s
Function for Multilayered Gyrotropic
Medium
5.1 Introduction
Besides the application range of MMIC and microwave antennas, anisotropic materials
have been found to have important applications in optical devices and radar absorb-
ing materials [18, 56, 57, 58, 59, 60]. Due to the practical applications of anisotropic
materials in multilayered geometries [61, 62, 63, 64, 65], the accurate and expedient
calculation of the multilayered Green’s function in both the spectral and spatial domains
is highly necessary and important as a characterization tool. In this chapter, we will
consider the material with a permittivity tensor and a permeability scalar, which refers
to the gyrotropic medium.
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In a homogeneous, gyrotropic medium, there exist two types of waves, type I and
type II, which are generally decoupled in a homogeneous medium. However, in the
presence of a planar interface, the two types of waves are coupled to each other at the
interface. A type I wave or a type II wave may generate transmitted and reflected waves
of type I and type II. Thus, the reflection and transmission coefficients needs to be rep-
resented by matrices in the gyrotropic medium. This characteristic is totally different
from that of a homogeneous and isotropic medium where the two types of waves, TE
and TM, are still decoupled at the interface. Hence, the problem of waves in multilay-
ered gyrotropic media has to be regarded as a vector field problem, instead of a scalar
problem. Although the derivation of the spectral-domain Green’s functions for a mul-
tilayered gyrotropic medium can be traced back to an early time, the existing studies
are still subject to considerable simplification which makes its application uncertain.
Therefore, there is still room for the development and improvement of the deriving al-
gorithm to develop a holistic and customizable formulations of spectral-domain Green’s
functions.
Besides, previous work only deals with the formulations of spectral-domain Green’s
functions for multilayered anisotropic media. The accuracy of the DGF’s in the spec-
tral domain has not been validated through numerical examples. Moreover, previous
work has not presented a comprehensive discussion on the numerical results of the
spatial-domain Green’s function for a multilayered gyrotropic medium so far. Thus, an-
other major aim of this research work is to systematically derive the spectral-domain
Green’s functions for the multilayered gyrotropic media, prove the effectiveness of
spectral-domain Green’s functions, calculate the spatial-domain Green’s functions for
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the multilayered gyrotropic medium, and more importantly, to investigate the influence
of material’s anisotropy upon the DGF’s. This study may be valuable to enhance the
understanding of electromagnetic properties in the gyrotropic media.
The final study reported in the thesis is aimed at rigorously deriving and calculating
DGF’s for the planar multilayered gyrotropic media based on the fast method. The kDB
coordinate system associated with the wave iterative technique is employed to derive
the spectral-domain Green’s function. This algorithm is mainly dependent on the ac-
curate derivation of unbounded DGF and scattered Green’s function in the gyrotropic
media, which can be classified into the type I wave and type II wave. Then, the newly
developed MFHT method is used for the calculation of the DGF in the planar multilay-
ered gyrotropic media. Although the main idea of the derivation procedure is similar to
the case of uniaxial anisotropic medium, the coupling behavior of characteristic waves
results in the totally different formulation of unbounded Green’s function and the intro-
duction of off-diagonal elements for reflection and transmission coefficients makes the
derivation process more complicated. To gain insight into the DGF’s in the multilayered
gyrotropic medium, numerical experiments are carried out to determine the accuracy of
spectral-domain Green’s functions derived by the newly developed deriving algorithm.
Then, the spatial-domain Green’s functions are, for the first time, calculated by the fast
method. More importantly, we explore the influence of material’s anisotropy on the
Green’s functions.
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5.2 Spectral-domain Green’s Function for Gyrotropic
Medium
In this chapter, similarly to what we did in the previous chapter, with the use of the kDB
coordinate system and WIT, we will focus on the derivation of spectral-domain Green’s
function for the multilayered gyrotropic medium, gaining in simplicity without losing
the property in generality.
5.3 Unbounded Dyadic Green’s Function for Gyrotropic
Medium
The gyrotropic medium is characterized by scalar magnetic permeability µ and electric
permittivity tensor . When the optic axis of the gyrotropic medium is in the zˆ direction,








In the xyz coordinate system, the constitutive relations in the gyrotropic medium are
E = κ · D (5.2)
H = νB (5.3)











ν = µ−1 (5.5)
The notation κ is the impermittivity tensor. It is known that there are two distinct char-
acteristic waves, type I wave and type II wave, for the gyrotropic medium [123]. Their









(κ − κz)2k4s + 4κ2gk2z k2
]
(5.6)
Usually, the positive sign corresponds to type I wave and the negative sign corre-
sponds to type II wave [123]. After mathematical manipulation of (5.6), we obtain a
quartic equation of kz associated with the two types of waves
a k4z + b k
2
z + c = 0 (5.7)
where
a = (κ2 − κ2z )ν2 (5.8)
b = −2κ ω2 ν + (κ2 − κ2g + κ κz)k2s ν2 (5.9)
c = ω4 − ω2(κ + κz) k2s ν + κ κz k4s (5.10)
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The solutions to (5.7) include four roots kz = ±kzα (α = I, II). The subscripts I
and II denote the type I wave and type II wave respectively, and −kzα and +kzα refer to
the upward propagating wave and downward propagating wave respectively. By using
the kDB system, the electric and magnetic fields in the xyz coordinate system can be
represented as
E(k) = κ · [D1(k)hˆ − D2(k)vˆ(kz)] (5.11)
H(k) = −ω
k













(xˆ kx + yˆ ky) (5.15)
The term D1,2 represents the two components of D projected onto the kDB coordinator




−2i κg k kz
(κ − κz) k2s ±
√
(κ − κz)2k4s + 4κ2g k2z k2
(5.16)
Here, one important point to note is that the determination of type I wave and type II
wave. Since there are two square roots for the radical sign itself, adding the plus/minus
sign would result in the discontinuity of kz and k. Thus, it is difficult to determine type I
or II wave just through the sign ± in (5.6) and (5.16). In order to avoid this discontinuity,
we set the criterion of determining type I wave as that the imaginary part of kI should be
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a positive number.
Considering the roots of (5.7), we can write the characteristic field vectors as fol-
lows:
eαβ(ks) ≡ E(ks,±kzα) = κ · [D1α(k)hˆ − D2α(k)vˆ(±kzα)] (5.17)







and α = I, II; β = u, d. In the Fourier spectral domain, the electric field E(ks; z\z′)
(z , z′) can be expressed as a superposition of type I and type II waves










In this work, we assume that the electric current point source is arbitrarily oriented,
which is expressed by
J(r) = aˆδ(r − r′) (5.21)
where aˆ is an arbitrary unit vector. In order to obtain the unknown values of amplitudes
Aαβ(ks), we employ the spectral-domain wave equation to formulate the electric field
L(k) · E(k) = −iωµJ(ks, kz) (5.22)
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where
J(ks, kz) = − 1(2pi)3 aˆ (5.23)
L(k) is the dyadic Helmholtz operator for the gyrotropic medium.
L(k) = k2I − ω2µ − kk (5.24)
After algebraic manipulations, (5.24) can be recast in the following form:
L(k) =k2αI − ω2µ − kαβkαβ + (k2z − k2zα)(hˆhˆ + kˆskˆs)−
ks[kz − (±kzα)](zˆkˆs + kˆszˆ)
(5.25)


























{Aαu[(kz + kzα)(hˆhˆ + kˆskˆs) − ks(zˆkˆs + kˆszˆ)] · eαu−
Aαd[(kz − kzα)(hˆhˆ + kˆskˆs) − ks(zˆkˆs + kˆszˆ)] · eαd}
= −iωµJ(ks, kz)
(5.27)
The solutions to the four unknowns Aαβ (α = I, II; β = u, d) need four independent
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equations. Subsequently, we substitute kz = ±kzα and premultiply (5.27) by the charac-
teristic field vectors eα′β′ . Finally, we get four independent equations for the solutions
of Aαβ. Considering the coupled relationship between the type I wave and type II wave,
we write the four equations as
Quu · Au −Qud · Ad = −2piωµΩu · Su (5.28)






















Qαβ,α′β ′ = (kzαβ + kzα′β ′)eαβ · eα′β ′ − eαβ · (zˆkαβ + kα′β ′ zˆ) · eα′β ′ (5.34)
Solving (5.28) and (5.29) yields
Au = −piωµ (Muu ·Ωu · Su + Mdu ·Ωd · Sd) (5.35)
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Ad = −piωµ (Mud ·Ωu · Su + Mdd ·Ωd · Sd) (5.36)
with
Mββ ′ = 2
(
Qββ ′ −Qββ ′ ·Q−1β β ′ ·Qββ ′
)−1
, β ′ = u (5.37)
Mββ ′ = −2
(
Qββ ′ −Qββ ′ ·Q−1β β ′ ·Qββ ′
)−1
, β ′ = d (5.38)
with β = u if β = d and β = d if β = u. Substituting (5.35)(5.36) into (5.20) and casting
it in a matrix form, we obtain
E(ks; z\z′) = − piωµPtβ(z\z′) ·Ωβ·(
Mββ ·Ωβ · Sβ + Mββ ·Ωβ · Sβ
)










Then, the electric field in the spatial domain is expressed by applying the inverse
Fourier transform to E(ks; z\z′)






Mββ ·Ωβ · Sβ + Mββ ·Ωβ · Sβ
)
dks, r , r′
(5.41)
When r = r′, the above formulation for the electric field does not exhibit the proper
singular behavior. This singular behavior can be captured from the asymptotic behavior
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of E(k) when |kz| → ∞, which is given by
E(k) ∼ − 1
(2pi)3
1
iωzˆ ·  · zˆ
zˆzˆ · aˆδ(z − z′), |kz| → ∞ (5.42)
Thus, the complete expression for the electric field in the unbounded gyrotropic medium
is represented by
E(r,r′) = − 1
iωzˆ ·  · zˆ















dr′Gnn(r, r′) · J(r′) (5.44)
the formulations of the DGF in the unbounded gyrotropic medium can be derived from
(5.43) in the following explicit form.
for z > z′
G(r, r′) = − 1
iωzˆ ·  · zˆ





s) · [e−ikzI(z−z′)eIuuIu + e−ikzII(z−z′)eIIuuIIu] (5.45)
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Figure 5.1: Geometry of the general planar multilayered gyrotropic medium.
for z < z′
G(r, r′) = − 1
iωzˆ ·  · zˆ





s) · [eikzI(z−z′)eIduId + eikzII(z−z′)eIIduIId] (5.46)
where
uIβ =Mββ(1, 1) eIβ + Mββ(1, 2) eIIβ
Mββ(1, 1) eIβ + Mββ(1, 2) eIIβ
(5.47)
uIIβ =Mββ(2, 1) eIβ + Mββ(2, 2) eIIβ
Mββ(2, 1) eIβ + Mββ(2, 2) eIIβ
(5.48)
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5.4 Dyadic Green’s Function for the Planar Multilay-
ered Gyrotropic Medium
In this section, based on the boundary condition and the WIT, the holistic formulations
of reflection and transmission coefficients are systematically derived. Then, similar to
the preceding chapter, the complete and generalized formulations of the spectral-domain
Green’s function in the planar multilayered gyrotropic media can be obtained for three
cases: m = n, m > n and m < n. The formulations are omitted in this chapter.
5.4.1 Local Reflection and Transmission Matrices
To satisfy the boundary conditions of the continuity of the tangential electric and mag-
netic fields, the tangential components of E and H along the the hˆ and kˆs directions are








· R(β)m,n = Y(n)β · T(β)m,n (5.50)
where Rβm,n is the local reflection matrix and T
β
m,n is the local transmission matrix. The






















hˆ · e(m)Iβ hˆ · e(m)IIβ




hˆ · h(m)Iβ hˆ · h(m)IIβ
kˆs · h(m)Iβ kˆs · h(m)IIβ
 (5.54)
Rαmn is the local reflection coefficient when the incident plane wave is in region m; T
α
mn is
the local transmission coefficient from region m to region n.




























5.4.2 Global Reflection and Transmission Matrices
Because of multiple reflections and cross-polarization effects, the electric field in an ar-
bitrary layer n is represented in terms of upward propagating and downward propagating
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waves, as follows:
En(zn) ≡ E(ks; zn) = f Ine(n)Iu e−ik
(n)












which can be cast in the following matrix form



































system. The first component on the diagonal of G(n)u (zn) is along e
(n)
Iu and the second
component along e(n)IIu. Similarly, G
(n)
d (zn) represents the downward propagating wave
expressed in the [e(n)Id , e
(n)
IId] coordinate system. In the layer n − 1, the electric field vector
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is expressed by
En−1(zn−1) = G(n−1)u (zn−1) · fn−1 + G(n−1)d (zn−1) · gn−1 (5.63)
At the interface of layer n − 1 and layer n, the upward global reflection and trans-
mission matrices are related with the fields by the following relationships:
G(n)d (zn = −Dn−1) · gn = RUn ·G(n)u (zn = −Dn−1) · fn (5.64)
TUn ·G(n)u (zn = −Dn−1) · fn = G(n−1)u (zn−1 = −Dn−1) · fn−1 (5.65)
where RUn and TUn are the global reflection matrix and global transmission matrix from
layer n to layer n − 1, respectively. It is noted that the downward propagating wave in
the layer n is a consequence of the transmission of the downward propagating wave in
the layer n− 1 in combination with the reflection of the upward propagating wave in the
layer n. Thus, at the interface z = −Dn−1, the constraint condition is
RUn·G(n)u (zn = −Dn−1) · fn = R(u)n,n−1 ·G(n)u (zn = −Dn−1) · fn
+Tdn−1,n ·G(n−1)d (zn = −Dn−1) · gn−1
(5.66)
By using the expression of gn from (5.64), we can write (5.66) as
RUn ·G(n)u (zn = −Dn−1) · fn = R(u)n,n−1 ·G(n)u (zn = −Dn−1) · fn
+Tdn−1,n ·G(n−1)d (zn = −Dn−1) ·G(n−1)d (zn−1 = −Dn−2)−1
· RUn−1 ·G(n−1)u (zn−1 = −Dn−2) · fn−1
(5.67)
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Next, we notice that the upward propagating wave in the layer n−1 is a superposition
of the reflection of the downward propagating wave in the layer n−1 and the transmission
of the upward propagating wave in the layer n. At the interface z = −Dn−1, we have the
constraint condition
G(n−1)u (zn−1 = −Dn−1) · fn−1 = T(n)n,n−1 ·G(n)u (zn = −Dn−1) · fn
+ R(d)n−1,n ·G(n−1)d (zn−1 = −Dn−1) · gn−1
(5.68)
Substituting the expression of gn−1 from (5.64), we can write (5.68) as
G(n−1)u (zn−1 = −Dn−1) · fn−1 = T(n)n,n−1 ·G(n)u (zn = −Dn−1) · fn
+ R(d)n−1,n ·G(n−1)d (zn−1 = −Dn−1) ·G(n−1)d (zn−1 = −Dn−2)−1
· RUn−1 ·G(n−1)u (zn−1 = −Dn−2) · fn−1
(5.69)
From (5.67) and (5.69), we finally get the following recursive expression for the
upward global reflection matrix:
RUn =R(u)n,n−1 + T
(d)
n−1,n ·G(n−1)d (zn−1 = −Dn−1 + Dn−2)·
RUn−1 ·G(n−1)u (zn−1 = −Dn−2 + Dn−1)·[
I − R(d)n−1,n ·G(n−1)d (zn−1 = −Dn−1 + Dn−2) · RUn−1·
G(n−1)u (zn−1 = −Dn−2 + Dn−1)
]−1 · T(u)n,n−1
(5.70)
Similarly, the recursive formulation of the downward global reflection matrix is
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derived as follows,
RDn =R(d)n,n+1 + T
(u)
n+1,n ·G(n+1)u (zn+1 = −Dn + Dn+1)·
RDn+1 ·G(n+1)u (zn+1 = −Dn+1 + Dn)·[
I − R(u)n+1,n ·G(n+1)u (zn+1 = −Dn + Dn+1) · RDn+1·
G(n+1)d (zn+1 = −Dn+1 + Dn)
]−1 · T(d)n,n+1
(5.71)
From (5.65) and (5.69), the recursive expression for the upward global transmission
matrix is given by:
TUn =
[
I − R(d)n−1,n ·G(n−1)d (zn−1 = −Dn−1 + Dn−2)·
RUn−1 ·G(n−1)u (zn−1 = −Dn−2 + Dn−1)
]−1 · T(u)n,n−1
(5.72)
Similarly, the downward global transmission matrix can be expressed as:
TDn =
[
I − R(u)n+1,n ·G(n+1)u (zn+1 = −Dn + Dn+1)·
RDn+1 ·G(n+1)d (zn+1 = −Dn+1 + Dn)
]−1 · T(d)n,n+1
(5.73)
Most of what we have done in this section on dielectric gyrotropic media applies in
a straight-froward way to other complex media as well.
5.5 Numerical Results and Discussions
Various examples will be considered in this section in order to investigate the accuracy
and efficiency of the proposed algorithm through the calculation of the DGF for the
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Figure 5.2: Geometry of a four-layer medium.
planar multilayered structure depicted in Fig. 5.2. The uppermost layer is taken to be
free space, while the lowermost layer is PEC. The operating frequency is 3 GHz for all
examples. To expedite the calculation of the Sommerfeld integrals, the newly developed
MFHT method is employed to calculate the DGF’s.
5.5.1 Comparison of Numerical Results in Spectral Domain
In the case of isotropic medium, the formulation of the correlation between the Green’s









Here, one element of the DGF obtained by the present algorithm is compared to the
corresponding result from the Green’s function used in the MPIE for a four-layer planar
isotropic medium, as shown in Fig. 5.2. Fig. 5.3 depicts the spectrum of GEJzz . It is
evident from the resultant plots that the spectral-domain Green’s functions obtained by
the proposed algorithm agree very well with the existing results from the MPIE when
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Figure 5.3: Magnitude of G˜EJzz versus kρ for the four-layer isotropic medium with the
following parameters: z′ = 0 mm; z = −1.2 mm; layer 2: 2 = 2.10; layer 3: 3 =
9.80; layer 4: 4 = 8.60. The solid lines correspond to results obtained by the present
algorithm while the dots correspond to results from MPIE.
reduced to the isotropic case. The accuracy of the DGF in the spectral domain has been
validated.
5.5.2 Comparison of Numerical Results in Spatial Domain
The MFHT method is employed for the approximation of the spatial-domain Green’s
functions for a four-layer planar gyrotropic medium, as shown in Fig. 5.2. Fig. 5.4
depicts the magnitude of the element GEJzz of the DGF. In the three cases of Fig. 5.4,




t = 1.5, 
(2)
g = 20,
(3)t = 9.80 and 
(4)
t = 8.60. The parameters that are changed for the three cases are
as follows. In the first case, m = n = 2, z′ = −0.7 mm, z = −0.1 mm. In the second
case, m = 1, n = 3, z′ = 0 mm, z = −1.2 mm. In the third case, m = 3, n = 2,
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Figure 5.4: Magnitudes of GEJzz versus ρ for the four-layer structure with the following
parameters: Case 1: z′ = −0.7 mm, z = −0.1 mm, (2)z /(2)t = 1.5, (2)g /0 = 2; Case
2: z′ = 0 mm, z = −1.2 mm, (2)z /(2)t = 1.5, (2)g /0 = 2; Case 3: z′ = −1.2 mm,
z = −0.6 mm, (2)z /(2)t = 1.5, (2)g /0 = 2. The solid lines correspond to results obtained
by the MFHT method while the dots correspond to results obtained by the numerical
integration and DCIM.
z′ = −1.2 mm, z = −0.6 mm. The reference results, represented by the discrete points in
the plots, are obtained through the numerical integration of the spectrum on deformed
paths parallel to the real axis. The MFHT-based numerical results are represented by the
solid lines, while the DCIM-based numerical results are represented by the symbol ×.
Clearly, the MFHT-based results are in excellent agreement with the numerical integra-
tion results and DCIM-based results. The results offer a strong confirmation that based
on the MFHT method, the DGF’s for the planar multilayered gyrotropic medium can be
calculated accurately.
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Figure 5.5: Magnitudes of GEJxx versus ρ for the four-layer structure with the following
parameters: m=n=2; z′ = −0.7 mm; z = −0.1 mm; layer 2: (2)t = 2.10, (2)z /(2)t = 1.5,
(2)g /0 = 0.2/2.0/20; layer 3: 
(3)
= 9.80I; layer 4: 
(4)
= 8.60I.
5.5.3 Influence of Material Anisotropy
For the final example considered in this chapter, we seek to investigate the influence
of material’s anisotropy on the DGF’s. Figs. 5.5-5.13 show the magnitudes of all














zy , and G
EJ
zz , respec-
tively. For the nine figures, z′ = −0.7 mm, z = −0.1 mm, (2)t = 2.10, (2)z /(2)t = 1.5,
(2)g /0 = 0.2/2.0/20, 
(3)
= 9.80I, and 
(4)
= 8.60I. The nine figures clearly show
the influence of material’s anisotropy on the Green’s functions. It can be clearly seen
that the off-diagonal elements of the permittivity of gyrotropic medium has insignifi-






zx , and G
EJ
zz . It is also noticed





zy) also increase in the intermediate and far fields. This implies that in the
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Figure 5.6: Magnitudes of GEJxy versus ρ for the four-layer structure with the following
parameters: m=n=2; z′ = −0.7 mm; z = −0.1 mm; layer 2: (2)t = 2.10, (2)z /(2)t = 1.5,
(2)g /0 = 0.2/2.0/20; layer 3: 
(3)
= 9.80I; layer 4: 
(4)
= 8.60I.
multilayered medium, the value of electric field increases in the near and intermediate
fields as the material’s anisotropy increases. It is worth mentioning that the DGF in a
gyrotropic medium is not an Hermitian matrix as in the case of isotropic and uniaxial
anisotropic media, which is due to the reason that the duality formalism is not applicable
to an anisotropic medium. The investigation of the material’s anisotropy may provide
guidelines for the development of computer-aided design tools for the electromagnetic
performance prediction of optical devices and radar absorbing materials.
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Figure 5.7: Magnitudes of GEJxz versus ρ for the four-layer structure with the following
parameters: m=n=2; z′ = −0.7 mm; z = −0.1 mm; layer 2: (2)t = 2.10, (2)z /(2)t = 1.5,
(2)g /0 = 0.2/2.0/20; layer 3: 
(3)




In this chapter, a holistic and efficient algorithm has been introduced for the rigorous
derivation of the DGF’s in the planar multilayered gyrotropic media. The kDB coordi-
nate system is employed to obtain the characteristic field vectors and the Fourier trans-
form is exploited to derive the unbounded Green’s function. One key contribution of the
proposed algorithm is that a generalized set of the spectral-domain Green’s function in
the planar multilayered gyrotropic media has been derived. Based on the MFHT method,
the fast solutions of spatial-domain Green’s function are, for the first time, obtained for
the multilayered gyrotropic media. To verify the accuracy of the proposed algorithm and
the spatial-domain Green’s function, the numerical examples are implemented in both
the spectral domain and spatial domain. The numerical results have been demonstrated
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Figure 5.8: Magnitudes of GEJyx versus ρ for the four-layer structure with the following
parameters: m=n=2; z′ = −0.7 mm; z = −0.1 mm; layer 2: (2)t = 2.10, (2)z /(2)t = 1.5,
(2)g /0 = 0.2/2.0/20; layer 3: 
(3)
= 9.80I; layer 4: 
(4)
= 8.60I.
to have excellent performance in both the accuracy and efficiency. The exploration of
the material anisotropy’s characteristic may provide guidelines for the development of
computer-aided design tools for the electromagnetic performance prediction of optical
devices and radar absorbing materials.
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Figure 5.9: Magnitudes of GEJyy versus ρ for the four-layer structure with the following
parameters: m=n=2; z′ = −0.7 mm; z = −0.1 mm; layer 2: (2)t = 2.10, (2)z /(2)t = 1.5,
(2)g /0 = 0.2/2.0/20; layer 3: 
(3)
= 9.80I; layer 4: 
(4)
= 8.60I.






































Figure 5.10: Magnitudes of GEJyz versus ρ for the four-layer structure with the following
parameters: m=n=2; z′ = −0.7 mm; z = −0.1 mm; layer 2: (2)t = 2.10, (2)z /(2)t = 1.5,
(2)g /0 = 0.2/2.0/20; layer 3: 
(3)
= 9.80I; layer 4: 
(4)
= 8.60I.
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Figure 5.11: Magnitudes of GEJzx versus ρ for the four-layer structure with the following
parameters: m=n=2; z′ = −0.7 mm; z = −0.1 mm; layer 2: (2)t = 2.10, (2)z /(2)t = 1.5,
(2)g /0 = 0.2/2.0/20; layer 3: 
(3)
= 9.80I; layer 4: 
(4)
= 8.60I.






































Figure 5.12: Magnitudes of GEJzy versus ρ for the four-layer structure with the following
parameters: m=n=2; z′ = −0.7 mm; z = −0.1 mm; layer 2: (2)t = 2.10, (2)z /(2)t = 1.5,
(2)g /0 = 0.2/2.0/20; layer 3: 
(3)
= 9.80I; layer 4: 
(4)
= 8.60I.
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Figure 5.13: Magnitudes of GEJzz versus ρ for the four-layer structure with the following
parameters: m=n=2; z′ = −0.7 mm; z = −0.1 mm; layer 2: (2)t = 2.10, (2)z /(2)t = 1.5,
(2)g /0 = 0.2/2.0/20; layer 3: 
(3)





In this thesis, the traditional FHT method was improved to extend its application range
to the general multilayered structure problems. It was found that the fast Hankel trans-
form filter developed until now only permits the input function to be smooth and the
FHT method is only applicable for shielded multilayered geometries. To overcome this
limitation, the primary objective of the present study was to develop the MFHT method
by deforming the integration path of SI from the real axis to the quadrant and expand
the Bessel function with a complex argument as a sum of terms. The MFHT method
has been proven to be a valuable and robust improvement of the traditional FHT method
to calculate the DGF’s for a general multilayered structure and successfully extend the
application range of FHT method to a general multilayered structure. In view of its
excellent performance in both accuracy and robustness, MFHT method can provide a
powerful tool for the calculation of DGF’s for a general multilayered problem. One
limitation of MFHT method is that the valid distance range of MFHT method is con-
fined to the near and intermediate fields, which can be further alleviated by applying the
149
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extrapolation method to the extension of the valid range.
Three popular methods for calculating multilayered Green’s functions, i.e., the dis-
crete complex image method, the window function method and the modified fast Hankel
transform method, were systematically studied to explain their computational theories
and the selection criteria of crucial parameters. Then, for the first time, the robustness
and efficiency of the three methods for the general multilayered problems were carefully
examined and compared through numerical examples. Finally, through making compar-
isons of numerical results, we gave a critical discussion on the possible sources of errors
and their remedies, as well as the advantages, restrictions and range of validity for the
three fast methods. The DCIM has been shown to be powerful for calculating the DGF’s
in closed form for all the ranges of distance, but lack of reliable automated procedures
for the complicated extraction of contribution of SWP’s. WFM is also an alternative fast
method for calculating the multilayered Green’s functions. However, since the approx-
imation process based on WFM requires six integral terms for calculating DGF’s, the
approximation is quite laborious and complicated. MFHT method has excellent perfor-
mance in both accuracy and robustness. One major contribution of the studies is that
discussing the valid application range of DCIM, WFM and MFHT method has provided
definite answers to the questions on their disadvantages and limitations. The comparison
of accuracy and efficiency for the three fast methods provides guidelines for the devel-
opment of computer-aided design tools for the electromagnetic performance prediction
of practical problems.
Since the practical applications of complex media in multilayered geometries have
attracted considerable attention, we have successfully carried out the accurate and ex-
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pedient calculation of the dyadic Green’s functions in both spectral domain and spa-
tial domain for the multilayered uniaxial anisotropic medium and gyrotropic medium.
However, until now, the derivation of spectral-domain Green’s function for the multilay-
ered anisotropic media is still lack of a systematic and robust methodology. Moreover,
the spatial-domain Green’s function and the influence of material’s anisotropy upon the
DGF’s for the multilayered anisotropic media has not been investigated or discussed yet.
Thus, the spectral-domain Green’s function was systematically derived used in the EFIE
for the multilayered uniaxial anisotropic medium and gyrotropic medium, and then, the
spatial-domain Green’s functions in the two kinds of media were calculated based on the
fast methods. More importantly, the influence of material’s anisotropy upon the DGF’s
was investigated. The kDB coordinate system is exploited and integrated with the WIT
to derive the spectral-domain Green’s function. The study of the DGF’s for the multilay-
ered anisotropic media may be valuable to enhance the understanding of electromagnetic
properties in the anisotropic media and pave the path for modeling emerging microwave
and optical devices involving composite anisotropic materials.
Based on the numerical results obtained, discussion presented and conclusion drawn
from this research work, some potential areas for further investigation related to the
multilayered Green’s function are highlighted below.
One interesting avenue for future work is the extension of calculation of DGF’s to
other complex media for broader application. This is progressively necessary as com-
plex media have attracted a great deal of interest due to their salient anisotropy features
and their future practical application to microwave circuits and antennas. Since the sys-
tematical and robust deriving algorithm for the multilayered anisotropic medium has
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been developed, it should be feasible and straightforward to calculate the DGF’s for
other complex media based on the fast methods.
Another recommendable area for future work is to employ the DGF’s associated
with the MoM to analyze the properties of the integrated circuits and microstrip anten-
nas involved to the multilayered problems. Since the DGF’s corresponding to the mul-
tilayered environment can be calculated accurately and efficiently, it would be tempting
to carry out the full wave analysis of microwave circuits and provide a powerful tool to
the development of computer-aided design tools.
Another interesting area for future work is to exploit the DGF’s to design and an-
alyze the radar absorbing materials. Radar absorbing materials could be realized via
multilayered anisotropic media and they are widely used in many applications, such as
anechoic chambers, improving microwave systems’ electromagnetic compatibility, and
camouflaging military targets. Since the influence of multilayered anisotropic media on
the electromagnetic fields and radar cross section can be quantitatively obtained based
on the DGF’s, it would be robust and effective to employ the DGF’s to design a multi-
layered coating with minimal reflection coefficients at a specified range of frequencies.
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