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DERIVATIONS OF THE LIE ALGEBRA OF STRICTLY BLOCK UPPER
TRIANGULAR MATRICES
PRAKASH GHIMIRE, HUAJUN HUANG
Abstract. Let N be the Lie algebra of all n× n strictly block upper triangular matrices
over a field F relative to a given partition. In this paper, we give an explicit description of
all derivations of N .
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1. Introduction
Given a field F, let Mmn be the set of all m × n matrices over F, and Mn := Mnn. Let
N denote the set of all strictly block upper triangular matrices in Mn relative to a given
partition. Then N can be viewed as a Lie subalgebra of Mn with the standard Lie bracket
[X, Y ] = XY − Y X .
The main purpose of this article is to study the derivations of Lie algebra N . Recall that
a derivation of Lie algebra g is an F-linear map f : g→ g that satisfies
f([X, Y ]) = [f(X), Y ] + [X, f(Y )] for all X, Y ∈ g.
The result could be viewed as an extension (over F) of Ou, Wang and Yao’s work on the
derivations of the Lie algebra of strictly upper triangular matrices in gl(n,R), where R is a
commutative ring with unity [14].
The derivation algebras Der (N ) for all possible N constitute an important family of the
derivation algebras of nilpotent Lie algebras. Each N is a direct sum of root spaces in
the root space decomposition of sl(n,F) or gl(n,F), so that N and Der (N ) have elegant
graded structures relative to the roots. Moreover, a derivation f ∈ Der (g) of a Lie algebra
g always maps the center Z(g) into itself. There is an induced Lie algebra homomorphism
φ : Der (g)→ Der (g/Z(g)), f 7→ f¯ , defined by
f¯(a+ Z(g)) := f(a) + Z(g) for f ∈ Der (g), a ∈ g.
The Kerφ consists of all f ∈ End (g) that satisfy Ker f ⊇ [g, g] and Im f ⊆ Z(g). In particu-
lar, Kerφ ≃ Hom F(g/[g, g],Z(g)) as vector spaces. Moreover, Der (g)/Kerφ is isomorphic to
a subalgebra of Der (g/Z(g)). If g is nilpotent, then g/Z(g) ≃ ad g is isomorphic to a subal-
gebra of the specific Lie algebra N of strictly upper triangular matrices in End (g) [9, Engel’s
Theorem]. Therefore, knowledge on Der (N ) would be helpful to explore the derivations of
an arbitrary nilpotent Lie algebra.
In recent years, significant progress has been made in studying the derivations and gener-
alized derivations of matrix Lie algebras and their subalgebras over a field or a ring. Besides
Ou, Wang and Yao’s work [14], Chen determined the structure of certain generalized deriva-
tions of a parabolic subalgebra of gl(n,F) over a field F with char(F) 6= 2 and |F| ≥ n ≥ 3 [6];
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Ghimire and Huang studied the derivations of Lie algebras of dominant upper triangular lad-
der matrices over a field F with char(F) 6= 2 [10]; Brice described the derivations of parabolic
subalgebras of reductive Lie algebra over an algebraically closed and characteristics zero
field, and proved the zero-product determined property of such derivation algebras [1]. Let
R be a commutative ring with identity; Cheung characterized proper Lie derivations and
gave sufficient conditions for any Lie derivation to be proper for triangular algebras over
R [5]; Du and Wang investigated the Lie derivations of 2× 2 block generalized matrix alge-
bras [8]; Wang, Ou and Yu described the derivations of intermediate Lie algebras between
diagonal matrix algebra and upper triangular matrix algebra in gl(n,R) [16]; Wang and Yu
characterized all derivations of parabolic subalgebras of gl(n,R) [15].
The Lie triple derivations of matrix Lie algebra are also extensively studied over a ring R
with identity, for examples, on gl(n,R) [11], on the algebra of upper triangular matrices of
gl(n,R) [3], on the parabolic subalgebras of gl(n,R) [13] and on the algebra of strictly upper
triangular matrices of gl(n,R) [17]. More recently, Benkovicˇ has described the Lie derivations
and Lie triple derivations of upper triangular matrix algebras over a unital algebra [4].
In the rest of this paper, we fix a given t × t partition of Mn, and the corresponding Lie
algebra N of strictly block upper triangular matrices. Let N ij denote the set of matrices in
Mn that take zero outside the (i, j) block, and Z(N ) = N 1t the center of N . Theorems 3.2
and 4.4 provide the main results of this paper. Theorem 3.2 shows that: when char(F) 6= 2,
every derivation f of the Lie algebra N can be decomposed as follow:
f = ad X + ϕ1t + φ
12
2t + φ
t−1,t
1,t−1,
where
• X is a block upper triangular matrix in Mn with the same partition as N ;
• ϕ1t ∈ End (N ) such that Imϕ1t ⊆ Z(N ) and Kerϕ1t ⊇ [N ,N ] = span{N ij | j >
i+ 1};
• φ122t ≡ 0 unless the (1, 2) block of N has only one row, in which φ
12
2t ∈ Der (N ) such
that φ122t (N
12) ⊆ N 2t and φ122t (N
ij) = 0 for the other N ij ⊆ N ; the explicit form of
φ122t is given in Lemma 3.6;
• φt−1,t1,t−1 ≡ 0 unless the (t − 1, t) block of N has only one column, in which φ
t−1,t
1,t−1 ∈
Der (N ) such that φt−1,t1,t−1(N
t−1,t) ⊆ N 1,t−1 and φt−1,t1,t−1(N
ij) = 0 for the otherN ij ⊆ N ;
the explicit form of φt−1,t1,t−1 is given in Lemma 3.7.
Theorem 4.4 shows that: when char(F) = 2, every derivation f of N has the following form:
f = ad X + ϕ1t + φ
12
2t + φ
t−1,t
1,t−1 + ψ
12;13
3t;2t + ψ
t−1,t;t−2,t
1,t−2;1,t−1,
where the first four summand components are the same as those in char(F) 6= 2, and the last
two are determined as follow:
• ψ12;133t;2t ≡ 0 unless the first block row of N has only one row, in which ψ
12;13
3t;2t ∈ Der (N )
maps N 12 to N 3t, N 13 to N 2t, and the other N ij ⊆ N to 0; the explicit form of
ψ12;133t;2t is given in Lemma 4.2;
• ψt−1,t;t−2,t1,t−2;1,t−1 ≡ 0 unless the last block column of N has only one column, in which
ψt−1,t;t−2,t1,t−2;1,t−1 ∈ Der (N ) maps N
t−1,t toN 1,t−2, N t−2,t toN 1,t−1, and the other N ij ⊆ N
to 0; the explicit form of ψt−1,t;t−2,t1,t−2;1,t−1 is given in Lemma 4.3.
In Section 2, we will prove several auxiliary results on linear transformations of matrix
spaces that satisfy certain special properties. In Section 3, we will introduce and characterize
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the derivations of Lie algebra N over a field F with char(F) 6= 2. In Section 4, we will
explicitly describe the derivations of N for char(F) = 2.
2. Preliminary
We prove some lemmas on linear transformations between matrix spaces that have some
special properties. These results will be useful in the proof of main theorem.
Denote [n] := {1, 2, · · · , n}. Let E(mn)pq denote the (p, q) standard matrix in Mmn that has
the only nonzero value 1 in the (p, q) entry.
Lemma 2.1. If linear transformations φ : Mmp →Mmq and ϕ :Mnp →Mnq satisfy that
φ(AB) = Aϕ(B) for all A ∈ Mmn, B ∈Mnp,
then there is X ∈Mpq such that φ(C) = CX for C ∈Mmp and ϕ(D) = DX for D ∈Mnp.
Proof. For any j ∈ [n] and B ∈Mnp,
φ(E
(mn)
1j B) = E
(mn)
1j ϕ(B).
All such E
(mn)
1j B span the first row space of Mmp. So φ sends the first row of Mmp to the
first row of Mmq. There exists a unique X ∈Mpq such that
E
(mn)
1j ϕ(B) = φ(E
(mn)
1j B) = E
(mn)
1j BX, for all j ∈ [n], B ∈Mnp.
Therefore, ϕ(B) = BX . Then φ(AB) = Aϕ(B) = ABX for any A ∈ Mmn and B ∈ Mnp.
All such AB span Mmp. So φ(C) = CX for all C ∈Mmp. 
Lemma 2.2. If linear transformations φ : Mmp →Mnp and ϕ :Mmq →Mnq satisfy that
φ(BA) = ϕ(B)A for all A ∈Mqp, B ∈Mmq,
then there is X ∈Mnm such that φ(C) = XC for C ∈Mmp and ϕ(D) = XD for D ∈Mmq.
Proof. The proof (omitted) is similar to that of Lemma 2.1. 
Lemma 2.3. If linear transformations φ : Mmp →Mmq and ϕ :Mqn → Mpn satisfy that
φ(A)B = Aϕ(B) for all A ∈Mmp, B ∈Mqn,
then there is X ∈Mpq such that φ(C) = CX for C ∈Mmp and ϕ(D) = XD for D ∈Mqn.
Proof. For any j ∈ [p] and any E(qn)kl ∈Mqn,
φ(E
(mp)
1j )E
(qn)
kl = E
(mp)
1j ϕ(E
(qn)
kl ),
which shows that the only possibly nonzero row of φ(E
(mp)
1j ) is the first row. So φ maps the
first row of Mmp to the first row of Mmq. There exists a unique X ∈Mpq such that
E
(mp)
1j ϕ(E
(qn)
kl ) = φ(E
(mp)
1j )E
(qn)
kl = E
(mp)
1j XE
(qn)
kl , for all j ∈ [p], E
(qn)
kl ∈Mqn.
Therefore, ϕ(E
(qn)
kl ) = XE
(qn)
kl for all E
(qn)
kl ∈ Mqn. So ϕ(B) = XB for B ∈ Mqn. Then
φ(A)B = AXB for any A ∈Mmp and B ∈Mqn. Hence φ(A) = AX for all A ∈Mmp. 
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Lemma 2.4. If linear transformations f : Mpr →Mpr, g : Mpq → Mpq, and h : Mqr → Mqr
satisfy that
f(AB) = g(A)B + Ah(B) for all A ∈Mpq, B ∈Mqr, (2.1)
then there exist X ∈Mp, Y ∈ Mr, Z ∈Mq such that
f(C) = XC + CY for C ∈Mpr, (2.2)
g(A) = XA+ AZ for A ∈Mpq, (2.3)
h(B) = BY − ZB for B ∈Mqr. (2.4)
Proof. For any n ∈ [p], j, k ∈ [q], m ∈ [r], E(pq)nj ∈Mpq and E
(qr)
km ∈Mqr,
f(E
(pq)
nj E
(qr)
km ) = g(E
(pq)
nj )E
(qr)
km + E
(pq)
nj h(E
(qr)
km ). (2.5)
We further discuss (2.5) in two cases:
(1) j 6= k: the left side of (2.5) is zero and
g(E
(pq)
nj )E
(qr)
km = −E
(pq)
nj h(E
(qr)
km ). (2.6)
(2) j = k: the left side of (2.5) is f(E
(pr)
nm ), and according to (2.5), the only possibly
nonzero entries of f(E
(pr)
nm ) are
f(E(pr)nm )im = g(E
(pq)
nk )ik for all i ∈ [p], i 6= n; (2.7)
f(E(pr)nm )nℓ = h(E
(qr)
km )kℓ for all ℓ ∈ [r], ℓ 6= m; (2.8)
f(E(pr)nm )nm = g(E
(pq)
nk )nk + h(E
(qr)
km )km. (2.9)
Next we define a linear transformation f ′ : Mpr →Mpr such that property (2.1) still holds.
For C ∈Mpr, let
f ′(C) :=

∑
i,j∈[p]
f(E
(pr)
j1 )i1E
(pp)
ij

C + C

 ∑
k,ℓ∈[r]
f(E
(pr)
1k )1ℓE
(rr)
kℓ

− f(E(pr)11 )11C. (2.10)
Then for any n ∈ [p], m ∈ [r] and E(pr)nm ∈Mpr,
f ′(E(pr)nm ) =
∑
i∈[p]
f(E
(pr)
n1 )i1E
(pr)
im +
∑
ℓ∈[r]
f(E
(pr)
1m )1ℓE
(pr)
nℓ − f(E
(pr)
11 )11E
(pr)
nm ,
which implies that the only possibly nonzero entries of f ′(E
(pr)
nm ) are
f ′(E(pr)nm )im = f(E
(pr)
n1 )i1 = f(E
(pr)
nm )im for i ∈ [p], i 6= n, (2.11)
f ′(E(pr)nm )nℓ = f(E
(pr)
1m )1ℓ = f(E
(pr)
nm )nℓ for ℓ ∈ [r], ℓ 6= m, (2.12)
f ′(E(pr)nm )nm = f(E
(pr)
n1 )n1 + f(E
(pr)
1m )1m − f(E
(pr)
11 )11 = f(E
(pr)
nm )nm, (2.13)
where the last equality in (2.11), (2.12) and (2.13) is by (2.7), (2.8) and (2.9) respectively.
Therefore, f ′ = f on the standard matrices of Mpr and thus on the whole Mpr. Denote
X :=
∑
i,j∈[p]
f(E
(pr)
j1 )i1E
(pp)
ij − f(E
(pr)
11 )11Ip, Y :=
∑
k,ℓ∈[r]
f(E
(pr)
1k )1ℓE
(rr)
kℓ . (2.14)
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We get f(C) = f ′(C) = XC + CY for C ∈ Mpr. So (2.2) is done. Now for A ∈ Mpq and
B ∈Mqr, by (2.1),
g(A)B + Ah(B) = f(AB) = XAB + ABY =⇒ (g(A)−XA)B = A(BY − h(B)).
Applying Lemma 2.3 to φ : Mpq → Mpq defined by φ(A) = g(A)−XA and ϕ : Mqr → Mqr
defined by ϕ(B) = BY − h(B), we will find Z ∈Mq such that
g(A)−XA = φ(A) = AZ for A ∈Mpq,
BY − h(B) = ϕ(B) = ZB for B ∈Mqr,
which imply (2.3) and (2.4). 
3. Derivations of N for char(F) 6= 2
In this section, we will give an explicit description of Der (N ) for the Lie algebra N over
a field F with char(F) 6= 2. We first introduce some notations.
Definition 3.1. Suppose N and the conformal partition of Mn are already given.
(1) Let B denote the set of all block upper triangular matrices in Mn.
(2) Let Nij denote the set of all submatrices in the (i, j) block of Mn. The (i, j) block of
a matrix A ∈ Mn is denoted by Aij or (A)ij. If A ∈ Mn is not given, Aij may also
refer to an arbitrary matrix in Nij.
(3) Let N ij denote the subset of Mn consisting of matrices that take zero outside of the
(i, j) block. For a matrix B ∈ Nij, let Bij denote the embedding of B into N ij by
placing B on the (i,j) block. If B ∈ Nij is not given, Bij may also refer to an arbitrary
matrix in N ij.
A notation of double index, say Nij, may be written as Ni,j (resp. N
ij as N i,j) for clarity
purpose.
The Lie algebra B is the normalizer of N in Mn. For any X ∈ B, the adjoint action
ad X : N → N , Y 7→ [X, Y ],
is a derivation of N . Now we state our main theorem of this section.
Theorem 3.2. Suppose char(F) 6= 2. Then every derivation f of the Lie algebra N can be
(not uniquely) written as
f = ad X + ϕ1t + φ
12
2t + φ
t−1,t
1,t−1, (3.1)
where the summand components are described below:
(1) X ∈ B is a block upper triangular matrix conformal to N .
(2) ϕ1t ∈ End (N ) satisfies that Kerϕ1t contains [N ,N ] =
⊕
1<i+1<j≤t
N ij, and Imϕ1t is
contained in the center Z(N ) = N 1t of N .
(3) φ122t ≡ 0 unless the (1, 2) block of N has only one row, in which φ
12
2t ∈ Der (N ) such
that φ122t (N
12) ⊆ N 2t and φ122t (N
ij) = 0 for the other N ij ⊆ N ; the explicit form of
φ122t is given in Lemma 3.6;
(4) φt−1,t1,t−1 ≡ 0 unless the (t − 1, t) block of N has only one column, in which φ
t−1,t
1,t−1 ∈
Der (N ) such that φt−1,t1,t−1(N
t−1,t) ⊆ N 1,t−1 and φt−1,t1,t−1(N
ij) = 0 for the other N ij ⊆ N ;
the explicit form of φt−1,t1,t−1 is given in Lemma 3.7.
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The cases t = 1 and t = 2 are trivial. So we assume t ≥ 3 in the following discussion.
Before proving the main theorem, we present several auxiliary results on the images f(N ij)
for f ∈ Der (N ) and N ij ⊆ N . The next lemma concerns the range of f on superdiagonal
blocks of N except for N 12 and N t−1,t.
Lemma 3.3. For f ∈ Der (N ) and 1 < k < t− 1,
f(N k,k+1) ⊆
k−1∑
p=1
N p,k+1 +
t∑
q=k+1
N kq + Z(N ). (3.2)
In other words, the image f(N k,k+1) is located on the k-th block row and the (k+1)-th block
column of N as well as in the center Z(N ) = N 1t.
Proof. Given any Ak,k+1 ∈ N k,k+1, it suffices to prove that f(Ak,k+1)ij = 0 for i < j, i 6= k,
j 6= k+1, and (i, j) 6= (1, t). Either i > 1 or j < t. Without loss of generality, suppose j < t
(similarly for i > 1). Then for any Ajt ∈ N jt, the (i, t) block of f([Ak,k+1, Ajt]) is
0 = f([Ak,k+1, Ajt])it = [f(A
k,k+1), Ajt]it + [A
k,k+1, f(Ajt)]it = f(A
k,k+1)ij(A
jt)jt
where the last equality is by the assumptions on i, j. Therefore f(Ak,k+1)ij = 0. 
Now consider the range of f on N 12 and N t,t−1 for f ∈ Der (N ). The case char(F) 6= 2
would be simpler in the following lemma.
Lemma 3.4. Let f ∈ Der (N ). Then the image f(N 12) is located on the first block row, the
(2, t) block, and the (3, t) block of N ; and f(N t−1,t) is on the last block column, the (1, t− 1)
block, and the (1, t− 2) block of N :
f(N 12) ⊆
t∑
q=2
N 1q +N 2t +N 3t, (3.3)
f(N t−1,t) ⊆
t−1∑
p=1
N pt +N 1,t−1 +N 1,t−2. (3.4)
Furthermore, when char(F) 6= 2, the (3, t) block of f(N 12) and the (1, t−2) block of f(N t−1,t)
are zero.
Proof. The case t = 3 is obviously true. We now assume that t ≥ 4.
To get (3.3), we prove that f(A12)ij = 0 for any A
12 ∈ N 12, 1 < i < j, and (i, j) /∈
{(2, t), (3, t)}. Either i > 3 or j < t.
(1) Suppose j < t. Then for any Ajt ∈ N jt,
0 = f([A12, Ajt])it = [f(A
12), Ajt]it + [A
12, f(Ajt)]it.
Therefore, 0 = f(A12)ij(A
jt)jt, and thus f(A
12)ij = 0.
(2) Suppose 3 < i. Then for any A3i ∈ N 3i,
0 = f([A12, A3i])3j = [f(A
12), A3i]3j + [A
12, f(A3i)]3j .
Therefore, 0 = −(A3i)3if(A12)ij , which implies that f(A12)ij = 0.
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Overall, (3.3) is done.
Next, when char(F) 6= 2, we show that f(A12)3t = 0. For any A23 ∈ N 23,
0 = f([A12, [A12, A23]])1t
= [f(A12), [A12, A23]]1t + [A
12, [f(A12), A23]]1t + [A
12, [A12, f(A23)]]1t
= −2(A12)12(A
23)23f(A
12)3t.
Since char(F) 6= 2, 0 = (A12)12(A23)23f(A12)3t. Given A12, the matrix (A12)12(A23)23 for
any A23 ∈ N 23 could be any matrix in N13 with rank no more than rankA12. Therefore
f(A12)3t = 0.
The proofs of (3.4) and f(N t−1,t)1,t−2 = 0 when char(F) 6= 2 are similar. 
Definition 3.5. Let Eijpq denote the (p, q) standard matrix in N
ij. In other words, Eijpq is
the matrix in Mn that has the only nonzero entry 1 in the (p, q) position of the (i, j) block
of Mn.
The next two lemmas explicitly describe the (2, t) block of f(N 12) and the (1, t− 1) block
of f(N t−1,t) for f ∈ Der (N ).
Lemma 3.6. Suppose the (1, 2) block of N has the size p× q. For f ∈ Der (N ), the image
f(N 12)2t has the following properties:
(1) If p ≥ 2, then f(N 12)2t = 0.
(2) If p = 1, then {E121i | i ∈ [q]} is a basis of N
12; the i-th row of f(E121j )2t and the j-th
row of f(E121i )2t are equal for any i, j ∈ [q].
Conversely, any f ∈ End (N ) that satisfies f(N ij) = 0 for N ij ⊆ N with (i, j) 6= (1, 2),
f(N 12) ⊆ N 2t, and the above hypothesis, is in Der (N ).
Proof. Let f ∈ Der (N ).
(1) When p ≥ 2, it suffices to prove that f(E12ij )2t = 0 for any i ∈ [p], j ∈ [q]. Since p ≥ 2,
we can choose r ∈ [p]− {i}. Then for any s ∈ [q], E12rs ∈ N
12 and
0 = f([E12rs , E
12
ij ])1t = [f(E
12
rs ), E
12
ij ]1t + [E
12
rs , f(E
12
ij )]1t
= −(E12ij )12f(E
12
rs )2t + (E
12
rs )12f(E
12
ij )2t.
Therefore, (E12rs )12f(E
12
ij )2t = (E
12
ij )12f(E
12
rs )2t. Comparing the r-th rows on both
sides, we see that the s-th row of f(E12ij )2t is zero. Since s ∈ [q] is arbitrary, we have
f(E12ij )2t = 0.
(2) Suppose p = 1. The case q = 1 is trivial. Now we assume that q ≥ 2. For any j ∈ [q],
we can choose i ∈ [q]− {j}. Then
0 = f([E121j , E
12
1i ])1t = [f(E
12
1j ), E
12
1i ]1t + [E
12
1j , f(E
12
1i )]1t
= −(E121i )12f(E
12
1j )2t + (E
12
1j )12f(E
12
1i )2t.
Therefore,
(E121i )12f(E
12
1j )2t = (E
12
1j )12f(E
12
1i )2t.
Comparing the first rows, we see that the i-th row of f(E121j )2t is equals to the j-th
row of f(E121i )2t for i 6= j.
The last statement is easy to verify. 
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Lemma 3.7. Suppose the (t − 1, t) block of N has the size p × q. For f ∈ Der (N ), the
image f(N t−1,t)1,t−1 satisfies the following properties:
(1) If q ≥ 2, then f(N t−1,t)1,t−1 = 0.
(2) If q = 1, then {Et−1,ti1 | i ∈ [p]} is a basis of N
t−1,t; the i-th column of f(Et−1,tj1 )1,t−1
and the j-th column of f(Et−1,ti1 )1,t−1 are equal for any i, j ∈ [p].
Conversely, any f ∈ End (N ) that satisfies f(N ij) = 0 for N ij ⊆ N and (i, j) 6= (t− 1, t),
f(N t−1,t) ⊆ N 1,t−1, and the above hyposthesis, is in Der (N ).
Proof. The proof (omitted) is similar to that of Lemma 3.6. 
Next we consider the range of f on the other blocks of N .
Lemma 3.8. For f ∈ Der (N ), i, j ∈ [t] and j > i+ 1, the image f(N ij) satisfies that:
(1) If char(F) 6= 2, then
f(N ij) ⊆
i−1∑
p=1
N pj +
t∑
q=j
N iq. (3.5)
(2) If char(F) = 2, then (3.5) still holds for (i, j) 6∈ {(1, 3), (t− 2, t)}, and
f(N 13) ⊆
t∑
q=3
N 1q +N 2t, (3.6)
f(N t−2,t) ⊆
t−2∑
p=1
N pt +N 1,t−1. (3.7)
Proof. First assume char(F) 6= 2. Let j = i+ k, k ≥ 2. We prove (3.5) by induction on k.
(1) k = 2 : N i,i+2 = N i,i+1N i+1,i+2 = [N i,i+1,N i+1,i+2]. For Ai,i+1 ∈ N i,i+1 and
Ai+1,i+2 ∈ N i+1,i+2,
f([Ai,i+1, Ai+1,i+2]) = [f(Ai,i+1), Ai+1,i+2] + [Ai,i+1, f(Ai+1,i+2)]
∈ N i,i+2 +
i−1∑
p=1
N p,i+2 +
t∑
q=i+3
N i,q (3.8)
where the last relation is by Lemmas 3.3 and 3.4. Thus k = 2 is done.
(2) k = ℓ > 2 : Suppose (3.5) holds for all k < ℓ where ℓ > 2 is given. Now N i,i+ℓ =
N i,i+2N i+2,i+ℓ = [N i,i+2,N i+2,i+ℓ]. For any Ai,i+2 ∈ N i,i+2 and Ai+2,i+ℓ ∈ N i+2,i+ℓ,
f([Ai,i+2, Ai+2,i+ℓ]) = [f(Ai,i+2), Ai+2,i+ℓ] + [Ai,i+2, f(Ai+2,i+ℓ)]
∈ N i,i+ℓ +
i−1∑
p=1
N p,i+ℓ +
t∑
q=i+ℓ+1
N i,q (3.9)
where the last relation is by induction hypothesis, the case k = 2, and Lemmas 3.3
and 3.4. So (3.5) is true for k = ℓ.
(3) Overall, (3.5) is true for all k.
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Now consider the case char(F) = 2. The relation (3.8) has two exceptions i = 1 and
i = t− 2 from Lemma 3.4. For i = 1, by Lemmas 3.3 and 3.4,
f([A12, A23]) = [A12, f(A23)] + [f(A12), A23] ⊆
t∑
q=3
N 1q + [N 2t +N 3t, A23] ⊆
t∑
q=3
N 1q +N 2t.
We get (3.6). Similarly, we can get (3.7). The relation (3.9) is unaffected by (3.6) and (3.7)
when i = 1 or (i, ℓ) = (t− 4, 4). So the induction can be proceeded for char(F) = 2. 
Now the range of f ∈ Der (N ) on N ij is limited. The next lemma explicitly describes the
f -images of each N ij in almost all nonzero blocks. It essentially implies that the f -images
on these blocks are the same as the images of an adjoint action of a block upper triangular
matrix. Denote the index set
Ω := {(p, q) ∈ [t]× [t] | p < q} − {(1, t− 1), (1, t), (2, t)}. (3.10)
Lemma 3.9. Let f ∈ Der (N ). Then for any (p, q) ∈ Ω, there exists Xpq ∈ Npq such that
f(Aip)iq = −(A
ip)ipXpq for all A
ip ∈ N ip ⊆ N , (3.11)
f(Aqj)pj = Xpq(A
qj)qj for all A
qj ∈ N qj ⊆ N . (3.12)
Proof. Given p < q in [t], we prove (3.11) and (3.12) by the following steps:
(1) We prove (3.12) for (q, j) = (t − 1, t). Then 1 < p < t − 1. For At−1,t ∈ N t−1,t and
A1p ∈ N 1p,
0 = f([A1p, At−1,t])1t = [f(A
1p), At−1,t]1t + [A
1p, f(At−1,t)]1t
= f(A1p)1,t−1(A
t−1,t)t−1,t + (A
1p)1pf(A
t−1,t)pt.
Therefore,
−f(A1p)1,t−1(A
t−1,t)t−1,t = (A
1p)1pf(A
t−1,t)pt.
Applying Lemma 2.3 to φ : N1p → N1,t−1 defined by φ(C) = −f(C1p)1,t−1 and
ϕ : Nt−1,t → Npt defined by ϕ(D) = f(D
t−1,t)pt, we will find Xp,t−1 ∈ Np,t−1 such
that f(At−1,t)pt = Xp,t−1(A
t−1,t)t−1,t for all A
t−1,t ∈ N t−1,t.
(2) Similarly, we can prove (3.11) for (i, p) = (1, 2) via Lemma 2.3. In other words, for
2 < q < t, there is −Y2q ∈ N2q such that f(A12)1q = −(A12)12Y2q for all A12 ∈ N 12.
(3) Now we prove (3.12) for (q, j) 6= (t − 1, t). Then q < t − 1. Given any j′ > j in [t],
we have N qj
′
= N qjN jj
′
= [N qj,N jj
′
]. Then for Aqj ∈ N qj and Ajj
′
∈ N jj
′
,
f(AqjAjj
′
)pj′ = f([A
qj, Ajj
′
])pj′ = [f(A
qj), Ajj
′
]pj′ + [A
qj , f(Ajj
′
)]pj′ = f(A
qj)pj(A
jj′)jj′.
Applying Lemma 2.2 to φ : Nqj′ → Npj′ defined by φ(C) = f(Cqj
′
)pj′ and ϕ :
Nqj → Npj defined by ϕ(D) = f(Dqj)pj, we will find Xpq ∈ Npq such that f(Aqj)pj =
Xpq(A
qj)qj for all A
qj ∈ N qj and (q, j) 6= (t− 1, t).
(4) Similarly, we can prove (3.11) for (i, p) 6= (1, 2) via Lemma 2.1. In other words,
there exists −Ypq ∈ Npq such that f(Aip)iq = −(Aip)ipYpq for all Aip ∈ N ip and
(i, p) 6= (1, 2).
(5) Finally, for any Aip ∈ N ip, Aqj ∈ N qj, we have i < p < q < j, [Aip, Aqj] = 0, so that
0 = f([Aip, Aqj])ij = [f(A
ip), Aqj]ij + [A
ip, f(Aqj)]ij
= f(Aip)iq(A
qj)qj + (A
ip)ipf(A
qj)pj
= −(Aip)ipYpq(A
qj)qj + (A
ip)ipXpq(A
qj)qj.
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Therefore, Xpq = Ypq. The equalities (3.11) and (3.12) are proved. 
The next lemma concerns the derivations with image in the center of N .
Lemma 3.10. Suppose f ∈ End (N ) satisfies that
f(N ) ⊆ Z(N ) = N 1t, Ker f ⊇ [N ,N ] =
∑
i,j∈[t],i+1<j
N ij.
Then f ∈ Der (N ).
Proof. The f satisfying the above conditions also satisfies the derivation property:
f([N ,N ]) = 0 = [f(N ),N ] + [N , f(N )]. 
Now we are ready to prove Theorem 3.2.
Proof of Theorem 3.2. By Lemma 3.9, for (p, q) ∈ Ω we can find a matrix Xpq ∈ Npq that
satisfies (3.11) and (3.12). Let Xpq := (Xpq)
pq ∈ N pq, and let
X0 :=
∑
(p,q)∈Ω
Xpq ∈ N , f0 := f − ad X0 ∈ Der (N ). (3.13)
The equalities (3.11) and (3.12) imply that
f0(N
ip)iq = 0 for all N
ip ⊆ N , f0(N
qj)pj = 0 for all N
qj ⊆ N . (3.14)
By (3.2), (3.5), and Lemma 3.4 for char(F) 6= 2, for any N ij ⊆ N , the only possibly nonzero
blocks of f0(N ij) are the (i, j) block and the following:
(1) the (1, t) block when j = i+ 1, and
(2) the (2, t) block when (i, j) = (1, 2), or
(3) the (1, t− 1) block when (i, j) = (t− 1, t).
Define φ122t , φ
t−1,t
1,t−1 ∈ End (N ) such that for A ∈ N ,
φ122t (A) := f0(A
12)2t = f(A12)2t, (3.15)
φt−1,t1,t−1(A) := f0(A
t−1,t)1,t−1 = f(At−1,t)1,t−1. (3.16)
Then Lemmas 3.6 and 3.7 show that φ122t , φ
t−1,t
1,t−1 ∈ Der (N ). We get a derivation
f1 := f0 − φ
12
2t − φ
t−1,t
1,t−1 = f − ad X0 − φ
12
2t − φ
t−1,t
1,t−1. (3.17)
Define a linear map ϕ1t ∈ End (N ) such that for A ∈ N ,
ϕ1t(A) :=
t−1∑
i=1
f1(A
i,i+1)1t =
t−1∑
i=1
f(Ai,i+1)1t. (3.18)
Then Lemma 3.10 implies that ϕ1t ∈ Der (N ). We get a new derivation
f2 := f1 − ϕ1t = f − ad X0 − φ
12
2t − φ
t−1,t
1,t−1 − ϕ1t (3.19)
where f2(N
ij) ⊆ N ij.
To get (3.1), it suffices to prove the following claim regarding f2: there exist X
ii ∈ N ii for
i ∈ [t] such that for each k ∈ [t− 1], the derivation
f
(k)
2 := f2 −
k+1∑
i=1
ad X ii
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satisfies that f
(k)
2 (N
pq) = 0 for 1 ≤ p < q ≤ k + 1. The proof is done by induction on k:
(1) k = 1: For any A12 ∈ N 12 and A23 ∈ N 23, we have
f2(A
12A23)13 = f2([A
12, A23])13 = [f2(A
12), A23]13 + [A
12, f2(A
23)]13
= f2(A
12)12(A
23)23 + (A
12)12f2(A
23)23. (3.20)
By (2.3) in Lemma 2.4, there exist X11 ∈ N 11 and −X22 ∈ N 22 such that
f2(A
12)12 = (X
11A12 − A12X22)12.
Let f
(1)
2 := f2 − ad X
11 − ad X22. Then f (1)2 (N
12) = 0. The claim holds for k = 1.
(2) k = 2: Applying (3.20) to f
(1)
2 :
f
(1)
2 (A
12A23)13 = f
(1)
2 (A
12)12(A
23)23 + (A
12)12f
(1)
2 (A
23)23 = (A
12)12f
(1)
2 (A
23)23.
By Lemma 2.1, there exists −X33 ∈ N 33 such that f (1)2 (A
13)13 = (−A
13X33)13 and
f
(1)
2 (A
23)23 = (−A
23X33)23. Let f
(2)
2 := f
(1)
2 − ad X
33. Then f
(2)
2 (N
pq) = 0 for
1 ≤ p < q ≤ 3. So k = 2 is done.
(3) k = ℓ > 2: Suppose the claim holds for all k < ℓ where ℓ > 2 is given. In other words,
there exist X ii ∈ N ii for all i ∈ [ℓ] such that f (ℓ−1)2 := f2−
∑ℓ
i=1 ad X
ii satisfies that
f
(ℓ−1)
2 (N
pq) = 0 for 1 ≤ p < q ≤ ℓ. Similar to (3.20), for any p ∈ [ℓ− 1], Ap,ℓ ∈ N p,ℓ,
Aℓ,ℓ+1 ∈ N ℓ,ℓ+1,
f
(ℓ−1)
2 (A
p,ℓAℓ,ℓ+1)p,ℓ+1 = f
(ℓ−1)
2 (A
p,ℓ)p,ℓ(A
ℓ,ℓ+1)ℓ,ℓ+1 + (A
p,ℓ)p,ℓf
(ℓ−1)
2 (A
ℓ,ℓ+1)ℓ,ℓ+1
= (Ap,ℓ)p,ℓf
(ℓ−1)
2 (A
ℓ,ℓ+1)ℓ,ℓ+1.
By Lemma 2.1, there exists −Xℓ+1,ℓ+1 ∈ N ℓ+1,ℓ+1 such that
f
(ℓ−1)
2 (A
p,ℓ+1)p,ℓ+1 = (−A
p,ℓ+1Xℓ+1,ℓ+1)p,ℓ+1 for all p ∈ [ℓ].
Let f
(ℓ)
2 := f
(ℓ−1)
2 −ad X
ℓ+1,ℓ+1. Then f
(ℓ)
2 (N
p,ℓ+1) = 0 for p ∈ [ℓ]. So k = ℓ is proved.
Overall, the claim is completely proved; in particular, f
(t−1)
2 (N ) = 0. Let X := X0 +∑t
i=1X
ii, then we get (3.1). 
4. Derivations of N for char(F) = 2
When char(F) = 2, Der (N ) is not completely described by Theorem 3.2. Lemmas 3.4,
3.8, and [14, Section 2(D)] motivate us to construct the following example.
Example 4.1. Suppose char(F) = 2. Let N consist of strictly upper triangular matrices
in M4. So N has a basis B := {E12, E13, E14, E23, E24, E34}, where Eij denotes the matrix
in M4 that has the only nonzero entry 1 in the (i, j) position. Define f ∈ End (N ) by
f(E12) := −E34, f(E13) := E24, and f(E) := 0 for all other matrices E ∈ B. We prove that
f([E,E ′]) = [f(E), E ′] + [E, f(E ′)] (4.1)
for any E,E ′ ∈ B, so that f ∈ Der (N ). There are only two cases where one side of (4.1) is
possibly nonzero:
(1) {E,E ′} = {E12, E23}, where f([E,E ′]) = f(E13) = E24, [f(E), E ′]+[E, f(E ′)] = E24.
(2) {E,E ′} = {E12, E13}, where f([E,E
′]) = 0, [f(E), E ′] + [E, f(E ′)] = 2E14 = 0.
Therefore, f ∈ Der (N ). However, f can not be written as in (3.1).
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In Section 3, Lemmas 3.4 and 3.8 have special statements for char(F) = 2, while Lemmas
3.3, 3.6, 3.7, 3.9, 3.10 remain unchanged. The following two lemmas completely describe the
images of a derivation on additional nonzero blocks when char(F) = 2.
Lemma 4.2. When char(F) = 2, suppose the (1, 2) block and the (1, 3) block of N has the
size m × p and m × q respectively. For f ∈ Der (N ), the images f(N 12)3t and f(N 13)2t
satisfy that
(1) If m ≥ 2, then
f(N 12)3t = 0, f(N
13)2t = 0. (4.2)
(2) If m = 1, then N 12 has a basis {E121i | i ∈ [p]} and N
13 has a basis {E131j | j ∈ [q]};
the i-th row of f(E131j )2t is equal to the j-th row of f(E
12
1i )3t for any i ∈ [p] and j ∈ [q].
Conversely, any f ∈ End (N ) that satisfies f(N ij) = 0 for N ij ⊆ N and (i, j) 6∈ {(1, 2), (1, 3)},
f(N 12) ⊆ N 3t, f(N 13) ⊆ N 2t, and the above hypothesis, is in Der (N ).
Proof. Suppose f ∈ Der (N ). Given E12ij ∈ N
12 and E13rs ∈ N
13,
0 = f([E12ij , E
13
rs ])1t = [E
12
ij , f(E
13
rs )]1t + [f(E
12
ij ), E
13
rs ]1t = (E
12
ij )12f(E
13
rs )2t − (E
13
rs )13f(E
12
ij )3t.
Therefore,
(E12ij )12f(E
13
rs )2t = (E
13
rs )13f(E
12
ij )3t. (4.3)
(1) If m ≥ 2, then for a fixed E12ij ∈ N
12, we can choose r ∈ [m] − {i}. Comparing the
r-th rows in the equality (4.3), we see that the s-th row of f(E12ij )3t is zero. Then
f(E12ij )3t = 0 since s is arbitrary. Similarly, f(E
13
rs )2t = 0. We get (4.2).
(2) If m = 1, then i = r = 1 in (4.3), which implies that the j-th row of f(E131s )2t is equal
to the s-th row of f(E121j )3t.
Conversely, suppose f ∈ End (N ) satisfies that f(N ij) = 0 for N ij ⊆ N and (i, j) 6∈
{(1, 2), (1, 3)}, f(N 12) ⊆ N 3t, f(N 13) ⊆ N 2t, and the hypothesis in Lemma 4.2 (1) or (2).
When m ≥ 2, f ≡ 0; when m = 1, f satisfies (4.3) for i = r = 1 and all j ∈ [p], s ∈ [q]. In
both cases, f satisfies the derivation property and thus f ∈ Der (N ). 
Lemma 4.3. When char(F) = 2, suppose the (t − 1, t) block and the (t − 2, t) block of N
has the size p ×m and q ×m respectively. For f ∈ Der (N ), the images f(N t−1,t)1,t−2 and
f(N t−2,t)1,t−1 satisfy that
(1) If m ≥ 2, then
f(N t−1,t)1,t−2 = 0, f(N
t−2,t)1,t−1 = 0. (4.4)
(2) If m = 1, then N t−1,t has a basis {Et−1,ti1 | i ∈ [p]} and N
t−2,t has a basis {Et−2,tj1 |
j ∈ [q]}; the i-th column of f(Et−2,tj1 )1,t−1 is equal to the j-th column of f(E
t−1,t
i1 )1,t−2
for any i ∈ [p] and j ∈ [q].
Conversely, any f ∈ End (N ) that satisfies f(N ij) = 0 for N ij ⊆ N and (i, j) 6∈ {(t −
1, t), (t − 2, t)}, f(N t−1,t) ⊆ N 1,t−2, f(N t−2,t) ⊆ N 1,t−1, and the above hypothesis, is in
Der (N ).
Proof. The proof (omitted) is similar to that of Lemma 4.2. 
Now we are able to describe Der (N ) for the case char(F) = 2.
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Theorem 4.4. When char(F) = 2, every derivation f of the Lie algebra N can be (not
uniquely) written as
f = ad X + ϕ1t + φ
12
2t + φ
t−1,t
1,t−1 + ψ
12;13
3t;2t + ψ
t−1,t;t−2,t
1,t−2;1,t−1, (4.5)
where the summand components X, ϕ1t, φ
12
2t , φ
t−1,t
1,t−1 are described in Theorem 3.2, and ψ
12;13
3t;2t
and ψt−1,t;t−2,t1,t−2;1,t−1 are determined as follow:
(1) ψ12;133t;2t ≡ 0 unless the first block row of N has only one row, in which ψ
12;13
3t;2t ∈ Der (N )
maps N 12 to N 3t, N 13 to N 2t, and the other N ij ⊆ N to 0; the explicit form of
ψ12;133t;2t is given in Lemma 4.2;
(2) ψt−1,t;t−2,t1,t−2;1,t−1 ≡ 0 unless the last block column of N has only one column, in which
ψt−1,t;t−2,t1,t−2;1,t−1 ∈ Der (N ) maps N
t−1,t to N 1,t−2, N t−2,t to N 1,t−1, and the other N ij ⊆ N
to 0; the explicit form of ψt−1,t;t−2,t1,t−2;1,t−1 is given in Lemma 4.3.
Proof. Given f ∈ Der (N ), we can proceed the proof of Theorem 3.2 up to (3.14). Then we
define ψ12;133t;2t , ψ
t−1,t;t−2,t
1,t−2;1,t−1 ∈ End (N ) such that for A ∈ N ,
ψ12;133t;2t (A) := f0(A
12)3t + f0(A
13)2t = f(A12)3t + f(A13)2t,
ψt−1,t;t−2,t1,t−2;1,t−1(A) := f0(A
t−1,t)1,t−2 + f0(A
t−2,t)1,t−1 = f(At−1,t)1,t−2 + f(At−2,t)1,t−1.
Both linear maps are derivations by Lemmas 4.2 and 4.3. Subtracting them from f , we can
continue the remaining proof of Theorem 3.2. 
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