For voice signals and images this procedure leads to remarkable compression algorithms; see the references W2] and W3] below. The best basis method may be applied to ensembles of vectors, more like classical Karrhunen-Lo eve analysis. The so-called \energy compaction function" may be used as an information cost to compute the joint best basis over a set of random vectors. The idea is to concentrate most of the variance of the sample into a few new coordinates, to reduce the dimension of the problem and make factor analysis tractable. The algorithm and an application to recognizing faces is described in W1].
Some other libraries are known and should be mentioned. The space of frequencies can be decomposed into pairs of symmetric windows around the origin, on which a smooth partition of unity is built. This and other constructions were obtained by one of our students E. Laeng L]. Higher dimensional libraries can also be easily constructed, and there are generalizations of local trigonometric bases for certain manifolds. the span of B nk . For k = 0, there is a single basis available, namely the one corresponding to I n;0 , which is therefore the best basis: A n;0 = B n;0 for all n 0. We construct A n;k+1 for all n 0 as follows:
(1.4) A n;k+1 = B n;k+1 ;
if M(B n;k+1 x) < M(A 2n;k x) + M(A 2n+1;k x), A 2n;k A 2n+1;k ; otherwise. Fix K 0 and let V be the span of I 0K . We have the following:
Proposition. The algorithm in Eq. (1.4) yields the best basis for x relative to M.
Proof. This can be shown by induction on K. For Comparisons are always made between two adjacent generations of the binary tree. Therefore, the complexity of the search is proportional to the number of nodes in the tree, which for a vector in R N is just O(N). This complexity is dominated by the cost of calculating all coe cients for all bases in the library. This takes O(N log N) for the wavelet packet library, and O(N log N] 2 ) for the local trigonometric library. In practice, the coe cients are small: approximately 20 for wavelet packets, and approximately 1 for localized sines.
The number of bases in a binary tree library may be calculated recursively. Let A L be the number of bases in a binary tree of 1+L levels, i.e., L levels below the root or standard basis. We can combine two such trees, plus a new root, into a new tree of 2 + L levels. The two subtrees are independent, so we obtain the recursive formula A L+1 = 1 + A 2 L from which we can estimate A L+1 2 2 L . Thus a signal of N = 2 L points can be expanded in 2 N di erent orthogonal bases in O(N log N) operations, and the best basis from the entire collection may be obtained in an additional O(N) operations.
Organization of localization intervals into a binary tree.
This procedure permits the segmentation of acoustic signals into those dyadic windows best adapted to the local frequency content. An example is the segmentation of part of the word \armadillo," in the gure below: Automatic lowest-entropy segmentation of part of a word.
Remark. In multidimensions, we must extend this notion to libraries which can be organized as more general trees. This can be done by replacing condition (3) with the condition that for each k; n 0, we have an integer b > 1 such that V n;k+1 = V bn;k V bn+b?1;k . It will not change the subsequent argument.
If the library is a tree, then we can nd the best basis by induction on k. Denote by B nk the basis of vectors corresponding to I nk , and by A nk the best basis for x restricted to Part of the wavelet packet basis library: the wavelet basis. Part of the wavelet packet basis library: some unnamed basis.
The library of local trigonometric bases over a compact interval U may be organized as a binary tree by taking partitions localized to a dyadic decomposition of U. Then I 00 will correspond to the sine basis on U, and I nk will correspond to the local sine basis over interval n of the 2 k intervals at level k of the tree. This organization is depicted schematically in the gure below:
De nition. A library of orthonormal bases is a (binary) tree if it satis es:
(1) Subsets of basis vectors can be identi ed with intervals of N of the form I nk = 2 k n; 2 k (n + 1) , for k; n 0.
(2) Each basis in the library corresponds to a disjoint cover of N by intervals I nk .
(3) If V nk is the subspace identi ed with I nk , then V n;k+1 = V 2n;k V 2n+1;k .
The two example libraries above satisfy this de nition. The library of wavelet packet bases is naturally organized as subsets of a binary tree. The tree structure is depicted in the gures below: Wavelet packets organized as a binary tree.
Each node represents a subspace of the original signal. Each subspace is the orthogonal direct sum of its two children nodes. The leaves of every connected subtree give an orthonormal basis. Two example bases from this library are depicted in the gures below:
where the Karhunen-Lo eve method trivializes. The constraint to a library B can keep us within the class of \fast" orthonormal expansions.
Suppose that fx n g belongs to both L 2 and L 2 log L. If x n = 0 for all su ciently large n, then in fact the signal is nite dimensional. Generalizing this notion, we can compare sequences by their rate of decay, i.e., the rate at which their elements become negligible if they are rearranged in decreasing order. This allows us to introduce a notion of the dimension of a signal.
De nition. The theoretical dimension of fx n g is
where p n = jx n j 2 kxk ?2 .
Our nomenclature is supported by the following ideas, which are proved in most information theory texts:
Proposition. If x n = 0 for all but nitely many (say N) values of n, then 1 d N.
Proposition. If fx n g and fx 0 n g are rearranged so that both fp n g and fp 0 n g are monotone decreasing, and if we have P 0<n<m p n P 0<n<m p 0 n for all m, then d d 0 . Of course, while entropy is a good measure of concentration or e ciency of an expansion, various other information cost functions are possible, permitting discrimination and choice between special function expansions.
Selecting the Best Basis. For the local trigonometric basis library example, we can build a minimum-entropy basis from the most re ned partition upwards. We start by calculating the entropy of an expansion relative to intervals of length one, then we compare the entropy of each adjacent pair of intervals to the entropy of an expansion on their union. We pick the expansion of lesser entropy and continue up to some maximum interval size. This uncovers the minimum entropy expansion for that range of interval sizes. This rough idea can be made precise as well as generalized to all libraries with a tree structure: Remark. The Karhunen-Lo eve basis is the minimum-entropy orthonormal basis for an ensemble of vectors. The best basis as de ned above is useful even for a single vector, If we use Haar lters, there will be elements of the library which do not correspond to disjoint dyadic covers. For the sake of generality, we will not consider such other bases.
This collection of disjoint covers forms a partially ordered set. Just like the local trigonometric basis library, the wavelet packet basis library organizes itself into a tree, which may be e ciently searched for a \best basis."
Entropy of a Vector. We now de ne a real-valued cost functional M on sequences and search for its minimum over all bases in a library. Such a functional should, for practical reasons, describe \concentration" or the number of coe cients required to accurately describe the sequence. By this we mean that M should be large when the coe cients are roughly the same size and small when all but a few coe cients are negligible. In particular, any averaging process should increase the information cost, suggesting that we consider convex functionals. This property should also hold on the unit sphere in`2, since we will be measuring coe cient sequences in various orthogonal bases. Finally, we will restrict our attention to those functionals which split nicely across cartesian products, so that the search is a fast divide-and-conquer. If we x a vector x 2 R N , we can make an additive information cost function into a functional on the manifold of orthonormal bases, i.e., the orthogonal group O(N). Let B 2 O(N) be an orthonormal basis, written as a matrix of row vectors. Then Bx is the vector of coe cients of x in the orthonormal basis B, and M(Bx) is the information cost of x in the basis B.
Since O(N) is compact, there is a global minimum for every continuous information cost. Unfortunately, this minimum will not be a rapidly computable basis in general, nor will the search for a minimum be of low complexity. Therefore, we will restrict our attention to a library B O(N) of orthonormal bases each of which has an associated The functions W n (x ? k) form an orthonormal basis of L 2 (R).
We de ne our library of wavelet packet bases to be the collection of orthonormal bases composed of functions of the form W n (2`x ? k), where`; k 2 Z; n 2 N. Here, each element of the library is determined by a subset of the indices: a scaling parameter`, a localization parameter k and an oscillation parameter n. These are natural parameters, for the function W n (2`x ? k) is roughly centered at 2 ?`k , has support of size 2 ?`, and oscillates n times. We have the following simple description of the orthonormal bases in the library:
Proposition. Any collection of indices (`; n; k) N N Z such that the intervals 2`n; 2`(n + 1)) form a disjoint cover 1 of 0; 1), and k ranges over all the integers, corresponds to an orthonormal basis of L 2 (R).
A second new library of orthonormal bases, called the wavelet packet library, can also be constructed. This collection of modulated wave forms corresponds roughly to a covering of \frequency" space. This library contains the wavelet basis, Walsh functions, and smooth versions of Walsh functions called wavelet packets.
We'll use the notation and terminology of D], whose results we shall assume. We are given an exact quadrature mirror lter h(n) satisfying the conditions of Theorem (3.6) in D], p. 964, i.e. We let g k = (?1) k h 1?k and de ne the operations F i on`2(Z) into \`2(2Z)"
The map F :`2(Z) !`2(2Z) `2(2Z) de ned by F = F 0 F 1 is orthogonal. We also have F 0 F 0 = F 1 F 1 = I, F 1 F 0 = F 0 F 1 = 0, and (1.1) F 0 F 0 + F 1 F 1 = I
We now de ne the sequence of functions fW k g 1 k=0 from a given function W 0 as follows:
Notice that W 0 is determined up to a normalizing constant by the xed-point problem obtained when n = 0. is a \window" function whose middle lies over the interval I i I i+1 .
The relationship between the larger interval and its 2 \children" is illustrated by the following gure: The larger subspace is the direct sum of the 2 smaller subspaces.
It can now be seen how to construct such an orthonormal basis for any partition of R which has fa i g as a re nement. For each disjoint cover R = n J n , where the J n are unions of contiguous I i , we have L 2 (R) = n H J n . The local trigonometric bases associated to all such partitions may be said to form a library of orthonormal bases. There is a partial ordering of such partitions by re nement; the graph of the partial order can be made into a tree, and the tree can be e ciently searched for a \best basis" as will be described below. frequency, and scale), and we have experimented with feature-extraction methods that use best-basis compression for front-end complexity reduction. The method relies heavily on the remarkable orthogonality properties of the new libraries. It is obviously a nonlinear transformation to represent a signal in its own best basis, but since the transformation is orthogonal once the basis is chosen, compression via the best-basis method is not drastically a ected by noise: the noise energy in the transform values cannot exceed the noise energy in the original signal. Furthermore, we can use information cost functionals de ned for signals with normalized energy, since all expansions in a given library will conserve energy. Since two expansions will have the same energy globally, it is not necessary to normalize expansions to compare their costs. This feature greatly enlarges the class of functionals usable by the method, speeds the best-basis search, and provides a geometric interpretation in certain cases.
De nitions of Two Modulated Waveform Libraries. We now introduce the concept of a \library of orthonormal bases." For the sake of exposition we restrict our attention to two classes of numerically useful waveforms, introduced recently by Y. Meyer and the authors.
We start with trigonometric waveform libraries. These are localized sine transforms associated to a covering by intervals of R or, more generally, of a manifold. We consider a strictly increasing sequence fa i g R, and build an orthogonal decom- We would like to describe a method permitting e cient compression of a variety of signals such as sound and images. While similar in goals to vector quantization, the new method uses a codebook or library of prede ned modulated waveforms with some remarkable orthogonality properties. We can apply the method to two particularly useful libraries of recent vintage, orthogonal wavelet-packets CM1], CW] and localized trigonometric functions CM2], for which the time-frequency localization properties of the waveforms are reasonably well controlled. The idea is to build out of the library functions an orthonormal basis relative to which the given signal or collection of signals has the lowest information cost. We may de ne several useful cost functionals; one of the most attractive is Shannon entropy, which has a geometric interpretation in this context. Practicality is built into the foundation of this orthogonal best-basis methods. All bases from each library of waveforms described below come equipped with fast O(N log N) transformation algorithms, and each library has a natural dyadic tree structure which provides O(N log N) search algorithms for obtaining the best basis. The libraries are rapidly constructible, and never have to be stored either for analysis or synthesis. It is never necessary to construct a waveform from a library in order to compute its correlation with the signal. The waveforms are indexed by three parameters with natural interpretations (position, Typeset by A M S-T E X
