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Abstract
In this thesis we discuss the problem of evaluation of tensor integrals appearing in a
typical one-loop Feynman diagram calculation. We present a computer library for the
numerical evaluation of tensor integrals with up to 5 legs and arbitrary kinematics.
The code implements algorithms based on the formalism which avoids the appear-
ance of inverse Gram determinants in the reduction of pentagon diagrams. The Gram
determinants of box integrals are isolated in the set of new basis integrals by using
dimensional recurrence relations. These integrals are then evaluated by dimensional
recurrence or expansion in small Gram determinant, which is improved by Padé
extrapolation. A cache system allows reuse of identical building blocks and increases
the efficiency.
After describing the cross checks and accuracy tests, we show a sample application
to the evaluation of five gluon helicity amplitudes, which is compared with the output
of the program NGluon.
In the last part the program is applied to the calculation of the one-loop virtual
corrections to the muon pair production with hard photon emission. The computation
method is explained, followed by a discussion of renormalization and pole structure.
Finally, we present numerical results for differential cross sections with kinematics of
the KLOE and BaBar detectors.
ii
Zusammenfassung
Die Berechnung von Tensorintegralen ist eines der komplizierteren Probleme bei
der Berechnung von Einschleifen-Feynmandiagrammen. In dieser Arbeit wird die
Computerprogrammbibliothek PJFry entwickelt, mit der Tensorintegrale mit bis zu
fünf äusseren Beinen und unter Zugrundelegung beliebiger Kinematik numerisch
ausgewertet werden können.
Im Programm PJFry sind Algorithmen implementiert, mit denen bei der Reduktion
von Pentagon-Tensoren inverse Potenzen der Gramdeterminanten vermieden wer-
den können. Gramdeterminanten der Boxdiagramme werden unter Verwendung von
Rekursionsrelationen mit variabler Raum-Zeit-Dimension in einem Satz neuer Basisin-
tegrale isoliert. Die neuen Basisintegrale werden ebenfalls durch Rekursionsrelationen
mit variabler Raum-Zeit-Dimension oder durch Entwicklung in kleinen Gramde-
terminanten ausgewertet. Die Konvergenz letzterer wird durch Padé-Extrapolation
erheblich beschleunigt. Ein Cache-System erlaubt die mehrfache Verwendung von
numerischen Bausteinen und erhöht zusätzlich die Effizienz des Programmpakets.
Ausser ausführlichen Tests von Struktur und Genauigkeit der Algorithmen wird
eine nichtriviale Beispielanwendung ausgearbeitet und mit dem Programm NGluon
verglichen: die Berechnung von fünf-Gluon-Helizitätsamplituden.
Schließlich werden die virtuellen Einschleifenkorrekturen zur Myonpaarproduktion
mit Emission energiereicher ("harter") Photonen berechnet. Die Methode wird er-
läutert, wie auch Renormierung und Behandlung der Polstruktur in dimensionaler
Regularisierung. Numerische Vorhersagen für differentielle Wirkungsquerschnitte
werden berechnet, unter Zugrundelegung der kinematischen Situationen, wie sie bei
den Detektoren KLOE (DAΦNE, Frascati) und BaBar (SLAC) typisch sind.
iii
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1. Introduction
The Standard Model (SM) is a theory of elementary particle interactions. In the last 50
years the Standard Model has been verified in a wide range of experiments over many
orders of magnitude of the energy spectrum. The discovery of top quark and tau neutrino
completed the picture in the strong and electroweak sectors of the SM in total agreement
with theoretical predictions.
Despite its great success, the Standard Model can not be regarded as a complete theory
of fundamental interactions. Leaving out the gravitation and dark energy, which are not
described by the SM, we have more immediate problems of explaining the electroweak
(EW) symmetry breaking mechanism and neutrino oscillations. A wide spectrum of
theories trying to deal with these problems includes new types of elementary particles.
The generally accepted solution to the origin of particle masses and therefore the EW
symmetry breaking is the Higgs mechanism. It requires the existence of a neutral scalar
particle, the Higgs boson. Yet unobserved, the Higgs boson is a part of the SM, which
would make little sense without it.
The experimental observation of the Higgs boson or possibly other new particles is
the main priority of current high energy collider experiments at Tevatron and LHC. The
production of new particles is accompanied by the large SM backgrounds which need
to be accurately predicted in order to make the discovery of new physics possible. At
current collision energies these backgrounds routinely include many particle final states
with massless and massive particles.
Such precision tests of the Standard Model at existing and future high energy colliders
require the knowledge of the theory parameters to very high accuracy. The measurements
of fine structure constant α and anomalous magnetic moment of the muon αµ at high
luminosity e+e− colliders (VEPP-2M, DAΦNE, BEPC, PEP-II and KEKB) are reaching
an unprecedented accuracy, which has to be matched by precision calculations on the
theory side [1].
Due to the complexity of quantum field theories, the predictions for high energy processes
are calculated as terms of the perturbative expansion in the interaction constant. The
calculations in the leading order (LO) of this expansion nowadays can be performed in
a completely automated fashion [4, 46, 128, 130, 145]. Unfortunately the accuracy of
the LO is not sufficient for confirming or disproving the SM and its extensions. This is
especially true for perturbative Quantum Chromodynamics (QCD) for which next to
leading order (NLO) calculations are needed in order to reliably estimate the normalization
of cross-sections [55].
Over the last decade there has been substantial progress in multileg NLO calculations
of many 2 → 3 and some 2 → 4 processes by different groups [23, 33, 34, 36, 42, 47,
48, 49, 72, 78, 79, 84, 85, 91, 98, 106, 132, 133, 134, 135]. Several frameworks for NLO
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calculations have been developed although the level of automation has not reached that
of LO cross-sections [16, 22, 35, 64, 110, 115, 142].
All these one-loop multileg calculations have been done with one of the two competing
methods. One is a family of methods generally refered to as unitarity approaches, which is
based on the analytic properties of unitarity and factorization of one-loop amplitudes [29,
31, 50, 89, 92, 141]. It is very efficient for calculations of processes with many gauge
bosons and other massless particles. The other one is the traditional Feynman diagram
approach which is competitive for the calculations involving massive intermediate states
(e.g. t-quark, massive gauge bosons, etc.).
One essential component of any Feynman diagram NLO calculation is the evaluation
of tensor loop integrals. The standard Passarino-Veltman approach to tensor integral
evaluation fails for multileg processes due to the small Gram determinant problem. Several
alternative reduction schemes have been proposed. At the moment there is no publicly
available code implementing those algorithms for arbitrary kinematics with internal
massive particles.
Outline
In the present work we discuss the problem of Gram determinants in the evaluation of the
one-loop tensor integrals with focus on the dimension recurrence method, its numerical
implementation PJFry and applications to photon associated muon pair production at
one loop level.
The thesis is organized as follows.
In the first chapter we briefly remind the reader of the basic concepts of perturbative
quantum field theory, which are extensively used throughout the rest of the document. We
begin by outlining the steps leading from the Lagrangian of the theory to Feynman rules.
Which is followed by the discussion of the origins of divergences in the loop integrals and
their regularization and subtraction.
In the second chapter we discuss the methods and the problems of evaluation of one
loop tensor integrals in dimensional regularization. We start with the simple Passarino-
Veltman reduction and demonstrate the appearance of inverse Gram determinants, which
could cause numerical instabilities. Then we show how Gram determinants can be avoided
by switching to another integral basis. In the rest of the chapter the reduction scheme
based on the dimensional recurrence relations is explained in detail.
In chapter 3 we present the numerical library for tensor integral evaluation based on
the methods of chapter 2. Starting from a general description we proceed to the methods
of basis integral evaluation and algorithm selection. The chapter is concluded by several
accuracy tests for massless and massive kinematic configurations.
The last chapter is devoted to the calculation of the one-loop virtual corrections to
muon pair production with hard photon emission. The computation method is explained,
followed by the discussion of renormalization and pole structure. In the numerical results
we present differential distributions for realistic kinematics of the KLOE detector at
DAΦNE in Frascati and the BaBar detector at SLAC.
Finally, the summary of the work and an outlook are given in the last chapter.
2
2. Theoretical background
2.1. Basics of perturbative QFT
Let us briefly overview basic concepts of perturbative quantum field theory taking
self-interacting scalar field φ(x) as an example.
The defining object of the theory is an action S =
∫
dtL, where L is the Lagrangian.
We write it as the space-time integral of a Lagrangian density which we separate into
free field part L0 and interaction part Lint
S =
∫
d4x L, L = L0 + Lint, (2.1)
L0 = 12∂
µφ∂µφ− 12m
2φ2, Lint = 16λφ
3. (2.2)
The field φ(x) obeys the equation of motion
(∂2 +m2)φ = 12λφ
2. (2.3)
The scattering amplitude of n initial particles with momenta pi into n′ final particles
with momenta p′i can be written with the help of the Lehmann-Symanzik-Zimmermann
reduction formula (LSZ formula) for scalar fields
〈Fn′ |In〉 = in+n′
∫
· · ·
∫
d4x1 e
ip1x1(∂21 +m21) d4x2 eip2x2(∂22 +m22) . . .
d4x′1 e
−ip′1x′1(∂21′ +m21′) d4x′2 e−ip
′
2x
′
2(∂22′ +m22′) . . .
× 〈0|Tφ(x1)φ(x2) . . . φ(xn)φ(x′1)φ(x′2) . . . φ(x′n′)|0〉 (2.4)
where 〈0|Tφ(x1) . . . φ(x′1) . . . |0〉 is the vacuum expectation value of a time-ordered product
of field operators, also known as correlation function or Green function. The interacting
field φ(x) satisfies a normalization condition
〈0|φ(x)|0〉 = 0, 〈p|φ(x)|0〉 = e−ipx. (2.5)
Introducing an auxiliary source field J we define the functional integral of the theory
Z(J) ≡ 〈0|0〉J =
∫
Dφ ei
∫
d4x[L0+Lint+Jφ] (2.6)
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where the integration is performed over the space of field configurations
Dφ ∝
∏
x
φ(x) (2.7)
and the measure is assumed to be chosen so the integral is normalized as Z(0) = 1.
Using the functional integral notation the n-point correlation function can be written as
〈0|Tφ(x1) . . . φ(xn)|0〉 =
∫ Dφ φ(x1) . . . φ(xn)eiS∫ Dφ eiS (2.8)
or as functional derivative of the generating functional Z(J)
〈0|Tφ(x1) . . . φ(xn)|0〉 = (−i)n δ
nZ(J)
δJ(x1) . . . δJ(xn)
∣∣∣∣
J=0
(2.9)
The Z(J) can be split into the free field part and interaction part
Z(J) = exp
[
i
∫
d4x Lint
(1
i
δ
δJ(x)
)]
Z0(J) (2.10)
where Z0(J) is the free field part, which can be expressed in terms of known 2-point
Green functions ∆(x− x′)
Z0(J) = exp
[
i
2
∫
d4x d4x′ J(x)∆(x− x′)J(x′)
]
(2.11)
∆(x− x′) =
∫
d4q
(2pi)4
eiq(x−x′)
q2 −m2 + i (2.12)
By substituting Lint and expanding the exponent in (2.10) we can obtain a power series
expansion of Z(J) in terms of interaction constant λ. Combining it with expanded Z0(J)
we get
Z(J) =
∞∑
V=0
1
V !
[
iλ
6
∫
d4x
(1
i
δ
δJ(x)
)3]V
×
∞∑
P=0
1
P !
[
i
2
∫
d4y d4x J(y)∆(y − z)J(z)
]P
(2.13)
Putting the above expression (2.9) will give us a perturbative expansion of the correlation
function, which we can later insert in LSZ formula in order to get scattering amplitudes.
The direct use of (2.9) in this way would require evaluating lots and lots of func-
tional derivatives of Z0(J). This computation can be organized by introducing Feynman
diagrams. In these diagrams we assign
• lines to propagators ∆(x1 − x2)
• vertices to iλ ∫ d4x
• endpoints to i ∫ d4J(x)
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In each diagram V is the number of vertices, P is the number of propagators and
E = 2P − 3V is the number of endpoints (legs). The Z(J) is then given by the sum of
all possible diagrams D
Z(J) =
∑
D (2.14)
The general diagram D can be written as a product of connected diagrams CI
D =
∏
I
1
nI !
(CI)nI (2.15)
where nI is the number of identical diagrams CI and the factorial corresponds to the
symmetry factor. That allows us to rewrite the path integral as exponential of the sum
of all connected diagrams
Z(J) =
∑
D =
∑∏
I
1
nI !
(CI)nI =
∏
I
∞∑
nI=0
1
nI !
(CI)nI = exp (
∑
I CI) (2.16)
In order to satisfy the normalization condition Z(0) = 1 we should drop the vacuum
diagram (with no endpoints), which gives us
Z(J) = exp [iW (J)] with iW (J) ≡
∑
I 6={0}
CI
where I 6= {0} means that we omit vacuum diagrams and W (0) = 0.
In this form Z(J) still contains disconnected products of connected diagrams. By
substituting them into the correlation function (2.9) and using the LSZ formula one can
show that these terms correspond to several independent scattering events happening
at the same time. This is usually not what we want to calculate. Therefore we define a
connected correlation function, which will describe a single multiparticle scattering event
after being inserted in the LSZ formula
〈0|Tφ(x1) . . . φ(xn)|0〉C = (−i)n−1 δ
nW (J)
δJ(x1) . . . δJ(xn)
∣∣∣∣
J=0
. (2.17)
For example let us calculate the 2 → 2 particle scattering amplitude. First we need
the 4-point connected correlation function 〈0|Tφ(x1)φ(x2)φ(x′1)φ(x′2)|0〉C . The lowest
non-zero order in λ is contributed by the diagrams with V = 2 and P = 5, shown in
Fig. 2.1. These are so-called tree diagrams (no closed loops).
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x1
x2
x′1
x′2
x1
x2
x′1
x′2
x1
x2
x′1
x′2
y z y z y z
Figure 2.1.: Tree diagrams for 2→ 2 scattering in φ3
Using these diagrams we can write down the correlation function
〈0|Tφ(x1)φ(x2)φ(x′1)φ(x′2)|0〉C = −i(iλ)2
∫
d4y d4z ∆(y − z)
×
[
∆(x1 − y)∆(x2 − y)∆(x′1 − z)∆(x′2 − z)
+ ∆(x1 − y)∆(x′1 − y)∆(x2 − z)∆(x′2 − z)
+ ∆(x1 − y)∆(x′2 − y)∆(x2 − z)∆(x′1 − z)
]
+O(λ4) (2.18)
We can now substitute this to the LSZ formula and use the 2-point Green function (2.12).
After working out the details we arrive at the momentum space representation of the
2→ 2 scattering amplitude
〈1′2′|12〉 = i(2pi)4δ4(p1 + p2 − p′1 − p′2)
× λ2
[ 1
(p1 + p2)2 −m2 +
1
(p1 − p′1)2 −m2
+ 1(p1 − p′2)2 −m2
]
+O(λ4) (2.19)
The first part with the momenta conservation delta function is common to all scattering
amplitudes. It is convenient to consider only the second part, which is process specific
and called matrix element M
〈Fn′ |In〉 = (2pi)4δ(pin − pout)iM (2.20)
The diagrammatic calculation of matrix elements can be elegantly described by the
following algorithm
1. Each particle type has its own line type. Draw external lines for each incoming and
each outgoing particle.
2. Connect all external lines leaving one end free and using lines and vertices available
in the theory. In this way draw all possible fully connected diagrams that are
topologically nonequivalent.
6
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3. On each incoming line draw an arrow pointing towards the connected vertex. On
each outgoing line draw an arrow pointing away from the connected vertex. On
each internal line draw an arrow with arbitrary direction.
4. Assign each line its own momentum. The momentum of external line is the momen-
tum of the corresponding particle. Thinking as if momenta are flowing along the
lines in the direction of the arrows, assign momenta to internal lines using momenta
conservation at the vertices.
5. The value of the diagram is obtained by replacing vertices and lines according to
theory-specific Feynman rules.
6. The value of each diagram is divided by its symmetry factor which is equal to the
order of the permutation group of internal lines and vertices leaving the diagram
unchanged.
7. For tree diagrams all momenta will be fixed. For diagrams with L closed loops
integrate over each free momentum ki with measure d4ki/(2pi)4.
8. The matrix element M is given by the sum over values of all these diagrams.
The Feynman rules can be derived from the interaction part Lint of the Lagrangian of
the theory. In scalar φ3 theory we have one 3-vertex and the following rules:
• external line gives 1
• internal line with momentum p gives −i/(p2 −m2 + i)
• vertex gives iλ
One can easily verify that applying these rules gives (2.19) for 2→ 2 scattering amplitude.
The scattering amplitude (and its matrix element) is the main component of the
differential cross section, which enters definitions of physical observables. The fully
differential cross section of 2→ n′ particles scattering is
dσ = 14|p1|CMS
√
s
|M |2 dΦ1+2→n′ (2.21)
where s = (p1 + p2)2, |p1|CMS is the absolute 3-momentum in the center-of-mass frame of
incoming particles and dΦ1+2→n′ is the n′-body Lorentz-invariant phase-space measure.
2.2. QED Lagrangian and Feynman rules
The Quantum Electrodynamics (QED) is the theory describing interactions of charged
spin 12 particles with the electromagnetic field. Its Lagrangian density is
LQED = −14FµνF
µν + iψ¯∂µγµψ −mψ¯ψ − eψ¯γµψAµ (2.22)
7
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The calculation of the correlation functions is a bit more involved due to presence of
vector and spinor fields. We list here the result of this calculation and refer the reader to
textbooks [144, 154] for technical details. The Feynman rules in the momentum space for
computing contributions to matrix elements in QED read
• us(p) incoming fermion
p, s
• u¯s(p) outgoing fermion
p, s
• v¯s(p) incoming anti-fermion
p, s
• vs(p) outgoing anti-fermion
p, s
• µ(λ)(p) incoming photon
p, µ, λ
• µ∗(λ)(p) outgoing photon
p, µ, λ
• i(qµγ
µ +m)
q2 −m2 + i fermion propagator
q
• −ig
µν
q2 + i photon propagator
qµ ν
• −ieQeγµ photon-fermion vertex
µ
In addition to momentum flow each fermion line gets assigned a fermion flow. The
spinors and gamma matrices do not commute and the value of the diagram along the
spinor line should be written left to right against the fermion flow. Fermion line loops get
an additional factor of −1 and the trace operation has to be applied to gamma matrices
along the loop.
The polarization spinors u and v satisfy the Dirac equation
(pµγµ −m)us(p) = 0 u¯s(p)(pµγµ −m) = 0 (2.23)
(pµγµ +m)vs(p) = 0 v¯s(p)(pµγµ +m) = 0 (2.24)
and the completeness relations∑
s
us(p)u¯s(p) = pµγµ +m
∑
s
vs(p)v¯s(p) = pµγµ −m (2.25)
The Dirac gamma matrices obey the Clifford algebra generated by the anticommutation
8
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relation
{γµ, γν} = 2gµν1 (2.26)
which results in a number of useful contraction identities
γµγνγµ = −(gµµ − 2)γν
γµγνγλγµ = 4gνλ + (gµµ − 4)γνγλ
γµγνγλγσγµ = −2γσγλγν − (gµµ − 4)γνγλγσ
γµγνγλγσγργµ = 2γσγλγνγρ + (gµµ − 4)γνγλγσγρ + 2γργνγλγσ
. . .
(2.27)
The leading order contributions to matrix elements are described by tree level diagrams
with all internal momenta fixed by the momentum conservation. On the other hand,
contributions beyond leading order contain diagrams with closed loops which require
additional integrations over the undetermined loop momenta.
Our ability to calculate the perturbative expansion for the scattering amplitudes is
mainly limited by the complexity of these loop integrations, which grow very quickly with
the increasing number of loops and/or external states. In fact in the case of multiparticle
processes even the first one-loop correction presents enough technical difficulties which
are not completely solved up to date.
2.3. Dimensional regularization
The first problem one encounters when trying to evaluate loop integrals is the fact that
they are often divergent (have infinite value). The physical implications of this will
be discussed in the next section, while now we will try to deal with it from a purely
mathematical point of view.
The example of a divergent diagram is the first loop correction to the fermion propagator.
The corresponding diagram and its value are shown below. Note that we consider it here
as a part of a bigger diagram, therefore polarization spinors are not included.
p− k
p pk
=
i(/p+m)
p2 −m2 [−iΣ2(p)]
i(/p+m)
p2 −m2 (2.28)
where
−iΣ2(p) = (−ie)2
∫
d4k
(2pi)4 γ
µ i(/k +m)
k2 −m2 γ
ν −igµν
(p− k)2 (2.29)
The integration in (2.29) has logarithmic divergence ∼ log k2 at large loop momentum
k2 →∞. Such divergence occuring at large loop momentum is called ultraviolet (UV). If
one tries to calculate the vertex correction he will encounter another kind of divergence,
9
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which is called infrared (IR) and appears at low k2 → 0.
We have to make integral (2.29) well defined and it can be done by introducing a regu-
lator. The infrared and ultraviolet divergences have different origins and in one principle
can use different regulators, for example a small photon mass for the IR divergence and
the Pauli-Villars procedure for the UV divergence. Besides some pedagogical value there
is little reason to do so in practical calculations. We will use dimensional regularization
[12, 45, 59, 158] which handles both kinds of divergence in an efficient and uniform
fashion.
In the dimensional regularization we formally extend the loop momentum k into a
d = 4− 2 dimensional space which makes the integral parametrically dependent on d.
The value of d is chosen to make the d-dimensional integration well-defined and can be
non-integer or even complex. After performing the integration we should analytically
continue the result to d = 4. The divergences will manifest themselves as poles in the
Laurent expansion around  = 0.
Applying this procedure to the integration in (2.29) and omitting technical details we
get
−iΣ2(p) = (−ie)2µ2
∫
ddk
(2pi)4 γ
µ i(/k +m)
k2 −m2 γ
ν −igµν
(p− k)2 (2.30)
= 1

(−ie)2 2i(4pi)2
(4piµ2
m2
)
Γ(1 + )(4m− /p) + finite +O() (2.31)
This result demonstrates the main features of the dimensional regularization approach
• ultraviolet and/or infrared singularities are explicitly separated into poles in the
dimensional regulator .
• the finite part contains physical information at the one loop level, and further terms
in the -expansion contribute to higher order corrections.
• a new scale with the dimension of mass µ was introduced in order to preserve the
overall dimensionality of the diagram.
Over the last 50 years many methods for the analytic evaluation of dimensionally
regulated Feynman integrals have been developed. A good overview of contemporary
state of art techniques is available in [153].
There is a freedom in the definition of dimensional regularization connected with
the dimensionality of Dirac gamma matrices, the associated Clifford algebra and the
dimensionality of vector fields and their polarization vectors. This results in the coexistence
of several variants of dimensional regularization usually called schemes [150, 151, 152]:
• Conventional Dimensional Regularization (CDR) – all vector fields are uniformly
continued to d dimensions. The numerator gamma algebra is done in d dimensions
• ’t Hooft Veltman regularization (HV) – internal vector fields are treated as d-
dimensional and external ones are treated as strictly 4-dimensional. The numerator
gamma algebra is done in d dimensions.
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• Four Dimensional Helicity scheme (FDH) – internal vector fields are treated as d-
dimensional and external ones are treated as strictly 4-dimensional. The numerator
gamma algebra is done in 4 dimensions.
All schemes have in common that the loop momentum is always continued to d dimensions.
At one loop level these schemes are equivalent and the results of a calculation can be
converted from one scheme to another one with simple transitional formulae [57, 123, 124].
The formally d-dimensional space is in fact an infinite-dimensional vector space with
some d-dimensional properties. For a proper definition of this space and operations in it
see [60, 172].
2.4. Renormalization
To start dealing with singularities we should first remember that the LSZ formula is only
valid if the interacting fields satisfy the normalization of the free fields (2.5). The same
conditions for spinor and vector fields are
〈0|ψ(x)|0〉 = 0, 〈p, s,−|ψ(x)|0〉 = vs(p) e−ipx, (2.32a)
〈0|Aµ(x)|0〉 = 0, 〈p, λ|Aµ(x)|0〉 = µ(λ)(p) eipx. (2.32b)
These relations generally do not hold for the interacting fields, because they receive
corrections from loop-diagrams. We can fix them by shifting and rescaling parameters in
the original Lagrangian (2.22)
ψ →
√
Z2ψ, A
µ →
√
Z3A
µ, m→ (1 + Zm/Z2)m, e→ Z1/(Z2
√
Z3)e, (2.33)
LQED = −14Z3FµνF
µν + Z2ψ¯(i∂µγµ −m)ψ − Zmmψ¯ψ − Z1eψ¯γµψAµ. (2.34)
Note that in the derivation of the path integral earlier we explicitly used the unrescaled
free-field Lagrangian to get (2.11). To keep it valid we need to put all Z-dependence in
the Lint = L0int + Lct
LQED =
L0︷ ︸︸ ︷
−14FµνF
µν + ψ¯(i∂µγµ −m)ψ
L0int︷ ︸︸ ︷
− Z1eψ¯γµψAµ
− 14(Z3 − 1)FµνF
µν + (Z2 − 1)ψ¯(i∂µγµ −m)ψ − Zmmψ¯ψ︸ ︷︷ ︸
Lct
(2.35)
The new part Lct is called counterterm Lagrangian. The Feynman rules have to be
extended to include additional rules for counterterms.
Out of four renormalization parameters, only Z2 and Z3 are fixed by conditions (2.32).
If we try to calculate them we will find out that they are divergent too (containing poles
in ), but those divergences cancel some of the UV-divergences coming from loop integrals
in the full amplitude. That brings us to the understanding that the initial parameters in
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the Lagrangian (bare parameters) are unphysical and can even be infinite. As long as
physical observables are finite the divergence of bare parameters should not concern us.
We have to provide two more renormalization conditions to fix the remaining parameters
Zm and Z1. For instance we can demand m to be the actual mass of the fermion (the
pole in the full propagator) and e be equal to the electron electric charge observed in the
Thomson scattering experiment. This will give us the following conditions
Σ(/p = m) = 0, −ieΓµ(q = 0) = −ieγµ (2.36)
where Σ(p) is the full one particle irreducible insertion into the fermion propagator
and Γµ(q) is the full fermion-photon vertex. With (2.32) and (2.36) one can calculate
perturbative expansion for renormalization constants order by order using Feynman
diagrams.
The arbitrariness in the choice of renormalization conditions leads to the possibility of
using different renormalization schemes. The most commonly used ones are on-shell (2.36)
and MS-bar. The physical predictions of the theory are independent of the choice of
renormalization scheme.
The QED as well as the rest of the Standard Model belongs to the class of renormalizable
theories. One can rigorously prove that in such theories a finite number of renormalization
constants is sufficient to remove all UV-divergences from all experimental predictions [60].
For completeness we list below Feynman rules for counterterm vertices
• i(Z2 − 1)(/q −m)− iZmm fermion counterterm
q
• −i(Z3 − 1)(gµνq2 − qµqν) photon counterterm
qµ ν
• −i(Z1 − 1)eQeγµ charge counterterm
µ
2.5. Cancellation of IR divergences
After performing renormalization we are left with an amplitude which still has infrared
divergences. The existence of these divergences roots in the definition of asymptotic
states. It turns out that the idea of asymptotic states as isolated single particle states is
not a valid abstraction for theories with massless particles (e.g. photons).
To correct this abstraction we should ask ourselves what we can and what we cannot
see in the experiment. Any real detector has a finite resolution. So in principle a scattering
process can be accompanied by a number of very soft (low-energy) massless particles that
escaped the detection. Likewise one cannot distinguish a situation of several massless
collinear particles moving together from a single massless particle with the same energy.
We have to account for this undetected particles by including additional terms in our
12
2.5. Cancellation of IR divergences
scattering cross section definition. Which can be schematically shown as
dσn =
1
4|p1|
√
s
(
|Mn|2 dΦn +
∫ δ
0
|Mn+1|2 dΦn+1 +
∫∫ δ
0
|Mn+2|2 dΦn+2 · · ·
)
(2.37)
where the integration goes over the phase-space of unobserved particles from zero up to
detector resolution δ.
Let us have a closer look at these new terms. The matrix element of n particle scattering
with additional photon emission can be written as
k
p + k p
Mn = Mn × (−ie)γµ
i(/p+ /k +m)
(p+ k)2 −m2 (2.38)
We can see that in the limit k → 0 the Eq. (2.38) can diverge. Therefore phase-space
integrations in (2.37) are potentially divergent too and have to be regulated. It turns out
that infrared singularities coming from virtual loop corrections and singularities from
soft/collinear real emission exactly cancel each other leaving us with a finite physical
cross section [43, 120, 127, 174].
This concludes our short overview of theoretical concepts one should familiarize himself
with before proceeding on to the following chapters. More information can be found in
one of many textbooks on quantum field theory like for instance [53, 144, 154].
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The stable numerical evaluation of tensor integrals is one of the central ingredients of
any one loop Feynman diagram calculation.
The classic Passarino-Veltman reduction scheme allows to express tensor integrals
in terms of basis of 4-dimensional scalar 1-, 2-, 3- and 4-point integrals with kinematic
coefficients [52, 143, 159]. While it works well for processes with up to 4 external states,
for 5 and more legs the numerical stability of reduction coefficients is spoiled by the
appearance of inverse Gram determinants. A number of methods have been proposed
to avoid Gram determinant and improve the numerical stability [37, 38, 54, 69, 75, 101,
155, 156, 160, 166, 168].
In this chapter we introduce the reader to modern reduction techniques with focus on
the dimensional recurrence approach. After giving definitions for tensor integrals and
kinematic determinants, we outline the straightforward Passarino-Veltman reduction
scheme and explicitly show the appearance of inverse Gram determinants. Then we
describe the alternative approach based on using integrals in the shifted dimension.
Starting with the reduction of 5-point functions, we proceed to methods of evaluation
of 4-point functions and conclude by the discussion of the reduction of triangles and
bubbles.
3.1. Definitions and notation
3.1.1. Dimensionally regulated tensor integrals
We define dimensionally regulated n-point 1-loop tensor integral of rank R as:
Iµ1...µRn = (2piµ)2
∫
ddk
ipid/2
kµ1 · · · kµR(
(k−q1)2 −m21 + i
) · · · ((k−qn)2 −m2n + i) (3.1)
where chords qi are defined as
q1 = p1, q2 = p1 + p2, q3 = p1 + p2 + p3, . . . , qn =
n∑
i=1
pi (3.2)
Here d = 4 − 2 is the space-time dimension and  is the dimensional regulator. The
Eq. 3.1 can contain single and double poles at  = 0 and should be thought as a Laurent
series expansion near that point. The physically relevant information is contained in the
finite term of this expansion, while 1/ and 1/2 provide additional cross-checks as they
have to cancel against similar terms from real emission and renormalization.
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The tensor integral (3.1) is invariant under loop momenta shifts k′µ = kµ + ξµ. We can
use this freedom to put one denominator into a simple form by eliminating its chord
qn = 0.
In this chapter we pick an all-outgoing momenta labeling, which is shown in Fig. 3.1,
this also fixes the sign of qi’s in the denominators.
p1 pn
p2 pn−1
. . .
. . .
k − q1
k − q2
k − qn
k − qn−1
mn
m1
m2
mn−1
Figure 3.1.: All-outgoing momenta labeling
To specify n-point kinematics in a Lorentz-invariant fashion we use generalized Man-
delstam variables sij :
sij = (pi + pj)2, i, j = 1, . . . , n (3.3)
3.1.2. Kinematic determinants
We use the Melrose [136] notation for kinematic matrices and determinants.
The modified Cayley matrix of n-point kinematics:
Yij = m2i +m2j − (qi − qj)2, Y0i = Yi0 = 1, Y00 = 0, i, j = 1, . . . , n (3.4)
and its determinant
()n =
∣∣∣∣∣∣∣∣∣∣
0 1 1 · · · 1
1 Y11 Y12 · · · Y1n
...
...
... . . .
...
1 Y1n Y2n · · · Ynn
∣∣∣∣∣∣∣∣∣∣
The order r cofactors of the Cayley matrix (also called signed minors)(
i1 i2 . . . ir
j1 j2 . . . jr
)
n
= det
(
Y
{i1i2...ir}
{j1j2...jr}
)
sgn(i1i2 . . . ir) sgn(j1j2 . . . jr)
r∏
k=1
(−1)ik+jk (3.5)
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where Y {i1i2...ir}{j1j2...jr} is an (n+ 1− r)× (n+ 1− r) matrix obtained from the Cayley matrix
by discarding rows i1i2 . . . ir and columns j1j2 . . . jr. The signature of permutation of
indices (i1i2 . . . ir) to the ordered set is denoted as sgn(i1i2 . . . ir).
The signed minors obey a multitude of algebraic relations [136] which are extensively
used throughout this chapter. The most often used master identity is(
α
0
)
n
(
αβ
i j
)
n
+
(
α
i
)
n
(
αβ
j 0
)
n
+
(
α
j
)
n
(
αβ
0 i
)
n
= 0 (3.6)
where α, β = 0, . . . , n and i, j = 1, . . . , n
See App. A for more information about signed minors.
We define the (n− 1)×(n− 1) Gram matrix and note the connection between Gram
determinant and Cayley determinant at qn = 0:
G
(n)
ij = 2qiqj , G(n) ≡ detG(n)ij = −()n
∣∣
qn=0 (3.7)
3.2. Passarino-Veltman reduction
The first systematic approach to the evaluation of one-loop tensor integrals was developed
in the work of Passarino and Veltman [143]. Their method defines tensor integrals in
terms of generic scalar form-factors by separating the Lorentz structure into products of
external momenta and/or metric tensors.
Any one loop tensor integral can be written in the following form:
Iµ1...µRn =
n∑
i1,...,iR
q
[µ1
i1 · · · q
µR]
iR
F
(n)
i1...iR
+
n∑
i3,...,iR
g[µ1µ2qµ3i3 · · · q
µR]
iR
F
(n)
00i3...iR
+
n∑
i5,...,iR
g[µ1µ2gµ3µ4qµ5i5 · · · q
µR]
iR
F
(n)
0000i5...iR + · · · (3.8)
The square brackets here denote non-equivalent symmetrization, which gives the set of all
non-equivalent permutations. It can be obtained by normalizing the full symmetrization
by symmetry factors of the term. Thus we have:
q
[µ1
i1 · · · q
µR]
iR
= qµ1i1 · · · q
µR
iR
(3.9a)
g[µνq
λ]
i = gµνqλi + gµλqνi + gνλq
µ
i (3.9b)
g[µνqλi q
σ]
j = gµνqλi qσj + gµλqνi qσj + gµσqνi qλj + gνλq
µ
i q
σ
j + gνσq
µ
i q
λ
j + gλσq
µ
i q
ν
j (3.9c)
g[µνgλσ] = gµνgλσ + gµλgνσ + gµσgνλ (3.9d)
g[µνqλi q
σ
j q
ρ]
k = g
µνqλi q
σ
j q
ρ
k + g
µλqνi q
σ
j q
ρ
k + g
µσqνi q
λ
j q
ρ
k + g
µρqνi q
λ
j q
σ
k + gνλq
µ
i q
σ
j q
ρ
k
+ gνσqµi qλj q
ρ
k + g
νρqµi q
λ
j q
σ
k + gλσq
µ
i q
ν
j q
ρ
k + g
λρqµi q
ν
j q
σ
k + gσρq
µ
i q
ν
j q
λ
k (3.9e)
g[µνgλσq
ρ]
i = g[µνgλσ]q
ρ
i + g[µνgλρ]qσi + g[µνgρσ]qλi + g[µρgλσ]qνi + g[ρνgλσ]q
µ
i (3.9f)
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The scalar functions F (n)i1...iR are tensor form-factors. Tensor integrals and their form-
factors are often denoted by capital letters [143]
F
(1)
··· = A···, F (2)··· = B···, F (3)··· = C···, F (4)··· = D···, F (5)··· = E··· (3.10)
For convenience we list the explicit form of Eq. (3.8) for tensors up to rank 5:
Iµn =
n∑
i=1
qµi F
(n)
i (3.11a)
Iµνn =
n∑
i,j=1
qµi q
ν
j F
(n)
ij + gµνF
(n)
00 (3.11b)
Iµνλn =
n∑
i,j,k=1
qµi q
ν
j q
λ
kF
(n)
ijk +
n∑
i=k
g[µνq
λ]
k F
(n)
00k (3.11c)
Iµνλσn =
n∑
i,j,k,l=1
qµi q
ν
j q
λ
kq
λ
l F
(n)
ijkl +
n∑
k,l=1
g[µνqλkq
σ]
l F
(n)
00kl + g
[µνgλσ]F
(n)
0000 (3.11d)
Iµνλσρn =
n∑
i,j,k,l,m=1
qµi q
ν
j q
λ
kq
λ
l q
ρ
mF
(n)
ijklm +
n∑
k,l,m=1
g[µνqλkq
σ
l q
ρ]
mF
(n)
00klm +
n∑
m=1
g[µνgλσqρ]mF
(n)
0000m
(3.11e)
One may notice that after choosing qn = 0 it becomes possible to simplify the contraction
of tensor integral (3.1) with qs,µ using this relation:
2qs,µkµ = (q2s +m2n −m2s)− ((k − qs)2 −m2s) + (k2 −m2n) (3.12)
The first term does not contain the loop momentum and corresponds to to a tensor
integral with reduced rank. The last two terms cancel the sth and nth denominators and
result in integrals with reduced rank and number of legs.
By introducing the notation Iµ1...µR,sn for the integral with canceled sth propagator, we
can write a contraction of the rank-R tensor integral (3.1) with 2qs,µ and gµν as:
2qs,µ1Iµ1µ2...µRn = (q2s +m2n −m2s)Iµ2...µRn − Iµ2...µR,sn−1 + Iµ2...µR,nn−1 (3.13a)
gµ1µ2I
µ1µ2...µR
n = m2nIµ3...µRn + I
µ3...µR,n
n−1 (3.13b)
Substituting form-factor expansions (3.8) into (3.13a) we get a system of equations
n−1∑
i2,...,iR=1
qµ2i2 · · · q
µR
iR
×
(n−1∑
k=1
G
(n)
sk F
(n)
ki2...iR
+ 2
R∑
r=2
δsirF
(n)
00i2...ir−1ir+1...iR
)
+ · · ·
=
n−1∑
i2,...,iR=1
qµ2i2 · · · q
µR
iR
×
(
(q2s +m2n −m2s)F (n)i2...iR − F
(n−1),s
i2...iR
+ F (n−1),ni2...iR
)
+ · · · (3.14a)
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and the same for (3.13b)
n−1∑
i3,...,iR=1
qµ3i3 · · · q
µR
iR
×
( n−1∑
k,m=1
1
2G
(n)
kmF
(n)
kmi3...iR
+ (D +R− 2 +R′)F (n)00i3...iR
)
+ · · ·
=
n−1∑
i3,...,iR=1
qµ3i3 · · · q
µR
iR
×
(
m2nF
(n)
i3...iR
+ F (n−1),ni3...iR
)
+ · · · (3.14b)
where G(n)ij is the Gram matrix (3.7) and R′ is the number of non-zero indices among
i3, . . . , iR.
First we multiply (3.14a) by the inverse Gram matrix
(
G(n)
)−1 and solve it for F (n)i1...iR
F
(n)
i1...iR
=
n−1∑
s=1
(
G(n)
)−1
i1s
(
−2
R∑
r=2
δsirF
(n)
00i2...ir−1ir+1...iR
+ (q2s +m2n −m2s)F (n)i2...iR − F
(n−1),s
i2...iR
+ F (n−1),ni2...iR
)
(3.15)
Now we can substitute (3.15) to (3.14b) and get a relation for F (n)00i3...iR :
F
(n)
00i3...iR =
1
2(D +R− 1− n)
[
2m2nF
(n)
i3...iR
+ 2F (n−1),ni3...iR
−
n−1∑
s=1
(
(q2s +m2n −m2s)F (n)si3...iR −

*0
F
(n−1),s
si3...iR
+ F (n−1),nsi3...iR
)]
(3.16)
As we can see (3.15) and (3.16) express rank-R n-point tensor form-factors in terms
of lower n and/or lower rank form-factors. Therefore one can apply them recursively to
write any tensor integral in terms of scalar integrals, which are known analytically [87].
In this derivation we assumed that the Gram matrix is non-singular, which is generally
true for n ≤ 5 with non-special kinematics. The inverse can be written as:
(
G(n)
)−1
ij
=
adj
(
G(n)
)
ij
detG(n)
(3.17)
where the numerator is the adjugate or cofactor matrix and the denominator is the Gram
determinant, which we will further denote as G(n).
Each step of recurrence (3.15) introduces a single power of the Gram determinant in
the denominator. This can potentially affect the numerical accuracy when the Gram
determinant comes close to zero. For up to n = 4 this happens only near various thresholds
on the edge of the physical phase-space.
For instance for massless kinematics G(4) = −s12s23(s12 + s23) becomes small in soft
and collinear regions which are normally excluded by experimental cuts.
Unfortunately, already for n = 5, the regions where G(5) and G(4) can become small or
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zero overlap with the physical phase space. Even in the simplest massless case
G(5) = −s212(s15 − s23)2 −
(
s23s34 + (s15 − s34)s45
)2 +
+ 2s12
(
s23s34(s23 − s45) + s215s45 − s15
(
s34s45 + s23(s34 + s45
)
)
)
(3.18)
The situation gets worse with adding masses and/or increasing number of legs.
For n ≥ 6 the Gram determinant is identical to zero G(n) ≡ 0|n≥6. Due to the
dimensionality of space time we can’t have more than four linearly independent momenta
qi.
It can be shown that any rank-R n ≥ 6 tenor integral can be reduced iteratively to
tensor 5-point integrals without introducing inverse Gram determinants [30, 38, 75, 82, 96].
Therefore the tensor pentagon form-factors are the most complicated objects which we
need to know how to evaluate for small Gram determinants.
For instance, using the signed minors notation defined in (3.5):
Iµ1µ2...µR6 = −
6∑
i=1
qµ1i
6∑
s=1
(0s
0i
)
6(0
0
)
6
Iµ2...µR,s5 (3.19)
3.3. Dimensional recurrence method
One possible solution to the Gram determinant problem is using different set of basis
integrals. It turns out that coefficients of one-loop tensor integrals can be directly related
to scalar integrals in different space-time dimensions [69]. And that integrals satisfy
certain recursion relations [160]. This ideas have been further developed by several groups
[27, 30, 37, 38, 82, 94, 96, 101].
The basis of higher-dimensional integrals is free of Gram determinants, but numerically
stable analytic expressions are hard to obtain and are known only for the massless case.
Therefore several semi-numerical approaches have been proposed [41, 88, 100].
In this section we will focus on the findings of [81, 82, 83, 94] and outline the most
important steps of the reduction scheme.
3.3.1. Scalar integrals in shifted dimension
We start by writing down the Davydychev formula [69] explicitly for form-factors of
tensor integrals up to rank 5
F
(n)
i = −I [2]n,i (3.20a)
F
(n)
ij = nijI
[4]
n,ij F
(n)
00 = −
1
2I
[2]
n (3.20b)
F
(n)
ijk = −nijkI [6]n,ijk F (n)00k =
1
2I
[4]
n,k (3.20c)
F
(n)
ijkl = nijklI
[8]
n,ijkl F
(n)
00kl = −
1
2nklI
[6]
n,kl F
(n)
0000 =
1
4I
[4]
n (3.20d)
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F
(n)
ijklm = −nijklmI [10]n,ijklm F (n)00klm =
1
2nklmI
[8]
n,klm F
(n)
0000m = −
1
4I
[6]
n,m (3.20e)
where I [2l],s1s2...n,i1i2... is a generalized scalar loop integral in shifted dimension with shifted
powers of denominators:
I
[2l],s1s2...
n,i1i2... = (2piµ)
2
∫
dd+2lk
ipid/2+l
n∏
r=1
1
((k − qr)2 −m2r + i)1+δri1+δri2+···−δrs1−δrs2−···
(3.21)
The symbols ni1i2... in (3.20) are shorthand notations for combinatorial factors introduced
in [82]. They are equal to the products of factorials of numbers of equal indices: nijk =
1!1!1!, niik = 1!2!, niii = 3!. They are related to another set of indexed objects vi1i2...:
nij = vij vij = 1 + δij (3.22a)
nijk = vijvijk vijk = 1 + δik + δjk (3.22b)
nijkl = vijvijkvijkl vijkl = 1 + δil + δjl + δkl (3.22c)
nijklm = vijvijkvijklvijklm vijklm = 1 + δim + δjm + δkm + δlm (3.22d)
where δij is Kronecker delta symbol.
These combinatorial factors appear naturally through the application of recurrence
relations between generic scalar loop integrals [96, 160]. Introducing νj for the power of
the jth denominator (index), we get for the dimension shifting recurrence
()n(d+ 2l −
n∑
i=1
νi + 1)I [2(l+1)]n =
(0
0
)
n
I [2l]n −
n∑
s=1
(0
s
)
n
s−I [2l]n (3.23)
and for the combined recurrence in dimension and index
()nvj j+I [2(l+1)]n = −
(
j
0
)
n
I [2l]n +
n∑
s=1
(
j
s
)
n
s−I [2l]n (3.24)
where s− is sth denominator power lowering operator and j+ is jth denominator power
raising operator.
3.3.2. Reduction of 5-point functions
The reduction of a scalar pentagon to scalar boxes has been known for many years
[136, 166] and follows directly from (3.23)
()n(d− 4)I [2]5 =
(0
0
)
5
I5 −
5∑
s=1
(0
s
)
5
Is4 (3.25)
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Since I [2]5 is finite its product with d− 4 = −2 starts at O() and we get for the finite
part of the scalar pentagon:
E0 ≡ I5 = 1(0
0
)
5
5∑
s=1
(0
s
)
5
Is4 (3.26)
The vector form-factor (3.20a) can be similarly obtained from (3.24)
−()nF (5)i = −
(
i
0
)
5
I5 +
5∑
s=1
(
i
s
)
5
Is4 (3.27)
substituting (3.26)
Ei ≡ F (5)i =
[(i
0
)
5
(0
s
)
5( )
5
(0
0
)
5
+
(i
s
)
5( )
5
] 5∑
s=1
Is4 (3.28)
This expression for the vector pentagon form-factor contains the Gram determinantG(5) =
()5 in the denominator. It can be eliminated by using the signed minors’ identity (A.6)(0
0
)
5
(
s
i
)
5
=
(0s
0i
)
5
()
5
+
(0
i
)
5
(
s
0
)
5
(3.29)
Ei = − 1(0
0
)
5
5∑
s=1
(0s
0i
)
5
Is4 (3.30)
One observes the appearance of the Cayley determinant
(0
0
)
5 in the denominator of
the reduction formulae (3.26) and (3.30). This raises the question whether it can become
small and affect the numerical stability. Generally it is preferable to have the Cayley
determinant in the denominator instead of the regular Gram determinant. For instance
in the massless case, unlike the Gram determinant (3.18), the Cayley determinant never
becomes zero within the physical phase-space:(0
0
)
5
= −2s12s15s23s34s45,
(0
0
)
4
= s2t2 (3.31)
In case of large Gram determinants one can always use a Passarino-Veltman-like
reduction. Which has the advantage of reducing the number of form-factors by eliminating
gµν . This is possible due to the fact that in case of 5-point kinematics qi’s form a complete
basis in the 4-dimensional space-time
gµν = 2
5∑
i,j=1
(i
j
)
5( )
5
qµi q
µ
j (3.32)
While it is still possible to use (3.23) and (3.24) directly for the higher rank tensors,
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the fact that they introduce an inverse Gram determinant on every application calls for
a better approach. It turns out that it is more convenient to start with explicitly solved
recurrence relations [83] similar to (3.19)
Iµ1µ2...µR5 =
5∑
i=1
qµ1i
[(0
i
)
5( )
5
Iµ2...µR5 −
5∑
s=1
(s
i
)
5( )
5
Iµ2...µR,s4
]
(3.33)
after using (3.29)
Iµ1µ2...µR5 =
5∑
i=1
qµ1i
[(0
i
)
5( )
5
( T
µ2...µR
5︷ ︸︸ ︷
Iµ2...µR5 −
5∑
s=1
(s
0
)
5(0
0
)
5
Iµ2...µR,s4
)
−
5∑
s=1
(0s
0i
)
5(0
0
)
5
Iµ2...µR,s4
]
(3.34)
In this form it still contains a Gram determinant ()5 and we have to transform Tµ2...µR5
to be able to apply the following signed minors’ algebra relation
(
s
i
)
5
(0
j
)
5( )
5
= −
(0i
sj
)
5
+
(
s
0
)
5
(i
j
)
5( )
5
(3.35)
where the last term will become gµν after use of (3.32).
Pentagon rank 2
We start with the Tµ2...µR5 part of master formula (3.34) and feed the recursion with the
explicitly obtained expression for the vector pentagon (3.30) and the standard expression
(3.20a) for a vector box
Tµ25 = I
µ2
5 −
5∑
s=1
(s
0
)
5(0
0
)
5
Iµ2,s4 =
5∑
j=1
qµ2j
[
Ej −
5∑
s=1
(s
0
)
5(0
0
)
5
Dsj
]
=
5∑
j=1
qµ2j
5∑
s=1
1(0
0
)
5
[
−
(0s
0j
)
5
Is4 +
(
s
0
)
5
I
[2],s
4,j
]
applying (3.24) to the last term
=
5∑
j=1
qµ2j
5∑
s=1
1(0
0
)
5
[
−
(0s
0j
)
5
Is4 +
(
s
0
)
5
{
−
(js
0s
)
5(s
s
)
5
Is4 +
5∑
t=1
(js
ts
)
5(s
s
)
5
Ist3
}]
(3.36)
Here we should note Gram determinants of 4-point subkinematics
(s
s
)
5 which came from
vector boxes reduction. With help of two special cases of (3.6) the first term corresponding
to Ei can be canceled in (3.36)(
s
0
)
5
(0 s
i s
)
5
=
(
s
i
)
5
(0 s
0 s
)
5
−
(
s
s
)
5
(0 s
0 i
)
5
(3.37)
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(
s
0
)
5
(
t s
i s
)
5
=
(
s
i
)
5
(
t s
0 s
)
5
−
(
s
s
)
5
(
t s
0 i
)
5
(3.38)
Tµ25 = −
5∑
j=1
qµ2j
5∑
s=1
1(0
0
)
5
(
s
j
)
5
[ I
[2],s
4 +O()︷ ︸︸ ︷
−
(0s
0s
)
5(s
s
)
5
Is4 +
5∑
t=1
(0s
ts
)
5(s
s
)
5
Ist3
]
−
5∑
j=1
qµ2j



*05∑
s,t=1
(
ts
0j
)
Ist3 (3.39)
Note how scalar box and scalar triangles are combined into the finite six-dimensional
box I [2],s4 by reverse application of (3.23). The last term is summed to zero due to the
antisymmetry property of signed minors (A.4).
Now we are ready to plug Tµ25 into (3.34) and use (3.35) to get rid of the Gram
determinant ()5
Iµ1µ25 =
5∑
i=1
qµ1i
[
−
(0
i
)
5( )
5
5∑
j=1
qµ2j
5∑
s=1
(s
j
)
5(0
0
)
5
I
[2],s
4 −
5∑
s=1
(0s
0i
)
5(0
0
)
5
Iµ2,s4
]
=
5∑
i,j=1
qµ1i q
µ2
j
5∑
s=1
[
−
(0
i
)
5( )
5
(s
j
)
5(0
0
)
5
I
[2],s
4 +
(0s
0i
)
5(0
0
)
5
I
[2],s
4,j
]
=
5∑
i,j=1
qµ1i q
µ2
j
5∑
s=1
[{(0j
si
)
5(0
0
)
5
−
(s
0
)
5(0
0
)
5
(i
j
)
5( )
5
}
I
[2],s
4 +
(0s
0i
)
5(0
0
)
5
I
[2],s
4,j
]
(3.40)
Summing the second term with the help of (3.32) we get the form-factors of the rank 2
pentagon
E00 =
5∑
s=1
−12
1(0
0
)
5
(
s
0
)
5
I
[2],s
4 (3.41)
Eij =
5∑
s=1
1(0
0
)
5
[(0j
si
)
5
I
[2],s
4 +
(0s
0i
)
5
I
[2],s
4,j
]
(3.42)
Pentagon rank 3
Following the algorithm we start with (3.34). Unlike the vector case now we have a term
proportional to gµν , in which E00 cancels according to (3.41) and (3.20b)
Tµ2µ35 = I
µ2µ3
5 −
5∑
s=1
(s
0
)
5(0
0
)
5
Iµ2µ3,s4
= gµ2µ3
[
E00 −
5∑
s=1
(s
0
)
5(0
0
)
5
Ds00
]
+
5∑
j,k=1
qµ2j q
µ3
k
[
Ejk −
5∑
s=1
(s
0
)
5(0
0
)
5
Dsjk
]
=
5∑
j,k=1
qµ2j q
µ3
k
5∑
s=1
1(0
0
)
5
[(0k
sj
)
5
I
[2],s
4 +
(0s
0j
)
5
I
[2],s
4,k −
(
s
0
)
5
νjkI
[4],s
4,jk
]
(3.43)
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Expanding the last term with recurrence (3.24) and using (3.37) and (3.38) we can see
that terms coming from Ejk cancel.
Tµ2µ35 =
5∑
j,k=1
qµ2j q
µ3
k
5∑
s=1
1(0
0
)
5
[(
s
j
)
5
(0s
0s
)
5(s
s
)
5
I
[2],s
4,k −
(
s
k
)
5
(js
0s
)
5(s
s
)
5
I
[2],s
4 −
(
s
0
)
5
5∑
t=1
(st
sj
)
5(s
s
)
5
I
[2],st
3,k
]
Now we have to rewrite this expression without explicit Gram determinants
(s
s
)
5. As
before, first we recurse with (3.24) down to the integrals with no lower indices, then use
signed minor identities to separate one index from the rest. And finally collect everything
back with reverse application of (3.24) which results in integrals with one index less
Tµ2µ35 =
5∑
j,k=1
qµ2j q
µ3
k
5∑
s=1
1(0
0
)
5
[(
s
j
)
5
(0s
0s
)
5(s
s
)
5
{
−
(ks
0s
)
5(s
s
)
5
Is4 +
5∑
t=1
(ks
ts
)
5(s
s
)
5
Ist3
}
−
(
s
k
)
5
(js
0s
)
5(s
s
)
5
I
[2],s
4 −
(
s
0
)
5
5∑
t=1
(st
sj
)
5(s
s
)
5
{
−
(kst
0st
)
5(st
st
)
5
Ist3 +
5∑
u=1
(kst
ust
)
5(st
st
)
5
Istu2
}]
(3.44)
After applying (3.37), (3.38), (3.35) and their extensions, we can combine everything into
the form of (3.39)
Tµ2µ35 =
5∑
j,k=1
qµ2j q
µ3
k
5∑
s=1
1(0
0
)
5
[(
s
j
)
I
[4],s
4,k +
(
s
k
)
I
[4],s
4,j +O()
]
(3.45)
Inserting the above to the (3.34) and using (3.35) with (3.32) we get the form-factors of
the rank 3 pentagon (including symmetrization of E00k)
E00k =
5∑
s=1
1
3
1(0
0
)
5
[(
s
0
)
5
I
[4],s
4,k +
1
2
(0s
0k
)
5
I
[2],s
4
]
(3.46)
Eijk =
5∑
s=1
1(0
0
)
5
[
−
(0j
si
)
5
I
[4],s
4,k −
(0k
si
)
5
I
[4],s
4,j −
(0s
0i
)
5
νjkI
[4],s
4,jk
]
(3.47)
where the last terms in both form-factors come from (3.20b) applied to the last term
of (3.34).
Higher rank pentagons
One can continue the recursion outlined in the previous subsections to obtain the
expressions for form-factors of pentagons of rank 4 and rank 5.
On each step the relation (3.24) together with signed minor identities will allow to
cancel lower rank tensor coefficients. Then the recurrence (3.24) is used to write everything
in terms of index-less scalar integrals. The coefficients of scalar integrals are transformed
with the signed minor algebra in order to be combined into scalar boxes with one lower
index less. Finally the
(i
j
)
terms with help of (3.35) absorb Gram determinants into gµν .
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The result for rank 4 pentagon [94]:
E0000 =
5∑
s=1
1
4
(s
0
)
5(0
0
)
5
I
[4],s
4 (3.48)
E00kl =
5∑
s=1
−14
1(0
0
)
5
[(0k
sl
)
5
I
[4],s
4 +
(0s
0k
)
5
I
[4],s
4,l +
(
s
0
)
5
νklI
[6],s
4,kl
]
(3.49)
Eijkl =
5∑
s=1
1(0
0
)
5
[(0k
sl
)
5
νijI
[6],s
4,ij +
(0i
sl
)
5
νkjI
[6],s
4,kj +
(0j
sl
)
5
νikI
[6],s
4,ik +
(0s
0l
)
5
nijkI
[6],s
4,ijk
]
(3.50)
and rank 5 pentagon
E0000m =
5∑
s=1
− 120
1(0
0
)
5
[( 0s
0m
)
5
I
[4],s
4 + d
(
s
0
)
5
I
[6],s
4,i
]
(3.51)
E000klm =
5∑
s=1
1
40
1(0
0
)
5
[
3d
(0k
sm
)
5
I
[6],s
4,l + 3d
( 0l
sm
)
5
I
[6],s
4,k
+ 12
( 0s
0m
)
5
νklI
[6],s
4,kl + 8
(
s
0
)
5
nklmI
[8],s
4,klm
]
(3.52)
Eijklm =
5∑
s=1
− 1(0
0
)
5
[( 0l
sm
)
5
νijI
[8],s
4,ijk +
( 0i
sm
)
5
νkjI
[8],s
4,ljk
+
( 0j
sm
)
5
νikI
[8],s
4,ilk +
(0k
sm
)
5
νikI
[8],s
4,ijl +
( 0s
0m
)
5
nijklI
[8],s
4,ijkl
]
(3.53)
3.3.3. Reduction of 4-point functions
In the previous subsection we have seen how one can derive a representation for pentagon
form-factors which is free of Gram determinants ()5. However unlike 5-point Gram
determinants ()5, the 4-point ones are still present though hidden inside scalar box
integrals with shifted dimension and powers of denominators.
The set of functions we used to express our answer is still too generic and can be
further reduced.
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Figure 3.2.: Basis integrals for tensor pentagons reduction
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The direct application of (3.24) introduces inverse Gram determinant on every step of
the recursion. For the box with one index we get (see App. B for the full list)
I
[2(l+1)],s
4,i =
1(s
s
)
5
[
−
(0s
is
)
I
[2l],s
4 +
4∑
t=1
(
ts
is
)
I
[2l],st
3
]
(3.54)
This recursion is very efficient because each step reduces both the dimension and the
number of indices of the integral. The resulting expressions can be used if the Gram
determinant
(s
s
)
5 is not small.
In case of a small 4-point Gram determinant, the fast recurrence is not suitable due to
numerical instabilities. It is possible to combine basic recurrence relations with the help
of signed minor identities to obtain new relations free of Gram determinants.
We start with (3.24) and apply (3.35) to the second term
()nvj j+I [2(l+1)]n = −
(
j
0
)
n
I [2l]n +
n∑
s=1
1(0
0
)
n
[(0s
0j
)
n
()n +
(0
j
)
n
(
s
0
)
n
]
s−I [2l]n
vj j+I [2(l+1)]n = −
(j
0
)
n(0
0
)
n
[(0
0
)
n( )
n
I [2l]n −
n∑
s=1
(s
0
)
n( )
n
s−I [2l]n
]
+ 1(0
0
)
n
n∑
s=1
(0s
0j
)
n
s−I [2l]n
using (3.23) on the bracket contents
(0
0
)
n
vj j+I [2(l+1)]n = −
(
j
0
)
n
(d+ 2l −
n∑
i=1
νi + 1)I [2(l+1)]n +
n∑
s=1
(0s
0j
)
n
s−I [2l]n (3.55)
Now for the box with one index we get (see App. B for the full list)
I
[2(l+1)]
4,i =
1(0
0
) [−(d+ 2l − 3)(0
i
)
I
[2(l+1)]
4 +
4∑
t=1
(0t
0i
)
I
[2l],t
3
]
(3.56)
The relation (3.55) contains no Gram determinant, and as mentioned earlier the Cayley
determinant
(0
0
)
is much less likely to cause numerical instabilities. However the single
step of recurrence does not reduce the dimension. Thus we can not recurse all the way
down to standard 4-dimensional scalar integrals and we have to extend our integral basis.
The new basis elements are higher dimensional index-less boxes of the form
I
[2l],s
4 : I
[8],s
4 , I
[6],s
4 , I
[4],s
4 , I
[2],s
4 . (3.57)
Due to the presence of the dimensional regulator  in (3.55), it is necessary to know the
pole of the right hand side even if we are interested only in the finite part of the answer.
The question of stable evaluation of the new basis integrals will be discussed in the
next chapter.
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3.3.4. Lower point functions
The methods described in the previous subsection work equally well for triangles and
bubbles. Nevertheless there are few subtle points, which should be noted.
The recurrence scheme of type (3.55) can be used to treat small Gram determinants
only for IR finite 3-point functions. For the IR divergent triangles it does not work because(0
0
)
3 = 0. In that case the left hand side of (3.55) is zero and we get
I
[2(l+1)]
3 =
1
(d+ 2l −∑3i=1 νi + 1)
3∑
s=1
(0s
0j
)
3(j
0
)
3
s−I [2l]3 (3.58)
where j is a free index, which should be chosen such that
(j
0
)
3 6= 0.
The dimension in (3.58) is reduced faster than the indices, which causes the appearance
of 2-dimensional bubbles in the reduction.
For 2-point functions, Gram and Cayley determinants have the form
()2 = −2p21
(0
0
)
2
= 4m21m22 − (m21 +m22 − p21)2
therefore they can be zero simultaneously if m1 = m2.
While it would be still possible to use recurrence relations for 2-point functions, due
to their simplicity it is advantageous to directly evaluate them for the case p21 = 0. See
the complete list of special cases for 1- and 2-point functions in generic dimension in
Appendix C.
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In any Feynman diagram based computation eventually we face the problem of getting
accurate numerical values for the amplitude. And hence the numerical values for tensor
integrals.
One possibility is to reduce all tensor integrals to a 4-dimensional scalar integral basis
analytically which is successfully used for processes with up to four external states. But
with increasing number of particles the growing complexity of the phase-space confronts us
with many exceptional configurations which are challenging for the numerical evaluation
of tensor integrals.
In addition to the classic Passarino-Veltman approach there are several alternative
methods available for multileg processes. All of them suffer from numerical cancellations in
the different regions of the same physical phase space. Therefore it is impossible to choose
one best scheme on a per process basis. This takes analytic reduction off the table and
forces us to resort to numerical reduction where we can choose the scheme on a per point
basis. In this approach we treat tensor integrals as the basic amplitude building blocks
in the analytic part of the calculation. Then expressions are numerically evaluated with
help of a library for tensor integral coefficients, which can select appropriate reduction
algorithm on the fly.
The complete automation of one-loop corrections greatly benefits from publicly available
tools. They allow code reuse, testing, independent comparisons and further improvement
by the scientific community.
Currently there are several publicly available codes relevant to tensor integral evaluation.
The 4-dimensional scalar integrals with up to four external legs, which are used as basic
building blocks in many reduction algorithms have two complete numeric implementations
• QCDLoop/FF package [87, 167] — all finite and divergent scalar 4-dimensional
integrals with real masses in dimensional regularization.
• OneLOop [164] — all finite and divergent scalar 4-dimensional integrals with real
or complex masses in dimensional regularization.
For the tensor integrals the situation is more complicated
• LoopTools/FF [108, 111, 167] – tensor integrals up to rank 4 with up to 5 legs. No
soft-collinear case. No treatment of small four point Gram determinants.
• Golem95C [41, 62] – tensor integrals up to rank 6 with up to 6 legs. Numerical
integration for small Gram determinants in massless case. Massive is potentially
unstable for small four point Gram determinants. Complex internal masses.
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As one can see in case of tensor integrals there is no single publicly available library,
which would handle all physically relevant mass combinations equally well.
Our aim is to fill the gap and provide fast and stable public implementation of tensor
reduction suitable for any physically relevant kinematics.
4.1. Program description
The PJFry is an opensource library for the numerical evaluation of one loop tensor
integrals. Is is licensed under the GNU Lesser General Public License. The latest version
can be obtained from the program web-page at https://github.com/Vayu/PJFry/wiki.
The core functionality is written in ANSI/ISO C++ and can be compiled with any
supporting compiler (e.g. g++ or icpc). The program needs an external library for the
evaluation of 4-dimensional scalar integrals. Currently QCDLoop [87] and OneLOop [164]
are supported. The interface to C, C++, Fortran 77, Fortran 95 and Mathematica is
provided (see more details and examples in the corresponding sections).
We implement the dimensional recurrence algorithms described in the previous chapter.
Due to the recursive nature of the algorithms, one can greatly benefit from reusing
building blocks throughout the calculation. This is done by implementing a cache system.
The tensor 5-point functions are reduced down to the basis of 4-dimensional boxes,
triangles, bubbles and tadpoles in several steps.
According to Sec. 3.3.2 pentagon tensor form-factors can be reduced without introduc-
tion of inverse Gram determinants ()5. We express them in terms of 4-point integrals in
shifted dimension and powers of denominators as shown in Fig. 3.2. These four-point
integrals also enter (3.20) as form-factors of tensor boxes.
For each of the the five 4-point subkinematics the I [2l],s4,ij... we choose the optimal re-
duction scheme depending on the value of the corresponding 4-point Gram determi-
nant:
for s = 1→ 5 do
if
(s
s
)
5  1 then {small Gram determinant}
reduce to I [2l],s4 + triangles with (B.2)
else
reduce to Is4 + triangles with (B.1)
end if
end for
The reduction of 3-point integrals I [2l],st3,ij... , coming from the reduction of boxes and
form-factors of tensor triangles, is performed similarly with an additional check for IR
finiteness
for s, t = 1→ 5 do
if
(st
st
)
5  1 then {small Gram determinant}
if
(0st
0st
)
5 = 0 then {IR divergent}
reduce to I [2l],st3 + bubbles with (B.5)
else {IR finite}
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reduce to I [2l],st3 + bubbles with (B.4)
end if
else
reduce to Ist3 + bubbles with (B.3)
end if
end for
Finally the off-shell bubbles are reduced with recurrence (B.6) and explicit analytic
representations are used for on-shell bubbles (see App. C).
4.2. Evaluation of scalar integrals
The reduction scheme outlined above gives us an answer in terms of scalar one-loop
integrals. In case of a large Gram determinant they are 4-dimensional and can be evaluated
directly by the underlying scalar integral library.
For the small Gram determinant case we have to extend our basis with higher dimen-
sional integrals as explained in Sec. 3.3.3:
I
[2l],s
4 : I
[8],s
4 , I
[6],s
4 , I
[4],s
4 , I
[2],s
4 ,
I
[2l],st
3 : I
[8],st
3 , I
[6],st
3 , I
[4],st
3 , I
[2],st
3 .
(4.1)
There are several options for the numerical evaluation of the additional basis integrals
(4.1):
1. Analytic expressions in terms of polylogarithms are not known so far. While it is in
principle possible to obtain them it would require a tremendous amount of work.
Each mass-kinematic configuration is a separate non-trivial calculation. Another
drawback is the fact that the resulting expressions are likely to suffer stability
problems in small Gram region due to cancellations between different logarithmic
terms.
2. Numeric integration of Feynman parameter integrals. The idea is to derive efficient
one-dimensional Feynman parameter representations for integrals in shifted dimen-
sion, which behave well in the small Gram region. The resulting expressions are
integrated numerically. This approach has implemented for the massless case in
Golem95 program [41, 62]. But in the massive case it is much more difficult to
derive one-dimensional Feynman representations due to the increased complexity
and larger amount of possible configurations.
3. Series expansion in the small Gram region [94]. This method treats all mass-
kinematic combinations uniformly with dimensional recurrence, therefore works
equally well for both massive and massless cases. It has better efficiency than the
numerical integration method and is successfully used in massless [101] and massive
[75] calculations.
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In our program we employ the third method – series expansion by dimensional recursion.
To derive the expansion formula we start with (3.23) and write it for the case of index-less
integrals in the following form
X(d+ 2l − n+ 1)I [2(l+1)]n = I [2l]n − Z [2l]n (4.2)
where
X = ()n(0
0
)
n
and Z [2l]n =
n∑
s=1
(s
0
)
n(0
0
)
n
I [2l],sn
Now depending on the value of X this formula contains three distinct cases:
1. X  1 — regular downward recursion to 4-dimensional In and lower point functions.
2. X = 0 — I [2l]n degenerates into the sum of n− 1 point functions Z [2l]n .
3. X  1 — upward recursion leading to power series expansion in X.
For the purpose of this section we are interested in the small X upward recursion. For
the first few steps we get
I [2l]n = Z
[2l]
4 +X(d+ 2l − n+ 1)I [2(l+1)]n
= Z [2l]n +X(d+ 2l − n+ 1)
(
Z [2(l+1)]n +X
(
d+ 2(l + 1)− n+ 1)I [2(l+2)]n )
...
I [2l]n =
M∑
m=0
a(l)mX
mZ [2(l+m)]n +
[ series remainder︷ ︸︸ ︷
a
(l)
MX
MI [2(l+M)n
]
, a(l)m = 2m
(
d+ 2l − n+ 1
2
)
m
(4.3)
where (a)m = Γ(m+ a)/Γ(a) is the Pochhammer symbol.
This type of series expansion was extensively studied in [97]. For our purposes it is
enough to know that the series converges for X  1, so by cutting it at some M we
will get an approximation to I [2l]n in terms of Z [2l]n which contains sums of lower point
functions.
For the evaluation of n− 1 point functions I [2l],sn entering Z [2l]n we can use (4.2) again
in one of the three regimes, depending on the value of new X.
The different algorithms used in the program are schematically illustrated for tensor
pentagon form factors of ranks 2 and 3 in Fig. 4.1. The blue lines correspond to the
reduction formulae derived in Section 3.3.2.
In the reduction of 4-point functions teal lines represent direct downward recursion for
large Gram determinant (B.1), while the solid red path is an alternative scheme with
Cayley determinant (B.2). Relations which are shared by both schemes are drawn with
two-colored dashed lines. The small ()4 series expansion procedure (4.3) discussed in this
section is depicted for M = 3 by dotted red lines. Similarly for 3-point functions we have
green lines for (B.3), magenta for (B.4) of I [2]3,i. And dotted magenta lines for the series
expansion of scalar I [2l]3 in small ()3 case.
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Figure 4.1.: Rank 3 pentagon form-factors calculation flowchart
4.2.1. Evaluation of UV poles
One important feature of the expansion (4.3) is that coefficients a(l)m depend on the
dimension d. The higher dimensional integrals are generally UV-divergent, therefore the
pole part of Z [2l]n will contribute to the finite term of the I [2l]n .
Alternatively we can take advantage of exact analytic expressions for UV-poles of I [2l]n
and rewrite (4.3) for the finite term of  expansion
I¯ [2l]n =
M∑
m=0
a¯(l)mX
m
(
Z [2(l+m)]n + b(l)mD[2(l+m)]n
)
+RM (XM )
a¯(l)m = 2m
(5 + 2l − n
2
)
m
b(l)m = −
m∑
i=1
2
3− n+ 2(l + i)
(4.4)
where RM (XM ) is the remainder of the truncated series expansion. And we introduced a
notation for the finite I¯ [2l]n and UV-divergent D[2l]n parts of the -expansion for I [2l]n :
I [2l]n = I¯ [2l]n +
1

D[2l]n +O() (4.5)
From simple power counting in (3.21) it is evident that integrals I [2l]n are UV-divergent if
l ≥ n−2. The explicit expressions for the poles D[2l]n can be obtained by different methods.
For example by extracting them from the expansion of a hypergeometric representation
[97]. On the other hand, one can directly use recurrence (3.23) starting with known poles
of 4-dimensional tadpoles and bubbles. The Gram determinant always cancels from the
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final expression for the pole.
From (C.1) we can immediately write down the pole of I [2l]1 :
D
[2l]
1 =
(−1)l
(2l + 2)!!Y
l+1
11 (4.6)
where Yij is the Cayley matrix element (3.4) and the double factorial is defined as
(2n− 1)!! =
n∏
i=1
(2i− 1) = (2n)!
n! 2n . (4.7)
Using dimensional recurrence and canceling denominators we get for bubbles
D
[0]
2 = 1 (4.8)
D
[2]
2 = −
1
6(Y11 + Y12 + Y22) (4.9)
D
[4]
2 =
1
120
(
3Y 211 + 3Y11Y12 + 2Y 212 + Y11Y22 + 3Y12Y22 + 3Y 222
)
(4.10)
D
[6]
2 =
1
1680
(
5Y 311 + 5Y12Y 211 + Y22Y 211 + 4Y 212Y11 + Y 222Y11
+ 3Y12Y22Y11 + 2Y 312 + 5Y 322 + 5Y12Y 222 + 4Y 212Y22
)
(4.11)
One can continue this series as well as apply it to the divergent parts of the triangles
and bubbles [94].
The D[2l]n can be compactly written for l ≥ n− 2 and 1 ≤ n ≤ 4 in the following form
D[2l]n =
(−1)l
(2l + 3− n)!
∑
i1
∑
i2
· · ·
∑
i2L−1
∑
i2L
(
Y[i1i2Yi3i4 · · ·Yi2L−1i2L]
)
, L = l − n+ 2 (4.12)
where the 2L-nested summation is done from 1 to n such that im+1 ≥ im for any m. And
the square brackets denote the (2L− 1)!! non-equivalent distributions of 2L indices over
L matrices Y (as in (3.9)).
The formula (4.12) can be generalized to the case of D[2l]n,jk... with the help of the νji1...i2L
symbols (3.22).
4.2.2. Convergence acceleration
Evaluating Z [2l]n in (4.3) for large l can be quite expensive. Therefore it is beneficial to
apply convergence acceleration methods, which will allow to achieve the target numerical
accuracy with fewer terms in the expansion. The factorial growth of the coefficients (4.3)
suggests that methods developed for asymptotic series would be appropriate.
The Wynn epsilon method [148, 173] is a member of a large family of similar so-called
lozenge (or rhombus) transformations [171]. The algorithm is defined as a non-linear
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recurrence relation:

(i)
−1 = 0, (4.13a)

(i)
0 = Si, (4.13b)

(i)
k+1 = 
(i+1)
k−1 + 1/
(

(i+1)
k − (i)k
)
. (4.13c)
Where Si is the sequence of partial sums of either (4.3) or (4.4)
Si =
i∑
m=0
a(l)mX
mZ [2(l+m)]n S¯i =
i∑
m=0
a¯(l)mX
m
(
Z [2(l+m)]n + b(l)mD[2(l+m)]n
)
(4.14)
The computed values of (i)k can be arranged in a table

(0)
0 
(0)
1 
(0)
2 · · ·

(1)
0 
(1)
1 
(1)
2 · · ·

(2)
0 
(2)
1 
(2)
2 · · ·
...
...
... . . .
(4.15)
where the first column are the starting values of the recursion (i)0 = Si according to (4.13b).
And the rest of the table can be computed with relation (4.13c) which connects values
located at the vertices of a rhombus:

(i)
k 
(i)
k+1

(i+1)
k−1 
(i+1)
k
(4.16)
Thus by starting with a sequence of M partial sums the rules (4.13) will allow us to
evaluate all elements (m−j)j with 0 ≤ m ≤M and 0 ≤ j ≤ m.
From the viewpoint of mathematical analysis the -algorithm is a transformation of
the partial sums of the series into its Padé approximants:

(i)
2k = [i+ k/k]f (x), i, k ∈ N (4.17)
and the best approximation for the M -element sequence of partial sums will be given by

(M−2ν)
2ν = [ν/ν], ν = bM/2c. (4.18)
In our program we have used the Wynn epsilon method to improve the convergence of
the series expansion of I [2l]4 and I
[2l]
3 in the region of small Gram determinant.
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4.3. Interface and usage examples
The source code of the PJFry tensor reduction program can be obtained in prepackaged
form from the download section of the project web-page https://github.com/Vayu/
PJFry/downloads. Alternatively the latest development version can be taken directly
from Git code repository by running
> git clone git://github.com/Vayu/PJFry.git
To ensure portability and simplify the installation process the program uses the GNU
build system (also known as Autotools). The distribution package is supplied with a
configuration script, so the basic installation is done by running the sequence of commands
> tar xjf pjfry-1.x.y.tar.bz2
> cd pjfry-1.x.y
> ./configure
> make
> make check
> sudo make install
This will compile and install to /usr/local the dynamic library libpjfry.so and the
Mathematica MathLink interface PJFry (assuming the user has the Mathematica system
and the configuration script has found it).
Additional advanced configuration options are explained in the provided INSTALL file.
To facilitate compatibility with existing software, we decided to adopt LoopTools [111]
conventions for the library main interface. This allows switching between PJFry and
LoopTools in the same calculation with minimal changes.
The conventions for the momenta and masses labeling are shown in Figure 4.2. It should
be noted that they slightly differ from conventions of Chapter 3, which our program uses
internally. The difference is in the cyclic shift of mass labels and change of sign of the
chords qi.
The external kinematics for a n ≤ 5 point loop integral can be specified with n(n−1)/2
Lorentz-invariant quantities. We choose them to be n external masses p2i and n(n− 3)/2
generalized Mandelstam variables sij (3.3). Which with n internal masses gives total of
n(n+ 1)/2 variables.
This gives us for scalar integrals
I5 = E0({pi}, {mi}) = E0(p21, p22, p23, p24, p25, s12, s23, s34, s45, s15,m21,m22,m23,m24,m25)
(4.19a)
I4 = D0({pi}, {mi}) = D0(p21, p22, p23, p24, s12, s23,m21,m22,m23,m24) (4.19b)
I3 = C0({pi}, {mi}) = C0(p21, p22, p23,m21,m22,m23) (4.19c)
I2 = B0({pi}, {mi}) = B0(p21,m21,m22) (4.19d)
I1 = A0({mi}) = A0(m1) (4.19e)
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Figure 4.2.: All-incoming momenta labeling
The main library interface for the languages C and C++ is defined in the header
file pjfry.h. The C++ interface is a set of global functions encapsulated inside the
PJFry namespace. The C interface is compatible with FORTRAN calling conventions
and therefore there is no need for a separate FORTRAN interface.
There are individual functions for form-factors of every rank R ≤ n of an n-point
tensor integral with n ≤ 5. The names of these functions are summarized in the Table 4.1.
The functions take tensor indices and kinematic invariants as arguments and return the
Rank 0 1 2 3 4 5
Pentagons E0v0 E0v1 E0v2 E0v3 E0v4 E0v5
Boxes D0v0 D0v1 D0v2 D0v3 D0v4
Triangles C0v0 C0v1 C0v2 C0v3
Bubbles B0v0 B0v1 B0v2
Tadpole A0v0
Table 4.1.: Tensor form-factor functions’ names
complex value of the corresponding tensor form-factor.
Two additional functions control the evaluation of scalar integrals which depend on
the regularization scale µR. The square of this scale can be set by calling SetMu2(muRsq)
and will be later passed on to the underlying scalar integrals library. The current value
of the scale can be obtained by calling GetMu2(). By default µR = 1 at the start of the
program.
4.3.1. Cache system
Any Feynman diagram calculation can be characterized by the highest tensor rank
which appears in it. The tensor reduction of higher rank tensors shares a lot of common
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structures with the lower rank tensors. Moreover some of their building blocks map
directly on the lower point tensors.
Consider our example for pentagon rank 2 and 3 form-factors in Figure 4.1. By
evaluating all dependencies for E00, Eij , E00k, Eijk we get the following structures as a by-
product Dsi , Ds00, Dsij , Ds00k, Csti , Cst00, Bstu00 for all subkinematics of the original 5-point
kinematics (according to (3.20)). Those lower point functions are marked by nodes with
green background. The nodes marked with red background are needed only in case of
small Gram determinant and still can be shared among all other form-factors.
As we can see for non-exceptional kinematics the reduction is done in terms of lower
point integrals. Ideally after reducing rank 3 pentagons we would need to add only I [6],s4,ijk
to get the complete set of rank 3 boxes.
That recursive nature of the reduction scheme can be reflected in the program code by
demanding to organize the calculation in a certain restricted top-down way. One would
start with highest point kinematics in the process and evaluate all tensor form-factors for
this kinematics and for every subkinematics with pinched lines in one go. Then repeat
for the next highest point configuration left, until everything is evaluated. This allows
sharing common structures in the calculation in a very simple and straightforward fashion
at cost of putting restrictions on the way the library is used. A very similar approach is
implemented in the Golem95 reduction program [41, 62].
This is a natural way to organize the tensor reduction and we use it in the core routines
of PJFry. Therefore the compatibility with Golem95 is very easily archived and there is a
separate low-level interface for that.While allowing maximum computational performance
the strict top-down approach is a bit more difficult to use in practice. One might find it
easier to think of tensor form-factors just as functions of Mandelstam variables, without
going into details of their intricate relationships. Such more user friendly interface can be
obtained by adding caching system to the program.
The aim of the caching system implemented in the PJFry library is to give maximum
transparency and flexibility at minimal performance cost. This allows us to lift some of
the restrictions of the top-down scheme although not all of them.
The caching system allows to reuse identical, but not related objects which might
appear in the calculation. For instance tensor integrals are invariant over shifts in loop
momentum k. Therefore form-factors of original and shifted integrals are related to each
other through rotational identities. Implementing these identities in the cache system
would result in permanent performance hit, which contradicts our goal. On the other hand
without these identities we would still get the result for both integrals, while retaining
the possibility to get maximum performance by transforming them into each other
analytically.
Internally basic objects which contain the reduction algorithms are the instances of
subclasses of the MinorBase class declared in minor.h. For example Minor5 provides
means to evaluate any signed minor or integral in the reduction tree originated by its
5-point kinematics. When constructed Minor5 will add itself to the 5-point kinematics
cache as well as every child-kinematics 4-, 3- and 2-point caches. Therefore all requests of
lower point objects will be redirected by the cache system to the exiting Minor5 object.
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Unfortunately it is very difficult to reconstruct a higher point Minor object, from a
possibly incomplete set of available cached lower point Minor’s. Thus it is highly advisable
to start an evaluation with top-level kinematics. This way the cache will be populated
with links to all child configurations and further evaluations can proceed efficiently in
any order.
Due to the important role which they play in the caching system we list here all
possible subkinematics of 5-point kinematics (k5) explicitly. There are five 4-point, ten
3-point and ten 2-point subkinematics. We use the notation of (4.19) with lower indices
denoting pinched lines in Fig. 4.2. To avoid cluttering of the expressions we will often
omit squares on the masses and external momenta throughout this chapter. It is assumed
that m1 ≡ m21 and p1 ≡ p21, etc.
(k5) = p1,p2,p3,p4,p5,s12,s23,s34,s45,s15,m1,m2,m3,m4,m5
(k5)1 = s12,p3,p4,p5,s45,s34,m1,m3,m4,m5
(k5)2 = p1,s23,p4,p5,s45,s15,m1,m2,m4,m5
(k5)3 = p1,p2,s34,p5,s12,s15,m1,m2,m3,m5
(k5)4 = p1,p2,p3,s45,s12,s23,m1,m2,m3,m4
(k5)5 = p2,p3,p4,s15,s23,s34,m2,m3,m4,m5
(k5)12 = s45,p4, p5, m1, m4, m5 (k5)123 = p5, m1, m5
(k5)13 = s12,s34,p5, m1, m3, m5 (k5)124 = s45, m1, m4
(k5)14 = s12,p3, s45,m1, m3, m4 (k5)125 = p4, m4, m5
(k5)15 = p3, p4, s34,m3, m4, m5 (k5)134 = s12, m1, m3
(k5)23 = p1, s15,p5, m1, m2, m5 (k5)135 = s34, m3, m5
(k5)24 = p1, s23,s45,m1, m2, m4 (k5)145 = p3, m3, m4
(k5)25 = s23,p4, s15,m2, m4, m5 (k5)234 = p1, m1, m2
(k5)34 = p1, p2, s12,m1, m2, m3 (k5)235 = s15, m2, m5
(k5)35 = p2, s34,s15,m2, m3, m5 (k5)245 = s23, m2, m4
(k5)45 = p2, p3, s23,m2, m3, m4 (k5)345 = p2, m2, m3
The last function of the public PJFry interface is the function ClearCache. It has no
computational overhead because it just marks the cache as empty. To archive the best
performance it is recommended to call this function before every new phase-space point
in the calculation. This way old entries will not slowdown cache look ups.
4.3.2. Mathematica interface
If the configuration script detects the installation of the Wolfram Mathematica computer
algebra system, the MathLink interface to PJFry library will be build during compilation.
This interface mimics the C++ interface and we will use it to provide concrete examples
of library usage. We assume µR = 1 in this section unless specified otherwise.
We start by listing all functions with a brief description:
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Install["PJFry"] starts the PJFry MathLink connection.
Names["PJFry‘*"] prints the list of exported functions.
GetMu2[] returns the current value of the regularization scale squared.
SetMu2[musq] sets the regularization scale squared to the new value musq.
ClearCache[] empties internal caches.
E0v0[p1,p2,p3,p4,p5,s12,s23,s34,s45,s15,m1,m2,m3,m4,m5,ep] returns the value
of a scalar 5-point function (ep ∈ 0, 1, 2 term of -expansion).
all 5-point form-factors take 5-point kinematics as part of their argument lists (as explic-
itly shown above for scalar E0v0). For brevity we abbreviate it as “...k5...”. The
last parameter ep ∈ 0, 1, 2, which selects term of -expansion, is optional (default is
0 – finite part).
E0v1[i,...k5...,ep] returns the ith tensor form-factor of the vector 5-point function
E0v2[i,j,...k5...,ep] returns the ijth form-factor of the rank-2 tensor 5-point func-
tion
E0v3[i,j,k,...k5...,ep] returns the ijkth form-factor of the rank-3 tensor 5-point
function
E0v4[i,j,k,l,...k5...,ep] returns the ijklth form-factor of the rank-4 tensor 5-point
function
E0v5[i,j,k,l,m,...k5...,ep] returns the ijklmth form-factor of the rank-5 tensor
5-point function
D0v0[p1,p2,p3,p4,s12,s23,m1,m2,m3,m4,ep] returns the value of the scalar 4-point
function (ep ∈ 0, 1, 2 term of -expansion).
all 4-point form-factors take 4-point kinematics as part of their argument lists (as explic-
itly shown above for scalar D0v0). For brevity we abbreviate it as “...k4...”. The
last parameter ep ∈ 0, 1, 2, which selects term of -expansion, is optional (default is
0 – finite part).
D0v1[i,...k4...,ep] returns the ith tensor form-factor of the vector 4-point function
D0v2[i,j,...k4...,ep] returns the ijth form-factor of the rank-2 tensor 4-point func-
tion
D0v3[i,j,k,...k4...,ep] returns the ijkth form-factor of the rank-3 tensor 4-point
function
D0v4[i,j,k,l,...k4...,ep] returns the ijklth form-factor of the rank-4 tensor 4-point
function
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The triangles and bubbles have similar syntax.
By default lower point form-factors can only be evaluated for subkinematics of previously
evaluated pentagons and boxes. If a triangle or bubble is not found in cache the program
will return Indeterminate. It is done intentionally to encourage proper utilization of the
cache system. This behavior can be changed by adding #define USE_TRIANGLES "1" to
the common.h header file, it is also enabled by default for Golem-like interface.
The example Mathematica session, which connects to PJFry and evaluates scalar
5-point function and two vector triangles:
In:= Install["PJFry"]
PJFry MathLink
Type Names["PJFry‘*"] to show exported names
Out= LinkObject["PJFry", 5, 5]
In:= E0v0[0,0,5,0,5,121,-33.5,34.2,35.8,-30.6,0,0,0,5,5]
Out= 0.0001297601422591693 + 0.0002759474276598341i
In:= C0v1[1,35.8,0,5,0,5,5]
Out= 0.00227375738344195 + 0.05105477571330563i
In:= C0v1[1,5,35.8,0,5,0,5]
Out= Indeterminate
as we can see the second triangle returned Indeterminate since it wasn’t subkinematics
of the 5-point function and the USE_TRIANGLES option is not enabled.
We can evaluate 1/ and 1/2 coefficients by supplying the last parameter which is
assumed to be zero by default (0 for finite part, 1 for single pole and 2 for double pole):
In:= E0v0[0,0,5,0,5,121,-33.5,34.2,35.8,-30.6,0,0,0,5,5, 1]
Out= 7.18504605754102 · 10−6 − 0.00006571739937150293i
In:= E0v0[0,0,5,0,5,121,-33.5,34.2,35.8,-30.6,0,0,0,5,5, 2]
Out= −1.414528240005221 · 10−6 + 0i
For the next example we consider the benchmark phase-space point from section 10.4.1
of [25]. In that kinematic configuration the 4-point Gram determinant becomes zero, thus
spoiling the numerical accuracy of tensor reduction.
This box kinematics is defined as
D···
(
s45, t16(x), 0, 0, t23, s345, 0, 0, 0,M2
)
where
s45 = 1 · 104, s345 = 2 · 104, t23 = −4 · 104, M = 91.1876,
t16 = tcrit(1 + x) =
s345(s345 − s45 + t23)
s345 − s45
The Gram determinant is linearly proportional to x and goes to zero as x→ 0:
()4 = −2s345 t23 (s345 − s45 + t23) x
Additionally we define the pentagon kinematics, which contains the aforementioned
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Figure 4.3.: Box and pentagon form-factors with simple Passarino-Veltman reduction
and PJFry code in small Gram region.
4-point configuration as subkinematics. This will allow us to see how errors propagate
from lower point functions to higher point functions in the reduction.
E···
(
0, 0, t16(x), 0, 0, s45, t234, s345, t23, s34, 0,m2, 0, 0,M2
)
t234 = −3.5 · 104, s34 = 1.5 · 104, m = 80.938.
We have chosen coefficientsD1,D11,D111 andE3333 as representatives of their respective
tensor rank. For other coefficients the picture is essentially the same and we omit them for
simplicity. A separate version of the reduction library with the simple Passarino-Veltman
reduction was prepared for comparisons. Alternatively one may use the LoopTools
reduction program [111], which is possible because this configuration has no double
soft-collinear singularities.
We compare results of the simple Passarino-Veltman reduction with those from the
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PJFry library, which implements additional reduction schemes for the case of small
Gram determinants. In Fig. 4.3 a selection of tensor form-factors is plotted against the
dimensionless variable x approaching the special point x = 0. It is evident from the plots,
that the straightforward Passarino-Veltman reduction (blue line) becomes more and more
numerically unstable while approaching zero Gram determinant point. Note that we
are not plotting the same range on all plots, because the level of instability is worse for
higher rank coefficients. It reflects the fact that each rank reduction step introduces an
additional inverse power of the Gram determinant. On the other hand the PJFry code
(red line) looks smooth and stable. In the plotted region PJFry is already using expansion
algorithms and the accuracy is actually increasing towards x = 0.
As expected the instability from the box form-factors is propagating to the E3333
pentagon coefficient (Fig. 4.3d), thus confirming that the accurate reduction of 4-point
functions is crucial for the evaluation of higher point loop integrals. The instability of
E3333 is slightly lower than in highest contributing box due to the damping effect of the
reduction coefficient.
We can further investigate the accuracy of the expansion algorithms in PJFry by taking
advantage of two observations:
1. The Passarino-Veltman approach works well for large Gram determinant (large x).
2. The integral at x = 0 degenerates into the sum of lower point functions (4.3) and
therefore is known exactly.
After establishing reliable points at x 1 and x = 0 we can use interpolation techniques
to approximate form-factors between these values. Then we will use the interpolated
expression as a reference to estimate the accuracy of the expansion algorithms.
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Figure 4.4.: Relative error estimate for the E3333 form-factor around the point where
PJFry switches to small Gram expansion.
We have performed this procedure for the E3333 form-factor using a 6-degree polynomial
interpolation. The result of comparison of PJFry output with interpolated values is shown
in Fig. 4.4. The plotted region includes the point at which PJFry switches from Passarino-
Veltman reduction to the Gram-expansion mode. The smooth line in the left half of the
plot corresponds to the small Gram expansion mode. The accuracy is very high and the
plot resolution does not allow to see actual deviations from the interpolated expression,
which are of order 10−14. The right half shows the increasing instability of standard
reduction reaching ≈ 10−9 relative deviation at the switching point.
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Knowing that PJFry gives more than 9 correct digits (at least in this configuration)
we can use it as a reference in the next plot. In Fig. 4.5 we show the relative difference
between a simple Passarino-Veltman reduction and PJFry for box coefficients of three
different ranks. It is clear that the instabilities of a simple reduction in the small Gram
region are unbound and expressing a power growth δ ∼ (1/x)R.
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Figure 4.5.: Relative error of Passarino-Veltman reduction for Gram determinant ap-
proaching zero.
One might argue that it would be possible to get better accuracy in plot 4.4 by switching
to the expansion mode earlier. And indeed we can push it quite a bit by changing the
switching point by hand. Unfortunately there is no general algorithm which for a given
phase-space point could chose the most accurate reduction scheme. Therefore we have to
resort to the heuristic estimates of “badness” of the point. For example in case of small
Gram determinant such characteristic can be
χ = S ()4(0
0
)
4
,
where S is some scale with dimension of squared mass introduced to make χ dimensionless.
For instance we can use the maximum element of the Cayley matrix as S = max(Y ). By
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selecting some χcut we can categorize all phase-space points into χ < χcut and χ ≥ χcut.
The optimal value for χcut depends on many factors and can be found only experimentally.
In PJFry we have several such variables responsible for the selection of different
reduction algorithms. The values of these cutoffs have been chosen based on a series of
test runs. Despite being sometimes a bit conservative they usually provide an accuracy
sufficient for practical applications. Nevertheless the advanced user might decide to adjust
them to adapt to some particularly tricky kinematic configuration. This can be done by
editing the constant definitions in minor.cpp file.
4.4. Fully contracted tensor test
The relations between tensor integrals (3.14) which are used in Passarino-Veltman
reduction can be used to test the correctness of the program and to estimate the numerical
accuracy.
We contract tensor integral with various external momenta and use (3.13) to cancel
propagators on the right hand side. Thus obtaining a relation between n-point tensor
integral of rank R and integrals with lower rank and number of legs.
For example by multiplying a rank 1 pentagon by 2q1 we reduce it to the sum of scalar
pentagon and scalar boxes with some kinematic coefficients:
2q1,µIµ5 = (m22 −m21 − q21)I5 + I(1)4 − I(5)4 (4.20)
substituting the form-factor expansion
2p21E1+(s12 − p22 + p21)E2(s45 − s23 + p21)E3 + (p25 − s15 + p21)E4 =
= (m22 −m21 − p21)E0 +D(1)0 −D(5)0 (4.21)
The same procedure applied to Rank 2 pentagon multiplied by 2q1q2:
4q1,µq2,νIµν5 = (m22 −m21 − q21)(m23 −m21 − q22)I5 + (m22 −m21 − q21)I(2)4 +
+ (m23 −m21 − q22)I(1)4 − 2q2,µIµ,(5)4 − (m22 −m21 − q21 − 2q1q2)I(5)4 + I(12)3 − I(15)3 (4.22)
substituting form-factor expansion
2(s12 − p22 + p21)E00 + 2p21(s12 − p22 + p21)E11 + 2s12(s12 − p22 + p21)E22 +
+ ((p21 − p22)2 + s12(6p21 − 2p22 + s12))E12 + 74 terms =
= (m22 −m21 − q21)(m23 −m21 − q22)E0 + (m22 −m21 − q21)D(2)0 +
+ (m23 −m21 − q22)D(1)0 + (p21 − s12 − p22)D(5)1 + (p21 − s45 + p23 − p22)D(5)2 +
+ (p21 + s34 − p25 − p22)D(5)3 + C(12)0 − C(15)0 (4.23)
One can independently evaluate left and right hand sides of (4.21) and (4.23) numerically.
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Comparing resulting values gives an estimate of the accuracy loss difference between
more complex left hand side objects and simpler right hand side objects.
There are four independent vectors in 5-point kinematics, which form a basis in 4-
dimensional Minkowski space-time. Therefore it is sufficient to check only contractions
of pentagons with q1, . . . , q4, because any other 4-tensor can be expressed as a linear
combination of products of those.
For accuracy tests of the 5-point tensor integrals we selected the following set of 16
contractions:
Rank 1: I5(q1), I5(q2), I5(q3), I5(q4)
Rank 2: I5(q1, q2), I5(q1, q3), I5(q1, q4), I5(q2, q3), I5(q2, q4), I5(q3, q4)
Rank 3: I5(q1, q2, q3), I5(q1, q2, q4), I5(q1, q3, q4), I5(q2, q3, q4) (4.24)
Rank 4: I5(q1, q2, q3, q4)
Rank 5: I5(q1, q2, q3, q4, q1)
where I5(q1, q4) should be thought as Iµν5 q1,µ1q4,ν .
The expressions size grows rapidly with increasing tensor rank, as we can see from
(4.21) and (4.23). The expansion of a rank 5 pentagon in terms of 80 tensor form-factors
and products of external momenta contains ≈ 25000 terms, so it is necessary to use
computer algebra to generate the test identities. A subroutine for the FORM algebra
system [169] has been written to generate contraction identities.
For general kinematics the 16 identities (4.24) are quite lengthy and take 50000 lines
of C code. Such big expressions inevitably lead to spurious numerical cancellations and
precision loss. We used them only to check the general correctness of the code at the
limited number of random phase-space points.
In order to estimate the accuracy of tensor reduction and to avoid unnecessary can-
cellations it is better to generate specialized test identities for the particular kinematic
configuration. This allows us to take into account various symmetries like equal particle
masses or zero masses. This analytic simplification step reduces the code size considerably,
especially in case of high rank tensors (by several orders of magnitude).
For test purposes in this section we have chosen five kinematic configurations:
• The first is a completely massless pentagon, encountered in jet production processes
in QCD (see also Sec. 4.5). It is the simplest 5-point kinematics but nevertheless not
trivial, there is a possibility to have small Gram determinants inside the physical
phase-space after cuts, which are potentially problematic for the naïve Passarino-
Veltman approach. Due to the fact that internal masses are fixed to zero, massless
kinematics allows many analytic optimization and simplifications. Therefore, it will
be interesting to see how completely generic algorithm performs in such specialized
configuration.
• The other four correspond to massive pentagons of jet-associated heavy quark pair
production. This configuration has one internal mass and therefore has much more
different small Gram determinant regions inside the physical phase-space. Therefore
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it is a good check of different reduction schemes and algorithms implemented in
the program.
Comparing massless and massive cases will allow us to estimate the impact of internal
masses on the program accuracy.
4.4.1. Massless configuration
For the massless configurations we have performed several tests with 108 randomly
generated phase-space points each. We excluded soft and collinear regions of phase-space
where evaluating tensor integrals numerically would serve no practical purpose. This was
done by applying a simple cut on the kinematic variables:
pi · pj < Ecmsδcut δcut = 10−11, 10−3 (4.25)
The accuracy plots are shown in Figs. 4.6 and 4.7. It is worth to note that the value of
δcut does not significantly affect the accuracy in this test.
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Figure 4.6.: Fraction of points with relative test accuracy less than a certain value.
Massless kinematics, 108 points in flat phase-space with δcut = 10−11.
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Figure 4.7.: Fraction of points with relative test accuracy less than a certain value.
Massless kinematics, 108 points in flat phase-space with δcut = 10−3.
4.4.2. Massive configuration
The four massive pentagon diagrams appearing in jet associated heavy quark pair pro-
duction are shown in Fig. 4.8. We label them by the number of integral massive lines
as C1m, C2m, C3m and C4m. Those diagrams contain pentagon tensor integrals up
to rank 4. In principle only integrals of maximum rank 3 would be needed in practical
calculation, because one tensor rank can always be canceled.
We evaluate all our selected contraction tests (4.24) for each of four configurations,
with kinematic cut δcut = 10−7 and for three different center-of-mass energies. The results
are shown in Figs. 4.9-4.12.
The approximate speed of the program measured in these tests is 3 ms for the evaluation
of all tensor form-factors up to rank 5 on the 3.40 GHz Intel Xeon CPU.
Despite being useful in verifying general program correctness and identifying potential
problems the synthetic contraction tests give quite limited estimate of the final amplitude
precision. Tensor integrals enter amplitude calculation with kinematic coefficients, which
can reweight the errors and change relative importance of different terms. Additionally
there might be unanticipated large cancellations between terms reducing overall available
precision. To estimate the impact of these factors we will do some amplitude calculations
using our tensor reduction program.
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(a) C1m (b) C2m
(c) C3m (d) C4m
Figure 4.8.: Massive pentagons in tt¯+ j
4.5. Five gluon amplitude test
In this section we compute helicity amplitudes for the five gluon scattering subprocess of
3 jet production. It is the most challenging 2→ 3 process for a Feynman diagrammatic
approach for a several reasons. It contains the highest rank tensor integral for 5-point
processes in renormalizable theories. The large number of diagrams and the simple form
of the answer known from string-based calculations [28] suggests the presence of big
gauge cancellations between diagrams and therefore potential numerical problems.
Of course this is not a test of tensor reduction alone, but of the interplay of various
parts of the calculation which combine together into an amplitude. The accuracy of
such calculation depends on how efficiently we do diagrams’ processing and how many
simplifications can be found analytically. We should keep this in mind when we interpret
results of the test.
To compare results and estimate the accuracy we will use the NGluon package [13]. It
has an option of evaluating amplitude with higher precision using the QD package [114],
which is very useful for accuracy comparisons.
4.5.1. Calculation method
Following the decomposition of [28] we calculate the single independent color-ordered
configuration, while the rest can be obtained via decoupling equations [26]. From 711
diagrams contributing to the one-loop five gluon amplitude only 208 contribute to the
49
4. Numerical code PJFry
DR
AF
T
10−16 10−14 10−12 10−10 10−8 10−6 10−4 10−2 100
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
Test accuracy
Fr
ac
tio
n
of
po
in
ts
Rank 1
Rank 2
Rank 3
Rank 4
Rank 5
(a) C1m
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(b) C2m
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(c) C3m
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(d) C4m
Figure 4.9.: Fraction of points with relative test accuracy less than a certain value.
Massive kinematics, 108 points in flat phase-space with ECMS = 2.2m.
leading color.
For this calculation we employed the spinor-helicity method described in [107, 121, 129].
The external gluons are assigned specific helicities and their polarizations are expressed
in terms of massless spinors and one arbitrary massless reference momentum k:
+µ (pi, ki) =
[pi|γµ|ki〉√
2〈ki|pi〉
, −µ (pi, ki) = −
〈pi|γµ|ki]√
2[ki|pi]
. (4.26)
There are three independent helicity configurations in five gluon scattering amplitude:
A
(1)
5 (+ + +−−), A(1)5 (+ + + +−), A(1)5 (+ + + + +), (4.27)
and the others can be expressed via permutation and helicity inversion relations.
The diagrams have been processed in FORM [169] in order to generate the expressions
for each of three basis amplitudes (4.27). After substituting tensor integral form-factor
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(b) C2m
Figure 4.10.: Fraction of points with relative test accuracy less than a certain value.
Massive kinematics, 108 points in flat phase-space with ECMS = 3m.
expansions (3.8) the amplitudes are written in form of tensor form-factors with coefficients
expressed in terms of spinor products 〈ij〉 and [ij]. Which up to a phase are equal to
square roots of Mandelstam variables sij = (pi + pj)2.
The (4.26) representation of polarization vectors is equivalent to the choice of axial
gauge. The amplitude is independent of reference vectors ki and their specific choice can
considerably simplify the expressions.
Our choice of reference vectors is:
+ + +−− k1 = k2 = k3 = p5, k4 = k5 = p3 (4.28a)
+ + + +− k1 = k2 = k3 = k4 = p5, k5 = p3 (4.28b)
+ + + + + k1 = k2 = k3 = k4 = k5 = ξ (4.28c)
One should keep in mind that presence of the preferred direction ξ in (4.28c) might cause
numerical cancellations in certain phase-space regions.
4.5.2. Accuracy plots
The generated amplitudes have been compared to the output of the NGluon package in
quadruple precision. We used 5 million points, which were randomly generated in the
flat phase-space with a cut (4.25). The accuracy plots for two different values of δcut are
shown in Figs. 4.13 and 4.14.
51
4. Numerical code PJFry
DR
AF
T
10−16 10−14 10−12 10−10 10−8 10−6 10−4 10−2 100
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
Test accuracy
Fr
ac
tio
n
of
po
in
ts
Rank 1
Rank 2
Rank 3
Rank 4
Rank 5
(a) C3m
DR
AF
T
10−16 10−14 10−12 10−10 10−8 10−6 10−4 10−2 100
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
Test accuracy
Fr
ac
tio
n
of
po
in
ts
Rank 1
Rank 2
Rank 3
Rank 4
Rank 5
(b) C4m
Figure 4.11.: Fraction of points with relative test accuracy less than a certain value.
Massive kinematics, 108 points in flat phase-space with ECMS = 3m.
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(c) C3m
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(d) C4m
Figure 4.12.: Fraction of points with relative test accuracy less than a certain value.
Massive kinematics, 108 points in flat phase-space with ECMS = 4m.
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Figure 4.13.: Fraction of points with relative test accuracy less than a certain value.
Five gluon amplitude, 5 · 106 random points with δcut = 10−7.
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Figure 4.14.: Fraction of points with relative test accuracy less than a certain value.
Five gluon amplitude, 5 · 106 random points with δcut = 10−3.
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5. QED virtual corrections to the process
e+e− → µ+µ−γ
In this chapter we present the calculation of QED one-loop virtual corrections to the
process e+e− → µ+µ−γ with full mass dependence.
The muon pair production with associated hard photon in electron-positron annihilation
was first calculated at tree level by [15, 19]. The first virtual corrections, although with
integrated photon variables have been presented in [116]. Shortly after, the completely
differential NLO cross section for the same corrections was evaluated in small mass
limit [20]. The quasi-collinear logarithmic contributions have been extensively studied in
[7, 8, 10, 11, 126].
The first completely differential cross-sections with mass dependence were calculated
by two different groups [118, 122]. They included a subset of the full one-loop virtual
corrections, which is called ISR and FSR. The ISR stands for Initial State Radiation and
corresponds to both loop correction and photon emission applied to the incoming fermion.
Likewise FSR – Final State Radiation does the same for the outgoing particle. So far
only the ISR+FSR parts of one-loop corrections have been implemented in Monte-Carlo
event generators [117, 147].
The calculation of differential cross-sections for the full one-loop virtual corrections have
been reported recently [3]. The full corrections have additional contributions from 5-point
and associated 4-point functions, which is missing in previous ISR+FSR calculations.
The muon pair production with real photon emission (e+e− → µ+µ−γ) is an important
background and normalization reaction in the measurement of the pion form-factor:
Rexp =
σ(e+e− → pipiγ)
σ(e+e− → µ+µ−γ) (5.1)
which is necessary for an accurate determination of the anomalous magnetic moment of
the muon (g − 2)µ – one of the most precise tests of the Standard Model [1, 51]. The
pion form-factor is a non-perturbative quantity and cannot be reliably calculated within
perturbative QCD, but it can be measured experimentally at high luminosity meson
factories such as DAFNE, PEP-II, KEKB and BEPC.
In this respect contributions from previously unconsidered QED 5-point functions may
become important for accurate predictions at low energy e+e− annihilation experiments
like BaBar, KLOE and BES.
This is also an ideal benchmark process for testing a tensor reduction code
• Two different massive particles in the loop and five external legs create a complicate
phase-space landscape with many potential Gram determinant instabilities.
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• Large differences of scales in the problem (up to 7 orders of magnitude) cause
accuracy losses due to numerical cancellations.
• The small electron mass gives rise to quasi-collinear configurations, which are nearly
singular.
In addition to that, the relatively small number of diagrams and the absence of hadrons
in the initial state allows us to evaluate the virtual corrections to a very high precision.
Thus making it possible to use statistical methods to asses the numerical accuracy of the
calculation as a whole.
5.1. Notation and conventions
For computational convenience we consider the process in all-outgoing configuration:
0→ e−(p1) + e+(p2) + µ−(p3) + γ(p4) + µ+(p5) (5.2)
where pi are particle momenta, which obey mass shell conditions p2i = m2i and momenta
conservation ∑ pi = 0. The masses of the external fermions are preserved in all parts of
the calculation.
In addition to the masses, we choose the following 5 independent Mandelstam variables:
s14, s24, s13, s35, s45 sij = (pi + pj)2. (5.3)
This set of invariants gives slightly better behaving results in the quasi-collinear limits
p1||p4 and p2||p4, compared to the standard cyclic choice.
Other sij invariants can be expressed in terms of (5.3) as
s12 = 2m2e − s14 − s24 + s35
s23 = m2µ − s13 + s14 + s24 − s35 + s45
s34 = 2m2µ + 2m2e − s14 − s24 − s45
s15 = 2m2µ +m2e − s13 + s24 − s35
s25 = m2µ +m2e + s13 − s24 − s45
Using crossing relations one can show that (5.2) describes the process we want to study
e+(−p1) + e−(−p2)→ µ+(p5) + µ−(p3) + γ(p4). (5.4)
The fully differential unpolarized leading order cross section can be written as
dσ(0) = 1
2
√
s(s− 4m2e)
1
4
∑
|MBorn|2 dΦ3 (5.5)
where s = s12 is the center-of-mass energy squared and the summation sum is performed
over polarizations of all particles. The factor 1/4 corresponds to averaging over spins of
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incoming electrons and the three particle phase-space Φ3 is defined as
Φ3 = (2pi)4δ(4)
( 5∑
i=1
pi
) 5∏
i=3
d3pi
(2pi)32Ei
(5.6)
5.2. Computation method
We are calculating the unpolarized cross section using the Feynman diagram method in
the Dirac spinor formalism.
The topologies are generated by QGRAF [140] and then dressed with particles and
momenta by the DIANA program [162] according to the model description file. The
resulting output contains a list of Feynman diagrams in the textual representation, which
is defined by the TML markup language script [161]. We define a TML style to generate
expressions suitable for further processing with the FORM [169] computer algebra system.
For instance for diagram on Fig. 5.1c we get
*--#[ n1:
**** (diagram 1)
Local [Amp1] = SPL(3,1)*SPL(1,2)*
1*VALL(1,mu4)*VLL(1,p4+p3,mlm)*VALL(1,mu2)*VALL(2,mu1)*
VAA(-p2-p1,mu1,mu2)
*SPR(5,1)*SPR(2,2)*POL(4, mu4);
*--#] n1:
where VALL is the photon-fermion vertex, VLL is the fermion propagator and the rest is
polarization spinors.
On the next step the diagrams are passed through the FROM script amplitude.frm,
which substitutes Feynman rules according to the selected model (in this case QED).
In addition some general simplifications can be enabled by setting configuration
parameters. This includes
• Gamma algebra identities like γµγνγµ = (2− d)γν
• Transversality condition pµ1 µ(p1) = 0
• Dirac equation
• Momenta conservation
The resulting expressions are written in the FORM tablebase. We use it as an input in
the squaring program which sums the diagrams and multiplies them by the complex
conjugated set. The fermion lines are connected by the completeness relation and Dirac
traces are taken on them.
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5.2.1. Born amplitude
The tree level diagrams contributing to the leading order amplitude |MBorn|2 are shown
in Fig. 5.1. The ISR and FSR pairs are independently gauge invariant.
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Figure 5.1.: Tree diagrams for e+e− → µ+µ−γ
There is no additional hand-tuning needed at tree level. The leading order squared ma-
trix element obtained in completely automated fashion reads |MBorn|2 = (4piα)3|MBorn|2
|MBorn|2 = 16
s212
(
s34 −m2µ
)2 [m4µ (s24 − 11m2e + 64s14 − 4s35 + 4s13 − 4s45)
+m2µ
(
s24
(
7s35 − 6s14 − 5s45 + 7s13 + 17m2e
)
+ s14
(
4s35 + 15m2e + s13 − s45
)
+m2e (6s45 − 11s35) + 4 (s13 + s35) s45 − 2s235 − 4s35s13 − 4s213 − 2s214 − 6s224 − 22m4e
)
− (s14 + s24 + s45 − 2m2e) (s224 + (−s35 − s13 − s14) s24 + (s13 − s45) s14 +m2e (s35 + 3s45))]+
+ 16
s212
(
s45 −m2µ
)2 [m4µ (s24 − 7m2e + 4s13 − 4s45)+m2µ(s45 (−s14 − s24 + 2m2e + 4s13)
+ s14
(
12m2e − 5s24 + 5s35 + 5s13
)
+ s24 (4s35 + 3s13) +m2e (−9s35 + 12s24)
− 2s235 − 4s35s13 − 4s213 − 3s214 − 18m4e − 2s242
)
− s45
((
3m2e − s14
)
s45
− s214 +
(−s24 + s35 + 4m2e + s13) s14 − 6m4e + (4s24 − s35)m2e − s24s13)]+
+ 16
s212
(
s45 −m2µ
) (
s34 −m2µ
)[s235 (−4s13 − 16m2e + 6s24 + 2m2µ + 2s45 + 4s14 − 2s35)
+ s35
(
s24
(
16s13 − 7m2µ − 7s45 + 15m2e − 7s14
)
+m2µ
(−3s14 + 12s13 − 4s45 + 6m2e)
+s14
(−3s45 + 9m2e + 6s13)+s13 (−8m2e + 4s45)−7s224+2m4µ−4s213−2s214+6m2es45−12m4e−2s245)
+ s224
(−7s13 − 6m2e + 4s14 + 5s45 + 6m2µ + 3s24)+ s24((9s14 − 14s13 + 6s45 − 15m2e)m2µ
+ s214 +
(−2m2e − 8s13 + 3s45) s14 + (s45 − 2s13) (2s45 − 7m2e − 2s13))
+
(
16m2e − 8s13 − 2s14 + 8s45
)
m4µ +
(
s214 +
(
2s45 − 16s13 − 9m2e
)
s14 + 8s213
+
(−8s45 + 8m2e) s13 + 16m4e)m2µ − (s14s13 +m2e (s45 − 2s13)) (s14 − 4s13 + 2s45)] (5.7)
As additional cross check of our computation procedure (5.7) was compared with a result
of FormCalc [111].
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5.2.2. Loop amplitude
There are 32 diagrams contributing to e+e− → µ+µ−γ at one-loop level. They can be
classified into several independently gauge invariant contributions:
• ISR – photon emission and loop correction on the initial state fermion line,
• FSR – photon emission and loop correction on the final state fermion line,
• Mix – mixed ISR/FSR interference corrections,
• Penta – pentagons and boxes with two different fermion lines inside,
• VP – vacuum polarization correction to virtual photon propagator.
The last group results in the multiplicative correction to the amplitude, which is related
to the charge renormalization. This is a universal correction and it can be accounted for
in any QED calculation by simply running the fine structure constant to the appropriate
scale [44, 73]. Therefore we omit those diagrams from our loop amplitude definition and
make substitution
α = α(0)→ α(µ2R) =
α
1− (Π2(µ2R)−Π2(0)) (5.8)
where Π2 is the full photon propagator.
The self energy corrections to massive external legs are dealt with by the on-shell
renormalization procedure (see details in Sec. 5.3).
In this chapter we will concentrate our attention on the new and the most complicated
subset “Penta”, which contains tensor pentagons up to rank 3.
These classes are summarized in Table 5.1 and a complete list of diagrams is presented
in Appendix D.
ISR FSR Mix Penta
I2IPD.1c I2IAD.1d F2FPD.1a F2FAD.1b I3FPD.2k S5FPD.4a S4FPD.3i S4FAD.3k
I3IPD.2c I3IAD.2d F3FPD.2a F3FAD.2b I3FAD.2l O5FPD.4b O4FPD.3j O4FAD.3l
I3LPD.2i I3LAD.2j F3LPD.2e F3LAD.2f F3IPD.2g S5IPD.4c S4IPD.3g S4IAD.3e
I4LPD.3c I4LAD.3d F4LPD.3a F4LAD.3b F3IAD.2h O5IPD.4d O4IPD.3h O4IAD.3f
Table 5.1.: Classes of diagrams for e+e− → µ+µ−γ process
The generated diagrams were processed with FORM in a similar fashion like the tree
level diagrams. In the second stage the loop amplitude is multiplied by the conjugated
tree amplitude and traces are taken to obtain unpolarized interference amplitude. Which
enters the definition of the one-loop cross section
dσ(1) = 1
2
√
s(s− 4m2e)
1
4
∑
2 Re
(
MLoopM
†
Born
)
dΦ3 (5.9)
Since taking the Dirac trace is summing away all spinor structure the tensor integrals
are left contracted only with external momenta pi and/or metric tensors gµν . This presents
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an opportunity of tensor rank reduction by canceling some denominators in loop integrals
with (3.13).
Special attention has to be paid to the dimensionality of the numerator. For example
d-dimensional loop momenta kµkν can get contracted with the 4-dimensional metric
tensor g¯µν from the trace over gamma matrices. The resulting 4-dimensional k¯ · k¯ cannot
directly cancel d-dimensional k · k in the denominator. This can be fixed by adding and
subtracting a (d− 4)-dimensional part k˜ · k˜ which will result in a compensating term [70]
∫
ddk
ipid/2
k¯ · k¯(
k2 −m21
) · · · =
∫
ddk
ipid/2
(k · k)− (k˜ · k˜)(
k2 −m21
) · · ·
=
∫
ddk
ipid/2
1
· · · +
∫
ddk
ipid/2
m21(
k2 −m21
) · · · −
∫
ddk
ipid/2
k˜ · k˜(
k2 −m21
) · · · (5.10)
where k = k¯ + k˜ and k¯ · k˜ = 0.
The integrals with k˜ in the numerator as the last term in (5.10) can be mapped to
higher dimensional integrals [24, 32, 39]∫
ddk
ipid/2
(k˜ · k˜)l(
(k−q1)2 −m21
) · · · ((k−qn)2 −m2n) = (−1)l Γ(l − )Γ(1− ) d− 42 I [2l]n (5.11)
with d− 4 multiplying the pole of I [2l]n it results in a rational term to be added to the
amplitude.
After tensor integrals are replaced by form-factor representation (3.8) we are left with
loop-tree interference written in terms of form-factors multiplied by kinematic coefficients
plus a rational contribution
2 Re
(
MLoopM
†
Born
)
=
5∑
n=1
∑
K
(n)
··· F
(n)
··· +K(0) (5.12)
The coefficients K(0)··· are functions of Mandelstam variables in the same way as (5.7)
is. One important remark is that K(0) is not a complete rational term in the sense of
[39, 86]. Part of the rational contribution is hidden inside tensor form-factors F (n)··· .
After algebraic simplifications the (5.12) is used to generate FORTRAN code which
uses the PJFry library for the tensor form-factor evaluation.
5.3. Renormalization and scheme dependence
The loop amplitude contains UV-divergences, which have to be removed by renormal-
ization. Since we omitted vacuum polarization diagrams only mass and wave-function
renormalizations are needed [73]. Both of them are contained in the fermion propagator
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counterterm for the corresponding fermion f
δ2,f = (Z2,f − 1), δm,f = Zm,f , (5.13)
−iΣct,f = (Z2,f − 1)(/q −mf )− Zm,fmf . (5.14)
Due to its multiplicative nature, the wave-function renormalization is proportional to the
tree-level amplitude and can taken into account separately. The mass renormalization
on the other hand should be included in the Feynman rules and contributes to four
counterterm diagrams which subtract singularities from the diagrams in Fig. D.1.
M renLoop = Mm.r.Loop + (δ2,e + δ2,µ)MBorn (5.15)
where the index m.r. means that we already included the mass counterterm in that
quantity.
In the on-shell renormalization scheme we have
δ2 = δm = − α4pi
(4piµ2
m2
) (3

+ 4 + 1FDH +O()
)
(5.16)
The value above is calculated in the ’t Hooft Veltman (HV) regularization scheme. In the
FDH scheme the same quantities would have an additional term which is marked with
the index “FDH”.
The scheme dependence of the loop amplitude can be obtained in a process independent
manner [58, 123]. Using this together with (5.16) we can see that the renormalized
amplitude is the same in the HV and FDH schemes.
Mm.r.,HVLoop −Mm.r.,FDHLoop = −2
α
4piMBorn (5.17)
M ren,HVLoop −M ren,FDHLoop = 0 (5.18)
5.4. Pole structure and µR-dependence
The infrared pole and logarithmic terms can be extracted from the universal behavior
of QED (and QCD) one-loop amplitudes [58, 123]. The agreement of the numerical
calculation with analytic predictions can serve as an additional cross check of the result.
The general pole factorization formula for the amplitude involving massive fermions:
M renLoop(µ2) = Im(, µ2)MBorn +MfinLoop(α(µ2)) +O() (5.19)
where all µ-dependence of theMfinLoop contribution is contained in the renormalized running
coupling α(µ).
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For the renormalized amplitude e+e− → µ+µ−γ we get:
Im =
α
4pi
(4pi)
Γ(1− )
{ 4∑
j,k=1
j<k
ejek
(
µ2
|sjk|
)[1

1
vjk
ln 1− vjk1− vjk −
1
2
(
ln2
m2j
|sjk| + ln
2 m
2
k
|sjk|
)
− pi
2
3 +
1
vjk
(2

ipi − pi2
)
Θ(sjk)
]
−
4∑
j=1
[1

+ 12 ln
m2j
µ2
− 2
]}
(5.20)
where ei is the charge of fermion i in the units of the electron charge and
vjk =
√√√√1− 4m2jm2k
sjk −m2jm2k
. (5.21)
The expression consists of several parts related to the singular structure of the amplitude:
• dimensionally regulated IR singularities manifest as explicit poles in ,
• logarithmic terms ln2mj and lnmj which become singular in the limit of vanishing
mass,
• constant terms which arise from the noncommutativity of the limits  → 0 and
mj → 0 and ensure a smooth transition to massless theory.
The poles and the µ-dependent part:
Im =
α
4pi
(4pi)
Γ(1− )
{
−
(
µ2
|s12|
) 1

1
v12
ln 1− v121− v12 −
2

− ln m
2
e
µ2
(5.22a)
−
(
µ2
|s34|
) 1

1
v34
ln 1− v341− v34 −
2

− ln m
2
µ
µ2
(5.22b)
+
(
µ2
|s13|
) 1

1
v13
ln 1− v131− v13 +
(
µ2
|s24|
) 1

1
v24
ln 1− v241− v24
−
(
µ2
|s14|
) 1

1
v14
ln 1− v141− v14 −
(
µ2
|s23|
) 1

1
v23
ln 1− v231− v23
}
(5.22c)
We can identify terms in (5.22) with different gauge independent contributions in the
full amplitude (see Tab. 5.1), which allows to check them independently.
• (5.22a) – ISR loop with ISR Born,
• (5.22b) – FSR loop with FSR Born,
• (5.22c) – Penta loop with full Born,
• (5.22a) and (5.22b) – ISR and FSR interference plus Mix loop with full Born.
With the help of (5.22) we have explicitly checked the poles and µ-dependence of all
subamplitudes and found complete agreement.
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5.5. Cross-checks
In gauge theories the results should not depend on the gauge choice. While it is in
principle possible to do a calculation in arbitrary gauge, it would be order of magnitude
more difficult. For the amplitudes with external gauge bosons it is still possible to check
gauge invariance to some extent even after making a specific gauge choice. This could be
achieved by using the Ward-Takahashi identity
kµM˜
µ = 0, where M = µ(k)M˜µ (5.23)
which states that amplitude contracted with the gauge boson momentum instead of its
polarization vector is equal to zero. In our process we have one external photon, which
we used to verify the Ward identity.
Additionally we have compared our amplitude with the calculation of [2, 3], which
using the OPP method, at their published phase-space point
PJFry OPP [3]
Born 5.013964825925060 · 10−3 5.013964825924999 · 10−3
Loop pole 0.331807389470214 · 10−3 0.331807389848555 · 10−3
Loop finite 1.554830436628185 · 10−3 1.554830457128372 · 10−3
We observe 8 digits agreement for the virtual part.
The ISR and FSR contributions have been checked against an implementation in the
Phokhara Monte-Carlo generator [67, 68, 122, 147]. We have found agreement within
6-12 digits of accuracy, depending on the phase-space point.
5.6. Numerical results
In this section we conclude the investigation of the numerical accuracy of PJFry by
evaluating differential distributions for two experimental setups. Both of them are so-
called meson factories which are characterized by relatively low energy, but very high
luminosity. They are designed to produce a large number of mesons allowing accurate
measurements of their properties and precision checks of the Standard Model.
The Babar experiment was operating at the SLAC e+e− accelerator facility PEP-II
until April of 2008. During its runs Babar accumulated 530 fb−1 integrated luminosity
and the data analysis is still ongoing. Another experiment which we will consider in our
study is KLOE [5] at the DAΦNE [137] accelerator. KLOE is operating since 1999. The
upgraded detector KLOE-2 is at the moment under construction.
The main differences between the two experiments in the context of photon associated
muon pair production are the beam energy and the tagged photon angular cuts. Babar
operates at 10.58 GeV center-of-mass energy while at KLOE collisions happen at 1.02 GeV.
The photons can be collinear to the beam axis at KLOE, unlike Babar where this region
is excluded by kinematic cuts. In both respects, KLOE kinematics is more challenging for
loop amplitude evaluations. One might expect numerical problems in the quasi-collinear
region. Comparing the error estimates for easy Babar cuts with more difficult KLOE cuts
will allow us to estimate inaccuracies due to this special kinematic configuration.
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The basic idea is to evaluate differential distributions for several selected variables
using a large number of phase-space points. With sufficiently small statistical errors we
will be able to see systematic code instabilities in bins where errors do not decrease with
increasing number of points. The absence of such bins will serve as an indication that
there is no significant accuracy loss in the numerical code for the amplitude.
For phase-space integrations the Monte-Carlo event generator Phokhara 7.0 [66] was
used. The histogramming facility of Phokhara was modified to bin weighted events and
to allow parallel computational runs. The ability to merge results of parallel runs was
crucial for the accumulation of enough statistics in a reasonable amount of time.
The phase-space cuts we used roughly correspond to the experimental setup of the
KLOE and BaBar detectors.
BaBar KLOE
ECMS 10.56 GeV 1.02 GeV
Eγ,min 3 GeV 0.02 GeV
θγ 20◦–138◦ 0◦–15◦, 165◦–180◦
Q2 0.25–50 GeV2 0.25–1.06 GeV2
θµ± 40◦–140◦ 50◦–130◦
Table 5.2.: Phase-space cuts for KLOE and BaBar settings. Q2 is the invariant mass
squared of the muon pair.
The other relevant parameters are taken from the PDG report [138]
me = 0.5109989 · 10−3 GeV, mµ = 0.105658367 GeV, α(0) = 1/137.03599968. (5.24)
We have produced distributions for two types of quantities:
• One is the plain renormalized one-loop cross-section, which contains IR poles and
therefore depends on the regularization scale
dσ(1) = 1
2
√
s(s− 4m2e)
1
4
∑
2 Re
(
M renLoopM
†
Born
)
dΦ3 (5.25)
• Another one is the above mentioned cross-section where we subtracted IR poles
together with scale-dependent terms and singular mass logarithms (5.19)
dσ¯(1) = 1
2
√
s(s− 4m2e)
1
4
∑
2 Re
(
MfinLoopM
†
Born
)
dΦ3 (5.26)
Both cross-sections can be separated into gauge-invariant parts according to Tab. 5.1.
Since ISR and FSR contributions have been known for years, we do not consider them
separately and concentrate here on the new piece “Penta”.
The distributions for Born and Born+Loop cross-sections are shown in Figs. 5.2-5.6
for both σ (5.25) and σ¯ (5.26). The error bars are below one per mil and are too small
to be seen in the plots.
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Figure 5.2.: Muon pair invariant mass distribution for KLOE setup (left σ, right σ¯).
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Figure 5.3.: Angular distributions of µ+ and µ− for KLOE setup (left σ, right σ¯).
Since the pentagon contribution is rather small, it is convenient to plot the ratio of
Loop and Born cross-sections, which we define as
K = 1 + σ(1)/σ(0) (5.27)
Then the error can be estimated using
σ2f =
∣∣∣∣∂f∂x
∣∣∣∣2 σ2x + ∣∣∣∣∂f∂y
∣∣∣∣2 σ2y + 2∂f∂x ∂f∂y covxy
f = x/y, σf =
1
y2
√
x2σ2y + y2σ2x −2xycovxy
where σx and σy are standard deviations of the Loop and Born cross-sections respectively.
We assume here that those quantities are not (strongly) correlated, which is an acceptable
approximation.
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Figure 5.4.: Muon pair invariant mass distribution for BaBar setup (left σ, right σ¯).
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Figure 5.5.: Angular distributions of µ+ and µ− for BaBar setup (left σ, right σ¯).
In the plots 5.7-5.13 we show the “Penta” contribution to several frequently used
observables. The one standard deviation absolute accuracy estimate is plotted separately
below each distribution. Additionally the number of phase-space points used in the
Monte-Carlo integration is shown on the each plot.
One can see that there is no visible stability problems in the pentagon evaluation and
the errors are dominated by the statistical uncertainty. The evaluation time for the full
amplitude per phase-space point is of order 0.3 ms on the 2.80 GHz Intel Xeon CPU.
For comparison we show the relative size of different gauge invariant contributions
for the KLOE configuration in Figs. 5.14-5.18. It is evident that pentagons give a
noticeable contribution to the shape of angular distributions of muons and their forward-
backward asymmetry. The effect is of the order of few per mil and can become important
when more accurate measurements become available. This gives a motivation for the
inclusion of “Penta” contributions into the Monte-Carlo event generators together with
the corresponding real corrections. A similar conclusions can be drawn for the BaBar
configuration, although the effect is a bit smaller (see Figs. 5.11, 5.12).
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Figure 5.6.: Angular distribution of photon for BaBar setup (left σ, right σ¯).
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Figure 5.7.: Top: “Penta” contribution to muon pair invariant mass distribution for KLOE
setup (left σ, right σ¯). Bottom: absolute error estimate.
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Figure 5.8.: Top: “Penta” contribution to angular distributions of µ+ and µ− for KLOE
setup (left σ, right σ¯). Bottom: absolute error estimate.
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Figure 5.9.: Top: “Penta” contribution to forward-backward asymmetry of µ+ for KLOE
setup (left σ, right σ¯). Bottom: absolute error estimate.
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Figure 5.10.: Top: “Penta” contribution to muon pair invariant mass distribution for
BaBar setup (left σ, right σ¯). Bottom: absolute error estimate.
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Figure 5.11.: Top: “Penta” contribution to angular distributions of µ+ and µ− for BaBar
setup (left σ, right σ¯). Bottom: absolute error estimate.
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Figure 5.12.: Top: “Penta” contribution to forward-backward asymmetry of µ+ for BaBar
setup (left σ, right σ¯). Bottom: absolute error estimate.
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Figure 5.13.: Top: “Penta” contribution to the angular distribution of the photon for
BaBar setup (left σ, right σ¯). Bottom: absolute error estimate.
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Figure 5.14.: Relative size of different contributions to the Q2 distribution normalized on
Born for KLOE setup (left σ, right σ¯).
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Figure 5.15.: Relative size of different contributions to angular distributions of µ+ and
µ− normalized on Born for KLOE setup (for the plain σ (5.25)).
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Figure 5.16.: Relative size of different contributions to angular distributions of µ+ and
µ− normalized on Born for KLOE setup (for the subtracted σ¯ (5.26)).
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Figure 5.17.: Relative size of different contributions to forward-backward asymmetry of
µ+ normalized on Born for KLOE setup (for the plain σ (5.25)).
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Figure 5.18.: Relative size of different contributions to forward-backward asymmetry of
µ+ normalized on Born for KLOE setup (for the subtracted σ¯ (5.26)).
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6. Summary and outlook
In this thesis we have discussed the problem of the stable evaluation of tensor integrals,
which is a fundamental component of Feynman diagram-based one-loop computation.
We presented an open source computer library PJFry which implements the reduction
scheme based on the method of integrals in shifted dimension. The library performs a
numerical reduction of tensor pentagon integrals up to rank 5 to the set of basis scalar
integrals for any physically relevant kinematic configuration. The reduction procedure
completely avoids 5-point Gram determinants. The 4-point Gram determinants are dealt
with by extending the integral basis with scalar integrals in shifted dimension. The
evaluation of new basis integrals in the region of small Gram determinants is done by
series expansion. The cache system ensures the efficient reuse of repeating building blocks
transparently to the user. The automatic selection of the appropriate reduction formulae
is done by means of a number of cutoff parameters, which have been tuned for optimized
accuracy and performance in the series of tests.
The correctness of the implementation has been checked by several synthetic contraction
tests for a selection of massless and massive kinematic configurations. We have demon-
strated a proof-of-concept application to the evaluation of five gluon helicity amplitudes.
They contain the highest rank tensor integrals among 2 → 3 amplitudes and thus are
quite challenging for the Feynman diagrammatic approach. We have compared our toy
calculation with the results of the generalized unitarity package NGluon [13] and found
complete agreement.
Finally we applied PJFry to the calculation of one-loop QED virtual corrections to
photon associated muon pair production at e+e− colliders. We have extensively studied
the obtained expressions for numerical stability. The known ISR and FSR parts of the
amplitude have been cross-checked with their implementation in the Monte-Carlo event
generator Phokhara [66]. We presented virtual corrections to differential distributions for
several observables commonly used in the settings of the detectors BaBar and KLOE. A
separate set of plots have been produced for the new pieces containing pentagon diagrams
and the corresponding box diagrams.
From the smooth shape of the distributions and steady decline of the statistical errors
with increasing number of points we draw the conclusion that there are no significant
numerical instabilities and that the code is ready for phenomenological applications.
The analysis of the plots shows that the muon angular dependence is the distribution
with highest sensibility to the virtual pentagon corrections, especially in the case of KLOE.
This gives a motivation for the inclusion of pentagon contributions into Monte-Carlo
event generators together with the corresponding real corrections.
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Outlook
The results of this thesis open a number of possibilities for future work. The tensor
reduction program is ready for application to 2→ 3 calculations involving massless and
massive particles. The tensor pentagons, being the most complicated objects at the one
loop level, constitute a basis for higher point integrals. The extension to 6-point functions
is not complicated and will cover the most of phenomenologically relevant processes.
Due to the generic nature of the reduction formalism, the addition of complex masses is
also straightforward. It will allow to compute a wide range of processes with unstable
intermediate states.
The inclusion of pentagon contributions to e+e− → µ+µ−γ into Monte-Carlo event
generators will allow to perform a complete NLO analysis of this process and to make a
conclusive statement about the numerical significance of the pentagon part for various
observables. This contribution seems to be on the edge of the current experimental
precision and might become more relevant when more accurate measurements become
available.
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A. Algebra of signed minors
A.1 Definition and general properties
Let M be a square n×n matrix. Let us specify r rows i1, . . . , ir and r columns j1, . . . , jr.
The intersection of these rows and columns forms an r × r square matrix. Such matrix is
called a minor of order r and we denote it as
M i1,i2,...,irj1,j2,...,jr (A.1)
The (n − r) × (n − r) squared matrix with discarded r rows and columns is called
complementary minor and denoted as:
M
{i1,i2,...,ir}
{j1,j2,...,jr} (A.2)
The cofactor (or signed minor) of the minor of order r is the coefficient of Laplace
theorem expansion for the determinant of M :
detM =
∑
{Cir} or {Cjr}
det
(
M i1,i2,...,irj1,j2,...,jr
)(i1 i2 . . . ir
j1 j2 . . . jr
)
(A.3)
where the sum is taken over
(n
r
)
distinct r-combinations of either rows i1, . . . , ir or columns
j1, . . . , jr. The explicit expression for a signed minor is given in (3.5).
For completeness we define the minor of order 0 to be equal to 1. Then the cofactor of
the minor of order 0 is just a determinant of the corresponding matrix:
M ()() ≡ 1 M{}{} ≡M () = detM
Signed minors are antisymmetric in any pair of adjacent row or column indices(
i1 . . . ik ik+1 . . . ir
j1 . . . jk jk+1 . . . jr
)
= −
(
i1 . . . ik+1 ik . . . ir
j1 . . . jk jk+1 . . . jr
)
= −
(
i1 . . . ik ik+1 . . . ir
j1 . . . jk+1 jk . . . jr
)
(A.4)
for any 1 ≤ k ≤ r − 1.
Signed minors of order r satisfy r − 1 relations of the form
det[αβ]
(
iα
jβ
)
=
(
i1 . . . ir
j1 . . . jr
)
()r−1 (A.5)
where the term on the left hand side is the determinant of the matrix indexed by α and
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β. Which for r = 2 gives ∣∣∣∣∣∣∣∣∣
(
i1
j1
) (
i1
j2
)
(
i2
j1
) (
i2
j2
)
∣∣∣∣∣∣∣∣∣ =
(
i1 i2
j1 j2
)
() (A.6)
The extension property of signed minors states that, any relation which is valid for ()
is also valid for any minor of ().
A.2 Symmetric bordered determinants
Since we use the algebra of signed minors mostly with the modified Cayley matrix, it is
worth to write down additional special relations which are valid for this special case.
A bordered symmetric (n+ 1)× (n+ 1) matrix is defined as
Yij =

Yij , i, j = 1, . . . , n
1, i = 0, j = 1, . . . , n or j = 0, i = 1, . . . , n
0, i, j = 0
The signed minors are symmetric under switching row indices with column indices(
i1i2 . . . ir
j1j2 . . . jr
)
n
=
(
j1j2 . . . jr
i1i2 . . . ir
)
n
The row expansion of ()n together with (A.6) gives
n∑
i=1
(
i
0
)
n
= ()n (A.7)
n∑
i=1
(
i
j
)
n
= 0, j 6= 0 (A.8)
The master formula (3.6) is a consequence of the above together with (A.6) and the
extension property:
(
α
i
)
n
(
αβ
j 0
)
n
=
n∑
k=1
(
αk
i 0
)
n
(
αβ
j 0
)
n
=
n∑
k=1
(
αk
0 i
)
n
(
αβ
0 j
)
n
=
n∑
k=1
[(
αk
0 j
)
n
(
αβ
0 i
)
n
+
(
αk β
0 i j
)
n
(
α
0
)
n
]
= −
(
α
j
)
n
(
αβ
0 i
)
n
−
(
α
0
)
n
(
αβ
i j
)
n
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B. Scalar integral recurrence relations
In this section we list for completeness all relevant recurrence relations for the evaluation
of boxes, triangles and bubbles.
For brevity in this section we omit combinatorial factors n··· in front of the integrals
nijI
[2l]
4,ij → I¯ [2l]4,ij , nijkI [2l]4,ijk → I¯ [2l]4,ijk, nijklI [2l]4,ijkl → I¯ [2l]4,ijkl.
B.1 Boxes
In this section all signed minors come from 4-point kinematics and () should be thought
as ()4.
B.1.1 Downward recurrence
Explicit form of (3.23) and (3.24) for the box form-factor recursion. Each step reduces
dimension and number of indices, but introduces an inverse 4-point Gram determinant ().
I
[2(l+1)]
4 =
1( ) 1
d+ 2l − 3
[(0
0
)
I
[2l]
4 −
4∑
t=1
(
t
0
)
I
[2l],t
3
]
(B.1a)
I
[2(l+1)]
4,i =
1( ) [−(0
i
)
I
[2l]
4 +
4∑
t=1
(
t
i
)
I
[2l],t
3
]
(B.1b)
I¯
[2(l+1)]
4,ij =
1( ) [−(0
j
)
I
[2l]
4,i +
4∑
t=1
(
t
j
)
I
[2l],t
3,i +
(
i
j
)
I
[2l]
4
]
(B.1c)
I¯
[2(l+1)]
4,ijk =
1( ) [−(0
k
)
I¯
[2l]
4,ij +
4∑
t=1
(
t
k
)
I¯
[2l],t
3,ij +
(
i
k
)
I
[2l]
4,j +
(
j
k
)
I
[2l]
4,i
]
(B.1d)
I¯
[2(l+1)]
4,ijkl =
1( ) [−(0
l
)
I¯
[2l]
4,ijk +
4∑
t=1
(
t
l
)
I¯
[2l],t
3,ijk +
(
i
l
)
I¯
[2l]
4,jk +
(
j
l
)
I¯
[2l]
4,ik +
(
k
l
)
I¯
[2l]
4,ij
]
(B.1e)
B.1.2 Index recurrence
Alternative recurrence scheme described in Sec. 3.3.3. The inverse Gram determinant is
replaced by the Cayley determinant
(0
0
)
, at cost of not reducing dimension and introducing
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a rational term.
I
[2(l+1)]
4,i =
1(0
0
) [−(d+ 2l − 3)(0
i
)
I
[2(l+1)]
4 +
4∑
t=1
(0t
0i
)
I
[2l],t
3
]
(B.2a)
I¯
[2(l+1)]
4,ij =
1(0
0
) [−(d+ 2l − 4)(0
j
)
I
[2(l+1)]
4,i +
4∑
t=1
(0t
0j
)
I
[2l],t
3,i +
(0i
0j
)
I
[2l]
4
]
(B.2b)
I¯
[2(l+1)]
4,ijk =
1(0
0
) [−(d+ 2l − 5)(0
k
)
I¯
[2(l+1)]
4,ij +
4∑
t=1
(0t
0k
)
I¯
[2l],t
3,ij +
(0i
0k
)
I
[2l]
4,j +
(0j
0k
)
I
[2l]
4,i
]
(B.2c)
I¯
[2(l+1)]
4,ijkl =
1(0
0
)[−(d+ 2l − 6)(0
l
)
I¯
[2(l+1)]
4,ijk +
4∑
t=1
(0t
0l
)
I¯
[2l],t
3,ijk
+
(0i
0l
)
I¯
[2l]
4,jk +
(0j
0l
)
I¯
[2l]
4,ik +
(0k
0l
)
I¯
[2l]
4,ij
]
(B.2d)
B.2 Triangles
In this section all signed minors come from 3-point kinematics and determinant () should
be thought as ()3.
B.2.1 Downward recurrence
Explicit form of (3.23) and (3.24) for the triangle form-factor recursion. Each step reduces
dimension and number of indices, but introduces an inverse 3-point Gram determinant ().
I
[2(l+1)]
3 =
1( ) 1
d+ 2l − 2
[(0
0
)
I
[2l]
3 −
3∑
u=1
(
u
0
)
I
[2l],u
2
]
(B.3a)
I
[2(l+1)]
3,i =
1( ) [−(0
i
)
I
[2l]
3 +
3∑
u=1
(
u
i
)
I
[2l],u
2
]
(B.3b)
I¯
[2(l+1)]
3,ij =
1( ) [−(0
j
)
I
[2l]
3,i +
3∑
u=1
(
u
j
)
I
[2l],u
2,i +
(
i
j
)
I
[2l]
3
]
(B.3c)
I¯
[2(l+1)]
3,ijk =
1( ) [−(0
k
)
I¯
[2l]
3,ij +
3∑
u=1
(
u
k
)
I¯
[2l],u
2,ij +
(
i
k
)
I
[2l]
3,j +
(
j
k
)
I
[2l]
3,i
]
(B.3d)
B.2.2 Index recurrence
Alternative recurrence scheme described in Sec. 3.3.3. The inverse Gram determinant is
replaced by the Cayley determinant
(0
0
)
, at cost of not reducing dimension and introducing
a rational term.
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Valid only for IR finite triangles
(0
0
) 6= 0.
I
[2(l+1)]
3,i =
1(0
0
) [−(d+ 2l − 2)(0
i
)
I
[2(l+1)]
3 +
3∑
u=1
(0u
0i
)
I
[2l],u
2
]
(B.4a)
I¯
[2(l+1)]
3,ij =
1(0
0
) [−(d+ 2l − 3)(0
j
)
I
[2(l+1)]
3,i +
3∑
u=1
(0u
0j
)
I
[2l],u
2,i +
(0i
0j
)
I
[2l]
3
]
(B.4b)
I¯
[2(l+1)]
3,ijk =
1(0
0
) [−(d+ 2l − 4)(0
k
)
I¯
[2(l+1)]
3,ij +
3∑
u=1
(0u
0k
)
I
[2l],u
2,ij +
(0i
0k
)
I
[2l]
3,j +
(0j
0k
)
I
[2l]
3,i
]
(B.4c)
B.2.3 IR case recurrence
Recurrence scheme for IR divergent triangles where
(0
0
)
= 0. Reduces dimension and
number of legs, but not the number of indices. Requires bubbles in 2 dimensions.
Here the last index is free. Its value should be chosen such that the denominator is not
small or zero
(0
k
) 6= 0.
I
[2(l+1)]
3 =
1(0
i
) 1(d+ 2l − 2)
[ 3∑
u=1
(0u
0i
)
I
[2l],u
2
]
(B.5a)
I
[2(l+1)]
3,i =
1(0
j
) 1(d+ 2l − 3)
[ 3∑
u=1
(0u
0j
)
I
[2l],u
2,i +
(0i
0j
)
I
[2l]
3
]
(B.5b)
I¯
[2(l+1)]
3,ij =
1(0
k
) 1(d+ 2l − 4)
[ 3∑
u=1
(0u
0k
)
I¯
[2l],u
2,ij +
(0i
0k
)
I
[2l]
3,j +
(0j
0k
)
I
[2l]
3,i
]
(B.5c)
I¯
[2(l+1)]
3,ijk =
1(0
l
) 1(d+ 2l − 5)
[ 3∑
u=1
(0u
0l
)
I¯
[2l],u
2,ijk +
(0i
0l
)
I¯
[2l]
3,jk +
(0j
0l
)
I¯
[2l]
3,ik +
(0k
0l
)
I¯
[2l]
3,ij
]
(B.5d)
B.3 Bubbles
I
[2(l+1)]
2 =
1( ) 1
d+ 2l − 3
[(0
0
)
I
[2l]
2 −
2∑
v=1
(
v
0
)
I
[2l],v
1
]
(B.6a)
I
[2(l+1)]
2,i =
1( ) [−(0
i
)
I
[2l]
2 +
2∑
v=1
(
u
i
)
I
[2l],v
1
]
(B.6b)
I¯
[2(l+1)]
2,ij =
1( ) [−(0
j
)
I
[2l]
2,i +
2∑
v=1
(
u
j
)
I
[2l],v
1,i +
(
i
j
)
I
[2l]
2
]
(B.6c)
See App. C for the tadpoles.
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C. On-shell two point functions
In this appendix we use the notation of Chapter 4.
All order expressions for 1- and 2-point functions in generic dimension d = 4− 2
I
[−2]
1,(n1)(m) =
(−1)n1 (m)2−−n1 Γ(− 2 + n1)
Γ(n1)
(C.1)
I
[−2]
2,(n1,n2)(m,m, 0) =
(−1)n1+n2 (m)2−−n1−n2 Γ(4− 2− n1 − 2n2)Γ(− 2 + n1 + n2)
Γ(n1)Γ(4− 2− n1 − n2)
I
[−2]
2,(n1,n2)(0,m,m) =
(−1)n1+n2 (m)2−−n1−n2 Γ(− 2 + n1 + n2)
Γ(n1 + n2)
I
[−2]
2,(1,1)(0,m1,m2) = −
(m1−1 −m1−2 )Γ(− 1)
m21 −m22
I
[−2]
2,(1,2)(0,m1,m2) =
m−1 m
−
2 (m1(m1 + (m2 −m1)) +m1m2)Γ(1− )Γ()
(m1 −m2)2Γ(2− )
I
[−2]
2,(2,1)(0,m1,m2) =
m−1 m
−
2 (m2m1 −m2((m1 −m2) +m2))Γ(1− )Γ()
(m1 −m2)2Γ(2− )
I
[−2]
2,(2,2)(0,m1,m2) =
(m2((− 1)m1 − (+ 1)m2) +m1((+ 1)m1 − (− 1)m2))Γ()
(m1 −m2)3(− 1)
C.1 Notable relations
I
[2]
1 (m) = −
2m
d
I1(m)
I2(m,m, 0) = (m)− Γ()/(1− 2) = m−1(1 + )I1(m) +O()
I
[2]
2 (m,m, 0) = (m)
1− Γ(− 1)/(3− 2) = −I1(m)/(d− 1) = −19(3 + 2)I1(m) +O()
I2(0,m,m) = (m)− Γ() = m−1(1− )I1(m)
I
[2]
2 (0,m,m) = (m)
1− Γ(− 1) = (−2mI2(0,m,m)− I1(m))/(d− 1) = −I1(m)
I
[2]
2,i(0,m,m) = −
1
2 (m)
− Γ() = −12I2(0,m,m)
I
[4]
2,i(0,m,m) = −
1
2 (m)
1− Γ(− 1) = 12I1(m)
I
[4]
2,ij(0,m,m) =
1
6 (m)
− Γ() = −13I
[2]
2,i(0,m,m) =
1
6I2(0,m,m)
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C.2 Special cases
Bubble in 4 + 2l − 2 dimensions with zero momentum transfer and different masses,
I2 with s = 0, m1 6= m2:
I
[−2]
2 (0,m1,m2) = −
m−11 I1(m1)−m−12 I1(m2)
(m1 −m2) +O()
I
[0]
2 (0,m1,m2) = +
I1(m1)− I1(m2)
m1 −m2 +O()
I
[2]
2 (0,m1,m2) = −
1
4(m1 +m2)−
m1I1(m1)−m2I1(m2)
2(m1 −m2) +O()
I
[4]
2 (0,m1,m2) = +
5
36(m
2
1 +m1m2 +m22) +
m21I1(m1)−m22I1(m2)
6(m1 −m2) +O()
I
[6]
2 (0,m1,m2) = −
13
288(m1 +m2)(m
2
1 +m22)−
m31I1(m1)−m32I1(m2)
24(m1 −m2) +O()
I
[8]
2 (0,m1,m2) = +
77(m51 −m52)
7200(m1 −m2) +
m41I1(m1)−m42I1(m2)
120(m1 −m2) +O()
I
[10]
2 (0,m1,m2) = −
29(m61 −m62)
1202(m1 −m2) −
m51I1(m1)−m52I1(m2)
6!(m1 −m2) +O()
I
[12]
2 (0,m1,m2) = +
223(m71 −m72)
8402(m1 −m2) +
m61I1(m1)−m62I1(m2)
7!(m1 −m2) +O()
I
[14]
2 (0,m1,m2) = −
481(m81 −m82)
33602(m1 −m2) −
m81I1(m1)−m82I1(m2)
8!(m1 −m2) +O()
Bubble in 4 + 2l − 2 dimensions with zero momentum transfer and equal masses,
I2 with s = 0, m1 = m2 = m:
I
[−2]
2 (0,m,m) = m−1
I
[0]
2 (0,m,m) = −(− 1)m−1I1(m) = −1 +m−1I1(m) +O()
I
[2]
2 (0,m,m) = −I1(m)
I
[4]
2 (0,m,m) = −(− 2)−1mI1(m) =
1
4m(m+ 2I1(m)) +O()
I
[6]
2 (0,m,m) = −(− 2)−1(− 3)−1m2I1(m) = −
1
36m
2(5m+ 6I1(m)) +O()
...
I
[2l]
2 (0,m,m) = −ml−1(− 1)()−lI1(m)
where ()−l is the Pochhammer symbol.
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Bubble in 4 + 2l − 2 dimensions with zero momentum transfer and one zero mass,
I2 with s = 0, m1 = 0, m2 = m:
I
[0]
2 (0, 0,m) = m−1I1(m)
I
[2]
2 (0, 0,m) = (− 2)−1I1(m) = −
1
4(m+ 2I1(m)) +O()
I
[4]
2 (0, 0,m) = (− 2)−1(− 3)−1mI1(m) =
1
36m(5m+ 6I1(m)) +O()
I
[6]
2 (0, 0,m) = (− 2)−1(− 3)−1(− 4)−1m2I1(m) = −
1
288m
2(13m+ 12I1(m)) +O()
...
I
[2l]
2 (0, 0,m) = ml−1(− 1)()−(l+1)I1(m)
where ()−(l+1) is the Pochhammer symbol.
Bubble in 4 + 2l− 2 dimensions with raised power on one propagator, zero momentum
transfer and different masses, I2,i with s = 0, m1 6= m2:
I
[0]
2,1(0,m1,m2) = −
1
m1 −m2 −
m2m
−1
1 I1(m1)− I1(m2)
(m1 −m2)2 +O()
I
[0]
2,2(0,m1,m2) =
1
m1 −m2 +
I1(m1)−m1m−12 I1(m2)
(m1 −m2)2 +O()
I
[2]
2,1(0,m1,m2) =
m1 +m2
4(m1 −m2) −
(m1 − 2m2)I1(m1) +m2I1(m2)
2(m1 −m2)2 +O()
I
[2]
2,2(0,m1,m2) = −
m1 +m2
4(m1 −m2) −
m1I1(m1) + (m2 − 2m1)I1(m2)
2(m1 −m2)2 +O()
I
[4]
2,1(0,m1,m2) =
4m21 − 5m1m2 − 5m22
36(m1 −m2) +
m1(2m1 − 3m2)I1(m1) +m22I1(m2)
6(m1 −m2)2 +O()
I
[4]
2,2(0,m1,m2) = −
4m22 − 5m1m2 − 5m21
36(m1 −m2) +
m21I1(m1) +m2(2m2 − 3m1)I1(m2)
6(m1 −m2)2 +O()
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D. Diagrams for e+e− → µ+µ−γ
The labeling is the following: [AnBC]
A loop by Initial, Final state or mixed with Same, Opposite direction
n number of loop legs
B radiation from Initial, Final, Loop line
C radiation off Particle, Anti-particle
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Figure D.1.: Bubble topology diagrams for e+e− → µ+µ−γ
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Figure D.2.: Triangle topology diagrams for e+e− → µ+µ−γ
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Figure D.3.: Box topology diagrams for e+e− → µ+µ−γ
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Figure D.4.: Pentagon topology diagrams for e+e− → µ+µ−γ
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