We have calculated the Kolmogorov entropy for three-and seven-particle clusters bound by Lennard-Jones potentials and for three-particle clusters bound by Morse potentials of various ranges. We have used two quite different methods, one of which is new, which give consistent results. We find that all of these systems are classically chaotic over a wide range of energies surrounding the estimated quantum-mechanical zero point energies. Furthermore, for the three-particle clusters, we can rationalize the variation in the degree of chaos with total energy in terms of the local structure of the clusters' potential energy surface.
I. INTRODUCTION
Several recent studies of Hamiltonian systems have focused on the characterization of their dynamical properties in terms of the Liapunov exponents, Kolmogorov entropy (K entropy) ,* and fractal dimensions2 of the systems' phase space trajectories. Meyer3 proved some important general theorems for Hamiltonian systems concerning the matching of Liapunov exponents in positive/negative pairs and the vanishing of exponents according to the number of constants of the motion.
A number of workers have computed the Liapunov exponents of various model systems and have attempted to relate these exponents to various physical properties. One of the earliest of these studies was that of Butera and Caravati, 4 who calculated the largest Liapunov exponent for systems of 100 and 225 coupled planar rotators [the planar O( 2) Heisenberg model]. When they plotted the largest Liapunov exponent as a function of temperature, they found a distinct bend at the Kosterlitz-Thouless transition. Sepulveda et ~1.~ have calculated the local Liapunov exponents of a Hamiltonian system with two degrees of freedom and related these local Liapunov exponents to sharp and broad peaks in the power spectrum. Evans et al6 have calculated the largest and smallest (most negative) Liapunov exponents for a (non-Hamiltonian) atomic fluid experiencing an imposed shear and have shown how to calculate the fluid's viscosity from these two exponents.
With advances in computer technology, it has recently become feasible to calculate the entire spectrum of Liapunov exponents for moderate-sized realistic atomic systems. Hoover, Posch, and co-workers have studied extensively the Liapunov spectra of dense atomic fluids and solids in both equilibrium and nonequilibrium steady states.'-" These studies typically employ periodic boundary conditions and a purely repulsive interatomic potential, such as a truncated LennardJones potential. Posch and Hooversp9 have related the Liapunov spectra of atomic fluids out of equilibrium, under a) Lloyd's of London Tercentenary Fellow.
either a shear or an external field, to the fractal dimension of the strange attractors in the phase space of these systems.
Recently we have calculated the energy dependence of the K entropy and the Hausdortf dimension of isoergic molecular dynamics (MD) trajectories for a model isolated Ar, cluster at a range of total energies." The variations of these quantities for this three-particle Lennard-Jones cluster (hereinafter LJ, ) are simply related to the transition of this system which bears similarities to that transition between solidlike and liquidlike behavior in seven-particle and larger clusters.
To understand these trends in more detail, a new approach was developed in an effort to relate the energy dependence of the K entropy to properties of the accessible regions of the potential energy surface.12 This local viewpoint is related to previous variational approaches that have been used to estimate the critical energy for the onset of chaotic dynamics in several simple model systems. '3-'6 However, the approach adopted in the present work is derived naturally from molecular dynamics and the properties of a single trajectory and yields at one limit the relations deduced by Brumer and Duff, who considered the divergence of neighboring trajectories. '4V15 Constructing the Jacobian for the simplest propagator of the motion leads us to consider the K entropy by a limiting process which reveals its qualitative relationship to the underlying potential energy surface. At present, there is no known general quantitative relationship between the local geometry of the potential energy surface of a system and its K entropy. In particular, the local viewpoint is clearly not applicable to some of the traditional toy systems, as we discuss below. However, in the systems studied here, the Kentropy converges smoothly to its limiting value as averages are taken over increasingly longer segments of a MD trajectory. Furthermore, the limiting values calculated from this method agree very well with the converged values computed by a familiar algorithm. The statistics of the sample distributions used in calculating the Liapunov spectra of LJ, and LJ, reveal that the dynamics are ergodic except at very low energies."
The three-and seven-particle clusters studied here exhibit classical chaos, signified by a positive K entropy, over a wide range of energies which span the calculated quantummechanical zero point energies." However, as found by Beck, Leitner, and Berry" (BLB) , the K entropy of Lennard-Jones Ar, does not increase monotonically with energy; instead, once the cluster can explore its linear saddle region, the K entropy reaches a plateau and then drops as the energy increases. Here we extend our efforts to rationalize and interpret this behavior in terms of the local geometry of the potential energy surface of three-particle clusters. We also present the results of similar calculations for the LJ, cluster, the smallest cluster to which the term "melting" can be applied unambiguously, A consistent picture emerges encompassing the effects of both the form of the interatomic potential and the size of the cluster.
II. THEORY
We begin by reviewing Liapunov exponents and their physical interpretation. A number of authors have addressed this topic in great detai1;3*'9*20 here we will concentrate on the essential aspects of the Liapunov exponents of Hamiltonian systems. The time evolution of a cluster of N atoms in three dimensions is associated with a trajectory x(t) in 6N-dimensional phase space; the point x (0) represents the initial state of the cluster. In the absence of stochastic forces, this point determines the entire trajectory x(t). We consider an infinitesimal 6N-dimensional hypersphere in phase space, centered initially at x( 0). As this hypersphere evolves in time, it deforms into a hyperellipsoid of constant volume, but with principal axes of varying lengths. As time passes, short-time fluctuations are averaged out and 3N of these axes grow longer while the other 3N shrink. Let di (t) be the length of axisj at time C. The Liapunov exponents Aj are defined by
Hinde, Berry, and Wales: Chaos in small clusters 1377 tion about the state of the system.22 All systems whose K entropy is positive are chaotic.
A. Tangent space method Shimada and Nagashima23 and Bennetin et aL2' have developed independently a straightforward technique for computing the Liapunov exponents from a system's differential equations of motion. This permits us to follow the time evolution of the 6N principal axes of the infinitesimal hyperellipsoid by integrating numerically the linearized equations of motion offinite vectors in the tangent space of our system. Wolf et a1.24 and Tobochnik and Gould25 have given concise algorithmic outlines of this method. Here, we review the central mathematical concepts underlying this approach and then describe the details of our implementation.
Naively, we might attempt to follow the 6N principal axes of the infinitesimal hyperellipsoid by following the time evolution of 6N points x(j) (0) in phase space which are very close to x(O), so close that the distances dj (0) = Ixo) (0) -x(0) ] approach the limits of computer precision. (The index 1 G<6N distinguishes the points.) However, the essential feature of chaotic systems is that initially close phase space trajectories diverge at exponential rates, so that after only a short period of time, some of the distances dj (t) = [xv) (t) -x(t) ] will have become so large that xU) (t) is no longer infinitesimally close to x(t) . Hence, to track how the distances dj (t) between close trajectories diverge, we must find a way to keep renewing the set of points x"'(t).
We resolve this difficulty by working in the tangent space of our system. Let us represent an infinitesimal displacement in phase space by ax" '(t) , so that xo' (t) = x(t) + Sx" ' (t) and inquire as to the equations of motion of SX~ '( t) . If the time evolution of x( t) is given by the (vector) function F[x(t)], so that dx(t)/dt=F[x(t)], and measure the average (exponential) speed of divergence of initially close trajectories in phase space.
(1)
(2) We expand F in a Taylor series about x(t) and keep only the first-order terms because Sx"'( t) is infinitesimal. This gives
Strictly speaking, the Liapunov exponents defined in this manner depend on our choice of initial conditions x (0). Meyer3 has shown, however, that for ergodic Hamiltonian systems, we obtain the same exponents for nearly every choice of x (0). He has also proved a number of useful theorems concerning the Liapunov exponents of Hamiltonian systems, namely that the exponents come in matching positive/negative pairs (in accordance with Liouville's theorem) and that there must be at least 2Czero exponents if there are C independent constants of motion. In the studies we describe here, which are based on constant-energy molecular dynamics simulations, we expect to observe 14 zero exponents, corresponding to seven independent constants of motion-three components of both linear and angular momentum and the total energy. (We have fixed the center of mass at the origin in these simulations.) According to Pesin,*' the sum of the positive Liapunov exponents gives theK entropy, which measures the rate at which we lose informawhere a F/& is the Jacobian matrix of F with respect to the elements of x. Hence $Sxw(r) =Ep l Sx"'(t).
(4) x =x(t) Solving this equation is equivalent to following the time evolution of the principal axes of the infinitesimal hyperellipsoid in phase space. However, because we have linearized the equations of motion of 6x")(t) by truncating them at first order, we can usejnite vectors to represent the injinitesimal displacements 6x")(t) for computational purposes. These finite vectors are always short relative to the granularity of the trajectory x(t) because Eq. (4) has been linearized.*' Hence we continue to probe local regions of phase space very close to the trajectory x(t).
Of course, this tangent space approach does not obscure the essential feature of chaotic systems-that nearby trajectories diverge exponentially quickly-and hence the lengths of the vectors Sx"' can become unmanageably large or small. In addition, the vectors 6x"' tend to collapse along the direction in which the phase space hyperellipsoid experiences the greatest stretch. We prevent this by periodically reorthonormalizing the set of (finite) vectors that represent the infinitesimal displacements 6x"'. Each time we reorthonormalize the (finite) vectors, we keep track of what their actual lengths would have been. These lengths are just the distances dj (t) we seek.
In our implementation of the tangent space approach, we use a fourth-order Runge-Kutta scheme with adaptive step size26 to integrate Rq. (4). We use an initial step size of r = 10 -I4 s which the adaptive step size algorithm adjusts when necessary to reduce the error of integration. The vectors 6x"' are renormalized every ten time steps with a Gram-Schmidt recipe. (This interval is not crucial; reorthonormalizing every five time steps or even every step yields the same Liapunov exponents.) The Runge-Kutta algorithm keeps the energy of our clusters constant to about one part in lo4 over the length of our runs; the sum of the Liapunov exponents, which should be identically zero for a Hamiltonian system, is typically of order 10 -' throughout our runs. To compute the Liapunov exponents of seven-particle clusters, we integrate Eq. (4) for 2 X 10' time steps (or 2 ns) . Every 5000 time steps, we examine the values of all 42 Liapunov exponents, giving us 40 estimates of each exponent. Figure 1 shows, for a typical run, how these estimates converge with time to fairly constant values. (Throughout this paper, our units for the Liapunov exponents and K entropy are bits per lo-" s.) We discard the first 20 estimates of all the Liapunov exponents (corresponding to the first 10" time steps) because it generally takes this long for the exponents to converge. For each of the 14 positive Liapunov exponents, we take the mean of the remaining 20 estimates and report this average as the computed value of the exponent. The estimated error is twice the standard deviation of these 20 estimates.
It is considerably quicker to compute the Liapunov exponents of a three-particle cluster than those of a seven-particle cluster because the dimension of the three-particle cluster's phase space is much smaller. Hence we modify the above procedure slightly in order to decrease the estimated errors. As for the seven-particle cluster, we again accumulate 40 estimates of the Liapunov exponents and discard the first 20. We then continue for intervals of 10' time steps, each of which gives us another 20 estimates, and compute the mean and standard deviation of the positive exponents for each interval. (Note that a three-particle system has only two positive exponents.) Let /2(k) and a(k) denote, respectively, the mean exponent and standard deviation calculated from interval k. We continue integrating ECq. (4) until I;1 (n -1) -/z(n) 1<2a(n> for both positive Liapunov ex-FIG. 1. The convergence of the individual Liapunov exponents for LJ, to fairly stable values in the tangent space calculations. The lowest curve represents one of the 14 zero Liapunov exponents; these exponents approach zero exponentiaily quickly. The exponents shown here are for a total energy of E = -1.50 e/atom.
Time (lo-11 set) ponents. Since the exponents computed in this way for the three-particle cluster change no more than a few percent during this procedure, we believe that the results for LJ, are also fairly well converged.
B. Jacobfan method Hinde, Berry, and Wales: Chaos in small clusters 1379 where qi are the Cartesian coordinates (l<i<3N) and pi = mJq,/dt are the conjugate momenta. As we have noted previously, '* this map is not accurate or stable enough to be used as a propagator in molecular dynamics simulations *' but it can be used as described below to calculate the K eniropy. The Jacobian for the map from configuration n to the next configuration n + 1 after one time step 7 is now The new method of calculating the Liapunov exponents is a refinement of the technique used by BLB" which we developed to relate the energy dependence of the K entropy of a system to the local properties of its potential energy surface. ' * Suppose we recast Eq. (4) into a discretized form by introducing the fixed time step T,
Let the matrix J = I + 7dF/&; then the long-time evolution of the vectors Sxti) is determined'* by the accumulated product of many consecutive matrices J, but J is just the Jacobian matrix for the discretized map
Hence the long-time stretches of the 3Nincreasing principal axes of the phase space hyperellipsoid can be computed from this discretized map.
Clearly, we cannot obtain the true K entropy from the average stretches occurring at each step of a discretized trajectory. Not all the stretches at any given step actually contribute to the directions which become stretched in the long run. Furthermore, local contractions which do contribute to these axes would be neglected by such an approximation. Suppose instead that we break a discretized trajectory into segments of s time steps. For a trajectory with a total of L time steps, there will be L /s such segments and we can investigate the convergence of the K entropy estimated from the intervals ofs time steps. We designate the latter quantities by K * and the mean of the L /s values over the trajectory by (K'). According to Pesin's theorem,*' K"may be calculated by accumulating products of the Jacobian over s time steps, diagonalizing to find the eigenvalues and their moduli, and finally summing over the base-2 logarithms of the eigenvalues whose moduli are greater than one.*'**' For trajectories that are sufficiently long, K ' (taken over the entire trajectory) converges to the true global K entropy. When s is large, the standard deviation of the K' values from the mean value (K ") will be relatively small, but we anticipate that the local fluctuations will be large when small segments are chosen. Now we derive the local Liapunov functions for our particular system. Consider a classical system of N particles with masses m, evolving on a potential energy surface V. The map according to which this system evolves is given by the 6N coupled discretized equations of motion
where H,, (n) is the 3N X 3N-dimensional second derivative matrix of the potential, i.e., the Hessian, and Tu = r6,/m,, where S, is the usual Kronecker S.
Suppose that 7 is sufficiently small for Eq. (6) to provide a reasonable approximation to the time evolution of the trajectory. Then for K ', we can solve the determinantal eigenvalue equation for J analytically as follows:14
Multiplying by J' + (il -1)I reduces the system to two identical blocks, each equivalent to
where (10) so that HiN is the mass-weighted Hessian whose eigenvalues kj are the force constants for the normal modes of the system. In terms of these force constants, the Jacobian eigenvalues are XV* = 1 f ir&, where i = m and j = 1, 2 ,..., 3N. Hence the magnitudes of the eigenvalues are IA', 1 = ( 1 + ?kj ) "*, kj > 0, IAj* 1 = 1 +rlk,l"*, kj ~0 (11) for sufficiently small r (so that ?I kj I < 1) and the local Liapunov functions are then log,I/V* I =z(l +kj + *a*), kj > 0, rIkjjl'* log*l~'* I = f?
1 -$rlkjjl'* + se*), kj <O.
With terms in $ neglected, the local Liapunov functions appear as positive/negative pairs and all the contributions to (K ') in this approximation come from regions of the potential surface that have negative curvature along one or more local normal coordinates.14 Here we are assuming that there is at least one negative force constant, so that all the contributions from the positive force constants may be neglected. This is important because it defines the conditions under which we can calculate (K ') from an analysis of the Hessian eigenvalues alone. For example, this analysis is inappropriate for model systems whose potentials have curvatures that are positive everywhere,29 or for systems with nondifferentiable potentials. In this respect, the complexity of our model clusters works to illustrate the local method effectively, since negative curvatures occur over practically all of the potential energy surface. Furthermore, the region where this approximation breaks down, around the potential minimum, is expected to contribute little to the K entropy. This method also requires that the potential energy function be continuous and twice differentiable everywhere the trajectories go; hence stadium models bounded by infinite potential walls are excluded from our analysis.
From the opening remarks in this section, we might expect (K ') to be an upper bound to the K entropy. However, the (K ') values of some model systems do not give an upper bound to K. An example is a kicked one-dimensional system for which two separate Jacobians must be considered over each period. In this case, the directions of the stretches in successive steps may be completely different and may be smaller in magnitude than the resultant stretches over a whole cycle. For the LJ, cluster, we find that the (K ") values converge to the true K entropy from above; for the LJ, cluster, the (K ") values converge from below over a wide range of total energies. However, in both cases, the behavior of (K ') (and indeed all the (K ") we calculated) mirrors that of the true K entropy and (K ') is in fact quite a good estimate of the true K entropy, especially for the larger cluster. This single-trajectory formulation for K ' is related to previous two-trajectory models that are designed to predict the critical energy for the onset of chaos.'3~'4*'6 These earlier analyses sought to determine the critical lowest energy at which the system first gains access to a region of the potential energy surface where at least one force constant is negative. Such an approach is not reliable3' (even in a more sophisticated form'6P31 ) and the reason is clear: the averaged local values of K ' provide at best only an estimate of the global K entropy, as explained in our opening remarks. The present work, however, is concerned not with criteria for the onset of chaos, but with how the K entropy varies with energy and with finding an efficient tool for probing this question in systems of moderate complexity. For this purpose, (K ") and even (K ' ) seem quite promising.
To investigate the convergence properties of (K'), we performed calculations for a range of s values for each cluster. There is a practical limit to the maximum size of s that can be used, due to the accumulation of inaccuracies in the growing matrix product. The accuracy can be judged by how well the calculated Liapunov exponents are paired. To increase the practical range of s, a second-order formulation was used for the Jacobian, namely, (13) which is correct to order ?. This more accurate formulation was used for all the results using the Jacobian method presented below. The MD trajectories were generated with the standard Verlet method3* with a time step of r = lo-I4 s, as described elsewhere.33 Comparisons of (K ') calculated using the first-and second-order Jacobians show that there is no significant difference in the results for the present systems and so we are justified in interpreting (K ') in terms of the local curvatures of the potential energy surface.
One final point is that we expect to find 14 zero Liapunov exponents in both three-and seven-particle clusters. In evaluating the individual Liapunov exponents, we sort and average the values obtained in each of the L /s segments. In practice, the "zero" exponents fluctuate around zero and the process of sorting produces nonzero pairs for these 14 exponents. The K entropy reported below does not include these spurious positive exponents.
III. RESULTS

A. Tangent space method
Using the tangent space method, we have calculated the K entropy for three-particle clusters bound by two different pair-wise additive interatomic potentials-the LennardJones potential V, ( r) = 4e[ (a/r) '* -(~/r)~] and the Morse potential VM(r) = dexp[ -W(rroll -2 exp[ -fl( r -ro) ] ); for specificity in our LennardJones simulations, we used values appropriate for argon, i.e., E = 12 1 K and u = 3.405 A. While the form of the LennardJones potential is fixed, we can alter the range of the Morse potential by varying the parameter &34 small values of p correspond to a long-range potential, while large p gives a short-range potential. It is convenient to define the dimensionless parameter p = t-,/7; we have calculated the K entropy for three-particle Morse clusters (hereinafter M, ) withp = 3,5,6, and 7 to investigate what effect the range of the potential has on the chaotic behavior of Ar, clusters. We emphasize that these values of p do not correspond to the actual potential energy curve for Ar2, which is closely approximated by p = 5.72.35 Figure 2 shows how the Morse potential V, for a diatomic molecule changes withp. In our Morse cluster simulations, we set r, = 2'j6a = 3.822 A. Figure 3 shows the K entropy of a LJ, cluster as a function of the total energy. Notice that the K entropy does not rise monotonically with energy; instead, above E = -0.7 e/atom, it decreases. This is the energy range in which the caloric curve T(E) shows a "melting loop" characterized by a drop in slope dT/dE; for LJ, , the slope is negative here. In FIG. 2. A comparison of the diatomic potential energy curves for a LennardJones interatomic potential (solid line) and for a Morse potential with p = 3 (long dashes) and with p = 7 (short dashes). The parameters used here are the same as those given in the text--r, = 3.822 A and CT = 3.405 A.
their study of chaotic behavior in Ar,, BLB also found a drop in the K entropy just above E = -0.7 e/atom; however, they reported that at higher energies, above E = -0.56 e/atom, the K entropy once again increased. " We now believe that the calculations of BLB are not fully converged; they did not observe the correct number of zero Liapunov exponents at all energies. Figure 4 shows how the K entropy of M, clusters varies with both the total energy and the range of the interatomic potential. Forp = $6, and 7, the general form of the curve is quite similar to that shown in Fig. 3 for LJ,-the K entropy rises and then falls. However, the location of the maximum shifts to a higher energy of E = -0.6333 e/atom. The situation is quite different for the long-range interatomic potential with p = 3. In this case, the K entropy never reaches a maximum, but instead flattens as the energy increases. I4 c"" '"""""""' There are other, less striking systematic differences between the K entropy curves in Fig. 4 for different values ofp.
For example, at energies below the maximum or plateau in the K entropy, the slope increases withp. The K entropy also reaches a higher maximum at larger values of p. Hence, we conclude that the shorter the range of the Morse potential, the more rapidly an M, cluster becomes chaotic with increasing energy. The results of the tangent space method for LJ, are shown in Fig. 5 . In contrast to the results for LJ,, the K entropy of LJ, is a monotonically increasing function of energy. We have not yet ascertained whether there are any physically significant features in this curve.
B. Jacobian method
From our description of the Jacobian method, we expect that ass+ 03, K * will approach the true global K entropy K. We now examine the convergence of K" for LJ, and LJ, clusters for the same values of E and (T as above. We have calculated (K ") for various values of s for a series of LJ, and LJ, trajectories each of length 10' time steps ( 1 ns). Each trajectory gives lO'/s values of K' so that we can calculate both the average value (K ") and its standard deviation. Figure 6 shows the variation of (K ' ), (K 'O"), (K 'Ooo), and (K *Ooo) with energy for LJ, and Fig. 7 shows (K ' ) , (K 5M)), and (K '") for LJ, .
The (K ") values in these figures have been corrected to exclude the zero Liapunov exponents. These corrections are of the order of 4%-7% of the total K entropy for LJ, . For LJ, , the corrections are of about the same absolute magnitude, but they are significantly larger in percentage terms, 0""""""""""' because for LJ, , the total K entropy is larger than for LJ, . These figures show that (K') do indeed appear to converge smoothly to the global K entropy in both systems and the (K ") curves for each cluster follow the same qualitative trends with energy. This leads us to the important inference that <K '> may be used directly to interpret the energy variation of the global K entropy. This follows both from the results displayed in Fig. 6 and from the comparison of these figures with the calculations of the K entropy using the tangent space method (Figs. 3 and 5) , which show that (K *") is indeed close to the true K entropy in both clusters. No rigorous basis yet exists for using (K"); the central unresolved question is "What necessary and/or sufficient conditions make (K ') (and especially (K ' ) ) a useful estimate of the K entropy?" To verify that the averages have been taken over sufficiently long trajectories, we recalculated the (K ') values for LJ, using trajectories of lo6 time steps ( 10 ns). The results are shown in Fig. 8 and indicate that the shorter trajectory gives quite satisfactory results. We also compared our results with the values of (K ') calculated from a first-order approximation to the Jacobian (i.e., directly from the negative curvatures of the potential energy surface). The results were essentially identical, justifying our interpretation of (K '), and hence the global K entropy, in terms of the curvatures of the regions of the potential energy surface that are sampled. Moreover, the (K ') calculations from the force constants alone are computationally less expensive than those from the second-order approximation to the Jacobian matrix.
For the larger values ofS, the individual Liapunov exponents contributing to (K ") are also in good agreement with those calculated using the tangent space method. Some specific values of the Liapunov exponents are given in Table I . We should note, however, that the individual Liapunov exponents for the two methods are rather different for (K '), with the largest values overestimated and the smallest underestimated.
Calculation of (K ") for a single energy using a trajectory of 10' steps ( 1 ns) requires about 9 min central processing unit (CPU) time for LJ, and 109 min CPU time for LJ, on a Silicon Graphics 4D/240. For comparison, the tangent space calculation of the K entropy for a single energy using a 2 X IO5 step trajectory requires about 40 min CPU time for LJ, and 14 h CPU time for LJ, on the same machine. TABLE I. The positive Liapunov exponents calculated using both the Jacobian method (from (K 2ooo) ) and the tangent space method for LJ, at E = -0.7 e/atom and LJ, at E = -1.8 e/atom. BLB have suggested" that two general principles govern the variation of the K entropy with total energy for LJ, .
First, the K entropy accumulated in the saddle region of configuration space is smaller than the K entropy accumulated in the region of the potential energy minimum. Second, at energies for which the molecular dynamics trajectory is confined to this potential well, the K entropy increases with energy. The analysis underlying our formulation of the Jacobian method not only permits us to rationalize these principles in terms of the local topology of the potential energy surface, but also enables us to set these principles on a semiquantitative footing. In addition, we can explain the way in which the range of the Morse interatomic potential curve affects the shapes of the K entropy curves in Fig. 4 .
To analyze the results obtained for LJ, , we have calculated surfaces of K ' as a function of the unique internal coordinates R ,*, Rz3, and 0, where R,, is the separation of atoms 1 and 2, R,, is the separation of atoms 2 and 3, and 8 is the included angle L123. To draw a surface, we freeze one coordinate, while allowing the other two to vary and plot V and K ' at regular intervals over a two-dimensional grid. The most helpful plots are those in which the cluster assumes an isosceles triangle geometry with variable R,, = R,, = R and variable 0. Figure 9 shows how both the K ' function and the potential energy surface vary with R and 8 for LJ, .
One of the most striking features of this figure is the presence of two regions in which the K' function is very small, signifying that the potential energy surface there has very little negative curvature. These regions are evident in Fig. 9 as two white patches, one near the potential energy minimum and one near the saddle point.
We naturally expect that the curvature of the potential energy surface will be predominantly positive in the vicinity of the minimum energy configuration and K ' will therefore be small there. The presence of the other white patch in Fig.  9 , near the saddle point, is more interesting. We know that the potential surface at the saddle point must, by definition, be curved negatively in at least one direction;36 for LJ, , this direction corresponds to the bending vibration of the linear molecule. It so happens, though, that the magnitude of this negative force constant is very small, primarily because near the saddle point the potential energy V varies very slowly with the angle 8. This is revealed quite clearly by the potential energy contours in Fig. 9 , which are nearly vertical for values of B greater than about 140 '. (This is what Mezey3' calls a "Sancho Panza" saddle, with a large positive force constant and a small negative force constant, as one might use on a short, fat donkey, in contrast to a "Don Quixote" saddle for an emaciated horse.) Hence, as long as the symmetric and antisymmetric stretching vibrations have positive force constants, contributions to K i near the saddle point can come only from the very gentle curvature of the potential surface in the 8 direction.
Based on the local variation of the K ' function shown in Fig. 9 , we can now rationalize the two general principles set forth by BLB. When the energy of the LJ, cluster is low, the phase point visits regions of configuration space close to the bottom of the potential well, where K * is small; hence, the average value (K ') calculated for a low-energy trajectory is also small. As the total energy of the cluster increases, so does the probability that the phase point samples regions where K ' is large and hence (K ') rises with the total energy. However, when the cluster has sufficient energy to explore regions of configuration space around the linear geometry, the contributions to the K entropy come increasingly from areas where K ' is small. Furthermore, because (K ') is a time average, it is biased towards the local values sampled in the saddle region, where the kinetic energy in the microcanonical ensemble is the smallest. The K entropy, and its estimate from (K ' ) , are therefore expected to rise steadily from zero and peak just before the total energy becomes large enough for the saddle region to be sampled significantly. This is exactly the behavior that we (and BLB) observe for LJ, . In addition, this behavior is in accord with our intuitive picture of the geometry of the potential surface near the saddle point. We expect that trajectories crossing over the saddle point in the direction of negative curvature will be "channeled" together by the positive curvature of the potential surface in the other directions and hence will be less chaotic. Of course, systems with sharp saddles or cusps may . display qualitatively different behavior, but that behavior should still be explicable from the local form of the potential energy surface.
B. M, clusters
Next we turn our attention to the Morse clusters. As shown in Fig. 4 , the K entropy of M, clusters modeled with short-range Morse potentials (with p = 5, 6, or 7) has a positive slope at low energies and a negative slope at energies above the saddle point energy. However, when the Morse potential curve has a much longer range (e.g., p = 3 ), the K entropy at high energies flattens rather than decreases. To analyze these results, we again calculated surfaces of K ', this time using a Morse potential. Figure 10 shows how K ' and the potential energy surface for M, vary with the internal coordinates R and 8 and with the Morse parameter p. [We showthecaseofp=7inFig.lO(a) The case ofp = 3. In both cases, the gray scale is the same as in Fig. 9 .
The K' function and potential energy surface for the Morse cluster withp = 7 [ Fig. 10(a) ] look much like those for the Lennard-Jones cluster (Fig. 9) . Hence, it is not surprising that the corresponding K entropy curves are also similar. However, there are three significant differences between these two figures and the corresponding figure for the klorse cluster with p = 3 [ Fig. 10(b) ]; these differences help to explain the unusual shape of the K entropy curve for the M, cluster with p = 3.
The most obvious difference between Figs. 10(a) and 10(b) is that the potential energy contours in the saddle region flare open much more dramatically for thep = 3 potential. Because the Morse potential with p = 3 has a much longer range than the p = 7 potential, the two terminal atoms in the p = 3 cluster are strongly attracted to one another and the potential energy of the entire cluster decreases significantly as the angle 19 decreases from 180", as shown in Fig. 11 .
The more sensitive 6 dependence of the potential energy in the saddle region for p = 3 gives rise to the second major difference between Figs. 10(a) and 10(b), namely the smaller size of the white region near the saddle point where K ' is small for the p = 3 cluster. Previously we explained that the contributions to K * in the saddle region come almost exclusively from the negative curvature in the 6 direction of the potential energy surface. Because the potential surface near the saddle point is more negatively curved in this direction for p = 3 (see Fig. 1 1 ) , the region near the saddle point where K ' is very small is less extensive. The third difference between Figs. 10(a) and 10(b) is that, away from this white area where K ' is very small, the K ' function for thep = 7 surface is generally larger than the K ' function at the corresponding point on thep = 3 surface. This is depicted in Fig. 10 by the darker halftone shading, which represents the magnitude of K ', at points away from the white areas in thep = 7 plot. Because the diatomicp = 7 Morse potential curve is narrower than the p = 3 curve, we expect that (apart from the exceptional regions where K ' is quite small) the vibrational frequencies for thep = 7 cluster will be greater in magnitude than those for thep = 3 cluster. Hence the K ' function for the p = 7 Morse cluster should generally be higher than that for the p = 3 cluster.
We can now begin to rationalize the differences in the K entropy curves for different M, clusters (as shown in Fig. 4 ) based on these three ways in which the Morse parameter p affects K ' and the potential energy. When the energy of an M, cluster is very low, so that the cluster can only explore regions of the potential surface near the potential minimum, the cluster only samples that part of the potential surface which has predominantly positive curvature. Hence the K entropy of the cluster is very small at these energies, just as it was for the LJ, cluster. This is true for all of the values of the parameterp we used in our simulations; the potential surface of a M, cluster near the potential minimum only changes a little as we increase p from 3 to 7.
At higher energies, the M, cluster begins to explore regions of the potential surface with significant negative curvature, where K ' is no longer negligible. The K ' function in these regions increases with the value ofp because the vibrational frequencies of the cluster are greater in magnitude for larger values of p. Hence the K entropy for Morse clusters with larger values of p should increase more quickly with energy and reach a higher maximum value, as we observe in Fig. 4 . At even higher energies, the M, clusters explore the region of the potential surface near the saddle point with small negative curvature. This is where the effect of varying the Morse parameterp becomes most pronounced. Forp = 5,6, and 7, that region of the potential surface near the saddle point which has only slight negative curvature is significantly larger, particularly in the 15 direction, than it is forp = 3. Hence clusters with larger values ofp, as they pass over the saddle point, spend a proportionately longer amount of time in this region of configuration space than do clusters with p = 3. Note that the curvature of the p = 7 potential curve is virtually zero for 6> 1W, but thep = 3 potential curve is negatively curved there.
As explained above, in the saddle region, neighboring trajectories are channeled together, causing the cluster to become temporarily more regular. Because Morse clusters withp = 56, and 7 spend more time in this region than do p = 3 clusters, the channeling effect is more pronounced. In addition, the saddle region is more effective at channeling together neighboring trajectories whenp is large because it is much more positively curved in the stretching directions for largep. This is shown quite clearly in Fig. 12 .
Therefore two effects conspire together to reduce the regularizing influence of the saddle region for p = 3 Morse clusters. First, the saddle region is more negatively curved in the bending direction for p = 3 and so clusters with p = 3 spend less time being channeled together in phase space. Second, the saddle region is less positively curved in the stretching directions for p = 3 and so the saddle region is simultaneously less effective at channeling together nearby phase space trajectories ofp = 3 clusters. The net effect is that the K entropy for M, clusters with p = 3 merely plateaus off at high energies instead of decreasing with increasing energy as in Morse clusters withp = 5, 6, and 7, and in LJ, clusters. By calculating the local K entropy for short segments of MD trajectories, we can directly observe (and quantify) the channeling effect of the saddle region for M, clusters at different values ofp. We begin by separating the potential surface into "saddle" and "well" regions. We shall say that a three-particle cluster is in the saddle region when one of its three angles is greater than 120". A cluster's MD trajectory can then be partitioned into alternating saddle and well segments. We refine this classification further by distinguishing between those saddle segments of the trajectory which actually pass over the linear saddle point, which we call "crossings," and those segments of the trajectory which enter and leave the saddle region without passing over the saddle point, which we call "reflections." (Figure 13 shows some representative segments of MD trajectories for both p = 3 and p = 7 M, clusters. )
For each of these segments of the MD trajectory, we compute the product of successive Jacobian matrices using the second-order formulation for the Jacobian given in Eq. ( 13). The local K entropy is just the sum of the base-2 logarithms of the eigenvalues of this product which have a modulus greater than one.
In Fig. 14, we show the values of the local K entropy calculated in this manner for the p = 3 and p = 7 M, clusters. The data in this figure have been generated from IO6 step Verlet MD trajectories at three different energies. We have included in this figure only those points corresponding to segments of the trajectory whose local Liapunov exponents sum to zero; very long segments of the MD trajectory, particularly in the well region, generally do not satisfy this In each case, we show both a saddle crossing (solid line) and a reflection (dashed line). Each tenth time step of lo-l4 s is marked with a dot. The energy for all four segments is E = -0.5 e/atom. We have projected the trajectories onto the R,, = R,, plane in order to display them in two dimensions. The equipotential contours shown here are the same as those in Fig. 10 .
criterion because of accumulated inaccuracies in the product of Jacobians. We have also omitted values of the local K entropy corresponding to saddle reflections because there are too few of these segments for the p = 7 cluster to be conclusive. For thep = 7 cluster, we see that the local K entropy for saddle crossings is significantly lower than the local K entropy in the potential well, indicating that the saddle region actually does exert a regularizing influence on the MD trajectory. For p = 3, however, the local K entropy in the potential well has nearly the same value as the local K entropy for the trajectory segments crossing the saddle. Hence we conclude that for the case of p = 3, the saddle region has nearly completely lost its ability to channel together neighboring trajectories. This is entirely consistent with the flattening of thep = 3 K-entropy curve at high energies in Fig.  4 Figure 14 also confirms our hypothesis that the K entropy generated by the well region is higher for larger values ofp; at each energy, the local K entropy values calculated in the potential well forp = 7 are significantly larger than those calculated for p = 3.
C. LJ, clusters
Finally, we examine briefly our results for the K entropy of LJ, (Fig. 5) ' ' *.I-: ; ' atom clusters, the K entropy for LJ, increases monotonically with energy over the entire range of energies we have studied (until an atom evaporates from the cluster). We do not yet know whether any of the slight kinks in this curve, such as that at E = -1.575 e/atom, are significant. Alternatively, this kink might merely reflect an incompletely converged MD trajectory at this energy. The monotonic increase with energy of the K entropy of W, suggests that the degree of chaos in this cluster is determined largely by the total energy and is only weakly (if at all) dependent on the local topology of the regions of the potential energy surface which are explored at any given energy. This is in sharp contrast to the behavior of the threeparticle clusters above. Because the three-atom potential energy surface is quite simple with only one potential minimum and one (triply degenerate) saddle point connecting this minimum to itself, we can with some confidence interpret the K entropy in terms of the motion over topologically different regions of the potential surface. However, the LJ, potential surface contains four chemically distinct local minima and at least eight important low-lying saddle points which connect these different minima in complex ways; each of these stationary points is also highly degenerate.38 Many of these saddle points and potential minima are located within a fairly narrow energy band. Hence, we expect that when the LJ, cluster has enough kinetic energy distributed among its several normal modes to be able to pass frequently over one kind of saddle connecting two minima, it will also be able to pass frequently over other different saddles connecting other different minima. Each of these saddles and minima will have its own characteristic negative and positive curvatures in different directions, so that motion across any single saddle point or within any particular potential minimum will have relatively little effect on the overall dynamical behavior of the seven-atom cluster. Essentially, the effect which any given saddle point or minimum might have in isolation on the dynamics is "washed out" by the complexity of the entire potential surface. Whether motion along the soft mode in the saddle regions of LJ, manifests some quantifiable degree of separability or regularity is a subject now under investigation.
LJ, is the smallest known cluster which shows unambiguous signs of a melting-like phenomenon as the cluster becomes more energetic. 39 It appears from our simulations that the K entropy of LJ, is fairly insensitive to this transition. We therefore inquire whether the Liapunov spectrum itself reveals any new trends. In particular, we can compare our spectra with those calculated by Posch and Hoover for a variety of dense atomic fluids and solids in both solidlike and liquidlike states. a-" In the latter systems, the Liapunov spectra are well approximated by the power law A, = cm@ with PZ f for the solidlike states and PZ 1 for the liquidlike states.
In Fig. 15 , we show all 14 positive Liapunov exponents, calculated using the tangent space method, for our LJ, cluster at two energies-E = -2.2007 e/atom, where the cluster is quite solidlike, and E = -1.60 e/atom, where the cluster is quite liquidlike. There is no obvious difference in the functional form of these Liapunov spectra; they both appear to be approximately linear in the exponent number n. In fact, we can fit both spectra using the power law A, = ans withp = 1.06 for the low-energy spectrum andfl = 0.99 for the high-energy spectrum. If we perform the same fit for each of the Liapunov spectra we calculated for LJ, , we find that all of them are approximately linear in n and that the exponent p does not vary with energy in any systematic way (Table II) . I-Iowever, the difference in slopes, i.e., in (r values, is indeed significant. The steeper of the slopes for the Liapunov exponents is approximately a = 0.87, while the flatter slope is about cz = 0.14. Livi er aLw have shown that the Liapunov spectrum is approximately linear for a wide variety of strongly chaotic Hamiltonian systems. It would be worthwhile inquiring into the behavior of Liapunov spectra for solidlike clusters of increasing size. Our models differ from those of Hoover, Posch, and co-workers in that we have studied isolated clusters and have included both attractive and repulsive terms in the potential rather than just the repulsions which have been used in most of the bulk simulations.
V. CONCLUSIONS
We have calculated the K entropy as a function of energy for model three-and seven-particle clusters using two different methods, which give consistent results. We find that these clusters are classically chaotic over a wide range of energies which span the estimated quantum mechanical zero point energy.'* In addition, the analysis underlying the Jacobian method allows us to relate the observed K entropy of these systems to the local negative curvature of the potential energy surface of the clusters. This makes it possible to rationalize the differences between the K entropy of three-particle Lennard-Jones and Morse clusters in terms of the way that the potential surfaces of these clusters change with the range of the diatomic potential curve. Although the convergence of the (K ") values calculated by dividing a trajectory into segments is not yet well understood, we are confident that this convergence is relatively smooth for these particular model systems. Moreover, we have shown that calculations of the K entropy are feasible for a relatively complicated model seven-atom cluster.
