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Darrs le monoide like on est amen& g rencontrer deux types d’kquations: les 
equations avec constantes (du type a_?~ -= yabr) pour lesqueiles r, pose le problcme 
de l’existence d’une solution, et les kquations sans constantes (du fype xy = yt) pour 
lesquelles e pose le problkme de la ditermination du rang. Makanin a don& en [l] 
et [2] deux algorithmes disiincts, le premier dkidant de I’existence d’une solution, le 
second calculant le rang. Nous nous yroposons de montrer ici q.ue Y’on peut en fait 
rksoudre le second problkme d&s que l’on sait rksoudre le premier. 
Nous utiliserons les notations suivantes: si A est un alphabet (fini), A.“’ dksigne 1.e 
monoide libre sur A, 1 en 6tant le mo! vide . Tour u E A * on note 1 u 1 la longueur du 
mot u, lula le no:mbre d’occurrences de !a Eettre a E A dans cl et l’on po!se 
alph(u) = (a E A 1 lu!a > 0). Pour L c A* on pose alph(L) = UlcGe alph(ll), Urn 
morphisms cp :A * -ir B* est dit total si alph(qA) = B. 
On appelle iquation avec constantes tout couple (E, E’) de mots distincts d’un 
monoide libre Ze* sur un alphabet 8 = E u C vCrifiant alph(ae’) := 8J oti E = 
1x1 , . . . , x,} est l’alphabet des inconnues et C = (cl, , . . , c,) est l’alphabet des 
constantes disjoint de E. On appelle solution de l’kquation (L?, F’) tout morphisme 
y : 8” + C* verifiant YE = YE’ et 3/c = 5 pour tout c E C. 
On appelle 6qu;ition: sans constantes tout couple (e, e’) de mots distincts d’un 
monoide libre E* sur Mphabet iles inconnues E = {x1, . . . , x,) lvkrifiant alph(ee’) == 
E. On appelle solution de (e, e’) tout morphisme total a : E* + A* vkrifiant CM = ae’ 
(oti A* est un monoke libre quelconque). Si (Y : E* +A* et /3 : + B* sont deu,x 
solutions de (e, e’) on dit que cy domine injectivement p, ou que p proc&de 
injec’tivement de (Y (not S (Y >i 0) s’il existe un morphisme injectif y : A* -*B* tel que 
,r3 = y * (Y. On dit que L: et p sent deux solutions isom.orphes8 i y peut &tre choisi 
bijectif (not6 cy = /3), L d relation 3i d&St un preordre sur la classe dies solutions de 
(e, e’) et la relation d’Cquivalenc:z associde & ce preordre est la relatiotr d’isomorphic 
a. Les &Cments maximaux pour ce pkordre sont appelds soluJons Gmples et un.e 
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solution (Y est done simple ssi pour toute solution 0, la relation fl 3icu implique 
,X = p. On demontre aiors (cf. [3]) que toute solution p procede injectivement d’une 
solution simple unique a l’isomorphie prGs, cette unique solution 6: nt appelie la 
solution simple associee B p et notee ~$3). Si s(p): E*+A* est la rcrlution simple 
associee B i@, on appelle rang de @ (note rg @) le cardinal de l’alphabc tA. Ii est alors 
facile de voir que si 0~ : E* + A* est simple on a rg cy = card A et que ;i (Y +p on a 
rg CY = rg /3. De plus, puisque une solution cy est un morphisme non injectif (on a 
I.. 
P+ej,CtE n'est pas un code et le th6oreme du defaut (cf. [4]) montre que 
rg 0: = card E. r_)ln appeile enfin rang de l’equation (e, e’) le maximum dg:s rargs de ses 
solutions (n&t? rg (e, e’)) et l’or montre que toute Cquaiion de rang r admet des 
w!kikw; Qda, rous les rangs p inferieurs ii f (OSp G r). 
z’ .+ ir : E” 1.1 I?* est une solution de (e, e’), on construit par un proh:6d6 classique (cf. 
[4]) des morphismes S : E* + C* et 8 : C* + B* tels que /3 = 18 0 S ; vei 8 mjectif et S 
tel c:ue tcuie lettre de C apparaisse au-moins une fois au debut d’un mot de SE. 11 est 
alcss clair que 8 est total et verifie Se = Se’ (par injectivite de 0) et done que 6 est une 
soWion de (e, e’) dominant injectiyement 0. Puisque toute s;s~utior, simple n’est 
dominke injectivement que par elle’im$me, on en ddduit alors: 
Proposition 1. Tocste solution simple (Y : E* + A * est telle que toute lettre de A apparait 
iacl-mow une fois au dt!but d’un mot de CUE, 
Notons cependant que cette propriete ne caracterise pas les solutions simples (on 
trouve;~;a facilement un contre-exemple). Mais on obtient par contre CacileO.lent le 
resultat suivant: 
Proposition 2. Toute soluhon (Y : E” +A* pour laquelle tou:e lettre de A apparait 
au-moins une fois au dibut d’un mot de aE est d’un rang au-m&as t!gal au car&A de 
A. 
En &et, si @ = ~(a!) : E” + B* est la solution simple associ6e a cy et 8 : B* + A” le 
morphisme injectif verifiant LY = 6 0 p, posons A = {al, a2, . . . . ak} et considerons 
des mots ~~1,. . . , dyxik de LYE commenqant respectivement par kS lettres 
Cl,..., ak. Ia relation a = 80/J miintre alors que les k mots /3xIr,. . . , ,8&k com- 
r lencent tous par une lettre differente et done que rg ar = card B ~3 k, ce qui prouve le 
r 5sultat annonce. 
Nous allons voir maintenant comment les deux dernikres propri&tes permettent de 
trouver un lien entre les solutions d’une equation sans constantes et les solutions de 
certzlnes equations avec constantes associees. 
Soit (e, e’) une equation sans constantes ur l’alphabet E = (XI, . . . , x,,+J de n + 1 
inconnues et soit C = (cl, . . . . c,} un alphabet de n constantes disjoint de E. Posons 
C, = {Cl, . . ..cJpourObrdn (avecCO=P)). 
Soit x : E + C, une fonction (i.ppliwtion partielle) surjective. n pcut l’&ndre en 
une application 2 : E + C, u 1 en posant 2~ := 1 iorsque XX = 8. Soit rp :E*+ 
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(E u C,)* le morphisme defini par QX = (xX)X. rConsidlCrons l’equation (E, t:‘) = 
(Qe, Qe’). On a alph E’E’ = (alph ee’) = QE = E u C, et (E, E’) est done unc: equation 
avec con&ante sur l’alphabe t E, = E IJ C,. 
Nous poserons aloz le.+ definitions suivantes: nous appellerons substitution 
iftitiale tout morphismc Q : E* + (E u C,)* (0 z r G n) obtenu, a park d’une sppli,. 
cation x : E + C, u 1 vtkifiant C,. c xE, par les egalites QX = (xX)x. Nous dirons 
qu’une equation avec constante (E, E’) sur l’alphabet & = E u C, est associ&e B(e, e’) 
s’il existe une substitution initiale Q : E* + (E u C)* pour laquelle on ait (E, E’) = 
(Qe, Qe’). 
La d&termination du rang d’une. equation sans constante a l’aide d’un pro&de 
permettant de decider de l’existence d’une solution pour les equations avec constan- 
tes de deduit immediatement de la proposition suivante: 
Proposition! 3. SoimtE = {xl, . . . , .%“+I} et C = {cl. . . . , c,} deux alphc25ets disjoints. 
L’Bquation sans ccwzstante ( , e’) sur E admet une solution de rang r (0 c I’ s n) ssi il 
existe une tfquation avec constantes (E, E’) sur E U(CI, . . . , c,} assrciie Li (c, a’) qui 
admette we solution. 
Preuve. Suppospns en effet que (e, e’) admette une solution p : E* -, B* de rang r et 
soit cy = s(p) : E* + A* la solution simple associee. Puisque card A = : et qu,e (Y n’est 
definie qu’8 un isomorphisme prbs,,on peut supposer que A = C. 7: {cl, I . . , c,). Soit 
x : E -+ C, u I l’application definie par xx = 1 si c&X = 1 et xx = c si t’.\ G ,%“~. Q etant 
simple, on a C, c ,yE d’apres la proposition 1. Soit alors Q : E * + (&’ u C,)* la 
substitution initiale deduite de x et soit (E, E’) = (e, e’) l’equation avec constantes ur 
E u C, associee a (e, e’) par Q. Alors (E, E’) admet une solution. Soit en effet 
y : (E v C,)* + CT le morphisme d6fini pour x E E par: yx = u E CT si (YX = (xX)u et 
par yc =c pour tout c E C,. Si e = Xi1 a - * xip, il vient: YE = y(Qe) = 
YE(X~il)xiIl ’ ’ ’ y[(xX@)Xip] = (XxilyXil) ’ * * (XXjpyXip) = QlXil ’ ’ ’ CZX$ = cre, On 
obtient de mQme ye’ = ae’ d’ou ye = ye’ et y est une solution de (.c, E’). 
Reciproquement, soit (E, E’) = (Qe, Qe’) une equation avec conwntes associee g 
(e, e’) par la substitution initiale Q : E* -D (E u C,)* deduite de x : E+ C, u 1 et soit 
y : (E u C,)* + CT une solution de (E.: E’). Soit alors 01: E* --, CT le morphisme d.s%ni 
par (YX = (xx)(yx). On a alors aJph(crE) 3 ,yE =I C, et (Y est un morphisme total. De 
@US si e z Xi1 . , . X>p on a : ae = (XXj 1yXit) ’ ’ ’ (XXipyxip) = y[kXi*)xi1 * ’ . (kiXip]IXip] z 
y(Qe) = ye et de m$me (Ye’ = ye’ d’ou Lye = ae’ et (Y est une solution de (e, e’i. Mais 
toute lettre de C, figure au-moins une fois au debut d’un mot de rrE et done rg (Y 3 r 
(proposition 2). L’equation (e, e’) est done d’un rang superieur ou Cgal a ! et adrnet 
done une solution de rang r, ce qui acheve la preuve. 
On obtient alors le rang de (e, e’) en testant si, parmis toutes les equations avcc 
constantes ur e, associ$es h(e, e’) (elles sont en nombre fini), l’une au-mains admet 
une solution. En effectuant ie test sur les valeurs decroissantes de n, ie rang est donne 
par la premiere valeur de r pour laquelle le test cst positif. 
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