Tikhonov functionals with a tolerance measure introduced in the
  regularization by Piotrowska-Kurczewski, Iwona & Sfakianaki, Georgia
Tikhonov functionals with a tolerance measure introduced
in the regularization
Iwona Piotrowska-Kurczewski1 and Georgia Sfakianaki1
1 Center for Industrial Mathematics, University of Bremen, Bremen, Germany
E-mail: ipiotrow@uni-bremen.de, gsfakian@uni-bremen.de
Abstract. We consider a modified Tikhonov-type functional for the solution of ill-posed nonlinear
inverse problems. Motivated by applications in the field of production engineering, we allow small
deviations in the solution, which are modeled through a tolerance measure in the regularization
term of the functional. The existence, stability and weak convergence of minimizers are proved for
such a functional, as well as the convergence rates in the Bregman distance. We present an example
for illustrating the effect of tolerances on the regularized solution and examine parameter choice
rules for finding the optimal regularization parameter for the assumed tolerance value. In addition,
we discuss the prospect of reconstructing sparse solutions when tolerances are incorporated in the
regularization functional.
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1. Introduction
The classical inverse problem is described by an operator equation of the form
F (u†) = v, (1)
where F is a linear or non-linear operator between some Hilbert/Banach spaces U and V . In the
case of ill-posedness, we resort to regularization methods for approximating the true solution u†.
The most developed and widely used method for solving ill-posed inverse problems is Tikhonov
regularization, see [35, 36]. Some of the classical results on Tikhonov regularization can be found
in [4, 9, 15, 17, 22, 23, 30, 33]. Here, the regularized solution uδα is defined as the minimizer of the
Tikhonov functional
T δα (u) = ‖F (u)− vδ‖pV + αRq(u), (2)
which consists of a discrepancy and a regularization term (also called penalty term). Through the
regularization term we are able to include a-priori knowledge about the true solution.
In recent years, the concept of sparsity is considered a powerful tool, especially in applications,
see for instance [5, 8, 15, 22, 29]. In this case the true solution has a sparse representation in the
given basis or frame for the parameter space U , i.e., only a few coefficients are different from zero.
It turns out that in many applications one has to choose between classical and sparse regularization.
The new challenge, resulting from real-world applications, is to allow some deviations in the data vδ.
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In [11] Tikhonov functionals incorporating tolerances in the discrepancy term were studied for the
solution of inverse problems. The authors proposed an altered Tikhonov functional of the form
T δα,ε(u) =
∥∥dε (F (u)− vδ)∥∥pV + αRq(u), (3)
where dε(·) denotes the ε-insensitive distance dε(·) = max{| · | − ε, 0}. This approach makes sense,
e.g., in production engineering. In the case of surface treatment, tolerances for the quality of the end
product or for the measurement accuracy are often specified. These methods have been successfully
applied to the problem of process design in micro production and applications in image processing.
In addition to the original reference, we refer the user to [12] and [13], too. For linear operators the
case ε > 0 and p = q = 1 is a generalization of Support Vector Regression (SVR) which can be used
for treating ill-posed inverse problems, see for instance [34]. Furthermore, in [24] a rigorous analysis
incorporating discrepancy terms with tolerance for solving linear integral equations was presented,
under a semi-discrete setting in reproducing kernel Hilbert spaces (RKHS).
Inspired by the great potential of such approaches in applications, in our work we examine the
effect of tolerances in the regularization term of Tikhonov functionals. Including these inside the
penalty term means that the solution will eventually lie inside a confidence interval. An application
of interest is the development of new structural materials. In this case, the goal is to find appropriate
values for a set of production parameters, like chemical composition, heating or cooling, to finally
obtain materials satisfying certain properties. The desired properties of the new materials are given
in the form of intervals, or in the form of a so-called performance profile, for further reading refer
to [27].
1.1. Regularization functional with tolerances
As discussed in the introduction, the ε-insensitive function dε comes from the theory of SVR, for
further reading see [24, 32, 37], and was first introduced by Cortes and Vapnik in [7]. For a given
ε ≥ 0 the function dε : R→ R is defined as
dε(x) := |x|ε = max{|x| − ε, 0}. (4)
In Figure 1a, dε as given in (4) is plotted in comparison to the absolute value function while Figure 1b
shows their subdifferentials. In the following, we often use the term tolerance function when referring
to the ε-insensitive function. Two analogous definitions are used within this work which differ
in ε being a sequence or a function. We follow the definition in [11, Definition 1] and define the
ε-insensitive modulus dε,n.
Definition 1 (ε-modulus function). For 0 < ε ∈ Rn we define the ε-insensitive modulus
dε,n : Rn → Rn component wise as
dε,n(x)i := dεi(xi), i = 1, . . . , n. (5)
For ε : Ω→ Rn, with 0 < ε ∈ Lq(Ω)n we define the ε-insensitive modulus function dε,Ω : Lq(Rn)→
Lq(Rn) by
dε,Ω(f)(·) := dε,n(f(·)). (6)
For simplicity of notation, we write dε for all cases. In both definitions given in (5) and (6) the
equation (4) is applied point-wise. Analogously using the Definition 1 point-wise in the Lq-induced
norm we obtain a distance function in Lq(Ω) space.
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Figure 1. The tolerance function dε(x) = |x|ε in comparison with the absolute value |x| for
x ∈ R and ε > 0 in (a), and their subdifferentials in (b).
Definition 2 (Lq,ε-insensitive measure). Let Ω ⊂ Rn be a bounded and closed and let ε ∈ Lq(Ω).
The Lq,ε-insensitive measure is denoted via
‖u|Lq(Ω)‖ε = ‖u‖Lq,ε = ‖u‖q, ε :=
(∫
Ω
dε(u(x))
q dx
) 1
q
. (7)
Our definition agrees with the one given in [11], and for the case of Lq(Rn) we further have to
assume that ε is bounded. For notational simplicity of our subsequent analysis, ‖·‖Lq,ε will often be
denoted by ‖·‖q,ε.
In regularization methods we often assume a reference solution which is included in the penalty
term as a-priori information on the true solution of the problem. Denoting with u∗ ∈ Lq(Ω) the
reference solution and assuming including the tolerances, our penalty term is of the form
Rq,ε(u) := ‖u− u∗‖qq,ε =
∫
Ω
(max {|u(x)− u∗(x)| − ε, 0})q dx, (8)
where 1 ≤ q ≤ 2 and Ω bounded set in Rn. Since u∗ does not affect our theoretical analysis, for
simplicity, we assume it to be zero and we only consider it later in our numerical results.
The functional Rq,ε is weakly lower semi-continuous and fulfills the following inequalities
‖u‖Lq,ε ≤ ‖u‖Lq , (9)
‖u‖Lq ≤ ‖u‖Lq,ε + ‖ε‖Lq , (10)
which have been proved in [11]. Furthermore, Rq,ε is continuous, convex for q ≥ 1, whereas for q > 1
is strictly convex. By (9) it is obvious that dε(u) ∈ Lq(Ω) and, therefore, Rq,ε is well defined.
Proposition 3. Let ε ∈ Lq(Ω) for 1 ≤ q ≤ 2. The regularization functional Rq,ε(u) given by (8) is
coercive.
Proof. This follows directly from the inequality (9) since taking ‖u‖Lq →∞ leads to the conclusion
that Rq,ε(u) = ‖u‖qLq,ε →∞.
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1.2. Tikhonov functional with tolerance in regularization term
Assuming U = Lq(Ω) over a bounded set Ω ⊂ Rn and V to be a reflexive Banach space, we consider
an altered Tikhonov functional including the tolerance function described in the previous section in
the regularization term, that is
J δα,ε(u) :=
∥∥F (u)− vδ∥∥p
V
+ αRq,ε(u). (11)
Here F : dom(F ) ⊂ U → V is a nonlinear operator between U and V and the noisy data
vδ = v+n(δ) are created with additive noise with level noise δ > 0 and are such that
∥∥v − vδ∥∥
V
≤ δ.
The regularization term Rq,ε : U → R+ for 1 ≤ q ≤ 2 includes the tolerance ε and is given by
(8). We aim at investigating the analytical properties of minimizers uδα,ε. Moreover, we examine
the connection between tolerances in parameter space and sparsity regularization. The following
assumption remains valid throughout the paper.
Assumption 4. (i) Let F : dom(F ) ⊂ U → V be weakly sequentially closed with respect to the
weak topology on U .
(ii) The set D := dom(F ) ∩ dom(Rq,ε) is non-empty. Note that this assumption implies that Rq,ε
is proper.
Furthermore, in the proofs of convergence and convergence rates of the minimizers of J δα,ε, we
use the concept of an R(·)-minimizing solution.
Definition 5 (R-minimizing solution). The element u† ∈ U is called an R-minimizing solution, if
F (u†) = v and R(u†) = min
u∈U
{R(u) : F (u) = v}.
2. Well-posedness
We begin with the existence of minimizers uδα,ε := arg minJ δα,ε. Then, we continue with results on
the stability of minimizers i.e., we prove that the minimizer depends continuously on the data. In
the following results we use the next lemma which can be found in [15].
Lemma 6. Let {uk}k∈N ⊂ dom(F ). Assume that ε > 0 is fixed, {vk}k∈N ⊂ V is a bounded sequence
in V and that there exist α > 0 and M > 0 such that J vkα,ε(uk) < M , for all k ∈ N. Then, there
exist u˜ ∈ dom(F ) and a subsequence {ukj}j∈N such that ukj ⇀ u˜ and F (ukj ) ⇀ F (u˜).
Proof. The proof of this Lemma is omitted as it follows with similar steps as in [15, Lemma 4].
In the theorems, we closely follow the concept in [15] and [23] and prove them for our Tikhonov
functional with tolerances incorporated in the regularization term.
Theorem 7 (Existence). Assume that ε > 0 is fixed. For α > 0 and for every vδ ∈ V the functional
J δα,ε has a minimizer uδα,ε in D.
Proof. Let {uk}k∈N satisfy limk→∞ J δα,ε(uk) = inf
{J δα,ε(u) : u ∈ D}. From Lemma 6, there exists
a subsequence {ukj}j∈N weakly converging to some u˜ ∈ dom(F ) such that F (ukj ) ⇀ F (u˜). From
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the weak lower semi-continuity of Rq,ε and ‖·‖pV and the fact that F is weakly sequentially closed it
follows that
J δα,ε(u˜) ≤ lim inf
j→∞
∥∥F (ukj )− vδ∥∥p + α lim inf
j→∞
Rq,ε(ukj )
≤ lim inf
j→∞
{∥∥F (ukj )− vδ∥∥p + αRq,ε(ukj )}
≤ lim sup
j→∞
J δα,ε(ukj ), ∀u ∈ dom(F ).
Therefore, J δα,ε(u˜) ≤ J δα,ε(u) for any u ∈ dom(F ), which means that uδα,ε := u˜ ∈ dom(F ) is a
minimizer of J δα,ε.
Notation. If any of the ingredients vδ, α, ε is taken as a (sub)sequence, the functional will be
denoted including the respective (sub)sequence in its shorthand notation, e.g., given a sequence of
noisy data vk, we will write J vkα,ε for denoting the functional J vkα,ε(u) := ‖F (u)− vk‖pV + αRq,ε(u).
The next theorem concerns the stability of minimizers of J δα,ε, namely, for fixed α > 0 we prove
that the minimizer uδα,ε depends continuously on v
δ.
Theorem 8 (Stability for fixed ε > 0). Assume α > 0 and ε > 0 fixed. Let {vk}k∈N ⊂ V converge
to some vδ ∈ V and let
uk ∈ arg min
{J vkα,ε(u) : u ∈ D} .
Then, there exist a subsequence {ukj}j∈N which converges weakly to a minimizer uδα,ε of the functional
J δα,ε. Moreover, we have that Rq,ε(ukj )→ Rq,ε(uδα,ε).
Proof. Since uk is a sequence of minimizers of J vkα,ε, it holds that J vkα,ε(uk) ≤ J vkα,ε(u) for any u ∈ D.
From Lemma 6, there exists a subsequence {ukj}j∈N weakly converging to some u˜ ∈ dom(F ) such
that F (ukj ) ⇀ F (u˜). Moreover, from the weak lower semi-continuity of ‖·‖pV and Rq,ε there holds∥∥F (u˜)− vδ∥∥p
V
≤ lim inf
j→∞
∥∥F (ukj )− vkj∥∥pV and Rq,ε(u˜) ≤ lim infj→∞ Rq,ε(ukj ). (12)
Combining the above, we get
J δα,ε(u˜) ≤ lim inf
j→∞
∥∥F (ukj )− vkj∥∥pV + α lim infj→∞ Rq,ε(ukj )
≤ lim inf
j→∞
{∥∥F (ukj )− vkj∥∥pV + αRq,ε(ukj )}
= lim inf
j→∞
J vkjα,ε (ukj ). (13)
On the other hand, for any u ∈ D, we see that
J δα,ε(u) = lim
k→∞
J vkα,ε(u) ≥ lim sup
j→∞
J vkjα,ε (ukj ) ≥ lim inf
j→∞
J vkjα,ε (ukj ). (14)
From (13) and (14) we conclude that J δα,ε(u˜) ≤ J δα,ε(u) for any u ∈ D, that is, uδα,ε := u˜ is
a minimizer of J δα,ε. Moreover, the weak lower semi-continuity of ‖·‖pV and Rq,ε implies that
Rq,ε(ukj )→ Rq,ε(uδα,ε).
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Remark 9. In [15, Proposition 6], the authors additionally to Rq(ukj ) → Rq(uδα) prove that
Rq(ukj − uδα) → 0 for their functional Rq. In our case, such a result cannot be inferred as weak
convergence is not preserved under the nonlinearity of dε. That is, assuming uk ⇀ u
δ
α,ε we cannot
prove that Rq,ε(ukj − uδα,ε) → 0. In order to obtain norm convergence, one can further assume
dε(uk) ⇀ dε(u
δ
α,ε). However, we choose not to make this additional assumption as it is quite
restrictive.
Theorem 10 (Weak convergence for fixed ε > 0). Let ε > 0 be fixed. Assume that F (u) = v attains
a solution in dom(Rq,ε) and that α : (0,∞)→ (0,∞) satisfies
α(δ)→ 0 and δ
p
α(δ)
→ 0, as δ → 0.
Let δk → 0 and let vk ∈ V satisfy ‖v − vk‖ ≤ δk. Moreover, let αk := α(δk) and
uk ∈ arg min
{J vkαk,ε(u) : u ∈ D} .
Then, there exist an Rq,ε-minimizing solution u† of F (u) = v and a subsequence {ukj}j∈N with
Rq,ε(ukj )→ Rq,ε(u†).
Proof. Let u˜ ∈ dom(Rq,ε) be any solution of F (u˜) = v. From the definition of uk it follows that
J vkα,ε(uk) = ‖F (uk)− vk‖pV + αkRq,ε(uk) ≤ δpk + αkRq,ε(u˜).
It can be easily seen that ‖F (uk)− vk‖pV ≤ J vkα,ε(uk) ≤ δpk + αkRq,ε(u˜) and together with the
assumptions on αk and δk, we conclude that ‖F (uk)− vk‖V → 0. For the penalty term we have
Rq,ε(uk) ≤ δ
p
k
αk
+Rq,ε(u˜) which yields
lim sup
k→∞
Rq,ε(uk) ≤ Rq,ε(u˜), (15)
when using the definition of the limit superior. Let αmax := max{αk : k ∈ N}, from the previous
inequality there exists M > 0 such that
lim sup
k→∞
{‖F (uk)− vk‖pV + αmaxRq,ε(uk)} ≤M <∞, ∀k ∈ N.
Therefore, Lemma 6 guarantees the existence of a subsequence {ukj}j∈N and some u† ∈ dom(F )
such that ukj ⇀ u
† and F (ukj ) ⇀ F (u
†). Since∥∥F (ukj )− v∥∥V = ∥∥F (ukj )− vkj + vkj − v∥∥V ≤ ∥∥F (ukj )− vkj∥∥V + ∥∥vkj − v∥∥V → 0,
it follows that
∥∥F (u†)− v∥∥
V
= 0, i.e., F (u†) = v. From the weak lower semi-continuity of Rq,ε and
the fact that (15) holds for any u˜ ∈ dom(Rq,ε) solving F (u˜) = v, we conclude
Rq,ε(u†) ≤ lim inf
j→∞
Rq,ε(ukj ) ≤ lim sup
j→∞
Rq,ε(ukj ) ≤ Rq,ε(u˜).
This shows that u† is an Rq,ε-minimizing solution of F (u) = v and Rq,ε(ukj )→ Rq,ε(u†).
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2.1. Stability and convergence for vanishing tolerances
In the previous results we always assumed a positive constant ε. In this section, we consider a
nonnegative sequence εk, such that εk → 0. When the limit point of εk is 0, we observe that
d0(u) = |u| gives
Rq,0(u) =
∫
Ω
|u(x)|q dx =: Rq(u). (16)
Therefore, we obtain minimizers of the generalized Tikhonov functional. For that reason, the
minimizer of J δα(u) := J δα,0(u) is denoted by uδα := uδα,0.
Theorem 11 (Stability for εk → 0). Assume α > 0. Let {vk}k∈N converge to vδ ∈ V , {εk}k∈N be
a tolerance sequence converging to 0 and let
uk ∈ arg min
{J vkα,εk(u) : u ∈ D} .
Then, there exist {(εkj , ukj )}j∈N and a minimizer uδα of the functional J δα such that Rq(ukj−uδα)→ 0.
Proof. The minimizing property of uk gives that J vkα,εk(uk) ≤ J vkα,εk(u), ∀u ∈ D. Lemma 6,
guarantees the existence of a subsequence of uk, denoted by {ukj}j∈N, which converges to some
u˜ ∈ dom(F ) and is such that F (ukj ) ⇀ F (u˜). From the weak lower semi-continuity of ‖·‖pV and
Rq,εk and the fact that εk → 0, we have that
J δα,0(u˜) ≤ lim inf
j→∞
∥∥F (ukj )− vkj∥∥pV + α lim infj→∞ Rq,εkj (ukj ) ≤ lim infj→∞ J vkjα,εkj (ukj ). (17)
On the other hand, since εk → 0, for any u ∈ dom(F ) we have
J δα,0(u) = lim
k→∞
J vkα,εk(u) ≥ lim sup
j→∞
J vkjα,εkj (ukj ) ≥ lim infj→∞ J
vkj
α,εkj
(ukj )
(17)
≥ J δα,0(u˜).
Hence, based on the notation in (16), we obtain
J δα(u) =: J δα,0(u) ≥ J δα,0(u˜) := J δα(u˜),
for all u ∈ dom(F ), implying that uδα := u˜ is a minimizer of J δα . Moreover, J δα(ukj ) → J δα(uδα)
and due to the fact that both ‖·‖p and Rq are weakly lower semi-continuous, it follows that
Rq(ukj )→ Rq(uδα). Then, with the use of [15, Lemma 2] we conclude that Rq(ukj − u†)→ 0.
Theorem 12 (Convergence for εk → 0). Let {εk}k∈N be a tolerance sequence converging to 0. We
assume that F (u) = v attains a solution in dom(Rq,εk) and that α : (0,∞)→ (0,∞) satisfies
α(δ)→ 0 and δ
p
α(δ)
→ 0, as δ → 0.
Let δk → 0 and let vk ∈ V satisfy ‖v − vk‖ ≤ δk. Moreover, let αk = α(δk) and
uk ∈ arg min
{J vkαk,εk(u) : u ∈ D} .
Then, there exist an Rq-minimizing solution u† of F (u) = v and a subsequence {ukj}j∈N with
Rq(ukj − u†)→ 0.
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Proof. Let u˜ ∈ dom(Rq,εk) be any solution of F (u˜) = v. The minimizing property of uk implies
J vkαk,εk(uk) ≤ J vkαk,εk(u˜) = ‖F (u˜)− vk‖pV + αkRq,εk(u˜)
= ‖v − vk‖pV + αkRq,εk(u˜)
≤ δpk + αkRq,εk(u˜).
Therefore, it follows that ‖F (uk)− vk‖pV ≤ J vkαk,εk(uk) ≤ δpk + αkRq,εk(u˜). Then, taking the limit
for k →∞ yields ‖F (uk)− vk‖pV → 0 since we assumed that αk → 0 and δk → 0 as k →∞. In a
similar way, for the penalty term we have
αkRq,εk(uk) ≤ J vkαk,εk(uk) ≤ δpk + αkRq,εk(u˜),
that is Rq,εk(uk) ≤ δ
p
k
αk
+Rq,εk(u˜). Taking the limit superior as k →∞ we obtain
lim sup
k→∞
Rq,εk(uk) ≤ lim sup
k→∞
{
δpk
αk
+Rq,εk(u˜)
}
= Rq,0(u˜), (18)
which is true for any solution u˜ of F (u˜) = v.
With α1 := max{αk : k ∈ N} and the previous calculation, there exists a constant M > 0 such that
lim sup
k→∞
{‖F (uk)− vk‖pV + α1Rq,εk(uk)} ≤M <∞, ∀k ∈ N.
From Lemma 6, there exists a subsequence {ukj}j∈N weakly convergent to some u† ∈ dom(F ) such
that F (ukj ) ⇀ F (u
†). Since∥∥F (ukj )− v∥∥p = ∥∥F (ukj )− vkj + vkj − v∥∥p
≤ 2p−1 (∥∥F (ukj )− vkj∥∥p + ∥∥vkj − v∥∥p)→ 0 (19)
it follows that F (u†) = v.
From the weak lower semi-continuity of Rq,εk , the fact that εk → 0 and (18), we obtain that
Rq,0(u†) ≤ lim inf
j→∞
Rq,εkj (ukj ) ≤ lim sup
j→∞
Rq,εkj (ukj ) ≤ Rq,0(u˜),
for all u˜ such that F (u˜) = v. Using the notation in (16), we conclude that Rq(u†) ≤ Rq(u˜),
for all u˜ such that F (u˜) = v. Hence, u† is an Rq-minimizing solution of F (u) = v. Due to
ukj ⇀ u
† and the fact that Rq(ukj )→ Rq(u†), and using [15, Lemma 2], we further conclude that
Rq(ukj − u†)→ 0.
3. Convergence rates
In this section we present results on the convergence rates of minimizers of the functional (11). Since
we assume the parameter space to be a Banach space, we adopt the standard approach in Banach
space settings and use the Bregman distance to estimate the difference between the regularized
solution uδα,ε and the ground truth u
†. Some standard results on convergence rates are found
in [6, 10, 15, 22, 25], while in [14, 17, 33] exist convergence rates results using the Bregman distance.
Moreover, for estimating the distance between F (uδα,ε) and v
δ, we use the usual norm of the Banach
space V .
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The definition of the Bregman distance for Rq,ε requires the subdifferential of the functional
Rq,ε : Lq(Ω)→ R at an element u ∈ Lq(Ω), which is given by
∂Rq,ε(u) :=
{
z ∈ Lq(Ω)∗ : ∀w ∈ Lq(Ω) Rq,ε(w) ≥ Rq,ε(u) + 〈z, w − u〉Lq(Ω)∗×Lq(Ω)
}
,
where Lq(Ω)
∗ denotes the dual space of Lq(Ω) and 〈·, ·〉Lq(Ω)∗×Lq(Ω) the dual pairing between Lq(Ω)∗
and Lq(Ω). Particularly for (finite) n-dimensional problems, like the numerical example presented
in the next section, the Lq,ε-insensitive measure appearing in the regularization functional is defined
by ‖u‖q,ε = ‖dε(u)‖q = (
∑n
i=1 |dε(ui)|q)1/q. Using the classical subdifferential rules, for q = 1 we
compute the subdifferential
∂R1,ε(u) = ∂ ‖dε(u)‖1 = ∂
n∑
i=1
|dε(ui)| =
n∑
i=1
∂ |dε(ui)| (20)
with i-th sum component given by
∂ |dε(ui)| =

{−1} if ui < −ε
[−1, 0] if ui = −ε
{0} if |ui| < ε
[0, 1] if ui = ε
{1} if ui > ε
. (21)
Similarly, for q = 2 we have
∂R2,ε(u) = ∂ ‖dε(u)‖22 = ∂
n∑
i=1
|dε(ui)|2 =
n∑
i=1
∂ |dε(ui)|2 (22)
with i-th sum component computed as
∂ |dε(ui)|2 =

ui + ε if ui < −ε
0 if |ui| ≤ ε
ui − ε if ui > ε
. (23)
Note that the tolerance function is applied in a component wise sense for computing the above
subdifferentials. The previous computations are confirmed in the subdifferential’s formula for
1 ≤ q ≤ 2
∂Rq,ε(u) =
n∑
i=1
∂ |dε(ui)|q = q |dε(ui)|q−1 ∂ |dε(ui)| (24)
where ∂ |dε(ui)| is determined by (21).
It is worth noting that if the tolerance ε is not scalar but it is given as a vector with positive
entries, then instead of dε(ui) there will be dεi(ui) = max{|ui|−εi, 0} in all of the above calculations.
Given the subdifferential of Rq,ε, we proceed with the Bregman distance and the convergence rates.
Definition 13 (Bregman distance). Let ε > 0. Also, let Rq,ε : Lq(Ω)→ R ∪ {∞} be a convex and
proper functional with subdifferential ∂Rq,ε ⊂ Lq(Ω)∗. Considering an element ξ ∈ ∂Rq,ε(u), the
Bregman distance of Rq,ε at u ∈ Lq(Ω) is defined by
Dεξ(u˜, u) := Rq,ε(u˜)−Rq,ε(u)− 〈ξ, u˜− u〉Lq(Ω)∗×Lq(Ω), (25)
for u˜ ∈ Lq(Ω) and it is only defined in the Bregman domain
DεB(Rq,ε) := {u ∈ dom(Rq,ε) : ∂Rq,ε(u) 6= ∅}.
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For notational simplicity, we use the usual inner product notation 〈·, ·〉 for the dual pairing.
Since we work in Banach spaces, there should not be any confusion with the notation of inner
products in Hilbert spaces. Moreover, when writing α ∼ δs for α : (0,∞)→ (0,∞) and s > 0, we
mean that there exist C ≥ c > 0 and δ0 > 0 such that cδs ≤ α(δ) ≤ Cδs for 0 < δ < δ0.
The classical process for proving convergence rates requires an additional assumption on the
smoothness of F (restriction of its nonlinearity), as well as a source condition (in [18, 30] general
source conditions are discussed) which allows the estimation of the duality pairing appearing in the
Bregman distance. Both are included in the following assumption.
Assumption 14 (Smoothness of F and source condition). Assume that the following hold:
(i) The operator F is Gaˆteaux differentiable at u† and F ′ denotes its Gaˆteaux derivative.
(ii) There exists a constant γ > 0, such that∥∥F (u)− F (u†)− F ′(u†)(u− u†)∥∥ ≤ γDεξ(u, u†)
for all u ∈ dom(F ) ∩ Bρ(u†), with a sufficiently large ρ.
(iii) There exists w ∈ V , such that ξ = F ′(u†)∗w with γ ‖w‖ < 1.
Theorem 15. (Convergence rates) Let ε > 0, 1 ≤ p, q ≤ 2. Moreover, we consider that
Assumptions 4 and 14 hold. Assume noisy data vδ ∈ V such that ∥∥v − vδ∥∥
V
≤ δ and that
there exists an Rq,ε-minimizing solution u† of (1), in the Bregman domain DεB. For the minimizer
uδα,ε of (11), we prove the following estimates:
If p = 1 and αβ2 < 1,∥∥F (uδα,ε)− vδ∥∥V ≤ (1 + αβ2)δ1− αβ2 and Dεξ(uδα,ε, u†) ≤ δ + αβ2δα(1− β1) .
If p > 1, ∥∥F (uδα,ε)− vδ∥∥pV ≤ p∗δp + p∗αβ2δ + (αβ2)p∗ and
Dεξ(u
δ
α,ε, u
†) ≤ δ
p + αβ2δ + (αβ2)
p∗/p∗
α(1− β1) ,
with p∗ being the conjugate of p such that 1/p+ 1/p∗ = 1.
Moreover, we have:
For p = 1 and the choice α ∼ δs with fixed 0 < s < 1∥∥F (uδα,ε)− vδ∥∥V = O(δ) and Dεξ(uδα,ε, u†) = O(δ1−s).
For p > 1 and the choice α ∼ δp−1∥∥F (uδα,ε)− vδ∥∥V = O(δ) and Dεξ(uδα,ε, u†) = O(δ).
Proof. We start by comparing the functional values J δα,ε(uδα,ε) and J δα,ε(u†). From the minimizing
property of uδα,ε, we obtain∥∥F (uδα,ε)− vδ∥∥pV + α ∥∥uδα,ε − u∗∥∥qq,ε ≤ ∥∥F (u†)− vδ∥∥pV + α ∥∥u† − u∗∥∥qq,ε
≤ δp + α ∥∥u† − u∗∥∥q
q,ε
.
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Then, by reordering and gathering terms we use the Bregman distance Dεξ(u
δ
α,ε, u
†), which yields∥∥F (uδα,ε)− vδ∥∥pV + αDεξ(uδα,ε, u†) ≤ δp − α〈ξ, uδα,ε − u†〉.
In the next step we employ the source condition (iii) of Assumption 14 for rewriting the last term,
which results into∥∥F (uδα,ε)− vδ∥∥pV + αDεξ(uδα,ε, u†) ≤ δp − α〈w,F ′(u†)(uδα,ε − u†)〉. (26)
Now, we focus on the dual pairing of the last term, for which we have
−〈w,F ′(u†)(uδα,ε − u†)〉 = 〈w,−F ′(u†)(uδα,ε − u†)〉
≤ ‖w‖ ∥∥−F ′(u†)(uδα,ε − u†)∥∥ .
Adding and subtracting F (u†)−F (uδα,ε) inside the last term and using the triangle inequality, yields
−〈w,F ′(u†)(uδα,ε − u†)〉 ≤ ‖w‖
∥∥F (uδα,ε)− F (u†)− F ′(u†)(uδα,ε − u†)∥∥
+ ‖w‖ ∥∥F (u†)− F (uδα,ε)∥∥ .
Furthermore, we use the smoothness assumption of F defined in (ii) of Assumption 14 to write
−〈w,F ′(u†)(uδα,ε − u†)〉 ≤ γ ‖w‖Dεξ(uδα,ε, u†) + ‖w‖
∥∥F (u†)− F (uδα,ε)∥∥
and by defining constants β1, β2 > 0 such that β1 := γ ‖w‖ < 1 and β2 := ‖w‖, we further obtain
−〈w,F ′(u†)(uδα,ε − u†)〉 ≤ β1Dεξ(uδα,ε, u†) + β2
∥∥F (u†)− F (uδα,ε)∥∥ . (27)
In addition, we can estimate the term
∥∥F (u†)− F (uδα,ε)∥∥. We add and subtract vδ ∈ V and use the
triangle inequality to conclude∥∥F (u†)− F (uδα,ε)∥∥V ≤ δ + ∥∥F (uδα,ε)− vδ∥∥V . (28)
Substituting the estimates (27), (28) into (26), we have∥∥F (uδα,ε)− vδ∥∥pV + αDεξ(uδα,ε, u†) ≤ δpp + αβ1Dεξ(uδα,ε, u†) + αβ2δ + αβ2 ∥∥F (uδα,ε)− vδ∥∥V . (29)
For p = 1, rearranging (29) yields
(1− αβ2)
∥∥F (uδα,ε)− vδ∥∥V + α(1− β1)Dεξ(uδα,ε, u†) ≤ δ + αβ2δ.
For sufficiently small α > 0 such that αβ2 < 1, the first term is nonnegative. Moreover, the second
term is nonnegative by assumption since β1 < 1. Therefore, we can derive the following estimates∥∥F (uδα,ε)− vδ∥∥V ≤ (1 + αβ2)δ1− αβ2 and Dεξ(uδα,ε, u†) ≤ δ + αβ2δα(1− β1) .
Choosing α ∼ δs with fixed 0 < s < 1, we obtain∥∥F (uδα,ε)− vδ∥∥V = O(δ) and Dεξ(uδα,ε, u†) = O(δ1−s).
For p > 1, we have∥∥F (uδα,ε)− vδ∥∥pV − αβ2 ∥∥F (uδα,ε)− vδ∥∥V + αDεξ(uδα,ε, u†)
≤ δp + αβ1Dεξ(uδα,ε, u†) + αβ2δ.
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Applying Young’s inequality ab ≤ ap/p+ bp∗/p∗, for 1/p+ 1/p∗ = 1 with a =
∥∥F (uδα,ε)− vδ∥∥V and
b = αβ2p, yields(
1− 1
p
)∥∥F (uδα,ε)− vδ∥∥pV + α(1− β1)Dεξ(uδα,ε, u†) ≤ δp + αβ2δ + (αβ2)p∗p∗ .
Both terms on the left hand side of the last inequality are nonnegative. Therefore, by neglecting the
other nonnegative term, respectively, we conclude the following estimates∥∥F (uδα,ε)− vδ∥∥pV ≤ p∗δp + p∗αβ2δ + (αβ2)p∗ and
Dεξ(u
δ
α,ε, u
†) ≤ δ
p + αβ2δ + (αβ2)
p∗/p∗
α(1− β1) .
The choice α ∼ δp−1 yields ∥∥F (uδα,ε)− vδ∥∥V = O(δ) and Dεξ(uδα,ε, u†) = O(δ).
Except the convergence rates in the Bregman distance, one could also derive an estimate in
the Lq,ε-insensitive measure by using the inequality (9). In the case of q = 2, i.e., in Hilbert space
setting, we have the following remark.
Remark 16. For q = 2 and classical penalty R2(u) = ‖u− u∗‖22 we can transfer the estimates from
the Bregman distance to the usual norm, see [30, 22]. When including tolerances in the regularization
term, such an equivalence does not hold true anymore. As previously stated, it is possible to use
inequality (9) to estimate∥∥uδα,ε − u†∥∥22,ε ≤ ∥∥uδα,ε − u†∥∥22 = Dξ(uδα,ε, u†),
where the Bregman distance in the last expression is the one calculated for regularization without
tolerances. However, an estimate relating Dεξ(u
δ
α,ε, u
†) to
∥∥uδα,ε − u†∥∥22,ε is not obvious.
4. Numerical consideration
For the numerical minimization of our functional, we use a subgradient algorithm introduced in [11,
Algorithm 1]. The suggested method is a subgradient algorithm with adaptive decreasing step
size. The authors in this article prove the stability and convergence of the algorithm and motivate
its effectiveness by comparing their numerical results to those of other existing methods. In their
examples the authors consider engineering applications for denoising and deblurring of 1D and 2D
signals. For further details on the algorithm, we refer the reader to [11].
For illustrating the effect of tolerances in the solution when minimizing the altered Tikhonov
functional, we present an example of noisy data differentiation. In the sequel, we consider the
problem Ku = v with linear integral operator K : L2(0, 1)→ L2(0, 1) defined by
Ku(x) =
∫ x
0
u(s) ds, u : [0, 1] → R. (30)
We consider as reference solution the function u∗ = sin(2pix) for x ∈ [0, 1] and we wish to approximate
the true solution u† which is assumed to lie within the tolerance area around u∗ defined as
Tubeε(u
∗) := u∗ ± ε, for ε > 0. (31)
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Figure 2. The true u† and reference solution u∗ together with the defined tolerance area for
ε = 0.3 are shown in (a). The true data v = Ku† and noisy data vδ = v + n(δ) created with
δ = 0.001 are shown in (b).
In our example we take ε to be a positive scalar but it could also be assumed as a nonnegative real
function. The noisy data are then created as vδ = Ku† + n(δ), for a certain noise level δ > 0. In the
results that follow we minimize the functional
J δα,ε(u) =
1
2
∥∥Ku− vδ∥∥2 + α
q
‖u− u∗‖qq,ε , q ∈ {1, 2}, ε ≥ 0. (32)
We discretize the operator on the grid xi = (i− 12 )h, for i = 1, . . . , N and h = 1N with N = 600
discretization points. This yields an N ×N matrix (which, for simplicity, we denote again by K)
with the following structure
K = h

1
2 0 . . . 0
1 12
. . .
...
...
. . .
. . . 0
1 . . . 1 12
 .
In Figure 2a, we show the true solution u†, the reference solution u∗ and the tolerance area
considered for ε = 0.3. In Figure 2b, we plot the true and noisy data created for δ = 0.001. We
compare the regularized solution uδα,ε obtained from the minimization of (32), to the solution u
δ
α of
the generalized Tikhonov functional. In Figure 3, we compare the reconstructions uδα,ε, u
δ
α to the
true solution u† in the following two cases: for α = 0.001 and q = 1 (Figure 3a) and for α = 0.01
and q = 2 (Figure 3b). In both cases uδα,ε has been computed with ε = 0.3.
Figure 3 shows that it is possible to obtain better reconstructions than those of the generalized
Tikhonov regularization. Intuitively, the tolerances in the penalty term can be interpreted as further
regularization of the solution. Their effect, however, depends on the choice of the regularization
parameter as for a very small α the influence of tolerances can be insignificant.
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Figure 3. Comparison of the reconstructions uδα,ε and u
δ
α to the ground truth u
†. In both cases
the chosen tolerance is ε = 0.3. In (a) we use α = 0.001 and q = 1 and in (b) α = 0.01 and q = 2.
4.1. Error behavior
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Figure 4. Example of ui for
i = 1, 2, 3 with u∗ = sin(2pix) and
ε = 0.3.
Now, we examine the behavior of the approximation
error for different tolerances. We assume the
same reference solution u∗ and we use various
values of ε ∈ [0, 1.2]. For each value of ε we
define the corresponding tolerance area Tubeε(u
∗)
as in (31) and we perform N = 50 simulations
over which we calculate the mean approximation
error
∥∥uδα,ε − u†∥∥q,ε. Moreover, we denote the true
solution by u†i , where i = 1, . . . , N is the index of
the i-th run. Each u†i is generated as a random and
smooth perturbation of u∗ inside the tolerance area
Tubeε(u
∗). Therefore, the ground truth and the noisy
data are computed as
u†i = u
∗ + εηi ∈ Tubeε(u∗), (33)
vδi = Kui + n(δ), (34)
for a random (but smooth) ηi and i = 1, . . . N . The
smooth perturbation within the tolerance area is
created by convolution of a normally distributed,
random vector with the zero-mean Gaussian distribution with standard deviation σ = 0.08. This
random vector is further weighted by the tolerance value ε and then added to u∗ as done in (33).
Note that the noise level δ = 0.005 and regularization parameter α = 0.001 are kept the unchanged
throughout all simulations as we only examine the resulting error for different ε ∈ [0, 1.2]. Figure 4
is an illustration of the u†i created for i = 1, 2, 3.
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Figure 5. The mean approximation error computed over 50 runs. In both cases, we use
regularization parameter α = 0.001, noise level δ = 0.005 and tolerance values ε ∈ [0, 1.2]. The
error is computed using the ε-insensitive measure for q = 1 in (a) and q = 2 in (b).
Figure 5 shows the error between the true solution u† and the reconstructions uδα, u
δ
α,ε calculated
in the ε-insensitive measure for different values of ε. In (a) we assume q = 1 and in (b) q = 2. Both
plots reveal that the error obtained from our approach (red solid line) is smaller (or, at worst, equal)
than the error calculated for the generalized Tikhonov minimizers (black dashed line). In addition,
the use of the ε-insensitive measure ensures that our reconstructions remain within the prescribed
tolerance area.
4.2. Choosing the regularization parameter
The potential for obtaining better results when using tolerances takes us to the step of examining how
we can enhance the quality of our reconstructions. An important task in Tikhonov regularization is
the choice of the regularization parameter α > 0. Since we include tolerances in the regularization,
we seek their effect on the solution and whether ε needs to be chosen according to the value of α. In
some applications an indication for the appropriate size of tolerances may exist, meaning that their
value cannot be arbitrarily large. In that case, we only deal with finding the optimal value for α by
using existing parameter choice strategies, see for instance [1, 19]. However, when both α and ε
need to be tuned, one can think of ways to combine them for improving the final solution.
The L-curve method is often used to gain an insight on the optimal value of α, its use for the
numerical solution of inverse problems is discussed in [16]. It is created by plotting the discrepancy
norm
∥∥Kuδα,ε − vδ∥∥2 against the norm of the regularized solution ∥∥uδα,ε − u∗∥∥q,ε for different values
of α. The L-curve shows the trade-off between the fit to the given data and the size of the regularized
solution, and the optimal value of α is found near the maximum curvature.
In Figure 6 the L-curve for q = 1 (left) and q = 2 (right) for five different values of ε and for
α ∈ [10−12, 1] is shown. In order to compare the L-curves in a similar scale, we assume u∗ = sin(2pix)
and the true solution is taken as a smooth perturbation inside the tolerance area for the fixed value
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Figure 6. L-curve for different values of tolerance ε. On the left we have the results for q = 1, on
the right for q = 2. In both cases we used p = 2, δ = 0.015, and α ∈ [10−12, 1].
ε† = 0.5. This is used in all simulations for different values of ε. In this figure one can observe the
different scaling (the L-curve is shifted down for larger ε) due to the value of the corresponding
tolerance. Moreover, when ε and α both become larger, the regularization term (y-axis of the
L-curve) goes faster to 0. In both cases the L-curve is not sharp as normally expected in the classical
Tikhonov regularization. The nature of the tolerance function dε indicates that the connection
between α and ε, and, in particular, their optimal combination, is not straightforward through the
L-curve. Therefore, one has to look for more sophisticated parameter choice rules.
A different method, which is based on the noise level in the data, is the so-called Morozov’s
discrepancy principle [3, 26]. Given an estimate of the noise level, the idea of the discrepancy
principle is to accept reconstructions which create measurements with the similar error as the one in
the noisy data. This simply translates into choosing the maximum α > 0 such that
G(uδα) :=
∥∥Kuδα − vδ∥∥ ≤ τδ, for uδα := arg minJ δα(u), (35)
with τ ≥ 1 and an estimate of the noise level δ > 0. Here, we use the discrepancy principle for
identifying the optimal regularization parameter αopt when minimizing the generalized Tikhonov
functional J δα (no tolerance assumption). Then, we use it as regularization parameter in our
functional J δα,ε. That is, we compare the optimal reconstruction of the generalized Tikhonov to the
minimizer which we compute incorporating tolerances in the regularization. In the following figures
we show these results for the discrepancy principle given as in (35) with τ = 2, and we examine the
cases q = 1 (in Figure 7) and q = 2 (in Figure 9) for the penalty norm.
As can be seen in Figure 7 and Figure 9, we obtain improved approximations of the true solution.
In each of these figures our solution (in red) fits better the true solution (in black) than the one
computed by the minimization of J δα (in green). Moreover, in Figure 8 and Figure 10, respectively,
we compare the absolute error of these reconstructions with respect to the true solution u†. Both
example cases show that tolerances can indeed advance the quality of the approximation but one
has to further examine under which scenarios this happens.
A drawback of the discrepancy principle is that it tends to select small values of α as the
optimal one, which doesn’t promote the use of tolerances. However, when the noise in the data is
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Figure 7. Morozov’s discrepancy principle for δ = 0.1, τ = 2, ε = 0.4 and q = 1. On the left, the
value of G(uδα) is plotted for different α and for the αopt = 0.0011 (in green). On the right, we
plot the reconstructions uδαopt,ε, u
δ
αopt
calculated with αopt and compare them to u† and u∗.
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Figure 8. Absolute error of the reconstructions uδαopt,ε and u
δ
αopt
shown in Figure 7.
larger, the use of the discrepancy principle as the parameter choice rule makes the regularization
stronger. Especially in the case of ε ≥ δ ≥ α we obtain better results. This can be seen in both
figures. In contrast to the classical regularization, here the tolerances do not allow the reconstruction
to rely solely on the reference solution.
The previous results were produced using the optimal regularization parameter for the generalized
Tikhonov functional J δα . However, we can also use the discrepancy principle directly for finding
the optimal regularization parameter for our functional J δα,ε, i.e., implementing the discrepancy
principle
G(uδα,ε) :=
∥∥Kuδα,ε − vδ∥∥ ≤ τδ, with uδα,ε := arg minJ δα,ε(u).
This is shown in Figure 11 where the discrepancy principle was used for finding the optimal
regularization parameter αopt = 0.6872 for τ = 4, ε = 0.5 and q = 2. In the right plot of the
figure we observe that indeed tolerances enhance the quality of our reconstruction. In Figure 12 we
compare the absolute error of the generalized Tikhonov minimizer and our solution with respect to
the ground truth and confirm that our approximation is closer to u†.
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Figure 9. Morozov’s discrepancy principle for δ = 0.1, τ = 2, ε = 0.4 and q = 2. On the left we
have the discrepancy values for different values of α and the one for αopt = 0.0063 (in green). On
the right we plot the reconstructed uδαopt,ε, u
δ
αopt
for αopt in comparison to u† and u∗.
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Figure 10. Absolute error of the reconstructions uδαopt,ε and u
δ
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shown in Figure 9.
In the left part of Figure 11, we also observe that the values of the discrepancy principle G(uδα,ε)
are not monotonically increasing as expected for linear operator problems. This means that the
existence of an optimal α satisfying the discrepancy principle might not be guaranteed [1]. This
phenomenon also indicates that τ should be larger than (here we chose τ = 4) so that the discrepancy
principle is surely satisfied. These are only some first results on how to choose the regularization
parameter when incorporating tolerances. Of course, other strategies can be considered such as a
relaxation of the discrepancy principle as proposed in [1, 28], a generalization of the L-curve [2] or
other heuristic rules that have been proposed in [20]. Therefore, this topic is still open for further
investigation.
5. Remarks on tolerances and sparsity
A question that arises naturally is whether sparse solutions can be promoted when tolerances are
incorporated in the regularization term. Sparsity constrained Tikhonov regularization is well-studied,
for example in [8] and [15], and often it is imposed with the use of a (weighted) `q-norm of the
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Figure 11. Morozov’s discrepancy principle for δ = 0.01, τ = 4, ε = 0.5 and q = 2. On the left
we have the discrepancy values for different values of α and the one for αopt = 0.6872 in green.
On the right we plot the reconstructed uδαopt,ε and u
δ
αopt
for αopt in comparison to u† and u∗.
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Figure 12. Absolute error of the reconstructions uδαopt,ε and u
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αopt
shown in Figure 11.
coefficients of u with respect to a given orthonormal basis for U . Here, we examine the possibility of
obtaining sparse solutions in our setting with tolerances, too.
The true solution u† of (1) is sparse if there exist only a finite number of non-zero coefficients
with respect to the chosen orthonormal basis. Following the classical approach for sparsity, we
consider an orthonormal basis {φi}i∈N ⊂ U and with coefficients cεi := 〈dε(u), φi〉 we define the
regularization functional
Rq,ε(u) =
∑
i∈N
|〈dε(u), φi〉|q for 1 ≤ q ≤ 2.
Assuming that the minimization of the generalized Tikhonov functional
J δα(u) =
∥∥F (u)− vδ∥∥p + α∑
i∈N
|〈u, φi〉|q (36)
yields a sparse regularized solution uδα, we investigate if the same is true for the functional
J δα,ε(u) =
∥∥F (u)− vδ∥∥p + α∑
i∈N
|〈dε(u), φi〉|q . (37)
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This, basically, means that we examine the connection between the coefficients ci := 〈u, φi〉 and
cεi = 〈dε(u), φi〉. Let us have a look at a coefficient cεi , it is given as
cεi = 〈dε(u), φi〉 =
{
〈|u| − ε, φi〉 |u| > ε
0 |u| ≤ ε
=

−(〈u, φi〉+ 〈ε, φi〉) u < −ε
0 |u| ≤ ε
〈u, φi〉 − 〈ε, φi〉 u > ε
=

−(ci + 〈ε, φi〉) u < −ε
0 |u| ≤ ε
ci − 〈ε, φi〉 u > ε
. (38)
Since u and dε(u) can be two functions that differ significantly based on the value of ε, they will
naturally have different coefficients as well. Therefore, we do not aim to compare the coefficient
values but to examine if the application of tolerances can additionally enhance sparsity. The sparsity
assumption on the coefficients ci is made to confirm if c
ε
i can be sparse or even, sparser. From the
expression in (38) it is easy to check that if a coefficient ci is zero, it is rather improbable that c
ε
i
will also be zero. For a function that is known to be sparse on the chosen basis, this means that
with the tolerance assumption the solution does not remain sparse.
With the above discussion, we conclude that when applying the tolerance function, sparsity is
lost as some of the initially inactive coefficients most likely are shifted away from zero. To illustrate
this effect, we present a simple example.
5.1. Example
We assume the function u(t) = sin(t) with t ∈ [−2pi, 2pi] and we consider the Fourier basis, which is
commonly used for the approximation of 2pi-periodic functions. We apply the ε-insensitive distance
on u and then compute the Fourier approximations of u and dε(u) using the Fourier series expansion.
Our aim is to examine the sparsity of the computed Fourier coefficients. In our example we use
a constant tolerance area around zero denoted by Tubeε(0) = {t ∈ [−2pi, 2pi] s.t. − ε ≤ y(t) ≤ ε}.
Moreover, we know that the Fourier approximation of the sine function has only one non-zero
coefficient, which is equal to 1.
In Figure 13a, we plot the graphs of u and dε(u) as well as the tolerance area which is shaded
in pink. We symbolize the Fourier approximations uˆ, dˆε(u) and denote their Fourier coefficients by
αn, βn and α
ε
n, β
ε
n, respectively. Figure 13b shows the computed Fourier coefficients using the first 20
terms in the Fourier series. The figure illustrates what was previously mentioned, namely, that the
approximation of the sine function has only one non-zero Fourier coefficient while for approximating
dε(u) there are more non-zero coefficients, which indicates that dε is not sparse in u.
The fact that the tolerance function is does not promote sparse reconstructions does not
necessarily mean that our approach cannot prove useful. Moreover, when sparsity is required one
can adopt an alternative approach by following the idea of the elastic net regularization, see for
instance [21, 31, 38]. By doing so, both tolerances and sparsity constraints can be taken into account
in the solution.
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Figure 13. The functions u and dε(u) plotted together with a constant tolerance area defined
for ε = 0.75 are shown in (a). The first 20 coefficients from the Fourier approximations of u and
dε(u) are shown in (b).
6. Conclusion
In this paper we discuss a modified Tikhonov functional with tolerances in the regularization term
that allow for small deviations to be included in the solution. The existence, stability and weak
convergence of minimizers for this functional is proved, as well as the well-posedness of minimizers
when the tolerances converge to zero, that is, when returning to the generalized Tikhonov approach.
In addition, we provide convergence rates of the minimizers in the Bregman distance.
The theoretical analysis is followed by numerical results on an academic example. These results
confirm that improved reconstructions are possible when tolerances are used in the regularization
term. We also discuss parameter choice rules that can be used in combination with the appropriate
tolerances for better fitting the true solution. As our approach is rather new, the parameter choice
rules need to be further investigated in order to clarify what best fits our framework.
Depending on the problem in hand, the structure of the solution may not need to be sparse. In
this case, our approach is valid as its well-posedness is proved. On the other hand, if sparsity is
required, we can still achieve it by introducing an `1-norm penalty term in our functional. This
approach is motivated by the elastic net regularization that has previously been used in [21, 31, 38].
In this work the authors use a second penalty term (in the `2-norm) to their sparsity-promoting
Tikhonov functional in order to guarantee stability. The idea of adapting our functional to the
elastic-net approach is a topic of further consideration and future work.
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