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Abstract
We consider the numerical discretization of singularly perturbed Volterra integro-di(erential equations (VIDE)
y′(t) = q1(t)− q2(t)y(t) +
∫ t
0
K(t; s)y(s) ds; t ∈ I := [0; T ];
y(0) = y0 (*)
and Volterra integral equations (VIE)
y(t) = g(t)−
∫ t
0
K(t; s)y(s) ds; t ∈ I (**)
by tension spline collocation methods in certain tension spline spaces, where  is a small parameter satisfying 0¡1,
and q1; q2; g and K are functions su;ciently smooth on their domains to ensure that Eqs. (∗) and (∗∗) posses a unique
solution.
We give an analysis of the global convergence properties of a new tension spline collocation solution for 0¡1
for singularly perturbed VIDE and VIE; thus, extending the existing theory for  = 1 to the singularly perturbed case.
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1. Introduction
A growing interest in Volterra integral and integro-di(erential equations involving small parameters
motivates this research. In the area of the numerical solution of the singularly perturbed boundary
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value problems for ordinary di(erential equations, one of the very successful approaches is to use
either exponentially Etted schemes or, alternatively, tension splines. These functions are piecewisely
in the space spanned by 1; x; exp(x); exp(−x). It is the latter approach that we consider in this
paper, combining the classical collocation method with some new results in the Eeld of tension
spline spaces. We show that by employing such techniques, it is possible to achieve convergence
orders like those in polynomial collocation methods.
Implicit Runge–Kutta methods were considered for singularly perturbed integro-di(erential–alge-
braic equations in [6] and for singularly perturbed integro-di(erential systems in [7]. It was supposed
that the initial value of the reduced equation lies on the smooth outer solution. Therefore, in [6,7]
the convergence of the implicit Runge–Kutta methods had been proved out of the boundary layer.
We do not have such assumptions and by our method one can End the solution in boundary layer
too. For small values of the perturbation parameter such results cannot be achieved by polynomial
methods, at least not on equidistant grids for the solution in the boundary layer. We do not go into
details of the numerical scheme, since it involves construction of local basis in tension spline spaces
and other items from the theory of Chebyshev systems, but we give suitable references instead.
Many important issues have not been discussed, like fully discretized schemes, non-linear kernels
and a lot of other problems. Some are only a matter of technique, while others are not so trivial.
There is an open problem of Ending Gauss related quadratures of higher order in tension spline
spaces, and also we do not have a completely numerical way to determine tension parameters, but
depend heavily on asymptotic expansions. Construction of higher order methods is still a matter of
research. However, it is our belief that this is a very powerful and competitive method, based on
simple ideas, which can be easily implemented.
In the section on tension splines we describe brieJy the Enite dimensional spaces used in the
collocation method. It is su;ciently self-contained as far as Volterra equations are concerned. Next,
in the section on quadrature formulL we describe what we know of the nodes and weights, which
will be important for determination of collocation parameters. The central part is the proof of the
collocation method by tension splines in the section on the collocation method; only exact collocation
is described, i.e., we assume that the integrals involved are known exactly. We end by showing how
the method works on some examples, and discuss a choice of tension parameters.
2. Tension splines
We shall concentrate on the collocation method for problems like (∗) and (∗∗). Though there are
other possible approaches (see [8]), it is our aim to show that for a suitable choice of the underlying
spline spaces it is possible to employ collocation for singularly perturbed problems in the same way
as polynomial collocation for regular problems. We begin by characterizing such spaces, which will
subsequently be referred to as spaces of tension splines.
For N ∈ N let N := {t(N )j : 0 = t(N )0 ¡t(N )1 ¡ · · ·¡t(N )N = T} be a partition of the interval [0; T ];
0 := [t0; t1]; n := [tn−1; tn]; n=1; : : : ; N−1 subintervals of the partition, and hn= tn+1− tn. The set of
the associated interior points of the partition N is denoted as ZN = {tn: n=1; : : : ; N − 1}. For such
a partition N and some positive real numbers p0; : : : ; pN−1 we can deEne di(erential operators as
M;Pu(t) :=
d2
dt2
u(t)− p
2
n
h2n
u(t) for t ∈ n; n= 0; 1; : : : ; N − 1;
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M˜;Pu(t) :=
h2n
p2n
d2
dt2
u(t)− u(t) for t ∈ n; n= 0; 1; : : : ; N − 1:
Next, for k ∈ N, let Mk;Pu :=M;Pu(k); the deEnition of the operators MN;P also holds for pi =0;
i = 0; : : : ; N − 1.
Denition 1. Positive real numbers pi are called tension parameters, and P := (p0; : : : ; pN−1) is the
tension vector.
We would like to deEne the space of tension splines as a possible generalization of the space of
polynomial splines. To this end, we consider a generalization of power functions deEned by certain
integral representations. We start by deEning the weight functions on each n, for l¿ 4; l ∈ N, by
w1; n(t) = 1; : : : ; wl−2; n(t) = 1;
wl−1; n(t) =
cosh((pn=hn)(t − tn))
coshpn
;
wl;n(t) =
1
coshpn cosh2(pn=hn(t − tn))
; for t ∈ n and pn ∈ R; pn ¿ 0: (1)
The above weights can be used to build the integral representation for a special extended complete
Chebyshev (ECC)-system [18] on each n, which we henceforth denote as Ul;n:
u1; n(t) = w1; n(t);
u2; n(t) = w1; n(t)
∫ t
a
w2; n(s2) ds2;
...
ul;n(t) = w1; n(t)
∫ t
a
w2; n(s2)
∫ s2
a
· · ·
∫ sl−1
a
wl;n(sl) dsm : : : ds2: (2)
Since each t ∈ n can be written as t = tn +  hn for some  ∈ [0; 1], upon integration in (2) it
follows, that the elements of Ul;n are, for l= 2k:
u1; n(tn +  hn) = 1;
u2; n(tn +  hn) = hn ;
...
ul−2; n(tn +  hn) =
(hn )l−3
(l− 3)! ;
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ul−1; n(tn +  hn) =
hl−2n
pl−2n coshpn
[
cosh(pn )−
k−2∑
i=0
(pn )2i
(2i)!
]
;
ul;n(tn +  hn) =
hl−1n
pl−1n cosh2 pn
[
sinh(pn )−
k−2∑
i=0
(pn )2i+1
(2i + 1)!
]
(3)
and for l= 2k + 1:
u1; n(tn +  hn) = 1;
u2; n(tn +  hn) = hn ;
...
ul−2; n(tn +  hn) =
(hn )l−3
(l− 3)! ;
ul−1; n(tn +  hn) =
hl−2n
pl−2n coshpn
[
sinh(pn )−
k−2∑
i=0
(pn )2i+1
(2i + 1)!
]
;
ul;n(tn +  hn) =
hl−1n
pl−1n cosh2 pn
[
cosh(pn )−
k−1∑
i=0
(pn )2i
(2i)!
]
: (4)
Denition 2. The ECC-system of n functions deEned by (3) for even, or by (4) for odd n, is called
the system of tension powers.
One easily veriEes that on n tension powers ui;n; i = 1; : : : ; l deEned by (3) or (4) belong to
the null-space of the di(erential operator M(l−2);P . Some similar systems have appeared previously in
di(erent settings of computer-aided geometric design [9], though normalized in a di(erent way. It
is also true that other integral representations can be associated with the same di(erential operator
[16,10], but we have found this one to be particularly useful in collocation.
Analogously, for y ∈ n there is a ! ∈ [0; 1] such that y = tn + !hn. We can deEne the Green’s
functions for such systems of tension powers to be zero if  ¡!, and, otherwise:
g1(tn +  hn; tn + !hn) = 1;
g2(tn +  hn; tn + !hn) = hn( − !);
...
gl−2(tn +  hn; tn + !hn) =
(hn( − !))l−3
(l− 3)! ;
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gl−1(tn +  hn; tn + !hn) =
hl−2n
pl−2n coshpn
×
[
cosh(pnhn )− cosh(pnhn!)
k−2∑
i=0
(pnhn( − !))2i
(2i)!
− sinh(pnhn!)
k−2∑
i=0
(pnhn( − !))2i+1
(2i + 1)!
]
;
gl(tn +  hn; tn + !hn) =
hl−1n
pl−1n cosh2 pn cosh(pnhn!)
×
[
sinh(pnhn( − !))−
k−2∑
i=0
(pnhn( − !))2i+1
(2i + 1)!
]
(5)
for l= 2k, and
g1(tn +  hn; tn + !hn) = 1;
g2(tn +  hn; tn + !hn) = hn( − !);
...
gl−2(tn +  hn; tn + !hn) =
(hn( − !))l−3
(l− 3)! ;
gl−1(tn +  hn; tn + !hn) =
hl−2n
pl−2n coshpn
×
[
sinh(pnhn )− sinh(pnhn!)
k−2∑
i=0
(pnhn( − !))2i+1
(2i + 1)!
− cosh(pnhn!)
k−1∑
i=0
(pnhn( − !))2i
(2i)!
]
;
gl(tn +  hn; tn + !hn) =
hl−1n
pl−1n cosh2 pn cosh(pnhn!)
×
[
cosh(pnhn( − !))−
k−1∑
i=0
(pnhn( − !))2i
(2i)!
]
(6)
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for l=2k+1. Chebyshev theory then tells us how to construct the generalized derivatives L1; : : : ; Lm
on n. The result is, that for su;ciently smooth f,
Lif(t) :=Dif(t); i = 0; 1; : : : ; m− 2;
Lm−1f(t) := coshpn
Dm−1f(t)− (pn=hn) sinh((pn=hn)(t − tn))Dm−2f(t)
cosh2((pn=hn)(t − tn))
;
Lmf(t) := cosh2 pn
(
D2 − p
2
n
h2n
)
Dm−2f(t): (7)
The reader may skip details from the constructive parts of the Chebyshev theory, since for our
purposes it is su;cient to state that derivatives (7) act on tension powers in such a way that
Ljui =wi(tn)%j; i−1 as can also be directly veriEed. By elementary calculus it is not di;cult to show
that in terms of the corresponding Green’s functions (5) and (6), we obtain the generalized Taylor
expansion in the standard way (as suggested also by the general theory [18, p. 364]):
f(tn +  hn) = L0f(tn)u1(tn +  hn) + L1f(tn)u2(tn +  hn) + · · ·+
Lm−1f(tn)um(tn +  hn) +
∫ tn+ hn
tn
gm(tn +  hn;y)Lmf(y) dy: (8)
Expansion (8) is an identity for functions f for which Lmf is integrable with respect to the appro-
priate weight functions (1).
Denition 3. Let d ∈ Z and m ∈ N such that −16 d6 m− 1. The space
T(d)m (ZN ) := {u | u(t)|t∈n := un(t) and M(m−1);P un = 0; n= 0; : : : ; N − 1;
u( j)n−1(tn) = u
( j)
n (tn) for j = 0; : : : ; d and tn ∈ ZN}
is the space of tension splines of order m+ 1 with defect % :=m− d.
If d=−1, the elements of the space T(−1)m (ZN ) can have jump discontinuities at tn ∈ ZN .
Denition 4. Let d ∈ Z and m ∈ N such that −1 6 d 6 m − 1, and let Pm denotes the space of
polynomials of order m + 1, that is, degree at most m. Then, the space of polynomial splines of
order m+ 1 with defect % :=m− d is deEned by
S(d)m := {u : I → R; u|n =: un ∈ Pm; u(()n−1(tn) = u(()n (tn); (= 0; : : : ; d}: (9)
It follows easily that for zero tension vectors T(d)m (ZN ) ≡ S(d)m (ZN ), whereas it is more di;cult
to show that for tension parameters tending to inEnity in a quite general way T(d)m (ZN ) approaches
S(d)m−2 (see [5] for the case m= 4).
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3. Collocation method
The general Volterra integro-di(erential equations can be written as
y′(t) = f(t; y(t)) +
∫ t
0
k(t; s; y(s)) ds; t ∈ I; (10)
y(0) = y0; (11)
where  is a known parameter; we are particularly interested in the case when 0¡1. Smoothness
assumptions on f and k imply existence of a unique solution of (10) for ¿ 0. It is assumed further
that there exists *1¿ 0 such that fy(t; y(t)) 6 −*1¡ 0 for all t ∈ I . For  = 0, we obtain from
(10) the reduced equation
0 = f(t; yr(t)) +
∫ t
0
k(t; s; yr(s)) ds; (12)
which is an implicit Volterra integral equation of the second kind. Henceforth, we will consider only
Eqs. (10) and (12) which are not consistent for t = 0, i.e., y(0) = yr(0). Eq. (10) is then called
singularly perturbed Volterra integro-di(erential equation. The inconsistency for t = 0 suggests the
existence of a boundary layer near t = 0, where the solution exhibits exponential behaviour.
Most of the following theory applies as well to the singularly perturbed Volterra integral equations
y(t) = g(t)−
∫ t
0
k(t; s; y(s)) ds; t ∈ I: (13)
For ¿ 0, Eq. (13) has a unique solution. If = 0, we obtain from (13) the reduced equation
0 = g(t)−
∫ t
0
k(t; s; yr(s)) ds: (14)
Eq. (14) is a Volterra integral equation of the Erst kind, and will possess a unique solution yr ∈
C([0; T ]) if
g(0) = 0 and *¿ 0 exists such that ky(t; t; yr)¿ * ∀t ∈ [0; T ]: (15)
The collocation method to be described is convergent both for regular and singularly perturbed
Volterra integro-di(erential and integral equations. The techniques are similar, but since for integro-
di(erential equations it is easier to End a good choice of tension parameters, we will skip integral
equations in the proofs, and concentrate on Eqs. (10) and (12).
A general methodology for deriving asymptotic expansion of the solution y of (10) and (13) is
developed in [1,2] in terms of . The existence of such an asymptotic expansion of the solution in
terms of  was proved in [17]. Cited references show us that the solution of (∗∗) can be written as
y(t) =
∞∑
n=0
n[vn(t) + zn()] t ∈ I; = t ; (16)
with the necessary assumption
lim
→∞ zj() = 0; j = 0; 1; 2; : : : : (17)
Since the non-linearity of the kernel does not play a signiEcant role in our considerations, and can
be dealt with by supposing some Lipshitz constraints on the kernel, we will only attempt to solve
the linear case of (10) given by (∗), where q2(t)¿ 0 for all t ∈ I .
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For simplicity, assume that N is the uniform partition of I , and that h is such that Nh = T .
The convergence of the method can also be proved under milder assumptions, like quasi-uniformity
of the partition. As  → 0 the solution of Eq. (∗) does not converge uniformly to the solution of
the reduced equation only in the region O() wide, and therefore it makes sense to approximate
the solution by tension splines with tension parameter p¿ 0 at 0, while at [t1; T ] we can use
tension splines with zero tension parameters, i.e., polynomial splines. This in fact does depend on
an interplay between h; p and , but is not a severe restriction, since one can use tension splines in
some neighbouring intervals as well, if  is larger. However, we are interested mainly in getting 
as small as possible, without making h smaller than the machine accuracy, and the above hypothesis
will signiEcantly simplify the notation used in proof of Theorem 5.
Let us call {cj(pn)} the set of collocation parameters if 0 6 c1(pn)¡ · · ·¡cm(pn) 6 1 for
all n = 0; : : : ; N − 1, and let XN := {tn; j := tn + cj(pn)h; j = 1; : : : ; m; n = 0; : : : ; N − 1} be the set of
collocation points. We want to End an approximation u ∈ T(0)m (ZN ) to the solution of (∗) in the
form
un(t) = 1n;0 +
m∑
l=1
1n;lu˜ n; l(t); t ∈ n; n= 0; : : : ; N − 1; (18)
where
u˜ n; l(t) =
∫ t
0
un;l(s) ds; l= 1; : : : ; m (19)
and the functions {un;l}ml=1; n = 0; : : : ; N − 1 are powers in tension (5). The collocation solution
u(t)|n := un(t) ∈ T(0)m (ZN ) is the exact solution of integro-di(erential equation on the set of collo-
cation points XN :
u′(tn; j) = q1;n; j − q2;n; ju(tn; j) +
∫ tn; j
0
Kn;j(s)u(s) ds; j = 1; : : : ; m; (20)
where we use the notation q1;n; j := q1(tn; j); q2;n; j := q2(tn; j) and Kn;j(·) :=K(tn; j; ·). Eq. (20) can then
be written in the form
u′(tn; j) = q1;n; j − q2;n; ju(tn; j) + Fn(tn; j) + h
∫ cj
0
Kn;j(tn + h()u(tn + h() d(; (21)
where
Fn(tn; j) := h
n−1∑
i=0
∫ 1
0
Kn;j(ti + h()u(ti + h() d(; j = 1; : : : ; m; (22)
n = 0; : : : ; N − 1. In general, the collocation parameters {cj(pn)} depend on the selection of ten-
sion parameters on each interval n, and are chosen in such a way that the quadrature formulL
have order of convergence not less than m, and integrate the functions from the space T(0)m (ZN )
exactly. This leads to a problem that is interesting in itself, namely, to End formulL of Gauss and
Gauss–Lobatto type for tension spline spaces. Since Ul;n are Chebyshev spaces and have an explicit
integral representation (2) such unique formulL exist [15]. This is not enough, since we need to
recalculate collocation parameters when  is changed and no tabulation is possible. Therefore, we
need an e;cient algorithm for calculating Gaussian points, that is, collocation parameters. Numeri-
cal experiments show that tension spline collocation methods are extremely sensitive to the choice
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of such parameters. We will not pursue this problem further, but only mention that for Gaussian
formulL of order up to eight we can End the four collocation parameters numerically achieving
machine accuracy for all tension parameters of interest, by exploiting semianalitic techniques, trans-
lation invariance [9], and known behaviour of tension powers for p → 0 and p → ∞ [5]. Some
special quadratures and integration error estimates are considered in the following section.
4. Quadrature formul 
We would like to deEne quadrature formulL which will be exact on spaces spanned by tension
powers (3). To this end, we consider quadrature formulL for functions f ∈ C[a; b] of the form
I(f) =
r∑
i=1
!if(ti); (23)
where the nodes a 6 t1(p)¡ · · ·¡tr(p) 6 b, and the weights !1(p); : : : ; !r(p) depend on the
tension parameters. The error function of the quadrature formula is deEned by
R(f) =
∫ b
a
f(s) ds− I(f): (24)
Given the existence of Gauss quadrature formulL for Chebyshev spaces in C[a; b], we skip a method-
ology for calculating quadrature weights and nodes, keeping in mind that for higher orders of
ECC-systems we have not yet resolved this issue completely. The quadrature formula can be deter-
mined by solving the non-linear system
k∑
i=1
!i(p)uj(ti(p)) =
∫ b
a
uj(t) dt; j = 1; : : : ; 2k: (25)
Specially for the ECC-system U2k , we have the system of non-linear equations
k∑
i=1
!i(p)t
j
i =


2
j + 1
for j = 0; 2; : : : ; 2k − 4;
0 for j = 1; 3; : : : ; 2k − 3;
k∑
i=1
!i(p)sinh(pti) = 0;
k∑
i=1
!i(p)cosh(pti) =
2
p
sinhp; (26)
possessing a unique solution [15, Theorem 5:9]. We want to bound the error of the quadrature
formula, and to do this, for all f ∈ C2k[a; b] we deEne the Hermite interpolation problem at the
nodes of the Gaussian quadrature:
u(i)(tj) = f(i)(tj); i = 0; 1; j = 1; : : : ; k: (27)
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There exists a unique solution u ∈ U2k in the ECC-space U2k(k ¿ 2) spanned by the ECC-system
U2k (5) to the interpolation problem (29) (this is in fact an alternative deEnition of ECC-spaces,
see [18,15]). Functions in U2k belong to the null-space of the operator
Lm := (D2 − p2)Dm−2; (28)
whence for p∞ we employ the Hermite interpolation bounds for L-splines ([18, Theorem 10:24])
‖f − u‖∞ 6 Ch2k‖L2kf‖∞: (29)
The same bound holds as tension parameter p→∞, [11]. The error of the Gauss quadrature formula
can be bounded by using the interpolation bound (29), and thus we have
Theorem 1. For f ∈ C2k[a; b] the error of the Gaussian quadrature (26); that integrates functions
in U2k exactly; can be estimated by
Rk(f)6 h2k+1C2k;0‖L2kf‖∞: (30)
Proof. Since Gauss formula is exact for all u ∈ U2k , we have by (29)
Rk(f) =
∣∣∣∣
∫ b
a
f(s) ds− I(u)
∣∣∣∣6
∫ b
a
|f(s)− u(s)| ds
6 h2k+1C2k;0‖L2kf‖∞: (31)
For f ∈ C2k−2[a; b] let us consider the Hermite interpolation problem in the nodes of the quadra-
ture formula (23) of order k, i.e., the formula which is exact for all f ∈ U2k−2(k ¿ 3):
u(t1) = f(t1); u(i)(tj) = f(i)(tj); i = 0; 1; j = 2; : : : ; k − 1; (32)
u(tk) = f(tk); where t1 = a; tk = b:
Interpolation problem (32) has a unique solution u ∈ U2k−2 by the same type of argument. The
elements spanned by the ECC-space U2k−2 belong to the null-space of the operator L2k−2 := (D2−
p2)D2k−4. Hence, for p∞ we use Hermite interpolation bounds for L-splines ([18, Theorem
10:24]), or else, for p→∞ the bound from [11], thus obtaining
‖f − u‖∞ 6 Ch2k−2‖L2k−2f‖∞: (33)
The error of the Gauss–Lobatto quadrature formula can be bounded by using the interpolation bound
(33) which results in the following theorem that can be proved in the same way.
Theorem 2. For f ∈ C2k−2[a; b] the error of the generalized Gauss–Lobatto quadrature formula,
that integrates functions from U2k−2 exactly, can be estimated by
Rk(f)6 h2k−1C2k−2;0‖L2k−2f‖∞: (34)
Properties of the Gauss–Lobatto quadratures depending on p follow easily from the asymptotics
for the elements of the ECC-system U2k−2. For p → 0 we obtain standard Gaussian formulL in a
straightforward way, whereas for p→∞ we have the following theorems:
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Theorem 3. Let Tti; i= 2; : : : ; k − 1; (k ¿ 2), be zeroes of P′k−1(t), where Pk−1 is k − 1st Legendre
polynomial. Then the Gaussian quadrature (23), that is exact on U2k , has the following asymptotic
properties:
lim
p→∞ t1(p) = a;
lim
p→∞ ti(p) =
b− a
2
Tti +
b+ a
2
; i = 2; : : : ; k − 1;
lim
p→∞ tk(p) = b;
lim
p→∞!i(p) =
b− a
k(k − 1) ; i ∈ {1; k};
lim
p→∞!i(p) =
b− a
k(k − 1)[Pk−1(Tti)]
2; i = 2; : : : ; k − 1: (35)
Proof. As in [5], we know that when p → ∞ dimension of the space spanned by tension powers
reduces by two, and that U2k ≡ P2k−2. Non-linear system (25) for U2k reduces thus to the Erst 2k−2
linearly independent equations, which is equivalent to the non-linear system obtained in deducing
the polynomial Gauss–Lobatto quadratures of order k deEned on [a; b]. Statement (35) then follows
since Gauss formula of this type is unique.
By modifying the proof slightly, we can also prove the following.
Theorem 4. Let Tti; i=2; : : : ; k − 1; (k ¿ 3) denote the zeros of the Legendre polynomial Pk−2(k).
Then, the weights and nodes of quadrature formula (23), exact on the space U2k−2, have the
following asymptotic properties:
lim
p→∞ t1(p) = a;
lim
p→∞ ti(p) =
b− a
2
Tti +
b+ a
2
; i = 2; : : : ; k − 1;
lim
p→∞ tk(p) = b;
lim
p→∞!i(p) = 0; i ∈ {1; k};
lim
p→∞!i(p) =
b− a
(1− Tti)2 [P
′
k−2(Tti)]
2; i = 2; : : : ; k − 1: (36)
5. Convergence of the exact collocation method
The following theorem establishes convergence rates for the tension spline collocation method.
The proof follows mainly the ideas by Brunner [4], combined with tension spline techniques used to
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solve boundary value problems for singularly perturbed ordinary di(erential equations [13,14], but
it contains a lot of new elements as well.
Theorem 5. Let q1; q2 in (∗) be of class Cm(I); q2(t)¿ 0, for all t ∈ I and let K ∈ Cm(S). Let
 := t=; M˜;z() := h2=p20(d
2=d2)z()−z(), where z denotes the inner solution of (∗) and suppose
that the tension vector satis<es ‖M˜(m−1); z‖6 e−p0 ; pi =0, for i=1; : : : ; N − 1. Then there exists
h¿ 0 for which the error e :=y − u of the collocation solution u ∈ T(0)m (ZN ); m ¿ 4, of Eq. (∗)
on [0; T ] satis<es:
‖e‖∞ 6 C0hm−1 and ‖e′‖∞ 6 C1hm−2; (37)
where C0 and C1 are positive constants independent of h. Error estimate (37) holds for every
choice of collocation parameters {cj(pn)}mj=1 chosen in such a way that the quadrature formul=,
possessing collocation parameters as nodes, are of order not less than m for all u ∈T(0)m (ZN ).
Proof. The smoothness hypotheses for g and K imply that for every ¿ 0, Eq. (∗) has a unique
solution y ∈ Cm+1(I). The solution of Eq. (∗) is of the form
y(t) = v(t) + z(); (38)
where z() is exponentially decaying. We will consider only even m¿ 4. Let us Erst prove inequality
(37) on the segment 0. Upon substitution, (38) takes the form
y( h) = v( h) + z
(
 h

)
;  h ∈ 0;  ∈ [0; 1]: (39)
By the smoothness argument, it follows that y can be expanded via generalized Taylor polynomial
(8) in the neighbourhood of t0 = 0:
v( h) = v(0) + · · ·+ v
(m−2)(0)
(m− 2)! ( h)
m−2 + Rv( h);
z
(
 h

)
= z(0) +
1

z′(0) h+ · · ·+ z
(m−2)(0)
m−2(m− 2)!( h)
m−2
+
1
m−1
z(m−1)(0)
hm−1
pm−10 chp0
(
sinh(p0 )−
m=2−2∑
i=0
(p0 )2i+1
(2i + 1)!
)
+
1
m
z(m)(0)
hm
pm0 cosh
2p0
(
cosh(p0 )−
m=2−1∑
i=0
(p0 )2i
(2i)!
)
+ Rz
(
 h

)
: (40)
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The remainder terms are
Rv( h) = hm−1
∫  
0
( − ()m−2 v
(m−1)((h)
(m− 2)! d(;
Rz
(
 h

)
=
hm−1
pm−20
∫  
0
(
cosh(p0( − ())−
m=2−1∑
i=0
(p0( − ())2i
(2i)!
)
M˜
(m−1)
; z
(
(h

)
d(; (41)
where
M˜
(m−1)
; z = M˜;
(
dm−1
dm−1
z
)
: (42)
The derivative of the solution y′
y′( h) = v′( h) +
1

z′
(
 h

)
;  h ∈ 0;  ∈ [0; 1] (43)
is analogously expanded in the generalized Taylor series, and we get
v′( h) = v′(0) + · · ·+ v
(m−2)(0)
(m− 3)! ( h)
m−3 + R′v( h);
z′
(
 h

)
= z′(0) +
1

z′′(0) h+ · · ·+ z
(m−2)(0)
m−3(m− 3)!( h)
m−3
+
1
m−2
z(m−1)(0)
hm−2
pm−20 coshp0
(
cosh(p0 )−
m=2−2∑
i=0
(p0 )2i
(2i)!
)
+
1
m−1
z(m)(0)
hm−1
pm−10 cosh
2p0
(
sinh(p0 )−
m=2−2∑
i=0
(p0 )2i+1
(2i + 1)!
)
+ R′z
(
 h

)
; (44)
where the remainder terms are
R′v( h) = h
m−2
∫  
0
( − ()m−3 v
(m−1)((h)
(m− 3)! d(;
R′z
(
 h

)
=
hm−2
pm−30
∫  
0
(
sinh(p0( − ())−
m=2−2∑
i=0
(p0( − ())2i+1
(2i + 1)!
)
M˜
(m−1)
; z
(
(h

)
d(: (45)
Assumption ‖M˜(m−1); z‖ 6 e−p0 implies that |coshp0 −
∑m=2−1
i=0 p
2i
0 =(2i)!| · ‖M˜
(m−1)
; z‖ 6  and
|sinhp0−
∑m=2−2
i=0 p
2i+1
0 =(2i+1)!| · ‖M˜
(m−1)
; z‖6 . This bounds, when used in (41) and (45), imply
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that ∣∣∣∣Rz
(
 h

)∣∣∣∣6 hm−1pm−20  6 C01hm−1;∣∣∣∣R′z
(
 h

)∣∣∣∣6 hm−2pm−30  6 C11hm−2:
For functions v and v′ smooth enough, we can estimate the remainders of Taylor polynomials:
|Rv|6 C00hm−1;
|R′v|6 C10hm−2:
Let
R( h) :=Rv( h) + Rz
(
 h

)
and R′( h) :=R′v( h) + R
′
z
(
 h

)
and let us denote the error and its derivative by
e( h) = y( h)− u( h);
e′( h) = y′( h)− u′( h):
Taylor expansions of y and y′ imply that
e( h) = hq
[
80;0 +
m∑
l=1
80l˜u 0; l( ) + h
m−1−qR( )
]
; (46)
e′( h) = hq−1
[
m∑
l=1
80; l˜u 0; l( ) + h
m−1−qR′( )
]
; (47)
where
hq80;0 = y(0)− u(0) = 0;
hq80; l = v(l)(0)− 10; l + z(l) (0); l= 1; : : : ; m− 2;
hq80;m−1 =−10;m−1 + z(m−1) (0);
hq80;m =− 10;mcoshp0 + z
(m)
 (0);
hlu˜ l( ) = u˜ l( h); l= 1; : : : ; m;
hl−1u˜ l( ) = u˜ l( h); l= 1; : : : ; m;
hm−1R( ) = Rv( h) + Rz
(
 h

)
;
hm−2R′( ) = R′v( h) + R
′
z
(
 h

)
:
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If we subtract the collocation equation (20) from the integro-di(erential equation (∗), then, for
q= m− 2, from (46) and (47) we get
m∑
l=1
[
u 0; l(cj) + hq2;0; ju˜ 0; l(cj)− h2
∫ cj
0
K0; j(h()˜u 0; l(() d(
]
80; l = hr0; j ;
r0; j =−R′(cj)− hq2;0; jR(cj) + h2
∫ cj
0
K0; j(h()R(() d(; j = 1; : : : ; m: (48)
In order to make the analysis of the system of equations (48) more transparent, we introduce the
following matrices and vectors:
V := (u 0; l(cj)); V1 := (q2;0; ju˜ 0; l(cj))
V2 :=
(∫ cj
0
K0; ju˜ 0; l(() d(
)
; l; j = 1; : : : ; m;
8 := (80;1; : : : ; 80;m); r := (r(c1); : : : ; r(cm)): (49)
Eqs. (48) can be put to the matrix form:
(V + hV1 − h2V2)8 = hr: (50)
Matrices V; V1 and V2 are regular, because the columns of the matrices are the basis functions of an
ECC-system. By the assumption ¡h, and taking into account the regularity of V1, we conclude by
the standard Neumann argument that there exists h¿ 0 for which the matrix h(V1 + (=h)V − hV2)
is regular. Hence, we have
‖8‖1 6 hC‖r‖1: (51)
Eqs. (46) and (47), together with (51), imply that the orders of the error and its derivative are
‖e‖∞ 6 C0hm−1; ‖e′‖∞ 6 C1hm−2:
The tension parameters on [t1; T ] are zero, and therefore the tension splines are polynomial splines
belonging to S(0)m (ZN ). But then it follows that the order of convergence in m (see [4]), since the
solution is dominated by the smooth outer solution, or else we can reapply the above arguments
on the following intervals with di(erent tension parameters, until e(ect of the boundary layer is
unsigniEcant. This discussion is somewhat technical in nature and will be omitted here. The order
of the method will be the minimum of the order on the Erst few intervals, and the order of the
polynomial spline collocation method, as follows easily by the well-known techniques. In the same
way we can prove the theorem if m¿ 4 is odd.
If we consider linear singularly perturbed Volterra integral equations (∗∗), then we can deEne its
collocation solution u ∈T(−1)m−1(ZN ) as a solution of the equations
u(tn; j) = g(tn; j)−
∫ tn; j
0
Kn;j(s)u(s) ds; j = 1; : : : ; m: (52)
We will not go into details, but it is not di;cult to modify the proof of Theorem 5 slightly, and
prove
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Theorem 6. Let g ∈ Cm(I); K ∈ Cm(S). Let M˜(m−2); be de<ned as in Theorem 5, and let the vector
of tension parameters P be de<ned in such a way that ‖M˜(m−2); z‖ 6 e−p0 , where z denotes the
inner solution of (∗∗) and pi = 0; i = 1; : : : ; N − 1. Then, there exists h¿ 0; for which the error
e :=y − u; of the collocation solution u ∈T(−1)m−1(ZN )(m¿ 4) of Eq. (52) on [0; T ] satis<es
‖e‖∞ 6 C0hm−2; (53)
where C0 is a positive constant independent of h: Error estimate (53) holds for every choice of
collocation parameters {cj(pn)}mj=1 chosen in such a way that the quadrature formul=; possessing
collocation parameters as nodes; are of order not less than m for all u ∈T(−1)m−1(ZN ).
Singularly perturbed Volterra integral and integro-di(erential equations can be fully discretized by
intepolatory quadrature formulL for ECC-spaces, but the analysis is somewhat technical in nature,
and the result is similar to the one already known from the theory of polynomial collocation [3,4].
Finally, we note that, generally, we have not resolved the question of choice of tension parameters,
which is an open problem. For DVIDE that can be converted into di(erential equations (at least
formally) the choice in [12] is adequate, but this is a rare case. Some possibilities are discussed in
the next section.
6. Numerical examples
We begin by considering a singularly perturbed linear VIE (∗). There is an interesting case
described below (though not very common in practice), in which we can determine the tension
parameter in Theorem 6 exactly, and that is the case when the kernel K is a polynomial of order
n− 1 in either t or s:
K(t; s) =
n−1∑
i=0
ai(t)
i!
(t − s)i or
K(t; s) =
n−1∑
i=0
bi(s)
i!
(t − s)i; (54)
where are ai; bi ∈ C[0; T ]; i = 0; : : : ; n− 1. We also suppose that the functions g and K satisfy the
assumptions of Theorem 6.
The following Lemma is easily proved by standard analytic methods for Volterra integral equations.
Lemma 1. Suppose that the kernel of the linear VIE is a polynomial of order n− 1 in either t or
s given by (54): Let the function f(t; s) be a solution of the di?erential equation

dnf
dtn
(t; s) +
n∑
i=1
ai−1(t)
dn−if
dtn−i
(t; s) = 0 (55)
V. Horvat, M. Rogina / Journal of Computational and Applied Mathematics 140 (2002) 381–402 397
or

dnf
dsn
(t; s)−
n∑
i=1
bi−1(s)
dn−if
dsn−i
(t; s) = 0; (56)
respectively; satisfying the initial conditions
f|t=s = dfdt |t=s = · · ·=
dn−2f
dtn−2
|t=s = 0 and d
n−1f
dtn−1
|t=s = 1:
Then; the resolvent kernel of the Eq. (∗) is
R(t; s) =−d
nf
dtn
(t; s) or R(t; s) = 
dnf
dsn
(t; s);
respectively.
Let ; be the set of the real zeroes of the characteristic equation of (55) or (56). The tension
parameter on 0 can be determined by the formula
p0 := h
∣∣∣∣ mini∈{i: <i∈;} {<i}
∣∣∣∣ : (57)
We leave the proof to the reader. The singularly perturbed linear VIDE of form (∗) where the
kernel K is a polynomial as in (54), q1; q2 and K satisfying the assumptions of Theorem 5, can be
transformed into VIE, and then we can choose the tension parameter as in (57).
For general kernels one should utilize the asymptotic expansion of the solution in terms of . We
can write both, VIE’s and VIDE’s, in the form
[a()y′(t) + b()y(t)] = g(t) +
∫ t
0
K(t; s)y(s) ds (58)
and assume that an asymptotic expansion of the solution exists in the form
y(t) =
∞∑
i=0
[vi(t) + zi()]i;
where are = t= and lim→∞ zi() = 0 for all i= 0; 1; : : : : To determine the coe;cient of 0 in the
asymptotic expansion, we have
0 = g(t) +
∫ t
0
K(t; s)v0(s) ds:
If a= 0 and b = 0, we have
v0(0) + z0() = g˜() +
∫ 
0
K˜(t; )[v0(0) + z0()] d;
where
K˜(; )[v0(0) + z0()] = lim
→0
1
b()
K(; )[v0() + z0()] d;
g˜() = lim
→0
g()
b()
:
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If a = 0 and b= 0, then
z′0() = g˜() +
∫ 
0
K˜(; )[v0(0) + z0()] d;
with the initial conditions z0(0) = y0 − v0(0), where
K˜(; )[v0(0) + z0()] = lim
→0

a()
K(; )[v0() + z0()] d;
g˜() = lim
→0
g()
a()
:
Once we have determined the functions v0 and z0, we can determine the coe;cient of 1 in the
asymptotic expansion. The function z0 is exponentially decaying, and, without loss of generality, can
be represented in the form z0()=c0e−c1, where c0 = 0 and c1¿ 0. Therefore, the tension parameter
p0 can be approximated by
p0 :=
hc1

:
Theoretically, if the approximated tension parameter is not adequate, we can calculate the coe;-
cient of the next term in the asymptotic expansion of the inner solution. Then, after determining
the parameter of the exponential function e−c; c¿ 0, which is a good approximation to the linear
combination z0() + z1(), the tension parameter could be p0 := hc=. We also note that functions
q1; q2 and g can implicitly depend on .
To support the convergence analysis we give examples of VIDE and VIE possessing solutions in
a closed form, and demonstrate errors and convergence orders of the collocation solution.
Example 1. The Volterra integro-di(erential equation
y′(t) = (1 + )e−1 − − y(t) +
∫ t
0
(1 + )y(s) ds;
with the initial condition y(0) = 1 + e−1.
The solution is y(t) = et−1 + e−t=(1+), while the corresponding reduced equation is yr(t) = e−1 +∫ t
0 yr(s) ds. The solution of the reduced equation is e
t−1, and yr(0) = e−1 = y(0).
Example 2. The Volterra integral equation
y(t) = sin t −
∫ t
0
y(s) ds:
The solution is y(t) = 1=(1 + 2)[cos t +  sin t − e−t=], with the corresponding reduced equation
sin t − ∫ t0 yr(s) ds= 0. The solution of the reduced equation is yr(t) = cos t.
The collocation solutions of the equations in Examples 1 and 2 are in the spaces T(0)4 (ZN ) and
T
(−1)
3 (ZN ), respectively. The B-spline representation of the solution has been heavily exploited in
the construction of collocation matrices, but we do not want to go into details here; a hint of how
V. Horvat, M. Rogina / Journal of Computational and Applied Mathematics 140 (2002) 381–402 399
Table 1
Convergence orders for the derivative of the solution to the model integro-di(erential equation by collocating tension
splines with Gauss2 collocation points
k( = 2−k)
2n 6 7 8 9 10 11 12 13 14 15
4 3.00 2.45 2.02 1.87 2.25 2.24 2.17 2.11 2.08 2.05
8 1.92 3.06 2.52 2.09 1.94 2.30 2.30 2.22 2.17 2.14
16 2.72 1.95 3.10 2.56 2.12 1.98 2.32 2.33 2.25 2.20
32 3.17 2.73 1.96 1.88 2.57 2.14 2.00 2.33 2.35 2.27
64 3.56 3.17 2.73 1.97 1.21 2.58 2.15 2.01 2.34 2.35
128 3.77 3.56 3.17 2.73 1.97 1.23 2.59 2.15 2.01 2.34
256 3.89 3.78 3.56 3.17 2.73 1.97 1.24 2.59 2.16 2.01
512 3.94 3.89 3.78 3.56 3.17 2.73 1.98 1.24 2.59 2.16
1024 3.97 3.94 3.89 3.78 3.56 3.17 2.73 1.98 1.24 2.59
Table 2
Convergence orders for the solution of the model integro-di(erential equation by collocating tension splines with Gauss2
collocation points
k ( = 2−k)
2n 6 7 8 9 10 11 12 13 14 15
4 3.78 3.38 3.15 3.03 3.06 3.23 3.12 3.05 3.01 2.98
8 2.84 3.85 3.43 3.22 3.10 3.17 3.32 3.22 3.15 3.10
16 3.50 2.84 3.88 3.46 3.25 3.13 3.29 3.34 3.26 3.20
32 4.15 3.51 2.85 2.50 3.48 3.27 3.15 3.34 3.36 3.28
64 4.36 4.16 3.51 2.85 2.04 3.49 3.27 3.16 3.37 3.36
128 4.16 4.36 4.16 3.51 2.85 2.06 3.49 3.28 3.16 3.38
256 4.08 4.16 4.36 4.16 3.51 2.85 2.07 3.49 3.28 3.16
512 4.04 4.08 4.16 4.36 4.16 3.51 2.85 2.07 3.50 3.28
1024 4.02 4.04 4.08 4.16 4.36 4.16 3.51 2.85 2.07 3.50
to calculate with basis of splines in tension with compact support e;ciently, for all tension vectors,
can be found in [16]. Details of the construction can be found in [9].
We have used three choices of collocation parameters, referred to as Gauss2, Gauss4 and Lobatto4.
The Gauss2 collocation parameters c1 = 0; c4 = 1, and c2(p); c3(p) are obtained as the nodes of
the generalized Gauss quadrature formula (shifted on [0; 1]) of order 2. The collocation parameters
Gauss4 and Lobatto4 are the nodes of the corresponding generalized Gauss and Gauss–Lobatto
quadrature formulae (shifted on [0; 1]) of order 4 (Tables 1–3).
For h¿, the tension parameter p0 in the Examples 1 and 2 is
p0 :=
h

1 +
√
1 + 4(1 + )
2
(59)
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Table 3
Convergence orders for the solution of the model integral equation by collocating tension splines with Gauss2 collocation
points
k ( = 2−k)
2n 6 7 8 9 10 11 12 13 14 15
4 3.12 2.58 2.15 2.01 2.34 2.37 2.30 2.24 2.21 2.18
8 3.62 3.13 2.59 2.16 2.01 2.34 2.36 2.29 2.23 2.20
16 2.73 3.52 3.13 2.59 2.16 2.01 2.35 2.36 2.28 2.23
32 3.17 2.73 1.98 3.13 2.59 2.16 2.01 2.35 2.36 2.28
64 3.56 3.17 2.73 1.98 3.13 2.59 2.16 2.01 2.35 2.36
128 3.78 3.56 3.17 2.73 1.98 3.13 2.59 2.16 2.01 2.35
256 3.89 3.78 3.56 3.17 2.73 1.98 3.13 2.59 2.16 2.01
512 3.94 3.89 3.78 3.56 3.17 2.73 1.98 3.13 2.59 2.16
1024 3.97 3.94 3.89 3.78 3.56 3.17 2.73 1.98 2.24 2.59
Fig. 1. Collocation error for the model integral equation in the logarithmic scale, depending on the number of knots
(N = 2n + 1);  = 2−12.
and
p0 :=
h

; (60)
respectively. For h6  we have set p0 = 0. The special choice (59) is motivated in [14]. We have
not considered superconvergence phenomena. Numerical tests show superconvergence not to be an
important issue for smaller  (see Figs. 1–3).
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Fig. 2. Collocation error for the derivative of the solution to the model integro-di(erential equation in the logarithmic
scale, depending on the number of knots (N = 2n + 1);  = 2−12.
Fig. 3. Collocation error for the derivative of the solution to the model integro-di(erential equation in the logarithmic
scale, depending on the number of knots (N = 2n + 1);  = 2−12.
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