Maximally recoverable codes are a class of codes which recover from all potentially recoverable erasure patterns given the locality constraints of the code. In earlier works, these codes have been studied in the context of codes with locality. The notion of locality has been extended to hierarchical locality, which allows for locality to gradually increase in levels with the increase in the number of erasures. We consider the locality constraints imposed by codes with two-level hierarchical locality and define maximally recoverable codes with data-local and local hierarchical locality. We derive certain properties related to their punctured codes and minimum distance. We give a procedure to construct hierarchical data-local MRCs from hierarchical local MRCs. We provide a construction of hierarchical local MRCs for all parameters. For the case of one global parity, we provide a different construction of hierarchical local MRC over a lower field size.
I. INTRODUCTION
With application to distributed storage systems, the notion of locality of a code was introduced in [1] , which enables efficient node repair in case of single node failures (node failures modelled as erasures) by contacting fewer nodes than the conventional erasure codes based on maximum distance separable (MDS) codes. An extension to handle multiple erasures has been studied in [2] . A code symbol is said to have (r, δ) locality if there exists a punctured code C i such that c i ∈ Supp(C i ) and the following conditions hold, 1) |Supp(C i )| ≤ r + δ − 1 and, 2) d min (C i ) ≥ δ An [n, k, d min ] code is said to have (r, δ) information locality, if k data symbols have (r, δ) locality and it is said to have all-symbol locality if all the n code symbols have (r, δ) locality. An upper bound on the minimum distance of a code with (r, δ) information locality is given by
A. Maximally Recoverable Codes with Locality
Maximally recoverable codes (MRC) are a class of codes which recover from all information theoretically recoverable erasure patterns given the locality constraints of the code. Maximally recoverable codes with locality have been defined for the case of δ = 2 in [3] . We extend the definitions here for the general δ.
Definition 1 (Data Local Maximally Recoverable Code).
Let C be a systematic [n, k, d min ] code. We say that C is [k, r, h, δ] data-local MRC is optimum with respect to minimum distance bound in (1) . The minimum distance of a [k, r, h, δ] data-local MRC is given by d min = h + δ + 1. [k, r, h, δ] local MRC is optimum with respect to minimum distance bound in (1) . The minimum distance of a [k, r, h, δ] local MRC is given by
Maximally recoverable codes with locality for the case of general δ are known in literature as Partial-MDS codes (PMDS) codes. MRCs have been studied in the context of distributed storage systems and PMDS codes in the context of solid state drives (SSD) [4] . Constructions of PMDS codes with two and three global parities have been discussed in [5] , [6] . A general construction of PMDS codes based on linearized polynomials has been provided in [7] . An improved construction of PMDS codes for all parameters over small field sizes (O(max{ k+h r , (r + δ) δ+h } h )) has been presented in [8] . Constructions of MRCs with field size O(( k+h r ) r ) have been presented in [12] . Construction of MRCs (δ = 2) over small field sizes have been investigated in [9] , [10] .
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B. Codes with Hierarchical Locality
The concept of locality has been extended to hierarchical locality in [11] . In the case of (r, δ) locality, if there are more than δ erasures, then the code offers no locality. In the case of codes with hierarchical locality, the locality constraints are such that with the increase in the number of erasures, the locality increases in steps. The following is the definition of code with two-level hierarchical locality.
Definition 3. An [n, k, d min ] linear code C is a code with hierarchical locality having parameters [(r 1 , δ 1 ), (r 2 , δ 2 )] if for every symbol c i , 1 ≤ i ≤ n, there exists a punctured code C i such that c i ∈ Supp(C i ) and the following conditions hold,
An upper bound on the minimum distance of a code with two-level hierarchical locality is given by
C. Our Contributions
In this work, we consider the locality constraints imposed by codes with two-level hierarchical locality and define maximally recoverable codes with data-local and local hierarchical locality. We prove that certain punctured codes of these codes are data-local/local MRCs. We derive the minimum distance of hierarchical data-local MRCs. We give a procedure to construct hierarchical data-local MRCs from hierarchical local MRCs. We provide a construction of hierarchical local MRCs for all parameters. For the case of one global parity, we provide a different construction of hierarchical local MRC over a lower field size. , H| E is the m × |E| matrix formed by restricting H to columns indexed by E. In several definitions to follow, we implicitly assume certain divisibility conditions which will be clear from the context.
D. Notation

II. MAXIMALLY RECOVERABLE CODES WITH HIERARCHICAL LOCALITY
In this section, we define hierarchical data-local and local MRCs and illustrate the definitions through an example. We describe these codes via their parity check matrices instead of generator matrices (data local and local MRCs were defined by their generator matrices).
Definition 4 (Hierarchical Data Local Code). We define a [k, r 1 , r 2 , h 1 , h 2 , δ] hierarchical data local (HDL) code of length n = k + h 1 + k r1 (h 2 + r1 r2 δ) as follows: • The code symbols c 1 , . . . , c n satisfy h 1 global parities given by n j=1 u ( ) j c j = 0, 1 ≤ ≤ h 1 .
• The first n − h 1 code symbols are partitioned into t 1 = k r1 groups A i , 1 ≤ i ≤ t 1 such that |A i | = r 1 + h 2 + r1 r2 δ = n 1 . The code symbols in the i th group, 1 ≤ i ≤ t 1 satisfy the following h 2 mid-level parities In an independent parallel work [12] , a class of MRCs known as multi-layer MRCs have been introduced. We would like to note that hierarchical local MRCs (given in Definition 7) form a subclass of these multi-layer MRCs.
Example 1. We demonstrate the structure of the parity check matrix for an [k = 5,
The parity check matrix of the code is given below:
i, 8 and P = u
III. PROPERTIES OF MRC WITH HIERARCHICAL LOCALITY
In this section, we will derive two properties of MRC with hierarchical locality. We will show that the middle codes of a HDL/HL-MRC have to be data-local and local MRC respectively. Also, we derive the minimum distance of HDL MRC.
Proof. Suppose not. This means that for some i, the middle code C Ai is not a [r 1 , r 2 , h 2 , δ] data-local MRC. By the definition of data-local MRC, we have that there exists a set
We can extend the set E to obtain a set E ⊂ [n], |E| = k+h 1 which satisfies the conditions in the definition of HDL-MRC. The resulting punctured code C E cannot be MDS since there exists an
Proof. Proof is similar to the proof of Lemma III.1.
A. Minimum Distance of HDL-MRC
Proof. Based on the definition of HDL-MRC, it can be seen that the [k, r 1 , r 2 , h 1 , h 2 , δ] HDL-MRC is a code with hierarchical locality as per Definition 3 with k, r 1 , r 2 being the same, 
B. Deriving HDL-MRC from HL-MRC
In this section, we give a method to derive any HDL-MRC from a HL-MRC. Assume an [k, r 1 , r 2 , h 1 , h 2 , δ] HL-MRC C. Consider a particular set E of k + h 1 symbols satisfying the conditions given in Definition 7. We will refer to the elements of set E as "primary symbols". By the definition of HL-MRC, the code C when punctured to E results in a [k + h 1 , k, h 1 + 1] MDS code. Hence, any k subset of E forms an information set. We will refer to the first k symbols of E as "data symbols" and the rest h 1 symbols as global parities. The symbols in [n] \ E will be referred to as parity symbols (mid-level parities and local parities) and it can be observed that the parity symbols can be obtained as linear combinations of data symbols.
, drop all the parity symbols, including h 2 mid-level parities per A i as well as the δ local parities per B i,s ⊂ A i . As a result, we would be left with h 1 "primary symbols" in the local groups A i , k r1 < i ≤ k+h1 r1 . These form the global parities of the HDL-MRC. This step ensures that mid-level and local parities formed from global parities are dropped. 
+1 and recalculate all the parities (local, mid-level and global) by setting these data symbols as zero in the linear combinations. This results in an [ k r1 r 1 , r 1 , r 2 , h 1 , h 2 , δ] HDL-MRC. For the case of r 2 h 2 , HDL-MRC can be derived from HL-MRC using similar techniques as above. Hence, in the rest of the paper, we will discuss the construction of HL-MRC.
IV. GENERAL CONSTRUCTION OF HL-MRC
In this section, we will present a general construction of [k, r 1 , r 2 , h 1 , h 2 , δ] HL-MRC. First, we will provide the structure of the code and then derive necessary and sufficient conditions for the code to be HL-MRC. Finally, we will apply a known result of BCH codes to complete the construction.
Lemma IV.1. Let F q t be an extension of F q . Let a 1 , a 2 , . . . , a n be elements of F q t . The following matrix Proof. Directly follows from Lemma 3 in [8] .
Construction IV.2. The structure of the parity check matrix(H) of a [k, r 1 , r 2 , h 1 , h 2 , δ] HL-MRC is given by
Assume q to be a prime power such that q ≥ n, F q m 1 be an extension field of F q and F q m is an extension field of F q m 1 , where m 1 | m.
In this case, the construction is given by the following.
where β ∈ F q is a primitive element.
A (δ, h 2 ) erasure pattern is defined by the following two sets:
∆ is a three dimensional array of indices with the first dimension i indexing the middle code and hence 1 ≤ i ≤ t 1 , the second dimension s indexing the local code and hence 1 ≤ s ≤ t 2 . The third dimension j varies from 1 to δ and used to index the δ coordinates which are erased in the (i, s) th group. Let e ∈ [n] denote the actual index of the erased coordinate in the code and e ∈ B i,s , then we set ∆ i,s,j = (e mod n 2 )+1. ∆ i,s is used to denote the vector of δ coordinates which are erased in the (i, s) th group.∆ i,s is used to denote the complement of ∆ i,s in the set [n 2 ].
Γ is a two dimensional array of indices with the first dimension i indexing the middle code and hence 1 ≤ i ≤ t 1 . The second dimension j varies from 1 to h 2 and used to index the additional h 2 coordinates which are erased in the i th group. Let e ∈ [n] denote the actual index of the erased coordinate in the code and e ∈ A i , then we set Γ i,j = (e mod n 1 ) + 1. Γ i is used to denote the vector of h 2 coordinates which are erased in the i th group.Γ i is used to denote the complement of Γ i in the set [n 1 ] \ (∪ t2 s=1 ∆ i,s ). We define some matrices and sets based on the parameters of the construction, which will be useful in proving the subsequent necessary and sufficient condition for the construction to be HL-MRC. Here, α s,∆i,s denotes the set {α s,j | j ∈ ∆ i,s }.
The above equalities follow by noting that the ∪ t2 s=1∆ i,s = Γ i ∪Γ i . We will refer to the elements in Ψ i,Γi by {ψ i,1 , . . . , ψ i,h2 } and those in Ψ i,Γi by {ψ i,h2+1 , . . . , ψ i,r1+h2 }. Consider the following matrix based on the elements of Ψ i ,
And
Theorem IV.3. The code described in Construction IV.2 is a [k, r 1 , r 2 , h 1 , h 2 , δ] HL-MRC only if, for any (δ, h 2 ) erasure pattern, each
Proof. By Lemma III.2, we have that C is a HL-MRC only if the C| Ai is a [r 1 , r 2 , h 2 , δ] local MRC. By the definition of local MRC, a code is a [r 1 , r 2 , h 2 , δ] local MRC, if after puncturing δ coordinates in each of the r1+h2 r2 local groups, the resultant code is [r 1 + h 2 , r 1 , h 2 + 1] MDS code.
The puncturing on a set of coordinates in the code is equivalent to shortening on the same set of coordinates in the dual code. Shortening on a set of coordinates in the dual code can be performed by zeroing the corresponding coordinates in the parity check matrix by row reduction. To prove that C| Ai is a [r 1 , r 2 , h 2 , δ] local MRC, we need to show that certain punctured codes are MDS (Definition 2). We will equivalently that the shortened codes of the dual code are MDS.
Consider the coordinates corresponding to (i, s) th group in the parity check matrix. The sub-matrix of interest in this case is the following: 
Where α q s,∆i,s is the vector obtained by taking q th power of each element in the vector. Applying row reduction to the above matrix, we have 
Note that L i,s can be pushed into the power of q since the elements of L i,s are in F q . After row reducing δ coordinates from each of the r1+h2 r2 local groups in A i , the resultant parity check matrix is F i . Applying Lemma IV.1, F i forms the generator matrix of an MDS code if and only if the set Ψ i is h 2 -wise independent over F q . The shortening of the code above is applicable to mid-level parities. Now, we will apply similar shortening in two steps to global parities. The sub-matrix of interest in this case is the following: 
Applying row reduction to the above matrix, we have 
To apply row reduction again, we consider the following sub-matrix obtained by deleting the zero columns and aggregating the non-zero columns from the r1+h2 r2 groups,
Applying row reduction to the above matrix, we have
Note that Z i can be pushed into the power of q m1 since the elements of Z i are in F q m 1 . Applying Lemma IV.1, the row reduced matrix above forms the generator matrix of an MDS code if and only if the set Θ is h 1 -wise independent over F q m 1 .
Lemma IV.4. For any (δ, h 2 ) erasure pattern,
Proof. Since the size of matrix L i,s is δ × (n 2 − δ), each element of Ψ i can be a F q -linear combination of atmost δ + 1 different α s,j . Consider F q -linear combination of h 2 elements in Ψ i . The linear combination will have at most (δ + 1)h 2 different α s,j . Thus, if the set {α s,j } is (δ + 1)h 2wise independent over F q , then Ψ i is h 2 -wise independent over F q . To prove the second part, we note that each element of Φ i is a linear combination of at most δ + 1 different λ i,s,j . Since the size of the matrix Z i is h 2 × (n 1 − h 2 ), each element of Θ can be a F q m 1 -linear combination of atmost (δ + 1)(h 2 + 1) different λ i,s,j . Consider F q m 1 -linear combination of h 1 elements in Θ. The linear combination will have at most (δ + 1)(
We will design the {α s,j } and {λ i,s,j } based on the Lemma IV.4 so that the field size is minimum possible. We will pick these based on the following two properties:
• Property 1: The columns of parity check matrix of an [n, k, d] linear code over F q can be interpreted as n elements over F q n−k which are (d − 1)-wise linear independent over F q .
• Property 2: There exists [n = q t − 1, k, d] BCH codes over F q [13] , where the parameters are related as
Theorem IV.5. The code in Construction IV.2 is a [k, r 1 , r 2 , h 1 , h 2 , δ] HL-MRC if the parameters are picked as follows:
1) q is the smallest prime power greater than n 2 .
2) m 1 is chosen based on the following relation:
. 3) n 2 t 2 elements {α s,j } over F q m 1 are set to be the columns of parity check matrix of the BCH code over
m is chosen to be the smallest integer dividing m 1 based on the following relation: In this section, we present a construction of HL-MRC for the case when h 1 = 1 over a field size lower than that provided by Construction IV.2.
Construction V.1. The structure of the parity check matrix for the present construction is the same as that given in Construction IV.2. In addition, the matrices M 0 and M i , 1 ≤ i ≤ t 2 also remain the same. We modify the matrix H i , 1 ≤ i ≤ t 1 as follows:
where {α s,j ∈ F q m 1 , 1 ≤ s ≤ t 2 , 1 ≤ j ≤ n 2 } are chosen to be (δ+1)(h 2 +1)-wise independent over F q based on Theorem IV.5. 
