It has been shown previously that identical spiking cells, incapable of bursting by themselves, may burst under weak diffusive coupling conditions. With stronger coupling, the coupled system reverts to bursting can be recovered by introducing heterogeneity in the model parameters. For a two-cell system, we explain the phenomenon with bifurcation analysis. For larger clusters of coupled cells, we demonstrate by numerical simulation that the phenomenon carries over. In addition, we use a perturbation analysis to deduce the dependence of the heterogeneity parameter used in the bifurcation analysis on the original heterogeneity parameters and the coupling strength. Implications of the phenomenon of emergent bursting are discussed in the context of electrical activity in pancreatic beta cells.
INTRODUCTION
How can a population of cells, each of which in isolation exhibits only persistent electrical activity or persistent inactivity, exhibit periodic alternation between active and silent states, or bursting when coupled? This question is motivated by the properties of pancreatic β-cells, the cells that secrete insulin in accord with plasma glucose levels and thus maintain glucose within the narrow range required for health. Disregulation of glucose, in which β-cell dysfunction plays a part, is the essence of diabetes. Insulin secretion depends largely on the mean intracellular calcium level, which in turn can be controlled in a more graded way by modulation of the burst rhythm than by using only the persistent 'on' and 'off' states.
The normal burst pattern is generally observed only when the β-cells act synchronously, as they do in their natural environment, namely the electrically coupled organs called the islets of Langerhans. When single β-cells were first isolated from the islets in order to control membrane potential and dissect the ionic currents involved, the electrical activity was found to consist of noisy, essentially continuous spiking (Rorsman and Trube, 1986) . Subsequently, single cells were in fact observed to burst, but this bursting is generally either much faster or much slower than that of islets (Smith et al., 1990; Larsson et al., 1996; Liu et al., 1998; Jonkers et al., 1999; Kinard et al., 1999) . Here we concentrate on the fast spiking cells, which represent by one report about 1/3 of the population (Kinard et al., 1999) , and show how these cells alone can generate islet-like rhythms when coupled.
We contrast here two hypotheses for why single cells and islets are different. According to the first, in isolated cells, noise from stochastic channel fluctuations shortens or eliminates the bursts by causing premature transitions between silent and active phases. In large populations, on the other hand, the fluctuations are damped, allowing the underlying burst dynamics to become manifest (Sherman et al., 1988) . The second hypothesis emphasizes heterogeneity: single cell properties are very variable (Kinard et al., 1999) , and individual cells may fall outside the narrow parameter regime required for bursting. In coupled populations, however, cells with too much of some current can be balanced by cells that have too little, increasing the likelihood that the group can achieve bursting. Heterogeneity was first modelled by Bangham et al. (1986) and studied in detail by Smolen et al. (1993) . A third alternative, pointing to paracrine effects on β-cells by glucagon secreted by α-cells in the islet (Liu et al., 1998) , will not be addressed here.
While noise and parameter variability are obstacles to bursting from the point of view of individual cells, both features can facilitate bursting when considered from the point of view of the population. We have recently shown that noise can enhance bursting, provided that the amplitude is not too large (de Vries and Sherman, 2000) . Benefits of heterogeneity to the population of enhanced robustness and dynamic range of bursting were described for electrically coupled β-cells by Smolen et al. (1993) and for synaptically coupled brainstem respiratory CPG neurons by Butera et al. (1999) . In those cases, the individual cells were for the most part already capable of bursting. Here, we analyse how heterogeneity enhances the process by which bursting emerges from electrically coupled cells that are by themselves only capable of spiking.
The β-cell and respiratory models both belong to the class of 'square-wave' or 'fold-homoclinic' bursters (Izhikevich, 2000) ; another widely-studied member of this class is the Hindmarsh-Rose caricature of thalamic neurons (Hindmarsh and Rose, 1984) . Bursting in this class of models requires two fundamental elements. One is a slow variable, such as a slowly rising intracellular calcium concentration or slow activation of an ionic current, which is responsible for switching the cell between the active phase and the silent phase and vice versa (Rinzel, 1985) . The other requirement is that the fast subsystem exhibit bistability over a range of val-ues of the slow variable. The bistability is between a branch of stable steady states, corresponding to the silent phase, and a branch of stable periodic solutions, corresponding to the active phase. With appropriate dynamics for the slow variable, the cell switches periodically between the silent and active phases.
Elsewhere, we have considered how the slow process may be an emergent property, given bistability of the fast subsystem (Bertram et al., 2000) . Here, in contrast, we grant each cell a slow variable, but remove the bistability from the fast subsystem. Then, depending on a parameter, which may be thought of as representing sensitivity to glucose, a single cell can spike continuously or be silent, but cannot burst. Bistability and bursting are recovered when at least two cells with differing glucose sensitivity are coupled electrically.
The results here are similar to those in the heterogeneity study of Smolen et al. (1993) , in which the isolated cells were also either silent or continuously active, essentially because of heterogeneous sensitivities to glucose. At any given level of glucose, only a few cells could burst, but most could burst for some level of glucose. When coupled, the population behaved roughly like a cell with average properties (more or less, average glucose sensitivity) and could burst over a wide range of glucose values. Similar results were obtained by Cartwright (2000) for coupled van der Pol-FitzHugh-Nagumo units. Here, we stipulate a more stringent condition, namely that each individual cell, as well as the average cell, is a nonburster. This requires a more subtle analysis.
It has previously been demonstrated (Sherman and Rinzel, 1992 ) that identical single cells can be converted from non-bursters (spikers) to bursters by weak gapjunctional coupling. The bursting of the pair in this case is due to the emergence of an additional branch of periodic solutions, which provides the missing bistability between a stable steady state and a stable periodic orbit in the fast subsystem [Sherman (1994) ; also see Section 2]. However, the range of coupling strength over which bursting can be generated in this way is small. The addition of modest amounts of noise can enhance this form of emergent behaviour, significantly increasing the range of coupling strengths over which bursting is seen (de Vries and Sherman, 2000) .
For stronger coupling, the additional branch of periodic solutions no longer exists, and bursting is no longer possible, at least not when identical cells are coupled. In Sherman (1994) , an example was given showing that bursting is possible at these larger coupling strengths if the cells are not identical. In this paper, we explain the mechanism underlying this form of emergent bursting, which is different from that operating between identical cells. Indeed, for this model, it does not occur when the cells are identical.
In Section 2, we introduce the model, explain the solution behaviour of individual cells, and review the origin of bistability that allows emergent bursting when two identical cells are coupled weakly. In Section 3, we examine the effect of heterogeneity on a two-cell system under intermediate coupling conditions. We use bifurcation analysis to reveal the origin of bistability in this case. In addition, we study the dependence of emergent bursting on the degree of heterogeneity and the coupling strength. We also comment on the extension of the results to multi-cell clusters of cells. Finally, we perform a perturbation analysis to predict the value of the heterogeneity parameter used in the bifurcation analysis from the values of the original heterogeneity parameters and the coupling strength.
THE MODEL
We use a simplified version of a biophysically based model for bursting in pancreatic β-cells (Sherman and Rinzel, 1992) . However, we choose the parameter values such that the model is placed in a regime where individual cells are incapable of bursting. The model equations are
where
and
Values of the model parameters are listed in Table 1 . Equation (1) is the current balance equation according to the Hodgkin-Huxley formalism (Hodgkin and Huxley, 1952) , with v representing the membrane potential, and t the time. The currents used here are a fast voltage-activated calcium current, I Ca , a delayed rectifier potassium current, I K , and a very slow inhibitory Depending on the value of the parameter β, the membrane potential v either undergoes a large-amplitude oscillation or it reaches a steady state, as shown in Figs 1(a) and 1(b). The solution behaviour of system (1)-(10) can be explained by means of a geometric bifurcation analysis. Since τ s τ , s responds on a much slower time scale than v and n. Thus, we can study the fast subsystem, consisting of (1)-(2), using s as the bifurcation parameter (Rinzel, 1985) .
The bifurcation diagram that summarizes the behaviour of the fast subsystem is shown in Fig. 1(c) . The Z-shaped curve is the curve of steady states in (s, v)-space. Steady states on the lower branch are stable nodes, steady states on the middle branch are saddle points, and steady states on the upper branch are either spiral sources or spiral sinks, except near the right knee, where the steady states are unstable nodes. The stability of the steady states on the upper branch changes at a subcritical Hopf bifurcation. Emerging from the Hopf bifurcation is an essentially C-shaped branch of limit cycles. The upper and lower portions indicate the maximum and minimum values of v during the oscillation, respectively. Initially, these limit cycles are unstable, but they become stable at a saddle-node of periodic bifurcation. The model parameters are chosen such that the branch terminates at a saddle-node on an invariant circle (SNIC) bifurcation at the left knee of the curve of steady states (Ermentrout and Kopell, 1986 ). For models of bursting oscillations, the branch of limit cycles terminates at a homoclinic bifurcation on the middle branch of the curve of steady states. One of the keys for bursting is the resulting bistability between the low-voltage steady state on the lower branch, corresponding to the silent phase of bursting, and the stable limit cycle oscillation, corresponding to the active phase, for a range of s values. For our choice of parameters, there is no bistability and, hence, the system as is cannot yield a bursting solution, but only an oscillatory solution [ Fig. 1 The intersection represents a stable steady state for the full three-dimensional system, (1)- (3), and this situation corresponds with the steady-state solution shown in Fig. 1(b) . Changing β causes the nullcline to shift horizontally. When β = 0, the nullcline intersects the curve of steady states on the middle branch, but this intersection represents an unstable steady state for the full three-dimensional system. However, the nullcline also intersects the branch of limit cycles. Sinceṡ < 0 below the nullcline andṡ > 0 above the nullcline, system (1)-(3) can yield an oscillatory solution when the increase in s during the upper portion of the spike balances the decrease in s during the bottom portion of the spike. This situation corresponds with the oscillatory solution shown in Fig. 1(a) .
To incorporate electrical coupling of multiple cells via gap junctions, the variables v, n, and s are indexed by cell number, and a coupling term is added to the equation for v, (1), as follows:
where g c represents a constant junctional conductance, and the summation is over the set of cells (nearest neighbours) i to which cell i is coupled. The parameter β is also indexed by cell number. Heterogeneity can be introduced by choosing different values for the β i 's.
In Fig. 2 , we illustrate the solution behaviour of a two-cell system composed of two identical oscillatory cells [β 1 = β 2 = 0, as in Fig. 1(a) ]. As first demonstrated in Sherman and Rinzel (1992) , this system can yield a bursting solution for small values of the coupling parameter, g c . The solution for v 1 when g c = 0.035 is shown in Fig. 2 (a). Both cells burst (for v 2 , not shown, the bursts are in-phase with v 1 , whereas the spikes within the bursts are anti-phase), even though these cells are incapable of bursting individually. Apparently, the coupling has introduced bistability into the system.
To determine the origin of the bistability, we extend the bifurcation analysis of the fast subsystem for a single cell to the two-cell system. Since the cells are identical, s 1 ≈ s 2 . This allows us to study the bifurcation structure for the fast subsystem of the two-cell model using s = s 1 = s 2 as the bifurcation parameter (Sherman, 1994) . The resulting bifurcation diagram is shown in Fig. 2(b) . For clarity, only the pertinent solution branches are included. For more details, see Sherman (1994) and de Vries et al. (1998) . The Z-shaped curve of steady states persists. However, there are now two Hopf bifurcations on the upper branch instead of one. The branch of limit cycles emerging from the left Hopf bifurcation corresponds to the branch of limit cycles in the single-cell case. Along this branch, the two cells behave identically, that is, the cells exhibit in-phase (IP) oscillations. However, the stability of the limit cycle solutions has changed. In particular, the limit cycles are unstable near the SNIC bifurcation. A second branch of limit cycles, corresponding to anti-phase (AP) oscillations, emerges from the right Hopf bifurcation. The AP branch initially is unstable, but becomes stable via a torus bifurcation. Importantly, the amplitude of the AP limit cycles is smaller than that of the IP limit cycles. Thus, the AP branch terminates to the right of the IP branch, on the middle branch of the curve of steady states. This results in a small interval of s values for which there is bistability, namely bistability between the stable steady state on the lower branch and the stable small-amplitude oscillation on the AP branch. It is precisely this bistability which allows the bursting solution to exist when the dynamic nature of the slow variable s is taken into account (Rinzel, 1985) . However, the emergent bursting phenomenon is exhibited for only a small range of coupling strengths. As g c increases, the IP branch regains stability near the SNIC bifurcation, and the full six-dimensional two-cell system settles onto a spiking solution. The AP branch still persists initially, and in de Vries and Sherman (2000), we have shown that if the system is perturbed repeatedly via the addition of noise, bursting solutions can be maintained for a larger range of coupling strengths. However, as the coupling strength increases further, the AP branch loses stability and eventually disappears. When g c = 1, the bifurcation diagram of the fast subsystem of the two-cell model is like that of the single-cell model [compare Figs 2(d) and 1(c)], and the only possible solutions of the full six-dimensional twocell system are a large-amplitude oscillation [ Fig. 2(c) ] or a steady-state solution, depending on the values of β 1 and β 2 as for the single-cell case. For the remainder of this paper, we use coupling strengths g c > 0.5, a parameter regime where the AP branch of limit cycles no longer exists. In the next section, we investigate the effect of including heterogeneity by letting β 1 = β 2 . (dashed curve). The value of δ averaged over one cycle of the bursting oscillation is 0.03713.
RESULTS
In this section, we investigate the effect of heterogeneity on the solution behaviour of coupled cells. We begin by demonstrating and explaining the phenomenon of emergent bursting via heterogeneity in two-cell systems. Figure 3 shows the solution of a two-cell system composed of two non-identical cells, with β 1 = 0 and β 2 = 0.1. With an intermediate coupling strength (g c = 1), both cells undergo a bursting oscillation [ Fig. 3(a) ]. The bursts are in phase, but unlike the case of identical cells, the spikes are not just out of phase, but have different amplitudes. Recall that neither of the cells is capable of bursting individually. If uncoupled, cell 1 would oscillate [cf. Fig. 1(a) ] and cell 2 would be silent [cf. Fig. 1(b) ]. It should be noted that it is not necessary to couple an oscillatory cell and a silent cell in order to obtain emergent bursting. For example, coupling two cells that are oscillatory, but with different frequencies, would also yield bursting. Figure 3 (a) suggests that the heterogeneity has re-introduced bistability into the fast subsystem. However, we know from the previous section that the coupling strength used in the simulation is too strong for an AP branch of limit cycles to play a role. To determine the origin of the bistability then, we again wish to employ a bifurcation study. However, we can no longer use the trick of letting s = s 1 = s 2 be the bifurcation parameter, since s 1 and s 2 are no longer approximately equal [ Fig. 3(b) ]. Thus, it appears that a two-parameter bifurcation diagram is in order. However, rather than let s 1 and s 2 be the bifurcation parameters, we treat the two slow variables symmetrically. That is, we define
or, equivalently,
From Fig. 3(b) , we note that δ is approximately constant (this is the case in general, provided that the coupling strength is sufficiently strong to synchronize the bursts), and we fix it at the average value (over one cycle of the bursting oscillation). The parameter δ can be viewed as a heterogeneity parameter. Although we compute it after the fact from the solution of the coupled equations for the moment, we study its a priori dependence on the original heterogeneity parameters β 1 and β 2 in Section 3.3 via a perturbation analysis. With the value of δ fixed, a one-parameter bifurcation diagram with respect to the common bifurcation parameter s suffices to explain the observed phenomenon of emergent bursting. Figure 4 (a) shows the resulting bifurcation diagram. Since v 1 and v 2 are no longer equal, diagrams for both v 1 and v 2 are shown (the stability of the steady-state and limit-cycle solutions is as for the single-cell case; for clarity, stable and unstable solutions are not distinguished by solid and dotted curves, respectively). We see that the bistability inferred earlier is indeed present. In particular, the branch of periodic solutions no longer terminates at the left saddle-node, but at a homoclinic oscillation connecting to a saddle point on the middle branch of the Z-curve. In Fig. 4(b) , we have shifted the diagrams for cells 1 and 2 via the inverse transformations (14)- (15), and overlayed the trajectories v 1 versus s 1 and v 2 versus s 2 from Fig. 3 . The agreement between the actual solution and the solution predicted from the bifurcation diagrams is very good, especially considering that we have used a constant value for δ even though it is not strictly constant.
In Section 3.1, we examine the dependence of emergent bursting on the degree of heterogeneity, δ, and the coupling strength, g c . In Section 3.2, we discuss how the result carries over to multi-cell systems. Finally, in Section 3.3, we discuss the dependence of the computed heterogeneity parameter δ on the original heterogeneity parameters β 1 and β 2 . 
Dependence of emergent bursting on the degree of heterogeneity and coupling strength.
We first examine the dependence of the bifurcation diagram shown in Fig. 4 (a) on the degree of heterogeneity. In particular, we wish to determine how the location of the homoclinic bifurcation varies with δ. Of special interest are the values of δ for which the homoclinic bifurcation is located between the two saddle-nodes, so that there is bistability. Figure 5 (a) shows the two-parameter bifurcation diagram obtained by continuing the pertinent codimension-1 bifurcations of Fig. 4 (a) with respect to δ. These are the saddle-nodes and SNICs (represented by thin solid curves), Hopf bifurcations (heavy dashed curves), and homoclinic bifurcations (heavy solid curves). Note that one-parameter bifurcation diagrams can be reconstructed from Fig. 5 (a) via horizontal cuts. When δ = 0, i.e., when the two coupled cells are identical, the homoclinic and saddle-node bifurcations coincide at a SNIC bifurcation, and there is no bistability [cf. Fig. 2(d) ]. This is still the case when δ is very small, i.e., the two coupled cells are marginally heterogeneous. However, once δ is large enough so that the horizontal cut lies above the codimension-2 saddle-node-loop bifurcation (indicated by the solid square), the homoclinic bifurcation lies between the two saddle-nodes, as required for bistability. Thus, the effect of heterogeneity can be described as moving the homoclinic bifurcation away from the left saddle-node and into the region of bistability. However, it is possible to have too much of a good thing. As δ increases, the homoclinic bifurcation moves into the right saddle-node and disappears at a codimension-2 Takens-Bogdanov bifurcation (indicated by the lower bullet). At this point, a second Hopf bifurcation appears on the upper branch, and square-wave bursting turns into tapered (fold/Hopf) bursting (de Vries, 1998; Izhikevich, 2000) . As δ increases still further, bursting gives way to relaxation oscillators when the rightmost Hopf bifurcation moves to the left of the left saddle-node and out of the region of bistability. Eventually the two Hopf bifurcations merge and disappear. The loss of oscillations in the active phase is referred to as oscillator death, and is precisely the case of oscillator death described in de . Interestingly, there is life after death. There is a second Takens-Bogdanov bifurcation (upper bullet) when δ increases more, and curves of Hopf and homoclinic bifurcations reappear.
For these values of δ, it appears that the two-cell system is again capable of bursting, and this can be readily confirmed (solution not shown). However, the burst solutions of the two cells are very incongruent. In particular, the burst amplitude of one of the cells is normal, while the burst amplitude of the other cell is insignificant (on its own, this cell lies deep in the parameter regime where cells are silent; the coupling strength and heterogeneity are just enough to cause the cell to burst, but not enough to do so in a significant manner). Figure 5 (b) is similar to Fig. 5(a) , but now we vary the coupling strength parameter g c while keeping the heterogeneity parameter δ fixed. Correspondence between Figs 5(a) and (b) occurs at the parameter values indicated by the dotted horizontal lines. Starting with g c = 1, it can be seen that increasing the coupling strength causes the homoclinic bifurcation to move back to the left saddle-node, decreasing the size of the region of bistability (and hence the burst period), while increasing the amplitude of the spikes. The region of bistability becomes nonexistent at a saddle-node-loop bifurcation, and bursts revert to large-amplitude single spikes. Decreasing the coupling strength somewhat from g c = 1 leads to a larger region of bistability (and hence a longer burst period). However, when the coupling strength is decreased too much, the homoclinic bifurcation disappears at a TakensBogdanov bifurcation, and square-wave bursting gives way to tapered bursting as discussed for Fig. 5(a) . Note that if g c is decreased further still, the system enters the weak-coupling regime, and one must take account of additional branches of periodics [cf. Fig. 2(b) ] in order to explain the solution behaviour. Figure 6 combines the results of the previous figures, and shows how the twoparameter bifurcation diagram of Fig. 5 (a) changes with coupling strength. As the coupling strength increases from g c = 1, the two Takens-Bogdanov points on the curve of right saddle-nodes move together, merge and disappear. When this happens, the respective curves of Hopf and homoclinic bifurcations join. Figure 6(a) shows the situation for g c = 1.6, just after the disappearance of the two TakensBogdanov points. There no longer is any oscillator death, and the region of bistability exists for a large continuous range of δ values. However, as before, the larger the heterogeneity, the more incongruous the bursting solutions of the two cells. Increasing the coupling strength further straightens out the bifurcation curves, as shown in Fig. 6(b) . Note that as coupling strength increases, the codimension-2 saddle-node-loop bifurcation moves up. In summary, the larger the coupling strength, the more heterogeneous the two cells need to be in order to obtain the bistability required for bursting solutions. However, there is a tradeoff, since as the heterogeneity increases, so does the incongruity between the bursting solutions. Conversely, the more heterogeneous the cells, the stronger the coupling needed to obtain bistability and bursting, but the cells cannot be too heterogeneous.
Multi-cell simulations.
In this section, we briefly demonstrate that the phenomenon of emergent bursting carries over to clusters of many cells coupled together. In Fig. 7 , we summarize the behaviour of a cluster of 5 × 5 × 5 cells. The value of β i for each cell was chosen randomly from a normal distribution with a mean of 0.0 and a standard deviation of 0.1. The standard deviation is a measure of the heterogeneity. For clarity, only the membrane potential of the middle cell is shown. As in the two-cell case (cf. Fig. 3 ), the silent phase potential and the amplitude of the spikes during the active phase may vary from cell to cell, but all cells burst in synchrony. As coupling strength increases, the multi-cell system exhibits a series of solutions similar to that discussed for a two-cell system in the context of Fig. 5(b) . That is, as coupling strength increases, the system first exhibits tapered bursting [cf. Fig. 7(a) , g c = 0.5], then square-wave bursting with small-amplitude spikes [cf. Fig. 7(b) , g c = 0.75], and then square-wave bursting with large-amplitude spikes [cf. Fig. 7(c) and (d) , g c = 1.25 and 1.75, respectively]. When g c increases further, a spiking solution is obtained (not shown), in accordance with the prediction from the average cell.
As discussed for the two-cell case, burst period increases as the system undergoes the transition from tapered to square-wave bursting, and then decreases as square-wave bursting slowly gives way to spiking or silence. The existence of a coupling strength at which burst period is maximized was also noted in the heterogeneity of Smolen et al. (1993) . In that study, the average cell is a burster, but we believe that the result is due to the same reason as discussed here. That is, in terms of a bifurcation diagram for the fast subsystem, first there is the movement of a reverse Hopf bifurcation towards the right saddle-node, followed by a movement of a homoclinic bifurcation towards the left saddle-node [cf. Fig. 5(b) ]. As shown in de Vries and Sherman (2000), g c scales linearly with the square of the diameter of the array of cells. For example, a cube of 1000 cells would require coupling four times as strong as with 125 cells. This would also quadruple the size of the parameter region in which bursting occurs.
3.3.
Approximation of the heterogeneity parameter δ δ δ. In order to compute the bifurcation diagrams shown in Fig. 4 , we needed to introduce the heterogeneity parameter δ, defined in (12). We continued using δ in the subsequent bifurcation analysis summarized in Figs 5 and 6. Up to this point we have had to calculate the value of δ from the numerical solution of the full two-cell system for each combination of coupling strength g c and values of the original heterogeneity parameters β 1 and β 2 [cf. equation (3)] of interest. For example, for the numerical solution of the two-cell system shown in Fig. 3 , g c = 1, β 1 = 0, and β 2 = 0.1. The corresponding function δ(t) was observed to be approximately constant, with an average value of 0.03713 (averaging is done over one cycle of the bursting oscillation). This is the value of δ used in the computation of the bifurcation diagram of the two-cell fast subsystem shown in Fig. 4(a) . This shortcoming was present also in the work of de .
In this section, we fix this shortcoming by showing that the average value of the heterogeneity parameter δ used in the computation of the various bifurcation diagrams can be determined a priori, given a particular coupling strength g c and values of the original heterogeneity parameters β 1 and β 2 [cf. equation (3)].
It can be shown that as g c increases, δ increases. In particular, in the limit of g c → ∞, the two-cell model behaves like the average cell, that is, like the single cell with parameter values that are the average of the corresponding parameters of the two cells, and δ → β 2 −β 1 2 (Manor et al., 1997) . Motivated by our knowledge of the behaviour of the system with infinite coupling strength, we let
and choose ε to be the small parameter in our problem. Following Manor et al. (1997) , we use the Lindstedt-Poincaré method to prevent the appearance of secular terms (Nayfeh, 1973) , and introduce the strained time variablet
where the ω i 's are to be determined, andt is the scaled time t/τ . Furthermore, motivated by the transformation (12)- (13), we introduce
The same expressions were defined by Manor et al. (1997) in their analysis of a model of electrically coupled inferior olivary neurons. In terms of the new variables, we are interested in the average value of D s . Finally, we let
where the subscript x = v, n, and s.
Substituting (16)- (21) into the two-cell model, and equating coefficients of like powers of ε, we obtain the following leading-order equations for the difference variables D v0 , D n0 , and D s0 :
where ξ = τ/τ s and B diff =
That is, the asymptotic leading-order value of δ does not depend on the behaviour of either cell, but is simply half the difference between β 1 and β 2 . The asymptotic leading-order result for the case β 1 = 0 and β 2 = 0.1, corresponding to Fig. 3 , is shown in Fig. 8 . Clearly, the approximation is excellent for large values of the coupling strength, g c , as expected. However, for smaller values of g c , at least the first-order correction to this approximation is required.
To find this correction, we first require a solution to the asymptotic leading-order system for the average variables A v0 A n0 , and A s0 , . System (25)- (27) implies that the asymptotic leading-order solution for the average variables, A v0 A n0 , and A s0 , is simply the solution to the average single-cell model, (1)- (3), that is, the single-cell model with β = B avg .
The asymptotic first-order equations for D v1 , D n1 , and D s1 are
and the resulting asymptotic first-order correction term for the difference variable
Thus, to first order, we have
The new approximation for D s is averaged over one cycle of the limit cycle solution to (25)-(27), and is shown in Fig. 8 . We note that since the solution of (25) 
DISCUSSION
Models for square-wave bursting, as exemplified by the electrical activity of pancreatic β-cells, depend fundamentally on two elements: (a) bistability in the fast subsystem between a stable steady state and a stable limit cycle oscillation; and (b) a slow process with a time constant comparable to the period of bursting.
In this paper, we have eliminated the first element by moving the homoclinic bifurcation off the middle branch of the curve of steady states, so that single cells are no longer capable of bursting. Instead, the single cells exhibit either a spiking solution (which is on a time scale much faster than the time scale of the slow process), or a steady-state solution. Although the slow process is still present, it cannot manifest itself until bistability is restored.
Bistability can be restored by gap-junctional coupling of at least two such nonbursting cells. Precisely how bistability, and hence bursting, is restored depends on whether the coupling strength is weak or intermediate. In particular, when the coupling strength is weak, bistability is restored via the emergence of an additional branch of periodics [cf. Fig. 2(b) ]. Bursting under these conditions was demonstrated in Sherman and Rinzel (1992) and analysed in Sherman (1994) . However, the range of coupling strengths over which bursting can be realized in this way is small. The addition of noise enhances the range of coupling strengths over which bursting is seen (de Vries and Sherman, 2000) , but only to a degree. When the coupling strength is increased, the additional branch of periodics disappears, and bursting is lost, whether noise is present or not.
In this paper, we have focussed on restoring the bistability under intermediate coupling conditions, which may be more physiologically realistic. The results generalize results in de on effects of heterogeneity for cells that have bistability. We have found that bursting can be recovered [cf. Fig. 3 , and Fig. 12 in Sherman (1994) ], and revealed by bifurcation analysis that the bistability in this situation stems from the movement of the homoclinic bifurcation back onto the middle branch of the curve of steady states [cf. Fig. 4 ]. The model suggests that the coupling strength must be sufficiently strong to synchronize the bursts, but not the spikes. Note that in Fig. 3 , the bursts are synchronized, but the spikes are unequal in amplitude and are slightly out of phase. We can view the bursting solution as a compromise between heterogeneity and coupling strength. Heterogeneity tends to drive cells apart, whereas coupling brings cells together. With too much heterogeneity relative to the coupling strength, bursting cannot occur [cf. Fig. 5(a) ]. Similarly, bursting cannot occur if the coupling strength is too large relative to the heterogeneity [cf. Fig. 5(b) ].
This contrasts with the results in Smolen et al. (1993) , where the average cell is able to burst. In that case, bursting occurs for all sufficiently strong values of coupling strength. In a related paper, Cartwright (2000) investigated heterogeneity among units that individually are described by the van der Pol-FitzHugh-Nagumo equations. Some units are permanently hyperpolarized while the others are permanently depolarized, but the average unit is a relaxation oscillator. When coupled, the system is able to exhibit oscillations, corresponding to the case of bursting oscillations in Smolen et al. (1993) , provided coupling is sufficiently strong. For this simpler case, it was possible to obtain a good estimate of the minimum coupling strength needed for oscillatory solutions. In the present study, the average cell is a non-burster, and bursting occurs in the coupled system provided the coupling strength is sufficiently strong, but not too strong.
One might ask, if noise and heterogeneity can enhance bursting, would including both be even better? The answer is no. The beneficial effect of noise discussed in de Vries and Sherman (2000) depends specifically on the existence of bistability between two periodic solutions, one of which permits bursting and one of which does not. This situation occurs when the coupling strength is weak. In the parameter regime where heterogeneity is beneficial, namely stronger coupling, that situation does not obtain. Adding noise only degrades the bursting, though bursting nonetheless can occur in the presence of noise, provided it is not too large. The same applies to isolated cells which are already burst-competent without coupling.
We considered heterogeneity in only one parameter, namely β in the slow subsystem. However, the results can be immediately generalized to heterogeneity in the fast subsystem by use of the transformation s → s − β. This moves the heterogeneity to the fast subsystem in the form of a constant potassium conductance, whose magnitude depends on β. If one identifies this conductance as representing the ATP-dependent potassium conductance in β-cells, then the heterogeneity could be interpreted as reflecting differences in metabolic rates among β-cells, or differences in glucose sensitivity. This parameter is still linear, which simplified the analysis for us. However, numerical results similar to those of Fig. 8 have been obtained by varying parameters that appear nonlinearly, such as v s in (10) [cf. Fig. 12 in Sherman (1994) ], and we believe that the asymptotic analysis could be extended to this case.
A more fundamental limitation of the form of emergent bursting discussed here is that, while the individual cells need not be bursters, they must be near the bursting regime. As the cells are pushed deeper into the SNIC regime [say, by further reducing λ in (5)], it becomes increasingly difficult and finally impossible to obtain bursting by coupling. Put another way, if the coupling current can induce bistability in the fast subsystem, adding some native current to the individual cells should be able to do the same thing. Indeed, adding a suitable leak current to one of our spiking cells can convert it to a burster. By the same token, if electrical coupling can do the job, then so should synaptic coupling. Preliminary investigation with the β-cell model used here confirms that mutually excitatory synapses between spikers can move the homoclinic from the knee onto the middle branch of the slow manifold and lead to bursting. We believe that this may account for the emergent bursting reported in Butera et al. (1999) .
It is commonly believed that electrical coupling reduces the number of degrees of freedom of cell populations. This is true, but the results here and in prior related studies show that the population need not be reduced to the level of a single cell, provided that the coupling is not too strong. Rather, a two-cell pair may be a better reduced representation of the population. For example, Fig. 7 shows empirically that the large cluster undergoes changes in firing patterns as coupling strength is varied similar to those seen in pairs of cells. Thus, while coupling reduces the complexity of populations, it can increase the complexity of the individual members of that population.
