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Abstract—A new method for noninvasive assessment of tear film
surface quality (TFSQ) is proposed. The method is based on high-
speed videokeratoscopy in which the corneal area for the analysis is
dynamically estimated in a manner that removes videokeratoscopy
interference from the shadows of eyelashes but not that related to
the poor quality of the precorneal tear film that is of interest. The
separation between the two types of seemingly similar videoker-
atoscopy interference is achieved by region-based classification in
which the overall noise is first separated from the useful signal
(unaltered videokeratoscopy pattern), followed by a dedicated in-
terference classification algorithm that distinguishes between the
two considered interferences. The proposed technique provides a
much wider corneal area for the analysis of TFSQ than the pre-
viously reported techniques. A preliminary study with the pro-
posed technique, carried out for a range of anterior eye conditions,
showed an effective behavior in terms of noise to signal separation,
interference classification, as well as consistent TFSQ results. Sub-
sequently, the method proved to be able to not only discriminate
between the bare eye and the lens on eye conditions but also to
have the potential to discriminate between the two types of contact
lenses.
Index Terms—Cornea, high-speed videokeratoscopy (HSV), im-
age processing, tear film.
I. INTRODUCTION
THE TEAR film is a fluid that covers the cornea and con-junctiva. Its main roles are to protect the cornea from
drying, create a smooth optical surface, maintain the refrac-
tive power of the cornea, and defend the eye against infections.
Qualitative and/or quantitative abnormalities in the tear film
layer may cause the dry eye syndrome, which is one of the most
commonly reported eye health problems [1]. Thus, measuring
tear film quality is one of the common clinical assessments
undertaken in optometry and ophthalmology.
There are many techniques used to assess tear film quality.
They can be divided into two main categories: invasive and
noninvasive. The main disadvantage of the invasive techniques
is the influence that the measurement procedure can have on
tear film. For example, the instillation of fluorescein dye, which
is used in one of the most popular tests, was found to produce
changes in the properties of tear film [2]. A range of noninvasive
Manuscript received August 29, 2008; revised October 28, 2008. First
published January 23, 2009; current version published May 22, 2009. Asterisk
indicates corresponding author.
*D. Alonso-Caneiro is with the Contact Lens and Visual Optics Laboratory,
School of Optometry, Queensland University of Technology, Brisbane, Qld.
Q4059, Australia (e-mail: d.alonsocaneiro@qut.edu.au).
D. R. Iskander and M. J. Collins are with the Contact Lens and Visual Op-
tics Laboratory, School of Optometry, Queensland University of Technology,
Brisbane, Qld. Q4059, Australia (e-mail: d.iskander@qut.edu.au; m.collins@
qut.edu.au).
Digital Object Identifier 10.1109/TBME.2008.2011993
methods has been developed to overcome this problem but they
all present some limitations [3].
Our aim was to develop an improved methodology for the
assessment of tear film surface quality (TFSQ) by means of
high-speed videokeratoscopy (HSV) [4]. Early variants of this
methodology assessed TFSQ by utilizing the information from
estimated surface topography [5]–[8], where changes in topog-
raphy maps over time were related to changes in TFSQ. How-
ever, as pointed out in [9] and [10], during dynamic videoker-
atoscopy acquisition, the estimator of surface topography may
no longer be accurate (at the least) or be calculable at all (at the
worst) due to suboptimal conditions that may be present dur-
ing recording. In a dynamic acquisition process, interferences
unrelated to the quality of tear film, such as shadows from eye-
lashes or naturally occurring eye movements [11], may lead to a
poor estimate of the surface topography. For these reasons and
following [9], the assessment of the TFSQ using raw videoker-
atoscopy images was considered the best approach.
To date, only one study [9] has addressed the issue of using
image processing techniques to analyze TFSQ from videoker-
atoscopy images. In that study, a predefined circular or a semicir-
cular region in the inferior corneal area was chosen for analysis
and the TFSQ indicator was calculated as the variance in the
estimated number of videokeratoscopy rings over time. A clini-
cal study carried out with the aforementioned technique showed
that it can differentiate between bare eye and contact lens on eye
conditions [12]. A significant correlation between the estimated
TFSQ and the subjective ratings of dryness was also observed.
Nevertheless, this technique has limitations that include a rela-
tively small and fixed analysis area and the inability to account
for the different types of interference that may be present in a
videokeratoscopy image.
In this paper, we extend the current technique for the assess-
ment of TFSQ by incorporating recent developments related
to static acquisition of surface topography [10], [14]. We have
shown in [10] how to separate the useful videokeratoscopy sig-
nal from interference in order to obtain a more accurate estimate
of the corneal topography, while a fast method to calculate the
videokeratoscopy pattern coherence was presented in [14]. Ad-
ditionally, we introduce new blink and eye movement detection,
interference classification, and TFSQ estimation methods.
The paper is organized as follows. In Section II, an overview
of the proposed methodology is presented. Section III presents
the preliminary analysis that includes blink and eye movement
detection. The region classification is addressed in Section IV,
while Sections V and VI deal with the signal interference clas-
sification and TFSQ analysis, respectively. Discussion and con-
clusions are given in Section VII. A subsequent clinical study
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Fig. 1. Concept of the proposed procedure for the assessment of TFSQ from
a set of K raw videokeratoscope images.
on a large number of subjects and extensive comparison of this
technique with other clinical standards used to assess tear film
quality will be reported elsewhere.
II. OVERVIEW OF THE PROCEDURE
The proposed technique operates on a set of images that com-
prise the dynamic videokeratoscopy acquisition. As graphically
summarized in Fig. 1, the initial step is to detect whether there
is a blink or a significant eye movement in the video sequence.
This is followed by the estimation of the region of interest (ROI)
and the pupil. The estimated outlines of the ROI and the pupil
are fitted with an ellipse and a circle, respectively, using least
squares procedures. Both regions are tracked between frames
with the help of Kalman filters (KFs) that are applied to the sets
of the estimated ellipse and circle parameters. Next, the detec-
tion of the useful videokeratoscope signal is performed. This
step separates the signal consisting of the unaltered ring pattern
(the Placido disk rings) from the interference related to shadows
from eyelashes and poor quality of the tear film [10], [14]. After
this, the interference classification is performed to cluster the
interference into two groups: one related to the shadows from
eyelashes (class I) and other related to the poor quality of the
tear film (class II). In the last step, the estimation of TFSQ in
an area of analysis (AOA) is performed. The AOA consists of
the area related to the useful videokeratoscope signal and that
of the class II interference (areas of poor tear film quality). To
provide an overview of the algorithm’s performance, two repre-
sentative frames with indicated outlines of ROI, pupil, and the
AOA are shown in Fig. 2 for the case consisting of interference
class I only (left) and the case consisting of both classes of in-
terference (right). For comparison, the semicircular AOA used
in previous studies [9], [12] is also indicated. It is worth noting
that the AOA, shown in terms of an extracted image contour (see
Fig. 2, bottom), is several times larger than that previously cho-
sen in the clinical study reported in [12]. This increased AOA
conveys a significant advantage, since the tear film is known to
become unstable at various locations across the whole corneal
surface [13], not just the central region.
Fig. 2. Examples of videokeratoscopic images with shadows from eyelashes,
interference class I (left), and two types of interferences, classes I and II (right).
In the top plots, the estimated outlines of the ROI and the pupil are indicated
by solid and dotted white lines, respectively. The estimated AOA is shown in
bottom plots in the form of image contours. The semicircular area used in the
previous study [12] is indicated by white dashed lines.
In our study, we used the Medmont E300 videokeratoscope
(Medmont Pty, Ltd., Melbourne, Vic., Australia). The proce-
dures described here are, by no means, restricted to that particu-
lar instrument and can be applied, with some parameter tuning,
to all types of Placido disk videokeratoscopes that have the
option of acquiring dynamic corneal topography.
III. PRELIMINARY ANALYSIS
The video stream is composed of a set of videokeratoscope
gray-scale intensity digital images. Each image forms a 2-D
matrix I[n,m], with n = 1, 2, . . . , N and m = 1, 2, . . . ,M . In
the Medmont E300 videokeratoscope, the matrix is N = 648
by M = 572 pixels. The first step in analyzing the dynamic
videokeratoscope images is to identify frames affected by blinks
or significant eye movements.
A. Full Blink Detection
The tear film is affected by the actions of the eyelids during
a blink. There are three distinct phases of tear film dynamics
that can be observed between the blinks. They include tear film
formation (buildup) that occurs immediately after a blink [5],
followed by a phase of relative tear film stability, and finally, the
tear film breakup phase, if the eye is left open for a sufficiently
long period of time [9]. After identifying a blink, we can then
estimate a point in time in which the tear film cycle starts.
A simple way to detect a full blink in the video stream is
to look into the lower order statistics of the videokeratoscope
images. This is done by detecting significant changes in the
vector of image sample means, Gˆ = [Gˆ1 , Gˆ2 , . . . , GˆK ], where
Gˆk = Eˆ[Ik [n,m]], k = 1, . . . ,K, with K denoting the total
number of frames that compose the video stream. The absolute
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Fig. 3. (Top) Normalized image sample mean for blink detection. (Bottom)
Average coherence calculated over the inferiorly centered rectangular area for
movement detection.
gradient of the vector |∇Gˆ| is then used to detect the location of
the blink, while the sign of the gradient provides the direction
of the blink (opening or closing). Once a blink is detected, a
number of pre- and postblink frames are additionally excluded
from the analysis because of the high possibility of the presence
of a narrow palpebral aperture (i.e., partially closed eye) as well
as likely eye movement [15]. In our application, the dynamics
videokeratoscopy is acquired at 25 Hz and the number for pre-
and postblink frames that are excluded is set to three (total of six
frames). Fig. 3 (top) shows a typical example of the estimated
average normalized image intensity in an 8-s recording with a
blink.
The blink detection technique is sufficiently robust in identi-
fying full blinks, but half or incomplete blinks can also occur in
a dynamic videokeratoscope recording. It is not always possible
to monitor the palpebral aperture directly due to insufficient cov-
erage of eyelids in the image that does not allow tracking their
position. However, as shown in Section IV, the palpebral aper-
ture can be indirectly monitored by examining the geometrical
properties of the ROI.
B. Blur Motion Detection
Naturally present ocular microfluctuations may produce in-
stabilities in dynamic videokeratoscopy measurements [11]. If
eye movement occurs at the same time as the image is acquired,
the captured image may contain blur motion areas. Such images
cannot be used for the assessment of the tear film and need to be
detected and excluded from further analysis. Essentially, when
an image is affected by the blur motion, the ring pattern may
appear fused and lead to an attenuated coherence of the local
orientation. Thus, by examining the significant fast changes in
the dynamics of the average pattern coherence across a cen-
tral area of each of the frames, the blur motion images can be
detected.
For blur motion detection, the pattern coherence (see
Section V-A for details) is estimated in a rectangular area that is
inferiorly centered at the instrument’s axis. This is performed to
save computational time and avoid secondary effects from the
eyelashes. The size of this rectangular area has been empirically
set to 200 pixels in width and 75 pixels in height. Fig. 3 (bottom)
shows an example of the average coherence values calculated
in the selected rectangular area in a recording of 8 s in which
some frames were affected by blur motion.
IV. REGION CLASSIFICATION
When an image is not affected by a blink or an eye movement,
the first steps are to estimate the ROI and the pupil. The ROI
is defined as an area within the corneal boundary that contains
the Placido disk pattern. Within this region, a second division
is performed to extract the pupil’s boundary. In the following
sections, we present the methodologies for segmentation of both
regions as well as the KF approach to track them.
A. Estimating ROI
This function estimates the area where the useful signal con-
taining the Placido disk pattern is located. This area may include
interference such as shadows from eyelashes, the presence of
mucus, or tear film breakups but it provides an estimate of the
ROI.
In most videokeratoscope acquisitions, the rings have
semiequidistant separation along the image, unless there is in-
terference. Hence, the Placido disk pattern is located at a known
frequency band and can be extracted by means of bandpass fil-
tering. In order to extract the ROI from the image, the following
steps are taken.
1) A Butterworth bandpass filter is used to filter the frequency
content of the image that corresponds to the Placido disk
pattern. The bandpass is located at the main frequency
of the pattern that could be estimated using image profile
samples as in [10]. The lower cutoff frequency flow has
to be chosen to reject the background information with-
out impacting on the orientation, while the upper cutoff
frequency fup is chosen to determine the amount of noise
(sudden changes) that is to be canceled. For our images,
the values of flow and fup have been set to 0.1 and 0.17
(in terms of normalized frequency), respectively.
2) The filtered image contains the magnitude information
for two classes: the background and the foreground (ori-
ented pattern). In order to normalize the magnitude across
the different classes and separate them, the Otsu’s algo-
rithm [16] is applied. Otsu’s algorithm assumes that the
image contains two clusters of information and finds the
optimal threshold to separate both clusters so that their
combined spread is minimal. By thresholding the image,
the corresponding binary image can be obtained.
3) In the resulting binary image, a set of morphological op-
erations is applied to extract the ROI boundary. First, the
image is framed with a surrounding border to avoid mis-
leading information from the image’s edge. The border
length, empirically set to ten pixels, has been selected to
cover the edge of the image without affecting the Placido
disk pattern. The values of the frame elements are then
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set to zero. In order to remove all forms of outliers from
the kth framed image Ik [n,m], the binary morphologi-
cal closing operator {•} is used. It is simply defined as
a binary dilation of the image by a structuring element
followed by a binary erosion of the result by the same
structuring element [17]
Ikc [n,m] = Ik [n,m] • Sc = (Ik [n,m]⊕ Sc) Sc
where⊕ and denote the morphological dilation and ero-
sion operations, respectively. The structuring element Sc
has been empirically selected to have a disk shape and size
of ten pixels. The closing operation helps to fuse narrow
breaks, eliminate small holes, and fill gaps in the contour.
After the closing operation, a morphological binary open-
ing operation {◦} is applied to the image Ikc [n,m]. This
operation is defined as a binary erosion of the image by
a structuring element followed by a binary dilation of the
result by the same structuring element
Iko [n,m] = Ikc [n,m] ◦ So = (Ikc [n,m] So)⊕ So.
The structuring element So has been empirically selected
to have a disk shape and size of six pixels. The open-
ing operation helps to smooth the contour of objects and
eliminate thin protrusions. The resulting image Iko [n,m]
forms a contour object that covers the ROI. To extract this
area, a boundary extraction operation is performed. The
boundary of the contour object in the image Iko [n,m],
denoted by β(Iko [n,m]), is obtained by first eroding the
image by a structuring element and then performing the
difference between the image and its erosion, i.e.
β(Iko [n,m]) = Iko [n,m]− (Iko [n,m] Sb).
The structuring element Sb has been selected to have a
square shape and size of five pixels. The boundary ex-
traction provides the sample data points of the object’s
boundary.
4) The last step is to fit a geometrical shape to the boundary
sample points. The ROI is determined by the cornea that
contains the Placido disk pattern and is not covered by the
eyelashes. Thus, in most cases, an ellipse appears to be of
an adequate shape to be fitted. A least squares algorithm
is used to derive estimates of the five parameters that
characterize an ellipse Pˆ e = [xˆe , yˆe , Aˆe , Bˆe , θˆe ], where
xe and ye are the ellipse centroid coordinates in the x- and
y-directions, respectively, Ae and Be are the semimajor
and semiminor axes, respectively, and θe is the ellipse
rotation angle. A linear least squares ellipse estimation
procedure has been presented in [18].
B. Pupil Area
Within the ROI, a second division is performed to extract the
pupil’s boundary. This extraction is required for the subsequent
algorithms of interference classification and TFSQ analysis. Es-
timating the pupil’s location in a videokeratoscopy image is a
complex task because the Placido disk pattern partly occludes
the eye’s intensity information. In particular cases, it may oc-
clude the pupil’s edge, making it difficult to accurately estimate
its location. Hence, the pupil boundary extraction carries out an
uncertainty that is proportional to the width of the Placido disk
ring but tolerable in our application.
In order to locate the pupil, the following steps are taken.
1) A Butterworth low-pass filter is used to extract the low-
frequency content of the image. This procedure enhances
the Placido disk pattern and removes the high spatial fre-
quency noise. The cutoff frequency foff has to be chosen
in a way to reject the interference without impacting on
the background or the Placido disk pattern. In our appli-
cation, the value of foff has been empirically set to 0.175
(in terms of normalized frequency).
2) The centroid of the innermost ring is located. In our study,
the videokeratoscope provides us with an estimate of that
point. Alternatively, other methods may be used [18].
3) From the estimated ring center, L semimeridians are sam-
pled radially at equal azimuthal spacing in the temporal
and nasal quarters of the image to avoid the shadows from
the upper and lower eyelashes, with each quarter located
in (4π/5, 6π/5) and (9π/5, π/5) rad, respectively. The
nearest neighbor interpolator is used to find the intensity
value for each radial sample. The number of samples L is
chosen to be 24.
4) The local minima of the extracted image profile corre-
spond to the eye’s intensity, while the local maxima cor-
respond to the Placido disk ring pattern. Hence, the trend
in the local minima of the image profile is extracted and
then smoothed by means of a moving average filter with
a window size of five. The resulting smoothed lth radial
sample of the image profile at the semimeridian θ is well
approximated by a sigmoidal function, which is defined
by
Sl(r, θ) = Ab(θ) +
At(θ)−Ab(θ)
1 + exp (r − ro(θ)/w(θ))
where Ab(θ) and At(θ) are the lower and upper bounds,
respectively, ro(θ) is the inflection point, and w(θ) is the
transition width of the function. To estimate the tran-
sition point between pupil and iris, a nonlinear least
squares routine [19] is used to provide an estimate of
the four-parameter vector Pˆ s = [Aˆb , Aˆt , rˆo , wˆ]. The tran-
sition point between the pupil and iris is then defined as
TPI = rˆo − wˆ/3.
5) Finally, a circle is fitted to the estimated transition points
given by L radial samples using a linear least squares
estimation procedure. The algorithm produces estimates
of the three parameters that characterize the circle Pˆ c =
[xˆc , yˆc , Rˆc ], where xc and yc are the centroid coordinates
in the x- and y-directions, respectively, and Rc represents
the radius of the circle.
Fig. 4 shows an example of a radial profile with a smoothed
trend of the local minima and its functional fit by a sigmoidal
function.
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Fig. 4. Example of an image radial profile with its subsequent smoothed local
minima and a sigmoidal fit.
C. Tracking ROI and Pupil Boundary
The KF provides a recursive statistical framework for esti-
mation and prediction of the state of a process, given a known
mathematical model of that process [21], [22]. In our applica-
tion, the ROI and pupil outline geometrical shapes are tracked.
This framework provides the ability to predict future positions
of both the ROI and the pupil, given knowledge of the state
of their current positions, as well as to smooth the signal by
attenuating noise in the form of measurement and estimation
error.
Essentially, the KF is a two-stage process consisting of a
prediction step and an update step. Once the KF is initialized,
the prediction stage may be used to predict object position at
any time in the future. To correct predictive error, the KF uses
its update stage. Actual signal measurement tends to align the
filter’s prediction with the observation. One advantage of the
KF for tracking is that it can tolerate small occlusions. During
eye movements, where it is difficult or not feasible to calculate
the ROI or pupil position, the filter takes over and provides the
estimate of the location.
Initialization is a key step in order to ensure fast adaptation
of the filter. Hence, the initial state vector is set to the initial
estimate provided by the region extraction routines. The discrete
state-space model and the noise characterization required to
design a generic discrete KF have been presented in [20] and
[21]. The method can be extended to different discrete models
needed to track the ROI and pupil geometrical shapes. For the
ROI, the state vector for the analysis of the ellipse parameter is
given by V k = [xe, ye , Ae,Be,∆xe,∆ye ,∆Ae,∆Be ], where
xe and ye represent the ellipse centroid coordinates, Ae and
Be represent the semimajor and semiminor axes, respectively,
∆xe and ∆ye represent the velocity in the x- and y-directions,
respectively, and ∆Ae and ∆Be represent the velocity in the
Ae - and Be -axes, respectively. The ellipse rotation angle θe was
not tracked as, in many cases, its estimate has large variance.
The state vector for the analysis of the circle parameter
is given by U k = [xc, yc , Rc,∆xc,∆yc ,∆Rc ], where xc and
Fig. 5. KF results for circle parameters. Comparison of the state (gray line)
and the estimated state (black line).
yc represent the circle centroid coordinates, Rc represents its
radius, ∆xc and ∆yc represent the velocity in the x- and
y-directions, respectively, and ∆Rc represents the velocity of
Rc . Fig. 5 shows an example of estimated pupil circle parame-
ters [xˆc , yˆc , Rˆc ], indicated by gray lines, and their KF-corrected
equivalents, indicated by black lines.
V. SIGNAL INTERFERENCE CLASSIFICATION
Once the ROI is estimated in a frame, the following step
is to separate and classify the different classes of information
that compose this area. The ROI may be composed of three
different classes. Two of them, forming the AOA, are relevant
for the assessment of TFSQ, while the third one, related to the
interference from the shadows of eyelashes, has to be excluded
from the tear film assessment.
The signal consisting of the ring pattern is distinguished from
the interference because of the isotropic pattern coherence. As
shown in [10], during dynamic videokeratoscopy, an image may
have a number of interference components due to the suboptimal
recording conditions. The shadows from eyelashes are denoted
as interference class I. It is clear that this interference, which
affects the Placido disk pattern, is not produced by a change
in tear film quality. The main characteristics of this class are
anisotropic pattern coherence, low-intensity level, and connec-
tivity with the boundary of the ROI. The interference class II is
composed of sources that are related to changes in TFSQ, such
as breakups or local disturbances of surface quality. This class,
which should be included in the tear film analysis, is character-
ized by anisotropic pattern coherence and high-intensity level.
Table I shows a summary of the characteristics of each class.
A. Signal Detection
The tear film acts like a mirror and is responsible for reflecting
the projected Placido disk pattern. A regular tear film surface
produces an isotropic reflected pattern, while an irregular tear
film or other interference produces an anisotropic reflected pat-
tern. Hence, analysis of the pattern coherence is required to
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TABLE I
CLASS COMPONENT CHARACTERISTICS
separate the signal from the other two classes of interference. In
this paper, a fast yet robust method is used to separate both com-
ponents. The procedure, which we presented in [14], is divided
into three steps.
1) First, it is important to ensure that further image processing
steps are not affected by the background features such as
iris color or pupil size. To achieve this, the frequency
content of the image is filtered and then normalized with
the Otsu’s algorithm [16], following the same procedure as
already explained in Sections IV-A1 and IV-A2. However,
rather than applying a three-class algorithm (i.e., pupil,
iris, and pattern) in the whole ROI, the Otsu’s algorithm
is applied separately in the pupil and iris areas to separate
the pattern signal from the backgrounds.
2) Following Kass and Witkin [23] and their notation, the
next step is to calculate the image gradients in the x- and
y-directions, Cx(x, y) and Cy (x, y), respectively. Differ-
ent operators can be used to obtain the gradient informa-
tion. Here, a Gaussian function with standard deviation
σ1 is used. These gradients can be combined to form the
vector field J(x, y) as
J(x, y) = Cx(x, y) + jCy (x, y).
One cannot smooth the gradient vectors because vectors
pointing in opposite directions would cancel each other.
For that reason, J(x, y) is squared and three parameters
are extracted: the imaginary part J1 , the real part J2 , and
the gradient magnitude J3 , calculated as
J1(x, y) = [J(x, y)2 ] = 2Cx(x, y)Cy (x, y)
J2(x, y) = [J(x, y)2 ] = C2x (x, y)− C2y (x, y)
J3(x, y) = |J(x, y)2 | =
√
C2x (x, y) + C2y (x, y)
respectively. The next step is to smooth the three con-
sidered parameters by convolving them with a smoothing
function W (x, y). In our case, a Gaussian function with
standard deviation σ2 is used. The three smoothed param-
eters are then computed as follows:
J∗i (x, y) = Ji(x, y) ∗W (x, y), i = 1, 2, 3
where {∗} denotes the convolution operation. The coher-
ence is given by
χ(x, y) =
√
J∗1 (x, y)2 + J
∗
2 (x, y)2
J∗3 (x, y)
and ranges between 0 for a fully anisotropic structure and
1 for a fully isotropic structure. The parameters σ1 and σ2
have to be selected depending on the image characteris-
tics. The parameter σ1 is used to separate the peaks and
the valleys in the original images, while σ2 is responsible
for smoothing the orientation results. Therefore, it is rec-
ommended that σ2 > σ1 . For our application, the values
have been set to σ1 = 1 and σ2 = 3.
3) In the next step, the mean coherence vector is formed
by concatenating all the columns of the matrix and used
for further statistical analysis. An estimator of the prob-
ability density function of this vector, such as the his-
togram, normally reveals a bimodal distribution in which
the first mode represents the interference (classes I and II)
or anisotropic information of the image, while the second
represents the isotropic information in the image consist-
ing of the ring pattern.
The probability density function of the mean coherence
vector can be modeled as a Gaussian mixture
φ(x[n]; ) = (1− )φsignal(X) + φnoise(X)
where  is the mixture parameter that satisfies 0 <  < 1,
while φsignal and φnoise are the Gaussian probability den-
sity functions of the oriented and nonoriented modes,
respectively. An expectation–maximization algorithm is
used to estimate the parameters of the Gaussian mixture
[24], µˆsignal , σˆsignal , µˆnoise , and σˆnoise . Given these pa-
rameters, the estimates of the probability density function
of noise φˆnoise(X) and that of the signal φˆsignal(X) can
be evaluated, as well as the detector characteristics [25] in
terms of the probability of detection
PD =
∫ 1
T
φˆsignal(X)dX
where T is the threshold level that distinguishes between
the signal and interference (classes I and II). It is desirable
that the value of PD be high; for this reason, the threshold
was chosen to be T = µˆsignal − 3σˆsignal . This ensures that
the values of PD are close to 99.85%. Thus, by threshold-
ing the coherence matrix with T , the separation between
signal and interference is achieved.
B. Interference Classification
The intensity information is one of the main features used to
classify the two types of interference (classes I and II). The in-
terference produced by the tear film breakups is associated with
higher image intensity levels due to light scatter of the Placido
disk pattern on the irregular tear film surface. The shadows from
eyelashes, on the other hand, are associated with lower image
intensity levels when compared to those of the ring pattern.
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Fig. 6. Results of the estimated TFSQ form the same three series of HSV recordings for the previous [12] and the current method. The amplitudes of the estimated
TFSQ cannot be directly compared between the methods.
Hence, the intensity information is essential to separate class I
from class II interferences.
In order to extract and normalize the intensity information
from the videokeratoscope image, it is necessary to consider its
structure. The videokeratoscope image consists of two compo-
nents: the foreground Placido disk pattern and the background
eye intensity information. The background can be subdivided
into the pupil and the iris. Each of these regions needs to be ana-
lyzed separately by examining the image intensity information.
By using the previously estimated ROI and pupil boundaries,
a region extraction is performed to obtain the pupil and iris
regions. The iris is composed of the ROI minus the pupil area.
An estimator of the probability density function of each region
reveals a bimodal distribution. The first mode corresponds to the
eye intensity information, while the second mode corresponds
to the Placido disk pattern. In order to separate and normalize
them, the Otsu’s algorithm [16] is applied. As a result of this, an
estimate is obtained to threshold each of the regions and obtain
a binary image in which the Placido disk pattern is coded as
one, while the rest in the image is coded as zero.
The resulting binary image has to be masked to leave only
those areas that correspond to interference. Finally, a binary
image that contains objects in those areas in which shadows
from eyelashes are present is obtained. This binary image is
smoothed by means of a closing operation, the structuring el-
ement of which has been set to a horizontal line of six pixels.
The last step is to extract the boundary of the different objects
that correspond to eyelash-related information. To strengthen
the classification procedure, only those objects whose areas are
connected with the ROI are considered to be related to eyelashes
(interference class I). Finally, the AOA is obtained by combin-
ing the elements of the signal and interference class II. Fig. 2
shows two examples of the estimated AOA for a videkerato-
scope image with interference class I (left) and an image with
both types of interference (right).
VI. ASSESSMENT OF TFSQ
Once the AOA is known, the TFSQ indicator can be calcu-
lated. Since the tear film is responsible for reflecting the light
from the Placido disk target, a smooth tear film surface produces
a perfect reflection, while a rough or disturbed surface produces
a distorted pattern due to the scatter of the light. Hence, by
examining the pattern coherence, the quality of the tear film
surface can be assessed. As presented in [14] and described in
Section V, the coherence χ(x, y) seems to be an appropriate
tool to measure the degree of anisotropy of the pattern.
The TFSQ indicator of the kth image has been defined as
the coherence sample mean within the AOA, where ̂TFSQk =
Eˆ[χk [n,m]]. With the vector of average coherences given bŷTFSQ = [ ̂TFSQ1 , ̂TFSQ2 , . . . , ̂TFSQK ], it is possible to ob-
tain an estimate of the average TFSQ, as well as extract the
timing parameters from each of the tear film phases.
For the sake of comparison with the clinical study that was
reported in [12], the same set of data is used here to analyze
the TFSQ during the interblink period in which the tear film
is relatively stable. Summarizing, the study involved 11 young
subjects with normal tear characteristics and was conducted
over four weeks. Baseline (bare eye) HSV measurements were
conducted in the first week of the study. In the second week,
10 out of the 11 subjects wore hydrogel lens in one randomly
chosen eye, and HSV measurements were conducted on the first
and seventh days of that week. After one week of no contact
lens wear and no measurements, 5 out of the 11 subjects wore
a silicone hydrogel lens in the fourth week of the study. Again,
HSV measurements were conducted on the first and seventh
days of that week. Several consecutive HSV measurements were
conducted at each time.
To ensure that the tear film is stable, 1 s later, the blink is
allowed before calculation of the average TFSQ over the fol-
lowing 6-s period. It is important to note that while the indicator
proposed in this paper is bounded between [0, 1], the indicator
proposed in [9] was not bounded and required ad hoc normal-
ization. Hence, the amplitudes of the estimated TFSQ cannot be
directly compared between the methods.
Fig. 6 shows a particular example of the estimated TFSQ in-
dicator for a patient with bare eye and two different types of
contact lens material for the previous [12] (left) and the current
method (right). The results in Fig. 6 show a clearer separation
between the bare eye and the lens on eye conditions when using
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Fig. 7. Average values of the estimated TFSQ based on multiple measurements
for the three considered conditions.
TABLE II
RESULTS OF REPEATED MEASURES TWO-WAY ANOVA BETWEEN THE THREE
DIFFERENT PAIRWISE CONDITIONS
the current method. Fig. 7 shows the corresponding average val-
ues of the estimated TFSQ from multiple measurements for the
three considered conditions. Significantly, lower coefficient of
variation (about 60%) has been recorded for all three conditions.
It is known that tear film instability occurs at varying locations
on the corneal surface after each blink [13]. By substantially
increasing the TFSQ analysis area in our new method, we have
reduced the likelihood of tear film breakups or disturbances oc-
curring outside the measurement area. This clearly reduces the
variability in TFSQ assessment from one measurement to the
next.
It also appeared that unlike the previous method, the proposed
methodology has the potential to separate the measurements in
terms of the lens material (hydrogel versus silicone hydrogel),
particularly in the last phase of the interblink interval. To as-
certain this, we assessed TFSQ with our method in multiple
measurements from [12], which contained three measurements
for each of the conditions for the five subjects who wore both
contact lenses. The results of repeated measures two-way analy-
sis of variance (ANOVA) are shown in Tables II and III. The data
were tested to verify the assumptions made for this statistical
method (i.e., normal population and sphericity).
The results of repeated measures ANOVA indicate that the
proposed method discriminates between the bare eye and the
lens on eye conditions. The separation between these two con-
ditions is much clearer than in the previous method [12], where
the p-values in the ANOVA were only below p < 0.01, while
in the current method, they are below p < 0.0001. It is also in-
TABLE III
RESULTS OF REPEATED MEASURES TWO-WAY ANOVA BETWEEN
THE INDIVIDUAL MEASUREMENTS FOR THE THREE DIFFERENT
PAIRWISE CONDITIONS
teresting to note that in three out of five subjects (subjects 1,
2, and 6), the new technique can discriminate between the two
types of lenses (see L1 versus L2 condition in Table II). Hence,
our method offers the potential to assess the impact that the
lens material has on the TFSQ. On the other hand, the results
of the ANOVA test between individual measurements showed,
as expected, no significantly different values except for subject
10 in the bare eye to hydrogel lens on eye pairwise comparison
(see Table III).
VII. SUMMARY
A novel method to assess the quality of the tear film surface
based on HSV has been proposed. The method, applied to a
series of entry-level (raw) videokeratoscopic images, is able to
separate the useful Placido disk pattern from two types of image
interference related to the shadows from eyelashes and the poor
quality of the tear film. This separation of signals is performed
in a dynamically estimated area that is subsequently used to
derive the estimate of the TFSQ.
Unlike its predecessor [9], [12], the proposed technique of
dynamic-area HSV provided more consistent results of TFSQ
with much less variability. This has led to the ability to not only
distinguish between bare eye and lens on eye conditions, but
also to separate, in some subjects, the condition of the hydrogel
lens wear to that of the silicone hydrogel lens. This improved
ability to discriminate between contact lens surface qualities
on eye will help in the better understanding of the tear film
lens surface interactions. It also offers the potential for more
detailed discrimination of the subtle underlying causes of dry
eye syndrome.
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