We propose a unified methodology, based on renormalization group theory, for finding out existence of periodic solutions in a plethora of nonlinear dynamical systems appearing across disciplines. The technique will be shown to have the non-trivial ability of classifying the solutions into limit cycles and periodic orbits surrounding a center.
Introduction
Inspite of the tremendous progress made in the area of dynamical systems over the last few decades, it remains a problem to find the nature of and locate the periodic orbits of a two dimensional dynamical system. Periodic orbits come in two varieties -centre type oscillations and limit cycles. The centre type trajectories are a continuous family of closed curves in phase space -each determined by the prescribed initial condition while the limit cycle is an isolated periodic trajectory. A little more than a decade ago a different way of looking at problem of nonlinear dynamics of oscillators was proposed by Chen et al [1, 2] and has been explored by several groups. This method involves a direct use of perturbation theory and renormalization group (RG). The RG naturally leads to flow equations. In this respect it is akin to the Bogoliubov-Krylov method. The advantage however lies in the fact that RG uses naïve perturbation theory. One does not need to anticipate scales (as in multiple scales method) or make an assumption about slowly varying amplitudes and phases (Bogoliubov-Krylov).
How does one apply the RG principle to a problem in dynamics? We begin by observing that a periodic solution can be expressed as a Fourier series with amplitude and phase of the lowest harmonic determining the amplitude and phase of the higher order ones. The amplitude and phase are quantities that will flow. A naive perturbation expansion of the dynamical variable will lead to a divergent answer. If ' ' is the time at which we want to know ( ) and 0 is the initial time, then ( ) will diverge as − 0 → ∞. This is completely similar to divergence in field theories where a physical quantity (two point correlation function e.g.) diverges as the cutoff Λ → ∞. If we are discussing a physical variable, then the answer has to be finite and while this is achieved in field theory by constructing running coupling constants it is done for the differential equation by introducing an arbitrary time scale and letting the amplitude and phase depend on . This leads to the flow equations
For the autonomous system of and are generally function of alone. We propose to use the flow equations (1.1) and (1.2) to differentiate between oscillators which are of the centre variety and limit cycles. The centre type oscillation consists of a continuous family of closed orbits in phase space, each orbit being determined by its own initial condition. This implies that the amplitude is fixed, once the initial condition is set. This must lead to
This statement is exact and is not tied to any perturbation theory argument. For the limit cycle on the other hand = 1.4
and ( ) must be such that the flow must have a fixed point. The fixed point has to be stable for the limit cycle to be stable. If = 0 is the only fixedpoint of ( ) in (1.4), then we have a focus. The calculation of ( ) requires the use of perturbation theory. Application of perturbation theory is possible only if one can locate a centre -this is the basic periodic state. Locating a centre can sometimes be straightforward e.g. , the origin is a centre, for = 0. In the Lotka-Volterra model 1 = 1 − 1 2 , 2 = − 2 + 1 2 the origin is a saddle and (1,1) is the centre. Shifting the origin to the centre is the first step of the process of determining the function ( ). In this case of course ( ) = 0 since the periodic state in the predator-prey model is a centre like state.
A more complicated situation is the Belushov-Zabotinsky reaction [3] . In that case, a transfer of origin to the fixed point will have to be followed by a proper setting of parameters in the problem to make the origin a centre which is the starting point of all perturbation theory. This raises the problem that the given dynamical system may not have a relevant parameter, e.g. the well known paradigm for the limit cycle
where = + is the complex variable and > 0. The only fixed point is the origin and it is an unstable focus for all . We can overcome this dificulty by considering the more general system
The origin is now a stable focus for 1 < 0, unstable focus for 1 > 0 and a centre for 1 = 0. It is this centre about which one can set up a perturbation theory. The perturbative evaluation of ( ) and ( ) consequently involves the following initial steps: i) Find the fixed points of the system and identify linear centres. ii) If there are no linear systems, extend the parameter space and see if a linear centre can be located as the parameters are changed. iii) For every linear centre, thus located, we need to check the existence of a limit cycle by perturbatively constructing ( ) and ( ).
A Lienard System
We begin by studying a particularly interesting example of Lienard system + + = 0. We consider a linear function for ( ) and a quadratic one for ( ), i.e. = + and = + 2 . Redefining and we can write the Lienard system in the form
For = = 1, this reduces to the special case studied numerically in ref. [4] . The above second order system can be written as
There are two fixed points (0,0) and (− 1 , 0). The former is a centre for = 0 and the latter is always a saddle. We need to study the possibility The series is correct to and ( ). We choose 10 = − We now go to the next order and after a straightforward calculation along the above lines obtain Now, if = 0, the R.H.S. of equation (2.22) vanishes for any , and thus in accordance with the prescription of our methodology we must have a centre type oscillation with an angular frequency of Ω = 1 − 5 2 2 /12, which is the well-known correct result for a cubic oscillator when the amplitude is small. Similarly for = 0 (and non-zero ), one has a centre type oscillation if = −1 with frequency Ω = 1 − 2 2 /24, a result which can be verified from the exact answer which exists in this case.
Of course, the RG flow equations also suggest that there is also a limit cycle solution in the system if 1 + > 0 (i.e. > −1) and both and have the same sign. It is a stable limit cycle if > 0 and unstable if < 0. The frequency of the limit cycle is:
As one may note, for = , the amplitude of the limit cycle is given by 0 2 = 4 1 + / and its frequency Ω = 1 − 11 2 2 /24 = 1 − 11 1 + /6. A positive definite quantity to this order would be Ω 2 = 1 − 11 1 + /3 and since we want Ω 2 > 0, we restrict < 3/11 − 1. For = 1, this leads to < −0.73. The limit found numerically [4] by for the case = = 1 is −0.84.
Advantage Over Linear Stability Analysis
Before we conclude, let us witness how useful this RG technique is when one deals with the subtle cases of centers in nonlinear dynamical systems. It is very well known that linearized version of a nonlinear dynamical system may not reproduce qualitatively correct picture of the phase portrait near a fixed point. We now showcase the fact that while linearization of a certain nonlinear dynamical system wrongly establishes a fixed point as center (which originally is a spiral node), our methodology gives correct result. Consider the following dynamical system:
Here, is a small positive parameter that facilitates a trial perturbative solution of the form: = 0 + 1 + 2 2 + ⋯ . Linear stability analysis would show that the fixed point (0,0) is a centre for all . It can however be easily shown [4] by making use of polar coordinates, in system (3.1), the origin is a stable spiral when < 0 and an unstable spiral for positive . Now, applying the RG methodology prescribed in this paper, one arrives at the following flow equations, upto ( 2 ):
One immediately notes that in accordance with our scheme of classifying focus and centre, from the above flow equations, one can easily extract the correct information regarding the nature of the fixed point in system (3.1): if = 0, / = 0 ∀ , implying that the origin is a centre; whereas if ≠ 0, / = 0 = 0, making the origin a focus.
Conclusions
To conclude, we again emphasize that this paper introduces a simple yet powerful methodology ---based on perturbative renormalization group theory ---of identifying and classifying a periodic solution (limit-cycle or orbit around center) in various types of two-dimensional nonlinear dynamical system. This very technique can also distinguish between a focus and a center. The different types of two-dimesional systems that can be handled using this methodology include not only simpler autonomous systems but also forced non-autonomous systems and time-delayed systems which are discussed in detail elsewhere [5] . Also, it has been shown that our technique yields the correct nature of the fixed point of a nonlinear dynamical system when the linearization about it gives a completely wrong idea regarding its true nature.
