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Several characterizations of an n-inner
product space
Nicus¸or Minculete
Abstract. In this article we present some identities in an n-inner product
space related to the standard n-inner product and we prove new results re-
lated to several inequalities in a n-inner product space and in an n-normed
space. Among these inequalities we will mention Cauchy-Schwarz’s inequal-
ity and the triangle inequality. We shows several applications related to some
statistics indicators as average, variance, standard deviation and correlation
coefficient, using the standard 2-inner product and some of their properties
using the standard 3-inner product. We also present a brief characterization
of a linear regression model for the random variables in discrete case. Finally,
we generalize the Chebyshev functional using the standard n-inner product.
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1 Introduction
The concept of linear 2-normed spaces and 2-metric spaces has been inves-
tigated by Ga¨hler [13]. In [5] and [6], Diminnie, Ga¨hler and White studied
the 2-inner product spaces.
A classification of results related to the theory of 2-inner product spaces
can be found in book [3]. Here several properties of 2-inner product spaces
are given. In [8] Dragomir et al. show the corresponding version of Boas-
Bellman inequality in 2-inner product spaces. Others properties of a 2-inner
product space can be found in [7].
Misiak [20] generalizes this concept of a 2-inner product space, in 1989,
in the following way: let n be a nonnegative integer (n ≥ 2) and X be a
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vector space of dimension dimX = d ≥ n (d may be infinite) over the field
of real numbers R. A R-valued function (·, · | ·, ..., ·) on Xn+1 satisfying the
following properties:
P1) Positivity: (x1, x1|xn, ..., x2) ≥ 0; (x1, x1|xn, .., x2) = 0, if and only if
x1, x2, ..., xn are linearly dependent;
P2) Interchangeability: (x, x|xn, ..., x2) = (xn, xn|x, xn−1, ..., x2);
P3) Symmetry: (x, y|xn, .., x2) = (y, x|xn, ..., x2);
P4) Homogeneity: (αx, y|xn, ..., x2) = α(x, y|xn, ..., x2), for every scalar
α ∈ R.
P5) Additivity: (x+ x
′
, y|xn, ..., x2) = (x, y|xn, ..., x2) + (x′ , y|xn, ..., x2);
is called an n-inner product on X, and the pair (X, (·, ·|·, ..., ·)) is called a
n-inner product space or n-pre-Hilbert space.
It is easy to see that the n-inner product is a linear function of its two first
arguments. Several results related to the theory of the n-inner product spaces
can be found in [14, 21]: (x, y|αxn, ..., x2) = α2(x, y|xn, ..., x2), for every real
number α and for x, y, x2, .., xn ∈ X ; (x, y|xn + x′n, xn−1, ..., x2) − (x, y|xn −
x
′
n, xn−1, ..., x2) = (xn, x
′
n|x+y, xn−1, ..., x2)−(xn, x′n|x−y, xn−1, ..., x2), for all
x, y, x2, x3, ..., xn, x
′
n ∈ X and an extension of the Cauchy-Schwarz inequality
to arbitrary n:
(1.1) |(x, y|xn, ..., x2)| ≤
√
(x, x|xn, ..., x2)
√
(y, y|xn, ..., x2),
for all x, y, x2, x3, ..., xn ∈ X . The equality holds in (1.1) if and only if
x, y, x2, x3, ..., xn are linearly dependent.
Other consequences from the above properties can be inferred very easily:
(0, y|xn, ..., x2) = (x, 0|xn, ..., x2) = (x, y|0, ..., x2) = 0,
(x2, y|xn, ..., x2) = (x, x2|xn, ..., x2) = 0,
for all x, y, x2, x3, ..., xn ∈ X .
Let (X, (·, ·|·, ..., ·)) be an n-inner product space, n ≥ 2.
We can define a function ‖·, ..., ·‖ on X ×X × ...×X = Xn by
‖x|xn, ..., x2‖ :=
√
(x, x|xn, ..., x2),
for all x, x2, ..., xn ∈ X , which is another notation for an n-norm on X versus
[20], because it is much more useful in calculations. This function satisfies
the following conditions:
C1) ‖x|xn, ..., x2‖ ≥ 0 and‖x|xn, ..., x2‖ = 0 if and only if x, x2, ..., xn are
linearly dependent;
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C2) ‖x|xn, ..., x2‖ is invariant under permutation;
C3) ‖αx|xn, ..., x2‖ = |α|‖x|xn, ..., x2‖, for any scalar α ∈ R.
C4) ‖x+ y|xn, ..., x2‖ ≤ ‖x|xn, ..., x2‖+ ‖y|xn, ..., x2‖,
for all x, y, x2, ..., xn ∈ X.
A function ‖ · |·, ..., ·‖ defined on Xn and satisfying the above conditions is
called an n-norm on X and (X, ‖ · |·, ..., ·‖) is called a linear n-normed space.
It is easy to see that if (X, (·, ·|·, ..., ·)) is an n-inner product space over
the field of real numbers R, then (X, ‖ · |·, ..., ·‖) is a linear n-normed space
and the n-norm ‖ · |·, ..., ·‖ is generated by a n-inner product (·, ·|·, ..., ·).
Furthermore, we have the parallelogram law [3],
(1.2) ‖x+y|x2, ..., xn‖2+‖x−y|x2, ..., xn‖2 = 2‖x|x2, ..., xn‖2+2‖y|x2, ..., xn‖2,
for all x, y, x2, .., xn ∈ X and the polarization identity (see e.g. [3] and [4]),
(1.3) ‖x+ y|x2, ..., xn‖2 − ‖x− y|x2, ..., xn‖2 = 4(x, y|x2, ..., xn),
for all x, y, x2, ..., xn ∈ X.
The motivation of this article is the study of certain properties of the
standard n-inner product because this concept generates very interesting
properties related to an inner product space. We will shows several statisti-
cal indicators, namely: average, variance, standard deviation and correlation
coefficient, using the standard 2-inner product and some of their properties
using the standard 3-inner product. We also present a brief characterization
of a linear regression model for the random variables in discrete case. Finally,
we generalize the Chebyshev functional using the standard n-inner product.
2 The standard n-inner product
The standard 2-inner product (., .|.) is defined on the inner product space
X = (X, 〈·, ·〉) by:
(2.1) (x, y|z) = det
(〈x, y〉 〈x, z〉
〈z, y〉 〈z, z〉
)
= 〈x, y〉〈z, z〉 − 〈x, z〉〈z, y〉,
for all x, y, z ∈ X (see e.g. [3], [4]).
Next, we define the standard n-inner product using the standard (n−1)-inner
product, n ≥ 2. By 1-inner product we understand the usual inner product
〈·, ·〉.
Let n be a nonnegative integer (n ≥ 2) and X be a real vector space of
dimension dimX = d ≥ n (d may be infinite).
Therefore, we define the standard n-inner product in the following way:
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(2.2) (x, y|xn, ..., x2) = det
(
(x, y|xn−1, ..., x2) (x, xn|xn−1, ..., x2)
(xn, y|xn−1, ..., x2) (xn, xn|xn−1, ..., x2)
)
,
for all x, y, x2, ..., xn.
Proposition 1. The standard n-inner product defined by relation (2.2) sat-
isfies the conditions I2)− I5), for every n ≥ 2.
Proof. We prove this proposition by mathematical induction. We con-
sider the following proposition:
P (n): the standard n-inner product defined by relation (2.2) satisfies the
conditions I2)− I5), for every n ≥ 2. We check that P (2) is true: we know
from [3], [4] that the standard 2-inner product,
(x, y|z) = det
(〈x, y〉 〈x, z〉
〈z, y〉 〈z, z〉
)
, satisfies the conditions I2)− I5).
Suppose P (n) is true and prove that proposition P (n + 1) is true. The
standard (n+ 1)-inner product is given by:
(x, y|xn+1, xn, ..., x2) = detA,
where A =
(
(x, y|xn, ..., x2) (x, xn+1|xn, ..., x2)
(xn+1, y|xn, ..., x2) (xn+1, xn+1|xn, ..., x2)
)
.
We prove that (x, x|xn+1, xn, ..., x2) = (xn+1, xn+1|x, xn, ..., x2);
(x, x|xn+1, ..., x2) = det
(
(x, x|xn, ..., x2) (x, xn+1|xn, ..., x2)
(xn+1, x|xn, ..., x2) (xn+1, xn+1|xn, ..., x2)
)
= det
(
(xn+1, xn+1|xn, ..., x2) (xn+1, x|xn, ..., x2)
(x, xn+1|xn, ..., x2) (x, x|xn, ..., x2)
)
= (xn+1, xn+1|x, xn, ..., x2).
Consequently, condition I2) is true.
It is easy to see that
(x, y|xn+1, xn, ..., x2) = det
(
(x, y|xn, ..., x2) (x, xn+1|xn, ..., x2)
(xn+1, y|xn, ..., x2) (xn+1, xn+1|xn, ..., x2)
)
= det
(
(y, x|xn, ..., x2) (xn+1, y|xn, ..., x2)
(x, xn+1|xn, ..., x2) (xn+1, xn+1|xn, ..., x2)
)
= (y, x|xn+1, xn, ..., x2),
because detA = detAT and (x, y|xn, ..., x2) = (y, x|xn, .., x2). So, the stan-
dard (n + 1)-inner product satisfies condition I3).
Since, we have
(αx, y|xn+1, xn, ..., x2) = det
(
(αx, y|xn, ..., x2) (αx, xn+1|xn, ..., x2)
(xn+1, y|xn, ..., x2) (xn+1, xn+1|xn, ..., x2)
)
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= det
(
α(x, y|xn, ..., x2) α(x, xn+1|xn, ..., x2)
(xn+1, y|xn, ..., x2) (xn+1, xn+1|xn, ..., x2)
)
= α(x, y|xn+1, xn, ..., x2),
it follows that, the standard (n+ 1)-inner product satisfies condition I4).
The standard (n+1)-inner product satisfies condition I5), because we have
(x+x
′
, y|xn+1, xn, ..., x2) = det
(
(x+ x
′
, y|xn, ..., x2) (x+ x′ , xn+1|xn, ..., x2)
(xn+1, y|xn, ..., x2) (xn+1, xn+1|xn, ..., x2)
)
= det
(
(x, y|xn, ..., x2) + (x′ , y|xn, ..., x2) (x, xn+1|xn, ..., x2) + (x′ , xn+1|xn, ..., x2)
(xn+1, y|xn, ..., x2) (xn+1, xn+1|xn, ..., x2)
)
= det
(
(x, y|xn, ..., x2) (x, xn+1|xn, ..., x2)
(xn+1, y|xn, ..., x2) (xn+1, xn+1|xn, ..., x2)
)
+
+det
(
(x
′
, y|xn, ..., x2) (x′ , xn+1|xn, ..., x2)
(xn+1, y|xn, ..., x2) (xn+1, xn+1|xn, ..., x2)
)
= (x, y|xn+1, xn, ..., x2) + (x′, y|xn+1, xn, ..., x2).
According to the principle of mathematical induction the standard n-
inner product defined by relation (2.2) satisfies the conditions I2)-I5), for
every n ≥ 2.

Proposition 2. If (x, x|xn, ..., x2) ≥ 0, for every n ≥ 2 and for all x, x2, ..., xn ∈
X, then we have (x, x|xn+1, xn, ..., x2) ≥ 0, for all x, x2, ..., xn, xn+1 ∈ X.
Equality holds if and only if x, x2, ..., xn+1 are linearly dependent.
Proof. Since (x, x|xn, ..., x2) ≥ 0, we have
(λx+ xn+1, λx+ xn+1|xn, ..., x2) ≥ 0,
for all λ ∈ R, so we obtain the following relation:
λ2(x, x|xn, ..., x2) + 2λ(x, xn+1|xn, ..., x2) + (xn+1, xn+1|xn, ..., x2) ≥ 0, for
all λ ∈ R.
If (x, x|xn, ..., x2) = 0 , then x, x2, ..., xn are linearly dependent, so there
are the real numbers α2, .., αn such that x =
n∑
i=2
αixi.
It follows that (x, xn+1|xn, ..., x2) =
n∑
i=2
αi(xi, xn+1|xn, ..., x2) = 0, which means
that (x, x|xn+1, xn, ..., x2) = 0.
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If (x, x|xn, ..., x2) > 0, then the discriminant ∆λ is negative, so
∆λ = (x, xn+1|xn, ..., x2)2 − (x, x|xn, ..., x2)(xn+1, xn+1|xn, ..., x2) =
= −(x, x|xn+1, xn, ..., x2) < 0.
So, we deduce that (x, x|xn+1, xn, ..., x2) ≥ 0.
Since the equality in relation (1.1), for y = xn+1, holds if and only if
x, xn+1, x2, x3, ..., xn are linearly dependent, then we can say that
(x, x|xn+1, xn, ..., x2) = 0,
if and only if x, x2, ..., xn+1 are linearly dependent.

Remark 1. Using Proposition 1 and Proposition 2, we prove that the stan-
dard (n+ 1)-inner product satisfies the conditions I1)-I5), knowing that the
n-inner product checks the conditions I1)-I5). By mathematical induction,
the standard n-inner product defined by relation (2.2) satisfies the conditions
I1)-I5), for every n ≥ 2 .
If X = (X, 〈·, ·〉) is an inner product space, then the standard 2-inner
product (., .|.) is defined on X by:
(x, y|z) = det
(〈x, y〉 〈x, z〉
〈z, y〉 〈z, z〉
)
= 〈x, y〉〈z, z〉 − 〈x, z〉〈z, y〉,
for all x, y, z ∈ X .
But, (X, ‖.|.‖) becomes a linear 2-normed space, with the 2-norm given
by the following:
‖ x|z ‖2= (x, x|z) = det
(〈x, x〉 〈x, z〉
〈z, x〉 〈z, z〉
)
= ‖x‖2‖z‖2 − 〈x, y〉2,
for all x, z ∈ X.
Therefore, we define the standard 3-inner product in the following way:
(2.3) (x, y|w, z) = det
(
(x, y|z) (x, w|z)
(w, y|z) (w,w|z)
)
,
for all x, y, w, z ∈ X .
If we calculate the above determinant, we find the following relation:
(x, y|w, z) = (x, y|z)(w,w|z)− (x, w|z)(w, y|z),
which implies the equality
(2.4) (x, x|w, z) = (x, x|z)(w,w|z)− (x, w|z)(w, x|z) =
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= ‖x|z‖2‖w|z‖2 − (x, w|z)2.
This relation can be written as
(2.5) (x, x|w, z) = (‖x‖2‖w‖2‖z‖2 + 2〈w, z〉〈z, x〉〈x, w〉 − ‖x‖2〈w, z〉2
−‖w‖2〈z, x〉2 − ‖z‖2〈x, w〉2)‖z‖2.
Since (x, x|w, z) ≥ 0, then we obtain the inequality from Lupu and Schwarz
[16] given by the following:
(2.6) ‖x‖2〈w, z〉2+‖w‖2〈z, x〉2+‖z‖2〈x, w〉2 ≤ ‖x‖2‖w‖2‖z‖2+2〈w, z〉〈z, x〉〈x, w〉.
Another interesting form for the standard 3-inner product can be given
by the determinant, in the following way:
(2.7) (x, y|w, z) =
∣∣∣∣∣∣
〈x, y〉 〈x, w〉 〈x, z〉
〈w, y〉 〈w,w〉 〈w, z〉
〈z, y〉 〈z, w〉 〈z, z〉
∣∣∣∣∣∣ · ‖z‖2.
From this relation we deduce:
(2.8) (x, x|w, z) =
∣∣∣∣∣∣
〈x, x〉 〈x, w〉 〈x, z〉
〈w, x〉 〈w,w〉 〈w, z〉
〈z, x〉 〈z, w〉 〈z, z〉
∣∣∣∣∣∣ · ‖z‖2 = Γ(x, w, z) · ‖z‖2,
and
(2.9) (x, x|z, w) = Γ(x, z, w) · ‖w‖2,
with Γ(x, w, z) = Γ(x, z, w), where Γ(x, w, z) is the Gram’s determinant [4].
It is easy to see that
(2.10) (x, x|z, w)‖z‖2 = (x, x|w, z)‖w‖2.
3 Equalities and inequalities related to the
standard n-inner product
Next, we will obtain some characterizations of the relationship between the
Cauchy-Schwarz inequality and the triangle inequality for an n-inner product
space.
Lemma 1. If X = (X, (·, ·|·, ..., ·)) is an n-inner product space over the field
of real numbers R, and the n-norm ‖·, ·|·, ..., ·‖ is generated by an n-inner
product (·, ·|·, ..., ·), then we have
(3.1)
‖ax−by|xn, ..., x2‖2 = a2‖x|xn, ..., x2‖2−2ab(x, y|xn, ..., x2)+b2‖y|xn, ..., x2‖2,
for vectors x, y, xn, ..., x2 in X and a, b ∈ R.
Proof. By making simple calculations, for all x, y, xn, ..., x2 ∈ X and
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a, b ∈ R, we have that
‖ax− by|xn, ..., x2‖2 = (ax− by, ax− by|xn, ..., x2)
= a(ax− by, x|xn, ..., x2)− b(ax − by, y|xn, ..., x2)
= a2‖x|xn, ..., x2‖2 − ab(x, y|xn, ..., x2)− ab(y, x|xn, ..., x2) + b2‖y|xn, ..., x2‖
= a2‖x|xn, ..., x2‖2 − 2ab(x, y|xn, ..., x2) + b2‖y|xn, ..., x2‖
which proved the statement.

Remark 2. If in relation (3.1) we take a =
1
‖x|xn, ..., x2‖ and
b =
1
‖y|xn, ..., x2‖ , then we obtain
(3.2) (x, y|xn, ..., x2) =
= ‖x|xn, ..., x2‖‖y|xn, ..., x2‖
(
1−1
2
∥∥∥∥∥ x‖x|xn, ..., x2‖−
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2)
,
for all nonzero vectors x, y, x2, ..., xn in X and the linearly independent sets
of vectors {x, x2, ..., xn} and {y, x2, ..., xn}.
Corollary 3. With the above assumptions in an n-inner product space, we
have the following equality
(3.3) ‖ax− by|xn, ..., x2‖2 + ‖bx+ ay|xn, ..., x2‖2 =
= (a2 + b2)
(
‖x|xn, ..., x2‖2 + ‖y|xn, ..., x2‖2
)
,
for all vectors x, y, x2, ..., xn in X and a, b ∈ R.
Proof. In relation (3.1), if we replace a by –b, and b by a, then we deduce
the relation
‖bx+ ay|xn, ..., x2‖2 =
= b2‖x|xn, ..., x2‖2 + 2ba(x, y|xn, ..., x2) + a2‖y|xn, ..., x2‖2.
From the above relation and by adding relation (3.1), we obtain the relation
of the statement.

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Theorem 4. If X = (X, (·, ·|·, ..., ·)) is an n-inner product space over the
field of real numbers R, and the n-norm ‖ · |·, ..., ·‖ is generated by an n-inner
product (·, ·|·, ..., ·), then we have
(3.4) (b−a)(a‖x|xn, ..., x2‖2−b‖y|xn, ..., x2‖2
)
+‖ax−by|xn, ..., x2‖2 =
= ab‖x− y|xn, ..., x2‖2,
for all vectors x, y, x2, ..., xn in X and a, b ∈ R.
Proof. If we apply Lemma 1, then we obtain the relation
(b− a)
(
a‖x|xn, ..., x2‖2 − b‖y|xn, ..., x2‖2
)
+ ‖ax− by|xn, ..., x2‖2
= ab‖x|xn, ..., x2‖2 + ab‖y|xn, ..., x2‖2 − 2ab(x, y|xn, ..., x2)
= ab
(
‖x|xn, ..., x2‖2 − 2(x, y|xn, ..., x2) + ‖y|xn, ..., x2‖2
)
= ab‖x− y|xn, ..., x2‖2.
Therefore the relation of the statement is true.

Remark 3. It is easy to see that relation (3.4) becomes
(3.5) (b2 − a2)
(
‖x|xn, ..., x2‖2 − ‖y|xn, ..., x2‖2
)
−(a− b)2
(
‖x|xn, ..., x2‖2 + ‖y|xn, ..., x2‖2
)
+ 2‖ax− by|xn, ..., x2‖2
= 2ab‖x− y|xn, ..., x2‖2.
Corollary 5. With the above assumptions in an n-pre-Hilbert space, we have
(3.6)
∥∥∥∥∥ x‖x|xn, ..., x2‖ −
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
=
‖x− y|xn, ..., x2‖2 −
(
‖x|xn, ..., x2‖ − ‖y|xn, ..., x2‖
)2
‖x|xn, ..., x2‖ · ‖y|xn, ..., x2‖
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for nonzero vectors x, y, x2, ..., xn in X and the linearly independent sets of
vectors {x, x2, ..., xn} and {y, x2, ..., xn}.
Proof. For a =
1
‖x|xn, ..., x2‖ and b =
1
‖y|xn, ..., x2‖ in relation (3.1), we
deduce equality (3.6).

Remark 4. From equality (3.6), we deduce∥∥∥∥∥ x‖x|xn, ..., x2‖ −
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
= A · B,
where A =
‖x− y|xn, ..., x2‖ − |‖x|xn, ..., x2‖ − ‖y|xn, ..., x2‖|
min{‖x|xn, ..., x2‖, ‖y|xn, ..., x2‖}
and
B =
‖x− y|xn, ..., x2‖+ |‖x|xn, ..., x2‖ − ‖y|xn, ..., x2‖|
max{‖x|xn, ..., x2‖, ‖y|xn, ..., x2‖} .
But, using the inequality min{A,B} ≤ √AB ≤ max{A,B} for positive real
numbers A and B, we deduce the following inequality
(3.7)
‖x− y|xn, ..., x2‖ − |‖x|xn, ..., x2‖ − ‖y|xn, ..., x2‖|
min{‖x|xn, ..., x2‖, ‖y|xn, ..., x2‖}
≤
∥∥∥∥∥ x‖x|xn, ..., x2‖ −
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
≤ ‖x− y|xn, ..., x2‖+ |‖x|xn, ..., x2‖ − ‖y|xn, ..., x2‖|
max{‖x|xn, ..., x2‖, ‖y|xn, ..., x2‖} ,
for nonzero vectors x, y, x2, ..., xn in X and the linearly independent sets of
vectors {x, x2, ..., xn} and {y, x2, ..., xn}. This inequality is an extension of
the inequality of Maligranda from [17] to an n-inner product space over the
field of real numbers.
Theorem 6. If a, b ∈ R and X = (X, (·, ·|·, ..., ·)) is an n-inner product space
over the field of real numbers R, and the n-norm ‖ · |·, ..., ·‖ is generated by
an n-inner product (·, ·|·, ..., ·), then we have
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(3.8) (a− b)2 + 2ab
(
2−
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
≤
∥∥∥∥∥ ax‖x|xn, ..., x2‖ −
by
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
≤ (a− b)2 + 4ab
(
2−
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
for nonzero vectors x, y, x2, ..., xn in X and the linearly independent sets of
vectors {x, x2, ..., xn} and {y, x2, ..., xn}.
Proof. If we replace x and y in relation (3.5) by
x
‖x|xn, ..., x2‖ and
y
‖y|xn, ..., x2‖ then we deduce∥∥∥∥∥ ax‖x|xn, ..., x2‖ −
by
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
=
= |a− b|2 + ab
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
for nonzero vectors x, y, x2, ..., xn in X and the linearly independent sets of
vectors {x, x2, ..., xn} and {y, x2, ..., xn} and a, b ∈ R.
Using the above equality and the parallelogram identity,∥∥∥∥∥ x‖x|xn, ..., x2‖−
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
+
∥∥∥∥∥ x‖x|xn, ..., x2‖+
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
= 2
(∥∥∥∥∥ x‖x|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
+
∥∥∥∥∥ y‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2)
= 4
we find the following equality:
(3.9)
∥∥∥∥∥a x‖x|xn, ..., x2‖ − b
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
=
= (a− b)2 + ab
(
4−
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2)
.
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But, from the equality,
4−
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
=
(
2 −
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)(
2 +
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
.
and from triangle inequality, we prove the relation
0 ≤
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥ ≤ 2
and taking into account that we have relation (3.9), we deduce inequality
(3.8).

Below, we obtain a refinement of the Cauchy-Schwarz inequality and a reverse
inequality of the Cauchy-Schwarz inequality in an n-pre-Hilbert space.
Corollary 7. With the above assumptions in an n-pre-Hilbert space, the
following inequality holds
(3.10)(
2−
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
‖x|xn, ..., x2‖ · ‖y|xn, ..., x2‖
≤ ‖x|xn, ..., x2‖ · ‖y|xn, ..., x2‖ − (x, y|xn, ..., x2)
≤ 2
(
2−
∥∥∥∥∥ x‖x|xn, ..., x2‖+
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
‖x|xn, ..., x2‖·‖y|xn, ..., x2‖
for nonzero vectors x, y, x2, ..., xn in X and the linearly independent sets of
vectors {x, x2, ..., xn} and {y, x2, ..., xn}.
Proof. If we take in inequality (3.8) a = b 6= 0, a, b ∈ R , then we find the
following inequality
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(3.11) 2
(
2−
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
≤
∥∥∥∥∥ x‖x|xn, ..., x2‖ −
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
≤ 4
(
2−
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
.
From relation (3.2), we deduce the equality
∥∥∥∥∥ x‖x|xn, ..., x2‖ −
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
2
=
=
2(‖x|xn, ..., x2‖‖y|xn, ..., x2‖ − (x, y|xn, ..., x2))
‖x|xn, ..., x2‖‖y|xn, ..., x2‖ ,
and combining this with inequality (3.11), we find the inequality of the state-
ment.

Next, we will show some estimates of the triangle inequality a linear n-normed
space.
Theorem 8. If X = (X, ‖ · |·, ..., ·‖) is a linear n-normed space over the field
of real numbers R, then the following inequality holds
(3.12) min{a, b}(‖x|xn, ..., x2‖+ ‖y|xn, ..., x2‖ − ‖x+ y|xn, ..., x2‖)
≤ a‖x|xn, ..., x2‖+ b‖y|xn, ..., x2‖ − ‖ax+ by|xn, ..., x2‖
≤ max{a, b}(‖x|xn, ..., x2‖+ ‖y|xn, ..., x2‖ − ‖x+ y|xn, ..., x2‖),
for all vectors x, y, x2, ..., xn in X and a, b ∈ R+.
Proof. If without reducing the generality, we assume that 0 ≤ a ≤ b, then
we have
a‖x|xn, ..., x2‖+ b‖y|xn, ..., x2‖−
−min{a, b}(‖x|xn, ..., x2‖+ ‖y|xn, ..., x2‖ − ‖x+ y|xn, ..., x2‖) =
= (b− a)‖y|xn, ..., x2‖+ a‖x+ y|xn, ..., x2‖
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= ‖(b− a)y|xn, ..., x2‖+ ‖a(x+ y)|xn, ..., x2‖ ≥ ‖ax+ by|xn, ..., x2‖
Similarly, we make the following calculations:
a‖x|xn, ..., x2‖+ b‖y|xn, ..., x2‖−
−max{a, b}(‖x|xn, ..., x2‖+ ‖y|xn, ..., x2‖ − ‖x+ y|xn, ..., x2‖) =
= b‖x+ y|xn, ..., x2‖ − (b− a)‖x|xn, ..., x2‖ ≤ ‖ax+ by|xn, ..., x2‖.
In the case 0 ≤ b ≤ a, we deduce the same above results. Therefore, the
inequalities of the statement are true.

Remark 5. If we replace x by
x
‖x|xn, ..., x2‖ and y by
y
‖y|xn, ..., x2‖ in
relation (3.12), we obtain the following inequality:
(3.13) min{a, b}
(
2−
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
≤ a+ b−
∥∥∥∥∥ a‖x|xn, ..., x2‖ +
b
‖y|xn, ..., x2‖y|xn, ..., x2
∥∥∥∥∥
≤ max{a, b}
(
2−
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
,
for nonzero vectors x, y, x2, ..., xn in X and the linearly independent sets of
vectors {x, x2, ..., xn} and {y, x2, ..., xn}.
Corollary 9. If X = (X, ‖ · |·, ..., ·‖) is a linear n-normed space over the
field of real numbers R, then we have
(3.14)
min{‖x|xn, ..., x2‖, ‖y|xn, ..., x2‖}
(
2−
∥∥∥∥∥ x‖x|xn, ..., x2‖+
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
≤ ‖x|xn, ..., x2‖+ ‖y|xn, ..., x2‖ − ‖x+ y|xn, ..., x2‖
≤ max{‖x|xn, ..., x2‖, ‖y|xn, ..., x2‖}
(
2−
∥∥∥∥∥ x‖x|xn, ..., x2‖+
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
)
,
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for nonzero vectors x, y, x2, ..., xn in X and the linearly independent sets of
vectors {x, x2, ..., xn} and {y, x2, ..., xn}.
Proof. For nonzero vectors x, y, x2, ..., xn in X and the linearly indepen-
dent sets of vectors {x, x2, ..., xn} and {y, x2, ..., xn}, in Theorem 8, we make
the following substitutions: a =
1
‖x|xn, ..., x2‖ , b =
1
‖y|xn, ..., x2‖ , then we
obtain ‖x|xn, ..., x2‖+ ‖y|xn, ..., x2‖ − ‖x+ y|xn, ..., x2‖
max{‖x|xn, ..., x2‖, ‖y|xn, ..., x2‖}
≤ 2−
∥∥∥∥∥ x‖x|xn, ..., x2‖ +
y
‖y|xn, ..., x2‖|xn, ..., x2
∥∥∥∥∥
≤ ‖x|xn, ..., x2‖+ ‖y|xn, ..., x2‖ − ‖x+ y|xn, ..., x2‖
min{‖x|xn, ..., x2‖, ‖y|xn, ..., x2‖}
which implies the inequalities from (3.14).

4 Applications
A variety of ways to present data, probability, and statistical estimation are
mainly characterized by the following statistics indicators: mean, variance,
standard deviation, covariance and Pearson correlation coefficient [10].
Taking the mean as the center of a random variable’s probability distri-
bution, the variance is a measure of how much the probability mass is spread
out around this center.
If V is a random variable with mean E[V ] = µV , then the formal defini-
tion of variance is the following:
V ar(V ) = E[(V − µV )2].
The expression for the variance can be thus expanded:
V ar(V ) = E[V 2]− E2[V ].
The standard deviation σ of V is defined by
σ =
√
V ar(V ).
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The covariance is a measure of how much two random variables V and
W change together at the same time and is defined as
Cov(V,W ) = E[(V − E[V ])(W − E[W ])],
and is equivalent to the form
Cov(V,W ) = E[VW ]− E[V ][W ].
We find the inequality of Cauchy-Schwarz for discrete random variables
given by
(4.1) |Cov(V,W )| ≤√V ar(V )V ar(W ).
The correlation between sets of data is a measure of how well they are
related. A correlation coefficient is a numerical measure of some type of
correlation, meaning a statistical relationship between two variables.
The Pearson correlation coefficient (r(V,W )) is a measure of the strength
and direction of the linear relationship between two variables V and W that
is defined as the covariance of the variables divided by the product of their
standard deviations:
r(V,W ) =
Cov(V,W )√
V ar(V )V ar(W )
.
Using the inequality of Cauchy-Schwarz, we deduce that
−1 ≤ r(V,W ) ≤ 1.
The variance of a discrete random variable V =
(
xi
pi
)
1≤i≤n
with proba-
bilities P (V = xi) = pi =
1
n
for any i = 1, n is its second central moment, the
expected value of the squared deviation from mean µV = E[V ] =
1
n
n∑
i=1
xi :
V ar(V ) =
1
n
n∑
i=1
(xi − µV )2.
Let x1, x2, ..., xn be real numbers, assume γ1 ≤ xi ≤ Γ1 for all i = 1, n
and the average µV =
1
n
n∑
i=1
xi.
16
In 1935, Popoviciu (see e.g. [2], [12]) proved the following inequality
(4.2) V ar(V ) ≤ 1
4
(Γ1 − γ1)2.
The discrete version of Gru¨ss inequality has the following form (see e.g.
[9], [18]):
(4.3)
∣∣∣∣ 1n
n∑
i=1
xiyi −
(
1
n
n∑
i=1
xi
)(
1
n
n∑
i=1
yi
)∣∣∣∣ ≤ 14(Γ1 − γ1)(Γ2 − γ2),
where xi, yi are real numbers so that γ1 ≤ xi ≤ Γ1 and γ2 ≤ yi ≤ Γ2 for
all i = 1, n.
From the relation
Cov(V,W ) = E[VW ]−E[V ]E[W ] = 1
n
n∑
i=1
xiyi −
(
1
n
n∑
i=1
xi
)(
1
n
n∑
i=1
yi
)
and using the inequality of Cauchy-Schwarz for discrete random variables
given by |Cov(V,W )| ≤ √V ar(V )V ar(W ), and inequality (4.2), we obtain
a proof of Gru¨ss’s inequality.
Bhatia and Davis show in [2] that the following inequality:
(4.4) V ar(V ) ≤ (Γ1 − µV )(µV − γ1).
The inequality of Bhatia and Davis represents an improvement of Popovi-
ciu’s inequality, because (Γ1 − γ1)2 ≥ 4(Γ1 − µV )(µV − γ1). Therefore, we
will first have an improvement of Gru¨ss’s inequality given by the following
relation:
(4.5)
∣∣∣∣ 1n
n∑
i=1
xiyi −
(
1
n
n∑
i=1
xi
)(
1
n
n∑
i=1
yi
)∣∣∣∣
≤
√
(Γ1 − µV )(µV − γ1)(Γ2 − µW )(µW − γ2) ≤ 1
4
(Γ1 − γ1)(Γ2 − γ2).
In the paper [18], we find some research on refining the Gru¨ss inequality.
The Pearson correlation coefficient is given by
r(V,W ) =
1
n
n∑
i=1
xiyi −
(
1
n
n∑
i=1
xi
)(
1
n
n∑
i=1
yi
)
√
1
n
n∑
i=1
x2i −
(
1
n
n∑
i=1
xi
)2√
1
n
n∑
i=1
y2i −
(
1
n
n∑
i=1
yi
)2 .
Florea and Niculescu in [11] treated the problem of estimating the devi-
ation of the values of a function from its mean value.
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The estimation of the deviation of a function from its mean value is
characterized below.
We denote by R([a, b]) the space of Riemann-integrable functions on the
interval [a, b], and by C0([a, b]) the space of real-valued continuous functions
on the interval [a, b].
The integral arithmetic mean for a Riemann-integrable function f : [a, b]→
R is the number
M1[f ] =
1
b− a
∫ b
a
f(x)dx.
If f and h are two integrable functions on [a, b] and
∫ b
a
h(x)dx > 0, then
a generalization for the integral arithmetic mean is the number
Mh[f ] =
∫ b
a
f(x)h(x)dx∫ b
a
h(x)dx
called the h-integral arithmetic mean for a Riemann-integrable function f .
If function f is a Riemann-integrable function, we denote by
var(f) = M1[(f −M1(f))2]
the variance of f .
The expression for the variance of f can be expanded in this way:
var(f) =
1
b− a
∫ b
a
(
f(x)− 1
b− a
∫ b
a
f(t)dt
)2
dx.
In the same way, we defined the h-variance of a Riemann-integrable func-
tion f by
varh(f) = Mh[(f −Mh(f))2].
The expression for the h-variance can be thus expanded:
varh(f) =
1∫ b
a
h(x)dx
∫ b
a
(
f(x)−
∫ b
a
f(t)h(t)dt∫ b
a
h(t)dt
)2
h(x)dx.
It is easy to see another form of the h-variance, given by the following:
varh(f) =Mh[f
2]−M2h [f ].
18
In [1], Aldaz showed a refinement of the AM-GM inequality and used in
the proof that
1−
∫ b
a
f 1/2(x)dx(∫ b
a
f(x)dx
)1/2
is a measure of the dispersion of f 1/2 about its mean value, which is, in fact,
comparable to the variance.
The covariance is a measure of how much two Riemann-integrable func-
tions change together at the same time and is defined as
cov(f, g) =M1
[
(f −M1[f ])(g −M1[g])
]
,
and is equivalent to the form
cov(f, g) = M1[fg]−M1[f ]M1[g]
=
1
b− a
∫ b
a
f(x)g(x)dx− 1
b− a
∫ b
a
f(x)dx
1
b− a
∫ b
a
g(x)dx.
In fact, the covariance is the Chebyshev functional attached to functions
f and g. In [15] it is written as T (f, g). The properties of the Chebyshev
functional have been studied by Elezovic´, Marangunic´ and Pecˇaric´ in paper
[9].
The h-covariance is a measure of how much two random variables change
together and is defined as
covh(f, g) = Mh
[
(f −Mh[f ])(g −Mh[g])
]
,
and is equivalent to the form
covh(f, g) =Mh[fg]−Mh[f ]Mh[g]
=
∫ b
a
f(x)g(x)dx∫ b
a
h(x)dx
−
∫ b
a
f(x)h(x)dx∫ b
a
h(x)dx
∫ b
a
g(x)h(x)dx∫ b
a
h(x)dx
.
In [23], Pecˇaric´ used the generalization of the Chebyshev functional notion
attached to functions f and g to the Chebyshev h-functional attached to func-
tions f and g defined by T (f, g; h). Here, Pecˇaric´ showed some generalizations
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of the inequality of Gru¨ss by the Chebyshev h-functional. It is easy to see
that, in terms of the covariance, this can be written as T (f, g; h) = covh(f, g).
In terms of covariance, the inequality of Gru¨ss becomes
(4.6) |cov(f, g)| ≤ 1
4
(Γ1 − γ1)(Γ2 − γ2).
In terms of Chebyshev functional, the inequality of Gruss becomes
(4.7) |T (f, g)| ≤ 1
4
(Γ1 − γ1)(Γ2 − γ2).
Next, using the notion of the standard 2-inner product, we extend the
above concepts to vectors of Rn.
If X = (X, 〈·, ·〉) is an inner product space, then the standard 2-inner
product (·, ·|·) is defined on X by:
(x, y|z) = det
(〈x, y〉 〈x, z〉
〈z, y〉 〈z, z〉
)
= 〈x, y〉〈z, z〉 − 〈x, z〉〈z, y〉,
for all x, y, z ∈ X.
But, (X, ‖ · | · ‖) becomes a linear 2-normed space, with the 2-norm given
by the following:
‖x|z‖2 = (x, x|z) = det
(〈x, x〉 〈x, z〉
〈z, x〉 〈z, z〉
)
= ‖x‖2‖z‖2 − 〈x, z〉2,
for all x, z ∈ X.
Now, we take the vector space (Rn, 〈·, ·〉).
For x = (x1, x2, ..., xn), y = (y1, y2, ..., yn), z = (z1, z2, ..., zn), we have
〈x, y〉 = x1y1 + x2y2 + ... + xnyn, ‖x‖ =
√
x21 + x
2
2 + ...+ x
2
n,
(x, y|z) =
∣∣∣∣〈x, y〉 〈x, z〉〈z, y〉 〈z, z〉
∣∣∣∣ =
n∑
i=1
xiyi
n∑
i=1
z2i −
n∑
i=1
xizi
n∑
i=1
ziyi
and ‖x|z‖ =
√√√√ n∑
i=1
x2i
n∑
i=1
z2i −
( n∑
i=1
xizi
)2
.
If e =
u
‖u‖ , where u = (1, 1, ..., 1) ∈ R
n, then the average of the vector x
is µx =
〈
x
‖u‖ , e
〉
=
1
n
∑n
i=1 xi, and we have
∥∥∥∥ x‖u‖|e
∥∥∥∥ =
√√√√ 1
n
n∑
i=1
x2i −
(
1
n
n∑
i=1
xi
)2
.
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Therefore, in (Rn, 〈·, ·〉), we define the variance of a vector x by
var(x) :=
∥∥∥∥ x‖u‖|e
∥∥∥∥
2
.
The standard deviation σ(x) of x ∈ Rn is defined by
σ(x) :=
√
var(x), so we deduce that σ(x) =
∥∥∥∥ x‖u‖|e
∥∥∥∥.
Since, using the standard 2-inner product, we have
(
x
‖u‖ ,
y
‖u‖|e
)
=
∣∣∣∣∣∣∣
1
‖u‖2 〈x, y〉
1
‖u‖〈x, e〉
1
‖u‖〈e, y〉 〈e, e〉
∣∣∣∣∣∣∣ =
1
n
n∑
i=1
xiyi−
(
1
n
n∑
i=1
xi
)(
1
n
n∑
i=1
yi
)
,
it is easy to define the covariance of two vectors x and y by
cov(x, y) :=
(
x
‖u‖ ,
y
‖u‖|e
)
.
The correlation coefficient (r(x, y)) of two vectors x and y can be defined
by:
r(x, y) :=
cov(x, y)√
var(x)var(y)
=
(
x
‖u‖ ,
y
‖u‖|e
)
∥∥∥∥ x‖u‖|e
∥∥∥∥ ·
∥∥∥∥ y‖u‖|e
∥∥∥∥
.
Another definition of variance and covariance for vectors from Rn can be
made using projection. Vector projection is an important operation in the
Gram-Schmidt orthonormalization of vector space bases.
The projection of a vector x onto a vector y is given by projyx =
〈x, y〉
‖y‖2 y.
If in (Rn, 〈·, ·〉), we have the vector u = (1, 1, ..., 1), then
projux =
〈x, u〉
‖u‖2 u =
(
1
n
n∑
i=1
xi, ...,
1
n
n∑
i=1
xi
)
.
We remark that the variance of a vector x is given by
var(x) =
1
‖u‖2‖x− projux‖
2
21
and the covariance of two vectors x and y is given by
cov(x, y) =
1
‖u‖2 〈x− projux, y − projuy〉.
Next, we can write some equalities and inequalities, using several results
from section 3 for n = 2, related to variance, covariance and the standard
deviation of vectors x, y ∈ X . Therefore, from relations (3.1), (3.2), (3.4),
(3.5), (3.6), (3.7), (3.8), (3.10), (3.12), we obtain the following relations:
(4.8) var(ax− by) = a2var(x)− 2ab cov(x, y) + b2var(y),
(4.9) cov(x, y) = σ(x)σ(y)
(
1− 1
2
var
(
x
σ(x)
− y
σ(y)
))
,
(4.10) (b− a)(a var(x)− b var(y)) + var(ax− by) = ab var(x− y),
(4.11) (b2−a2)(var(x)−var(y))− (a− b)2(var(x)+var(y))+2var(ax− by) =
2ab var(x− y),
(4.12) var
(
x
σ(x)
− y
σ(y)
)
=
var(x− y)− (σ(x)− σ(y))2
σ(x)σ(y)
,
(4.13)
σ(x− y)− |σ(x)− σ(y)|
min{σ(x), σ(y)} ≤ σ
(
x
σ(x)
− y
σ(y)
)
≤ σ(x− y) + |σ(x)− σ(y)|
min{σ(x), σ(y)} ,
(4.14) (a− b)2 + 2ab
(
2− σ
(
x
σ(x)
− y
σ(y)
))
≤ var
(
ax
σ(x)
− by
σ(y)
)
≤
≤ (a− b)2 + 2ab
(
2− σ
(
x
σ(x)
− y
σ(y)
))
,
(4.15)
(
2− σ
(
x
σ(x)
− y
σ(y)
))
σ(x)σ(y) ≤ σ(x)σ(y)− cov(x, y) ≤
≤ 2
(
2− σ
(
x
σ(x)
− y
σ(y)
))
σ(x)σ(y),
for all x, y ∈ X, with σ(x), σ(y) 6= 0, a, b ∈ R and
(4.16) min{a, b}(σ(x)+σ(y)−σ(x+y)) ≤ aσ(x)+bσ(y)−σ(ax+by) ≤
≤ max{a, b}(σ(x) + σ(y)− σ(x+ y)),
for all x, y ∈ X and a, b ∈ R+.
If we take the vector space (C0[a, b], 〈·, ·〉), then for f, g, h ∈ C0[a, b], we
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have
〈f, g〉 =
∫ b
a
f(x)g(x)dx, ‖f‖ =
√∫ b
a
f 2(x)dx,
(f, g|h) = 1
b− a
∫ b
a
f(x)g(x)dx
1
b− a
∫ b
a
h2(x)dx−
1
b− a
∫ b
a
f(x)h(x)dx
1
b − a
∫ b
a
g(x)h(x)dx
and
‖f |h‖ =
√
(f, f |h) =
√
1
b− a
∫ b
a
f 2(x)dx
1
b− a
∫ b
a
h2(x)dx−
(
1
b− a
∫ b
a
f(x)h(x)dx
)2
.
If h = 1 and e =
h
‖h‖ , then e =
1√
b− a and
∥∥∥∥ f‖h‖|e
∥∥∥∥ =
√
1
b− a
∫ b
a
f 2(x)dx−
(
1
b− a
∫ b
a
f(x)dx
)2
.
Therefore, in (C0[a, b], 〈·, ·〉), we define the variance of a function f by
var(f) :=
∥∥∥∥ f‖h‖|e
∥∥∥∥
2
,
the standard deviation σ(f) of f ∈ C0[a, b] is defined by
σ(f) =
√
var(f), so we deduce that σ =
∥∥∥∥ f‖h‖|e
∥∥∥∥,
and the covariance of two functions f and g by
cov(f, g) :=
(
f
‖h‖ ,
g
‖h‖|e
)
.
The definition of variance of a function f and the covariance of two func-
tions f and g in terms of the projection is given below.
The projection of a vector f onto a vector g is given by projgf =
〈f, g〉
‖g‖2 g.
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If in (C0[a, b], 〈·〉), we take h(x) = 1, we have
projhf =
〈f, h〉
‖h‖2 h =
1
b− a
∫ b
a
f(x)dx.
Thus, in (C0[a, b], 〈·〉), we define the variance of a function f by
var(f) =
1
‖h‖2‖f − projhf‖
2
and the covariance of vectors f and g by
cov(f, g) =
1
‖h‖2 〈f − projhf, g − projhg〉.
Relations (4.8)-(4.16) can be written in terms of the elements fromC0[a, b].
We mention two of them:
(4.17)
(
2− σ
(
f
σ(f)
− g
σ(g)
))
σ(f)σ(g) ≤ σ(f)σ(g)− cov(f, g) ≤
≤ 2
(
2− σ
(
f
σ(f)
− g
σ(g)
))
σ(f)σ(g),
f, g 6= 0, and
(4.18) min{a, b}(σ(f)+σ(g)−σ(f+g)) ≤ aσ(f)+bσ(g)−σ(af+bg) ≤
≤ max{a, b}(σ(f) + σ(g)− σ(f + g)),
for all f, g ∈ C0[a, b] and a, b ∈ R+.
Let e, x, w be vectors in the inner product space X, over the field of real
numbers, with ‖e‖ = 1 and the vectors {e, x} are linearly independent, such
that
ax+ be = w,
where a, b ∈ R. Using the inner product and its properties, we deduce
(4.19)
{
a〈x, x〉 + b〈e, x〉 = 〈w, x〉
a〈x, e〉+ b = 〈w, e〉
Therefore, we have to solve this system with two equations and two unknowns
a, b ∈ R. But, we have the 2-inner product
(x, y|e) = det
(〈x, y〉 〈x, e〉
〈e, y〉 〈e, e〉
)
= 〈x, y〉 − 〈x, e〉〈e, y〉,
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for all x, y, e ∈ X , with ‖e‖ = 1.
The matrix of the system is
A =
(〈x, x〉 〈e, x〉
〈x, e〉 〈e, e〉
)
.
But, by simple calculation we obtain
detA = (x, x|e) = ‖x|e‖.
Because, the vectors {e, x} are linearly independent, therefore, we have
detA = (x, x|e) > 0. Using the Cramer method to solve the system, we
find that
a =
1
(x, x|e)
∣∣∣∣〈w, x〉 〈e, x〉〈w, e〉 〈e, e〉
∣∣∣∣ = (w, x|e)(x, x|e)
and
b =
1
(x, x|e)
∣∣∣∣〈x, x〉 〈w, x〉〈x, e〉 〈w, e〉
∣∣∣∣ = (w, e|x)(x, x|e) .
Let x, u, w be vectors in an inner product space X, over the field of real
numbers, with u 6= 0 and vectors {x, u} being linearly independent, such
that
ax+ bu = w,
where a, b ∈ R. By dividing by ‖u‖ 6= 0, we deduce the relation
a
x
‖u‖ + be =
w
‖u‖ ,
where e =
u
‖u‖ , so ‖e‖ = 1. Therefore, we obtain
a =
(
w
‖u‖ ,
x
‖u‖|e)
‖ x‖u‖|e‖
and
b = 〈 w‖u‖ , e〉 − a〈
x
‖u‖ , e〉.
If X = Rn, then
a =
cov (w, x)
var (x)
and b = µw − aµx.
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In statistics, linear regression is a linear approach to modelling the re-
lationship between a dependent variable and one or more independent vari-
ables. The case of one independent variable is called simple linear regression.
We consider two random variables: V =
(
xi
1
n
)
1≤i≤n
;W =
(
yi
1
n
)
1≤i≤n
with
probabilities P (V = xi) =
1
n
, P (W = yi) =
1
n
, for any i = 1, n.
A linear regression model assumes that the relationship between the de-
pendent variable W and the independent variable V is linear. Thus, the gen-
eral linear model for one independent variable may be written asW = aV +b.
We can describe the underlying relationship between yi and xi involving this
error term ǫi by ǫi = yi − axi − b.
If we have S(a, b) =
∑n
i=1 ǫ
2
i =
∑n
i=1(yi−axi−b)2, then we findmina,b∈RS(a, b).
Using the Lagrange method of multipliers, we obtain a
∑n
i=1 xi+nb =
∑n
i=1 yi
and a
∑n
i=1 x
2
i + b
∑n
i=1 xi =
∑n
i=1 xiyi. By simple calculations, we deduce
a =
Cov (V,W )
V ar (V )
and b = E (W )− aE (V ) .
Let e, x, y, w be vectors in the inner product space X, over the field of real
numbers, with ‖e‖ = 1 and the vectors {e, x, y} being linearly independent,
such that
ax+ by + ce = w,
where a, b, c ∈ R. Using the inner product and its properties, we deduce
(4.20)


a〈x, x〉+ b〈y, x〉+ c〈e, x〉 = 〈w, x〉
a〈x, y〉+ b〈y, y〉+ c〈e, y〉 = 〈w, y〉
a〈x, e〉 + b〈y, e〉+ c = 〈w, e〉.
Therefore, we have to solve this system with four equations and four un-
knowns a, b, c ∈ R. The matrix of the system is
A =

〈x, x〉 〈y, x〉 〈e, x〉〈x, y〉 〈y, y〉 〈e, y〉
〈x, e〉 〈y, e〉 〈e, e〉


But, by simple calculation we obtain
detA =
∣∣∣∣(x, x|e) (y, x|e)(x, y|e) (y, y|e)
∣∣∣∣ = (x, x|y, e),
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which in fact, can be written as detA = Γ (x, y|e), where Γ (x, y|e) is the
Gram’s determinant [4].
From [4] the determinant Γ (x, y|e) is zero if and only if the vectors x, y, e
are linearly dependent. But, the vectors {e, x, y} are linearly independent,
therefore, we have Γ (x, y|e) > 0. Again, using the Cramer method, we find
that
a =
1
Γ (x, y|e)
∣∣∣∣(w, x|e) (y, x|e)(w, y|e) (y, y|e)
∣∣∣∣ = (w, x|y, e),
b =
1
Γ (x, y|e)
∣∣∣∣(x, x|e) (w, x|e)(x, y|e) (w, y|e)
∣∣∣∣ = (w, y|x, e)
and
c = 〈w, e〉 − a〈x, e〉 − b〈y, e〉.
A process is called multiple linear regression, when we have more than
one independent variable. For a general linear model for two independent
variables V and W and a dependent variable Z, we have Z = aV + bW + c,
where V =
(
xi
1
n
)
1≤i≤n
; W =
(
yi
1
n
)
1≤i≤n
; Z =
(
zi
1
n
)
1≤i≤n
with probabilities
P (V = xi) =
1
n
, P (W = yi) =
1
n
, P (Z = zi) =
1
n
, for any i = 1, n.
We can describe the underlying relationship between zi and xi, yi involv-
ing this error term ǫi by ǫi = zi − axi − byi − c.
If we take S(a, b, c) =
∑n
i=1 ǫ
2
i =
∑n
i=1(zi − axi − byi − c)2, then we have
to find min
a,b∈R
S(a, b, c). Using the Lagrange method of multipliers, we obtain
a
∑n
i=1 xi + b
∑n
i=1 yi + nc =
∑n
i=1 zi, a
∑n
i=1 x
2
i + b
∑n
i=1 xiyi + c
∑n
i=1 xi =∑n
i=1 xizi and a
∑n
i=1 xiyi + b
∑n
i=1 y
2
i + c
∑n
i=1 yi =
∑n
i=1 yizi. By simple
calculations, we deduce
a =
V ar(W )Cov (V, Z)− Cov(V,W )Cov(W,Z)
V ar (V )V ar(W )− Cov2(V,W )
b =
V ar(V )Cov (W,Z)− Cov(V,W )Cov(V, Z)
V ar (V )V ar(W )− Cov2(V,W )
and
c = E (Z)− aE (V )− bE (W ) .
27
In [22], the Chebyshev functional is defined by
Tz(x, y) = ‖z‖2〈x, y〉 − 〈x, z〉〈y, z〉,
for all x, y ∈ X , where z ∈ X is a given nonzero vector.
It is easy to see that if the standard 2-inner product (·, ·|·) is defined by
the inner product 〈·, ·〉, then we have Tz(x, y) = (x, y|z).
Therefore, we generalize this Chebyshev functional to the following func-
tional:
Txn,...,x2(x, y) := (x, y|xn, ..., x2),
which we will call n-Chebyshev functional, so
(4.21) Txn,...,x2(x, y) = Txn−1,...,x2(x, y)Txn−1,...,x2(xn, xn)
−Txn−1,...,x2(x, xn)Txn−1,...,x2(xn, y),
for all x, y ∈ X , where x2, ..., xn ∈ X are given nonzero vectors.
In a particular case, when n = 3, we have
(4.22) Tw,z(x, y) = (x, y|w, z) = (x, y|z)(w,w|z)− (x, w|z)(w, y|z)
and
(4.23) Tw,z(x, x) = (x, x|w, z) = (x, x|z)(w,w|z)− (x, w|z)(w, x|z) =
= ‖x|z‖2‖w|z‖2 − (x, w|z)2 = ‖x‖2‖w‖2‖z‖2 + 2〈w, z〉〈z, x〉〈x, w〉 −
− ‖x‖2〈w, z〉2 − ‖w‖2〈z, x〉2 − ‖z‖2〈x, w〉2.
Therefore, the Cauchy-Schwarz inequality in terms of the n-Chebyshev
functional becomes:
(4.24) |Txn,...,x2(x, y)|2 ≤ Txn,...,x2(x, x)Txn,...,x2(y, y).
Let X be a real linear space with the inner product 〈·, ·〉. Equality (3.4)
can be written in terms of the Chebyshev functional by
(b−a)(aTxn,...,x2(x, x)−bTxn,...,x2(y, y))+Txn,...,x2(ax−by, ax−by) = abTxn,...,x2(x−y, x−y),
for all x, y ∈ X , where x2, ..., xn ∈ X is some given nonzero vectors and
a, b ∈ R.
If Txn,...,x2(x, x) = Txn,...,x2(y, y), then
Txn,...,x2(ax− by, ax− by)
= abTxn,...,x2(x− y, x− y) + (a− b)2Txn,...,x2(x, x),
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so, we deduce
Txn,...,x2(ax− by, ax− by) ≥ abTxn,...,x2(x− y, x− y),
for all x, y ∈ X, where nonzero vectors x2, ..., xn ∈ X and a, b ∈ R.
5 Conclusions
We notice that if we have a linear relationship between the dependent variable
W and the independent variable V , then the regression coefficients can be
written in terms of a 2-inner product space, and the regression coefficients
of a multiple linear regression model between the dependent variable Z and
the independent variables V and W can be written in terms of a 3-inner
product space. Hence, a process expressed by multiple linear regression,
when we have n independent variables, the regression coefficients can be
written in terms of an (n + 1)-inner product space. Transferring properties
from random variables to vectors is very simple, because we will associate a
vector x = (x1, x2, ..., xn) ∈ Rn to a random variable V =
(
xi
1
n
)
1≤i≤n
.
From inequality (1.1), for n = 3 and x, y, z, u ∈ X , u 6= 0, e = u‖u‖ , we
deduce an extension of the Cauchy-Schwarz inequality in a 3-inner product
space given by:
(5.1) |(x, y|z, u)|2 ≤ (x, x|z, u)(y, y|z, u),
for all x, y, z, u ∈ X . This inequality can be written as:(
(x, y|u)(z, z|u)− (x, z|u)(z, y|u)
)2
≤
(
‖x|u‖2‖z|u‖2 − (x, z|u)2
)(
‖y|u‖2‖z|u‖2 − (y, z|u)2
)
,
which is equivalent to(
(
x
‖u‖ ,
y
‖u‖|e)‖
z
‖u‖|e‖
2 − ( x‖u‖ ,
z
‖u‖|e)(
z
‖u‖ ,
y
‖u‖|e)
)2
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≤
(
‖ x‖u‖|e‖
2‖ z‖u‖|e‖
2−( x‖u‖ ,
z
‖u‖|e)
2
)(
‖ y‖u‖|e‖
2‖ z‖u‖|e‖
2−( y‖u‖ ,
z
‖u‖|e)
2
)
,
so, this inequality, in terms of the variance and the covariance, becomes(
cov(x, y)var(z)− cov(x, z)cov(z, y)
)2
≤
(
var(x)var(z)− cov2(x, z)
)(
var(y)var(z)− cov2(y, z)
)
.
Therefore, we obtain an inequality similar to an inequality from [19] given
for the random variables in a finite case.
Similarly as above, in the future, we will apply other inequalities to an
n-inner product space and we will get new inequalities that will characterize
variance and covariance.
In the future we will also study other properties of the n-Chebyshev
functional.
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