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1. Introduction
This paper establishes the stability of the Minkowski space (R1+3, η) viewed as
the trivial solution to the Einstein-Vlasov system
Ric(g)− 1
2
gR(g) = T [f ],(1.1)
Tg(f) = 0.(1.2)
Here g is a Lorentzian metric on a 4-dimensional manifold, Ric(g) and R(g) the
Ricci and scalar curvatures of g, f is a massive Vlasov field, T [f ] its energy-
momentum tensor and Tg is the geodesic spray vector field. The Minkowski space
is then the simplest solution to these equations with f = 0.
We refer to sections 2.1 and 2.2 as well as [Ren04; Ehl73; Rin13] for a presen-
tation of the equations and the terminology used here. We recall that the system
(1.1)-(1.2) admits an initial value problem formulation which is, at least when the
initial data enjoy sufficient regularity, locally well-posed [CB71; Rin13]. We are
therefore interested in the global Cauchy problem for this system, that is to say
we want to understand the asymptotics of the solutions.
The Einstein-Vlasov system is actively used in astrophysics and cosmology. It
describes a statistical ensemble of self-gravitating particles which interact only
indirectly through the Einstein equations. It is in fact the natural fully general
relativistic analogue of the Vlasov-Poisson system1, replacing Newtonian mechan-
ics by general relativity.
1.1. The vacuum problem. At least from a PDE perspective, there are two
fundamental differences between the Poisson and the Einstein equations. The
Poisson equation is elliptic and linear in the gravitational potential, while the
Einstein equations are (after a suitable gauge choice) hyperbolic and non-linear in
the metric components. In particular, in Newtonian mechanics, no matter source
implies no gravitational force, while in general relativity, there are plenty of non-
trivial, vacuum solutions to the Einstein equations Ric(g) = 0. Thus, the stability
of the Minkowski space for the vacuum Einstein equations is a necessary starting
point. This problem was solved in full generality by Christodoulou and Klainerman
[CK93] (see also [LR10; BZ09] and [LR05; Fri83]).
Let us recall some of the main features of the problem and its proof. The vacuum
Einstein equations can be recast in so-called wave coordinates as a system of quasi-
linear wave equations and the stability of the Minkowski space then corresponds
to a small data global existence result for this system. For any quasilinear system
1We refer to the classical [Gla96] for a presentation of the Vlasov-Poisson and related kinetic
systems.
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of wave equations, controlling the non-linearities requires higher order estimates of
the solutions, that is to say estimates obtained after commutation of the equations
with well chosen vector fields, so as to control a high number of derivatives of the
solutions. These vector fields typically arise from the symmetries of the linearised
equations. For the wave equation, they are thus the Killing and (some of the)
conformal Killing fields of Minkowski space. One then combines these higher or-
der estimates with weighted Sobolev inequalities linked to the equations (this is
the vector field method of Klainerman [Kla85b]) to prove decay estimates for the
non-linear terms2.
It is well known that the case of three spatial dimensions is critical for this
type of questions. In higher spatial dimensions, linear waves enjoy stronger decay
properties, so that such small global existence results always hold for general quasi-
linear wave equations [Kla85b], while in dimension 3, small data global existence
is linked to structural properties of the equations and blow up is known to occur in
some cases [Joh81]. A general criterion that guarantees small data global existence
is the null condition of Klainerman [Kla86]. Essentially, for a solution to the free
wave equation, it is well known that derivatives tangential to the light-cone decay
faster than the transversal ones and the null condition ensures that each non-linear
product contains derivatives tangential to the light-cone.
The null condition is however not satisfied in the wave coordinate formulation
of the Einstein equations [CB00]. Thus, the strategy of [CK93] exploits another
formulation of the Einstein equations, where the main energy estimates control
the curvature rather than the metric itself. Another key element of [CK93] is the
construction of an optical function, and then vector fields, which are tied to the
characteristics of the spacetime, or equivalently, to the null cones of the metric3.
Even though the Einstein equations in wave coordinates do not satisfy the null
condition, the stability of the Minkowski space was subsequently obtained in this
gauge in [LR05; LR10]. The key observation is that the Einstein equations still
enjoy a weak version of the null condition, of which a trivial example is provided
2There are many other ways to establish decay estimates, though the vector field method is
certainly the most robust one. In particular, we stress that a standard strategy for quasilinear
wave equations consists in using the basic vector field method and energy estimates to obtain
first, rough, decay estimates for the solutions under weak assumptions, and, only in a second
step, use another method, for instance, integral estimates and representation formulas, to obtain
improved decay estimates.
3Interestingly, the null cones of the constructed spacetimes eventually diverge logarithmically
compared to the cones of Minkowski space, as a remnant of the failure of the null condition.
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by the system
u = ∂tv · ∂tv,(1.3)
v = 0,
where u and v are two scalar functions defined on Rt×R3. The second equation is
linear, thus the first is simply a linear inhomogenous wave equation and obviously
the solutions of this system do not blow up.
In the case of the Einstein equations, this trivial example is replaced by a hier-
archy of wave equations for the metric components. Moreover, in order to control
the non-linear terms not satisfying the null condition, the wave gauge condition
gxα = 0 for the coordinates xα is used extensively.
1.2. The mass problem. Recall that an initial data set for the vacuum Einstein
equation Ric(g) = 0 is given by (Σ, g0, k), where (Σ, g0) is a smooth Riemann-
ian manifold and k is a symmetric 2-tensor field, such that (Σ, g0, k) solves the
constraint equations
R(g0)− |k|2 + trg0(k)2 = 0,
divk − d(trg0k) = 0,
where R(g0) is the scalar curvature of (Σ, g0), |k|2 = kijkij, trg0k = kijgij0 , [divk]j =
∇(g0) ikij, with ∇(g0) the Levi-Civita connection of g0.
In the case of perturbations of the Minkowski space, one considers initial data
such that Σ = R3 and the data are asymptotically flat i.e. g0 tends to the Euclidean
metric and k tends to 0 as |x| = r →∞. The positive mass theorem [SY79; Wit81]
then implies that g0 = δE(1 + 2m/r) + o(r
−1−ρ), where δE is the Euclidean metric,
ρ > 0 and where m > 0 unless the initial data correspond to an initial data
set induced by the Minkowski space, in which case the solution of the evolution
problem must naturally coincide with Minkowski space.
The positive mass theorem limits the possible radial decay of the initial data.
In particular, one cannot consider compact initial data, for which the metric per-
turbations would be all contained in some ball of finite radius. The closest one can
get from those are initial data corresponding to the Schwarzschild metric outside
from some compact set. We refer to [Cor00; CD02; CS06] for general methods
leading to the construction of such data.
For a solution of the linear wave equation in Minkowski space ψ = 0, the
interior decay of ψ, i.e. estimates of the form |ψ(t, x)| . C(R) 1
(1+t)p
for |x| < R,
is directly related to the amount of radial decay of the initial data for ψ. The
stronger the decay, the higher the value of p. In view of the r−1 behavior of the
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initial data for the perturbations, this implies that, even at the linearised level, we
cannot expect interior decay faster than t−1 for the metric perturbations |g − η|
and t−2 for their first derivatives |∂g|.
1.3. Einstein-matter systems. Consider now a coupled system of the form
Ric(g)− 1
2
gR(g) = T [ψ],(1.4)
Ng(ψ) = 0,(1.5)
where T [ψ] is the energy-momentum tensor of some matter field ψ, itself subject
to an evolution equation depending on the metric g, which we write schematically
as (1.5).
If ψ solves a wave equation, as in the scalar field case gψ = 0 or the Maxwell
equations, the matter equation (1.5) can be treated by the same methods as the
Einstein equations themselves. In particular, one can commute the Einstein equa-
tions and the matter equations by the same vector fields and thus extend the
vacuum stability results to these cases [LR10; BZ09; Loi09; Spe12].
One of the simplest models for which this approach does not readily work is
the Einstein-Klein-Gordon system, where the matter field ψ is a scalar function
solving the Klein-Gordon equation
(1.6) gψ − ψ = 0,
and where the energy momentum tensor is given by
T [ψ] = dψ ⊗ dψ − 1
2
g
(
g(∇ψ,∇ψ) + ψ2) .
The Klein-Gordon equation shares many properties with the wave equation,
but it has less symmetries. In particular, it enjoys poor commutation properties
with respect to the scaling vector field S = xα∂xα . Moreover, in dimension 3,
the interior decay for ∂ψ is limited by 1
t3/2
, which is weaker than the maximal
interior decay one can obtain for the first derivatives of the metric components in
the vacuum case. It does enjoy on the other hand stronger decay near the light
cone than a pure wave. Finally, the classical vector field method of Klainerman for
Klein-Gordon fields [Kla93] typically requires the use of a hyperboloidal foliation,
while the analysis of the vacuum Einstein equations as in [CK93; LR10] uses only
a foliation by standard, asymptotically flat, spacelike hypersurfaces as well as a
foliation by null cones.
In view of (or despite) the above difficulties, the stability of the Minkowski space
for the Einstein-Klein-Gordon system was only recently obtained in [LM15] (see
also [Wan16]). In some sense, this is the first stability result (in three spatial
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dimensions, without symmetry or cosmological constant) for an Einstein-matter
system which cannot be obtained by a direct extension of the methodology of the
vacuum case.
1.4. The Einstein-Vlasov system. The Einstein-Vlasov system (1.1)-(1.2) cou-
ples the Einstein equations to kinetic theory. For particles of mass mp, the Vlasov
field f is a non-negative function defined on the submanifold P of the tangent
bundle4 corresponding to future-directed causal vectors normalized to −m2p. The
Vlasov field f then is, at each point of P , the density of particles with given
position and velocity (or momentum). The Vlasov equation Tg(f) = 0 is the con-
servation of this particle density by the geodesic flow. The local Cauchy theory
for the Einstein-Vlasov system was treated in [CB71] (see also [Rin13], Chapter
6). In particular, to any given appropriate initial data set (Σ, g0, k, f0)
5, one can
associate a unique (up to diffeomorphism) maximal Cauchy development (M, g, f),
where (M, g) is a Lorentzian manifold and f a Vlasov field.
The stability of the Minkowski space for the spherically symmetric Einstein-
Vlasov system in dimension 3+1 has been treated in [RR92; RR96] for the massive
case and in [Daf06] for the massless case with compactly supported initial data.
A proof of stability for the massless case without spherical symmetry and with
compact support in both x and v has been given in [Tay17]. As in [Daf06], the
compact support assumptions and the fact that the particles are massless are
important as they allow to reduce the proof to that of the vacuum case outside
from a strip going to null infinity.
In this paper, we prove the stability of the Minkowski space for the Einstein-
Vlasov system in the case of a Vlasov field corresponding to massive particles. For
simplicity, we assume that all particles have the same mass mp and we later fix
mp = 1.
1.5. Statement of the results. The main result can then be stated as follows.
Theorem 1.1. Let (Σ = R3, g0, k, f0) be an initial data set for the Einstein-Vlasov
system which coincides with a Schwarzschild initial data set of mass m ≥ 0 outside
from a ball of radius R > 0.
Let (M, g, f) be the unique6 maximal globally hyperbolic development of the given
initial data set and denote by i : Σ → M the embedding of Σ into a Cauchy
hypersurface of M given by the local existence theorem.
4Since we can use the metric to identify the tangent and cotangent bundles, we can also
consider f as a function on a submanifold of the cotangent bundle. While this is perhaps less
common, we shall actually use this formulation in this paper, see Section 2.1.
5See Section 2.2 for a presentation of the initial data for the Einstein-Vlasov system.
6As usual, by uniqueness, we mean uniqueness up to diffeomorphism.
STABILITY OF THE MINKOWSKI SPACE FOR THE EINSTEIN–VLASOV SYSTEM 9
Let N ≥ 14, q ≥ 3 and  > 0. Assume that
||h− δE||HN (|x|<R) + ||k||HN−1(|x|<R) +m2
+||(1 + |v|2)qf0||WN+3,1(T ?R3) + ||(1 + |v|2)q+2f0||WN−2,1(T ?R3) ≤ ,
where δE is the Euclidean metric and m the mass of the Schwarzschild metric for
|x| ≥ R.
Then, there exists 0(R) > 0 such that if  ≤ 0(R), there exists a global system
of wave coordinates (t, x) on R4 ' M such that, t is a temporal function, i(Σ) =
{t = 2} and with K := {(t, x) / |x| < t− 1}, for (t, x) ∈ J+(i(Σ)) \ K, g coincides
with the Schwarzschild metric of mass m, while for (t, x) ∈ K∩ J+(i(Σ)), we have
EN [g](ρ) ≤ DNρDN 1/2 ,
EN−2,q+2[f ](ρ) ≤ DNρDN 1/2 ,
EN,q[f ](ρ) ≤ DNρDN 1/2 ,
||g(t, x)− η||L∞x ≤ DN1/2(1 + t)−1+DN 
1/2
,
where ρ =
√
t2 − |x|2 denotes a hyperboloidal time function, DN is a constant
depending only on N and EN [g], EN,q[f ] are energy norms depending on up to N
derivatives of f and g.
In particular, (M, g) is future causal geodesically complete.
Remark 1.2. A similar statement holds for the past of i(Σ). Moreover, redefining
some of the coordinates, we can shift the slice {t = 2} to any other t = const slice.
Remark 1.3. The norms EN(g) and EN,q(f) are defined in (2.13) and (7.1),
respectively. The index q in EN,q(f) refers to the number of additional v weights,
so that E0,0(f) correspond to the natural energy norm of f . The norms ||.||HN and
||.||WN+3,1 which we use for the initial data are standard Sobolev norms.
Remark 1.4. When |α| ≥ N − 2, we prove L2 decay estimates for source terms
of the form T [K̂α(f)] arising in the wave equations. These require more regularity
for the Vlasov field, hence three extra derivatives are required for the initial datum
of f .
Remark 1.5. We refer to the body of the proof for many extra details concern-
ing the asymptotics of the solutions. For instance, for q′ ≥ 0 sufficiently small
(in particular q′ = 0, corresponding to the basic energy norm), we prove bounds
EN−2,q′(f) .  without growth. Moreover, we obtain sharp pointwise decay es-
timates on the components of the energy-momentum tensor T [f ] as well as its
derivatives.
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Remark 1.6. The geodesic completeness is a direct consequence of the asymptotics
of the metric and its derivatives. See for instance [LR05], Section 16.
Remark 1.7. For simplicity, we have considered initial data which coincides with
the Schwarzschild data outside of a compact set. Since we use a hyperboloidal
foliation, our results do not extend immediately to more general data that would
allow the Vlasov field to have non-compact support in the x variable. We note
however that the method of this paper are readily applicable (with slightly different
asymptotics) for initial data such that f is initially supported in Bx×R3v, for some
compact set Bx, and the data for the metric is such that the analysis of [CK93] or
[LR10] is applicable. Indeed, in that case, using a standard domain of dependence
argument, the solution is vacuum outside from the domain of influence of Bx and
we can repeat the analysis of [CK93] or [LR10] in that region. As is clear from the
proof of our theorem, the techniques of this paper do not depend on the exact nature
of the asymptotics of the metric at spatial and null infinity. In particular, we prove
our main propagation estimates for the Vlasov field using only weak interior decay
for the metric coefficients (|∂g|(t, x) . t−3/2+δ for |x| < t
2
).
Remark 1.8. A similar stability result has been obtained independently by Lind-
blad and Taylor [LT].
Remark 1.9. In this paper, we consider only massive particles but a large part of
our analysis can be extended to the massless case. In particular, the estimates of
sections 4 and 5 do not make use of the strict positivity of the mass of the particles
and one could easily modify the remainder of the paper to cover the massless case
as well. In fact, an important simplification in the massless case arises from the
strong interior decay for velocity averages of massless Vlasov fields.
1.6. Key elements of the proof and main difficulties.
1.6.1. The coupling. At the linear level, the Vlasov equation is given by the free
transport equation on Minkowski space
vα∂xαf = 0,
for f := f(t, x, v), (xα) = (t, x) ∈ R1+3, (vα) = (v0, vi), with v0 =
√
m2p + |v|2,
(vi) ∈ R3. In particular, for massive particles, mp > 0, the characteristics of the
Vlasov equation are the timelike geodesics, while for massless particles mp = 0,
the characteristics are the null geodesics, as for the wave or the Einstein equations.
As in the case of the Einstein-Klein-Gordon equations (1.4)-(1.6), the coupling
is non-trivial.
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• Kinetic equations such as the Vlasov equation are intrinsically of differ-
ent nature compared to wave equations. The domain of definition of
the unknown f is a different manifold (P) and the coupling through the
energy-momentum tensor T [f ] takes the form of velocity averages of f ,
i.e. (weighted) integrals in v of f . In fact, the Einstein-Vlasov system is a
system of integro-partial-differential equations and not a pure PDE system.
• For massive particles, the characteristics are different from those of the
wave equation. For the free transport operator, they are given by the
timelike curves
(
t, t v
i√
1+|v|2
)
. Note that for high velocities |v| → +∞,
these curves approach the null curves (t, ωit), where ωi = v
i
|v| ∈ S2. For low
|v|, we do expect to face the difficulty of an equation that does not share
the characteristics of the wave equation. On the other hand, for large |v|,
we expect the difficulties associated with pure wave equations, such as the
slow decay of transversal derivatives to the light-cone, to also be an issue.
This difficulty naturally disappears for distributions which are of compact v
support initially, but we treat here initial data which are merely integrable
in v against a measure (1 + |v|2)k/2dv.
1.6.2. Commuting the Vlasov equation using complete lifts. Another important
difficulty arise from commuting the Vlasov equation.
Recall that we cannot expect to control the behaviour of the metric components
without commuting the Einstein equations. In view of the coupling, this implies
that we must estimate KNT [f ], where KN is a differential operator of order N .
In flat space, where g is the Minkowski metric η, we have
Tαβ[f ] =
∫
v∈R3
fvαvβ
dv√
m2p + |v|2
,
so that, for any vector field K = Kα∂xα ,
KT [f ] = T [K(f)].
The vector fields K are those that commute with the flat wave operator, i.e. the
Killing and conformal Killing fields7 of Minkowski space.
In general, if K is a Killing vector field on a Lorentzian manifold, K(f) does not
readily make sense, since f is defined on a different manifold. Thus, one needs first
7We note that they are many variants of these methods. In particular, one can commute
only with a subalgebra of the full algebra of Killing and conformal Killing fields (see for instance
[KS96]), or, in another setting, one can commute with vector fields containing only radial weights,
as in [DR10].
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to lift K to P . There are several such possible lifts, but the one we consider here
is the complete lift of K, denoted K̂. Complete lifts have the following properties.
• The complete lift operation lifts vector fields on M to vector fields on TM .
• If K is Killing, then K̂ is tangent to the submanifold P of TM . In partic-
ular, for any regular distribution f defined on P , K̂(f) is well-defined.
• If K is Killing, K̂ commutes with the geodesic spray vector field Tg.
• If K is Killing, LKT [f ] = T [K̂(f)], where LK is the Lie derivative in the
direction of K.
In [FJS15], we exploited such a geometric treatment of the commutation properties
of the Vlasov equation to extend the traditional vector field method of Klainerman
for wave equations to the class of transport equations of Vlasov type8. In particu-
lar, we established Klainerman-Sobolev inequalities for velocity averages of Vlasov
fields and gave an illustration of our method to obtain (almost) sharp asymptotics
for the 3-dimensional massless and the n ≥ 4 massive Vlasov-Nordstro¨m systems.
1.6.3. Non-integrable decay and the modified vector fields. While it seems that
working with complete lifts would thus solve the difficulties involved with com-
muting the Vlasov equation and the energy-momentum tensor, for a general per-
turbation of Minkowski space, one should not expect any of the original Killing
fields to remain Killing, so that none of the above properties can be directly ap-
plied. As a first step, one can write the Vlasov equation in coordinates, and then
commutes the Vlasov equation with coordinate equivalents of the original vector
fields of Minkowski space. For instance, let us write schematically the Vlasov
equation as
Tg(f) = v
α∂xαf +Q(∂g, v, v)∂vf,
for some multi-linear form Q, and consider a Lorentz boost Zi = t∂xi + x
i∂t.
In Minkowski space, the restriction to P of its complete lift would be given by
Ẑi = t∂xi + x
i∂t + v
0∂vi . Commuting the above equation, we obtain
Tg(Ẑif) = −[Ẑi, Q(∂g, v, v)∂v]f.
Neglecting the v components, the right-hand side leads to error terms of the form
∂Z(g) · ∂vf . On the other hand, for a solution of the free transport operator,
∂vf behaves essentially like t∂xαf . If we expect to prove boundedness for some
norms of |∂xαf |, then t∂Z(g) needs to be time integrable in order to control Ẑf .
Assuming that the interior decay for the metric components9 can readily be used,
8See [Won17] for an extension of these methods to other dispersive PDEs.
9For some metric components, there is already a logarithmic divergence for the interior decay
estimates, so that the expected behaviour is in fact worse that the one presented here. Moreover,
as the name indicates, the interior decay estimates are only valid in the interior and the fact that
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in three spatial dimensions, |t∂Z(g)| . 1
t
leads to logarithmic divergences. On
other hand, any loss in the Vlasov estimates would limit the interior decay for
the metric even further, since in order to obtain sharp or almost sharp interior
decay, one already needs sharp estimates on the source terms KNT [f ] arising in
the equations for the metric components.
This interesting issue is in fact already present in the much simpler Vlasov-
Poisson system, where it was solved in [Smu16] by modifying the commutation
vector fields, replacing the lifted vector fields Ẑ by some Y = Ẑ+ Φi∂xi , where the
coefficients Φi are functions in the variable (t, x, v), depending on the solution and
constructed in order to cancel the worst error terms in the commutator formulas10.
The method of modified vector fields was adapted to a basic model of wave/kinetic
interaction, namely the 3-dimensional Vlasov-Nordstro¨m system, in [FJS17]. Many
of the difficulties presented above are in fact present for this system. In particular,
important strutural properties of the system where used in [FJS17] in order to
account for difficulties arising for large v.
In this paper, we thus also consider commuting the Vlasov equation with mod-
ified vector fields. The use of modified vector fields is however not without draw-
backs. Since the coefficients of these vector fields depend on the solution itself,
they need to be estimated. Moreover, these coefficients depend on (t, x, v) and as
a consequence, these modified vector fields cannot be used in return in the wave
equations. Thus, an important effort is made to rewrite source terms of the form
KNT [f ], that arise after commuting the wave equations, in terms of the modified
vector fields. Here, the integration in v present in the definition of T [f ] is crucially
used. Finally, the Klainerman-Sobolev inequalities must also be rewritten using
the modified vector fields.
1.6.4. Hierarchy of equations and the null structure. We first prove energy esti-
mates for the Vlasov field assuming weak interior decay for the metric components.
With only these weak estimates for the metric coefficients at our disposal, some
of the error terms in the commuted Vlasov equation fail to be time-integrable.
To close the estimates, we exploit a hierarchy in the commuted equations. More
specifically, we first find replacements for the spatial translations that enjoy im-
proved commutation properties with the Vlasov equation. These vector fields11,
denoted Xi, are simply given by Xi = ∂xi +
vi√
1+|v|2∂t and the improvement results
they are not global is another source of difficulty that we neglected in this informal discussion,
linked with the null structure of the equations.
10See also [HRV11] for previous results concerning sharp asymptotics for solutions of the
Vlasov-Poisson system based on the method of characteristics.
11We already used a version of these vector fields in [FJS17].
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from the identity
Xi =
Zi
t
+
vi
w0
∂t,
where vi = vi− x
i
t
v0. Using this identity, one can prove that a product of the form
Xi(ψ) · k for ψ a solution to the wave equation and k a solution to the Vlasov
equation enjoys better decay properties compared to an arbitrary product ∂ψ · k.
Assuming weak bounds on the first order energy, we then prove that commut-
ing with Xi only produces integrable error terms, and thus obtain estimates for
E[Xi(f)]. We then consider commuting with ∂t. Only one term is not time-
integrable (because of a lack of null structure), but it can be estimated using the
bounds on E[Xi(f)] and thus produces only a mild growth ρ
δ, for some small
δ > 0. We then commute with the modified vector fields Y and again find that
the terms which are not time-integrable only depend on E[Xi(f)] and E[∂t(f)],
which allows us to close the first order estimates. This hierarchy is then extended
to the higher order estimates. It is in fact very reminiscent of similar hierarchies
present in the context of the weak null condition, as in the system (1.3).
Once the basic energy estimates for the Vlasov field have been established,
one can propagate stronger weighted norms, which then imply, together with the
improved decay for the metric coefficients, energy and decay estimates for the
Vlasov field without loss.
1.6.5. The Einstein equations and the top order estimate. The analysis of the Ein-
stein equations in wave coordinates is now classical and we follow the approach
of [LR05; LR10] and its adaptation to the hyperboloidal foliation in [LM15]. The
major new difficulty consists in rewriting and estimating the source terms coming
from the Vlasov field in terms of the modified vector fields without any hard12 loss
of decay. However, the key step to avoid loss of decay involves an integration by
parts in v, which, in turn, implies a loss of regularity. At top order, we therefore
must allow for some hard loss of decay. The worst source term in the top order
estimate for the metric coefficients then implies another source of small growth at
top order.
1.7. Related works. We present here some previous works to put the results of
this paper in context.
1.7.1. Stability problems for Vlasov systems without sharp decay. There is a large
number of results concerning small data global existence for various systems of
Vlasov type, as in [BD85; GS87; Fri04]. In these works, the gravitational or
12We can afford a ρDδ for δ > 0 small enough in these estimates and D being a positive
constant.
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electromagnetic fields satisfy a linear, inhomogeneous equation, whose source term
is given by velocity averages of the Vlasov field. The linear aspect of the field
equations implies that one can control the system at a much lower level of regularity
than for a system of quasilinear wave equations. Moreover, these systems typically
exhibit a gain of regularity, either because of the elliptic nature of the Poisson
equation, or using a non-resonant phenomenon due to the difference between the
characteristics of the waves and that of the massive particles. This allows to close
the estimates without understanding sharp decays for the velocity averages of the
Vlasov field and its derivatives.
1.7.2. Sharp decay for derivatives. The first work establishing sharp decay for
derivatives of velocity averages of the Vlasov field is [HRV11]. The question was
revisited using vector field techniques in [Smu16]. In [FJS15] and [FJS17], we
developed and tested a vector field approach to derive sharp asymptotics for the
Vlasov-Nordstro¨m system. The techniques of [HRV11] have also been extended to
the so-called Poisson-Yukawa system in dimension 2 [CHL11].
1.7.3. Non-trivial stationary states and further stability results. The strongest re-
sults concerning the stability of non-trivial stationary solutions of the gravitational
Vlasov-Poisson system have been obtained in [LMR12]. They are not based on
decay estimates but on a variational characterisation of the stationary solutions.
On the other hand, this type of method does not provide asymptotic stability of
the solutions but orbital stability. It is likely that any result addressing the ques-
tion of asymptotic stability will need to go back to an appropriate linearization of
the equations combined with robust decay estimates13.
There is a large literature concerning the construction of stationary states for the
Einstein-Vlasov system [RR93; Rei94; AKR11; AKR14; AFT15; AFT17; Wol01].
We refer to the living review [And02], Section 5, for a detailed discussion of those
results. Naturally, it would be interesting to understand the stability properties
of any of these stationary solutions.
The vector field method has also been extended to the Kerr background to prove
Morawetz estimates for massless Vlasov fields, see [ABJ16]. The approach relies
on the use of multiplicative symmetries for massless fields.
1.7.4. The cosmological case. There is also a large amount of works concerning
solutions to the Einstein-Vlasov system arising from initial data given on a compact
manifold. Let us mention in particular the work of Ringstro¨m [Rin13], concerning
the study of expanding solutions with de-Sitter like asymptotics, as well as the
13See for instance [GR07] for some stability results using the linearization approach in the
case of the spherically-symmetric King model.
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stability result [Faj17], where the slower expansion only provides polynomial decay
for perturbations.
1.7.5. Coupled systems. There are many recent works involving coupled systems of
equations for which the coupling is non-trivial, beyond the Einstein-Klein-Gordon
system already mentioned. Let us mention in particular [GIP16; IP14; Ger11]
concerning coupled systems of equations with different characteristics.
1.7.6. Introductory materials on kinetic theory in general relativity. There are
many such materials but we would like to mention the classical texts [Ehl73; Ren04;
Ste71] as well as the elegant geometric treatment of the Vlasov equation in [SZ14].
1.8. Structure of the paper. Section 2 contains preliminaries about the Einstein-
Vlasov system, basic definitions and notations that we use throughout the text. In
particular, Section 2.13 contains a list of notations and can be used as a reference.
In Section 3, we set up the bootstrap assumptions and describe, towards the end
of the section, the different steps required in order to establish the main result.
Section 3.2.2 contains direct consequences of the bootstrap assumptions and of the
wave gauge condition. Sections 4 to 7 are devoted to the proof of energy estimates
for the Vlasov field, under the weak decay assumptions for the metric coefficients.
In Section 8, we estimate the coefficients appearing in the modified vector fields.
In Section 9, we consider the source terms arising from the energy-momentum
tensor in the Einstein equations after commutation and explain how they can be
rewritten in terms of the modified vector fields. Sections 10 to 13 concern the
analysis of the Einstein equations. In Section 14, we improve the estimates on the
Vlasov field and the C coefficients, so as to eventually close the top order energy
estimates for the metric components in Section 15. Finally, the last two sections
concern L∞- and L2-decay estimates for the velocity averages of the Vlasov fied.
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Physics during the workshop Geometric Transport equations in General Relativ-
ity, where part of this work has been written.
2. Preliminaries
2.1. Vlasov fields in the cotangent bundle formulation. Let (M, g) be a
smooth time-oriented, oriented, 4-dimensional Lorentzian manifold.
We denote by P the mass-shell. While it is generally considered as a submanifold
of the tangent bundle TM , we shall, equivalently, consider here P as a subset of
the cotangent bundle14 T ?M , defined by
P := {(x, v) ∈ T ?M : g−1x (v, v) = −1 and v future oriented} .
Given a coordinate system on M , (U, xα), for any x ∈ U ⊂ M , any v ∈ T ?xM
can be written as
v = vα[dx
α]x
and the functions v → vα can be used to define a coordinate system on T ?xM called
conjugates to the coordinates (xα). In the following, we consider such coordinate
systems even if it is not stated explicitly. We denote by pi the canonical projection
pi : P →M.
For x ∈M , we define a metric on T ?xM by
g−1T ?xM = g
αβdvαdvβ,
where gαβ are the components of g−1 in a local coordinate system (U, xα) and vα
are conjugate to the xα. Let dµT ?xM be the associated volume form, i.e. dµT ?xM =√−g−1dv0 ∧ dv1 ∧ dv2 ∧ dv3 and let qx be the map
qx : T
?
xM → R,
v 7→ g−1T ?xM(v, v).
Let dq be its differential (in v). Since pi−1(x) = q−1 ({−1}) is a level set of q,
dq = 2dvαvβg
αβ is normal to pi−1(x) and on pi−1(x), there is a unique volume form
denoted dµpi−1(x) such that
dµT ?xM =
1
2
dq ∧ dµpi−1(x).
We assume that there exist local coordinates such that x0 = t is a smooth temporal
function, i.e. it is strictly increasing along any future causal curve and its gradient
14This formulation is linked with the Hamiltonian property of the equations, cf [Ehl73].
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is past directed and timelike15. In that case, the algebraic equation
vαvβg
αβ = −1 and vα future directed
can be solved for v0 by
(2.1) v0 = −(g00)−1
(
g0jvj −
√
(g0jvj)2 + (−g00)(1 + gijvivj)
)
.
It follows that (xα, vi), 1 ≤ i ≤ 3 are smooth coordinates on P and for any
x ∈ M , (vi), 1 ≤ i ≤ 3 are smooth coordinates on pi−1(x). With respect to these
coordinates, the volume form dµpi−1(x) reads
dµpi−1(x) =
√−g−1
vβgβ0
dv1 ∧ dv2 ∧ dv3.
For any sufficiently regular16 distribution function f : P → M , we define its
energy-momentum tensor as the tensor field
(2.2) Tαβ[f ](x) =
∫
pi−1(x)
vαvβfdµpi−1(x).
In the following, to simplify the notation, we write∫
pi−1(x)
as
∫
v
and
dµv for the measure dµpi−1(x).
Even on a curved spacetime, we use another reference measure, namely that cor-
responding to the Minkowski space dv√
1+|v|2 . When we do so, we write the measure
explicitly.
The Vlasov field f is required to solve the Vlasov equation, which can be written
in the (xα, vi) coordinate system as
(2.3) Tg(f) := g
αβvα∂xβf −
1
2
vαvβ∂xig
αβ∂vif = 0.
It follows from the Vlasov equation that the energy-momentum tensor is diver-
gence free for solutions of the Vlasov equation. More generally, for any sufficiently
15The fact that the gradient of t is timelike is equivalent to g00 < 0 and the property of being
strictly increasing along any future causal curve implies that the induced metric on each level
set of t has to be positive.
16By ”sufficiently regular”, we mean that f is smooth enough and decays in v sufficiently fast
so that T [f ] is well-defined and the necessary integration by parts in v can be performed. Later,
we also perform integration in x, so we also require the regular distribution function f to obey
decay in the x variable along each hyperboloid. In any case, one can assume for simplicity that
all distribution functions are smooth and compactly supported for all computations to hold.
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regular distribution function k : P → R,
∇αTαβ[k] =
∫
v
Tg[k]vβdµv.
2.2. The Einstein-Vlasov system and the initial value problem. We con-
sider the Einstein equations
(2.4) Ric(g)− 1
2
gR = T [f ],
where Ric(g) denotes the Ricci curvature of (M, g), R = gαβRαβ its scalar curva-
ture and T [f ] is the energy momentum tensor of a Vlasov field f satisfying the
Vlasov equation (2.3).
Contracting the Einstein equations, we get that
−R(g) =
∫
v
fvαvβg
αβdµv = −
∫
v
fdµv.
Thus, the Einstein equations can be rewritten as
Ric(g) = T [f ] +
1
2
g
∫
pi−1(x)
fdµpi−1(x).
The initial value problem for the Einstein-Vlasov system was first considered in
[CB71]. We refer to [Rin13] for a thorough analysis of the local well-posedness of
this system.
Recall that an initial data set for the Einstein-Vlasov system is given by (Σ, g0, k, f0),
where Σ is a smooth manifold, g0 is a Riemannian metric on Σ, k is a symmetric
2-tensor field on Σ and f0 is a real-valued function (taken non-negative in physics)
and defined on the cotangent bundle17 of Σ, such that (Σ, g0, k, f0) solves the
constraint equations
R(g0)− |k|2 + trg0(k)2 = 2ρ[f0],(2.5)
divk − d(trg0k) = −j[f0],(2.6)
where R(g0) is the scalar curvature of g0, |k|2 = kijkij, trg0k = kijg0ij, [divk]j =
∇(g0) ikij, with ∇(g0) the Levi-Civita connection of g0 and where the source terms
17Again, it is more standard to consider the initial data for the Vlasov field as a function on
the tangent bundle, but one can naturally move from one representation to the other without
any difficulty.
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ρ[f0] and j[f0] are given, for any x ∈ Σ, by
ρ[f0](x) =
∫
p∈T ?xΣ
f0(x, p)
dµT ?xΣ√
1 + g0(p, p)
,
ji[f0](x) =
∫
p∈T ?xΣ
f0(x, p)pi
dµT ?xΣ√
1 + g0(p, p)
,
where the volume form dµT ?xΣ is the one associated with the metric (g0)
−1
T ?xΣ
(p, p) =
gij0 pipj.
For simplicity, we assume smooth initial data with sufficiently strong decay in
both x, v. For any such data, it follows from standard results that there exists a
unique maximal Cauchy development up to diffeomorphism [CB71; Rin13].
2.3. The wave gauge and the reduced Einstein equations. We consider
the Einstein equations in wave coordinates, following the hyperboloidal foliation
formulation18 of [LM15]. We thus consider coordinates xα satisfying the wave
equation
gxα = 0,(2.7)
or equivalently
gαβΓγαβ = 0,
where Γγαβ are the Christoffel symbols of the metric g. It is well known that the
Ricci curvature then simplifies to a second order non-linear wave operator acting
on each metric coefficient. The Einstein equations (2.4) then transform to
˜ghαβ = Fαβ(h, ∂h)−
∫
v
f (2vαvβ + gαβ) dµv,
where ˜g := gαβ∂α∂β is the reduced wave operator,
hαβ := gαβ − ηαβ
denotes the deviation of the metric g from the Minkowski metric η and the non-
linear terms Fαβ(h, ∂h) are quadratic in the first order derivatives of the metric.
As usual, any solution to the reduced equations arising from initial data satis-
fying the constraint equations is a solution of the original Einstein-Vlasov in view
of the propagation of the wave gauge condition (see for instance [Rin13], p. 370,
for the Einstein-Vlasov case).
18The first global results for the Einstein equations in wave coordinates are of course that of
[LR10; LR05], while the introduction of an hyperboloidal foliation for the study of Klein-Gordon
fields goes back to [Kla85a].
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For future reference, we define the tensor S[f ] by
S[f ]αβ =
∫
v
f (2vαvβ + gαβ) dµv.(2.8)
Let us also recall that schematically, the non-linear terms F (h, ∂h) are all of the
form
(2.9) g−1 · g−1 · ∂h · ∂h.
2.4. Convention for raising and lowering indices. Given the metric g, and
its components gαβ, the components of its inverse are denoted as usual by g
αβ. We
also define
Hαβ := gαβ − ηαβ.
For a tensor field T with components Tαβ, we define
Tαβ := Tγρη
αγηβρ,
i.e. we raise indices using the Minkowski metric η. In view of the definition of gαβ,
this convention applies to all tensor fields but the metric g itself.
Similarly, we lower indices using also the metric η.
Note that
gαβ := (g−1)αβ = ηαβ +Hαβ = ηαβ − hαβ +O(h2),
so that within the small data regime of this paper, we can switch from H or h
without any difficulty.
2.5. The hyperboloidal foliation. Fix global Cartesian coordinates (t, xi), 1 ≤
i ≤ 3 on R3+1. For any ρ > 0, define Hρ by
Hρ =
{
(t, x)
∣∣ t ≥ |x| and t2 − |x|2 = ρ2} .
We denote by K := {(t, x) / |x| < t − 1} the chronological future of the point
(1, 0, 0, 0), see Figure 1.
On K, we use as an alternative to the Cartesian coordinates the following two
other sets of coordinates.
• Spherical coordinates
We first consider spherical coordinates (r, ω) on R3x, where ω denotes spher-
ical coordinates on the 2-dimensional spheres and r = |x|. Then, (ρ :=√
t2 − |x|2, r, ω) defines a coordinate system on K. These new coordinates
are defined globally on K apart from the usual degeneration of spherical
coordinates and at r = 0.
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u = 0
u = 1
Hρ
H2
K := {(t, x) / |x| < t− 1}
t
|x|
t = 1
t = 2
Figure 1. Initial hyperboloid – hyperboloidal foliation
• Pseudo-Cartesian coordinates
These are the coordinates (y0, yj) := (ρ, xj), which are also defined globally
on K.
For any function defined on (some part of) K, we move freely between these
three sets of coordinates.
2.5.1. The semi-hyperboloidal frame. As in [LM15], we make use of special vector
fields adapted to the hyperboloidal foliation. More precisely, given the coordinate
system (xα), we denote the
translations by
{
∂xα
∣∣α ∈ {0, . . . , 3}} .
We also consider the
Lorentz boosts
{
Zi = t∂xi + x
i∂t
∣∣ i ∈ {1, 2, 3}}
and the
rescaled Lorentz boosts
{
∂i =
Zi
t
∣∣ i ∈ {1, 2, 3}} .
With these notations, the semi-hyperboloidal frame is, by definition,
(2.10) ∂0 := ∂t, ∂a :=
xa
t
∂t + ∂a, a = 1, 2, 3.
We also consider the scaling vector field S = xα∂xα and denote by Z any of the
homogeneous vector fields (i.e. any of the Lorentz boosts or scaling vector field).
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We use standard multi-index notations so that, for instance, for any multi-index
α of lenghth |α|, Zα denotes a combination of |α| vector fields among the Lorent
boosts or the scaling vector field.
Associated with the semi-hyperboloidal frame, one has the dual frame θ0 :=
dt− xa
t
dxa, θa := dxa and therefore the relations
∂α = Φ
α′
α ∂α′ , ∂α = Ψ
α′
α ∂α′ , θ
α = Ψαα′ dx
α′ , dxα = Φαα′θ
α′ ,
in which the transition matrix
(
Φβα
)
and its inverse
(
Ψβα
)
are
(
Φβα
)
=

1 0 0 0
x1/t 1 0 0
x2/t 0 1 0
x3/t 0 0 1
 ,
(
Ψβα
)
=

1 0 0 0
−x1/t 1 0 0
−x2/t 0 1 0
−x3/t 0 0 1
 .
In the above matrix notation, the up index labels the columns and the down
index labels the lines.
With this notation, the rules for transforming tensors are as follows: for any
two-tensor hαβ dx
α ⊗ dxβ = hαβθα ⊗ θβ, we can write
hαβ = hα′β′Φ
α′
α Φ
β′
β ,
hαβ = hα′β′Ψ
α′
α Ψ
β′
β ,
hµν = Φµµ′Φ
ν
ν′h
µ′ν′ ,
hµν = Ψµµ′Ψ
ν
ν′h
µ′ν′ .
Similarly, for a velocity vα,
vµ = Ψ
µ′
µ vµ′ ,
vµ = Φ
µ′
µ vµ′ .
With these notations, note that
v0 = v0, va =
xa
t
v0 + va.
As a consequence, for any symmetric 2-tensor G,
Gαβvαvβ = G
00(v0)
2 + 2Ga0v0va +G
abvavb.
2.6. Some standard classes of functions. Later in the analysis, we compute
various commutators. The expressions that we find are linear combinations with
coefficients which are smooth homogeneous functions of (t, x), sometimes depend-
ing also on v, and which behave well with respect to differentiation. More precisely,
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let Fx be the set of functions g := g(t, x) defined in K such that, for any multi-index
α
|∂αx,tg| ≤ Cαt−|α|
and similarly, let Fx,v be the set of functions g := g(t, x, v) defined in K×R3 such
that, for any pair of multi-indices α, β
|∂αx,t∂βv g| ≤ Cαt−|α|
√
1 + |v|2−|β|.
In the remainder of the article, unless specified otherwise, any linear combination
is taken over Fx when we consider functions of (t, x) only or Fx,v when we consider
functions of (t, x, v).
2.7. Commutators of the frame vector fields. We recall the following stan-
dard formulae.
Lemma 2.1. One has
[∂t, ∂a] = −
xa
t2
∂t, [∂a, ∂b] = 0.
There exist constants aβα such that
[∂xα , Z] =
∑
β
aβα∂xβ .
For a Lorentz boost Za,
[Za, ∂b] =
xb
t
∂xa ,
while for the scaling vector field S
[S, ∂b] = −∂b.
The above commutators can then be iterated straightforwardly. For instance, for
any multi-index γ,
[∂γxα , ∂c] =
∑
|β|≤|γ|
cβ∂
β
xα
holds, where cβ ∈ 1tFx.
2.8. From the geometric initial data to the PDE data at t = 2. We recall
that it follows from the constraint equations and the structure of the data (see for
instance [LR05, Section 4] and [Rin13, Chapter VI] for the additional Vlasov field)
that given geometric data (Σ, g0, k, f0) satisfying the constraint equations (2.5)-
(2.6), there exists PDE data, gt=0, ∂tgt=0, ft=0, of the reduced Einstein-Vlasov
system, where gt=0, ∂tgt=0 are defined on R3 and ft=0 is defined on R3 × R3.
Moreover, if (Σ, g0, k, f0) coincides with the data of a Schwarzschild spacetime
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outside from a ball of radius R and verify
||g0 − δ||HN + ||k||HN−1 + ||(1 + |v|2)q/2f0||WN+3,1 + ||(1 + |v|2)(q+2)/2f0||WN−2,1 ≤ ,
where δ is the Euclidean metric, then we can arrange for the PDE data to verify
the following.
• The following estimates hold
||gt=0 − δ||HN , ||∂tgt=0||HN−1 ≤ C(R),
||(1 + |v|2)q/2ft=0||WN+3,1 + ||(1 + |v|2)(q+2)/2f0||WN−2,1 ≤ C(R).
• ∂tgt=0 and ft=0 vanish for |x| > R.
• g coincides with the metric of a Schwarzschild metric in wave coordinates
for |x| > R.
Moreover, we can shift the initial slice t = 0 to any other initial time, and we
assume here that the pde data is given at time t = 2.
By rescaling, we may as well assume that R = 1 and we shall do so in the
remainder of the paper. To summarize, we assume that the initial data is given
on {t = 2} and coincide with Schwarzschild data outside of the ball {|x| < 1}.
We recall that the Schwarzschild metric gm in standard wave coordinates (t =
x0, x1, x2, x3) takes the form (see for instance [Asa89])
gm 00 = −
r −m
r +m
,
gm ab =
r +m
r −mωaωb +
(r +m)2
r2
(δab − ωaωb),
with ωa := xa/|x| and r = |x|.
2.9. Energy norms for the metric components. Let
H?ρ := Hρ ∩ K
be the intersection of the hyperboloid of constant ρ and the interior of the future
light-cone K. For any sufficiently regular function ψ := ψ(t, x), we define its energy
norms on Hρ and H
?
ρ , first using the perturbed metric g,
Eg[ψ](ρ) =
∫
Hρ
(
− g00|∂tψ|2 + gab∂aψ∂bu+
∑
a
2xa
t
gaβ∂βψ∂tψ
)
dx,
E?g [ψ](ρ) =
∫
H?ρ
(
− g00|∂tψ|2 + gab∂aψ∂bψ +
∑
a
2xa
t
gaβ∂βψ∂tψ
)
dx
and then, using the flat metric η,
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(2.11)
E [ψ](ρ) = Eη[ψ](ρ) =
∫
Hρ
(
|∂tψ|2 +
∑
a
|∂aψ|2 +
∑
a
2xa
t
∂aψ∂tψ
)
dx,
E?[ψ](ρ) = E?η [ψ](ρ) =
∫
H?ρ
(
|∂tψ|2 +
∑
a
|∂aψ|2 +
∑
a
2xa
t
∂aψ∂tψ
)
dx.
Note that in the above norms, we have used the standard measure dx on Hρ ' R3,
but the energy norm E [ψ](ρ) actually coincides with the standard energy associated
with the energy-momentum tensor of a wave u, the multiplier vector field ∂t and the
induced volume form on Hρ. Indeed, the volume form induced by the Minkowski
metric on each Hρ is
ρ
t
dx, but the normal to Hρ also various weights cancelling
the ρ
t
to give the above expression for E [ψ] and E?[ψ].
We recall the following coercivity properties of the energy E [ψ](ρ)
E [ψ](ρ) =
∫
Hρ
(
(ρ/t)2|∂tψ|2 +
∑
a
|∂aψ|2
)
dx.(2.12)
Finally, we define the higher order energy norms
EN [ψ] =
∑
|α|≤N
E [Kαψ],(2.13)
E?N [ψ] =
∑
|α|≤N
E?[Kαψ],(2.14)
where Kα denotes a combination of |α| vector fields among the translations, hy-
perbolic rotations and scaling vector fields.
2.10. Energy norms for the Vlasov field. We define in the following the funda-
mental energies for the distribution function. We therefore consider the one-form
n := tdt− xidxi
normal to Hρ with
−η−1(n, n) = ρ2.
We define similarly,
(2.15) s2 := −g−1 (tdt− xidxi, tdt− xidxi) .
For later purposes, we state the identity
(2.16) s2 − ρ2 = −Hαβxαxβ.
Let us define two energy densities based on the energy-momentum tensor of f
(cf. (2.2)) in the perturbed and flat case, respectively.
(2.17) χg(f) := −T0β[f ]s−1nαgαβ
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(2.18) χ(f) :=
∫
v
√
1 + |v|2f
√
1 + |v|2t− xivi
ρ
dv√
1 + |v|2
Note that χ without the g index is χg evaluated for g = η and that
(2.19) νg := −s−1nαgαβ = −s−1
(
tgα0∂α − xigiα∂α
)
is the future unit normal vector field to Hρ for the metric g. Let us define accord-
ingly the two energy norms on Hρ
Eg[f ] :=
∫
Hρ
χg(|f |)dµHρ,g,(2.20)
E[f ] = Eη[f ] :=
∫
Hρ
χ(|f |)dµHρ,η,(2.21)
where dµHρ,g and dµHρ,η(=
ρ
t
dx) are the induced volume forms on Hρ respectively
for the g and η metrics. Note that in the above energy densities, we replaced f
by |f |, as the positivity property of the distribution function is not necessarily
preserved by commutation.
We compute
(2.22)
χg(|f |) = −T0β[|f |]s−1nαgαβ
= s−1
(
T00[|f |](−tg00 + xigi0) + Ti0[|f |](−tg0i + xjgji)
)
= s−1
[∫
v
|f |v0
(
v0(−tg00 + xigi0) + vi(−tg0i + xjgji)
)
µpi−1(x)
]
= s−1
[∫
v
|f |v0
(
v0(−tg00 + xigi0) + vi(−tg0i + xjgji)
) √−g−1
vβgβ0
dv
]
.
This implies
(2.23)
Eg[f ]
=
∫
Hρ
[∫
dv
|f |v0 (v0(−tg00 + xigi0) + vi(−tg0i + xjgji))
s
√−g−1
vβgβ0
dv
]
√−g s
gα0xα
dx
and for the energy with respect to the unperturbed metric,
(2.24) Eη[f ] =
∫
Hρ
∫
v
|f |
(√
1 + |v|2t− vixi
)
ρ
ρ
t
dvdx.
2.10.1. Coercivity of the energy E[f ]. Recall that given mass-shell coordinates
(xα, vi), we compute v0 by solving the mass-shell equation vαvβg
αβ = −1. It
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will be useful to also define coordinates on the corresponding Minkowski mass
shell, denoted (xα, wα) with
(2.25)
w0 := −
√
1 + ηijvivj = −
√
1 + |v|2,
wi := vi.
Thus, for instance, wα∂xα denotes the free transport operator for the Minkowski
space.
Consider
νρ = ρ
−1xα∂xα ,
the normalized normal vector field, for the Minkowski metric, to the hyperboloidal
foliation.
Lemma 2.2. The following identities hold
ναρwαw0 =
t
2ρ
(
ρ2
t2
(w0)2 + 1 +
3∑
i=1
(vi)
2
)
=
t
2ρ
(
ρ2
t2
(w0)2 + 1 +
3∑
i=1
z2i t
−2
)
=
t
2ρ
((
w0 +
xi
t
wi
)2
+
∑
1≤i<j≤3
(
xiwj − xjwi
t
)2
+
ρ2
t2
w20 +
r2
t2
)
,
where zi is the hyperbolic weight zi = w0xi + wit and vi =
zi
t
.
This leads to a decomposition of the energy norm E[f ] similar to (2.12)
E[f ] =
∫
Hρ
∫
v
|f | 1
2w0
(
ρ2
t2
(w0)2 + 1 +
3∑
i=1
v2i
)
dvdx.(2.26)
2.11. Analysis of the support. Since our data is exactly Schwarzschild outside
from a compact ball, it follows by a standard domain of dependence argument that
the solution will be exactly Schwarzschild outside from some cone.
More precisely,
Proposition 2.3. Let (g, f) be a solution to the system (1.1)-(1.2) with initial data
given on t = 2 coinciding with the data induced by the Schwarzschild metric for
|x| ≥ 1. Then (g−gm) is supported in the region K and vanishes in a neighborhood
of the boundary {r = t− 1, t ≥ 2}.
Proof. We follow here the standard argument, as explained in [LM15, Section 4.2]
(see also [LR05, Lemma 4.1]). Essentially, we rewrite the equations in terms of
q = g − gm and f , where gm is the Schwarzschild metric. We then prove that the
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equations are homogeneous (i.e. q = 0, f = 0 is a solution) and use the domain of
dependence property. However, since the Schwarzschild metric becomes singular
for small r, we change it in the interior of the cone {t− |x| = 3/2}.
We only give a sketch of the proof since the parts concerning the wave equations
are identical to that of [LM15, Proposition 2.3] and the arguments concerning the
Vlasov equation are very similar.
Let
p(t, x) := (gm − η) ξ(t− r) + η,
where ξ is a smooth real function such that 0 ≤ ξ ≤ 1, ξ(x) = 1 for x ≤ 1, while
ξ(x) = 0 for x ≥ 3/2.
By construction, for r ≥ t− 1, p coincides with the Schwarzschild metric while
for r ≤ t− 3/2, p coincides with the Minkowski metric.
Let q := g − p. Recall that the reduced Einstein equations can be schematically
written as
˜gg = F (g, ∂g)− S[f ],
where S[f ] is the tensor defined in (2.8) and F has the structure (2.9).
The equations for q can then be written as
˜pq = −˜pp+B
(
p, p, ∂p, ∂p
)
+B
(
p, p, ∂p, ∂q
)
+B
(
p, p, ∂q, ∂(p+ q)
)
+B
(
p, q, ∂(p+ q), ∂(p+ q)
)
+B
(
q, p+ q, ∂(p+ q), ∂(p+ q)
)
− qµν∂µ∂νg − S[f ],
where B is some multi-linear form. By definition, for r ≥ t − 1, p coincides with
the Schwarzschild metric in wave coordinates, which is a solution to the (vacuum)
reduced Einstein equation. Thus, for r ≥ t− 1, we have
˜pp = B(p, p, ∂p, ∂p).
To treat the distribution function f , let us define w˜i = vi and then w˜0 as the
solution to
pαβwαwβ = −1, w˜0 < 0.
Note that it then follows from the definitions that w˜0 − v0 = B˜(q, v) for some
B˜(q, v) which vanishes for q = 0.
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With this definition, f satisfies the following transport equation with respect to
the metric p
w˜αp
αβ∂xβf −
1
2
w˜αw˜β
∂pαβ
∂xi
∂w˜if = − (vα − w˜α) pαβ∂xβf
+
1
2
(vα − w˜α) v˜β ∂g
αβ
∂xi
∂vif.
We conclude that (q, f) satisfies
˜pq = −˜pp+ F
(
p, p, ∂p, ∂p
)
+ ∂q ·G1(p, ∂p, q, ∂q)
+ q ·G2(p, ∂p, ∂∂p, q, ∂q)− S[f ],
w˜αp
αβ∂xβf −
1
2
w˜αw˜β
∂pαβ
∂xi
∂w˜if = − (vα − w˜α) pαβ∂xβf
+
1
2
(vα − w˜α) v˜β ∂g
αβ
∂xi
∂vif.
and moreover, by assumption, qt=2, ∂tqt=2, ft=2 vanish for |x| > 1.
To prove that (q, f) vanishes outside K, it remains to analyse the domain of
dependence associated with the metric p outside K. This is in fact a direct conse-
quence of the fact that the boundary of K is strictly spacelike with respect to the
metric p (cf Step 2 in [LM15, Proposition 2.3] and [LR05, Lemma 4.1]).
This leads to the conclusion that the domain of dependence of (t, x) /∈ K does
not intersect {t = 2, r ≤ t − 1}, which implies that q and f must vanish outside
K. 
2.12. The data induced on H2. By standard local well-posedness, the solution
(g, f) to the reduced Einstein equation emanating from t = 2 with sufficiently
small initial data necessarily exists up to t = 3.
It follows from the last section that the trace of f and g−gm on H2 is compactly
supported and contained within the set {2 ≤ t ≤ 3} ∩ K. In particular, provided
the initial data is small enough, we have
E?N [h](2) ≤ 2,
EN,q[f ](2) ≤ 2,
EN−2,q+2[f ](2) ≤ 2,
where the norms E?N [h] and EN,q[f ] are defined in (2.13) and (7.1) respectively19.
19While this norm is defined using modified vector fields, it is immediate that for small enough
initial data the estimate 3.2 holds. Note also that in view of the initial data assumptions on f ,
we also have bounds for [Ẑαf ]ρ=2 up to |α| = N + 3. We will only use these later in Section 17.
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2.13. A list of notations. We list here some of the notations we will use through-
out the paper for reference.
• The different metrics
– g the curved metric.
– η the Minkowski metric.
– δE the Euclidean metric
– gm the Schwarzschild metric written in standard wave coordinates.
• Indices of tensors
– Greek indices α, β, µ, ν for tensors such as hαβ, Tµν etc.. These are
spacetime indices running from 0 to 3.
– Latin indices i, k, a, b for tensors such as hab. These are spatial indices
only, running from 1 to 3.
• Notations for the velocity
– w0 =
√
1 + |v|2, w0 = −
√
1 + |v|2.
– wi = w
i = vi.
– wi = vi = vi +
xi
t
w0, w0 = v0.
• The vector fields
– Translation vector fields for metric components: ∂t,x, ∂xα , or generi-
cally X.
– Rescaled boosts: ∂a or ∂xa . Note also ∂0 = ∂t.
– Homogeneous vector fields for metric components: Zi = t∂xi +x
i∂t for
a Lorentz boost, S = xα∂xα for the scaling vector field, Z for a generic
one.
– Any of the above vector fields for metric components: K.
– Translation vector fields for the Vlasov field: ∂t = X0, Xi = ∂xi+
vi
w0
∂t,
or generically X.
– Homogeneous vector fields for Vlasov field: Ẑi = t∂xi + x
i∂t + w
0∂vi
for a Lorentz boost, S = xα∂xα for the scaling vector field, Ẑ for a
generic one.
– Modified vector fields: Y := Ẑ + CαXα.
– Any of the above vector fields for the Vlasov field: K̂.
• Higher-order differential operators and multi-indices
– For α a multi-index of length |α|, Kα, K̂α, composition of |α| vector
fields as above.
– For α a multi-index of length |α|X , |α| = αX + αZ , where αX is the
number of translations and αZ the number of homogeneous vector
fields. Note that this applies whether we consider a differential oper-
ator of the form Kα or K̂α.
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– KN , K̂N . A differential operator of the form Kα or K̂α with |α| =
N . Similarly, ZN , XN means a differential operator composed of N
homogeneous vector fields or N translation vector fields.
• The energy norms
• E , EN the energy norm of order 1 or N for the metric coefficients. Their
star version E?, EN? means that we only integrate over H?ρ , i.e. we stop
when we reach the domain where the solution is exactly Schwarzschild.
• The source terms
– Tµν [f ] the energy momentum tensor of f with respect to the curved
metric g.
– S[f ] := T [f ] + 1/2g
∫
v
fdµv.
– Tµν [f ] the energy momentum tensor of f with respect to the Minkowski
metric η.
• The main operators
– ˜g the reduced wave operator gαβ∂xα∂xβ .
– Tg the geodesic spray vector field defining the Vlasov equation.
• Spacetimes and mass-shell functions:
– Cartesian coordinates t = x0, xi.
– Hyperbolic time ρ =
√
t2 − |x|2.
– Radial function r = |x|.
– Retarded time u := t− |x|.
– The classes Fx, Fx,v as in Section 2.6.
• Constants
– DN a strictly positive constant depending only on N .
– A . B for A ≤ DNB.
– δ a small enough constant depending only N .
– L verifying δ << L << 1 a small enough constant depending only on
N .
3. Bootstrap assumptions and the structure of the proof
From the previous section, it follows that the trace of the solutions, emanating
from initial data on {t = 2}, on H2 is well-defined and we consider the Einstein-
Vlasov system with initial data on the initial hyperboloid H2 given by gαβ|H2 ,
∂tgαβ|H2 and fH2×R3v .
Denote by (g, f) the unique solution agreeing with the initial data and by h =
g − η the deviation from the Minkowski metric.
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From Section 2.12, it follows that
E?N [h](2) . ,(3.1)
EN,q[f ](2) . ,(3.2)
EN−2,q+2[f ](2) . ,(3.3)
where EN,q[f ] is the higher order norm defined in Section 7.
Let δ > 0 be a small but fixed number, depending only on N and D be a large
number depending only on N that will be fixed in course of the analysis.
3.1. Bootstrap assumptions. The global analysis is based on only one bootstrap
assumption for the metric coefficients
(3.4) EN [h](ρ) ≤ Dρδ.
Let us consider ρ∗ such that
ρ∗ := sup
{
ρ1
∣∣ for all 2 ≤ ρ ≤ ρ1, the estimate (3.4) holds}.
From standard well-posedness, ρ∗ > 2. The proof of the theorem follows if we
can prove the improved estimate
Proposition 3.1. For all ρ ∈ [2, ρ∗), we have the improved estimates for the
metric coefficients
(3.5) EN [h](ρ) ≤ D
2
ρDN 
1/2
,
where DN > 0 is a constant depending only on N .
3.2. Direct consequences of the bootstrap assumptions.
3.2.1. The basic decay estimates for the metric coefficients. As an immediate con-
senquence of the boostrap assumptions on h, we have, by standard Klainerman-
Sobolev inequalities on hyperboloids (see for instance [FJS15], Proposition 4.12),
the following proposition.
Proposition 3.2. One has the decay estimates, for all |α| ≤ N − 2, and ρ ≥ 2,
|Kα∂h|(t, x) + |∂Zαh|(t, x) . 1/2ρδ/2 1
t(1 + u)1/2
,(3.6)
. 1/2ρδ/2 1
t1/2ρ
,
|Kαh|(t, x) . 1/2ρδ/2 (1 + u)
1/2
t
.(3.7)
Remark 3.3. In Section 12, we improve the decay rates in t − |x| of the above
estimates, using sup-norm estimates and integration along characteristics. These
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estimates use the wave equations satisfy by the h coefficients, so they require in
particular some information about the source terms of these equations. An alter-
native approach to the global structure of the paper would have been to consider
extra bootstrap assumptions, so that one has access to pointwise estimates for these
source terms. We have chosen instead to assume just the simplest bootstrap as-
sumptions and to then revisit the decay estimates for h. One drawback to our
strategy is that we will also need to revisit our estimates for the Vlasov field (see
Section 14), once we have access to the improved decay estimates on h.
Recall also that additional translations can be converted into extra u decay
(cf Appendix A), so that
Proposition 3.4. One has the decay estimates, for all |α| ≤ N − 2, and ρ ≥ 2,
|Kα∂h|(t, x) + |∂Zαh|(t, x) . 1/2ρδ/2 1
t(1 + u)1/2+αX
,(3.8)
. 1/2ρδ/2 1
t1/2ρ
,
|Kαh|(t, x) . 1/2ρδ/2 (1 + u)
1/2−αX
t
,(3.9)
where αX denotes the number of translations in K
α.
3.2.2. Basic consequences of the wave gauge condition and the bootstrap assump-
tions. We recall here that when the gauge condition holds, some of the h coeffi-
cients behave better than others (cf. Lemma 4.6 of [LM15]).
Lemma 3.5. Let (gαβ) be a metric satisfying the wave gauge condition (2.7). Then
∂th
00 can be written as a linear combination of
(3.10) (ρ/t)2∂αh
βγ, ∂ah
βγ, t−1hαβ, hαβ∂γh
α′β′ , t−1hαβh
α′β′ .
Remark 3.6. Note that the first term in (3.10) contains in particular a ∂th
00 but
that term also contains an additional good weight of (ρ/t)2.
This implies, in conjunction with the basic decay estimates (3.6) and commuta-
tion,
Lemma 3.7. We have the improved decay estimates, for any |α| ≤ N − 2,
|∂Kαh00| . 1/2ρδ/2 ρ
t5/2
.(3.11)
Also,
|Kαh00| . 1/2ρδ/2 ρ
3
t7/2
+
1/2
t
(3.12)
. 1/2ρδ/2u
3/2
t2
+
1/2
t
.
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As in Proposition (3.4), we have in fact
|Kαh00| . 1/2ρδ/2u
3/2−αX
t2
+
1/2
t1+αX
,
where αX denotes the number of translations in K
α.
Proof. For (3.11), recall the decomposition ∂a = ∂a − xa/t∂t and then use the
improved decay for ∂th00. For (3.12), we use (3.11) and integrate along the integral
curves of the vector field ∂t− xi|x|∂xi using that the solution is Schwarzschild outside
from K ∩ {t ≥ 2}. 
3.2.3. Comparison of flat and curved energy norm for the wave equation. As in
[LM15], Lemma 7.2, we have,
Lemma 3.8. There exists an ε > 0 such that
‖g − η‖∞ . ε1/2,
‖h00‖∞ . ε1/2ρ
2
t2
,
‖h0a‖∞ . ε1/2ρ
t
,
‖hab‖∞ . ε1/2,
imply that
(1) Eg and Eη are equivalent, i.e. there exists a uniform constant C > 0 such
that, for any regular field ψ,
C−1Eg[ψ] ≤ Eη[ψ] ≤ CEg[ψ].
(2) E?g and E?η are equivalent, i.e. there exists a uniform constant C > 0 such
that, for any regular field ψ,
C−1E?g [ψ] ≤ E?η [ψ] ≤ CE?g [ψ].
Remark 3.9. In view of the decay estimates (3.6) and (3.12), the assumptions of
the lemma hold provided the bootstrap assumptions hold.
3.3. Structure of the proof. We list here the main steps of the proof.
Step 0 We first analyse in Section 4 the basic properties of the Vlasov equation.
In particular, we describe the basic energy estimate for the Vlasov field
and prove that, under the bootstrap assumptions, the energy norm Eg is
equivalent to the one in Minkowski space Eη.
Step 1 In Section 5, we define the algebra of commutator vector fields, systemat-
ically analyze each first order commutator and close the energy estimates
after one commutation.
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Step 2 In the first part of Section 7, from the bootstrap assumptions only, we prove
energy estimates for the Vlasov field up to N−2 commutations, using that
we have access to the basic pointwise decay estimates on all metric related
quantities h (see Proposition 7.8). These energy estimates can in particular
be weighted by powers of v (see Section 14.1), to allow for future losses in
v.
Step 3 Using Klainerman-Sobolev type inequalities for the Vlasov field (see Section
16), we then have access to decay estimates for velocity averages of f after
a small enough number of commutations. This allows to push the energy
estimates for the Vlasov field up to order N (Proposition 7.13).
Step 4 We then consider the wave equations for h. The error terms not involving
the Vlasov field have been considered before ([LR10] and [LM15]) and are
stated in Section 10. It remains to consider the new terms coming from
the Vlasov field.
Step 5 In Section 9, we give formulas for the commutation of the energy momen-
tum tensor. Here, it is important to distinguish between the top order case,
when the number of commutations is N , and the non top order case.
Step 6 For a low number of commutations, we can estimate directly the source
term coming from the energy-momentum tensor, using the previous com-
mutations and the decay estimates of Section 16. For a large number of
commutations up to N − 1, we also use L2 decay estimates for the Vlasov
field, proven in Section 17.
Step 7 It remains to estimate the contribution of the energy momentum tensor
at top order. This case is different from the others, as the source term
actually depends linearly on ∂KNh. Moreover, it has borderline decay. In
order to close the estimates, we then need to improve the estimates on the
Vlasov field, to remove the losses at low order and replace the ρDδ losses
by ρD
1/2
up to N − 1 order. This is the purpose of Section 14. This then
gives an extra ρD
1/2
growth to the top order energy, but still improves the
bootstrap assumptions and conclude the proof of the theorem.
4. Preliminary analysis of the Vlasov equation
4.1. Decomposition of the operator vαg
αβ∂xβ . Recall that the transport op-
erator Tg is given by
(4.1) Tg := vαg
αβ∂xβ −
1
2
vαvβ∂xig
αβ∂vi .
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In this section, we consider the first part of this transport operator, namely
vαg
αβ∂xβ . Our aim is write it as a sum of the flat transport operator
(4.2) Tη = wαη
αβ∂xβ
and some perturbative terms satisfying some sort of null condition.
Lemma 4.1. Let w = (w0, vi), where w0 = −
√
1 + |v|2. We have
(4.3) vαg
αβ∂xβ = (v0 − w0)g0β∂xβ + wαηαβ∂xβ + wαHαβ∂xβ .
Proof. We decompose
vαg
αβ∂xβf = (v0 − w0)g0β∂xβf + wαgαβ∂xβf
= (v0 − w0)g0β∂xβf + wαηαβ∂xβf + wαHαβ∂xβf
= (v0 − w0)g0β∂xβf + wαηαβ∂xβf + wαHαβ∂xβf.

Note that in (4.3), we might expect that the last term on the right-hand side
has some form of null condition, using the semi-hyperboloid frame and the im-
proved decay on h00. The middle term is the flat transport operator and therefore
commutes with the standard lifted vector fields. For the first term, we need to
understand a form of the null condition for v0 − w0.
4.2. Estimates for v0. In this section, we derive some preliminary estimates
concerning the solution v0 := v0(x
α, vi) of the mass-shell relation vαvβg
αβ = −1.
We start by analysing the difference between v0 and w0 = −
√
1 + |v|2. First, we
have
v0 − w0 = v
2
0 − w20
v0 + w0
,
and thus it is sufficient to estimate only v20−w20. For this, we will need the formula
v20 − w20 = vαvβHαβ = (v0)2H00 + 2v0vaH0a + vavbHab
= (v0)
2h00 + v0vah
0a + 2vavbh
ab +O
(
h2v20
)
.
The first identity follows straightforwardly when evaluating vαvβH
αβ.
STABILITY OF THE MINKOWSKI SPACE FOR THE EINSTEIN–VLASOV SYSTEM 38
Remark 4.2. Note in particular that the right-hand side of (4.4) has some null
structure20, since, in the semi-hyperboloidal decomposition of v, the worst com-
ponents of v is v0, but it is multiplied by the coefficient h
00 which satisfies the
improved decay estimates (3.11) and (3.12). We recall that the components va are
better behaved than v0 in view of (2.26).
This leads to
Lemma 4.3. From (3.7) and (3.12), we have
|v20 − w20| . v20
(
ρδ/21/2
1 + u
t3/2
+
1/2
t
)
+ |va|2
t
ρ
ρδ/21/2
1 + u1/2
t
.(4.4)
In particular, we have
(4.5) |v0 − w0| . |w0|
(
ρδ/21/2
1 + u
t3/2
+
1/2
t
)
+
|va|2
|w0|
t
ρ
ρδ/21/2
1 + u1/2
t
.
as well as
1− c1/2 ≤
∣∣∣∣ v0w0
∣∣∣∣ =
∣∣∣∣∣ v0√1 + |v|2
∣∣∣∣∣ ≤ 1 + C1/2,
for some constants c, C > 0. Similarly, we have
1− c1/2 ≤
∣∣∣∣vαgα0w0
∣∣∣∣ ≤ 1 + C1/2,
Proof. The estimate
|v20 − w20| . (v0)2
(
1/2ρδ/2
1 + u3/2
t2
+
1/2
t
)
+ |v0||va|ρδ/21/2
1 + u1/2
t
is a direct consequence of (3.7) and (3.12). Then (4.4) just follows from
2|v0||va| ≤ |v0|2
ρ
t
+ |va|2
t
ρ
.
The final estimates of the lemma are immediate consequences. 
Remark 4.4. In view of the structure of the energy (2.26) and the fact that the
volume form induced by η on each Hρ is given by
ρ
t
dx, we will systematically try
to estimate Vlasov related quantities in terms of ρ
t
(w0)2 and |va|2 tρ , or ρtw0 and
|va|2
w0
t
ρ
if we take into account the volume form dv√
1+|vl2 =
dv√
w0
. Thus, the estimate
20In the rest of the article, we will sometimes comment informally about the ”null structure”
of an expression. This means that this expression, as here v0 − w0, has a better behaviour than
if it had been estimated naively, here by v20 |h|. Thus, in this language, any product containing a
factor of h00 will have the null structure, in view of the improved decay for this metric component
(3.11)-(3.12).
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on |v0 − w0| can be read as
|v0 − w0| . |w0|ρ
t
(
1/2
ρ
+ ρδ/21/2
(1 + u)1/2
t
)
+
|va|2
|w0|
t
ρ
ρδ/21/2
(1 + u)1/2
t
Differentiating the mass-shell relation vαvβg
αβ = −1, we obtain the following
lemma.
Lemma 4.5.
∂xαv0 = − vµvν
2g0βvβ
∂gµν
∂xα
,(4.6)
∂vi(v0) = −
vαg
αi
g0βvβ
.(4.7)
Remark 4.6. Recall that we are using η to raise and lower indices, which is why
we wrote g0βvβ in the above formulae.
From (4.6), we obtain
Lemma 4.7 (Decomposition of ∂xγv0). ∂xγv0 can be written as a linear combina-
tion of
1
g0βvβ
∂th
00v0v0,
1
g0βvβ
∂th
0av0va,
1
g0βvβ
∂bh
αβvαvβ,
1
2g0βvβ
∂xγ (Φ · Φ)h vαvβ,
and cubic terms of the form w · h · ∂xγh. In particular, from (3.6), (3.11) and
(3.12), we have the estimate
|∂xγv0| . 1/2ρ−3/2+δ/2
(
ρ
t
w0 +
t
ρ
(va)
2/w0
)
,
where w0 =
√
1 + |v|2.
Proof. We use (4.6) and simply compute
1
g0βvβ
∂xγh
µνvµvν =
1
g0βvβ
∂xγ
(
ΦµαΦ
ν
βh
αβ
)
vµvν
=
1
g0βvβ
∂xγ
(
ΦµαΦ
ν
β
)
hαβvµvν +
1
g0βvβ
∂xγ
(
hαβ
)
ΦµαΦ
ν
βvµvν
=
1
g0βvβ
∂xγ
(
ΦµαΦ
ν
β
)
hαβvµvν +
1
g0βvβ
∂xγ
(
hαβ
)
vαvβ.
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Since
|∂xγ
(
ΦµαΦ
ν
β
) | . t−1,
using the decay estimates (3.6), (3.11) and (3.12), one obtains∣∣∣∣ 1g0βvβ ∂xγhµνvµvν
∣∣∣∣ . 1/2ρδ/2t3/2 v20|g0βvβ| + 
1/2ρδ/2
ρt1/2
|(vav0)|
|g0βvβ| +
ρ1+δ/2
t5/2
v20
|g0βvβ| .

Remark 4.8. We can summarize the above structure of ∂xγv0 as follows. ∂xγ (v0)
can be written as a linear combination of the terms
wαwβ
∂xγh
αβ
w0
,
w · h · ∂xh,
in which we can also expand the first term on the semi-hyperboloidal frame.
4.3. Comparison of flat and curved energy norms for the Vlasov field.
We establish now the equivalency of the energy norms (2.20) and (2.21) for the
distribution function.
Lemma 4.9. There exists an ε > 0 such that
‖g − η‖∞ . ε1/2,
‖h00‖∞ . ε1/2ρ
2
t2
,(4.8)
‖h0a‖∞ . ε1/2ρ
t
,
‖hab‖∞ . ε1/2,
imply that Eg and E = Eη are equivalent, i.e. there exists a uniform constant
C > 0 such that
(4.9) C−1Eg[k](ρ) ≤ Eη[k](ρ) ≤ CEg[k](ρ),
for all k suitably regular.
Remark 4.10. In view of the decay estimates (3.7) and (3.12) and using that
1
t
≤ u
t
. ρ2
t2
, since u ≥ 1 in K, the assumptions of the lemma hold provided the
bootstrap assumptions hold.
Proof. We denote in this proof
(4.10) Dg :=
√−g−1
vβgβ0
√
g
s
gα0xα
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and
(4.11) Ig :=
(
v0(−tg00 + xigi0) + vi(−tg0i + xjgji)
)
and both corresponding quantities w.r.t. the flat metric by Dη and Iη, respectively.
Recall also the definition of s given by (2.15).
Using (2.16),
|s2 − ρ2| ≤ ∣∣Hαβxαxβ∣∣ = |H00|t2 = |h00|t2 +O(h2)
so that, using (3.12), we have the estimate∣∣∣∣s2ρ2 − 1
∣∣∣∣ . 1/2( u3/2ρ2−δ/2 + tρ2
)
. 1/2,(4.12)
and in particular, 1
s
. 1
ρ
. Since we can freely replace vαg
α0 by w0 in view of Lemma
4.3, it then follows that
(4.13) 0 ≤ Dg . 1
w0
ρ
t
= Dη,
We can now compute and estimte the difference between the energies for the
flat and the curved metric. By definition,
Eg[f ] =
∫∫ |f |v0Ig
s
Dgdvdx
=
∫∫
|f |v0Ig(s−1 − ρ−1)Dgdvdx
+
∫∫
v0|f |Ig − Iη
ρ
Dgdvdx+
∫∫
v0|f |Iη
ρ
(Dg −Dη)dvdx
+
∫∫
(v0 − w0)|f |Iη
ρ
Dηdvdx+
∫∫
w0|f |Iη
ρ
Dηdvdx
= I + II + III + IV + Eη[f ].
We estimate the terms I – IV in the following. First, we have
|Ig − Iη| . |v0 − w0||xβ|g0β + |wαxβ(gαβ − ηαβ)|
. |v0 − w0|t+ |t(v0h00 + vaha0)|+O(tw0|h|2)
. w0|h00|t+ 2|va||h0a|t+
|vavbhab|
w0
t+
t2
ρ
|Iη
ρ
||h00|+ |Iη
ρ
|t|ha0|
+O(tw0|h|2)
.
(
|h00| t
2
ρ2
+ 2|h0a| t
ρ
+
t2
ρ2
|h00|+ t
ρ
|ha0|
)
|Iη|
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+
t
ρ
|va|2
w0
|h0a|t+ t
ρ
|vavb
w0
||hab|ρ+O(tw0|h|2)
.
(
t2
ρ2
|h00|+ t
ρ
|ha0|+ |hab
)
|Iη|+O(tw0|h|2)
.
√
ε|Iη|,
where we used
(4.14) wαxβ(g
αβ − ηαβ) = −t(v0h00 + vaha0) +O(tw0|h|2)
and
(4.15)
v2i
w0
. Iη
t
,
ρ
t
w0 . Iη
ρ
.
The above estimate in particular implies
(4.16) |Ig| . |Iη|.
With this, we evaluate
(4.17)
I =
∫∫
|f |v0Ig(s−1 − ρ−1)Dgdvdx
.
∫∫
|f |w0 |Ig|
ρ
| s
2 − ρ2
s(s+ ρ)
|Dgdvdx
.
√
ε
∫∫
|f |w0 |Iη|
ρ
Dηdvdx,
where we used (4.12).
Next we estimate II.
(4.18)
II .
∫∫
|v0||f | |Ig − Iη|
ρ
Dgdvdx
.
√
ε
∫∫
|w0||f | |Iη|
ρ
Dηdvdx.
For the next term we estimate
(4.19)
|Dg −Dη| .
(
s2 − ρ2
ρ2
+
|w0 − vβg0β|
w0
+
t− gα0xα
t
)
Dη
.
√
ε|Dη|.
This implies
(4.20)
III .
∫∫
|w0||f |Iη
ρ
|Dg −Dη|dvdx
.
√
ε
∫∫
|w0||f |Iη
ρ
Dηdvdx
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and
(4.21)
IV .
∫∫
|v0 − w0||f |Iη
ρ
Dηdvdx
.
√
ε
∫∫
w0|f |Iη
ρ
Dηdvdx.
In total, we conclude that
(4.22) |Eg[f ]− Eη[f ]| .
√
εEη[f ],
which implies the claim. 
4.4. Energy estimate for Vlasov fields in a curved spacetime. We have
Lemma 4.11. Let k := k(t, x, v) be a solution to Tg(k) = F [k], then
∇α (T0α[k]) =
∫
v
v0F [k]dµv
+
∫
v
kvα∂xα(v0)dµv +
1
2
∫
v
kvαvβ∂xi(g
αβ)
vγg
γi
vβgβ0
dµv.
Proof. This follows from the divergence properties T . Alternatively, one can use
that if Nα[k] =
∫
v
kvαdµv is the particle current of k, then we have the divergence
identity
∇αNα[k] =
∫
v
Tg(k)dµv.
On the other hand,
∇α (T0α[k]) = ∇αNα[v0k],
so that, together with the divergence property of N and the Vlasov equation for
v0k,
∇α (T0α[k]) =
∫
v
Tg[kv0]dµv
=
∫
v
Tg[k]v0dµv
+
∫
v
kvα∂xα(v0)dµv − 1
2
∫
v
kvαvβ∂xi(g
αβ)∂vi(v0)dµv
=
∫
v
Tg[k]v0dµv
+
∫
v
kvα∂xα(v0)dµv +
1
2
∫
v
kvαvβ∂xi(g
αβ)
vγg
γi
vβgβ0
dµv.

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Remark 4.12. Recall that if k solves a transport equation of the form Tg(k) =
F [k], then |k| solves Tg(|k|) = k|k|F [k] in the sense of distribution. Moreover, for
sufficiently regular k, the above computations and lemma still make sense with |k|
instead of k and k|k|F [k] instead of F [k].
Applying the divergence theorem on a region of spacetime bounded by two
hyperboloids, we obtain for any ρ2 > ρ1, and k := k(t, x, v) ≥ 0,
Eg[k](ρ2)− Eg[k](ρ1) =
∫
ρ1≤ρ≤ρ2
√−gdx4
(∫
v
v0F [k]dµv
+
∫
v
kvα∂xα(v0)dµv +
1
2
∫
v
kvαvβ∂xi(g
αβ)
vγg
γi
vβgβ0
dµv
)
Recall that in the pseudo-spherical coordinates (ρ, r, θ, φ), the volume form in-
duced by η is given by ρ
t
r2dr sin(θ)dθdφ. Moreover, since
√−g = 1− 1
2
tr(h) +O(h2),
we have, in (ρ, r, ω) coordinates
(1−D−11/2)ρ
t
r2 sin(θ) ≤ √−g ≤ (1 +D1/2)ρ
t
r2 sin(θ),
for some D > 0.
Thus, we have
Eg[k](ρ2)− Eg[k](ρ1) .
∫
ρ1≤ρ≤ρ2
dρ
∫
Hρ
(∫
v
v0|F [k]|dµv
+
∫
v
k |vα∂xα(v0)| dµv
+
1
2
∫
v
k
∣∣vαvβ∂xi(gαβ)∣∣ vγgγi
vβgβ0
dµv
)
ρ
t
r2drdωS2
Finally, in view of the estimates on ∂xα(v0) and since∣∣vαvβ∂xi(gαβ)∣∣ ≤ (v0)2 ∣∣∂(h00)∣∣+ v0|va||∂h|+ (v0)2|h∂(Φ.Φ)|+O ((v0)2h∂xγh)
. ρ−3/2+δ
(
ρ/t(w0)2 + t/ρ(va)
2
)
,
we obtain, using (4.9),
Lemma 4.13. For any regular distribution function k, satisfying Tg(k) = F [k].
E[k](ρ2) . E[k](ρ1) +
∫
ρ1≤ρ≤ρ2
dρ
∫
Hρ
(∫
v
|F [k]|dv
)
ρ
t
r2drdωS2 .(4.23)
In particular, since Tg(f) = 0, the previous lemma implies the energy bound for
f .
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Corollary 4.14. We have, for all ρ ∈ [2, ρ∗),
E[f ](ρ) . .
4.5. Weighting by 1+u factors. At different places below, we weight quantities
that fulfill transport equations by (1 + u) factors. The following lemma will then
be useful.
Lemma 4.15.
(4.24) Tg(1 + u) = w
0 − wi x
i
|x| + Eu,
where
(4.25) |Eu| . |w0|
(
ρδ/21/2
1 + u
t3/2
+
1/2
t
)
+
|va|2
|w0|
t
ρ
ρδ/21/2
1 + u1/2
t
and we emphasize
w0 − wi x
i
|x| ≥ 0.
Proof. Compute straightforwardly
(4.26)
Tg(1 + u) = vαg
α0 − vαgαi xi|x|
= vα
(
gα0x0
x0
− g
αixi
|x|
)
= w0 − wix
i
|x| + vα
xµ
x0
Hαµ − (v0 − w0) + vαHαi xi|x|
|x| − t
t
.
The first two terms give the explicit part of the identity to prove. The last three
terms provide the term Eu and are estimated in the following. The term v0 − w0
has been estimated in (4.5). The first term in Eu can be estimated (replacing v0
by w0 and estimating the additional difference term as before), using (4.14), by
(4.27) |wαxµ
x0
Hαµ| = t−1|t(v0h00 + vaha0)|+ cubic terms,
which yields the same terms as the v0 − w0 term. Finally, we estimate
(4.28)
∣∣∣∣vαHαi xi|x| |x| − tt
∣∣∣∣ . w0|h|ut + cubic terms,
which again yields terms of the types above and finishes the proof. 
5. The commutation of the Vlasov equation
The aim of this section is to compute the commutators of the Vlasov equation
with respect to well-chosen vector fields. The choice of vector fields is constraint
by several factors, in particular
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(1) the error terms in the commutators must decay sufficiently fast.
(2) since we will commute the Einstein equations, we require decay estimates
on quantities of the form Kα(Tµν [f ]), where K
α is a combination of |α|
vector fields among the standard Killing fields21 and the scaling vector
field.
A starting point is to consider the complete lifts, denoted here Ẑ, of the usual
Killing fields together with the standard, non-lifted scaling vector field. This was
used in [FJS15] for the Vlasov-Nordstro¨m system with spatial dimension n ≥ 4.
In dimension 3, the error terms arising after commutations decays too slowly for
this strategy to close. Instead, we used in [FJS17] modified vector fields. Those
are essentially constructed out of the complete lift Ẑ plus a correction and are
therefore of the form
Y = Ẑ + Cv · ∂v + Ct,x · ∂t,x,
where Cv and Ct,x are coefficients, carefully chosen for each initial vector field
Z, so as to obtain, after commutation with the non-linear transport operator, a
cancellation with the worst terms appearing in the original commutator.
In [FJS17], two different kinds of corrections were used, corrections containing
v derivatives, which appeared even for translations and corrections containing t, x
derivatives, which only appeared for the homogeneous vector fields. It turns out
that in the co-tangent bundle formulation used here, only corrections containing
t- and x-derivatives are needed. However, a difficulty in the cotangent bundle
approach occurs due to the part of the transport operator containing t- and x-
derivatives, which is given in the tangent bundle formulation by vα∂xα . This
term now involves a non-linear coupling with the metric through vαg
αβ∂xα . (Note
however that for the Einstein-Vlasov system, v0 always depends on g and therefore,
the operator vα∂xα always involve the metric.)
Thus, the starting point is to consider as commutation vector fields
• translations ∂x,t
• For each homogeneous vector field Z, a modified vector field of the form
Y = Ẑ + Cα∂xα .
for some coefficients Cα := Cα(t, x, v).
21We actually only commute with translations, Lorentz boosts and the scaling vector fields,
and do not need to commute the Einstein equations with the spatial rotations.
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However, already in [FJS17], we observed that replacing ∂xi by vector fields of the
form22
Xi = ∂xi +
vi√
1 + |v|2∂t
has the advantage that the fields Xi behave better than ∂xi when applied to a
solution of the wave equation, which is essentially due to the decomposition
Xi =
Zi
t
+
vi
w0
∂t.
In this work, we will therefore consider modification of the form
(5.1) Y = Ẑ + CiXi + C
0∂t,
where
(5.2) Xi = ∂xi +
vi
w0
∂t.
The Cα are then to obey, under the bootstrap assumptions,
|Cα| . 1/2ρδ/2u1/2.
Finally, as becoming apparent in the next section, the commutators between
the translations and the non-linear transport operator Tg generate borderline error
terms, essentially because of a lack of null structure. It turns out that replacing the
∂xi vector fields by the Xi vector fields solves this issue, apart from the commutator
with ∂t, since there is no suitable replacement vector field in this case. We keep the
∂t vector field, but to close the estimates for the first order commuted equations,
we also need to exploit a hierarchy in the equations23.
In the following section, we systematically compute various commutators and
immediately estimate the error terms. While typically, one often presents pure
algebraic computations and estimates separately, we expect it is be easier to un-
derstand the structure of the proof if one understands how each term behaves
asymptotically.
5.1. Commutation with translations and Xi vector fields. We start by com-
puting the commutators for the basic translations.
22In [FJS17], the fields Xi were actually defined using so-called generalized translations. In
the present work, it is sufficient to only consider translations. Again, this is due to the cotangent
bundle formalism.
23This hierarchy is reminiscent of the weak null condition, as in the system (1.3). Indeed,
the borderline terms all arise from the commutator with ∂t but they involve products of the
Xi vector fields and metric coefficients, while the Xi vector fields enjoy improved commutation
properties with no resulting borderline terms.
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Lemma 5.1.
[Tg, ∂xγ ] = Fγ1 + Fγ2 + Fγ3 + Fγ4,
where the error terms Fγi are given by
Fγ1 = −∂xγ (gαβ)vβ∂xαf,
Fγ2 = −∂xγ (v0)gα0∂xαf,
Fγ3 =
1
2
vαvβ∂xi∂xγ (g
αβ)∂vif,
Fγ4 = ∂xγ (v0)vβ∂xig
0β∂vif.
Proof. A straightforward computation yields
[Tg, ∂xγ ] = −∂xγ (vβgαβ)∂xαf + 1
2
vαvβ∂xi∂xγ (g
αβ)∂vif + ∂xγ (v0)vβ∂xig
0β∂vif
= −∂xγ (gαβ)vβ∂xαf − ∂xγ (v0)gα0∂xαf + 1
2
vαvβ∂xi∂xγ (g
αβ)∂vif
+ ∂xγ (v0)vβ∂xig
0β∂vif.

Let us describe the expected decay behaviour of each of the Fγi error terms.
First note that the error term Fγ4 is a higher order error term, since both ∂xγ (v0)
and ∂xig
0β decay and therefore enjoy stronger decay properties than the other
three error terms. Second, one can easily estimate Fγ2 using Lemma 4.7, leading
to an integrable error term.
Using the decay estimates (3.6), Fγ1 can be estimated by a cubic term of the
form
w0|h∂h∂t,xf |
and the main terms of the form
w0|∂h∂t,xf | = w0ρ
t
· t
ρ
|∂h∂t,xf | . ρδ/2−1/(1 + u)1/2w0ρ
t
|∂t,xf |.
Together with the energy estimate (4.23) and the coercivity estimate, this leads
to an estimate of the form
E[∂t,xf ](ρ)− E[∂t,xf ](2) .
∫ ρ
2
(ρ′)δ/2−1
(1 + u)1/2
E[∂t,xf ](ρ
′)dρ′.
Unfortunately, this fails to close, essentially because we are not able to exploit
the additional (1 + u)1/2 decay. One may hope to get extra decay using the semi-
hyperboloidal foliation and the improved estimate on h00, but as we will see, there
are still non-integrable error terms. Each of these terms is of the form q(v, h)Xa(f),
where q(v, h) leads to a ρδ/2 loss as above. Since the Xa vector fields enjoy better
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commutation properties than the field ∂t, we are then able to close the estimates
(albeit with a loss).
Let us thus consider the structure of the Fγ1 error term in greater details. We
write Cub below to denote any of the cubic term.
First, we compute
Fγ1 = −∂xγ (hσκΦασΦβκ)Ψβ
′
β vβ′Ψ
α′
α ∂xα′f + Cub,
= −∂xγ (hσκ)vσ∂xκf − hσκ∂xγ (ΦασΦβκ)vβ∂xαf + Cub.
The second term on the right-hand side has much better decay, by virtue of the
fact that
|∂xγ (ΦασΦβδ )| . t−1.
For the first term, we have
(5.3)
∂xγ (h
σκ)vσ∂xκf = ∂xγ (h
00)v0∂x0f + ∂xγ (h
0a)v0∂xaf
+ ∂xγ (h
aα)va∂xαf.
The first term on the right-hand side has stronger decay thanks to the improved
estimate (3.11) on h00. For the last term, we have
|∂h va ∂xαf | ≤ ρδ−3/2
(
t/ρ
v2a
w0
+ ρ/tw0
)
|∂t,xf |.
In view of the coercivity of the Vlasov energy (2.26), the contribution of this error
term is therefore integrable.
On the other hand, the middle term on the right-hand side of (5.3) does not
have enough decay. In fact, we can write
∂xγ (h
0a)v0∂xa(f) = ∂xγ (h
0a)v0 (∂xa + xa/t∂t) (f)
= ∂xγ (h
0a)v0
(
∂xa + va/w
0∂t + (xa/t− va/w0)∂t
)
(f)
= ∂xγ (h
0a)v0
(
∂xa + va/w
0∂t − va/w0∂t
)
(f)
= ∂xγ (h
0a)v0
(
∂xa + va/w
0∂t
)
(f)− v0
w0
∂xγ (h
0a)va∂tf.
Since
|v0|
w0
. 1, the last term can be estimated as above, but the first term on the
right-hand side is still problematic, because there is no improved decay a priori for
(∂xa + va/w
0∂t) (f).
Note that ∂xa +va/w
0∂t is one of the Xa vector fields introduced in (5.2). More-
over, we recall there is an improved estimate for products involving Xa(h), using
Xa = Za/t + va/w
0∂t and that h solves a wave equation, so that
Za(h)
t
behaves
better than ∂t,xh.
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Thus, we commute by Xa instead of ∂xa . For the vector fields Xa we have
Lemma 5.2. Let Xa = ∂xa +
va
w0
∂t, where w
0 =
√
1 + |v|2. Then,
[Tg, Xa]f = FXa1 + FXa2 + FXa3 + FXa4 + FXa5,
where the error terms FXai are given by
FXa1 = −Xa(gαβ)vβ∂xαf,
FXa2 = −Xa(v0)gα0∂xαf,
FXa3 =
1
2
vαvβ∂xiXa(g
αβ)∂vif,
FXa4 = Xa(v0)vβ∂xig
0β∂vif,
FXa5 = −
1
2
vαvβ∂xi(g
αβ)
[
δai
w0
− vavi
(w0)3
]
∂tf.
Proof. A straightforward computation yields
[Tg, Xa]f = −vβXa(gαβ)∂xαf −Xa(v0)gα0∂xαf + 1
2
vαvβ∂xiXa(g
αβ)∂vif
− 1
2
vαvβ∂xi(g
αβ)
[
δai
w0
− vavi
(w0)3
]
∂tf +Xa(v0)vβ∂xig
0β∂vif.

Remark 5.3. The term FXa5 arises from the commutator [Xa, ∂vi ].
Our replacement for the translations is then composed of the usual translation
vector field ∂t and of the Xa vector fields. Note that any ∂xγ can be rewritten as
a linear combination (with coefficients in Fx,v)) of ∂t and of the Xa vector fields.
Thus, when we write ∂t,x or ∂xγ , one should keep in mind the decomposition
∂xγ = a0∂t + a
iXi,
such that
|∂xγf | . |∂tf |+
∑
i
|Xif |.
We now revisit the commutator [Tg, ∂t] given in Lemma 5.1 and the corre-
sponding error terms F0i with i = 1, .., 4, using the new set of vector fields
{∂t, X1, X2, X3}.
Lemma 5.4. The error term F01, arising in the commutator [Tg, ∂t] can be written
as a linear combination of
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• the strongly decaying terms
hγδ∂(Φ · Φ)v · ∂t,x(f),
∂t(h
00)v0∂tf,
∂t(h
αa)va∂xαf,
v0
w0
∂(hαa)va∂xαf,
w0h · ∂h∂xαf.
• the borderline term
∂t(h
0a)v0Xaf.
Remark 5.5. As before, the last term is the worst error term. It can be estimated
as
|∂t(h0a)v0Xaf | . 1/2v0
ρ
t
ρδ/2−1(1 + u)−1/2|Xa(f)|
and as before, this bad behavior essentially arise because we are not making use
of the (1 + u)−1/2 decay factor. However, since the fields Xa enjoy improved com-
mutation properties, we will still be able to close the energy estimate with a ρδ/2
growth factor.
For F02, we simply use Lemma 4.7. Each error term is easily seen to be inte-
grable. More precisely,
Lemma 5.6. The error term F02 can be written as a linear combination of
1
g0µvµ
∂th
00v0v0g
0γ∂xγf,
1
g0µvµ
∂th
αavαvag
0γ∂xγf,
1
g0µvµ
∂th
αβvαvβg
0γ∂xγf,
1
g0µvµ
∂t (Φ · Φ)hαβ vαvβg0γ∂xγf,
w0h · ∂h · ∂xγf,
where
|g0α∂xαf | . |∂tf |+
∑
a
|Xaf |.
We can summarize our analysis of F01 and F02 as follows.
Lemma 5.7. The error term terms F01 and F02 can be written as a linear combi-
nation of the terms
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• The strongly decaying terms
w · h∂t,x(Φ · Φ)∂t,x,
w · ∂t,x(h00)∂t,x,
va∂t,x(h)∂t,x,
w · h · ∂t,x(h)∂t,x.
• The borderline terms
w · ∂hXa(f).
For F03 and F04, we need to do a bit more work, because the vector fields ∂vi
are not part of the algebra of vector fields we want to consider and enjoy poor
commutation property even with the free transport operator wα∂xα .
To simplify the notation below, let us define X0 := ∂t.
We recall that for a Lorentz boost Zi, its complete lift is given by Ẑi = Zi+w
0∂vi .
According to (5.1), we can then decompose ∂vi as
∂vi =
1
w0
(
Yi − Cαi Xα − t∂xi − xi∂t
)
,
where
Yi = Ẑi + C
α
i Xα
is a modified Lorentz boost.
This leads to F03 as
F03 =
1
2w0
vαvβ∂xi∂t(g
αβ)
(
Yi − Cαi Xα − t∂xi − xi∂t
)
.(5.4)
We can also decompose the first product on the semi-hyperboloidal frame.
vαvβ∂t∂xi(g
αβ) = v0v0∂t∂xi(h
00) + 2v0va∂t∂xi(h
0a)
+vavb∂t∂xi(h
ab) + vαvβ∂t∂xi(Φ.Φ)g
α′β′ .
Assuming that24
(5.5) |Cαi | . 1/2ρ1/2+δ/2,
one then verifies, using the decay estimates (3.6), (3.12) and the above decompo-
sition, that
|vαvβ∂xi∂t(gαβ)|Yi − Cαi Xα| . 1/2ρ−3/2+δ/2 (|Y f |+ |Xf |)
(
(w0)2ρ/t+ |va|2
t
ρ
)
.
For the last term in (5.4), the basic estimate leads to
24We will in fact prove the stronger bounds (5.18) on the C coefficients using only the boot-
strap assumptions.
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∣∣∣∣ 12w0vαvβ∂xi∂t(gαβ) (t∂xi + xi∂t)
∣∣∣∣ . ∣∣twαwβ∂2(gαβ)∂t,xf ∣∣+ Cub.
Unfortunately, (even with the decomposition on the semi-hyperboloidal frame),
this is not good enough, because the t loss is only compensated by a gain in u
decay coming from ∂2(gαβ).
This means that F03 should contain an extra null structure, which is the identity
(5.6) of the following lemma.
Lemma 5.8. The following identities hold. For a regular function k := k(t, x),
(5.6)
∂xi(k)∂vi = ∂ik · ∂vi −
xi
t
∂tk · ∂vi
= ∂ik · ∂vi −
xi
t
∂tk · 1
w0
Ẑi +
xi
t
∂tk
1
w0
(t∂xi + x
i∂t)
= ∂ik · ∂vi −
xi
t
∂tk · 1
w0
Ẑi + ∂tk
1
w0
(
S +
|x|2 − t2
t
∂t
)
.
The free transport operator can be rewritten as
wγ
w0
∂xγ =
S
t
+
vi
w0
∂xi .(5.7)
Finally, ∂vi can be rewritten as
∂vi =
Ẑi
w0
− t
w0
Xi + t
vi
(w0)2
∂t
=
Ẑi
w0
− t
w0
Xi +
zi
(w0)2
∂t.
Remark 5.9. The other identities of the lemma will be used to analyse the com-
mutator with the homogeneous vector fields in Section 5.2.
Using identity (5.6), the fact that t∂xi = Zi and that (t−|x|)∂t,x can be written
as a linear combination of the homogeneous vector fields, we can rewrite F03 as
follows.
Lemma 5.10. The error term F03 can be written as a linear combination of the
terms
1
w0
wαwβ∂t,xZ(h
αβ)∂t,xf,
w · h · ∂t,xZ(h)∂t,xf,
1
w0
wαwβ∂
2
t,x(h
αβ)Y (f),
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w · h · ∂2t,x(h)Y (f),
1
w0
wαwβ∂
2
t,x(h
αβ)CαXα(f),
w · h · ∂2t,x(h)CαXα(f),
in which each expression of the form wαwβ∂t,xZ(h
αβ) or wαwβ∂
2
t,x(h
αβ) can be
expressed w.r.t. the semi-hyperboloidal frame.
This leads to the estimate
|F03| . 1/2ρ−3/2+δ
(
|Y f |+
∑
a=1,2,3
|Xaf |+ |∂tf |
)
(w0
ρ
t
+ |va|2
t
w0ρ
).
For F04, we can proceed similarly to F03, the generated terms being all cubic.
We can summarize the important structure of F03 and F04 as follows
Lemma 5.11. The error terms F03 and F04 can be written as a linear combination
of the terms
1
w0
wαwβ∂t,xK
γ(hαβ)Ck · K̂δf,
w · h · ∂t,xKγ(h)Ck · K̂δf,
w · ∂t,xh ·Kγ(h)Ck · K̂δf,
where |γ|, |δ|, k ≤ 1 and γX ≥ k + δZ and we adopt the conventions
• γX = 1 if Kγ is one of the ∂t, Xi vector fields and zero otherwise.
• Ck is one of the C coefficient if k = 0 and 1 otherwise.
• δZ is 1 if K̂ is one of the Y modified vector fields and zero otherwise.
Remark 5.12. In the following, we keep the same conventions for multi-indices.
Thus, for any multi-index γ and corresponding differential operator Kγ (respec-
tively K̂γ) we shall denote by γX the number of translations and γZ the number
of boosts or scaling vector fields (respectively modified lifted boosts Y or modified
scaling vector fields YS).
Together with the energy estimate (4.23), we have thus proven that
Lemma 5.13. Assume that the C coefficients satisfy (5.5). Then, we have the
estimate
E[∂tf ](ρ) . E(∂tf)(2) + 1/2
∫ ρ
2
(
(ρ′)−3/2+δE[K̂f ] + (ρ′)δ/2−1
∑
a=1,2,2
E[Xaf ]
)
dρ′,
where K̂ denotes any of the commutation vector fields among ∂t, Xa and the mod-
ified vector fields of the form Y = Ẑ + CX.
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Remark 5.14. The estimate (5.5) on the C coefficients will be obtained in the
next section and depends only on the decay (3.6), (3.11) and (3.12) of the metric
coefficients. Thus, it is essentially a direct consequence on the bootstrap assump-
tions.
We now turn to the analysis of the error terms for the commutator [Tg, Xi]. We
thus consider each of the five error terms FXij, 1 ≤ j ≤ 5 given by Lemma 5.2.
We drop the i index below and simply refer to these error terms as FXj.
Lemma 5.15 (Decomposition of FX1). FX1 can be written as a linear combination
of
hγδ∂(Φ · Φ)v · ∂t,x(f),
Xi(h
00)v0∂tf,
Xi(h
αa)va∂xαf,
v0
w0
Xi(h
αa)va∂xαf,
w0h · ∂h∂xαf,
Xi(h
0a)v0Xaf.
Moreover, the last term can be futher decomposed as
Zi
t
(h0a)v0Xaf
and
∂t(h
0a)
v0
w0
viXaf.
Proof. The first part of the lemma follows as for the decomposition of F01. The
decomposition of Xi(h
0a)v0Xaf follows from the formula
Xi =
Zi
t
+
vi
w0
∂t.

The error term FXj for j = 2, 3, 4 can be decomposed as before. Since they do
not contain any borderline terms, their contribution is integrable.
For FX5, we have similarly,
Lemma 5.16 (Decomposition of FX5). The error term FX5 can be written as a
linear combination of
w0∂h
00∂t,
va∂h
0a∂t,
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w · h · ∂h∂t,
w · h∂(Φ)∂t.
Remark 5.17. Recall from Lemma 5.2 that the error term FX5 contains a factor of
the form
[
δai
w0
− vavi
(w0)3
]
∂xig
αβ. For the purpose of the above decomposition, we have
just considered
(
δai
w0
− vavi
(w0)3
)
∂xi as the product of
1
w0
∂xi with a function in Fx,v,
that is to say a coefficient that we then ignored. However, it is interesting to note
that there is an additional structure here, namely
(
δai − vavi(w0)2
)
∂xi = Xa− vaw0 w
α
w0
∂xα .
This decomposition can be used to obtain an improved estimate for the error term
FX5, but the improvement is not necessary in order to close the energy estimate
for Xa(f).
Note that all the terms coming from FX5 can be estimated as above and are
integrable. We have thus proven
Lemma 5.18. Assume that the C coefficients satisfy (5.5). Then, we have the
estimate
E[Xf ] . 1/2
∫ ρ
2
(ρ′)−3/2+δ/2E[K̂f ]dρ′ + E[Xf ](2),
where K̂ denotes any of the ∂t, Xa or modified vector field Y .
From Lemma 5.13 and 5.18, we obtain
Lemma 5.19. Assume that the C coefficients satisfy (5.5) and that
E[Y f ] . ρδ/2,
for Y a modified Lorentz boost or scaling vector field. Then,
E[Xf ] . 3/2 + .
and
E[∂tf ] .
3/2
δ
ρδ/2 + .
Let us also summarize the structure of the commutators we have computed
Lemma 5.20. Let X = Xi, ∂t, then the commutator [Tg, X] can be written as a
linear combination of the terms
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• The strongly decaying terms
w · h∂t,x(Φ · Φ)∂t,x,
w · ∂t,x(h00)∂t,x,
va · ∂t,x(h)∂t,x,
w · ∂xi(h)∂t,x,
w · h · ∂t,x(h)∂t,x.
as well as
1
w0
wαwβ∂t,xK
γ(hαβ)Ck · K̂µf,
w · h · ∂t,xKγ(h)Ck · K̂µf,
w · ∂h ·Kγ(h)Ck · K̂µf,
where |γ|, |µ|, k ≤ 1 and γX ≥ k + µZ.
• The borderline terms, which arise only if X = ∂t.
w · ∂hXa(f)
5.2. The modified vector fields.
5.2.1. The non-modified boosts and scaling vector fields. We now consider com-
muting with complete lifts of Lorentz boosts, as well as the scaling vector field.
Let Zi = t∂xi + xi∂t be a Lorentz boost and recall that its complete lift
25 Ẑi is
given in the cotangent bundle formulation by
Ẑi = Zi + w
0δij∂vj = Zi − w0δij∂vj ,
where the j index on the vector field ∂vj is counted downstairs in the Einstein
summation convention.
We shall also, as in [FJS17], commute with the scaling26 vector field
S = xα∂xα .
25See for instance [FJS15] for a presentation of complete lifts.
26Note that this implies that we will also commute the reduced Einstein equations with the
scaling vector field, contrary to [LM15]. We use the scaling vector field because it will naturally
appears in some of the decompositions below. However, using essentially formula (5.7), we could
have avoided the use of the scaling of the vector field, at the cost of a slightly more complicated
commutator formula. Since having the scaling vector field for the wave equations also allows
for an easy improved estimate for basic derivatives, we decided to use it for simplicity in the
exposition.
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We denote by Z any vector field among the Zi or S and by Ẑ, either the complete
lift of a Lorentz boost or again S (now viewed as an operator on functions of
(t, x, v)).
Using the decomposition (4.3) of the operator vαg
αβ∂xβ , we have
Lemma 5.21. Let Zi be any Lorentz boost and Ẑi its complete lift. Then,
[vαg
αβ∂xβ , Ẑi] =
[
(v0 − w0) g0β∂xβ , Ẑi
]
+
[
wαH
αβ∂xβ , Ẑi
]
= FZi1 + FZi2.
For the scaling vector field, we have similarly,
[vαg
αβ∂xβ , S] = w
α∂xα +
[
(v0 − w0) g0β∂xβ , S
]
+
[
wαH
αβ∂xβ , S
]
= wα∂xα + FS1 + FS2.(5.8)
Remark 5.22. The first term on the right-hand side of (5.8) will be added to
some terms arising from the computation of FS2, to obtain a copy of the vαg
αβ∂xβ
operator.
The next lemma gives a decomposition of the error terms FZi1 and FS1.
Lemma 5.23. Let Z be a Lorentz boost Zi or the scaling vector field S, then FZ1
can be written as a linear combination of
(v0 − w0)g∂t,xf,
(v0 − w0)Z(g)∂t,xf,
Ẑ(v0 − w0)g∂t,xf.
To analyse the last term, recall that
v0 − w0 = 1
v0 + w0
(
(v0)
2H00 + 2v0vaH
0a + vavbH
ab
)
.
Crucially, the null structure of the right-hand side of the last line is preserved
by commutation.
Lemma 5.24. Let Z be a Lorentz boost or the scaling vector field, then Ẑ(v0−w0)
can be expressed as linear combination of
Ẑ
(
1
v0 + w0
)(
(v0)
2H00 + 2v0vaH
0a + vavbH
ab
)
,
1
v0 + w0
(
(v0)
2Z(H00) + 2v0vaZ(H
0a) + vavbZ(H
ab)
)
1
v0 + w0
Ẑ(v0)v0H
00,
1
v0 + w0
Ẑ (v0) vaH
0a,
1
v0 + w0
v0Ẑ (va)H
0a,
1
v0 + w0
Ẑ(va)vbZ(H
ab),
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where ∣∣∣∣Ẑ ( 1v0 + w0
)∣∣∣∣ . 1w0 ,
|Ẑ(v0)| . w0
and for Z = Zi = t∂xi + x
i∂t,
Ẑi(va) =
−xa
t
vi,
while for Z = S,
Ẑ(va) = S(va) = 0.
In particular, the null structure of v0−w0 is preserved by commutation and Ẑ(v0−
w0) can be estimated as v0 − w0, i.e.∣∣∣Ẑ(v0 − w0)∣∣∣ . |w0|(ρδ/21/2 1 + u
t3/2
+
1/2
t
)
+
|va|2
|w0|
t
ρ
ρδ/21/2
1 + u1/2
t
.
Since 1
v0+w0
= 1
2w0
+ O(h)
w0
, H = h+O(h2) and g−1 = η+O(h), we can summarize
the structure of the error term FZ1 as follows.
Lemma 5.25. Let Z be a Lorentz boost or the scaling vector field, then FZ1 can
be written as a linear combination of
1
w0
wαK
γ(wβ)K
δ(Hαβ)∂t,xf, |γ|+ |δ| ≤ 1
w ·Kα(h)h∂t,xf, |α| ≤ 1.
Remark 5.26. Eventhough we have an explicit formula for Ẑ(wα), we often keep
it as such in several formulae as it allows to keep track of the Ẑ.
Remark 5.27. Note that the second type of error terms above is cubic and can be
estimated by
|wµK(h)h∂t,xf | . w0ρ
δ/2u
t2
≤ w0ρ
t
ρδ/2
t
.
These cubic terms are therefore borderline terms if we only use the basic decay
estimate (3.7). This estimate will be sufficient nonetheless to close the first order
energy estimates with a ρδ/2 loss.
Similarly, we have
Lemma 5.28. FZ2 can be written as a linear combination of
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wαZ(H
αβ)∂xβ ,
vbH
aβ∂xβ ,
Ẑ(w0)H
00∂t,
wαH
αβ[Ẑ, ∂xβ ],
where
∣∣∣[Ẑi, ∂xa ](f)∣∣∣ ≤ |∂xaf |,∣∣∣[Ẑi, ∂t](f)∣∣∣ ≤ |∂xif | and [S, ∂xβ ](f) = −∂xβ .
Remark 5.29. Note that for the scaling vector field, we have
vαg
αβ∂xβ (x
γ∂xγf) = x
γvαg
αβ∂xβ∂xγf + vαg
αβ∂xβf.
In other words, the term of the form wαH
αβ[S, ∂xβ ] = −wαHαβ∂xβ recombines
with the wγ∂xγ present in (5.8) to give an exact copy of vαg
αβ∂xβ .
Remark 5.30. The worst terms in the above computation are of the form w0Z(H
0a)∂t,x
or w0H
0a∂t,x. They have a priori no null structure and will generate borderline
error terms. In the next lemma, we will purposefully forget some of the structures
we have found above, since these structures are not present in the worst terms.
We summarize the computation of the error terms FZ1 and FZ2 as follows.
Lemma 5.31. Let Z be a Lorentz boost or a scaling vector field, then [vαg
αβ∂xβ , Ẑ]
can be written as a linear combination of three possible error terms
w ·Kα(h) · ∂t,x, |α| ≤ 1,
w ·Kα(h)h · ∂t,x, |α| ≤ 1,
vαg
αβ∂xβ .
Recall that in Lemma 5.8, we proved that ∂xik.∂vi was in fact a null form, in
the sense that it behaves better than an arbitrary product ∂k.∂v.
In the next lemma, we prove that this null structure is preserved by commutation
with Ẑj or S.
Lemma 5.32. For any regular function k := k(t, x) of (t, x), we have
• for any Lorentz boost Zj,
(5.9) [∂xik · ∂vi , Ẑj] = −∂xiZj(k) · ∂vi +
1
w0
wα∂xα(k) · ∂vj .
• for the scaling vector field,
(5.10) [∂xik · ∂vi , S] = −∂xiS(k) · ∂vi + ∂xik · ∂vi .
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Proof. We have
[∂xik · ∂vi , Ẑj] = −Zj (∂xik) · ∂vi +
1
w0
wi∂xi(k) · ∂vj(5.11)
= −∂xiZj(k) · ∂vi + [∂xi , Zj](k) · ∂vi +
1
w0
wi∂xi(k) · ∂vj
= −∂xiZj(k) · ∂vi +
1
w0
wα∂xα(k) · ∂vj .
The second computation is similar. 
Remark 5.33. The point of the lemma is that, each term in the right-hand side of
(5.9) and (5.10) can be seen as a null form, in the sense that it enjoys stronger de-
cay properties than an arbitrary product ∂Z(k)·∂v. For instance, the decomposition
in the right-hand side of the first line of (5.11) would not be sufficient.
Remark 5.34. Consider the commutator [Tg, S]. In order to compute the com-
mutator [−1
2
vαvβ∂xig
αβ∂vi , S], we use formula (5.10). The second term on the
right-hand side of (5.10) will then generate a term of the form −1
2
vαvβ∂xig
αβ∂vi,
which can be recombined with the vαg
αβ∂xβ arising from [vαg
αβ∂xβ , S] to get an
exact copy of Tg (cf remarks 5.22 and 5.29 ).
Using the previous lemma, we obtain
Lemma 5.35. For any Lorentz boost or scaling vector field Z, the commutator
[−1
2
vαvβ∂xig
αβ∂vi , Ẑ] can be written as a linear combination of
Ẑ(wα)wβ∂xig
αβ · ∂vi ,
wαwβ∂xi(K
µhαβ) · ∂vi , |µ| ≤ 1,
wαwβ
wγ
w0
∂xγh
αβ · ∂v
and the cubic terms
w · w ·Kγ(h)∂xi(Kµh) · ∂vi , |γ|+ |µ| ≤ 1,
w · w · hw
γ
w0
∂xγh · ∂v.
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Moreover, any of the above terms can be decomposed on the semi-hyperboloidal
frame, giving as error terms for j = 0, 1,
Ẑj(w0)wα∂xih
0α∂vi ,
Ẑj(wa)wα∂xih
aα∂vi ,
Ẑ(wα)wβh
α′β′∂xi(Φ · Φ)∂vi ,
wαwβh
α′β′∂xiZ
j (Φ · Φ) ∂vi ,
wαwβZ(h
α′β′)∂xi(Φ · Φ)∂vi ,
wαwβ∂xiZ(h
α′β′)(Φ · Φ)∂vi ,
wαwβ
wγ
w0
∂xγ (h
αβ)∂vj ,
wαwβh
α′β′w
γ
w0
∂xγ (Φ · Φ)∂vj .
Remark 5.36. The structure of the two cubic terms could actually be forgotten
for the estimates to close.
Proof. This follows by straightforward computations and decompositions on the
semi-hyperboloidal frame of the form
vαvβ∂xig
αβ∂vi = vαvβ∂xih
αβ∂vi + vαvβh
α′β′ (∂xi(Φ · Φ)) ∂vi .

Let us summarize the results of Lemma 5.31 and 5.35 as
Proposition 5.37. The commutator [Tg, Ẑ] can be written as a linear combination
of
• The terms in ∂t,x, which we denote FZx,
w ·Kµ(h) · ∂t,x, |µ| ≤ 1
w ·Kµ(h)h · ∂t,x, |µ| ≤ 1.
• The terms in ∂v arising from Lemma 5.35, which we denote FZv
K̂(wα)wβ∂xig
αβ · ∂vi ,
wαwβ∂xi(K
µhαβ) · ∂vi , |µ| ≤ 1,
wαwβ
wγ
w0
∂xγh
αβ · ∂v,
w · w ·Kγ(h)∂xi(Kµh) · ∂vi , |γ|+ |µ| ≤ 1,
w · w · hw
γ
w0
∂xγh · ∂v.
• The scaling term Tg.
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The error terms in the class FZv need to be rewritten since ∂v is not part of
the algebra of commuting vector fields. Moreover, some care is needed in order to
exploit the null condition present in each non-linear product. For this, we use the
identities of Lemma 5.8.
We can then rewrite each term in the FZv class as follows
Lemma 5.38. The error terms in the FZv class can be written as a linear combi-
nations of (we have suppressed some indices below for clarity in the exposition)
(1) The good terms
K̂σ(wα)wβ∂t,xK
γ(hαβ)
Ẑ
w0
, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂t,xK
γ(hαβ)
∂t,x
w0
, |σ|+ |γ| ≤ 1,
w ·Kσ(h)∂xiKγ(h)Ẑ, |σ|+ |γ| ≤ 1.
(2) The bad terms obtained from expanding null forms of type ∂xik.∂vi
K̂µ(wα)wβ∂xkK
γ(hαβ)
t
w0
Xi, |µ|+ |γ| ≤ 1,
K̂µ(wα)wβ∂xkK
γ(hαβ)
tva
(w0)2
∂t, |µ|+ |γ| ≤ 1,
K̂µ(wα)wβ∂tK
γ(hαβ)
|x|2 − t2
t
∂t
w0
, |µ|+ |γ| ≤ 1.
(3) The other bad terms obtained from expanding null forms of type w
γ
w0
∂xγ (k)·∂v
K̂σ(wα)wβ∂t,xK
γ(hαβ)
tvi
(w0)2
Xi, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂t,xK
γ(hαβ)
tviva
(w0)3
∂t, |σ|+ |γ| ≤ 1,
w ·Kγ(h) · ∂t,x, |γ| ≤ 1.
(4) Borderline cubic terms (will be counted as bad terms below)
w ·Kσ(h) · ∂t,xKγ(h) · t∂t,x, |σ|+ |γ| ≤ 1.
Using the decay estimates (3.6), (3.11) and (3.12) for h, we expect the good
terms to be integrable terms27, while the bad terms need to be canceled by suitable
correction factors.
Finally, we summarize the computation of the whole commutator [Tg, Ẑ] as
follows.
27Since we eventually replace Ẑ by modified vector fields of the form Y = Ẑ+C ·X, estimating
the good terms will be slightly more complicated and in particular, they will also generate some
borderline terms generating a small growth.
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Lemma 5.39. The commutator [Tg, Ẑ] verifies
[Tg, Ẑ] = FZG + FZB
where FZG can be written as a linear combination of the good terms
K̂σ(wα)wβ∂t,xK
γ(hαβ)
Ẑ
w0
, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂t,xK
γ(hαβ)
∂t,x
w0
, |σ|+ |γ| ≤ 1,
w ·Kσ(h)∂t,xKγ(h)Ẑ, |σ|+ |γ| ≤ 1,
Tg = vαg
αβ∂xβ −
1
2
vαvβ∂xig
αβ · ∂vi
and where FZB can be written as a linear combination of the bad terms
w ·Kσ(h) · ∂t,x, |σ| ≤ 1,
w ·Kσ(h)h · ∂t,x, |σ| ≤ 1,
K̂σ(wα)wβ∂xkK
γ(hαβ)
t
w0
Xi, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂xkK
γ(hαβ)
tva
(w0)2
∂t, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂tK
γ(hαβ)
|x|2 − t2
t
∂t
w0
, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂t,xK
γ(hαβ)
tvi
(w0)2
Xi, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂t,xK
γ(hαβ)
tviva
(w0)3
∂t, |σ|+ |γ| ≤ 1,
w ·Kσ(h) · ∂t,xKγ(h) · t∂t,x, |σ|+ |γ| ≤ 1.
Definition 5.40. In the following, we denote by F iZB and F
0
ZB the components of
FZB in the basis {∂t, Xi}.
Remark 5.41. The terms in FZB are of two sorts. For the first one (for instance
w ·Kσ(h) ·∂t,x), one does not need to check carefully the null structure of the equa-
tions (eventhough, a careful analysis reveals that there is indeed such a structure).
For the second one (for instance K̂σ(wα)wβ∂xkK
γ(hαβ) t
w0
Xi), the decomposition
of ∂v in terms of the commutator vector fields introduces t weights. To compensate
for these t weights, one needs to carefully take into account the structure of the
products.
5.3. The correction terms. For any homogeneous vector field Z, with Z = Zj
for a Lorentz boost or Z = S = Z0 for the scaling vector field, we now consider
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modified vector fields of the form
Yα = Ẑα + C
i
αXi + C
0
α∂t
= Ẑα + C
β
αXβ,
where by definition X0 = ∂t. We have
(5.12)
[Tg, Yα] = [Tg, Ẑα]
+ Tg(C
β
α)Xβ + C
β
α [Tg, Xβ].
We then define Cβα as the solution of the inhomogeneous problem
(5.13) Tg(C
β
α) = −F βZαB, Cβα(ρ = 2) = 0,
where F βZαB are the components of FZαB in the ∂t, Xi basis as in Definition 5.40.
5.4. First estimate for the C coefficients. Similar to [FJS17, Section 6], we
have the following estimate.
Lemma 5.42. Assume that Tg(|C|) ≤ F , then
||C(ρ)|| ≤
∫ ρ
2
||F
vρ
||L∞(Hρ′ )dρ′,
where
(5.14) vρ := vαg
αβ∂xβ(ρ) =
vαg
α0t− xjvαgjα
ρ
.
Proof. Recall first that, by integration along characteristics, for any solution U to
Tg(U) = 0 with initial data prescribed at ρ = ρ
′, we have
|U(ρ, x, v)| ≤ ||Uρ=ρ′||L∞ .
The lemma then follows from the Duhamel formula, which we recall below.
Let U(ρ, ρ′, x, v) be the solution to
Tg(U) = 0,
U(ρ = ρ′, ρ′, x, v) =
F
vρ
(ρ′, x, v) .
Then, if Tg(C) = F and C(ρ = 2) = 0, we have
C =
∫ ρ
2
U(ρ, ρ′, x, v)dρ′.

In view of the weights decomposition and the estimates on v0 − w0, we have,
similar to the analysis of Section 2.10.1,
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Lemma 5.43. Under conditions (4.8) the following estimates hold.
|w
0
vρ
| . t
ρ
, |va
vρ
| . 1, t
ρ
| vavb
vρw0
| . 1.
Proof. The first estimate is derived by estimating
(5.15)
vρ =
v0t− vixi
ρ
− xµH
µαvα
ρ
= wρ +
t
ρ
(v0 − w0)− xµH
µαvα
ρ
. (1 +
√
ε)wρ
analogous to the corresponding term estimated before (4.14), where Iη/ρ = w
ρ.
Using this in combination with Remark 2.12 of [FJS15] we obtain
(5.16)
w0
vρ
. w
0
wρ
. t
ρ
,
which proves the first estimate. The second estimate follows by comparing the
integrand of (2.26) with the standard form as written for instance in (2.24), which
yields
(5.17)
v2i
w0
. wρρ
t
. vρρ
t
,
where we used wρ . vρ, which can be shown as (5.15) above. Multiplying by w0
and using the first estimate implies the second claim. Finally, the third estimate
follows directly from (5.17). 
In view of the decay estimates on h, this leads to the following estimate for the
coefficients C.
Lemma 5.44. The C coefficients satisfy the estimate
|Cα| . 1/2ρδ/2+1/2.
Proof. Consider first a source term in the equation for C of the form.
w ·Kγ(h), |γ| ≤ 1.
This can be estimated as
|w ·Kγ(h)| . 1/2ρ
t
w0ρδ/2
u1/2
ρ
≤ 1/2ρ
t
w0ρδ/2
1
ρ1/2
.
Consider now a source of the form
K̂σ(wα)wβ∂xkK
γ(h)αβ
t
w0
, |σ|+ |γ| ≤ 1.
Using that t∂xk = Zk, this can again be estimated by
1/2
ρ
t
w0ρδ/2
u1/2
ρ
≤ 1/2ρ
t
w0ρδ/2
1
ρ1/2
.
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For a term of the form K̂σ(wα)wβ∂t,xK
γ(h)αβ
tvi
(w0)2
, |σ| + |γ| ≤ 1, one first
applies a decomposition on the semi-hyperboloidal frame. Any term containing
derivatives of the frame field Φ or h00 is easily seen to satisfy an estimate similar
to those already obtained. This leaves terms of the form
∂t,xK
γ(h)
vavit
w0
.
Those can be estimated as follows
∣∣∣∣∂t,xKγ(h)vavitw0
∣∣∣∣ . 1/2ρδ/2 1u1/2 ρt |va||vi|w0 tρ,
. 1/2ρδ/2u
1/2
ρ
|va||vi|
w0
t
ρ
.
All the other source terms satisfy similar estimates and the statement then
follows from the previous two lemmas. 
We can in fact prove an improved estimate for the C coefficients, reflecting the
null structure of the equations.
Lemma 5.45. The C coefficients satisfy the estimate
|C| . 1/2 1
δ
u1/2ρδ/2.(5.18)
Proof. We do the proof for the coefficients C0α, the others being similar. Dropping
the α index, we compute
Tg
(
C0
(1 + u)1/2
)
=
−1
(1 + u)1/2
F 0ZB −
1
2
C0Tg(u)
1
(1 + u)3/2
.
To estimate the right-hand side, we first need
|F 0ZB| . 1/2
ρ
t
w0ρδ/2
u1/2
ρ
+ 1/2|va|
u1/2
ρ
ρδ/2 + 1/2
|va|2
w0
t
ρ
u1/2
ρ
ρδ/2.
Now recall that u = t− |x| ≥ 1 in K and, from Lemma 4.15 that
(5.19) Tg(1 + u) = w
0 − wi x
i
|x| + Eu,
where w0 − wi xi|x| ≥ 0 and
|Eu| . |w0|
(
ρδ/21/2
1 + u
t3/2
+
1/2
t
)
+
|va|2
|w0|
t
ρ
ρδ/21/2
1 + u1/2
t
.
(
|w0| t
ρ
+
|va|2
|w0|
t
ρ
)
ρδ/21/2
1 + u1/2
t
+ |w0|
1/2
t
,
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where the contribution of the first term on the right-hand side will lead to inte-
grable terms below while we treat the contribution of the second term separately.
Using that
Tg
( |C0|
(1 + u)1/2
)
≤ 1
(1 + u)1/2
|F 0ZB|+
1
2
|C0|
(1 + u)1/2
Eu
1
1 + u
,
and the above estimates on C0, Eu and F
0
ZB, we are left with
Tg
( |C0|
(1 + u)1/2
)
. F + 1
2
|C0|
(1 + u)1/2
w0
ρ
t
1/2
ρ (1 + u)
,(5.20)
. F + 1
2
|C0|
(1 + u)1/2
w0
ρ
t
1/2
ρ
,
where ∣∣∣∣Fvρ
∣∣∣∣ . 1/2ρ−1+δ/2.
so that the result follows from the L∞-estimate in Lemma 5.42 and an applica-
tion of Gronwall’s lemma. 
Remark 5.46. In (5.20), we could not make use of the extra u decay in the term
1
2
|C0|
(1+u)1/2
w0 ρ
t
1/2
ρ(1+u)
. However, note that instead of using the estimate w0 ρ
t
. vρ,
we could have used w0 ≤ w0vρ, lose a power of w0 in the final estimate but obtain
an integrable term. This means that this term will be integrable provided we can
absorb an extra power of v in the norm of f .
5.5. End of the derivation of the first order commutator formula. It fol-
lows from the definition of the Cβ coefficients, the definition of Y and equation
(5.12), that we have
[Tg, Y ] = FZG + C
β[Tg, Xβ],
where FZG was defined in Lemma 5.39. FZG contains Ẑ, which needs to be replaced
by Y = Ẑ + CαXα vector fields.
The result of this operation is the content of the following final lemma of this
section.
Lemma 5.47. The commutator [Tg, Y ] can be written as a linear combination of
the following terms
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• The terms coming from Cβ[Tg, Xβ]
w · h∂t,x(Φ · Φ)C∂t,x,
w · ∂t,x(h00)C∂t,x,
va∂t,x(h)C∂t,x,
w · ∂xi(h)C∂t,x,
w · h · ∂t,x(h)C∂t,x,
w · ∂hC ·Xa(f),
as well as
1
w0
wαwβ∂t,xK
γ(hαβ)Ck+1 · K̂µf,
w · h · ∂t,xKγ(h)Ck+1 · K̂µf,
w · ∂t,xh ·Kγ(h)Ck+1 · K̂µf,
where |γ|, |µ|, k ≤ 1 and γX ≥ k + µZ.
• The terms coming from FZG
K̂σ(wα)wβ∂xαK
γ(hαβ)Ck
K̂κ
w0
, |σ|+ |γ| ≤ 1, |κ| ≤ 1, k + κZ ≤ 1,
w ·Kσ(h)∂t,xKγ(h)CkK̂κ, |σ|+ |γ| ≤ 1, |κ| ≤ 1, k + κZ ≤ 1,
Tg = vαg
αβ∂xβ −
1
2
vαvβ∂xig
αβ · ∂vi
In view of the energy estimate (4.23), the estimates on the C coefficients and
the previous estimates on each of the previous error terms, we have already proven
Lemma 5.48. For any modified vector field Y , we have, for all ρ ∈ [2, ρ∗),
E[Y (f)](ρ) . E[Y (f)](2) + 1/2
∑
X=Xi,∂t
∫ ρ
2
1
ρ1−δ
E[Xf ]dρ′
+ 1/2
∑
K̂=X,Y
∫ ρ
2
1
ρ3/2−3/2δ
E[K̂f ]dρ′.
As a corollary, we have, for any modified vector field, E[Y (f)](ρ) . + 3/2ρδ.
6. Commutators of the algebra of modified vector fields
In this section, we analyse commutators [K̂α, K̂β] for K̂α, K̂β composed of the
X, ∂t and Y vector fields. At first order, we have
Lemma 6.1. The following commutators hold.
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• For any Xi, Xj, [Xi, Xj] = 0 and [Xi, ∂t] = 0.
• For any X = Xi, ∂t and any modified vector field Y , [X, Y ] can be written
as a linear combination of
∂t, Xi and X(C
α) ·Xα.
• For any Yi, Yj two modified vector fields, [Yi, Yj] can be written as a linear
combination of
Y (Cα) ·Xα, C∂t, CXi, CX(Cα) ·Xα and Ω̂ij,
where Ω̂ij = x
j∂xi − xi∂xj + vj∂vi − vi∂vj is the complete lift of a rotation
vector field.
Remark 6.2. From the above lemma, and in view of the fact |X(C)| . 1/2ρδ/2
(cf. Lemma 8.3), while |Y (C)|, |C| . 1/2ρδ/2+1/2, it seems that the commutators
[X, Y ] do not generate much growth, while those of the form [Yi, Yj] would be prob-
lematic. As it turns out, for the present paper, we only need to use commutators
of the form [X, Y ]. However, the commutator [Yi, Yj] in fact behaves better than
what the above lemma suggest. For instance, a careful analysis of the error terms
suggests that one of the error terms will be given by a modified, lifted rotation
vector fields of the form Ω̂ij + C
α
i Xα − Cβj Xβ.
We also need the following higher order version of the above lemma.
Lemma 6.3. For any multi-index α and any X = Xi, ∂t, and any multi-index α
with αZ ≥ 1, the commutator [K̂α, X] can be written as a linear combination of
terms of the form
P (X(C))k,rZ ,sX ·Kα′ ,
where |α′| + rZ + sX ≤ |α|, |α′| ≤ |α|, α′X ≥ 1 + αX , k ≤ |α|, rZ + sX ≤ |α| − 1
and where we denote by P (X(C))k,rZ ,sX a product of the form
k∏
i=1
K̂ρi(X(Ci)),
where the Cis can be any of the C coefficients and where the total number of Y
vector fields appearing on the right-hand side is less than rZ and the total number
of X vector fields is less than sX .
Proof. We have already proven the formula for |α| = 1. Let α be a multi-index
and K̂ be any of the X or Y vector field. Assume that the formula holds for any
multi-index of length |γ| ≤ |α| with γZ ≥ 1.
Consider the commutator
[KK̂α, X] = K[K̂α, X] + [K,X]K̂α.
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• If K = X and αZ ≥ 1 (otherwise the commutator vanishes) then
[XK̂α, X] = X[K̂α, X]
= X
(
P (X(C))k,rZ ,sX ·Kα′
)
,
where |α′|+rZ+sX ≤ |α|, |α′| ≤ |α|, α′X ≥ 1+αX , k ≤ |α|, rZ+sX ≤ |α|−1,
so that distributing the X vector field, we see that the formula holds.
• If K = Y , then
[Y K̂α, X] = Y [K̂α, X] + [Y,X]K̂α.
For the first term on the right-hand side, either αZ = 0 and this term
vanishes, or αZ ≥ 1 and we can apply the commutator formula for α and
then distribute the Y . On the other hand, for the second term on the
right-hand side, we use the previous lemma, and it follows that [Y,X]K̂α
can be written as a linear combination of
XKα, X(C)XKα,
which are of the required form.

7. Higher order estimates for the Vlasov field
7.1. Higher order commutator formula and energy norms. We define the
energy norm of order N of f by
EN [f ](ρ) :=
∑
|α|≤N
E[K̂αf ](ρ),
where K̂ denotes any vector fields among ∂t, Xi or the Y vector fields. Let us also
define the weighted norm
(7.1) EN,q[f ](ρ) :=
∑
|α|≤N
E
[
(1 + |v|2)q/2]K̂αf
]
(ρ).
In this section, we shall first propagate bounds for EN−2[f ](ρ) = EN−2,q=0[f ](ρ).
Note that for |α| ≤ N − 2, we have access to pointwise bounds on ∂h.
In view of the computations of Section 14.1, we can actually add the extra v
weights and propagate bounds for any EN−2,q[f ](ρ). Finally, to propagate bounds
for f after N commutations, we will need to lose 2 powers of v at lower order.
Thus, to prove bounds on EN [f ] requires bounds on EN−2,2[f ] (this is the mini-
mum extra v weight we need for this section) and more generally, to prove bounds
on EN,q[f ] will require bounds on EN−2,q+2[f ].
STABILITY OF THE MINKOWSKI SPACE FOR THE EINSTEIN–VLASOV SYSTEM 72
To compute the higher order commutators, we use the following notations.
• We denote by K any standard boost, scaling vector field or one of the
translation ∂xi , ∂t vector fields.
• We denote by K̂ any of the modified vector fields Y or any of the translation
X = Xi, ∂t vector fields.
• For any multi-index α of length |α| and differential operator Kα, we write
|α| = αZ +αX , where αZ denotes the number of homogeneous vector fields
in Kα and αX the number of translation vector fields.
• Similarly, for any multi-index α of length |α| and differential operator K̂α,
we write |α| = αZ + αX , where αZ denotes the number of modified vector
fields in K̂α and αX the number of translation vector fields.
• For multi-indices γ and β, we denote by [K̂γK̂β] a differential operator
composed of the same vector fields as K̂γ and K̂β, but such that the order
of theses vector fields is arbitrary.
• We denote by P (C)k,rZ ,sX a linear combination of products of the form
k∏
i=1
K̂ρi(Ci),
where the Cis can be any of the C coefficients and where the total number
of Y vector fields appearing on the right-hand side is less than rZ and the
total number of X vector fields is less than sX .
First, by induction, we obtain easily from the first order commutator formula a
general formula that does not take into account the null structure of the equations.
Lemma 7.1. With the above notations, the commutator [Tg, K̂
α] can be written
as a linear combination
• The main terms
1
tq
P (C)k,rZ ,sXw · ∂t,xKβ(h)K̂σ(7.2)
where rZ + sX + |β| + |σ| ≤ |α| + 1, q + |β| ≤ |α|, 1 ≤ |σ| ≤ |α|,
rZ + sX ≤ |α| − 1 and the number of C coefficients, k, satisfies either
of the two conditions
C1. k ≤ βX + q,
C2. k = βX + q + 1 and K̂
σ = [K̂σ
′
X] with σ′Z + rZ + βZ ≤ αZ − 1.
• The frame terms
1
tq
P (C)k,rZ ,sXw ·Kγ(h)∂t,xKβ(Φ · Φ)K̂σ,
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where rZ+sX+|β|+|σ|+|γ| ≤ |α|+1, q+|β|, |γ|, |σ| ≤ |α|, rZ+sX ≤ |α|−1
and k verifies either
C1’. k ≤ βX + q + γX .
C2’. k = βX +q+1+γX and K̂
σ = [K̂σ
′
X] with σ′Z+rZ+βZ+γZ ≤ αZ−1.
• The cubic terms
1
tq
P (C)k,rZ ,sXw ·Kγ(h)∂t,xKβ(h)K̂σ,
where q+rZ+sX+|β|+|σ|+|γ| ≤ |α|+1, |β|, |γ|, |σ| ≤ |α|, rZ+sX ≤ |α|−1
and k verifies either C1′ or C2′.
• The source terms
KσTg,
with |σ| ≤ |α| − 1 with σZ ≤ αZ − 1.
Remark 7.2. The factor 1
tq
results from Y being applied to any function in Fx,v.
For instance, Y (x
t
) = Ẑ x
t
+C ·X x
t
and the second term is a linear combination of
C
t
. Thus, this increases q and k by 1.
Remark 7.3. Note that in the above formula, each new C coefficient typically
comes with an extra X derivative hitting either h or one of the frame coefficients.
The C coefficients gives a u1/2ρδ/2 growth each, which are compensated by the fact
that the X derivatives provide extra u decay. Let us discuss conditions C1 and C2
on k more precisely (C1′ and C2′ are then similar).
• The condition k ≤ βX + q implies in particular that k/2− βX − q ≤ 0. All
terms coming from the commutator [Tg, X] have this property. In this case,
the u growth of the C coefficients is always compensated (at least when
pointwise estimates on C are allowed) by the extra u decay.
• The condition k = βX + q+1 and K̂δ = [K̂δ′X] with δ′Z + rZ +βZ ≤ αZ−1
can only occur if αZ ≥ 1. These terms typically stem from the product
Cα[Tg, Xα] contained in the commutator [Tg, Y ]. Note that if βX ≥ 1,
then we have again k/2 − βX − q ≤ 0 if k = βX + q + 1. The condition
δ′Z + rZ +βZ ≤ αZ − 1 means that for k = βX + q+ 1 to occur, some of the
commutation by Y vector fields must have generated some X derivatives.
This typically occurs when we distribute Y on a product C∂Kβ(h) · K̂(f).
Indeed, writing Y = Z + C ·X, we have schematically
(7.3)
Y
(
C∂Kβ(h) · K̂(f)
)
= Y (C) · ∂Kβ(h) · K̂(f) + C∂Kβ(h) · Y K̂(f)
+ CZ(∂Kβ(h)) · K̂(f) + C2∂2Kβ(h) · K̂(f).
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Compared with the original quantity C∂Kβ(h)·K̂(f), the new term C2∂2Kβ(h)·
K̂(f) has one more C and βX has also been increased by one by this op-
eration. On the other hand, the number of Y or Z vector fields hitting all
the terms has not increased.
Proof. We do an induction in |α|. The formula holds for |α| = 1 in view of the first
order commutator formulas. Assume it holds for some multi-index α and consider
a differential operator of the form K̂K̂α. We use that
[Tg, K̂K̂
α] = [Tg, K̂]K̂
α + K̂[Tg, K̂
α].
The first term on the right-hand side of the previous equation clearly has the
required structure in view of the first order commutator formulas. For the second,
we must compute, for the main terms,
(7.4)
1
tq
K̂P (C)k,rZ ,sXw · ∂t,xKβ(h)K̂δ
where the indices are as in the statement of the lemma and similarly, for cubic and
frame terms. We only treat the main terms below, since the computation for the
cubic and frame terms are similar. We simply distribute the K̂ in (7.4). When it
hits the C coefficients or the final K̂δ, then the resulting terms are clearly of the
required form. When it hits ∂t,xK
β(h) or 1
tq
, it has the required form if K̂ is a
translation (preserving the number of C coefficients) and if K̂ is a modified vector
field, we simply write
K̂ = Ẑ + C ·X
and apply each terms on the right-hand side to ∂t,xK
β(h) or 1
tq
. The terms coming
from C · X∂t,xKβ(h) or C · X 1tq then increases k by 1 and βX or q by 1, as
required. 
We start the analysis of the error terms with a proposition that describes how
integrals of error terms are estimated when the metric perturbation cannot be
estimated pointwise.
Proposition 7.4. Let α be a multi-index of length |α| = N0.
Consider an error term of the form
Q := P (C)k,rZ ,sXw · ∂t,xKβ(h)K̂µf
where rZ + sX + |β| + |µ| ≤ |α| + 1, |β| ≤ |α|, 1 ≤ |µ| ≤ |α|, rZ + sX ≤ |α| − 1
and k satisfies either C1 or C2.
Assume that we have the pointwise bounds
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∫
v
∣∣∣K̂γ(f)∣∣∣w0dv . ρMN0δ 1
t3
, |γ| ≤ |α|,
|K̂ρ(C)| . 1/2u1/2ρMN0δ, |ρ| ≤ |α| − 1,
for some constant MN0 depending only on N0.
Then,
• if k satisfies C1, we have∫
Hρ
∫
v
|Q|w0dµvdµρ . 3/2ρ−3/2+M
′
N0
δ.
• if k satisfies C2, we have∫
Hρ
∫
v
|Q|w0dµvdµρ . 2ρ−1+M
′
N0
δ,
where M ′N0 depends only on N0.
Proof. Assume first that k verifies C1. Then, all the growth in the C coefficients
can be absorbed by the extra u or t decay coming from the C1 condition (cf Ap-
pendix A) and as a result, we have the estimate
∫
Hρ
∫
v
|P (C)k,rZ ,sXw · ∂t,xKβ(h)K̂δw0|dµv
. ρMN0δkk/2+1
(∫
Hρ
ρ
t
|∂Kβ′h|2dµHρ
)1/2(∫
Hρ
t
ρ
ρ2MN0δ
t6
dµHρ
)1/2
. ρMN0δkk/2+3/2ρ(MN0+1/2)δ−3/2,
using the bootstrap assumptions to bound the integral involving the metric.
If instead k verifies C2, we have one more 1/2u1/2ρδ that cannot be absorbed
leading to the extra growth. 
Remark 7.5. By the Klainerman-Sobolev inequality, see Section 16, we will be able
to prove decay estimates for the velocity averages of K̂µ(f) for any |µ| ≤ N − 3.
However, the above proposition cannot be directly used to close the energy estimate
up to N − 3. This is because the Klainerman-Sobolev estimates loses in powers of
w0. Thus, we must first prove energy estimates for (w0)2K̂µ(f) in order to prove
decay estimates for
∫
v
w0|K̂µ(f)|dv. This is one of the purpose of the weighted
norm (7.1).
7.2. Higher order commutators and the null structure. We now investigate
the null structure of the higher order commutators.
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First, for the cubic terms or the frame terms, no null structure will be required
as they will naturally have enough decay. Thus, we focus only the main terms
(7.2).
Definition 7.6. We say that an expression
P (C)k,rZ ,sXw · ∂t,xKβ(h)K̂µ
has the null structure provided it has one of the following forms
• P (C)k,rZ ,sXw · ∂xiKβ(h)K̂µ,
• P (C)k,rZ ,sXva∂t,xKβ(h)K̂µ,
• P (C)k,rZ ,sXw · ∂t,xKβ(h00)K̂µ,
• P (C)k,rZ ,sXw · 1
t
∂t,xK
β(h)K̂µ.
In view of this definition, note that
• All the main terms in the commutator [Tg, Xi] have the null structure.
• The only terms in the first order commutator formulas that does not have
the null structure (and which are neither cubic or frame terms) are the
terms
– w · ∂h ·Xa coming from the commutator [Tg, ∂t].
– C · w∂h ·Xa coming from Cα[Tg, Xα] in the commutator [Tg, Y ].
• The last term in the above list, namely, P (C)k,rZ ,sXw · 1
t
∂t,xK
β(h)K̂µ does
not occur in the first order commutator formula, but will arise because of
the commutator [∂t, ∂xi ] = −x
i
t2
.
One has easily
Proposition 7.7. Consider an error term Qα of the form
Qα =
1
tq
P (C)k,rZ ,sXw · ∂t,xKβ(h)K̂σ(7.5)
where q+ rZ + sX + |β|+ |σ| ≤ |α|+ 1, |β| ≤ |α|, |σ| ≤ |α|, rZ + sX ≤ |α| − 1 and
k verifying C1 or C2.
Then, for K̂ = Xi, ∂t or Y ,
(1) K̂ (Qα) := Qα′ can be written as
Qα′ =
1
tq′
P (C)k
′,r′Z ,s
′
Xw · ∂t,xKβ′(h)K̂σ′
where q′+r′Z+s
′
X+|β′|+|σ′| ≤ |α′|, |β′| ≤ |α′|, |σ′| ≤ |α′|, r′Z+s′X ≤ |α′|−1,
k′ verifying C1 or C2, with |α′| = |α| + 1 and α′Z = αZ + 1 if K̂ = Y and
α′Z = αZ otherwise.
(2) Moreover, if Qα has the null structure, then Qα′ has the null structure.
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We now prove bounds on the higher order energy up to N − 2 (for all energies
where we can bound pointwise all the K̂ρ(C) and the Kβ(h) appearing in the error
terms.)
Proposition 7.8. Let N0 ≤ N − 2. Assume the pointwise bounds on the C
coefficients
|K̂ρ(C)| . 1/2u1/2ρMN0δ, |ρ| ≤ N0 − 1.
Then, we have the estimate
EN0 [f ] . ρM
′
N0
δ,
for some constant M ′N0 depending only on N0.
Proof. We have already proven the proposition for N0 = 0, 1. To close the estimate
for N0 = 1, we exploited a certain hierarchy in the commutators (the Xi had good
commutor properties, ∂t generated borderline terms, etc..) The strategy is to
exploit the same hierarchy, doing first the commutation by Xi, then ∂t and then
Y , eventually. Let N0 ≥ 1 and assume that the proposition holds for N0 − 1. For
simplicity in the exposition, we make the additional bootstrap assumption
EN0 [f ] . ρL,
where δ << L << 1 and in particular MN0δ < L for some constant MN0 being
some positive constant.
For simplicity in the exposition, we will write E[XN0i f ] to denote the sum of
all energies E[Xαf ], with |α| = N0 and where the Xα is composed only of Xi
vector fields. Similarly, when we write E[XN0−1i ∂tf ] (respectively E[X
N0−1
i Y f ])
below, we actually mean the sum over all possible combinations28 containing one
∂t (respetively Y ) and N0 − 1 Xi vector fields.
First, commute N0 times by Xi vector fields. Each error term is of the form
P (C)k,0,sXw · ∂t,xKβ(h)K̂σ
where sX + |β| + |σ| ≤ N0 + 1, |β| ≤ |α|, |σ| ≤ N0, sX ≤ N0 − 1 and k verifying
C1 (and even k ≤ 1). Moreover, from the previous proposition and the first order
commutator for Xi, each term in the X
N0
i commutator formula verifies the null
28Recall that ∂t commutes with Xi, while the Y vector fields enjoy good commutation prop-
erties with ∂t or Xi, see Section 6.
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condition. It follows that each error term is integrable and thus one obtains that
E[XN0i f ](ρ) . E[XN0i f ](2) +
∫ ρ
2
1/2ρ′−3/2+δDE[K̂δf ](ρ′)dρ′
. +
∫ ρ
2
3/2ρ′−3/2+δD+Ldρ′
. ,
where D is some constant.
Then, we commute once with ∂t and N0 − 1 times by Xi. Again, no error term
will have a number of C coefficients satisfying C2. Using that for ` ≤ N0 − 1
[Tg, X
N0−1−`
i ∂tX
`
i ] = X
N0−1−`
i [Tg, ∂t]X
`
i +X
N0−1−`
i ∂t[Tg, X
`
i ] + [Tg, X
N0−1−`
i ]∂tX
`
i
and that only [Tg, ∂t] generates a term which does not satisfies the null condition,
we obtain
E[XN0−1i ∂t](ρ) . E[XN0−1i ∂tf ](2) +
∫ ρ
2
1/2ρ′−3/2+δDE[K̂XN0−2i ∂tf ]dρ
′
+
∫ ρ
2
1/2ρ′−1+δ/2E[XN0i f ]dρ
′ + ρMN0−1δ,
. + 3/2δ−1ρMN0−1δ+δ/2,
. ρMN0−1δ+δ/2.
We then commute once with Y and N0 − 1 times by Xi, using similarly that
(7.6)
[Tg, X
N0−1−`
i Y X
`
i ]
= XN0−1−`i [Tg, Y ]X
`
i +X
N0−1−`
i Y [Tg, X
`
i ] + [Tg, X
N0−1−`
i ]Y X
`
i
The terms coming from XN0−1−`i Y [Tg, X
`
i ] or [Tg, X
N0−1−`
i ]Y X
`
i all verifies the
null condition and have a number of C coefficients satisfying C1, so they are
integrable. Using the first order commutator formula for Y , the only term coming
from the first term on the right-hand side of (7.6) not satisfying the null condition
is of the form
XN0−1−`i
(
w · ∂hC ·X`i f
)
Note also that this term corresponds to k = 1 verifying C2. We can distribute the
XN0−1−`i on each term. We estimate below the case when X
N0−1−`
i hits X
`
i f , the
rest can be estimated using the estimate on EN0−1[f ]. We have
|w · ∂hC ·XN0i f | . w0
t
ρ
ρ
t
ρδ/21/2
1
tu1/2
1/2u1/2ρδ/2|XN0i f |
. ρδ−1w0
ρ
t
|XN0i f |.
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Since we already control the energy of E[XNi f ], this term will lead to a small
growth, as in Lemma 5.48. The other error terms with k not satisfying C2 can be
estimated similarly by ρδ−1w0
ρ
t
|XN0f |, where X = Xi, ∂t or using the bound on
EN0−1[f ]
We thus obtain
E[XN0−1i Y ](ρ) . E[XN0−1i Y f ](2) +
∫ ρ
2
1/2ρ′−3/2+δDE[Y XN0−2i K̂]dρ
′
+
∫ ρ
2
1/2ρ′−1+δE[XN0−1i X]dρ
′ + ρMN0−1δ,
where XN0−1i X denotes any differential operator composed of at least N0 − 1 Xi
vector fields and one vector field among the Xi or ∂t vector fields. This gives
E[XN0−1i Y ](ρ) . + 3/2δ−1
(
ρMN0−1δ + ρδ
)
. 
(
ρMN0−1δ + ρδ
)
.
We now consider commuting with XN0−2i ∂
2
t . We use that
[Tg, X
N0−2
i ∂
2
t ] = [Tg, X
N0−2
i ]∂
2
t +X
N0−2
i [Tg, ∂
2
t ]
= [Tg, X
N0−2
i ]∂
2
t +X
N0−2
i [Tg, ∂t]∂t +X
N0−2
i ∂t[Tg, ∂t].(7.7)
Again, all possible error terms have k satisfying C1.
The first term on the right-hand side contains only terms having the null struc-
ture, since there are no commutators with ∂t or a modified vector field Y . The
terms not satisfying the null structure coming from the second term on the right-
hand side arise all from expressions of the form
XN0−2i (w · ∂hXa∂tf) .
Distributing the Xis and using that Xi =
Zi
t
+
vi
w0
∂t, the only terms coming from
the above expression not satisfying the null condition are then of the form
w · ∂hXN0−1i ∂tf,
which can be estimated by the energy E[XN0−1i ∂t].
The terms not satisfying the null structure coming from the last term on the
right-hand side of (7.7) arise all from expressions of the form
XN0−2i ∂t (w · ∂hXaf) .
Distributing the operators in XN0−2i ∂t and using that Xi =
Zi
t
+
vi
w0
∂t, the only
terms coming from the above expression not satisfying the null condition are then
of the form
w · ∂hXN0−1i ∂tf,
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which we already encountered above and
w · ∂t(∂h)XN0−1i f,
which are controlled by the EN0−1[f ] energy. This leads to the energy estimate
E[XN0−2i ∂
2
t ](ρ) . E[XN0−2i ∂2t ](2) + 1/2
∫ ρ
2
(ρ′)−1+δ/2E[XN0−1i ∂t](ρ
′)dρ′
+ 1/2
∫ ρ
2
(ρ′)−3/2+δE[XN0−2i K̂∂t](ρ
′)dρ′ + ρMN0−1δ
. ρ(MN0−1+3/2)δ.
Similarly, we can then commute with XN0−2i ∂tY , X
N0−2
i Y
2. We then consider
commuting by XN0−3i ∂
3
t , ... Iterating, we obtain the statement of the lemma. At
each iteration, we pick up some ρδ/2 losses but the number of such losses only
depends on the number of iterations and therefore only on N0. We obtain that
EN [f ] . ρMN0δ, which improves the additional bootstrap assumption and ends
the proof of the proposition. 
We then consider energy estimates up to order N − 2 with additional v weights.
Proposition 7.9. Under the same assumptions as in Proposition 7.8, we have,
EN0,q+2[f ] . ρMN0δ,
where EN0,q+2 is the weighted energy norm defined in (7.1).
Proof. The proof is similar to the proof of Proposition 7.8. One simply needs to
use the additional formula for multiplication by powers of v given in Section 14.1,
which only adds additional integrable terms, using the bootstrap assumptions. 
Corollary 7.10. Under the same assumptions as in Proposition 7.8, we have the
pointwise estimates, for any |α| ≤ N0 − 3,∫
v
w0|K̂α(f)|dv ≤ ρM ′N0δt−3.
Proof. This follows from the Klainerman-Sobolev inequality with modified vector
fields of Section 16 and the above bounds on EN0,q, with q ≥ 2 (the Klainerman-
Sobolev inequality loses two powers of v). 
Before considering the Nth order energy estimate for f , it will be useful to prove
estimates for products of type29 K̂γ(C)K̂α(f), for |γ| ≤ N − 1 and |α| ≤ N − 3.
29For |γ| ≤ N − 3, we will have pointwise bounds on K̂γ(C) depending only on the bootstrap
assumptions, and thus the lemma below does not bring any new information in that case.
STABILITY OF THE MINKOWSKI SPACE FOR THE EINSTEIN–VLASOV SYSTEM 81
Proposition 7.11. Consider a product of the type K̂γ(C)K̂α(f), for |γ| ≤ N − 1
and |α| ≤ N − 3. Assume that
|K̂µ(C)| . 1/2u1/2ρMN−3δ, |µ| ≤ N − 3.
as well as the initial data assumption
E
[
u−1/2K̂γ
′
(C)K̂α
′
(f)
]
(2)] ≤ 3/2, |γ′| ≤ |γ|, |α′| ≤ |α|.(7.8)
Then, we have
E
[
(1 + u)−1/2K̂γ(C)K̂α(f)
]
(ρ) . 3/2ρMN δ.
Remark 7.12. Note that since C(ρ = 2) = 0, if D is a differential operator
tangential to ρ = 2, then D(C) = 0. In particular, we have Zi(C) = ∂v(C) =
Ẑi(C) = ∂xi(C) = 0 initially. From the equation for C, Tg(C) = −FZB, one can
then compute the normal derivative to ρ = 2 in terms of the initial data and verify
that (7.8) actually holds initially.
Proof. Again, we will do a small bootstrap argument, assuming that
E
[
u−1/2K̂γ(C)K̂α(f)
]
(ρ) . 3/2ρL,
for some MNδ << L and indices γ and α as in the statement of the proposition.
For |γ′| ≤ N−3, we have access to pointwise estimates on all K̂γ′(C) coefficients
so that from the previous proposition
E
[
(1 + u)−1/2K̂γ
′
(C)K̂α(f)
]
(ρ) . 1/2ρM ′′N−3δ,
where M ′′N−3 is some constant.
We now consider N − 3 ≤ N ′ ≤ N − 2 and assume that the proposition holds
for all multi-indices |γ′| ≤ N ′, so that
E
[
(1 + u)−1/2K̂γ
′
(C)K̂α(f)
]
(ρ) . 3/2ρMN δ.
Let γ be a multi-index of length |γ| = |γ′|+ 1.
We start by computing
Tg((1 + u)
−1/2K̂γ(C)K̂α(f)) = (1 + u)−1/2K̂γ(Tg(C))K̂α(f)
+ (1 + u)−1/2[Tg, K̂γ](C).K̂α(f)
+ (1 + u)−1/2K̂γ(C)[Tg, K̂α]f
− 1
2
Tg(u)(1 + u)
−3/2K̂γ(C)K̂α(f)
= I1 + I2 + I3 + I4,
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where
I1 = (1 + u)
−1/2K̂γ(Tg(C))K̂α(f),
I2 = (1 + u)
−1/2[Tg, K̂γ](C) · K̂α(f),
I3 = (1 + u)
−1/2K̂γ(C)[Tg, K̂α](f),
I4 = −1
2
Tg(u)(1 + u)
−3/2K̂γ(C)K̂α(f).
I4 can be estimated as in the proof of the pointwise estimate for C (cf Lemma
5.18).
For I1, we have
I1 = (1 + u)
−1/2K̂γ(Tg(C))K̂α(f)
= −(1 + u)−1/2K̂γ(FZB)K̂α(f),
using that Tg(C) = −FZB.
Consider a source term in FZB of the form
w ·Kµ(h), |µ| ≤ 1.
Then, using that Y (Kµ(h)) = ZKµ(h) + C ·XKµ(h), we have, for |µ| ≤ 1,
K̂γ(w ·Kµ(h)) = P k,rZ ,sX (C)w ·Kσ(h),
where k ≤ σX , |σ|+ rZ + sX ≤ |γ|+ 1 and rZ + sx ≤ |γ| − 1.
Note that at most one C coefficient in P k,rZ ,sX (C) can have a high-number of
derivatives and that all other C coefficients can be estimated pointwise. Moreover,
from the condition k ≤ σX , for each C coefficient there is one 1/u decay factor. For
instance, the overall contribution to I1 of the terms with σX = 1 can be estimated
as
(1 + u)−1/2
∣∣∣w · K̂σ′(C)∂K(h)K̂α(f)∣∣∣ . w0ρ
t
t
ρ
1/2
ρδ/2
t(1 + u)
∣∣∣K̂σ′(C)K̂α(f)∣∣∣
. w0ρ
t
1/2ρδ/2
ρ
·
(1 + u)−1/2
∣∣∣K̂σ′(C)K̂α(f)∣∣∣ ,
with |σ′| = |γ|, so that we can estimate this term (and similarly any term with
k ≥ 1) using the induction hypothesis. On the other hand, the terms with k = 0
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in I1 can be estimated as
(1 + u)−1/2w ·
∣∣∣Kγ(h)K̂α(f)∣∣∣ . (1 + u)−1/2w0ρ
t
t
ρ
1/2
(1 + u)1/2ρδ/2
t
∣∣∣K̂α(f)∣∣∣
. w0ρ
t
1/2
ρδ/2
ρ
∣∣∣K̂α(f)∣∣∣ ,
and since there are no more C coefficients on the right-hand side, we can estimate
the overall contribution of this term using the energy estimate for K̂α(f). All the
other source terms in FZB can be estimated similarly.
Thus, it remains to estimate I2 and I3. For those, we first assume that K̂
γ(C)K̂α(f) =
X
|γ|
i (C)X
|α|
i (f), i.e. there are only Xi vector fields. Then each error term in the
right-hand side satisfies the null structure, so that their contributions are inte-
grable. Then, consider the case with only one ∂t vector field. As in the previous
proposition, the only term not satisfying the null condition comes from [Tg, ∂t] and
is controlled by the energy estimate with only Xi vector fields. The remainder of
the proof follows as in the previous proposition, exploiting the same hierarchy. 
Finally, we prove the higher order energy estimates for the Vlasov field up to
order N .
Proposition 7.13. Assume that the following pointwise estimates hold.
∫
v
|K̂γ(f)|w0dv . ρMN−4δ 1
t3
, |γ| ≤ N − 5,
|K̂µ(C)| . 1/2u1/2ρMN−2δ/2, |µ| ≤ N − 3.
Then, we have
EN [f ] . 1/2ρMN δ.
Proof. Recall the general structure of the main terms appearing in the commutator
[Tg, K̂
α](f).
(7.9)
1
tq
P (C)k,rZ ,sXw · ∂t,xKβ(h)K̂δ(f)
where rZ + sX + |β|+ |δ| ≤ |α|+ 1, q + |β| ≤ |α|, |δ| ≤ |α|, rZ + sX ≤ |α| − 1 and
k satisfying either C1 or C2.
As before, we first consider the energy estimate for E[XNi f ]. Then all error
terms above have the null structure property.
• If there is one Y γ(C) coefficients with |γ| ≥ N −4, we can use the estimate
of the previous section, together with pointwise estimates on the term
containing the h coefficient. These terms are then all integrable.
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• Thus, we consider only the case where the C coefficients can be estimated
pointwise. If the wave term ∂t,xK
β(h) can be estimated pointwise (which
occurs if |β| ≤ N − 2), then we can estimate the error term as before.
Finally, if β ≥ N − 2, then we have access to pointwise estimates on the
velocity averages of f , and can just apply Proposition 7.4.
We can then follow the same hierarchy as before. Each term either is integrable,
a borderline term depending on the previous energy estimate, or a term such we
can apply Proposition 7.4. 
Let us also state the following proposition, which we will use to establish decay
estimates for the high derivatives of the energy momentum tensor.
Proposition 7.14. (1) Consider a product of the type |K̂γ(C)|2K̂α(f), for
N − 1 ≥ |γ| and |α| ≤ N − 3. Then, we have
E
[
(1 + u)−1|K̂γ(C)|2K̂α(f)
]
(ρ) . 1/2ρMN δ.
(2) Consider a product of the type |K̂γ(XC)|2K̂α(f), for N − 2 ≥ |γ| and
|α| ≤ N − 3. Then, we have
E
[
|K̂γ(XC)|2K̂α(f)
]
(ρ) . 1/2ρMN δ.
The proof is similar to that of Proposition 7.11 and therefore omitted.
8. Higher order pointwise estimates for the C coefficients
Recall that the C coefficients satisfy an equation of the form Tg(C) = F , where
F is a linear combination of the terms
w ·Kσ(h), |σ| ≤ 1,
w ·Kσ(h)h, |σ| ≤ 1,
K̂σ(wα)wβ∂xkK
γ(hαβ)
t
w0
, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂xkK
γ(hαβ)
tva
(w0)2
, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂tK
γ(hαβ)
|x|2 − t2
t
1
w0
, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂t,xK
γ(hαβ)
tvi
(w0)2
, |σ|+ |γ| ≤ 1,
K̂σ(wα)wβ∂t,xK
γ(hαβ)
tviva
(w0)3
, |σ|+ |γ| ≤ 1,
w ·Kσ(h) · ∂xKγ(h) · t |σ|+ |γ| ≤ 1.
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Using that t∂xk = Zk, that (t − |x|)∂t can be written as a linear combination of
the Z vector fields and using the decomposition on the semi-hyperboloidal frame
together with t · ∂(Φ · Φ) ∈ Fx, it follows that we can simplify the above list to
1. w ·Kσ(h), |σ| ≤ 2,
2. w ·Kσ(h)h, |σ| ≤ 1,
3. ∂t,xK
γ(h)
tvivj
w0
, |γ| ≤ 1,
4. ∂t,xK
γ(h00)t · w0, |γ| ≤ 1,
5. w ·Kσ(h) · ∂xKγ(h) · t, |σ|+ |γ| ≤ 1.
One has easily
Lemma 8.1. Let C be one of the C coefficients and F be such that
Tg(C) = F.
Let |α| ≤ N − 1 be a multi-index. Then, K̂α(F ) can be written as a linear combi-
nation of
(1) w · P (C)k,rZ ,sXKσ(h), with the range of indices
|σ|+ rZ + sX ≤ 2 + |α|, rZ + sX ≤ |α| − 1, k ≤ σX .
(2) w · P (C)k,rZ ,sXKβ(h)Kσ(h), with the range of indices
|β|+ |δ|+ rZ + sX ≤ 1 + |α|, rZ + sX ≤ |α| − 1, k ≤ σX + βX .
(3) P (C)k,rZ ,sX∂t,xK
σ(h)
tvivj
w0
, with the range of indices
|σ|+ rZ + sx ≤ 1 + |α|, rZ + sX ≤ |α| − 1, k ≤ σX .
(4) P (C)k,rZ ,sX∂Kσ(h00)t.w0, with the range of indices
|σ|+ rZ + sX ≤ 1 + |α|, rZ + sX ≤ |α| − 1, k ≤ σX .
(5) w · t · P (C)k,rZ ,sXKβ(h)∂t,xKσ(h), with the range of indices
|β|+ |σ|+ rZ + sx ≤ 1 + |α|, rZ + sX ≤ |α| − 1, k ≤ σX + βX .
Consider now the equation satisfied by K̂α(C).
We have
(8.1) Tg(K̂
α(C)) = [Tg, K̂
α](C) + K̂α(F ).
Moreover, from the equation Tg(C) = F , C(ρ = 2) = 0, one infers easily, cf. Re-
mark 7.12, that
|K̂α(C)(ρ = 2)| . 1/2.
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We can write the solution to (8.1) as
K̂α(C) = Ch,α + Ccom,α + Cinh,α,
where
(1) Ch,α solves Tg(Ch,α) = 0 with data K̂
α(C)(ρ = 2). We have immediately
|Ch,α| . 1/2 since the transport equation preserves the L∞-norm.
(2) Ccom,α solves Tg(Ccom,α) = [Tg, K̂
α](C) with 0 data.
(3) Cinh,α solves Tg(Cinh,α) = K̂
α(F ) with 0 data.
In view of the above decomposition of K̂α(F ), we have easily,
Lemma 8.2. Let N0 ≤ N − 3. Assume that for all |α| ≤ N0, we have
|K̂α(C)| . 1/2ρδMN0/2u1/2,
for some constant MN0 depending only on N0.
Then, we have, for all |α′| = N0 + 1,
|Cinh,α′ | . 1/2ρδMN0/2u1/2,
where MN0 is a constant depending only on N0.
Proof. We use Lemma 8.1 to rewrite K̂α(F ). Since N0 ≤ N − 3, we have access to
pointwise estimates on all the source terms, and the proof is then similar to that
of Lemma 5.45. 
We also have the following improvements.
Lemma 8.3. • Let Cinh,X be the solution to Tg(Cinh,X) = X(F ), with van-
ishing initial data. Then, we have the estimate
|Cinh,X | . 1/2ρδ/2.
• Let N0 ≤ N − 4. Assume that for all |α| ≤ N0, we have
|[K̂αX](C)| . 1/2ρδMN0/2,
for some constant MN0 depending only on N0 and where [K̂
αX] denotes a
differential operator composed of N0 +1 vector fields with one of them being
∂t or Xi. Let K̂
β be a differential operator of the form
K̂β = [K̂α
′
X],
with |α′| = N0 + 1. Then, we have
|Cinh,β| . 1/2ρδMN0/2,
where MN0 is a constant depending only on N0.
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Proof. This follows as in the proof of the pointwise estimates for the C coeffi-
cients, but with each source term having an additional u−1 decay coming from the
application of the X vector field. 
Thus, it follows that we only need to prove bounds on Ccom,α and we obtain
bounds on K̂α(F ) by the previous lemma and an easy induction.
Recall that the basic structure of the main terms of the commutator [Tg, K̂
α](C)
is of the form
1
tq
P (C)k,rZ ,sXw · ∂t,xKβ(h)K̂µ,
where q + rZ + sX + |β|+ |µ| ≤ |α|+ 1, |β| ≤ |α|, 1 ≤ |µ| ≤ |α|, rZ + sX ≤ |α| − 1
and k satisfies either C1 or C2.
We have already proven the pointwise estimates |C| ≤ 1/2ρδ/2u1/2. Again, we
go through the hierarchy of vector fields which we repeat here. For simplicity, we
assume the weak bounds
|K̂α(C)| . 1/2ρδLu1/2,
for some large L verifying δL << 1.
We first commute once with an Xi vector field. As before, we can estimate the
resulting error term coming from the commutator as
ρ−3/2+δ|vρK̂µ(C)|.
From the weak bounds and the estimate on the source term X(F ), it follows
that
|Xi(C)| . 1/2.
We then commute with ∂t. The error term can be estimated by
ρ−3/2+δ|vρK̂µ(C)|+ ρ−1+δ|vρX̂µ(C)|,
which improves the weak bounds and give ∂t(C) . 1/2. We then commute with Y ,
then X2i etc.. At each step in the iteration, we obtain an additional finite loss ρ
δ/2.
The total number of losses is then only proportional to the number of iterations,
i.e. the length of |α|. We have thus proven
Proposition 8.4. Let |α| ≤ N − 3. Then,
(8.2) |K̂α(C)| . ρMN δu1/2.
As above, we have the improvement
Proposition 8.5. Let |α| ≤ N − 4. Then,
|[K̂αX](C)| . ρMN δ.(8.3)
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9. Commuting the energy momentum tensor
Let α be a multi-index and consider the expression
Kα (Tµν [f ]) ,
that naturally appears in the commuted wave equations.
The aim of this section is to explain how the above expression can be expressed
in terms of K̂β(f), |β| ≤ |α|. The Klainerman-Sobolev inequalities for velocity
averages of Vlasov fields of Section 16 combined with the energy estimates then
automatically provide decay estimates for such quantities, at least when all C and
h coefficients appearing can be estimated pointwise.
Recall the definition of the energy momentum tensor
Tαβ[f ] =
∫
v
fvαvβ
√
−g−1 dv
gα0vα
.
We can write
Tαβ[f ] =
∫
v
fwαwβLα,β(v, h) dv√
1 + |v|2 =
∫
v
fwαwβLα,β(v, h)dv
w0
,
where the functions30 Lα,β(v, h) are given by
L0,0(v, h) =
√
−g−1 v0v0
w0w0
w0
gα0vα
,
L0,i(v, h) =
√
−g−1 v0
w0
w0
gα0vα
,
Li,j(v, h) =
√
−g−1 w
0
gα0vα
.
In view of the definition (2.8) of the tensor field S[f ], we also define L′αβ =
gαβ
√−g−1 w0
gα0vα
, so that∫
v
fL′αβ(v, h) dv√
1 + |v|2 = gαβ
∫
v
f
√
−g−1 dv
gα0vα
.
We have easily
Lemma 9.1. Let L be any of the above L or L′ functions. For any multi-index α,
|KαL| . 1
(1 + u)αX
sup
|β|≤|α|
|Kβ(h)|,
and
|∂viKαL| . 1
w0(1 + u)αX
sup
|β|≤|α|
|Kβ(h)|,
30Note that the Lα,β are not tensorial in α or β.
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where αX is the number of X vector fields in K
α.
Now, for any multi-index |α|, we have
KαTµν [f ] =
∑
|β|+|γ|≤|α|
Aβγ
∫
v
Kβ(f)wµwνK
γ (Lµ,ν)
dv√
1 + |v|2 ,
for some constants Aβγ.
Remark 9.2. All the terms above with |γ| ≥ 1 will have strong decay properties
and can be considered as cubic terms.
Let us introduce the notation
Tµν [f ] :=
∫
v
fwαwβ
dv√
1 + |v|2 ,
for the energy momentum tensor of a Vlasov field corresponding to the flat Minkowski
metric η. From the above, we can write
Tµν [f ] = Tµν [fL],
dropping the indices on the L functions. Since we can always write ∂xi in terms of
Xi and ∂t, commuting with translations causes no difficulty. We consider in the
following lemma the case of the homogeneous vector fields Z.
Lemma 9.3. Let Z be a Lorentz boost Zi or the scaling vector field S. Let Ẑ be
its complete lift for Zi a Lorentz boost and Ẑ = S if Z = S. Let Y = Ẑ + C.X be
the modified version of Ẑ.
Then,
ZTµν [f ] = Tµν [fZ(L)] + Tµν [Y (f)L]− Tµν [C ·X(f)L]
+ cs
∫
v
f∂v(wµwνL)dv.
where cs = 0 for the scaling vector field.
Proof. This is a simple calculation. We do the computation in the case of a Lorentz
boost Zi. First, we distribute Z and obtain
ZTµν [f ] = Tµν [fZ(L)] + Tµν [Z(f)L].
For the second term on the right-hand side, we then write Z = Y −csw0∂v−C ·X,
where cs = 0 for the Z = S, and we integrate by parts in v (note that the w
0 in
w0∂v cancels with the
1
w0
of the measure) which gives
Tµν [Z(f)L] = Tµν [Y (f)L]− Tµν [C ·X(f)L] + cs
∫
v
f∂v(wµwνL)dv.

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Note that for the term
∫
v
f∂v(wµwνL)dv, we can distribute the ∂v, producing
three terms which behave essentially like Tµν [f ] or better. On the other hand,
since the coefficients C a priori have a ρδ/2u1/2 growth, we see that the term
Tµν [C ·X(f)L] behaves a priori worse by a factor of ρδ/2u1/2 than the other terms.
To improve upon the above commutation relation, we will make use the im-
proved estimates (8.3) on X(C). More precisely, we will use the following improved
decomposition.
Lemma 9.4. For any regular distribution function k := k(t, x, v), Tµν [C ·X(k)L]
can be expressed as a linear combination31 of terms of the form Tαβ[F ], where F
is a linear combination of
CkX(L),
X(C)kL,
1
1 + u
Y (CkL),
1
1 + u
X(CkL),
1
1 + u
C ·X(CkL),
1
1 + u
CkL.
Proof. We compute
Tµν [C ·X(k)L] = Tµν [X (CkL)]− Tµν [X(C)kL]− Tµν [CkX(L)].
For the first term on the right-hand side, we write X as a linear combination of
the homogeneous vector fields (cf Appendix A) X = 1
u
aαZ
α, which we can also
write
X =
1
1 + u
aαZ
α +
X
1 + u
.
Finally, for any Z vector fields in the above decomposition of X, we replace it in
terms of its modified vector field version using as usual that Z = Y −csw0∂v−C ·X
and we integrate by parts in v. 
Let us define by Q any of the vector fields X, Z or ∂v. Again, for a muli-index
β we will write Qβ for a combination of |β| such vector fields. We then have the
following higher order commutator formula.
Lemma 9.5. For any multi-index α, K̂αTµν [f ] can be written as a linear combi-
nation of the terms Tαβ[F ], where F are, modulo multiplications by a function in
31It can happen that the component Tµν [C ·X(k)L] is expressed in terms of others components
Tαβ [F] with (α, β) 6= (µ, ν), hence the cumbersome sentence.
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Fv, of the form
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂β(f)Qγ(L),
where rZ,2 +sX,2 ≤ |α|−1, rZ,1 +sX,1 +rZ,2 +sX,2 + l2 + |γ|+ |β| ≤ |α| and 2q ≥ l1,
q ≤ |α|, γX ≥ l′1, l2 ≤ |α|.
Proof. We have already proven the lemma for |α| = 1, in view of Lemmas 9.3 and
9.4, as can be checked easily. For instance,
(1) The terms arising from 1
1+u
C · X(C)fL (see Lemma 9.4) correspond to
l1 = 1, q = 1, l2 = 1, l
′
1 = 0 and rZ,1 + sX,1 + rZ,2 + sX,2 + |γ|+ |β| = 0.
(2) The terms arising from 1
1+u
C2X(f)L (see Lemma 9.4) correspond to l1 = 2,
q = 1, l2 = 0 , l
′
1 = 0 and rZ,1 + sX,1 + rZ,2 + sX,2 + |γ|+ |β| = 0.
(3) The terms arising from CkX(L) (see Lemma 9.4) correspond to l′1 = 1,
γX = 1 = |γ|, q = 0, l1 = l2 = 0 and rZ,1 + sX,1 + rZ,2 + sX,2 + |β| = 0.
Assume that the statement holds for some multi-index α and consider a differen-
tial operator of the form K ·Kα. When K is a translation, we simply distribute K
on each of the three factors. For K a Lorentz boost or the scaling vector field, we
simply apply the first order commutator formula and verifies that each resulting
term is of the above form. 
When |α| = N , we cannot apply the previous formula, as it would involve
derivatives of the C coefficients of order N , which themselves would demand a
control on ∂ZN+1h. Instead, we rely on the following argument. First, we commute
once the energy momentum tensor, using only Lemma 9.3. According to the above
first order formula, we obtain for KTµν [f ]
• The good commutation terms, denoted GT , are of the form
Tµν [fK(L)], Tµν [K̂(f)L],
∫
v
f∂v(wµwνL)dv.
• The bad commutation terms, denoted BT , of the form
Tµν [C ·X(f)L].
For the GT terms, we can then commute N − 1 extra times, using Lemma 9.5.
The error terms that we then obtain are listed in the following lemma32.
Lemma 9.6. Let α be a multi-index with |α| ≤ N − 1. Then, for any GT term,
KαGT can be written as a linear combination of the terms Tαβ[F ], where F are,
modulo multiplication by a function in Fx,v, of the form
32In the following lemmas, one should keep in mind that the multi-index α has length at most
N − 1, so that the maximum number of commutations for f never exceeds N and the maximum
number of commutations for any C coefficient never exceeds N − 1.
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(1) Form 1 (comes from the GT term Tµν [K̂(f)L])
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂β(K̂f)Qγ(L),
where rZ,2 + sX,2 ≤ |α| − 1, rZ,1 + sX,1 + rZ,2 + sX,2 + l2 + |γ| + |β| ≤ |α|
and 2q ≥ l1, q ≤ |α|, γX ≥ l′1, l2 ≤ |α|.
(2) Form 2 (comes from the GT terms Tµν [fQ(L)] )
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂β(f)Qγ(QL),
where rZ,2 + sX,2 ≤ |α| − 1, rZ,1 + sX,1 + rZ,2 + sX,2 + l2 + |γ| + |β| ≤ |α|
and 2q ≥ l1, q ≤ |α|, γX ≥ l′1, l2 ≤ |α|.
(3) Form 3 (comes from the GT term
∫
v
f∂v(wµwν)Ldv)
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂β(f)Qγ(L),
where rZ,2 + sX,2 ≤ |α| − 1, rZ,1 + sX,1 + rZ,2 + sX,2 + l2 + |γ| + |β| ≤ |α|
and 2q ≥ l1, q ≤ |α|, γX ≥ l′1, l2 ≤ |α|.
These terms do not pose any regularity issue since only at most N−1 derivatives
of the C coefficients are involved and they also do not pose any decay issue, since
all the C coefficients in P2 are hit by at least one X derivative and all the C
coefficients in P1 are compensated either by the prefactor in 1/(1 + u) or from the
extra decay coming from γX .
For the BT terms, we can also commute N−1 extra times, which gives similarly,
Lemma 9.7. Let α be a multi-index with |α| ≤ N − 1. Then, for any BT term,
KαBT can be written as a linear combinations of the terms Tµν [F ], where F is of
the form
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂β(C)K̂σ(Xf)Qγ(L),
where rZ,2 + sX,2 ≤ |α| − 1, rZ,1 + sX,1 + rZ,2 + sX,2 + l2 + |γ|+ |β|+ |σ| ≤ |α| and
2q ≥ l1, q ≤ |α|, γX ≥ l′1, l2 ≤ |α|.
If we naively estimate the error terms coming from the previous lemma, they
contain a priori an extra power of K̂β(C). At least when we can estimate them
pointwise, this would lead to a loss of ρδMu1/2 and we would not be able to improve
the top order energy estimates33.
33Note that later we will obtain improved estimates on the K̂β(C) for |β| small enough.
However, to obtain the improved estimates, we also need improved decay of the source terms, so
they cannot be immediately used here.
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Instead, we separate all the terms above into two sets, the terms for which one
of the C coefficients is hit by |α| vector fields (which arises only if |β| = |α| or
rZ,1 + sX,1 = |α| or rZ,2 + sX,2 = |α| − 1) denoted BT|α| and the terms for which
no C coefficients is hit by |α| vector fields, denoted BT<|α|.
From the above definition, we have
Lemma 9.8. • The BT|α| terms are all of the form Tµν [F ], where F are
linear combinations of
1. 1
(1+u)q
C l1Kβ(C)X(f)L, with |β| = |α| and 2q ≥ l1,
2. CKβ(XC)X(f)L, with |β| = |α| − 1.
• The BT<|α| terms are all of the form Tαβ[F ], where F are, modulo multi-
plications by a function in Fv, of the form
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂β(C)K̂σ(Xf)Qγ(L),
where rZ,2 +sX,2 ≤ |α|−1, rZ,1 +sX,1 +rZ,2 +sX,2 + l2 + |γ|+ |β|+ |σ| ≤ |α|,
|β| ≤ |α| − 1, and 2q ≥ l1, q ≤ |α|, γX ≥ l′1 l2 ≤ |α| and no C coefficients
in the formula is hit by more than |α| − 1 vector fields34.
In the above terms, the worst terms are the BT|α| terms as in 1., with q = 0,
which are the terms leading to the eventual extra35 growth for the top order energy
EN [h]. The other BT|α| terms, always contain at least a C coefficient with low (no)
derivatives and we will be able to use the improved decay (cf (14.4)) to estimate
those.
However, the BT<|α| terms as written above are not good enough, in that
they a priori contain one extra power of K̂β(C). We divide them into two sets,
BT<|α|,|σ|<|α| and BT<|α|,|σ|=|α|, according to the value of σ. We note that
• The BT<|α|,|σ|<|α| terms involve only |K̂σ(Xf)| for |σ| < |α| ≤ N − 1 (so
|σ| + 1 ≤ N − 1) and K̂β(C) for |β| ≤ |α| − 1 ≤ N − 2. This implies
that controlling the BT<|α|,|σ|<|α| can be achieved using only estimates on
EN−1[h] and EN−1[f ].
• The BT<|α|,|σ|=|α| terms are of the form
1
(1 + u)q
C l1+1K̂σ(Xf)L,
where 2q ≥ l1. Here, there are no derivatives acting on the C coefficients,
so we will be able to estimate them using the improved decay (14.4).
34For the C coefficients in P2, this means that a top order term is of the form K̂
σX(C), with
|σ| = |α| − 2.
35There is also an independent source of growth coming from the pure Einstein non-linearities.
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For the terms BT<|α|,|σ|=|α|, we can also use here the fact that we can transfer
the X derivative of f as in the first order commutator formula, leading to the
following lemma.
Lemma 9.9. Any BT<|α|,|σ|=|α| term can be rewritten as a linear combination of
• BT<|α|,|σ|<|α| terms and
• Good terms of the form of the form Tµν [F ], with F given as a linear com-
bination of terms of the form
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂σ(f)Qγ(L),
where rZ,2 + sX,2 ≤ |α|, rZ,1 + sX,1 + rZ,2 + sX,2 + l2 + |γ| + |σ| ≤ |α| + 1,
2q ≥ l1, γX ≥ l′1, q ≤ |α| + 1, l2 ≤ |α| + 1 and no C coefficients in the
formula is hit by more than |α| vector fields.
Proof. Consider a BT<|α|,|σ|=|α| term, denoted T , of the form
T =
1
(1 + u)q
C l1+1K̂σ(Xf)L.
We first commute the X and the K̂σ. We obtain
T =
1
(1 + u)q
C l1+1XK̂σ(f)L+
1
(1 + u)q
C l1+1[K̂σ, X](f)L
= T1 + T2.
We consider T1 first. As in the first order case, we write it as
(9.1) T1 = T1,1 + T1,2,
where
T1,1 := X
(
1
(1 + u)q
C l1+1K̂σ(f)L
)
and
T1,2 := −K̂σ(f) ·X
(
1
(1 + u)q
C l1+1L
)
.
For T1,2, we simply distribute the X derivatives.
For T1,1, we rewrite the first X in terms of the Z vector fields, schematically as
X = 1
u
Z, and finally complete the Z vector fields. Thus, we can rewrite T1,1 in
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terms of
1
(1 + u)
Y
(
1
(1 + u)q
C l1+1K̂σ(f)L
)
1
(1 + u)
C ·X
(
1
(1 + u)q
C l1+1K̂σ(f)L
)
1
(1 + u)
csw
0 · ∂v
(
1
(1 + u)q
C l1+1K̂σ(f)L
)
.
For the first and second error terms, we can simply distribute the Y and X deriva-
tives. For the last error term, we integrate by parts in v. All the terms then take
the form of the lemma.
We now consider T2. Using Lemma 6.3, [K̂
σ, X] can be written as a linear
combination of terms of the form
P (X(C))k,rZ ,sX ·Kα′ ,
where |α′|+ rZ + sX ≤ |σ|, |α′| ≤ |σ|, α′X ≥ 1, k ≤ |σ|, rZ + sX ≤ |σ| − 1. 
Finally, we note that in the special case when Kα = XKβ, with |β| = |α| − 1,
then there are no dangerous terms, even at the top order when |α| = N . More
precisely, we have
Lemma 9.10. Let β be a multi-index with |β| ≤ N −1 and let Kα = XKβ, where
X = ∂xγ . Then, K
αTαβ[f ] can be written as a linear combination of the terms
Tµν [F ], with F given as a linear combination of terms of the form
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂σ(f)Qγ(L),
where rZ,2+sX,2 ≤ |α|−2, rZ,1+sX,1 ≤ |α|−1, rZ,1+sX,1+rZ,2+sX,2+l2+|γ|+|σ| ≤
|α|, and 2q ≥ l1, q ≤ |α|, γX ≥ l′1, l2 ≤ |α|.
Proof. We use first Lemma 9.7 and then commute once by X. Again, we can
write X = Y−CX−csw
0∂v
1+u
. It follows that the resulting terms have the required
structure. 
10. The analysis of the reduced Einstein equations
10.1. Structure of the reduced Einstein equations. Recall the basic struc-
ture of the reduced Einstein equations
˜ghαβ = Fαβ(h, ∂h)− Sαβ[f ]
First, we recall the structure of the semi-linear terms Fαβ(h, ∂h) (see for instance
[LR05, Lemma 3.1]).
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Lemma 10.1. We have Fαβ := Pαβ +Qαβ, where
Qαβ = g
λλ′gδδ
′
∂δgαλ′∂δ′gβλ − gλλ′gδδ′
(
∂δgαλ′∂λgβδ′ − ∂δgβδ′∂λgαλ′
)
+ gλλ
′
gδδ
′(
∂αgλ′δ′∂δgλβ − ∂αgλβ∂δgλ′δ′
)
+
1
2
gλλ
′
gδδ
′(
∂αgλβ∂λ′gδδ′ − ∂αgδδ′∂λ′gλβ
)
+ gλλ
′
gδδ
′(
∂βgλ′δ′∂δgλα − ∂βgλα∂δgλ′δ′
)
+
1
2
gλλ
′
gδδ
′(
∂βgλα∂λ′gδδ′ − ∂βgδδ′∂λ′gλα
)
,
and
Pαβ = −1
2
gλλ
′
gδδ
′
∂αgδλ′∂βgλδ′ +
1
4
gδδ
′
gλλ
′
∂βgδδ′∂αgλλ′ .
The Q terms are all null forms and therefore will enjoy strong decay properties.
The P terms are not null forms. To control them, one uses the wave coordi-
nate conditions, together with a hierarchy in the estimates: this is the weak null
condition (cf [LR05]).
10.2. Classification and structure of the pure Einstein non-linearities.
This section is concerned with the analysis of the nonlinear terms of the Einstein
equations non-interacting with the Vlasov field f , such as those arising from KγFαβ
and commutator terms [Kγ, hµν∂µ∂ν ]hαβ.
First, we provide a classification of all possible such non-linearities. Our ter-
minology follows closely that of [LM15], Section 4.3. Below Z denotes any of the
homogeneous vector fields Zi or S, while ∂ denotes any of the ∂xγ vector fields.
Note that in [LM15], the scaling vector field was not part of the algebra of commu-
tator vector fields, since it does not commute well with the Klein-Gordon equation.
Nonetheless, most computations and conclusions of [LM15] still remain true in our
case even with S as a commutator, since in our setting, it behaves similarly to
any other homogeneous vector field. We will highlight any important differences
below.
In the notation below for the non-linear terms, the p index refers to the total
number of vector fields while the index k only refers to the original number of
homogeneous vector fields.
• The basic semi-linear terms QS(p, k). They are linear combinations of the
following terms
∂IZJ
(
∂µhαβ∂νhα′β′
)
,
with |I|+ |J | ≤ p, |J | ≤ k.
• The basic quasi-linear terms Q(p, k) arising from [∂IZJ , hµν∂µ∂ν ]hαβ
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They are linear combinations of the following terms
∂I1ZJ1hα′β′∂
I2ZJ2∂µ∂νhαβ, hα′β′∂µ∂ν∂
IZJ
′
hαβ,
with |I1|+ |I2| ≤ p− k, |J1|+ |J2| ≤ k and |I2|+ |J2| ≤ p− 1 and |J | < |J |.
• The cubic terms Cub(p). They are linear combinations of the following
terms
Kα(h).Kβ(h).∂Kγ(h), Kα(h).∂Kβ(h).∂Kγ(h)
with |α|+ |β|+ |γ| ≤ p.
• The good semi-linear terms GQS(p, k). They are linear combinations of
the following terms and their derivatives of order p+ k
∂IZJ
(
∂ahαβ∂γhα′β′
)
, (s/t)2∂ILJ
(
∂thαβ∂thα′β′
)
,
with |I|+ |J | ≤ p and |J | ≤ k.
• The good quasi-linear terms GQQ(p, k) arising from [∂IZJ , hµν∂µ∂ν ]hαβ.
They are linear combinations of the following terms
∂I1ZJ1hα′β′∂
I2ZJ2∂a∂µhαβ, ∂
I1ZJ1hα′β′∂
I2ZJ2∂µ∂bhαβ,
hα′β′∂
IZJ
′
∂a∂µhαβ, hα′β′∂
IZJ
′
∂µ∂bhαβ,
with |I1|+ |I2| ≤ p− k, |J1|+ |J2| ≤ k and |I2|+ |J2| ≤ p− 1, |J ′| < |J |.
• The frame terms Com(p, k). These terms are linear combinations of the
following terms
t−1QS(p, k),
t−1∂I1ZJ1hµν∂I2ZJ2∂γhµ′ν′ ,
t−2∂I1ZJ1hµν∂I2ZJ2hµ′ν′ ,
where |I| ≤ p−k, |J | ≤ k and |I1|+|J1| ≤ p−1, |I1|+|I2| ≤ p−k, |J1|+|J2| ≤
k.
We then recall how the non-linearities arising from Fαβ and [∂
IZJ , hµν∂µ∂ν ] can
be decomposed, using the above notations.
We start with the commutator terms.
Lemma 10.2. [LM15, Lemma 4.4].
For |I| = p− k and |J | = k, the commutator [∂IZJ , hµν∂µ∂ν ]hαβ can be written
as a linear combination of the following terms
GQQ(p, k), t−1∂I3ZJ3hµν∂I4ZJ4∂γhµ′ν′ ,
∂I1ZJ1h00∂I2LJ2∂t∂thαβ, L
J ′1h00∂IZJ
′
2∂t∂thαβ,
h00∂γ∂γ′∂
ILJ
′
hαβ,
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where I1 + I2 = I, J1 + J2 = J with |I1| ≥ 1, J ′1 + J ′2 = J with |J ′1| ≥ 1 and
|J ′| < |J |, |I3|+ |I4| ≤ |I|, |J3|+ |J4| ≤ |J |.
The Qαβ terms in Fαβ are all null forms and those pose no threat. For Pαβ, we
need
Lemma 10.3. [LM15, Lemma 4.10]. Let P denotes the components of P in the
semi-hyperboloidal frame. Then
• P 00 can be written as a linear combinations of the following terms
GQS(0, 0), Cub(0, 0), Com(0, 0), ηγγ
′
ηδδ
′
∂thγγ′∂thδδ′ , η
γγ′ηδδ
′
∂thγδ∂thγ′δ′ .
• P aβ can be written as a linear combinations of terms of type GQS(0, 0) and
Cub(0, 0).
So, the only problematic terms in Pαβ are η
γγ′ηδδ
′
∂thγγ′∂thδδ′ and η
γγ′ηδδ
′
∂thγδ∂thγ′δ′ .
They will be controlled using the wave gauge condition.
10.3. Metric components in the semi-hyperboloidal frame. In this section,
we recall the structure of the wave equations for the components of h in the semi-
hyperboloidal frame.
Recall that
Sαβ[f ] =
(
Φα
′
α Φ
β′
β
)
tα′β′ =
∫
v
f(2vαvβ + gαβ)dµv
and denote by S, its components in the semi-hyperboloidal frame.
Then, we easily compute (cf [LM15, Section 4.6])
˜gh00 = Φα
′
0 Φ
β′
0 Qα′β′ + P 00 − S00 + Cub(0, 0),
˜gh0a = Φα
′
0 Φ
β′
a Qα′β′ + P 0a − Sa0 +
2
t
∂ah00 −
2xa
t3
h00 + Cub(0, 0),
˜ghaa = Φα
′
a Φ
β′
a Qα′β′ + P aa − Saa +
4xa
t2
∂ah00 +
4
t
∂ah0a −
4xa
t3
h0a
+
(
2
t2
− 6|x
a|2
t4
)
h00 + Cub(0, 0),
˜ghab = Φα
′
a Φ
β′
b Qα′β′ + P ab − Sab +
2xb
t2
∂ah00 +
2xa
t2
∂bh00 +
2
t
∂ah0b
+
2
t
∂bh0a −
6xaxb
t4
h00 − 2x
a
t3
h0b − 2x
b
t3
h0a + Cub(0, 0), (a 6= b).
10.4. Estimates of the metric nonlinearities. We state here decay estimates
which are direct consequences of the bootstrap assumption 3.4. In particular, the
estimates that follow are independent from those concerning Vlasov fields.
We consider first decay estimates for the ”good” nonlinear terms.
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Lemma 10.4. [LM15, lemmas 6.1 and 6.2] For any of the following nonlinear
terms, we have
• The pointwise estimates
||GQS(N − 2, k)||L∞ .  ρ
δ
t2ρ
,
||GQQ(N − 2, k)||L∞ . ρ
δ
t3
,
||Com(N − 2, k)||L∞ .  ρ
δ
t5/2ρ
,
||Cub(N − 2, k)||L∞ . ρ
3/2δ
t5/2ρ
.
• The L2 estimates
||GQS(N, k)||L2(H?ρ ) . 
ρδ
ρ3/2
,
||GQQ(N − 2, k)||L∞ .  ρ
δ
ρ3/2
,
||Com(N, k)||L2(H?ρ ) . 
ρδ
ρ5/2
,
||Cub(N, k)||L2(Hρ) . 
ρ3/2δ
ρ3/2
.
Recall that it follows from the gauge condition that ∂h00 is controlled by the
good derivatives h (Lemma 3.5). Thus, the L2 estimates of ∂Kαh contained in
the bootstrap assumptions can be translated into improved L2 estimates for ∂h00.
More specifically, we have
Lemma 10.5. [LM15, lemmas 7.5] Under the bootstrap assumptions, for any
|α| ≤ N ,
||Kα∂t,xh00||L2(H?ρ ) . 1/2ρδ/2.
Let now hm := gm − η, where gm is the Schwarzschid metric in the semi-
hyperboloidal frame and define h1 as
h := χ(r/t)hm + h1 = h0 + h1,
where h0 = χ(r/t)hm and χ is smooth real function verifying 0 ≤ χ ≤ 1, χ(x) = 0
for x ∈ [0, 1/3], χ(x) = 1 for 1 ∈ [2/3, 1]. Note that since m is small and t ≥ 2, h1
is regular up to r = 0.
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By explicit calculations,
|∂αt,xh000 | . mt−1+|α|,
||∂t,xh000 ||L2(Hρ) . m . 1/2.
We then state
Lemma 10.6. [LM15, Lemma 7.6] Under the bootstrap assumptions, we have∥∥∥∥(ρt)−1+δ ρ−1Kαh001
∥∥∥∥
L2(H?ρ )
. 1/2ρδ/2.
Note that the proof of the above lemma only makes use of the bootstrap as-
sumptions for h and functional inequalities on each hyperboloid Hρ. In particular,
it is independent of the equations satisfied by h and therefore of the Vlasov field.
We also recall here the estimates on [Kα, hµν∂xµ∂xν ]h.
Lemma 10.7. [LM15, Lemmas 7.7 and 7.8] Under the bootstrap assumptions,
• For any |α| ≤ N − 2, and any (t, x) ∈ K ∩ {ρ ≥ 2},
|[Kα, hµν∂xµ∂xν ]h| (t, x) . t−2ρ−1+δ
+ 1/2
(
t−1 + (
ρ
t
)2t−1/2ρδ
) ∑
|β|<|α|,βZ<αZ ,βX=αX
∣∣∂2tKβh∣∣ .
• For any |α| ≤ N and any ρ ≥ 2,
||ρ[Kα, hµν∂xµ∂xν ]h||L2(H?ρ ) . ρ
δ + 1/2ρδ/2
∑
βX=αX ,βZ≤1
||ρ2
(ρ
t
)1−δ
Kβ∂2t h||L∞
+ 1/2ρ1/2+δ/2
∑
βX=αX ,βZ<αZ
||
(ρ
t
)5/2
∂2tK
βh||L∞ .
10.5. Second derivatives of the metric and consequences. In [LM15], an
important difficulty comes from the fact that the scaling vector field is not part
of the algebra of commuting vector fields. Since we do here commute with S, the
estimates on the second derivatives of the metric are a direct consequence of the
basic decay estimates and the usual decomposition ∂t,x =
1
u
aαZ
α, see Appendix
A.
Thus, we have directly,
Lemma 10.8. • For any |α| ≤ N − 3 and any (t, x) ∈ K ∩ {ρ ≥ 2},
|∂2t,xKαh|(t, x) . ρδ/2
1
t(1 + u)−3/2
. ρδ/2 t
1/2
tρ3/2
.
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• For any |α| ≤ N − 1 and any ρ ≥ 2,
||ρ
3
t2
∂2t,xK
αh||L2(H?ρ ) . ρδ/2.
This leads to the improved estimates for the commutators [Kα, hµν∂xµ∂xν ]h.
Lemma 10.9. [LM15, Lemma 8.6] Under the bootstrap assumptions,
• For any |α| ≤ N − 4,
|[Kα, hµν∂xµ∂xν ]h| . 1/2t−2ρ−1+δ + 1/2t−1/2ρ−3+δ.
• For any |α| ≤ N ,
||ρ[Kα, hµν∂xµ∂xν ]h||L2(H?ρ ) . 
1/2ρ−1/2+3/2δ + 1/2
∑
βX=αX ,βZ<αZ
||ρ3t−2∂2tKβh||L2(H?ρ ).
10.6. Improved L∞ estimates for transversal derivatives. As in [LM15,
Proposition 9.1], we have
Lemma 10.10. We have the improved L∞ estimates
|∂uKα∂t,xhaβ| . 1/2t−1+C, |α| ≤ N − 4,
|∂u∂γt,xhaβ| . 1/2t−1, |γ| ≤ N − 4.
Proof. The proof is similar to that of [LM15, Proposition 9.1], replacing the esti-
mates on the Klein-Gordon field φ by those on the Vlasov field, since these terms
have the exact same decay, according to Proposition 16.2. 
These improved estimates imply
Lemma 10.11. [LM15, Lemma 8.6] For any multi-index α with |α| ≤ N , we have
||KαP ||L2(H?ρ ) . 1/2ρ−1E?N(h)1/2 + 1/2ρ−1+C
1/2E?N−1(h)1/2 + ρ−3/2+δ.
11. Energy estimate for the metric coefficients
The purpose of this section is to perform the energy estimate for the Einstein
equation in the wave gauge
(11.1) ˜ghαβ = Fαβ(h, ∂h)−
∫
v
f (2vαvβ + gαβ) dµv.
We introduce here the notation
Sαβ =
∫
v
f (2vαvβ + gαβ) dµv.
Dropping the α, β indices, we rewrite the wave equations as
˜gh = F − S.
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11.1. Basic energy estimate. The first step is the basic energy estimate (see
[LM15, Proposition 3.1]).
Proposition 11.1. For any multi-index |α| ≤ N , the following energy estimate
holds :
E [Kαh](ρ) . Eg[Kαh](2) +m2 +
∫ ρ
2
E [Kαh](ρ′)1/2||KαF ||L2(H?
ρ′ )
dρ′
+
∫ ρ
2
E [Kαh](ρ′)1/2‖[Kα, Hµν∂µ∂ν ]h‖L2(H?
ρ′ )
dρ′
+
∫ ρ
2
E [Kαh](ρ′)1/2M [Kαh](ρ′) dρ′
+
∫ ρ
2
E [Kαh](ρ′)1/2
∑
|β|≤|α|
||Kα(S)‖L2(H?
ρ′ )
dρ′
+
∑
|β|<|α|
(∫ ρ
2
E [Kαh](ρ′)1/2||KβF ||L2(H?
ρ′ )
dρ′
+
∫ ρ
2
E [Kαh](ρ′)1/2‖[Kβ, Hµν∂µ∂ν ]h‖L2(H?
ρ′ )
dρ′
+
∫ ρ
2
E [Kαh](ρ′)1/2||Kβ(S)‖L2(H?
ρ′ )
dρ′
)
.
in which M [Kαh](ρ) is a positive function such that∫
H?ρ
(ρ/t)
∣∣∂µgµν∂ν(Kαhαβ)∂t(Kαhαβ)− 1
2
∂tg
µν∂µ
(
Kαh
)
∂ν
(
Kαh
)∣∣ dx
≤M [Kαh](ρ).E [Kαh](ρ′)1/2.
Remark 11.2. The above lemma implies in particular, the slightly weaker estimate
E [Kαh]1/2(ρ) . Eg[Kαh](2)1/2 +m+
∑
|β|≤|α|
(∫ ρ
2
||KβF ||L2(H?
ρ′ )
dρ′
+
∫ ρ
2
‖[Kβ, Hµν∂µ∂ν ]h‖L2(H?
ρ′ )
dρ′
+
∫ ρ
2
||Kβ(S)‖L2(H?
ρ′ )
dρ′
)
+
∫ ρ
2
M [Kαh](ρ′) dρ′.
The reason why we keep the above estimate is that at top order, we will need to be
a bit more careful to apply a Gro¨nwall type inequality.
As in [LM15], Lemma 7.3, we have, as a direct consequence of the bootstrap
assumptions (3.4),
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Lemma 11.3 (Estimates for M). For any multi-index |α| ≤ N , we have
M [Kαh] . ρ−3/2+δ.
11.2. Improved estimates for E?N−4[h]. For |α| ≤ N − 3, it follows from Propo-
sition 16.2 that the contribution of KαS[f ] to the above energy estimates is inte-
grable, since its L2 norm decays like ρDδ−3/2. Moreover, we have
Lemma 11.4. [LM15, Lemmas 10.1 and 10.2 ]
• For any α with |α| ≤ N ,
||KαF ||L2(H?ρ ) . ρ−3/2+δ + ρ−1E?|α|(ρ)1/2 + ρ−1+D
1/2E?|α|−1.(ρ)1/2.
• For any α with |α| ≤ N − 4,
||[Kα, hµν ]∂µ∂νh||L2(H?ρ ) . ρ−3/2+δ + ρ−1E?|α|(ρ)1/2 + ρ−1+D
1/2E?|α|−1.(ρ)1/2.
As a consequence,
Proposition 11.5. [LM15, Proposition 10.3] We have the improved estimates
EN−4[h](ρ) ≤ D/2ρD1/2 .
12. Improved decay estimates for the inhomogenous wave equation
First, in view of the improved energy estimates for the metric coefficients up
to N − 1, we have, by standard Klainerman-Sobolev inequality, the following im-
provement upon (3.6)-(3.7).
Proposition 12.1. One has the decay estimates, for all |α| ≤ N − 2, and ρ ≥ 2,
|Kα∂h|(t, x) + |∂Zαh|(t, x) . 1/2ρD1/2 1
t(1 + u)1/2
,(12.1)
|Kαh|(t, x) . 1/2ρD1/2 (1 + u)
1/2
t
.(12.2)
We now rewrite the wave equation for the metric components in terms of the
flat wave operator, under the form
Kαh =
∑
|β|≤|α|
Cαβ
(−Kβ (Hµν) +KβF −KβS[f ]) ,
where the sum appears because of the possible commutation with the scaling vector
field and the idendity [, S] = 2.
From standard L∞ estimates for solutions to the inhomogeneous wave equation
(see for instance [LM15, Proposition 3.10]), we have
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Proposition 12.2. Assume that we have the pointwise estimates∑
|β|≤|α|
(|Kβ(Hµν∂µνh)|+ |KβF |+ |KβS[f ]|) . 
µ|ν|t
−2−ν(t− r)−1+µ.
Then, for 0 < µ ≤ 1/2 and 0 < ν ≤ 1/2, one has
(12.3) |Kαh(t, x)| ≤ 
µ|ν|t
−1(t− r)µ−ν + 1/2t−1,
while, for 0 < µ ≤ 1/2 and −1/2 ≤ ν < 0,
(12.4) |Kαh(t, x)| ≤ 
µ|ν|t
−1−ν(t− r)µ + 1/2t−1.
As a consequence, we have
Proposition 12.3. For any α with |α| ≤ N − 3, we have
|Kαh| . ρ
Dδ
δ2t
+
1/2
t
,
and
|∂Kαh| . ρ
Dδ
δ2(1 + |u|)t +
1/2
t(1 + u)
.
Proof. It suffices to apply the above proposition with µ = Dδ/4, ν = −Dδ/4.
Note that the required decay assumptions on the metric terms follows from the
bootstrap assumptions, while those on the Vlasov term follows from Proposition
16.2. 
Finally, we note that from the above proposition with δ = 1/2, we have
Proposition 12.4. For any α with |α| ≤ N − 3, we have
|Kαh| . ρ
D1/2
t
,
and
|∂Kαh| . ρ
D1/2
(1 + |u|)t .
13. Improved estimates for E?N−1[h].
From Proposition 17.15, the error term coming from the Vlasov field can be
estimated as
(13.1) ||Kα(S)||L2(H?ρ ) . ρ−3/2+Dδ
and is therefore integrable.
Moreover, we have
Lemma 13.1. [LM15, Lemma 12.2]
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• For any α with |α| ≤ N − 1,
||[Kα, hµν∂µ∂ν ]h||L2(H?ρ ) . 1/2ρ−1E?N−1[h](ρ) + 1/2ρ−1+DE?N−2[h](ρ)
+ 1/2ρ−3/2+Dδ.
• For any α with |α| ≤ N ,
||[Kα, hµν∂µ∂ν ]h||L2(H?ρ ) . 1/2ρ−1E?N [h](ρ) + 1/2ρ−1+DE?N−1[h](ρ)
+ 1/2ρ−3/2+Dδ + ||KαS[f ]||L2(H?ρ ).
Proof. The proof is similar to that of [LM15, Lemma 12.2], replacing the terms
coming from the Klein-Gordon field by the Vlasov field. When |α| ≤ N − 1, then
the contribution of the Vlasov field is controlled from (13.1), hence the statement
of the Lemma. 
Remark 13.2. We will use the second inequality of the lemma for only in the top
order estimate, but we stated it here since the proof is identical expect that we kept
the Vlasov terms since we do not have yet estimates on them.
This leads to the following improved estimate for E?N−1[h].
Proposition 13.3. We have
E?N−1[h](ρ) . ρD
1/2
.
Remark 13.4. The analogue in [LM15] is contained in their Lemma 12.7. How-
ever, their proof is different because of the estimates on the Klein-Gordon field.
Note that in [LM15, Lemma 12.7], the estimate hold up to the top order, but here,
we stop at N−1, since above the contribution of the Vlasov field must be estimated
differently.
Proof. This is a simple consequence of Gronwall lemma together with the above
estimates on each of the non-linear terms and the energy estimate. 
14. Improved estimates for the Vlasov field
In this section, we prove improved estimates for the Vlasov field.
14.1. Multiplications by powers of v and the z weights. We consider here
the effects of adding additional v or z weights. First, we compute
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Lemma 14.1 (Multiplication by v weights). Let w0 =
√
1 + |v|2. We have
Tg(w
0) = −1/2vαvβhαβ,i
vi
w0
= −1/2vαvβ∂xi (Φ · Φ)hαβ v
i
w0
− 1/2v0v0h00,i
vi
w0
− vav0ha0,i
vi
w0
− 1/2vavbhab,i
vi
w0
.
In particular,
(14.1) |Tg(w0)| . 1/2ρδ−3/2
(
w0
ρ
t
+
t
ρ
|va|2
w0
)
.
Since the above error is integrable, it follows that for any distribution function
k for which we can prove the energy estimate, we can also prove weighted energy
estimate, replacing k by (1+ |v|2)q/2k (provided the initial data decays fast enough
in v naturally). In other words, we have, using equation (14.1) and Gro¨nwall’s
lemma,
Lemma 14.2. For any regular distribution function k, satisfying Tg(k) = F [k].
E[(1 + |v|2)q/2k](ρ2) . E[(1 + |v|2)q/2k](ρ1)
+
∫
ρ1≤ρ≤ρ2
dρ
∫
Hρ
(∫
v
(1 + |v|2)q/2|F [k]|dv
)
ρ
t
r2drdωS2 .(14.2)
Recall that in Section 7, we proved bounds on EN [f ] using only the pointwise
estimates (3.6), (3.11), (3.12), for the h metric coeffcients and the estimates (8.2)
for the C coefficients as well as estimates on EN−3,2[f ]. In view of the previous
lemma, the following corollary holds.
Corollary 14.3.
EN−2,q+2[f ](ρ) . ρMN δ,
EN,q[f ](ρ) . ρMN δ.
Eventhough we do not need them in order to prove our main result, let us also
explain below how we can consider weighted energy norms with z weights. Recall
first the definition of the z weights,
zi := vit− xiw0 = tvi.
We have
Lemma 14.4 (Multiplication by z weights.). Let z denote one of the weights
zi
w0
= xi − tvi
w0
.
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Then,
|Tg[ z
w0
]| ≤ u
1/2
t
w0.
Moreover, we have the decomposition
Tg
( z
w0
)
= (v0 − w0)g0β∂xβz + wαHαβ∂xβ(z)
= (v0 − w0)g0β∂xβz + w0H00∂0(z) + w0H0a∂az + waHaβ∂βz
and the improved estimate
(14.3)
∣∣∣Tg ( z
w0
)∣∣∣ . |v0 − w0|+ w0ρδu3/2
t2
+ w0ρδ
u1/2
t2
+ |wa|ρδ
u1/2
t
.
As for the v weights, we can prove weighted energy estimates, using z as a
weight. However, note that Tg(z) is not integrable. Thus, we consider instead
z
(1+u)1/2+δ
. One can then prove boundedness of any weighted energy, replacing
K̂α(f) by ( |z|
(1+u)1/2+δ
)qK̂α(f).
14.2. Improved estimates for the C coefficients. .
Recall the basic structure of the equations satisfied by C
Tg(C) = −FZB.
In Section 8 concerning higher order estimates for C, we proved that FZBu
−1/2
was almost integrable (cf. (8.2)). In view of the improved estimates on the metric
coefficients in Proposition 12.3, we have a gain of u−1/2 compared to the estimates
of Section 8. For instance, repeating the previous on the C coefficients with the
improved estimates in Proposition 12.3 replacing the decay estimates (3.6)-(3.7),
we have
|FZB|
vρ
. ρ
Dδ
δ2ρ
+
1/2
ρ
,
to be compared with the previous estimate
|FZB|
vρ
. ρ
Dδ1/2u1/2
ρ
.
Thus, we immediately obtain
Lemma 14.5. For any multi-index |α| ≤ N − 4, we have the improved estimates
|K̂α(C)| . 1/2ρδD(14.4)
for some positive constant D.
To improve the estimate (8.3) for K̂α(XC), we need to make sure that the gain
of u−1/2 decay can be used effectively. This means that either we need to use the
null structure of the equations (which actually gives the strongest results) or we
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can simply recall that
t
ρw0
≤ vρ,
which implies that we can convert a u−1/2 decay into a t1/2 decay provided we lose
in powers of v. For simplicity, we use this estimate, leading to
Lemma 14.6. For any multi-index |α| ≤ N − 5, we have the improved estimates
|K̂α(XC)| . 1/2(w0)2.
Note that the loss of w0 coming from the right-hand side can be absorbed in
any product involving f thanks to the weighted norms EN,q′ [f ]. The improved
estimate on K̂α(XC) will only be used in the top order energy estimates for the
metric coefficients and in particular so as to not get any loss coming from the
application of the Klainerman-Sobolev inequality of Lemma 16.1 to the energy-
momentum tensor components of f .
Finally, we can also use the improved estimates of Proposition 12.4, leading to
Lemma 14.7. For any multi-index |α| ≤ N − 4, we have the improved estimates
|K̂α(C)| . ρD1/2 .(14.5)
Remark 14.8. The above estimate will only be used in the proof of the top order
energy estimate for the metric coefficients to estimate velocity averages of terms
of the form
K̂α(C)K̂β(C)K̂σ(f),
where |α| ≤ N − 4, so that the above estimate applies, while |β| > N − 4. Since
such a term contains two powers of C coefficients, we can afford to lose an 1/2 in
the estimate.
14.3. Estimates for the Vlasov field without loss. In view of the improved
estimates for the metric coefficients, the stronger weighted v norms for f and the
improved estimates on the C coefficients, we can revisit the energy estimates for
Kα(f) for |α| sufficiently small so that the improved estimates on h and Kβ(C),
|β| ≤ |α| − 1 hold, i.e. for |α| ≤ N − 4. One can repeat the previous proof, except
that there are no borderline terms anymore.
Lemma 14.9. We have the improved estimates
(14.6) EN−4,q+1[f ] . .
Proof. Recall that we already proved that
E[Xif ] . .
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For the ∂t vector field, recall that the only borderline term in the commutator
formula [Tg, ∂t] was of the form w∂h·Xi(f) and that this term lead to a small growth
because it did not satisfy the null condition. This term can now be estimated losing
one power of w0 as in
|w0∂h ·Xi(f)| . 1/2ρ/2w0 1
ρ−3/2
vρ|Xi(f)|.
This leads to the estimate
E[∂tf ] . + 1/2
∫ ρ
2
(ρ′)−3/2+DδE[w0Xf ](ρ′)dρ′
. .
Similarly, we can obtain an estimate on E[Y f ] for Y a modified vector field
without a loss. In that case, the borderline terms came from the terms
Cα∂h ·Xf , but these are now integrable in view of the improved estimates for
the Cα coefficients and again possibly losing a power of w0 if necessary.
Using the higher order commutator formula of Section 7, we can also prove
estimates without a loss for K̂α(f), for any α for which we have access to the
improved estimate on the metric coefficients. Finally, we can also consider extra
v weights, using Lemma 14.1, losing at most one power of v as in the estimate for
∂t, as in (14.6). 
In particular, combined with the Klainerman-Sobolev inequalities for Vlasov
fields of Section 16, we obtain
Corollary 14.10. For any multi-index |α| ≤ N − 7,∫
v
|K̂α|(f)(w0)q−3dv . 
t3
.
14.4. Improved estimates for the Vlasov field up to order N − 1. In view
of the improved estimates for the metric and the improved estimates for the C
coefficients (14.4), we can revisit the proof of the higher order estimates for f ,
expect that each loss in ρδ can now be replaced by a loss in ρ
1/2
. Thus, we have
Lemma 14.11. The following improved estimates hold.
• The first estimate reads
EN−1,q[f ](ρ) . ρD
1/2
.
• Consider a product of the type |K̂γ(C)|2K̂α(f), for N − 2 ≥ |γ| and |α| ≤
N − 3. Then, we have
E
[
(w0)q(1 + u)−1|K̂γ(C)|2K̂α(f)
]
(ρ) . 1/2ρD1/2 .
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• Consider a product of the type |K̂γ(XC)|2K̂α(f), for N − 3 ≥ |γ| and
|α| ≤ N − 3. Then, we have
E
[
(w0)q|K̂γ(XC)|2K̂α(f)
]
(ρ) . 1/2ρD1/2 .
15. The top order estimate for the metric coefficients
Recall the basic structure of the evolution equation for the metric coefficients,
˜gKα(h) = −[Kα, Hµν∂µ∂ν ]h+KαF −KαS[f ]
+
∑
|β|<|α|
Cαβ
(−[Kβ, Hµν∂µ∂ν ]h+KβF −KβS[f ]) ,
where F = F (h, ∂h) denotes non-linearities depending only on h and where the
Vlasov terms KβS[f ] can be written using the commutation formulae of Section
9.
Recall also that the energy estimates take the form
E [Kαh](ρ) . Eg[Kαh](2) +m2 +
(∫ ρ
2
E [Kαh](ρ′)1/2||KαF ||L2(H?
ρ′ )
dρ′
+
∫ ρ
2
E [Kαh](ρ′)1/2‖[Kα, Hµν∂µ∂ν ]h‖L2(H?
ρ′ )
dρ′
+
∫ ρ
2
E [Kαh](ρ′)1/2||Kα(S)‖L2(H?
ρ′ )
dρ′
+
∫ ρ
2
E [Kαh](ρ′)1/2M [Kαh](ρ′) dρ′
)
+
∑
|β|<|α|
(∫ ρ
2
E [Kαh](ρ′)1/2||KβF ||L2(H?
ρ′ )
dρ′
+
∫ ρ
2
E [Kαh](ρ′)1/2‖[Kβ, Hµν∂µ∂ν ]h‖L2(H?
ρ′ )
dρ′
+
∫ ρ
2
E [Kαh](ρ′)1/2||Kβ(S)‖L2(H?
ρ′ )
dρ′
)
.(15.1)
In this section, we close the energy estimates for Kαh when |α| = N and in
particular improve the top order bootstrap assumption on h.
Let us define SEα(ρ) as
SEα(ρ) := sup
ρ′∈[2,ρ], |β|≤|α|
[E [Kβh](ρ′)] .
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The results of sections 10, 11 and 13 already imply that, for |β| ≤ |α| ≤ N ,
|M [Kαh](ρ)| . 1/2ρ−3/2+δ,∫ ρ
2
E [Kαh](ρ′)1/2||KβF ||L2(H?
ρ′ )
dρ′ . 1/2SEα(ρ)1/2ρD1/2
+ 1/2
∑
|β|≤|α|
∫ ρ
2
1
ρ′
E [Kβh](ρ′)dρ′,
∫ ρ
2
E [Kαh](ρ′)1/2‖[Kα, Hµν∂µ∂ν ]h‖L2(H?
ρ′ )
dρ′ . 1/2SEα(ρ)1/2ρD1/2
+ 1/2
∑
|β|≤|α|
∫ ρ
2
1
ρ′
E [Kβh](ρ′)dρ′.
In order to apply the energy estimate for Kαh, it thus remains to estimate
||KαS||L2(Hρ). For simplicity, we write KN (respectively KN−1) to denote a differ-
ential operator of the form Kα with |α| = N (respectively |α| = N − 1) below.
We start with the case where ZN = XZN−1, with X a translation.
According to the top order commutation formula of Lemma 9.10, each term
in XKN−1S can be written as T [F ], where F are, modulo multiplications by a
function in Fx,v, of the form
F =
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂σ(f)Qγ(L),
where rZ,2 + sX,2 ≤ N −2, rZ,1 + sX,1 + rZ,2 + sX,2 + l2 + |γ|+ |σ| ≤ N , and 2q ≥ l1,
γX ≥ l′1, q ≤ N , l2 ≤ N .
We estimate the above error terms according to the following cases.
(1) Case |γ| ≥ N − 5. All quantities apart from Qγ(L) can be estimated
pointwise. We then have
|F | . ρD′δ|K̂σ(f)||Kγ′(h)|,
with |γ′| = |γ|. After integration in v and in L2Hρ , we can estimate the
contribution of this term by ρD
′′δ−2, which is integrable for some constant
D′′.
(2) Case |σ| ≥ N − 5. All quantities apart from K̂σ(f) can then be estimated
pointwise. We then have
|F | . ρD′δ|K̂σ(f)|.
The L2-decay estimates for this term are then given by Proposition 17.15.
(3) Case rZ,1 + sX,1 ≥ N − 5. In that case, there is at most one C coefficient
in P1(C)
l1,rZ,1,sX,1 which can not be estimated pointwise. We then have an
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estimate of the form
|F | . ρD′δ|(1 + u)−1/2K̂γ(C)K̂σ(f)|.
After integration in v and and application of the Cauchy-Schwarz inequal-
ity, we estimate its contribution by∫
v
|F |w0dv .
(∫
v
|K̂γ(C)|2|K̂σ(f)|w0dv
)1/2
1/2
1
(1 + u)−1/2
· 1
t3/2
.
After integration in L2Hρ , we can thus estimate this term by
E
[
(1 + u)−1|K̂γ(C)|2K̂σ(f)
]
(ρ)1/2

ρ3/2
. 3/2ρ−3/2+Dδ,
where we have used Proposition 7.14. The contribution of this term is
therefore integrable.
(4) Case rZ,2 + sX,2 ≥ N − 5. This case is similar to the above, using again
Proposition 7.14.
We thus have the estimate
||XKN−1S||L2(Hρ) . ρ−3/2+Dδ,
using only on the bootstrap assumptions. It follows that this term is integrable,
and we have obtained
Lemma 15.1. For any multi-index |α| ≤ N − 1 and any translation X, we have
E [XKαh] . ρD1/2 .
We then consider the case where KN is of the form ZN and focus again on the
source term ZNS. In that case, we use the commutator formula for top order
given by lemmas 9.6, 9.8 and the discussion before Lemma 9.9. According to
these lemmas, the error terms then split into the GT terms, the BT|α| terms, the
BT<|α|,|σ|<|α| and the BT<|α|,|σ|=|α|, where
(1) The GT can be estimated as above. In particular, their contribution is
integrable.
(2) The BT|α| are given by
1. 1
(1+u)q
C l1Kβ(C)X(f)L, with |β| = |α| and 2q ≥ l1,
2. CKβ(XC)X(f)L, with |β| = |α| − 1,
and where only the terms in 1. ,with q = 0, give borderline terms.
(3) The BT<|α|,|σ|<|α| terms are given by
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂β(C)K̂σ(Xf)Qγ(L),
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where rZ,2 +sX,2 ≤ |α|−1, rZ,1 +sX,1 +rZ,2 +sX,2 + l2 + |γ|+ |β|+ |σ| ≤ |α|,
|β| ≤ |α| − 1, and 2q ≥ l1, q ≤ |α|, γX ≥ l′1, l2 ≤ |α|, |σ| < |α| and no C
coefficients in the formula is hit by more than |α| − 1 vector fields.
(4) The BT<|α|,|σ|=|α| terms are of the form
1
(1 + u)q
C l1+1K̂σ(Xf)L,
where 2q ≥ l1. Since these terms do not contain any high derivatives on
the C coefficients, we can estimate them using the improved decay (14.4)
and these terms are therefore integrable.
For the BT<|α|,|σ|<|α|, we can estimate them without analysing their structure in
further detail as follows.
Lemma 15.2. The BT<|α|,|σ|<|α| terms verify
||BT<|α|,|σ|<|α|||L2(Hρ) . ρD
1/2−1.
Proof. First, when all indices are sufficiently small, then we have access to point-
wise estimates on all quantities and the resulting terms are integrable in view of
the improved estimates on the C coefficients and on the metric coefficients.
Now, if
• |γ| > N − 5. Then we have access to pointwise estimates on each term
apart from Qγ(L). Thus, we can estimate the term by
ρDδ|K̂σ(Xf)| · |Zγ′(h)|,
where |γ′| ≤ |γ| and D is some constant. One can then estimate the
resulting terms crudely, using that Zγ
′
(h) can either be estimated pointwise
for |γ′| < N − 2, or otherwise that |Zγ′(h)| . t|∂Zγ′′(h)|, where |γ′′| =
|γ′| − 1, together with∥∥∥∥∫
v
w0K̂σ(Xf)Zγ
′
(h)
∥∥∥∥
L2(Hρ)
.
∥∥∥∥∥∥∥∥∫
v
w0|K̂σ(X(f)|dv
∥∥∥∥
L∞
|Zγ′(h)|
∥∥∥∥
L2(Hρ)
.
∥∥∥ρD′δt−2 (t−1Zγ′(h))∥∥∥
L2(Hρ)
. ρD′δ−2
∥∥∥∂Zγ′′(h)∥∥∥
L2(Hρ)
. 3/2ρDδ−2.
• The P1(C) term contains Y β(C), |β| ≥ N − 5. For any C coefficient that
can be estimated pointwise, we use (14.5), so that we can estimate the
error term as
ρD
1/2|Y β(C)||K̂σ(Xf)|,
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with |σ| ≤ 5. By Cauchy-Schwarz and the Klainerman-Sobolev inequality,∥∥∥∫
v
w0|Y β(C)||K̂σ(Xf)|dv
∥∥∥
L2(Hρ)
. 1/2ρ−1+DE[(1 + u)−1|Y β(C)|2|K̂σ(Xf)|]1/2(ρ)
. ρ−1+D1/2 .
• The P2(C) term contains Y β(XC), |β| ≥ N − 4. This can be estimated
similarly to the above, except that we can use the improved estimated to
bound all the other C coefficients, so that this term is integrable.
• |σ| ≥ N − 5. In this case, all the C coefficients can be estimated pointwise
using the improved estimates. Applying the L2-decay estimates for the
Vlasov field, the contribution of this term is then integrable.

Thus, we are left with estimating the BT|α| terms with q = 0, i.e. we need to
estimate the L2-norm of
∫
v
|K̂N−1(C) ·X(f)w0|dv. We proceed as follows. First,∫
v
∣∣∣K̂N−1(C) ·X(f)w0∣∣∣ dv . 1/2(∫
v
|K̂N−1(C)|2|X(f)|ρ
t
w0
)1/2
1
ρ3/2
,
using the improved decay estimates for the velocity averages of X(f).
This gives
(15.2)
∣∣∣∣∣∣∣∣∫
v
K̂N−1(C) ·X(f)
∣∣∣∣∣∣∣∣
L2Hρ
. 1/2E[|K̂N−1(C)|2|X(f)|]1/2 1
ρ3/2
.
To estimate the right-hand side of this equation, we prove below
Lemma 15.3.
E[K̂N−1(C)|2X(f)](ρ) . ρ sup
ρ′∈[2,ρ]
E [ZN(h)(ρ′)] + ρ1+D1/2 ,
for some universal constant D ≥ 0.
Before proving the above lemma, let us show how it implies the improved esti-
mate at top order.
Combined with the inequality (15.2) (and
√
a+ b ≤ √a+√b, for a, b ≥ 0), the
lemma implies that
∣∣∣∣∣∣∣∣∫
v
K̂N−1(C) ·X(f)w0dv
∣∣∣∣∣∣∣∣
L2Hρ
. 
ρ1−D1/2
+ ρ−1 sup
ρ′∈[2,ρ]
E [ZN(h)(ρ′)]1/2.
Combined with the energy estimate (15.1) for ZN(h), we obtain
STABILITY OF THE MINKOWSKI SPACE FOR THE EINSTEIN–VLASOV SYSTEM 115
E [ZN(h)](ρ) . 1/2ρD1/2
(
1 + sup
ρ′∈[2,ρ]
E [ZN(h)(ρ′)]1/2
)
+ sup
ρ′∈[2,ρ]
E [ZN(h)(ρ′)]1/2
∫ ρ
2
(ρ′)−1E [ZN(h)(ρ′)]1/2]dρ′.
This implies that
sup
ρ′∈[2,ρ]
E [ZN(h)(ρ′)]1/2 . 1/2ρD′1/2 +
∫ ρ
2
(ρ′−1) sup
ρ′∈[2,ρ]
E [ZN(h)(ρ′)]1/2dρ′,
and hence, by Gronwall’s lemma,
sup
ρ′∈[2,ρ]
E [ZN(h)(ρ′)]1/2 . 1/2ρD′′1/2 ,
for some universal constant D′′ ≥ 0, which improves the bootstrap assumptions
for ZN(h).
It remains to prove Lemma 15.3.
Proof. Let β be a multi-index with |β| = N − 1. We consider the energy estimate
(4.23) for |K̂β(C)|2X(f). The initial data at ρ = 2 verify (see Remark 7.12)
E
[
|K̂β(C)|2X(f)
]
(2) ≤ 2.
We compute
Tg
(
|K̂β(C)|2X(f)
)
= 2Tg
(
K̂β(C)
)
· K̂β(C)X(f) + |K̂β(C)|2Tg(X(f))
= 2[Tg, K̂
β](C) · K̂β(C)X(f)
+ 2K̂β (Tg(C)) · K̂β(C) ·X(f) + |K̂β(C)|2Tg(X(f))
= H1 +H2 +H3,
where
H1 = 2[Tg, K̂
β](C) · K̂β(C)X(f),
H2 = 2K̂β (Tg(C)) · K̂β(C) ·X(f),
H3 = |K̂β(C)|2Tg(X(f)).
For H3, we use that, in view of the improved decay estimates for the metric
coefficients and the C coefficients, we have
|Tg(X(f))| . ρ−2−Dδ|Y (f)|
(
w0
ρ
t
+
t
ρ
|vi|2
w0
)
.
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Since moreover, it follows from Proposition 7.14 that
E
(
(1 + u)−1|K̂β(C)|2Y (f)
)
≤ ρMδ,
we see that the contribution of H3 is almost integrable and can therefore be
discarded, since we can allow any growth less than ρ.
For H1, we use the higher order commutator formula of lemma 7.1. The main
terms, according to (7.2), are then of the form
P (C)k,rZ ,sXw · ∂t,xKσ(h)K̂γ(C) · K̂β(C)X(f),
where rZ + sX + |σ|+ |γ| ≤ |β|+ 1, |σ| ≤ |β|, 1 ≤ |γ| ≤ |β|, rZ + sX ≤ |β| − 1 and
the number of C coefficients, k satisfies either C1 or C2. Recall that in view of
the improved decay for low derivatives of Lemmas 14.9 and 14.11 (and the strong
decay of velocity averages of X(f)), we can neglect here the null structure. As
usual, we consider different cases depending on the range of the indices.
(1) Case |σ| ≤ N − 3. We have access to the improved decay for ∂Kσ(h) of
Proposition 12.3. These terms can therefore by estimated by
1/2ρD
1/2 1
t(1 + u)1−Dδ+σX
P (C)k,rZ ,sXw · K̂γ(C) · K̂β(C)X(f).
If now k verifies C1, using the weak bounds from Proposition 7.14, after
integration in v and on Hρ, we can control this error term by ρ
Dδ+Mδ ≤
ρ1+D, for δ small enough.
Similarly, if k verifies C2, using the weak bounds from Proposition
7.14, after integration in v and on Hρ, we can control this error term by
ρDδ+1/2+Mδ ≤ ρ1+D1/2 .
(2) Case |σ| ≥ N−3, then we have access to pointwise estimates of Proposition
8.4 on the C coefficients apart from the K̂β(C).
Using, Proposition Proposition 7.14, this implies that these terms can
be estimated by∫
Hρ
1/2(ρ′)MδE [∂Kσ(h)]1/2 ·
∣∣∣∣∣∣∣∣∫
v
w0|K̂β(C)|2X(f))dv
∣∣∣∣∣∣∣∣
L2Hρ
dρ′
. 
∫
ρ
(ρ′)M
′δE[|K̂β(C)|2X(f)]1/2 1
ρ′3/2
dρ′
. 3/2ρM ′δ−1/2
. ρ1+D1/2 .
The other terms in H1 (the cubic and the frame terms) have similar regularity
and better decay, so their contribution can be estimated again by ρ1+D
1/2
.
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It thus remains to consider the terms coming from H2. Recall that we can write
schematically,
Tg(C) = t∂Z(h)w,
so that Kβ(Tg(C)) (see Lemma 8.1) can be written as a sum of terms of the form
w · P (C)k,rZ ,sX t∂Kµ(h),
with the range of indices
|µ|+ rZ + sX ≤ 1 + |β|, rZ + sX ≤ |β| − 1, k ≤ µX , µ ≤ |β|+ 1.
(1) Case |µ| < N . First if k > 0, then it follows that µX > 0. In that case, we
can use the extra u decay coming from replacing translations by Z vector
fields, and the resulting terms are then subleading and easily seen to be
integrable. On the other hand, the contribution of the terms with k = 0
can be estimated by∫ ρ
2
∫
Hρ′
∫
v
t∂Kµ(h)K̂β(C)X(f)wdvdµHρdρ
′
. 1/2
∫ ρ
2
EN−1(h)1/2(ρ′)E
(
|K̂β(C)|2X(f)
)1/2
(ρ′)−1/2dρ
. 1/2
∫ ρ
2
E
(
|K̂β(C)|2X(f)
)1/2
(ρ′)−1/2+D
1/2
dρ.
Since this term is sublinear in E
(
|K̂β(C)|2X(f)
)
, it can then be absorbed
on the left-hand side.
(2) Case |µ| = N . Again, we focus only the case where k = 0, since otherwise
the extra u decay coming from µX > 0 makes these terms subleading.
Thus, we need to estimate the contribution of
D := w · t · ∂ZN(h) ·Kβ(C) ·X(f).
We proceed as above and after integration, we have∫
ρ
dρ′
∫
H′ρ
dµHρ
∫
v
dv|D| . 1/2
∫ ρ
2
E(ZN(h))1/2E[Kβ(C)2X(f)]1/2(ρ′)−1/2dρ′,
where we have used the Cauchy-Schwarz inequality in v again as above and
the decay estimates for the velocity averages of X(f).
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Let y(ρ) = E[Kβ(C)2X(f)](ρ). Then, it follows from the above that y verifies the
inequality
y(ρ) . ρ1+D1/2 + 1/2 sup
ρ′∈[0,ρ]
[E(ZN(h))1/2] ∫ ρ
2
(ρ′)−1/2y1/2(ρ′)dρ′
. ρ1+D1/2 + 1/2 sup
ρ′∈[0,ρ]
[E(ZN(h))1/2] · sup
ρ′∈[0,ρ]
y1/2(ρ) · ρ1/2
LetA = supρ′∈[0,ρ] y
1/2(ρ), B = 1/2 supρ′∈[0,ρ]
[E(ZN(h))1/2] ρ1/2 andD = ρ1+D1/2 .
Then, from the above inequality, we have
A2 −BA−D ≤ 0,
which implies that
A2 ≤ B2 + 2D,
concluding the proof of the lemma.

To summarize, we have proven
Proposition 15.4. Let α be a multi-index with |α| ≤ N . Then, we have the
improved energy estimate
EN(h) . ρD1/2 ,
for some sufficiently large universal constant D.
This ends the proof of the improved estimates (3.1) and hence of the proof of
Theorem 1.1.
16. Klainerman-Sobolev estimates for the Vlasov field
We have the following decay estimates for velocity averages of Vlasov fields.
Lemma 16.1. For any k := k(t, x, v),∫
v
|k|(t, x, v)dv . 1
t3
∑
|α|≤3
E[p3K
α(k)](ρ)
where p3 := p3 (‖∂C‖∞, u−1‖Y C‖∞, u−1‖C‖∞, u−1‖C‖2∞) is a polynomial of third
order and by C we denote any of the correction coefficients.
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Proof. We follow the analogous proof contained in [FJS17], Section 11, until the
estimate of the following integral
(16.1)
∫
v
Z|f |(y0, x1 + ty1, x2, x3, v)dv
=
∫
(Z + w0∂v1 + C
αXα)|f |(y0, x1 + ty1, x2, x3, v)dv
−
∫
(w0∂v1 + C
aXa + C
0∂t)|f |(y0, x1 + ty1, x2, x3, v)dv
=
∫
Y |f |(y0, x1 + ty1, x2, x3, v)dv
−
∫
(w0∂v1 + C
aXa + C
0∂t)|f |(y0, x1 + ty1, x2, x3, v)dv
The first term on the right-hand side of the last line only contains Y derivative of
f and therefore has the right structure. We discuss the remaining terms.
The term
(16.2)
∫
w0∂v1|f |(y0, x1 + ty1, x2, x3, v)dv
can be integrated by parts and directly estimated.
We now consider the two last terms on the right-hand side of (16.1).
For clarity, we only the discuss the term
∫
v
C0∂t|f |(y0, x1 +ty1, x2, x3, v)dv, since
the other ones can be treated similarly. We compute
(16.3)
∫
C0∂t|f |(y0, x1 + ty1, x2, x3, v)dv
=
∫
∂t(C
0|f |)(y0, x1 + ty1, x2, x3, v)dv
−
∫
(∂tC
0)|f |(y0, x1 + ty1, x2, x3, v)dv
The second term yields a term that can be directly estimated and we continue
with the first term. Writing ∂t in terms of the Z vector fields, we have
(16.4)
∫
∂t(C
0|f |)(y0, x1 + ty1, x2, x3, v)dv
=
∫
(u)−1aαZα(C0|f |)(y0, x1 + ty1, x2, x3, v)dv
=
∫
(u)−1aα(Zα + [v∂v]α + CβαXβ)(C
0|f |)(y0, x1 + ty1, x2, x3, v)dv
−
∫
(u)−1aα([v∂v]α + CβαXβ)(C
0|f |)(y0, x1 + ty1, x2, x3, v)dv
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The first line yields terms with integrands of the form
(16.5) u−1aαYα(C0)|f | and u−1aαC0Yα|f |.
After integration by parts in the corresponding v-variable, the first term in the
second line yields a term with an intgrand of the form
(16.6) u−1
v
w0
aαC0|f |.
The last term from the second line yields a term with the integrand
(16.7) aα
C0Cβα
u
Xβ|f |.
If we repeat the procedure above for the two remaining variables we obtain
similar terms with at most two additional factors in the integrands, which are of
the types above. In total, all factors can be estimated by cubic terms with factors
of the form
(16.8) ‖∂C‖∞, u−1‖Y C‖∞, u−1‖C‖∞ and u−1‖C‖2∞.
These are precisely the terms as claimed by the lemma. 
As a consequence, we have
Proposition 16.2. Assume the bootstrap assumption 3.4 holds. Let Sµν [f ] denotes
the components of the tensor field S[f ]. For any |α| ≤ N − 3, we have, for any
(t, x) ∈ K ∩ {ρ ≥ 2},
|KαSµν [f ]|(t, x) . ρDN δ 1
t3
.
Proof. We use the commutator formula of Lemma 9.5. We must therefore estimate
each term of the form TαβF , where F is given by
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂β(f)Qγ(L)
where rZ,2 +sX,2 ≤ |α|−1, rZ,1 +sX,1 +rZ,2 +sX,2 + l2 + |γ|+ |β| ≤ |α| and q ≥ 2l1,
q ≤ |α|, γX ≥ l′1, l2 ≤ |α|.
Note that since |α| ≤ N − 3, we have access to pointwise estimates on each of
the above C coefficients as well as on Qγ(L). For this, we recall that
• Any KβX(C) coming from P2 only gives ρδD growth
• Any Kβ(C) coming from P1 only gives ρδDu1/2 growth, which is compen-
sated either by the factor of 1
(1+u)q
or by the extra u decay coming from
Qγ(L) depending on the value of γX .
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It follows that we can estimate pointwise each of the F term by ρδD|K̂β(f)| and
the result then follows from the application of the Klainerman-Sobolev inequalities
and the energy estimates for f . 
17. L2 estimates for the transport equation
The proof of L2-decay estimates for the transport equation is based on the
strategy already developed in [FJS15; FJS17].
Thus, following [FJS15; FJS17], we
• first summarize the set of commutators in a system of equations
• and then exploit the form of the system to obtain a representation of the
solutions from which L2-estimates can be derived.
Let κ be a constant such
(17.1) MNδ = κ,
for some constant MN depending on the maximal number of derivatives that will
be fixed later in this section.
Define the vector F h = (F hα,sX ,rZ ,k,P ) whose elements are of the form
(17.2) F hα,sX ,rZ ,k,P := ρ
−κ(rY,∂t+αY,∂t )−kκ(1 + u)−k/2P k,rZ ,sX (C)K̂αf,
where αY,∂t and rY,∂t count the number of fields Y and ∂t in the multi-index α and
acting on the C coefficient, and where the indices verify the condition
(17.3) rZ + sX + |α| ≤ N, rZ + sX ≤ N − 1, k ∈ {0, 1}
and the index P in F hα,sX ,rZ ,k,P labels the different combinations for P
k,rZ ,sX (C).
Remark 17.1. The prefactor in the definition of F h in terms of ρ−κ and (1+u)−1/2
factors is chosen to compensate the growth coming from commutators of Y or ∂t
fields or the C coefficients and to assure an evolution equation for F h similarly to
the cases treated in [FJS15; FJS17].
The main result of this section is the following L2-estimate for F h.
Proposition 17.2. There exists a constant M ′N , depending solely on the number
of derivatives N of f such that
(17.4)
∫
Hρ
t
ρ
(∫
v
|F h|w0dv
)2
dµHρ . 2ρM
′
N δρ−3.
Remark 17.3. Note that for an element F hα,sX ,rZ ,k,P such that |α| ≤ N−3, we can
use the Klainerman-Sobolev estimates together with the Cauchy-Schwarz inequality
in v to obtain a decay estimate similar to the one of the proposition. Thus, the
aim of the proposition is to estimate the elements of F h for which |α| > N − 3.
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The proof of Proposition 17.2 is divided into a derivation of a system of evolution
equations for F h and a subsequent proof of L2-estimates based on that system.
17.1. System of evolution equations. We define the vector F l containing the
lower order derivatives of f as being the vector whose elements are given by
(17.5) K̂αf with |α| ≤ N − 3.
Then F h fulfills an equation of the following form.
Lemma 17.4. There exist matrices A, B and I such that
(17.6) TgF
h + AF h + IF h = BF l,
where the matrices satisfy
•
(17.7) |A| . √wρρ−1
and such that for any sufficiently regular distribution function k,
(17.8)
∫
Hρ
∫
v
|Aijk|dvdµHρ .
√
ρ−1
∫
Hρ
χη(|k|)dµHρ .
•
(17.9) |B| . max (√ρ, t/ρ) Ψ,
for some Ψ with
(17.10) ‖Ψ‖L2(Hρ) . ρDδ
for some constant D.
• The matrix I is diagonal and the diagonal terms are either zero,
−κw
ρ
ρ
,
1
2
(1 + u)−1(w0 − wix
i
r
) or κ(rY,∂t + αY,∂t)
wρ
ρ
,
where the constants rY,∂t, αY,∂t are the corresponding exponents in F
h.
Remark 17.5. An immediate consequence of this lemma is the fact that F l satis-
fies a similar equation as F h; the only difference is the fact that all the derivatives
of h can now be estimated pointwise. In other terms, the equation satisfied by F l
has no source term. Furthermore, there is no matrix I appearing in the equation
since the components of F l are not rescaled. In particular, there exists a matrix
Aˆ, satisfying the same properties as A above, such that:
TgF
l + AˆF l = 0.(17.11)
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Proof. The proof relies on revisiting the corresponding formulae of Section 7 where
the L1-estimates are proven.
First, we compute the action of the operator Tg onto the components of F
h
Tg
(
(1 + u)−k/2ρ−κ(rY,∂t+αY,∂t )−kκP k,rz ,sX (C)K̂αf
)
=
Tg
(
(1 + u)−k/2
) (
ρ−κ(rY,∂t+αY,∂t )−kκP k,rz ,sX (C)K̂αf
)
(17.12)
+(1 + u)−k/2Tg
(
ρ−κ(rY,∂t+αY,∂t )−kκ
)
P k,rz ,sX (C)K̂αf(17.13)
+(1 + u)−k/2ρ−κ(rY,∂t+αY,∂t ))−kκTg
(
P k,rZ ,sX (C)
)
K̂αf(17.14)
+(1 + u)−k/2ρ−κ(rY,∂t+αY,∂t )−kκP k,rz ,sX (C)
[
Tg, K̂
α
]
f.(17.15)
We discuss in the following the four terms on the right-hand side above and eval-
uate their contribution to the different terms, AF h, IF h and BF l, respectively.
Recall that, from Lemma 4.15, the following identity holds,
Tg(1 + u) = w
0 − wi x
i
|x| + Eu,
where Eu satisfies
|Eu| . |w0|ρδ/21/2 1 + u
t3/2
+
|va|2
|w0|
t
ρ
ρδ/21/2
(1 + u)1/2
t
+
1/2w0
t
,
and
w0 − wi x
i
|x| ≥ 0.
The latter term generates a first term originating from (17.12), which is
−k
2
(1 + u)−1
(
w0 − wix
i
r
)
(1 + u)−k/2
(
ρ−κ(rY,∂t+αY,∂t )−kκP k,rz ,sX (C)K̂αf
)
,
and which contributes to the IF h term. The other term can be estimated by
−k
2
(1 + u)−1
∣∣∣Eu(1 + u)−k/2 (ρ−κ(rY,∂t+αY,∂t )−kκP k,rz ,sX (C)K̂αf)∣∣∣ .
In the latter term, the first factor contributes to the matrix A, since
|(1 + u)−1Eu| . |w0|ρδ/21/2 1
t3/2
+
|va|2
|w0|
t
ρ
ρδ/21/2
(1 + u)−1/2
t
+
1/2w0
(1 + u)t
. wρ
(
t
ρ
ρδ/21/2
1
t3/2
+ ρδ/21/2
(1 + u)−1/2
t
)
+
1/2w0
(1 + u)t
. wρρ−1.
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This finishes the discussion of the first term. The second term, (17.13), can be
handled accordingly using
(17.16)
Tg(ρ) =
−vαgα0x0 − vαgαbxb
ρ
= wρ − vαH
αβxβ
ρ
.
Using the previous decomposition to evaluate
Tg(ρ
−κ(rY,∂t+αY,∂t )−kκ) = −(κ(rY,∂t + αY,∂t) + kκ)ρ−1Tg(ρ)(ρ−κ(rY,∂t+αY,∂t )−kκ)
we obtain the first term from (17.13)
− (κ(rY,∂t + αY,∂t) + kκ)
wρ
ρ
(
(1 + u)−k/2ρ−κ(rY,∂t+αY,∂t )−kκP k,rZ ,sX (C)K̂αf
)
,
which directly contributes to the term IF h. The term arising from the second term
in (17.16) can be bounded by
(rY,∂t + αY,∂t) + kκ)
1
ρ
∣∣∣∣vαHαβxβρ
∣∣∣∣ ∣∣∣(1 + u)−k/2ρ−κ(rY,∂t+αY,∂t )−kκP k,rZ ,sX (C)K̂αf ∣∣∣ ,
where we estimate analogously to (4.14)∣∣∣∣vαHαβxβρ2
∣∣∣∣ . √ερ vρ.
Hence the corresponding term contributes to the term AF h. We proceed with
the evaluation of the third term (17.14). We expand the action of Tg in the
corresponding case k = 1 by
(17.17)
Tg
(
P 1,rZ ,sX (C)
)
= Tg(K̂
µC)
= [Tg, K̂
µ]C + K̂µ(TgC),
where µ denotes the corresponding multi-index. This yields two different types of
terms, which we discuss separately, beginning with the first type. This type is a
sum of terms of the form
(17.18) [Tg, K̂
µ]C =
∑
ν1,ν2
K̂ν1 [Tg, K̂]K̂
ν2C
for suitable pairs of multi-indices ν1, ν2. The number of different types of fields X,
∂t and Y appearing on the RHS can change from the multi-index µ only through
the commutator [Tg, K̂]. Here it is important to distinguish the three different
cases K̂ = X, ∂t or Y and keep track of the corresponding weights in ρ. The total
term to estimate, which arises from the previous type of terms, is a sum of terms
STABILITY OF THE MINKOWSKI SPACE FOR THE EINSTEIN–VLASOV SYSTEM 125
of the form
(17.19) (1 + u)−1/2ρ−κ(rY,∂t+αY,∂t )−κ
(∑
K̂ν1 [Tg, K̂]K̂
ν2C
)
K̂αf.
In the case K̂ = Xi, we conclude from the analysis of the higher order commutators
that the resulting term can be written as a sum of terms of the form
(17.20) (1 + u)−1/2ρ−κ(rY,∂t+αY,∂t )−kκ
(
P (C)k˜,r˜Z ,s˜X
(1 + u)k˜
w∂t,xK
β(h)K̂γC
)
K̂αf
and terms with stronger decay for one of the factors, which we ignore. Note that,
the commutation with X may generate one extra Y or ∂t field which then, if in the
following K̂γC is estimated in energy, does not have the appropriate ρ−κ factor
to be consistent with the definition of F h. However, we recall that the coefficient
resulting from the commutator has the null condition and the resulting additional
decay in the coefficent can be used to multiply and divide by ρ−κ as κ is still small
w.r.t. 1/2, which is the extra ρ-decay from the null structure. In particular, in
both cases, when f or h is estimated in energy, the coefficient contains enough
decay to fulfill the conditions for A or B, which follows as in the L1-case before
(see the proof of Proposition 7.8, and following).
For the analysis of both other cases K̂ = ∂t or Y the factor ρ
−κrY,∂t is important.
This can be seen as follows. The corresponding terms to estimate then contain in
particular a term where the Y or ∂t field generates an Xi field, however, with a
coefficient that does not have the null structure. These terms are of the form
(17.21)
(1 + u)−1/2ρ−κ(rY,∂t+αY,∂t−1)ρ−κ
(
P (C)k˜,r˜Z ,s˜X
(1 + u)k˜
w∂t,xK
β(h)[K̂γ−1X]C
)
K̂αf.
We emphasize here that due to the reduction of the number of non-Xi fields
acting on C by one, we can separate a ρ−κ factor, which then, using the relation
(17.22) κ = MNδ > Dδ
where D denotes the constant bounding all constants from the small δ growth of
the terms, can be used to absorb all those small ρDδ-factors and yields the bounds
as claimed.
The next term to discuss results from K̂ν(TgC), which generates the source term
of the evolution equation for C. However, then the (1 + u)−1/2ρ−kκ factor is used
to improve the decay of that source term, which then provides the required ρ−1
decay without loss. This is shown analogously to the corresponding section on the
estimates of the C coefficients (see Proposition 8.4).
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Finally, the last term, where the commutator [Tg, K̂
α] acts on f can be analyzed
similarly. If from this commutator a term including C arises with a high number
of derivatives then this term will be interpreted as contributing to the term AF h.
In particular the weights that come with a C term in the definition of need to
be generated. This can be seen to work following the analysis as for instance in
Proposition 7.13. 
17.2. Generic L2-estimates. This section is devoted to the proof of L2-estimates
for F h. The equation satisfied by F h is a linear inhomogeneous transport equation.
The first step is to perform a decomposition between the homogeneous part and
the inhomogeneous part. For the inhomogeneous part, we follow the strategy of
[FJS15]. To treat the homogeneous part in [FJS15], we simply performed three
more commutations and use the Klainerman-Sobolev. However this is no longer
possible in the current case since differentiating three more times the correction
terms Y αC (for |α| > N − 4) is not possible and these terms naturally appears
even in the homogeneous part. Hence, we also perform a decomposition of the
initial data for the homogeneous part between regular and less regular terms.
We now prove
Lemma 17.6. Let F h : P → RN be a solution to the Cauchy problem
TgF
h + (A + I)F h = BF l, with EN+3,4[f ](ρ = 2) . .
and where the matrices A, B and I satisfy the same properties as in Lemma 17.4.
Then, there exists a constant M ′N such that∫
Hρ
t
ρ
(∫
v
|F h|w0dv
)2
dµHρ,η . 2ρM
′
N δρ−3,
Proof. We have already proven that the vector F h satisfies the inhomogeneous
equation
TgF
h + (A + I)F h = BF l.
We start by performing the decomposition
F h = F0 + Fi with
• the homogeneous part of the equation satisfying
TgF0 + AF0 = 0 with F0|H2 = F h|H2 ;
• and the inhomogeneous equation
TgFi + AFi = BF
l − IF h with Fi|H2 = 0.
STABILITY OF THE MINKOWSKI SPACE FOR THE EINSTEIN–VLASOV SYSTEM 127
To deal with the homogeneous equation, we need to perform another decomposi-
tion of the initial data. We need to distinguish between the initial data that allow
for three more commutations, and those who cannot. Recall here the definition of
the vector F h whose coefficients are
F h := ρ−κ(rY,∂t+αY,∂t )ρ−kκ(1 + u)−k/2P k,rZ ,sX (C)K̂αf.
When rZ + sX > N − 4, it is not possible to differentiate these terms three more
times. Consider now the case when rZ + sZ ≤ N − 4. Then, by definition, all the
coefficients in front of K̂αf can be estimated pointwise, and can be differentiated
three more times. Since rZ +sZ ≤ N −4, then |α| can (possibly) take values up to
N . Hence, the term K̂αf may also contain high derivatives of the C coefficients,
since K̂ = Ẑ + C.X. In the following lemma, we expand the expression of K̂αf
to identify within these terms the derivatives of C which cannot be estimated
pointwise. Recall that the value of the derivatives of C on H2 can be computed
explicitly in terms of the data for h, see Remark 7.12.
Lemma 17.7. The term K̂αf can be written as
P k
′,r′Z ,s
′
X (C)Ẑα
′
f
where
(17.23) r′Z + s
′
X + |α′| ≤ |α|, r′Z + s′X ≤ |α| − 1, k′ ≤ |α|.
Proof. The proof of this fact is a straightforward application of the Leibniz rule.

Hence, altogether, the restriction of F h to the initial hyperboloid H2 is of the
form:
(17.24) w0ρ−κ(rY,∂t+αY,∂t )ρ−kκ(1 + u)−k/2P k+k
′,rZ+r′Z ,sX+s
′
X (C)Zα
′
f,
where the conditions (17.3) and (17.23) are satisfied.
Using Lemma 17.7, we perform a decomposition of the initial data of F h|H2 . Let
F01 be the solution of the equation
(17.25) TgF01 + AF01 = 0,
where the initial data are taken to be
F01|H2 = ρ−κ(rY,∂t+αY,∂t )ρ−kκ(1 + u)−k/2P k+k
′,rZ+r′Z ,sX+s
′
X (C)Zα
′
f |H2 ,
with the conditions (17.3) and (17.23) and rZ + r
′
Z + sX + s
′
X ≤ N − 4, that is to
say that F01 contains the terms that can be differentiated three times more. We
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define F02 to be the solution to
(17.26) TgF02 + AF02 = 0
where the initial data are taken to
F02|H2 = ρ−κ(rY,∂t+αY,∂t )ρ−kκ(1 + u)−k/2P k+k
′,rZ+r′Z ,sX+s
′
X (C)Zα
′
f |H2 ,
with the conditions (17.3) and (17.23), and either rZ + r
′
Z + sX + s
′
X > N −4, that
is to say when one cannot differentiate C three times more.
We notice that, since we control initially 3 derivatives more in energy for the
distribution function f , and since A contains at most N − 3 derivatives of the
metric, it is possible to commute again 3 more times Equation (17.25) and obtained
pointwise estimates for F01. This argument has been presented already in our
previous works and we consequently do not present it here again (see [FJS15, p.
56] and [FJS17, Lemma 9.4]). Hence, F0 satisfies the required pointwise estimates.
Since it will be useful for the following, we actually prove that (w0)2F0 satisfies
pointwise estimates
Lemma 17.8. The solution to the equation
Tg((w
0)2F01) +
(
A− 2Tg(w
0)
w0
Id
)
(w0)2F01 = 0
F01|H2 = ρ−κ(rY,∂t+αY,∂t )ρ−kκ(1 + u)−k/2P k+k
′,rZ+r′Z ,sX+s
′
X (C)Zα
′
f |H2 ,
with the conditions (17.3) and (17.23), and rZ + r
′
Z + sX + s
′
X ≤ N − 4 and
|α| ≤ N − 3, satisfies the pointwise estimates:∫
v
(w0)2|F01|w0dv . ρDδt−3,
where D is a constant. As a consequence, the following L2-estimates holds:∫
Hρ
t
ρ
(∫
v
|(w0)2F01|w0dv
)2
dµHρ . 2ρ2δt−3.
Proof. The proof of this fact relies solely on commuting three times, and exploiting
the estimates on Tg(w
0) of Lemma 15.1. 
We consider now F02, for which the previous method cannot be applied. We
perform a representation of the solution as follows. Let us consider the solution
F02 to the equation
TgF02 + AF02 = 0.
where the initial data are
F02|H2 = ρ−κ(rY,∂t+αY,∂t )ρ−kκ(1 + u)−k/2P k+k
′,rZ+r′Z ,sX+s
′
X (C)Zα
′
f |H2 ,
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with the conditions (17.3) and (17.23), and either rZ + r
′
Z + sX + s
′
X > N − 4 or
|α| > N − 3.
Let G2 be the solution to
Tg (G2) + AG2 = 0,
with data G2|H2 = Z
α′f |H2 .
Note that we can differentiate G2 three more times, and hence prove decay
estimates via Klainerman-Sobolev inequality for G2.
Let K2 be the solution to
Tg(K2) +K2A−AK2 = 0,
with data ρ−κ(rY,∂t+αY,∂t )ρ−kκ(1 + u)−k/2P k+k
′,rZ+r′Z ,sX+s
′
X (C).
Then, by uniqueness of the Cauchy problem, we have
F02 = K2G2.
Then, we use the usual manipulation, based on the Cauchy-Schwarz inequality:∫
Hρ
(∫
v
|K2G2|w0dv
)2
dµHρ ≤
∫
Hρ
(∫
v
|K22G2|w0dv
∫
v
|G2|w0dv
)
dµHρ .
Since the first term is bounded in L1, and the second decays strongly by the
Klainerman-Sobolev estimates, we obtain, for F02 the following lemma.
Lemma 17.9. There exists a constant M ′N such that∫
Hρ
t
ρ
(∫
v
|F02|w0dv
)2
dµHρ . 2ρM
′
N δρ−3.
Moreover, we can repeat the above analysis and add w0 weights, so that, we
also have
Lemma 17.10. There exists a constant M ′N such that∫
Hρ
t
ρ
(∫
v
(w0)2|F02|w0dv
)2
dµHρ . 2ρM
′
N δρ−3
and thus ∫
Hρ
t
ρ
(∫
v
(w0)2|F0|w0dv
)2
dµHρ . 2ρM
′
N δρ−3.
Consider now the inhomogeneous equation
TgFi + AFi = BF
l − IF h with Fi|H2 = 0.
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In this equation, we can still perform the decomposition F h = F0 +Fi in the source
term so that the equation becomes:
TgFi + (A + I)Fi = BF
l − IF0 with Fi|H2 = 0.
Remark 17.11. We need in what follows to exploit the positivity of the matrix
I. This positivity can nonetheless be exploited only when Fi is positive. We need
to consider to establish the estimates the vector made out of the modulus of the
components of Fi, which satisfies an equation having the same characteristics as Fi.
Hence, to avoid introducing new notations, we will still write Fi below instead of
“the matrix whose components are given by the absolute values of the components
of Fi”.
It is necessary to perform a second decomposition. Define F1 and F2 as the
solutions to
(17.27a) TgF1 + (A + I)F1 = BF
l with F1|H1 = 0
and
(17.27b) TgF2 + (A + I)F2 = −IF0 with F2|H1 = 0.
To deal with F1, we follow the strategy already used in our previous work to
prove the L2-estimates; the following lemma is a variation of [FJS17, Section 4.5.7].
Lemma 17.12. Let F1 : P → RL+ be a solution to the Cauchy problem
TgF1 + (A + I)F1 = BF
l with F1|H1 = 0,
and where the matrices A, B and I satisfy the same properties as in Lemma 17.4.
There exists a constant M1N , depending on N such that∫
Hρ
t
ρ
(∫
v
|F1|w0dv
)2
dµHρ . 2ρM
1
N δρ−3
Proof. In the absence of the matrix I, this proposition has been proved in [FJS17,
Section 4.5.7], and exploited to proved the L2-estimates in that situation. The
only difference with respect to [FJS17, Section 4.5.7] is the matrix I. Since all
the elements of F1 are non negative, and since I is bounded, positive, diagonal,
and appears solely in the potential of the equations satisfied by F h and F l, all the
estimates derived in [FJS17, Section 4.5.7] remain valid in this situation. 
We finally consider the solution F2 to Equation (17.27a). This part is new with
respect to our previous work, but to deal with it, we follow the same strategy of
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representation. Let K be the solution to the equation
TgK + (A + I)K−K
(
A− 2Tg(w
0)
w0
Id
)
= − 1
(w0)2
I with K|H1 = 0.
An immediate algebraic manipulation provides, by uniqueness of solutions of the
Cauchy problem,
F2 = K(w
0)2F0.
We know already that (w0)2F0 satisfies the pointwise estimates:∫
v
|(w0)2F0|w0dv . ρDδt−3,
for some constant D. It is then sufficient to check that the matrix K has bounded
components.
Lemma 17.13. The solution K to the equation
TgK + (A + I)K−K
(
A− 2Tg(w
0)
w0
Id
)
= − 1
(w0)2
I with K|H1 = 0
satisfies:
|K| . ρM
√
.
for some constant M .
Proof. The proof of this fact relies on the use of the representation formula for
solution to the transport equation, and exploit the diagonal form of I as well as
the positivity of the components of I. The components of K satisfies the equation:
Tg(Ka
b) = −
∑
c
(
(Aa
c + Ica)Kc
b
)− 1
(w0)2
Iba
Hence, |Kab| satisfies
Tg(|Kab|) = −
∑
c
(
(Aa
c + Ica)Kc
b Ka
b
|Kab|
)
− 1
(w0)2
Iba
Ka
b
|Kab|(17.28)
= −
∑
c
(
Aa
cKa
b Ka
b
|Kab|
)
− Iba|Kab| −
1
(w0)2
Iba
Ka
b
|Kab| ,(17.29)
since I is diagonal. Using the representation formula, since K has trivial initial
data, one obtains
|Kab| =
∫ ρ
2
(
1
vρ
∑
c
(
−AacKab Ka
b
|Kab|
)
− Iba|Kab| −
1
(w0)2
Iba
Ka
b
|Kab|
)
ds.
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Since I contains solely non-negative components, one obtains:
|Kab| ≤
∫ ρ
2
1
vρ
((
−
∑
c
(
Aa
cKa
b Ka
b
|Kab|
)
− 1
(w0)2
Iba
Ka
b
|Kab|
))
ds
≤
∫ ρ
2
|A|
|vρ| |K|+
|I|
(w0)2vρ
ds.
Using the assumption of Lemma 17.6, one obtains:
|K| .
∫ ρ
2
wρ
vρ
(√

|K|
s
+
1
(w0)2
· 1
1 +
√
s2 + r2 − r
)
ds.
We estimate the last integral by∫ ρ
2
1
(w0)2
· 1
1 +
√
s2 + r2 − rds ≤
∫ ρ
2
wρ
w0
· s
t(s)
t(s)
s2
ds . log(ρ).
Recall that (w0)−1 ≤ 2ρt−1wρ (see Lemma 6.2 in [FJS17]). Finally, applying
Gro¨nwall’s lemma, one obtains
|K| . log(ρ)ρM
√
 . ρM
√
,
where M is a constant that is changing from a line to the other. 
Hence, exploiting the pointwise estimates for F0, we obtain immediately:
Lemma 17.14. F2 satisfies the L
2 estimates: there exists a constant M2N depend-
ing on N such that ∫
Hρ
t
ρ
(∫
v
|F2|w0dv
)2
dµHρ . 2ρM
2
N δρ−3.
The proof of the L2-estimates is obtained by combining the previous Lemmas
17.8, 17.10, 17.12 and 17.14. 
As a consequence, we have
Proposition 17.15. Let Sµν [f ] denotes the components of the tensor field S[f ].
For any |α| ≤ N − 1, there exists a constant DN such that∫
Hρ
t
ρ
(∫
v
|KαSµν [f ]|dv
)2
dµHρ . 2
ρDN δ
ρ3
.
Proof. We use the commutator formula of Lemma 9.5. Recall as well that the
term Qγ(L) can always be evaluated by the corresponding metric components, see
Lemma 9.1. We must therefore estimate each term of the form Tαβ[F ], where F is
given by
1
(1 + u)q
P1(C)
l1+l′1,rZ,1,sX,1P2(X(C))
l2,rZ,2,sX,2K̂β(f)Qγ(L)
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where rZ,2 +sX,2 ≤ |α|−1, rZ,1 +sX,1 +rZ,2 +sX,2 + l2 + |γ|+ |β| ≤ |α| and 2q ≥ l1,
q ≤ |α|, γX ≥ l′1, l2 ≤ |α|.
We consider first the case when we have access to pointwise estimates on each
of the above C coefficients as well as on Qγ(L),
For this, we recall that
• any KβX(C) coming from P2 only gives ρδD growth;
• any Kβ(C) coming from P1 only gives ρδDu1/2 growth, which is compen-
sated either by the factor of 1
(1+u)q
or by the extra u decay coming from
Qγ(L) depending on the value of γX .
It follows that we can estimate pointwise each of the F term by ρδD|K̂β(f)| and the
result then follows from the application of the above L2-estimates (with k = 0).
The second case we need to consider the cases when either KβC (for |β| > N−4)
or K̂βf (for |β| > N −3) cannot be estimated pointwise. In that situation |γ| < 4,
and Qγ(L) can be estimated pointwise. Applying the L2-estimates of Proposition
17.2, we obtain the result.
If there is one Kβ(C) coefficient coming from P1 which cannot be estimated
pointwise (for |β| > N − 3). In this situation Qγ(L) (with |γ| < 4) can be
estimated pointwise, and we proceed similarly, as before, noticing that Proposition
17.2 allows for up to one C to be absorbed in the L2-estimates.
If there is only Kβ(X(C)) coefficient from P2 which cannot be estimated point-
wise, we proceed similarly as previously, relying on Proposition 17.2.
Finally, if Qγ(L) cannot be estimate pointwise (that is to say when |γ| > N − 2,
by Lemma 9.1), then we have that
rZ,1 + sX,1 + rZ,2 + sX,2 + l2 + |γ|+ |β| ≤ 2.
Hence, all other terms can be estimated pointwise, and by the means of the
Klainerman-Sobolev estimates for f (see Section 16), one obtains there exists a
constant K such that∣∣∣∣ 1(1 + u)qP1(C)l1+l′1,rZ,1,sX,1P2(X(C))l2,rZ,2,sX,2K̂β(f)Qγ(L)
∣∣∣∣
.  · ρKδ · (1 + u)l1+l′1−q−γX |(1 + u)γXQγ(L)|,
from which the L2-estimates follow. 
Appendix A. Decomposition of the translations
First, we recall the basic formula
∂t =
tS − xiZi
t2 − |x|2 .
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Since ∂xi = ∂i− x
i
t
∂t, and ∂i =
Zi
t
, it will be sufficient to only consider the decom-
position of the time translation. In view of the formula for ∂t, we automatically
have
|∂th| ≤
∑
|α|≤1
1
u
|Kα(h)|.
In fact, we have
∂t =
∑
|α|≤1
aα
1
u
Kα,
with aα ∈ Fx (homogeneous of degree 0). Since the function u is not regular at
|x| = 0, let u˜ be defined as follows.
u˜ = t.χ
( |x|2
t2
)
+
(
1− χ
( |x|2
t2
))
.u,
where 0 ≤ χ ≤ 1 is a smooth cut-off function with χ(y) = 1 for y ≤ 1/2 and
χ(y) = 0 for y ≥ 1/2. We then have easily
∂t =
∑
|α|≤1
a˜α
u˜
Kα,
and moreover, since (t, x) → χ
(
|x|2
t2
)
belongs to Fx, the above formula can be
commuted with Kβ and further translations gain additional u˜ decay.
Remark A.1. In the paper, for simplicity, we have written our decay in terms of
u instead of u˜.
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