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Abstract
Die casting is one type of metal casting in which liquid metal is solidified in a reusable
die. In such a complex process, measuring and controlling the process parameters is dif-
ficult. Conventional deterministic simulations are insufficient to completely estimate the
effect of stochastic variation in the process parameters on product quality. In this research,
a framework to simulate the effect of stochastic variation together with verification, val-
idation, uncertainty quantification and design optimization is proposed. This framework
includes high-speed numerical simulations of solidification, micro-structure and mechanical
properties prediction models along with experimental inputs for calibration and validation.
In order to have a better prediction of product quality, both experimental data and stochas-
tic variations in process parameters with numerical modeling are employed. This enhances
the utility of traditional numerical simulations used in die casting.
OpenCast, a novel and comprehensive computational framework to simulate solidifica-
tion problems in materials processing is developed. Heat transfer, solidification and fluid
flow due to natural convection are modeled. Empirical relations are used to estimate the
microstructure parameters and mechanical properties. The fractional step algorithm is mod-
ified to deal with the numerical aspects of solidification by suitably altering the coefficients
in the discretized equation to simulate selectively only in the liquid and mushy zones. This
brings significant computational speed up as the simulation proceeds. Complex domains are
represented by unstructured hexahedral elements. The algebraic multigrid method, blended
with a Krylov subspace solver is used to accelerate convergence.
Multiple case studies are presented by coupling surrogate models such as polynomial
ii
chaos expansion (PCE) and neural network with OpenCast for uncertainty quantification
and optimization. The effects of stochasticity in the alloy composition, boundary and initial
conditions on the product quality of die casting are analyzed using PCE. Further, a high
dimensional stochastic analysis of the natural convection problem is presented to model
uncertainty in the material properties and boundary conditions using neural networks. In
die casting, heat extraction from molten metal is achieved by cooling lines in the die which
impose nonuniform boundary temperatures on the mold wall. This boundary condition
along with the initial molten metal temperature affect the product quality quantified in
terms of micro-structure parameters and yield strength. Thus, a multi-objective optimization
problem is solved to demonstrate a procedure for improvement of product quality and process
efficiency.
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Chapter 1
Introduction
A variety of processes are used in the manufacturing industry to produce a finished product.
These processes are quite complex in nature and demand high conformity to tolerances. Due
to recent advances in computing hardware and software it is possible to simulate the physics
of the process using numerical simulations. These simulations map the input to output
process parameters and thus can be used to estimate the final product quality. Development
of real-time data acquisition systems has facilitated the measurement of parameters during
physical experiments. In order to increase the simulation accuracy, there is a need to couple
experimental data with numerical simulations. Moreover in the industrial environment,
controlling the process parameters tightly is often costly and time consuming. Thus, there is
substantial stochastic variation in the process parameters. Traditional numerical simulation
techniques are unable to predict the effect of this variation on the product quality. Therefore,
the aim of this research is to combine experimental data and stochastic variations with
numerical simulations and thus, increase the confidence in simulations. Simulations are
financially viable and less time consuming and hence, can be used as proxies to actual
experiments. Several complex processes involving a large number of process parameters affect
the final product quality. Due to recent advances in computing hardware and software, it is
now possible to simulate the physics of these processes using numerical simulations. These
simulations provide detailed flow and temperature histories and can be used to estimate
the final product quality. Frequently, it is difficult to measure and tightly control all the
process parameters. However, they can have a significant impact on the process as well as
the predicted product strength.
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Die casting is an important manufacturing process used when high production rates and
complex geometries are required to be manufactured. Figure 1.1 shows a typical schematic
of the die assembly. The die is generally made out of steel consisting of two halves which
are separated along the parting line and held in place by multiple ejector pins. Cooling
lines are designed in the die to flow a coolant, typically water. The mold cavity is sprayed
with a lubricant which helps to control the die temperature and also reduces the sticking of
the molten metal to the die during the removal. Then, the two die halves are closed and
liquid metal is filled in the cavity. The flowing coolant maintains temperature of the die and
extracts heat from the molten metal. After solidification, the two halves are separated by
sliding along the ejector pins. The last step is shakeout in which the scrap (gates, runners
etc.) are separated from the casting and the casting is further cooled to room temperature
either by quenching in water or leaving open to air. Cycle times vary from a couple of
seconds for small components weighing less than one ounce, to thirty seconds for a casting
of several pounds. Aluminum, magnesium and zinc alloys are the most popular materials
used in die casting. Die cast products are more commonly used in automotive and housing
industries.
Figure 1.1: Die Casting Assembly Schematic
2
1.1 Virtual Certification Framework
Individual components of virtual certification framework are shown in fig. 1.2. The top
and bottom links connect the input process parameters to outputs using experiments and
numerical simulations, respectively. Real life die castings are used to calibrate the empirical
models for microstructure and material property parameters. Temperature gradients and
cooling rates estimated using the numerical simulations are inputs to these models. The
numerical software is verified using published results for canonical problems and validated
using the experimental results. Uncertainty quantification is a wrapper on the deterministic
software in order to estimate the impact of stochastic variation in the process parameters on
the final product quality. Here, each module of the framework (fig. 1.2) is described briefly.
Figure 1.2: Virtual Certification Framework
As depicted in Fig. 1.2, the major outcome of the virtual certification methodology is
the predictive framework that provides properties and behavior of die-cast materials under
various conditions. Experimental validation establishes the accuracy of using mathemati-
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cal models, uncertainties, and numerical simulation approaches for simulating die casting
manufacturing processes. Experimental data on a variety of real-life die casting parts from
the industry are obtained for the validation. Initially, a part of the experimental data is
used to compare the model predictions and improvements in the computational models are
made, if necessary as a calibration step. The calibration experimental data serves as a useful
platform to improve computational models. After ensuring the computational results match
with the calibration experimental data, the computational models are further tested with
the remaining experimental data, i.e., data that is not used as part of the calibration process.
This two-step procedure ensures rigorous validation.
Temperature evolution and velocity distribution during solidification of pure metals and
metal alloys has been analyzed by many researchers [2–11]. Some of the common numerical
approaches include continuum mixture model [2, 3], enthalpy method [4], Lattice Boltzmann
method [8] and smoothed particle hydrodynamics [9]. Some researchers have implemented
analytical solutions using scaling analysis or asymptotic methods on simple geometries [5,
7]. Temperature distribution and flow patterns during experimental solidification of pure
metals or binary alloys are useful for calibration and validation [10–12]. Quillet et al. [10]
and Hachani et al. [11] reported the temperature distribution and macro-segregation of
solute with an experimental solidification of a Tin based alloy in an ingot. Solidification
phenomena of die casting involves interplay between heat transfer and flow due to natural
convection. All the references discussed above simulated solidification in rectangular or
cuboidal geometries and hence, structured Cartesian grids were used. Practical die casting
geometries are complex and thus, unstructured hexahedral elements are utilized in this work.
Multiple algorithms are discussed in the literature to simulate fluid flow on unstructured grids
[13–18]. Discretization strategy implemented in this research is an extension of the work by
Mathur and Murthy [17] and Muzaferija and Gosman [18].
For die casting, the microstructure parameters like grain size and dendritic arm spacing
are important as they affect the final product quality. Phase field modeling [19–21] is a
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popular method used to study the evolution of the microstructure during solidification. The
phase field method simulates the growth of each dendrite and thus, it is computationally
expensive at the length scale of die cast products. In this research, an empirical relation
from the work of Backer and Wang [22] is used to estimate secondary dendritic arm spacing.
There are various models [23–25] suggested for grain size estimation during solidification.
Here, the isothermal crystal growth model [24] is used.
Use of deterministic simulations alone to analyze the engineering systems is incomplete
due to the lack of precisely defined input data. Thus, there has been a growing interest
[26–35] in coupling uncertainty propagation techniques with the deterministic numerical
simulations to estimate the effects of stochastic variations in the input process parameters
on the outputs. The polynomial chaos expansion is a popular method used to estimate the
relation between input and output parameters. Stochastic Galerkin projection [26–28] and
collocation [29–31] are two strategies to estimate the coefficients of the polynomial chaos
expansion. Stochastic Galerkin method is an intrusive method since it requires solution of
a new set of equations and thus, modification of the underlying deterministic code which
becomes a significant additional effort. Hence, recently non-intrusive stochastic collocation
methods have been developed which need multiple evaluations of the deterministic simula-
tion at predefined collocation points obtained by sampling from the probability distribution
function of the input parameters. Values of outputs estimated at these samples are then
used to estimate the coefficients of the polynomial chaos expansion.
1.2 Objectives of the Research
Simulating a die casting process requires developing predictive models involving multiple
physical phenomena such as solidification, fluid flow and heat transfer, defining various un-
certainties in process parameters and then developing a solution algorithm. However, despite
the high power of numerical algorithms and the availability of extensive property data, con-
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siderable uncertainties and errors exist in the current day simulation techniques. In addition,
gaps in the knowledge base also exist, especially in the interaction of material microstruc-
ture with physical property fluctuations. Therefore, in order to obtain a comprehensive tool
for accurately predicting quality of the die casting products, a virtually guided certification
methodology has been developed. Virtually guided certification aims to increase the accu-
racy of numerical simulations using a framework connecting experimental data, predictive
models and uncertainty quantification. The present effort aims to reduce the uncertainty in
the numerical simulation results through verification, validation and uncertainty quantifica-
tion. Accurate prediction of outputs with error bars can reduce scrap castings thus, giving
monetary benefits.
The main objective of this work is to incorporate the effects of the stochastic variation
in the process parameters of die casting in the numerical simulation. An in-house numerical
software OpenCast is developed using finite volume method to simulate the solidification
process along with fluid flow due to natural convection and heat transfer. The temperature
gradients and cooling rates are used to estimate the micro-structure parameters like grain
size and mechanical properties like yield strength. Verification and validation is done by
published numerical and experimental results. Uncertainty quantification is used to assess
the impact of stochasticity in the input parameters on the output parameters. Further,
optimal boundary temperature distribution is estimated in order to improve productivity
and quality of the casting. Thus, a framework with calibration, verification, validation,
uncertainty quantification and design optimization coupled to numerical simulation has been
developed.
1.3 Thesis Outline
Outline of the thesis is as follows:
 Chapter 2 begins with the governing equations and the numerical solution algorithm. It
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discusses special considerations required for the solidification problems like coefficient
modification and nonlinear solid fraction temperature relation. It ends with description
of the empirical microstructure and mechanical properties models.
 Chapter 3 begins with the literature survey of use of uncertainty quantification and
its utility. Then it describes the polynomial chaos expansion method and deep neural
networks which are used as surrogate models.
 Chapter 4 presents the verification using the published numerical natural convection
results. Validation is done with published experimental results of solidification. This
chapter emphasizes the need of incorporating stochasticity in the validation.
 Chapter 5 demonstrates the application of the software on solidification of multiple
practical casting geometries. Plots of solid fraction, temperature, microstructure and
mechanical properties are included. This chapter also talks about the effect of natural
convection in casting simulation.
 Chapter 6 presents the results of parameter uncertainty and sensitivity analysis for
a natural convection problem. The polynomial chaos and neural network methods
discussed in chapter 3 are used for low and high dimensional stochastic analysis re-
spectively.
 Chapter 7 presents the parameter uncertainty and sensitivity analysis on multiple
casting problems. A detailed discussion about the effect of stochasticity in the inputs
like boundary condition, initial condition and material properties on the outputs like
solidification time, microstructure and mechanical properties is included.
 Chapter 8 discusses the results of multi-objective optimization of solidification of a
particular casting geometry. A genetic algorithm is coupled with a deep neural network
as a surrogate model. Initial and boundary temperature distributions are estimated
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in order to optimize the productivity and casting quality. Finally, a local sensitivity
analysis is used to rank the multiple optimal designs and identify the best design.
 Chapter 9 concludes with the results and the key achievements of this dissertation.
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Chapter 2
Description of Deterministic
Numerical Model
2.1 Introduction
Temperature evolution and velocity distribution during solidification of pure metals and
metal alloys has been analyzed by many researchers. Bennon and Incropera [2] used a
continuum mixture model to solve the momentum and energy equations and applied it to the
solidification problem of a rectangular cavity filled with a binary aqueous solution [3]. From
their work, it is clear that although the continuum formulation has a limitation of smearing
the interface, it is efficient than the multiple region method in which the governing equations
are solved in each phase separately with appropriate interface conditions. Implementing
multiple region method for a practical complex geometry with irregular interfaces is quite
difficult and computationally expensive. Voller and Prakash [4] used the Darcy’s law of
drag and the enthalpy method to model the mushy zone during solidification of a square
cavity. Two vertical walls were held at below and above the melting point and the horizontal
walls were thermally insulated. The damping of velocities in the mushy zone due to Darcy’s
law is clearly seen in the velocity vector plot. Vynnycky and Kimura [5] solved a similar
problem in a rectangular enclosure analytically. They used an asymptotic approach to solve
the non-dimensional momentum and energy equations for the case of the Rayleigh and
Stefan numbers much larger and smaller than unity, respectively. Comparison with finite
element transient numerical simulation showed that such an asymptotic simplification is
possible. Bennett [6] used adaptive grid with local rectangular refinement (LRR) to model
solidification with fluid flow in multiple rectangular geometries. The adaptive LRR grid
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needed half the storage and computational effort compared to the non-adaptive grid. Wang
et al. [36] discussed a numerical model for melting in a rectangular cavity with natural
convection at high Rayleigh number (108). They used the consistent update technique
(CUT) algorithm with a multigrid solver. Plotkowski et al. [7] simulated analytically and
numerically heat transfer and fluid flow for solidification in a rectangular cavity. They used
scaling analysis to simplify the governing equations of the mixture model followed by an
analytical solution and comparison with a finite volume solution for an Al-Cu binary alloy.
Hu et al. [8] studied the three-dimensional phase change problem with natural convection
using the Lattice Boltzmann method. They simulated melting in a cubical cavity and in
cavities with inner rectangular cylinders and sphere. Cleary et al. [9] used smoothed particle
hydrodynamics to model filling and solidification in high pressure die casting. They simulated
practical industrial case studies like differential cover, an electronic housing and a door lock
plate. Gau and Viskanta [12] performed experiments to understand the importance of natural
convection during solidification and melting of pure metal. Quillet et al. [10] and Hachani
et al. [11] reported the temperature distribution and macro-segregation of solute with an
experimental solidification of a Tin based alloy in an ingot. Such experimental work is
useful for calibration and validation of the numerical methods.
Solidification phenomena of die casting involves interplay between heat transfer and
flow due to natural convection. All the references discussed above simulated solidification
on rectangular or cuboidal geometries and hence, structured Cartesian grids were used.
Practical die casting geometries are complex and thus, unstructured hexahedral elements
are utilized in this work. Multiple algorithms are discussed in the literature to simulate fluid
flow on unstructured grids [13–18]. Discretization strategy implemented in this research is an
extension of the work by Mathur and Murthy [17] and Muzaferija and Gosman [18]. Solution
of the fluid flow and the pressure Poisson equation involves a significant computational effort.
As the solidification problem proceeds, the volume of liquid zone deceases continuously and
it is not necessary to solve for fluid flow in the solid zone. We therefore, have developed a
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consistent procedure to modify the coefficients of the discretized momentum and pressure
Poisson equations in order to satisfy the mass continuity equation. Algebraic multigrid
[37, 38] and Krylov subspace solvers from the open source library HYPRE [39] are used to
solve the linear systems of equations.
For die casting, the microstructure parameters like grain size and dendritic arm spacing
are important as they affect the final product quality. Phase field modeling [19–21] is a
popular method used to study the evolution of the microstructure during solidification. The
phase field method simulates the growth of each dendrite and thus, it is computationally
expensive at the length scale of die cast products. In this research, an empirical relation
from the work of Backer and Wang [22] is used to estimate secondary dendritic arm spacing.
There are various models [23–25] suggested for grain size estimation during solidification.
Here, the isothermal crystal growth model [24] is used.
MAGMA [40], FLOW-3D [41] and ProCAST [42] are some of the popular commercial
softwares for simulations of filling and solidification of die casting. Multiple publications
reported the use of MAGMA [43–46] and FLOW3D [47–49] for casting simulations.
2.2 Governing Equations
Solidification, heat transfer and fluid flow due to natural convection are modeled. It is
assumed that there is no macro-segregation during solidification and the metal is solidified
at nominal composition. It is further assumed that the solid phase velocity is zero. For die
casting problems, this assumption makes sense as the solidification begins from outside near
the mold surface. Thus, the solid phase remains stationary and attached to the mold surface.
In this work, micro-structure parameters are estimated based on the cooling rate only. Since
the solute concentration is not a quantity of interest, solute transport and diffusion are
neglected [7]. Thus, the set of governing equations consists of the standard Navier-Stokes
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equations with additional terms for solidification [7]. They are:
∇ · u = 0 (2.1)
ρ
∂u
∂t
+∇ · (ρu⊗ u) = ∇ · (µ∇u)−∇P − µ
K
u− gρβ(T − Tref ) (2.2)
K =
λ2(1− fs)3
180f 2s
(2.3)
where, u is the mixture velocity vector, ρ is density, t is time, µ is dynamic viscosity, g is
gravity vector, β is coefficient of thermal expansion, P is pressure, K is isotropic permeability
of the dendritic array, λ is dendrite arm spacing and fs is solid fraction.
To model the effects of natural convection, the Boussinesq approximation is used. This is
a valid assumption for problems with moderate density variations in the domain. The fluid is
modeled as a constant density fluid except for the additional buoyancy term −g ρβ(T−Tref )
in the momentum equation (2.2) [50].
The Darcy drag term ( µ
K
u) represents increased resistance to the flow in the mushy zone.
We have used the Blake-Kozeny model (Eq. (2.3)) which estimates the isotropic permeability
(K) of the dendritic array. In the liquid region, solid fraction is zero and permeability tends to
infinity making the Darcy drag term to go to zero. When solid fraction is unity, permeability
tends to zero and thus the coefficient of Darcy drag term goes to infinity. For stability, this
coefficient is added to the diagonal term of the discretized momentum equations. As a result,
the velocities in the solid region go to zero. In the mushy zone, the drag term reduces the
velocities compared to the liquid zone.
The energy equation is written in terms of temperature as:
ρCp
∂T
∂t
+∇ · (ρCpuT ) = ∇ · (k∇T ) + ρLf ∂fs
∂t
(2.4)
The term dealing with the convection of latent heat is ρLf (∇·u) [7]. Under the incompress-
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ibility assumption, ∇ · u = 0 and hence, this term vanishes. Note that the energy equation
(2.4) is written in terms of temperature, but the latent heat term
(
ρLf
∂fs
∂t
)
is expressed in
terms of solid fraction. Hence in order to close the system, a relation between temperature
and solid fraction is required. Equation (2.5) is a simplest possible linear temperature solid
fraction relation for a binary alloy [51]. The Gulliver-Scheil equation (2.6) [52] is a more
accurate nonlinear relation.
fs(T ) =

0 if T > Tliq
1 if T < Tsol
Tliq−T
Tliq−Tsol otherwise
(2.5)
fs(T ) =

0 if T > Tliq
1 if T < Tsol
1−
(
T−Tf
Tliq−Tf
) 1
kp−1
otherwise
(2.6)
where, T is temperature, Cp is specific heat, k is thermal conductivity, fs is solid fraction,
Lf is latent heat of fusion, kp is partition coefficient, Tf is freezing temperature and Tliq is
liquidus temperature.
2.3 Solution Algorithm
We have developed a new software OpenCast in an object oriented C++ environment. A
finite volume method on a collocated grid is used to discretize the governing equations. The
fractional step method [53] modified to account for the solidification is used to integrate
the equations. First, the momentum equations (2.7) without the pressure gradient term is
solved to estimate an intermediate velocity (u*) field. The buoyancy and Darcy drag terms
are included in this step. Second order accurate Crank-Nicolson scheme for the diffusion
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terms and the Adams-Bashforth scheme for the convection terms are used for temporal
discretization. The coefficient of the drag term ( µ
K
) in the mushy zone is treated fully
implicitly as:
ρ
u*− un
∆t
+
µ
K
u* = −Conv(un,un−1) +Diff(u*,un) +Buoy(T n) (2.7)
where, the operators Conv, Diff and Buoy represent the discretized convection, diffusion
and buoyancy terms respectively. The full momentum equation is similarly discretized with
an implicit pressure gradient term, given as:
ρ
un+1 − un
∆t
+
µ
K
u* = −Conv(un,un−1) +Diff(u*,un)− (∇P )n+1 +Buoy(T n) (2.8)
Subtracting equation (2.7) from (2.8) gives the velocity correction equation.
un+1 = u*− (∇P )n+1 ∆t
ρ
(2.9)
Taking divergence of the velocity correction equation (2.9) and invoking the continuity con-
straint gives the equation for pressure:
∇ ·
(∇P
ρ
)n+1
=
∇ · u*
∆t
(2.10)
The overall solution algorithm to advance from time-step n to n+ 1 is as follows:
1. Solve for u* using equation (2.7). Since the diffusion term is implicit, solution is
obtained iteratively
2. Solve the pressure Poisson equation (2.10) iteratively to estimate P n+1
3. Correct the velocities (un+1) using equation (2.9)
4. Solve the energy equation (2.4) together with solid fraction relation (eqs. (2.5) or (2.6))
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to estimate the temperature and solid fraction
5. Estimate micro-structure parameters such as grain size and yield strength using the
empirical relations
In this work, we have used the fractional step method instead of the semi-implicit methods
like SIMPLE, SIMPLER, PISO [54, 55] etc. The fractional step method is computationally
efficient when small time steps below unity Courant number are required from accuracy point
of view. In this case, the temperature–time history is important to get the microstructure
development during solidification.
2.4 Discretization on an Unstructured Grid
Practical die casting geometries are quite complex. Cartesian grids introduce high stair-
casing errors near the boundaries. Thus, OpenCast uses unstructured grids with tetrahe-
dral and hexahedral finite volumes. First, a tetrahedral mesh is generated using the open
source software GMSH [56]. Tetrahedral elements have higher cross diffusion terms due to
mesh skewness compared to hexahedral elements. Thus, we further use an open source tool
TETHEX [57] to subdivide the tetrahedrons to hexahedrons.
The governing equations (2.1), (2.2) and (2.4) can be written as a transport equation for
a general scalar φ:
ρ
∂φ
∂t
+∇ · (ρuφ) = ∇ · (Γ∇φ) + Sφ (2.11)
where, φ is any scalar field, Γ is the diffusion coefficient, and Sφ is the source term. Integrat-
ing Eq. 2.11 over a control volume gives Eq. 2.12. Note that divergence theorem converts
the volume integral to surface integral in the convection and diffusion terms.
˚
V
ρ
∂φ
∂t
dV +
‹
S
ρnˆ · uφdS =
‹
S
Γnˆ · ∇φdS +
˚
V
SφdV (2.12)
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Finite volume approximation converts surface integral into summation over all the faces and
volume integrands are multiplied by volume. ∆V is cell volume, ∆A is face area and nˆ is
outward facing normal of the face.
ρ
∂φ
∂t
∆V +
∑
f
[ρuφ · nˆ∆A]f =
∑
f
[Γ∇φ · nˆ∆A]f + Sφ∆V (2.13)
Figure 2.1: Unstructured Hexahedral Control Volumes
Figure 2.1 shows two adjacent hexahedral control volumes sharing a common face with
vertices V1, V2, V3 and V4. C1 and C2 are cell centers and f is the face center. nˆ is the
unit vector normal to face and in an outward direction with respect to cell C1. ~d is the
distance vector from C1 to C2. We use a collocated finite volume formulation with all the
field variables stored at cell centers.
The surface integral of the diffusion term is approximated as a summation over all the
six faces of the cell. The inner product of the normal and the face centered gradient at each
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face is split into two terms [17]:
nˆ · ∇φ
∣∣∣
f
=
 ~d · ∇φ
∣∣∣
f
nˆ · ~d
−
 ~d · ∇φ
∣∣∣
f
nˆ · ~d − nˆ · ∇φ
∣∣∣
f

=
(
φC2 − φC1
nˆ · ~d
)
+
(
nˆ−
~d
nˆ · ~d
)
· ∇φ
∣∣∣
f
(2.14)
The first and second terms of equation (2.14) are direct and cross diffusion terms, respec-
tively. For a structured grid, nˆ is parallel to ~d and the cross diffusion term is identically zero
as the direct diffusion term reduces to the central difference approximation of first derivative
at face center.
In order to estimate the face centered gradient, the strategy used by Mathur and Murthy
[17] for two dimensional grids is extended. A local co-ordinate system is defined with ξ :
(C1C2), η : (V1V3) and ζ : (V2V4) (fig. 2.1) as the three axes. x, y and z are the axes of the
global frame of reference. The gradients in both these frames are related by the chain rule
of differentiation. 
φξ
φη
φζ
 =

xξ yξ zξ
xη yη zη
xζ yζ zζ


φx
φy
φz
 (2.15)
where, the subscripts denote derivatives. For instance, xξ =
xC2−xC1
ξC2−ξC1
and xη =
xV3−xV1
ηV3−ηV1
.
The Jacobian matrix entries come from the co-ordinates of the cell centers and the vertices.
Value of φ at each vertex is estimated by averaging from the neighboring cells of the vertex.
Thus, the face centered gradient ∇φ
∣∣∣
f
= [φx, φy, φz]
T is estimated by inverting the Jacobian
matrix in equation (2.15) and multiplying by
[
φξ, φη, φζ
]T
. Since these metrics are a function
of mesh geometry, the gradient coefficients are pre-computed and stored. As mentioned
before, the diffusion term is treated implicitly using Crank-Nicolson and thus, the coefficients
(including direct and cross diffusion terms) are assembled into a single matrix.
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The surface integral of the convection term is approximated as a summation over all the
six faces of the cell. The face value of the field φ is estimated by interpolating from the two
neighboring cells which share the face. The volume flux passing through the face (nˆ · u∆A)
satisfies the discrete continuity equation. The cross diffusion term has to be accounted for
in the computation of the volume flux. The details are given in section 2.5.3.
2.5 Special Modifications in Solidification Regions
The fractional step algorithm and the discretization discussed so far is applicable to any
fluid flow problem. However, for solidification problems, some additional steps are needed
in order to handle the extra terms such as the Darcy drag and the latent heat terms in the
momentum and energy equations respectively. The velocities in the solid region should go
to zero and in the mushy zone, velocities should be significantly lower than the fully liquid
region. Simultaneously, the continuity equation has to be satisfied by the face velocities
for each control volume. Thus, special care has to be taken in the solution process of the
pressure Poisson equation and the velocity correction step. Moreover, the latent heat term
involves non-linear temperature solid fraction relation for a binary alloy. This nonlinearity
has to be discretized properly for rapid convergence. All these issues are addressed in this
section.
Figure 2.2 shows a typical distribution of phases during the solidification process. For
ease of visualization, a two dimensional schematic is shown and the same idea has been
generalized to three dimensions. The dotted line shows a solid-mushy zone interface. The
control volumes (cells) on the left of the line are solid and on the right are either liquid or
in mushy zone. Cells are labeled with tags S:Solid, LM: Liquid or Mushy. The S or LM tag
is assigned to each cell based on the temperature at the previous time step and the liquidus
and solidus temperatures of the alloy.
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Figure 2.2: Control Volumes with Solid Liquid Interface
2.5.1 Momentum equation
As described in section 2.3, the modified momentum equations (2.7) are solved to estimate
the intermediate velocities (u*). After discretization, the Darcy drag coefficient ( µ
K
) is added
to the diagonal term of the linear equations. In the pure liquid region, this coefficient is zero
and thus, it does not have any effect. In the mushy zone, it is finite and non-zero and thus,
it acts like a resistance to the flow. In the fully solidified region, it is a large number and
thus, the u* tends to zero. From computational efficiency point of view, it is not necessary
to solve for u* in the solidified cells since it is zero. Therefore, at each time step, before
solving the linearized system of equations, the matrix rows corresponding to solidified cells
are removed. As these solidified cells are connected to the neighboring mushy or liquid zone
cells, the rows corresponding to the neighboring cells have to be modified in a consistent
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manner. Consider the row corresponding to cell number 1 in fig. 2.2:
[A1, A2, . . . , A10] [φ1, φ2, . . . , φ10]
T = [S1, S2, . . . , S10]
T (2.16)
where, φ is any component of u* = [u∗, v∗, w∗]. Originally, φ1 is connected to all the
neighboring cells from 2 to 10. But since cells 6, 7, 8 and 9 are solidified and their velocity
is zero, those rows and columns are deleted from equation (2.16). Thus, the reduced row
becomes:
[A1, A2, A3, A4, A5, A10] [φ1, φ2, φ3, φ4, φ5, φ10]
T = [S1, S2, S3, S4, S5, S10]
T (2.17)
2.5.2 Pressure Poisson Equation
Similar to the momentum equations, the matrix rows corresponding to solidified cells are
deleted from the discrete pressure Poisson equation. But in this case, the rows of the
neighboring liquid or mushy cells cannot be updated by just deleting the connections of
the solid cells as Neumann boundary conditions have to be applied. For any solidified cell,
incoming or outgoing flow through all of its faces should be made zero. This is achieved
as follows. Each face is shared by exactly 2 cells (face owners). All the cells which share
a common vertex with a face are known as its neighbors. The face centered gradient is
computed using the values at all connected neighboring cells. For example, cell numbers 1
and 2 are the owners of face F1 whereas, cells 1, 2, 3, 4, 5, 9 and 10 are its neighbors. The
following cases arise for each face:
1. None of the neighbor cells is solidified: no change in the face centered gradient coeffi-
cient is required (eg. all the faces of cell number 3)
2. None of the owners are solidified but at least one neighbor cell is solidified: flow through
the face is allowed but the face centered gradient coefficient has to be modified as the
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solidified cells are removed from the linear set of equation (eg. faces F1 and F2)
3. At least one owner is solidified: flow through the face is blocked; ∇P · nˆ = 0 thus,
contribution of this face in the integrated diffusion term (
‚
S
Γnˆ · ∇PdS of eq. (2.12))
is zero (eg. faces F3 and F4)
Consider the face F2 for modification of face centered gradient coefficient. Original coeffi-
cients for gradient computation at face F2 which are valid if none of its neighbor cells are
solid are given by:

∂P
∂x
∂P
∂y

F2
≈

Ax1 Ax2 Ax3 Ax4 Ax5 Ax6 Ax7
Ay1 Ay2 Ay3 Ay4 Ay5 Ay6 Ay7


P1 P2 P3 P4 P5 P6 P7
T
(2.18)
Since cell numbers 6 and 7 have solidified, their contribution has to be removed from equation
(2.18). Thus, the last 2 columns are deleted and those coefficients are smeared equally in
the remaining columns for ex., Ax1 is modified to Bx1 = Ax1 + (Ax6 + Ax7)/5 and Ay1 to
By1 = Ay1 + (Ay6 + Ay7)/5. Since there are 5 cells remaining, the division by 5 is required.
After modification, equation (2.18) becomes:

∂P
∂x
∂P
∂y

F2
≈

Bx1 Bx2 Bx3 Bx4 Bx5
By1 By2 By3 By4 By5


P1 P2 P3 P4 P5
T (2.19)
The steps for modification of the discretized pressure Poisson equation are as follows:
1. Identify the faces with none of the owners solidified but at least one neighbor cell is
solidified and smear the coefficients as described above
2. If at least one owner of the face is solidified, set all of its coefficients to zero
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3. Loop over all the cells:
 If none of its face coefficients are modified, its coefficients do not change
 If at least one of its face coefficients is modified, re-assemble its coefficients
These steps remove the contribution of the solidified cells carefully and reduce the compu-
tational effort significantly.
2.5.3 Face Volume Flux Computation and Velocity Correction
The collocated finite volume formulation uses the face centered volume fluxes (nˆ · u∆A) in
the continuity equation so as to avoid the checker-boarding of pressure. Thus, the volume
flux passing through all the faces of a cell satisfies the discrete continuity equation i.e., the
total volume flux entering a cell has to be balanced by the total volume flux exiting it to
a specified tolerance level. If there is an inconsistency in the numerical formulation of the
pressure Poisson equation and the flux computations, there can be a gain or loss of mass
and convergence problems. This section describes a consistent method used in the current
code to handle solidification.
The volume flux is obtained by taking inner product of the velocity correction equation
(2.9) at the face center with face normal and multiplying by face area:
nˆ · un+1∆A
∣∣∣
f
= nˆ · u*∆A
∣∣∣
f
− nˆ · (∇P )n+1∆A
∣∣∣
f
∆t
ρ
(2.20)
u*
∣∣∣
f
is estimated by averaging the cell values from the two owner cells of the face. nˆ ·
(∇P )n+1
∣∣∣
f
is computed exactly in the same way as the regular diffusion term by splitting
it into direct diffusion and cross diffusion terms (eq. (2.14) with φ = P ). The face centered
pressure gradient required in the cross diffusion term is estimated by the modified coefficients
(eq. (2.19)). This volume flux estimate satisfying the discrete continuity equation to a
specified tolerance is used in the convection term (eq. (2.7)). The cell centered velocities do
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not satisfy the discrete continuity equation. They are computed from equation (2.9) and cell
centered pressure gradient is estimated by averaging the face centered gradients.
2.5.4 Latent Heat Term
The Gulliver-Scheil equation (2.6) which relates temperature with solid fraction is a non-
linear model. The easiest way to numerically couple this with the energy equation is to
model the Gulliver-Scheil equation fully explicitly as a source term. The problem with an
explicit approach is that the source term destabilizes the discretized energy equation due
to high magnitude of the latent heat coefficient. Thus, we use the source term linearization
concept discussed by Patankar [54]. The nonlinear term is split into a linear term and a
remainder. The linear term is modeled implicitly and the remainder term is treated explicitly.
From numerical stability point of view, the coefficient of the linear term which is added to
the diagonal of the matrix should be positive. If the coefficient and the remainder term are
functions of the unknown (temperature in this case), the equation has to be solved iteratively
till convergence.
The latent heat term of the energy equation (2.4) when integrated over time and control
volume gives: ˆ
V
ˆ
t
Lf
∂fs
∂t
dV dt ≈ Lf∆V
(
fm+1s − f olds
)
(2.21)
where, superscripts old and m denote last time-step value and iteration number respectively.
The value of solid fraction in the subsequent iteration (fm+1s ) can be estimated from its
latest value (fms ) by a first order Taylor expansion:
fm+1s ≈ fms +
{
dfs
dT
}m [
Tm+1p − Tmp
]
(2.22)
23
Substituting equation (2.22) in (2.21) gives:
ˆ
V
ˆ
t
Lf
∂fs
∂t
dV dt ≈ Lf∆V
(
fms +
{
dfs
dT
}m [
Tm+1p − Tmp
]− f olds )
=
[
Lf∆V
{
dfs
dT
}m]
Tm+1p +
[
Lf∆V
(
fms − f olds −
{
dfs
dT
}m
Tmp
)]
= SpT
m+1
p + Sc
(2.23)
Sp and Sc are functions of last iteration and last time-step values and thus can be computed
first. Note that Sp is always negative and when taken to the left hand side of the equation,
it becomes positive and is thus added to the diagonal of the linear system matrix. Adding
a positive term to the diagonal helps in stabilizing the system and speeds up convergence.
Hence, this approach is found to be much better than the fully explicit method.
The Gulliver-Scheil equation (2.6) plotted in fig. 2.3a for a typical aluminum alloy shows
that there is a discontinuity at the solidus temperature. Thus, the derivative dfs
dT
cannot be
computed. To deal with this difficulty, the original equation is modified by smearing the
discontinuity near the solidus temperature:
fs(T ) =

0 if T > Tliq
1 if T < Tsol − T
fˆs − (T − Tsol − T)
(
1−fˆs
2T
)
if Tsol − T < T < Tsol + T
1−
(
T−Tf
Tliq−Tf
) 1
kp−1
otherwise
(2.24)
where, fˆs = 1 −
(
Tsol+T−Tf
Tliq−Tf
) 1
kp−1
and T is the width of linear smear which can be set to a
reasonable value like 2 K. Thus, the derivative can be computed analytically. Figures 2.3b
and 2.3c plot the modified solid fraction relation and its derivative respectively.
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(a) Solid Fraction (b) Smeared Solid Fraction
(c) Derivative of Smeared Solid Fraction
Figure 2.3: Solid Fraction Temperature Relation
The overall iterative procedure to obtain the variables at the new time step from values
at the old time step can be summarized as:
1. Initialize: T 0p = T
old
p and f
0
s = f
old
s
2. Compute Sp and Sc using last iteration values (T
m
p and f
m
s ) by equation (2.23) and
solve the linear system of equations to estimate next iteration value Tm+1p
3. Update the solid fraction: fm+1s = (1 − λ)fms + λfs(Tm+1p ) where, 0 < λ ≤ 1 is an
under relaxation parameter (Note that fs(T
m+1
p ) is the solid fraction evaluated as a
function of temperature at iteration m+ 1)
4. Estimate the relative change between the successive iteration values of temperature
and solid fraction
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Repeat steps 2 − 4 until the relative change drops below a desired threshold. For the
aluminum alloy used here, it is found that under relaxation is not required i.e., λ = 1 and
the solution converges in 5− 10 iterations.
2.6 Solver for Linear Systems
Typical die cast geometries have high aspect ratios i.e., thin cross sections compared to
the lateral dimensions. It is found that single grid iterative solvers for the elliptic pressure
Poisson equation converge slowly for such geometries. Hence, in this work a multigrid solver
is used. The central idea of a multigrid solver is to solve the equations on multiple coarse
grids and couple the corrections from all the grids through prolongation and relaxation. The
high frequency component of the residual converges fast on the fine grids while the coarse
grids are used to accelerate convergence of the low frequency residual. Thus, the coarse
grid solutions are used to accelerate the convergence while maintaining the discretization
accuracy of the solution at the finest level.
Geometric multigrid is a technique in which multiple levels of grids are generated phys-
ically and the matrix vector system is estimated by discretizing the governing equations
at each level. The main benefit of this approach is that the matrices at all the levels are
obtained directly from the governing equations and thus, good convergence is observed. The
main drawback is that generating coarse grids for a complex geometry with unstructured
elements is non-trivial. Algebraic multigrid (AMG) tries to address this problem by coars-
ening the matrix using heuristics based algorithms. This is a black box approach which does
not need any physical grids at coarse levels.
The BoomerAMG routine along with Krylov solvers of the open source library HYPRE
[39] developed at the Lawrence Livermore National Laboratory is used in our work. The
AMG solver is observed to solve the modified momentum equations (2.7) and the energy
equation (2.4) without difficulty. However, some consistency issues have been observed
26
during the solution of the pressure Poisson equation (2.10) when extensive solidification
happens. In complex geometries, as solidification proceeds, there can be disjoint pockets of
metal which are yet to solidify. Figure 2.4 shows an example of the disjoint regions formed
near the end of solidification. The area with solid fraction of unity (red in fig. 2.4b) is
fully solidified and thus, has zero velocity and the pressure is also set to zero. The blue
regions indicate liquid/mushy zones which are yet to solidify. These regions are solved with
zero normal velocities on their boundaries. Each region is solved with Neumann pressure
boundary conditions corresponding to fixed velocities on the boundary. We have checked
that the sums of the local sources/sinks of the pressure Poisson equation for individual
regions are zero. Thus, the pressure Poisson equation is well formulated whether solved
separately for each domain or as a single linear system. As these pockets are far enough
from each other, they are decoupled numerically in the discrete reduced pressure Poisson
equation (section 2.5.2). This is seen to cause convergence difficulties with AMG. The AMG
solver has been coupled with a single grid BiCGSTAB solver, also from HYPRE, to be used
when AMG is unable to solve the pressure Poisson equation. This issue arises towards the
end of the simulation when only a few cells are liquid (for instance 20%). Thus, the reduced
system is much smaller in size compared to the original problem and a single grid solver is
reasonably well convergent.
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(a) Temperature (K) (b) Solid Fraction
(c) Pressure (Pa)
Figure 2.4: Disjoint Regions near the End of Solidification
2.7 Grain Growth and Mechanical Properties Models
Grain size and Secondary Dendrite Arm Spacing (SDAS) are two important parameters used
to characterize the microstructure. OpenCast uses empirical relations from the literature for
estimation of microstructure parameters and mechanical properties such as yield strength.
SDAS is predicted based on the empirical relationship discussed by Backer and Wang
[22],
SDAS = λ2 = Aλ
(
∂T
∂t
)Bλ
[in µm]. (2.25)
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The model parameters Aλ and Bλ are chosen to be 39.4 and -0.317, respectively based on
the model for microstructure in aluminum alloys [22]. Material behavior of the die cast alloy
is predicted in terms of 2% yield strength (σ0.2) using empirical relationship proposed by
Okayasu et al. [58].
σ0.2 = Aσλ
−1/2
2 +Bσ (2.26)
Here, σ0.2 is in MPa, λ2 (SDAS) is in µm, Aσ = 59.0 and Bσ = 120.3 [58].
Grain size estimation is based on the work of Greer et al. [24]. The grain growth rate is
given by:
dr
dt
=
λ2sDs
2r
(2.27)
where, r is the grain size, Ds is the solute diffusion coefficient in the liquid and t is the time.
The parameter λs is obtained by invariant size approximation:
λs =
−S
2pi0.5
+
(
S2
4pi
− S
)0.5
(2.28)
S is given by
S =
2(Cs − C0)
Cs − Cl (2.29)
where, Cl = C0(1 − fs)(kp−1) is solute content in the liquid, Cs = kpCl is solute content
in the solid at the solid-liquid interface and C0 is the nominal solute concentration. Thus,
using the prescribed partition coefficient (kp) and estimated solid fraction (fs), equations
(2.27)–(2.29) are solved to get the final grain size.
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Chapter 3
Parameter Uncertainty Quantification
3.1 Introduction
Final product quality in die casting is influenced by many process parameters like alloy ma-
terial properties, interface conditions at the mold, thermal boundary conditions etc. Mea-
suring and controlling these parameters accurately is difficult due to the complexity of the
process. This stochastic variation is dealt as parameter uncertainty in the numerical simula-
tions. Conventional deterministic simulations alone are unable to estimate its effect on the
product quality. From modeling perspective, parameter uncertainty quantification is a set
of partial differential equations with coefficients, boundary conditions or initial conditions
varying stochastically. The basic idea is to consider the stochastic variables as dimensions
of the problem in addition to space and time.
In the recent years, there has been a growing interest in analysis of the effects of stochas-
tic variations in the inputs on the outputs. There are multiple examples in the literature in
which the uncertainty propagation techniques are combined with the deterministic numerical
simulations [26–35, 59, 60]. It is popular to use the polynomial chaos expansion (PCE) for
uncertainty propagation in which the output is approximated as a summation of polynomial
basis which are functions of the stochastic inputs. Two main classes of methods to estimate
the coefficients of the PCE are stochastic Galerkin projection [26–28, 59] and collocation
[29–31]. Stochastic Galerkin method is intrusive since it requires solution of a new set of
equations and thus, the underlying deterministic code has to be modified. This becomes a
significant additional effort of software development and difficult to couple with the legacy
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codes. Hence, recently non-intrusive stochastic collocation methods have been gained pop-
ularity. The basic idea is to have multiple evaluations of the deterministic simulation at
predefined collocation points which are samples from the underlying probability distribution
function of the input parameters. The PCE coefficients are then estimated from the output
values obtained from the deterministic solution at these input samples. The coefficients
can be used for post-processing operations like output statistics estimation, response surface
plotting and sensitivity analysis.
The PCE method is extremely useful for low dimensional uncertainty quantification.
But at higher dimensions, it faces a problem known as ‘curse of dimensionality’ i.e., for
a linear increase in the stochastic dimensions, the number of samples grows exponentially.
The Smolyak algorithm [61] addresses this problem to some extent by reducing the number
of samples in high dimensional stochastic space without compromising the interpolation
accuracy. Even with the use of Smolyak algorithm, number of samples required is of the
order of 103 − 104 for five or more input dimensions. For instance, an eight and sixteen
dimensional problem needs 3905 and 51073 samples respectively, for an accuracy level of
five [62]. Practically, it is computationally expensive to simulate the deterministic software
thousands of times. Thus, an alternate method is required for uncertainty propagation.
The Monte Carlo is a simple method which approximates the statistics of the output
by running the deterministic simulations at pseudo random samples of the inputs [63]. Let
w(x, ξ) be a function which maps inputs to an output. Here, the vector x denotes all
the deterministic inputs whereas, the vector ξ denotes all the stochastic parameters. It is
assumed that the stochastic variable follows a known probability distribution: ξ ∼ f(ξ).
The aim is to estimate the stochastic mean of the output w(x, ξ) defined as:
wf (x) =
ˆ
w(x, ξ)f(ξ)dξ (3.1)
Since the function w cannot be expressed in a closed form, above integral has to be approx-
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imated numerically. Importance sampling based Monte Carlo approximation of the integral
is given by [63]:
wf (x) ≈ 1
n
i=n∑
i=1
w(x, ξi)
f(ξi)
p(ξi)
(3.2)
where, ξi are n samples drawn from the probability distribution p(ξ). It is effective to set
p(ξ) as f(ξ) to reduce variance i.e., ξi ∼ f(ξ) [63]. Thus, eq. (3.2) is simplified to:
wf (x) ≈ 1
n
i=n∑
i=1
w(x, ξi) (3.3)
Since the error using the Monte Carlo method is O(1/√n), the number of samples is
practically too high which makes using the Monte Carlo method directly with the determin-
istic simulation difficult. Thus, it is popular to use a surrogate model which is trained and
tested using deterministic simulations. A good surrogate model can be trained with small
number of deterministic simulations and its evaluation is cheap. A well tested surrogate
model is further used to estimate the outputs at multiple sample inputs. Since the surrogate
model evaluation is cheap, there is practically no limit on the number of input samples for
Monte Carlo method. Note that the PCE is also a surrogate model which is ideal for lower
stochastic dimensions with a possibility of direct estimation of the output statistics without
the use of Monte Carlo method. Thus, in this research, PCE and neural network are used
as surrogates for low and high dimensional stochastic problems respectively. This chapter
summarizes the theory for both of them.
3.2 Polynomial Chaos Expansion
To estimate the relation between stochastic process parameters and output parameters, var-
ious methods have been proposed in the literature. A popular method is to use a linear
combination of polynomial basis functions in the stochastic dimension to expand the output
variables. Since orthogonality helps in convergence, orthogonal polynomials are used as basis
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functions. Wiener’s polynomial chaos [64] with Askey family of orthogonal polynomials leads
to optimal convergence of the error. Xiu and Karniadakis [65] determined which polyno-
mial leads to exponential convergence depending on the underlying probability distribution
function that the stochastic variable follows. For instance, the Hermite polynomials are or-
thogonal with respect to the standard normal distribution as the weighting function. Hence,
it is recommended to use Hermite polynomials as basis functions if the stochastic variable
follows normal distribution. Using generalized polynomial chaos expansion developed by
Xiu and Karniadakis [65], a second order random field (w) can be expanded by polynomial
basis (eq. (3.4)). For all practical purposes, the series is truncated to order n.
w(x, ξ(θ)) =
∞∑
i=0
wi(x)Ψi(ξ(θ)) ≈
n∑
i=0
wi(x)Ψi(ξ(θ)) (3.4)
where, w is the quantity of interest, x is a vector of all the deterministic inputs including
space and time (if applicable), Ψi is the multi-dimensional orthogonal polynomial of order
i, ξ is the random variable vector (ξ1, ξ2, . . . ξn) and θ is an elementary event.
In this work, stochastic collocation method is used to estimate the deterministic coeffi-
cients of the polynomial chaos expansion. Collocation is a non-intrusive method and thus,
modification of deterministic software is not necessary. It acts as a wrapper around existing
deterministic software. The deterministic simulation is run at M sample points (ξm) and a
condition w(x, ξm) = wsim(x, ξ
m) is imposed. The right hand side comes from each deter-
ministic simulation and left hand side from polynomial expansion. This gives M constraints
written in a matrix vector form [66]. M > n + 1 ensures that the Vandermonde system
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(eq. (3.5)) is overdetermined. Solving in the least-squares sense gives
[
w0 (x) · · · wn (x)
]T
.

Ψ0 (ξ
1) · · · Ψn (ξ1)
...
...
Ψ0
(
ξM
) · · · Ψn (ξM)


w0(x)
...
wn(x)

=

wsim (x, ξ
1)
...
wsim
(
x, ξM
)

(3.5)
Sample points (ξm) have to be chosen wisely for successive implementation of stochastic
collocation method. For instance, uniformly distributed samples can lead to highly oscil-
latory basis functions and thus poor convergence. Thus, for one dimensional stochastic
problems [66], it is popular to choose roots of the basis orthogonal polynomial as sample
points. For multiple stochastic dimensions, a simple idea is to use a tensor product of sin-
gle dimensional samples. The problem with tensor products is that the number of samples
grows exponentially with stochastic dimensions. Each sample corresponds to a deterministic
simulation and thus, the computational expense grows exponentially. Smolyak [61] came
up with an algorithm to reduce number of samples in multi-dimensional space maintaining
the accuracy of the interpolation. In this research, sparse grid nodes are taken from the
work of Heiss and Winschel [62]. A MATLAB based tool UQLab developed by Marelli and
Sudret [67] is used for post processing the simulation outputs to estimate polynomial chaos
coefficients and generate the response surfaces.
The strategy described above is quite general and can be applied to any numerical solution
framework. For instance in the current work, the output variables (w of eq. (3.4)) could be
temperature and microstructure parameters like grain size and dendritic arm spacing. The
stochastic input parameters could be boundary conditions, initial conditions and alloy and
material properties. The polynomial chaos expansion with stochastic collocation is combined
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with the deterministic computational fluid flow and heat transfer solver to estimate the
sensitivity and uncertainty propagation.
3.3 Deep Neural Network
A neural network is a set of interconnected nodes such that the information flows from inputs
to outputs. Each node is known as a neuron. Figure 3.1a shows a single neuron which has n
scalar inputs (x1, x2, ..., xn) and single output (y). Each neuron performs the following two
operations in sequence:
1. Linear transformation: a =
∑n
i=1wixi + b; where, wi are the weights and b is a bias
term
2. Element-wise nonlinear transformation: y = σ(a); where, σ is the activation function
A neural network is formed by stacking single neurons in a layer and connecting multiple
layers as shown in fig. 3.1b. It depicts an input (layer L1), an output (layer L4) and two
hidden layers (layers L2 and L3). The arrows indicate the direction of information flow from
input to output layer through the hidden layers. A deep neural network (DNN) is essentially
a neural network with multiple hidden layers. Adding multiple hidden layers increases the
nonlinearity of the network and thus, the network can approximate more complex functions
successfully. The number of neurons in the input and output layers is specified by the
problem definition whereas, number of hidden layers and neurons has to be fine tuned.
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(a) Single Neuron (b) Deep Neural Network
Figure 3.1: Neural Network Schematics
The linear transformation followed by the nonlinear activation function of each neuron
can be written in a single matrix vector equation:
y(j) =

x if j = 1
σ(W (j)y(j−1) + b(j)) ∀j ∈ {2, 3, ..., L}
(3.6)
where, the input vector x ∈ Rl1 , weights W (j) ∈ Rlj×lj−1 , activation produced by the jth
layer y(j) ∈ Rlj and bias b(j) ∈ Rlj . L is the total number of layers including input, output
and hidden layers. Number of neurons in the jth layer is denoted by lj. For instance, in
figure 3.1b, L = 4, l1 = 4, l4 = 8 and l2 = l3 = 6. Applying equation (3.6) sequentially
starting from the input layer is known as forward propagation. This operation estimates the
output vector (y(L)) from the input vector (y(1) = x) for given values of weights and bias.
Logistic sigmoid, hyperbolic tangent and rectified linear unit (ReLU) are some of the popular
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activation functions [68]. In this work, the ReLU function defined by σ(y) = max{0, y} is
used for all the hidden layers. For output layer, in order to allow negative values, the identity
function σ(y) = y is used.
The process of estimation of weights and bias using a given set of inputs (xi, 1 ≤ i ≤ m)
and the corresponding outputs (zi, 1 ≤ i ≤ m) is known as training. For the given set of
m training samples, mean squared error between the neural network estimate (zˆi) and the
true value (zi) of the output is defined as the loss function:
L(W , b;xi, zi) = 1
m
i=m∑
i=1
||zi − zˆi||22 (3.7)
It is commonly seen that the neural network performs well on the training data but performs
poorly on the unseen test data. This phenomenon is known as overfitting and is controlled
with regularization. Goodfellow et al. [68] discuss various regularization methods in detail.
Here, the L2 weight regularization with parameter λ is used in which, the loss function
(eq. (3.7)) is modified:
L(W , b;xi, zi) = 1
m
i=m∑
i=1
||zi − zˆi||22 + λ
L∑
l=1
||W (l)||22 (3.8)
The weights and bias which minimize the loss function are estimated using a numerical
optimization algorithm. The gradient of the loss function with respect to the weights and
bias is required in the optimization algorithms such as gradient descent. The gradient
is estimated by the backpropagation algorithm [69]. Hyper-parameters like learning rate,
regularization constant, number of hidden layers and number of hidden units are tuned using
a validation set. Python library Tensorflow [70] with a high level API Keras [71] is used to
implement the DNN.
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Chapter 4
Verification and Validation
4.1 Verification
Figure 4.1: Differentially Heated Cube Schematic
In the context of computer simulations, software verification is performed to confirm whether
the model is correctly implemented. In this case, the results of three dimensional natural
convection in a differentially heated cubical enclosure are used for verification. A temperature
gradient is applied on two opposite faces (X = 0 and X = 1) of a cube with sides of length
L. The remaining four faces are thermally insulated. Gravity is acting in Y direction
which is orthogonal to the temperature gradient direction (fig. 4.1). The cube is filled with
a fluid. Because of the thermal expansion of the fluid due to the temperature variation,
a gradient in density is created. The density gradient generates a buoyant force in the
presence of gravitation field which causes the lighter fluid to move on top of the heavier
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fluid thus, creating currents. The flow field is described by three dimensional incompressible
Navier-Stokes and energy equations which are similar to eqs. (2.1), (2.2) and (2.4) except
the Darcy drag and latent heat terms. For moderate fluid density variations in the domain,
natural convection is modeled using the Boussinesq approximation. Natural convection can
be characterized by a non-dimensional parameter known as Rayleigh number defined as
follows:
Ra =
gβ∆TL3
αν
(4.1)
where, g is the value of gravitational acceleration, β is the coefficient of thermal expansion,
∆T is the temperature difference between the hot and cold wall, α is the thermal diffusivity
and ν is the momentum diffusivity.
The cube is meshed with uniform 643 hexahedral elements. Steady state solution is
computed by time marching. For any scalar field φ, non-dimensional steady state error is
defined as max(||φ
new−φold||)
max(||φnew||) where, maximum is computed over the entire domain. When the
steady state error over all the variables (temperature and 3 velocity components) is less than
10−4, it is assumed that steady state is reached. Fusegi et al. [72] have plotted temperature
and velocity values along various lines along mid-planes of the domain for two Rayleigh
numbers (105 and 106). Percentage error for each case is defined as L2 norm of difference
between the 2 curves discretized. Figures 4.2 and 4.3 show the temperature and velocity
plots superimposed for Rayleigh number 105. Figure 4.4 plots velocities for Rayleigh number
106. Overall it can be seen that the error in temperature is less than 0.02% and error in
velocities is less than 0.8%.
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Figure 4.2: Temperature Profiles (Ra = 105)
Figure 4.3: Velocity Profiles (Ra = 105)
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Figure 4.4: Velocity Profiles (Ra = 106)
4.2 Validation
Due to the complexity of the die casting process, controlled experiments with accurate
temperature measurements inside the casting during solidification are difficult. To validate
our code, we have therefore used the experimental results of ingot solidification made of
Sn-Bi alloy reported by Quillet et al. [10]. In their experiments, a 50 × 60 × 10 mm ingot
is solidified by cooling one of the 60 × 10 mm faces at a constant rate (5 K/min) and the
remaining 5 faces are thermally insulated. Twenty five thermocouples on the ingot were
used to measure temperatures during solidification. Due to the low cooling rate, natural
convection velocities were significant. The effect of these velocities can be seen in the curved
temperature contours plotted in the reference [10]. Thus, this validation study covers all the
aspects of the software including heat transfer, natural convection and solidification.
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(a) Experiment [10]
(b) Simulation with Constant Thermal
Conductivity
(c) Simulation with Variable Thermal
Conductivity
Figure 4.5: Temperature-Time Plot for Cooling Rate 5 K/min
As a first step, validation was attempted without incorporating the effects of uncertainty.
Figure 4.5a plots the experimental measurements of temperature from the 25 thermocouples
as a function of time beginning from solidification. Figure 4.5b is the computed plot assuming
a constant conductivity at an averaged temperature, while fig. 4.5c is the corresponding
plot with temperature dependent thermal conductivity. It is seen that both the computed
deterministic thermal histories do not compare well with the experimental data.
Local values of the thermo-physical properties such as thermal conductivity and density
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depend on grain structure. At the length scale of current simulation, it is not possible to
predict the grain structure and hence the properties from first principles. Thus, there can
be some uncertainty in the input properties. Also, when the alloy solidifies and cools, there
is a thermal contraction. This creates a gap between the mold wall and the casting and adds
thermal contact resistance, reducing the amount of heat extracted. Further, the experimental
measurements are also subject to sensor noise. For example, the thermocouples used by
Quillet et al. [10] have a reported accuracy of 1K, thereby adding another uncertainty in the
predictions. Thus, the validation must account for these uncertainties. We have therefore
included the stochastic variation in the boundary conditions and material properties and
propagated them using the stochastic collocation method. A confidence interval is estimated
about the mean output parameters and the experimental and numerical predictions are
compared within the confidence interval.
The specific heat plays a role only in the energy equation. When the energy equation is
divided by product of density and specific heat, the thermal diffusivity ( k
ρCp
) is a coefficient
of the diffusion term and the ratio (
Lf
Cp
) is the coefficient of the latent heat term. Thus,
introducing uncertainty in any two parameters is sufficient. Hence, thermal conductivity
and latent heat are chosen to introduce uncertainty. Additionally, density is also modeled
as a stochastic quantity since it is a part of the momentum equations. Considering stochas-
ticity in specific heat is not required as it does not add any new information to the problem.
Uncertainty is therefore added only to wall temperature, latent heat, density and thermal
conductivity. Since it is difficult to estimate the thermal contact resistance, the wall tem-
perature is specified as a Dirichlet boundary condition by adding an offset to the cooling
rate of 5 K/min. The offset is estimated from the experimental temperature plot (fig. 4.5a).
In order to take into account the errors in the temperature measurement, an uncertainty is
added on top of the offset. All the four input stochastic parameters are assumed to follow a
normal distribution with mean (µ0) and standard deviation (σ0) as follows:
1. Wall temperature offset: µ0 = 0
0 C, σ0 = 0.5
0 C
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2. Latent heat: µ0 = 60000 J/kg, σ0 = 2%µ0
3. Density: µ0 = 7300 kg/m
3, σ0 = 2%µ0
4. Temperature dependent thermal conductivity: µ0 = [61.282, 57.42, 30.1, 37.7] W/mK,
σ0 = [2.5, 2.5, 2.5, 2.5] W/mK at temperature [273.2, 373.2, 573.2, 973.2] K
All the thermo-physical properties are estimated as a weighted average of individual proper-
ties of Sn and Bi taken from the online version of Kaye and Laby [73]. These uncertainties
are propagated using the stochastic collocation method described in section 3.2.
In order to make a comparison with the experimental data, the experimental temperature-
time data plot (fig. 4.5a) is digitized. Since it is difficult to distinguish between the 25 tem-
peratures, the thermocouple with the highest temperature is used for validation. Stochastic
collocation is done with three accuracy levels of sample points in order to study its conver-
gence. For estimating the interpolation error, 60 Latin Hypercube samples are used as test
points. Deterministic simulations and polynomial chaos give two independent estimates of
the same output parameter at the test points. The non-dimensional error is defined as the
root mean square of difference between these two estimates divided by the maximum value
of the parameter. First column of table 4.1 denotes the accuracy level of sample points.
Accuracy level l integrates polynomials upto order 2l− 1 exactly [62]. Second column is the
number of sample points in two dimensional Smolyak sparse grid i.e., the number of deter-
ministic simulations required (M in eq. (3.5)). The last column lists the non-dimensional
RMS error in computation of the temperature. It can be seen that the error is of order 10−4
for all the accuracy levels and it decreases with increasing level thus, showing convergence.
Hence, level 6 is used for validation.
The Polynomial-Chaos-Kriging (PCK) module of UQLab [67] is used to estimate the
output (temperature–time history) as a function of the four input stochastic parameters.
Kriging is a Gaussian process modeling tool based on stochastic interpolation algorithm to
relate the inputs to outputs. PCK combines the polynomial chaos and kriging methods in a
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Accuracy Level # Sample Pts. Max Temp. RMS Error
4 137 7.27E-4
5 385 4.11E-4
6 953 2.60E-4
Table 4.1: Stochastic Collocation Convergence Analysis
way that is more efficient than the individual methods.
Figure 4.6 plots the maximum temperatures (with error bands) from OpenCast simula-
tions and experiments [10] together with cooling, solidus and liquidus lines. A 2σ confidence
interval about the mean is plotted as the simulation error band. Since the accuracy of ex-
perimental temperature measurement is 1 K [10], an experimental error band is plotted as
±1 K about the mean value. Before the solidification begins, the temperature drops at a
rate similar to the cooling line (5 K/min). Thus, the temperature curve and cooling line
are parallel. As mentioned before, an offset is added to the cooling line and set as a tem-
perature boundary condition. For first 60 seconds, adding offset takes temperature above
2500 C which is the initial temperature. Thus, to avoid heating, boundary temperature is
limited to 2500 C. That is the reason for the slight mismatch between the experimental and
numerical estimates during the first 60 seconds. At the liquidus line, a plateau is observed in
the temperature curve. This is due to the latent heat release inside the plate. In the region
from 60 seconds to the mushy zone before solidus line, it can be seen that the experimental
and numerical temperatures with error bars overlap. Near the solidus temperature, it can be
seen that the numerical simulation shows a small kink in the temperature curve whereas, the
experimental curve drops smoothly. We believe this may be due to the numerical smearing
of the solid fraction temperature relation (eq. (2.24)). This effect starts near the solidus line
and continues for around 200 seconds beyond which again the curves overlap. Thus, except
for the initial 60 seconds and near the solidus line, the agreement is good.
This study validates solidification with the fluid flow due to natural convection and heat
transfer models implemented in OpenCast since all these phenomena occur in the exper-
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iments. It should however be noted that the microstructure parameters and yield stress
empirical models are directly taken from the literature. Validation of these models is nor-
mally done by conducting solidification experiments. Note that the validation is performed
for a Sn–Bi alloy whereas, the subsequent results presented here are for an aluminum alloy.
Aluminum alloys are the most common in die casting and thus, such an alloy is used for
deterministic and stochastic simulations in this research. For validation, it is difficult to
measure temperatures inside the casting during solidification of die casting. Thus, we used
experimental solidification data from the literature which was available for a Sn–Bi alloy.
Since the focus of validation is on the temperature evolution with time, the alloy used is
immaterial as long as appropriate material properties are specified in the simulation.
Figure 4.6: Experimental and Simulated Temperatures with Error Bounds
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Chapter 5
Deterministic Solidification Results of
Realistic Geometries
5.1 Geometry and Mesh
OpenCast is used to simulate multiple practical casting geometries. This chapter presents the
deterministic solidification results. Figures 5.1 to 5.7 show seven different geometries with
their bounding box dimensions and mesh with number of hexahedral control volumes. The
mold is filled with an aluminum alloy with 1000 K initial temperature and the boundaries
are held at 500 K for all the six cases. For die casting geometries which typically have thin
cross-sections, the solidification time is of the order of seconds. Thus natural convection
velocities do not play an important role in the output parameters. Moreover, simulation of
solidification without natural convection reduces the computational effort significantly as the
solution of flow equations is not required. To demonstrate this point, the clamp (fig. 5.1) and
the connector rib (fig. 5.2) are simulated both with and without natural convection flow and
a comparison is made. All other geometries are then simulated without natural convection
flow.
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(a) Geometry: 17 cm X 9 cm X 4 cm (b) Mesh: 334k Hex CVs
Figure 5.1: A Representative Clamp Geometry
(a) Geometry: 2 cm X 10 cm X 12 cm (b) Mesh: 308k Hex CVs
Figure 5.2: A Typical Connector Rib
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(a) Geometry: 15 cm X 23 cm X 23 cm (b) Mesh: 327k Hex CVs
Figure 5.3: Elbow Pipe
(a) Geometry: 13 cm X 7 cm X 16 cm (b) Mesh: 703k Hex CVs
Figure 5.4: Tub
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(a) Geometry: 13 cm X 27 cm X 27 cm (b) Mesh: 340k Hex CVs
Figure 5.5: Pulley
(a) Geometry: 5 cm X 13 cm X 13 cm (b) Mesh: 564k Hex CVs
Figure 5.6: T Junction
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(a) Geometry: 8.89 cm X 8.89 cm X 0.42 cm (b) Mesh: 480k Hex CVs
Figure 5.7: Disc
5.2 Effect of Natural Convection
This section plots the results of the clamp (fig. 5.1) and the connector rib (fig. 5.2) simulated
with and without natural convection flow to study the effect of natural convection. The
SDAS, grain size and yield strength are estimated by the empirical models discussed in
section 2.7. Local solidification time at a particular point in the domain is defined as the
time for which the point was in mushy zone i.e., the time required for temperature to cool
down from the liquidus to solidus temperature of the alloy. Since the temperature gradient
and thus the cooling rate drops as the solidification proceeds, the local solidification time is
higher in the core region.
5.2.1 Clamp
Most of the die casting geometries have thin cross section and thus, the solidification times
are of the order of seconds. For any geometry, simulations are performed for two cases: with
and without natural convection and a comparison is made to assess the effect of natural
convection. Table 5.1 lists down various outputs for the clamp geometry simulated with and
without natural convection. The maximum and minimum are taken over the entire physical
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domain. The same outputs are used for uncertainty quantification later in this work. It can
be seen that the effect of natural convection is insignificant. Same thing is observed for the
connector rib geometry. Thus, simulating without natural convection is acceptable as it saves
significant computational effort. Hence, in all the subsequent simulations, natural convection
was neglected. However, in other processes such as sand casting, natural convection can be
important. Therefore, OpenCast is validated with natural convection so that it can be
applied for simulation of other casting processes.
Output
With Natural
Convection
Without Natural
Convection
Total Solidification
Time (s)
1.64 1.64
Max SDAS
(µm)
10.30 10.26
Max Grain
Size (µm)
18.34 17.51
Min Yield
Strength (MPa)
138.72 138.75
Table 5.1: Clamp Geometry: Comparison With and Without Natural Convection
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(a) Without Natural Convection (b) With Natural Convection
Figure 5.8: Clamp: SDAS (µm)
(a) Without Natural Convection (b) With Natural Convection
Figure 5.9: Clamp: Grain Size (µm)
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(a) Without Natural Convection (b) With Natural Convection
Figure 5.10: Clamp: Yield Strength (MPa)
(a) Without Natural Convection (b) With Natural Convection
Figure 5.11: Clamp: Local Solidification Time (s)
The total solidification time for the clamp is 1.64 s for both with and without natural
convection respectively.
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5.2.2 Connector Rib
(a) Without Natural Convection (b) With Natural Convection
Figure 5.12: Connector Rib: SDAS (µm)
(a) Without Natural Convection (b) With Natural Convection
Figure 5.13: Connector Rib: Grain Size (µm)
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(a) Without Natural Convection (b) With Natural Convection
Figure 5.14: Connector Rib: Yield Strength (MPa)
(a) Without Natural Convection (b) With Natural Convection
Figure 5.15: Connector Rib: Local Solidification Time (s)
The total solidification times for the connector rib are 0.3534 s and 0.3559 s with and without
natural convection respectively.
Figures 5.8 to 5.15 show that the effect of natural convection is not that significant
for geometries with thin cross sections. This can be attributed to the fact that the total
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solidification time is few seconds and thus, the maximum velocities are of the order of few
millimeters per seconds. It can be seen that for both the geometries, the core region is
the thickest section and hence solidifies at the end. As the part cools down with time, the
temperature gradients and cooling rates drop. Hence, it is observed that the core region
typically has high grain size and low yield strength. Similar results are predicted by the
empirical models of Secondary Dendrite Arm Spacing (SDAS) and yield strength.
5.3 Solid Fraction and Temperature
Since the effect of natural convection is insignificant (section 5.2), all the subsequent plots
are from the simulations without natural convection. This section plots solid fraction and
temperature with time for the geometries shown in section 5.1.
5.3.1 Clamp
Figure 5.16: Clamp: Temperature Contours with Time (K)
Figure 5.17: Clamp: Solid Fraction Contours with Time
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5.3.2 Connector Rib
Figure 5.18: Connector Rib: Solid Fraction Iso-surfaces with Time
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5.3.3 Elbow Pipe
Figure 5.19: Elbow Pipe: Solid Fraction Contours with Time
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Figure 5.20: Elbow Pipe: Temperature Contours with Time
60
5.3.4 Pulley
Figure 5.21: Pulley: Solid Fraction Contours with Time
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Figure 5.22: Pulley: Temperature Contours with Time
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5.3.5 T Junction
Figure 5.23: T Junction: Solid Fraction Contours with Time
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Figure 5.24: T Junction: Temperature Contours with Time
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5.3.6 Disc
Figure 5.25: Disc: Solid Fraction Contours with Time
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Figure 5.26: Disc: Temperature Contours with Time
5.4 Microstructure and Yield Strength
This section plots the microstructure and yield strength contours for four geometries shown
in section 5.1. The results for the clamp and connector rib are presented in section 5.2.
The solid fraction versus time plots highlight the core region which solidifies at the end
as the solidification starts from outside and proceeds to the core. As the part cools down
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with time, the temperature gradients and thus the cooling rates drop. Hence, it is observed
that the core region typically has high grain size and low yield strength. Similar results
are predicted by the empirical models of Secondary Dendrite Arm Spacing (SDAS), grain
size and yield strength. The local solidification time is higher in the core region due to the
eventual decrease in the temperature gradient and cooling rate.
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5.4.1 Elbow Pipe
(a) SDAS (µm) (b) Grain Size (µm)
(c) Yield Strength (MPa) (d) Local Solidification Time (s)
Figure 5.27: Elbow Pipe
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5.4.2 Tub
(a) SDAS (µm) (b) Grain Size (µm)
(c) Yield Strength (MPa) (d) Local Solidification Time (s)
Figure 5.28: Tub
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5.4.3 Pulley
(a) SDAS (µm) (b) Grain Size (µm)
(c) Yield Strength (MPa) (d) Local Solidification Time (s)
Figure 5.29: Pulley
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5.4.4 T Junction
(a) SDAS (µm) (b) Grain Size (µm)
(c) Yield Strength (MPa) (d) Local Solidification Time (s)
Figure 5.30: T Junction
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5.4.5 Disc
(a) SDAS (µm) (b) Grain Size (µm)
(c) Yield Strength (MPa) (d) Local Solidification Time (s)
Figure 5.31: Disc XY Cross-section
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(a) SDAS (µm) (b) Grain Size (µm) (c) Yield Strength
(MPa)
(d) Local Solidification
Time (s)
Figure 5.32: Disc YZ Cross-section
5.5 Conclusions
In this chapter, application of OpenCast on solidification of multiple practical casting geome-
tries is demonstrated. Plots of solid fraction, temperature, microstructure and mechanical
properties are included. It can be seen that OpenCast is capable of handling unstructured
grids over complex geometries. This chapter also talks about the effect of natural convection
in casting simulation. In die casting, for geometries having thin cross section, the solidifica-
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tion times are pretty low. Hence, the natural convection velocities can be neglected. This
helps in saving computational cost. It is generally observed that the thicker regions of the
geometry need more time to solidify. The grain size is higher in these regions and yield
strength is lower. Thus, these are found to be the weakest regions of the casting.
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Chapter 6
Uncertainty Quantification in Three
Dimensional Natural Convection
This chapter presents the effects of input uncertainties on the outputs of a three dimensional
natural convection problem in a differentially heated cubical enclosure. Two different cases
are considered for parameter uncertainty propagation and global sensitivity analysis. In case
A, stochastic variation is introduced in the two non-dimensional parameters (Rayleigh and
Prandtl numbers) with an assumption that the temperature boundary condition is uniform.
Being a two dimensional stochastic problem, the polynomial chaos expansion (PCE) method
is used as a surrogate model. Case B deals with non-uniform stochasticity in the boundary
temperature. Instead of the traditional Gaussian process model with the Karhunen-Loe`ve
expansion, a novel approach is successfully implemented to model uncertainty in the bound-
ary condition. The boundary is divided into multiple domains and the temperature imposed
on each domain is assumed to be an independent and identically distributed (i.i.d) random
variable. Deep neural networks are trained with the boundary temperatures as inputs and
Nusselt number, internal temperature or velocities as outputs. The number of domains,
which is essentially the stochastic dimension is 4, 8, 16 or 32. Rigorous training and testing
process shows that the neural network is able to approximate the outputs to a reasonable
accuracy. For a high stochastic dimension like 32, it is computationally expensive to fit the
PCE. This paper demonstrates a novel way of using the deep neural network as a surrogate
modeling method of uncertainty quantification with the number simulations much lesser
than that required for fitting the PCE thus, saving the computational cost.
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6.1 Introduction
Flow due to natural convection has been studied extensively in the literature [72, 74–79]
since it is practically useful in cooling or heating systems for applications like electronics,
nuclear reactors, computing servers etc [80–82]. Davis [74], Shu et al. [78] and Que´re´ [75]
simulated natural convection in the two dimensional differentially heated square cavity in
which gravity is in a direction orthogonal to the applied temperature difference. Davis
[74] used the stream function-vorticity formulation for laminar flow. Accurate benchmark
solution was obtained using mesh refinement and extrapolation. Que´re´ [75] used a pseudo-
spectral algorithm combining spatial expressions of Chebyshev polynomial series with a finite
difference time marching scheme. The results for Rayleigh number upto 108 are presented.
Shu et al. [78] solved the same problem with local radial basis function based differential
quadrature (RDF-DQ) method. This method is a mesh-free approach with the RBFs as
test functions to estimate the derivatives at any node as a wighted sum of values at the
neighboring nodes. They discussed the effect of the RBF shape parameter and its fine
tuning to get accurate solutions. Fusegi et al. [72] presented the results for three dimensional
differentially heated cubical enclosure. They used the finite difference discretization with
SIMPLE algorithm [54] for laminar flow at Rayleigh numbers in the range of 103 to 106.
Rayleigh-Be´nard is another class of natural convection problem in which the temperature
difference is applied parallel to the direction of gravity with the lower wall heated and upper
wall cooled. Hu et al. [76], Li et al. [77] and Yigit et al. [79] studied the Rayleigh-Be´nard
convection numerically in two and three dimensional cavities with cubical and cylindrical
shapes having various aspect ratios.
Uncertainty quantification (UQ) for various types of natural convection problems has
been studied in the literature [31, 35, 59, 60]. Maitre et al. [59] used the zero-Mach-number
model to simulate natural convection in a two dimensional differentially heated square cavity
with uncertainty in the cold wall temperature. The random component of the cold wall
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temperature is modeled using the Gaussian process with an auto-correlation function which
is approximated by the truncated Karhunen-Loe`ve (KL) expansion. PCE coefficients are
estimated by the stochastic Galerkin projection. Output statistics for various values of
the non-Boussinesq parameter  are presented. Ganapathysubramanian and Zabaras [31]
presented an adaptive refinement based approach for reducing the number of deterministic
simulations in high dimensional stochastic space. The adaptive sampling method is applied
to the two dimensional natural convection problem with random boundary condition which
is modeled by the KL expansion method. Venturi et al. [60] studied the stability of the
two dimensional Rayleigh-Be´nard convection subject to stochastic boundary temperatures.
The random boundary condition is assumed to be a non-uniform Gaussian random processes
approximated by the KL expansion. It is found that the stochastic wall temperatures can
extend the stability range of quasi-conduction states beyond the classical bifurcation point.
Fajraoui et al. [35] analyzed the natural convection of porous media in a two dimensional
differentially heated square cavity with uncertainty in the Rayleigh number, permeability
anisotropy ratio, dispersion coefficients and heterogeneity variation. PCE method is used to
estimate the statistics and sensitivity of the output parameters like temperature and Nusselt
number.
For case A, which is a low dimensional stochastic problem, PCE is used while for the high
dimensional case B, a deep neural network surrogate is used. Hornik et al. [83] showed that
the multilayer feed forward networks are universal approximators i.e., with mild assump-
tions on the underlying function to be approximated, the network can achieve any desired
degree of accuracy by choosing suitable number of neurons. The NNs can handle the ‘curse
of dimensionality’ by multiple nonlinear activation functions. In the recent years, the NNs
have been extremely popular in many fields of work as discussed by the review paper by
Schmidhuber [84]. Here, only the applications related to surrogate modeling for numerical
simulations are discussed [85–92]. Sablani et al. [86] used a NN as a surrogate model for
inverse heat conduction problem of estimation of heat transfer coefficient from the internal
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temperature. Since the NN is trained for the inverse problem directly using forward deter-
ministic simulations, the estimation can be done non-iteratively. Cze´l et al. [88] similarly
used NN for non-iterative estimation of heat capacity and temperature dependent thermal
conductivity using the experimental transient temperature histories. A radial basis function
type NN is trained using the numerical solution of the direct heat conduction problem. Both
the above publications show that computational time is saved by non-iterative estimation
due to the NN surrogate model coupled with the forward numerical simulations. Gholami
et al. [85] trained a NN for a three dimensional two fluid flow in a 90o curved channel and
compared both the numerical simulations and NN predictions with experimental data. It
is reported that the NN model is reasonably accurate and significantly faster compared to
the full numerical simulation. Tripathy and Bilionis [90] trained a NN to solve a steady
state two dimensional diffusion process with spatially varying uncertainty in the diffusion
coefficient. This uncertainty is modeled as a log normal random field with mean and covari-
ance functions of the Gaussian random field which is approximated by the Karhunen-Loe`ve
(KL) expansion. Using the trained NN as a surrogate with diffusion coefficient as the input,
statistics of the output parameter are estimated. Zhang et al. [92] have shown the utility of
the physics informed neural networks (PINNs) for uncertainty quantification in direct and
inverse stochastic problems. The basic idea of a PINN is to minimize the residual when
the NN is substituted in the model differential equation together with the standard loss
function of the NN. Automatic differentiation is used to estimate the residual. The paper
claims that minimizing the residual along with loss function enhances the accuracy of the
prediction. Nabian and Meidani [93] have developed a meshfree framework for solving a
high dimensional random partial differential equations using residual neural networks. They
have demonstrated the framework on a stochastic Poisson equation on a square domain with
central hole. Karumuri et al. [94] have also used a similar approach. Chan and Elsheikh
[95] have coupled neural networks with a multiscale finite volume method to model a Pois-
son equation having stochasticity in the diffusion coefficient. They have found this coupled
78
approach to be hundred times faster than the multiscale finite volume method.
In a differentially heated cube natural convection problem, a temperature gradient is
applied on two opposite faces (X = 0 and X = 1) of a cube with sides of length L. The
remaining four faces are thermally insulated. Gravity is acting in Y direction which is or-
thogonal to the temperature gradient direction. The cube is filled with a fluid. Because of
the thermal expansion of the fluid due to the temperature variation, a gradient in density is
created. The density gradient generates a buoyant force in the presence of gravitation field
which causes the lighter fluid to move on top of the heavier fluid thus, creating currents.
The flow field is described by three dimensional incompressible Navier-Stokes and energy
equations. For moderate fluid density variations in the domain, natural convection is mod-
eled using the Boussinesq approximation. The system of equations is written in terms of
non-dimensional variables as follows [75]:
∇ · u = 0 (6.1)
∂u
∂t
+ (u · ∇)u = Pr
Ra0.5
∇2u−∇P − gˆPrΘ (6.2)
∂Θ
∂t
+∇ · uΘ = 1
Ra0.5
∇2Θ (6.3)
where, u is the velocity vector, Θ is the temperature, t is time, gˆ is the unit vector in the
direction of gravity, P is the pressure, Pr = ν/α is the Prandtl number and Ra = gβ∆TL3/να
is the Rayleigh number. Characteristic values for non-dimensionalization are as follows:
velocity uc = (α/L)Ra
0.5, time tc = (L
2/α)Ra−0.5, pressure Pc = ρu2c and L is the cavity
length. Non-dimensional temperature is defined as Θ = (T − Tm)/(Th − Tc) where, Th and Tc are
hot and cold wall temperatures respectively and Tm = (Th + Tc)/2 is the mean temperature.
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6.2 Grid Independence Study
(a) Temperature vs X (b) Y vs X Velocity (c) Y Velocity vs X
Figure 6.1: Temperature and Velocity Contours for Ra = 105
The temperature and velocities are plotted along a centerline for both the Rayleigh numbers
(figs. 6.1 and 6.2). Note that the characteristic velocity used by Fusegi et al. [72] is different
compared to the discussion in section 6.1. Hence only in this section, the velocities are scaled
by uc =
√
gβL(Th − Tc). In each figure, estimates from the three grid levels computed by
OpenCast are superimposed with the results from Fusegi et al. [72] whenever available. For
the Ra = 105 case (fig. 6.1), it can be seen that all the three grid results from OpenCast
overlap with each other. For Ra = 106 (fig. 6.2), the coarsest grid (323) plot is slightly off
but the remaining two finer grid plots overlap. This shows that the grid independence is
achieved and for all further computations presented in this chapter, a grid of size 1013 is
used.
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(a) Temperature vs X (b) Y vs X Velocity (c) Y Velocity vs X
Figure 6.2: Temperature and Velocity Contours for Ra = 106
6.3 Deterministic Results: Output Values at Input
Mean
Uncertainty quantification analyzes the effects of small stochasticity in the input on the
output. Since the stochasticity in the input is of the order of a small percentage of its mean,
a similar variation is expected in the output. Thus, the stochastic mean of each output
variable is compared with the value of that variable at the input mean. The velocities are
non-dimensionalized as discussed in section 6.1. Figures 6.3 and 6.4 plot the Nusselt number
at hot wall, temperature, X and Y velocities along the Z midplane for Rayleigh number
of 105 and 106 respectively. The stochastic means of the Nusselt number, temperature
and velocities are expected to follow trends similar to the figs. 6.3 and 6.4. Thus, in the
following sections, contour plots of the difference between the output stochastic mean and
the deterministic values are plotted for comparison. The difference gives an estimate of the
effect of uncertainty in the input on the outputs compared to the case with deterministic
inputs.
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(a) Hot Wall Nusselt Number (b) Temperature at Z = 0.5
(c) X-Velocity at Z = 0.5 (d) Y-Velocity at Z = 0.5
Figure 6.3: Deterministic Results for Ra = 105 and Pr = 7.5
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(a) Hot Wall Nusselt Number (b) Temperature at Z = 0.5
(c) X-Velocity at Z = 0.5 (d) Y-Velocity at Z = 0.5
Figure 6.4: Deterministic Results for Ra = 106 and Pr = 7.5
6.4 Description of Cases A and B
The input parameters affecting the simulation of natural convection are boundary tempera-
ture, domain length and material properties like viscosity, thermal diffusivity and coefficient
of thermal expansion. Two separate cases of input uncertainties are analyzed in this chapter.
Case A assumes that the boundary temperature is uniform. Thus, the governing equations
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(6.1-6.3) show that the physics of natural convection can be parametrized just using Rayleigh
and Prandtl numbers. The uniform boundary temperature, domain length and the material
properties all go into the Rayleigh and Prandtl numbers. Hence, from the perspective of pa-
rameter uncertainty propagation analysis, this a two dimensional problem. Case B considers
the possibility of uncertainty in the non-uniform boundary temperature with deterministic
material properties. Case A is analyzed using the polynomial chaos expansion (section 3.2)
whereas, deep neural networks (section 3.3) are used for the case B as surrogate models.
Such an analysis is practically important as there are stochastic variations in the bound-
ary conditions due to inaccuracy in measurement and control. The fluid material properties
also vary stochastically due to the presence of impurities. Hence, the effect of these uncer-
tainties on the temperature and velocity distribution and Nusselt number is studied in this
work. The following sections summarize the surrogate modeling strategies used for both the
cases.
For the case A with uniform boundary temperature, uncertainty can be characterized by
introducing stochastic variation in the Rayleigh and Prandtl numbers. Since this amounts to
two dimensional uncertainty propagation problem, it can be handled with polynomial chaos
expansion method. One of the benefits of polynomial chaos method is that the output vari-
able statistics and sensitivity can be estimated directly from the coefficients of the expansion
without any numerical approximations [67]. Sampling strategy plays a vital role in the ac-
curacy and stability of stochastic collocation. Uniformly distributed samples lead to highly
oscillatory interpolation and hence, poor convergence. Thus, for one dimensional stochastic
problems, the roots of the basis orthogonal polynomials is a popular choice of sample points
(ξm) [66]. For higher stochastic dimensions, tensor product of the single dimensional samples
can be used. The sample size grows exponentially with dimensions if tensor product is used.
This is a problem as each sample corresponds to a deterministic simulation and thus, the
cost of computations grows exponentially. An algorithm to reduce the number of samples
in high dimensional without spoiling the interpolation accuracy was published by Smolyak
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[61]. It is found that for stochastic dimensions less than three, the Smolyak algorithm is
not effective in reducing the sample size [62]. Thus, in this work, a tensor product of single
dimensional samples (roots of the Hermite polynomials) are used [62]. UQLab, a MATLAB
based tool developed by Marelli and Sudret [67] is used for estimation of polynomial chaos
coefficients and response surfaces. The Polynomial Chaos-Kriging module of UQLab is used
as it is found to be more effective than the basic polynomial chaos method.
Practically, a heat exchanger setup with a closed loop feedback system is used to main-
tain the cold and hot wall temperatures. Due to the errors in measurement and control,
there are stochastic variations in the set temperature. For a large wall, there would be mul-
tiple heat exchangers in contact with the wall. Since the objective is to maintain a uniform
temperature, all the heat exchangers would be identical. Thus, it is safe to assume that the
temperature achieved by each of them is a random variable following the normal distribu-
tion with mean as the expected temperature and error modeled as the standard deviation.
It is also assumed that the heat exchangers are independently controlled. Thus, the set
temperatures are independent and identically distributed (i.i.d) random variables.
In the literature, there are examples of using Gaussian process model with the Karhunen-
Loe`ve expansion to model uncertainty in the boundary condition [31, 59, 60]. In this work,
the wall is subdivided into multiple domains with a different value of temperature imposed
as a boundary condition. From fig. 6.4, it can be seen that the variation of Nusselt number is
stronger in the direction of gravity (Y ) compared to the orthogonal direction (Z). Thus, the
wall is divided into strips along gravity (Y ). Figure 6.5 shows samples of the temperature
boundary condition with 4, 8 and 16 number of strips. Each strip temperature is assumed
to be an i.i.d. random variable following a normal distribution (µ = 1.05, 3σ = 0.01).
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(a) Number of Strips: 4 (b) Number of Strips: 8 (c) Number of Strips: 16
Figure 6.5: Samples of Temperature Boundary Condition
Polynomial chaos expansion is a popular surrogate modeling strategy for low dimensional
stochastic problems. The statistics of the output and the Sobol sensitivity indices can be
computed from the polynomial coefficients directly without using any numerical approxima-
tion [67]. Thus, the polynomial chaos method should be used whenever feasible. However,
for higher stochastic dimensions, the number of samples needed to estimate the coefficients
of the expansion is quite high even if Smolyak sparse grid is used. For instance, an eight and
sixteen dimensional problem needs 3905 and 51073 samples respectively, for the accuracy
level of five [62]. Practically, it is computationally expensive to simulate the deterministic
software thousands of times. Thus, a deep neural network is used as a surrogate model for
case B.
6.5 Case A Results
The non-dimensionalized governing equations (6.1-6.3) show that the natural convection
problem is parametrized by two parameters viz. Rayleigh and Prandtl number. It is assumed
that both of them follow a normal distribution with a 2% standard deviation with respect
to mean:
 Ra ∼ N (µ = 105, σ = 0.02µ) or Ra ∼ N (µ = 106, σ = 0.02µ)
 Pr ∼ N (µ = 7.5, σ = 0.02µ)
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Results from two different Rayleigh numbers (105 and 106) for which the flow is known to
remain laminar are presented here [72]. High Rayleigh number implies higher buoyancy
compared to viscous forces and thus, higher velocities and Nusselt number are observed.
The fluid inside the cube is assumed to be water and hence, the Prandtl number is set to
7.5. As mentioned in section 3.2, a tensor product of roots of Hermite polynomial scaled
with mean and standard deviation is chosen as samples.
6.5.1 Stochastic Convergence
Hundred uniform Latin hypercube samples are used as test points to verify the convergence of
the stochastic collocation method. Two independent estimates of the same output parameter
are obtained using polynomial chaos expansion and deterministic simulation. The root mean
square of the difference between these two estimates normalized by the maximum value of the
parameter is defined as the non dimensional error estimate. Spatial mean Nusselt number
(eq. (6.4)) over the hot face is used to estimate the collocation error.
Numean =
ˆ
Nu(y, z)
∣∣∣
x=1
dydz =
ˆ
∂T (y, z)
∂x
∣∣∣
x=1
dydz (6.4)
First column of the table 6.1 is the accuracy level of the sample points used for interpola-
tion. Accuracy level l integrates polynomials up to degree 2l−1 exactly [62]. Second column
is the number of sample points i.e., the number of deterministic simulations required (M in
eq. (3.5)). The last two columns list the non-dimensional RMS error in computation of the
spatial mean Nusselt number for both the Rayleigh numbers. Although the error increases
slightly at the first two levels, eventually the error drops with higher accuracy level. This
proves the stochastic convergence. At the highest accuracy level, the error is of order 10−4
or 10−5 which shows that the polynomial chaos is reasonably accurate and can be used for
further analysis.
For visual inspection, spatial mean Nusselt number estimates from the numerical simu-
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Accuracy Level No. of Samples Ra 1E5 Ra 1E6
4 16 – 1.09E-03
5 25 3.45E-05 1.32E-03
6 36 6.76E-05 5.24E-04
7 49 1.79E-05 2.50E-04
8 64 1.50E-05 –
Table 6.1: Stochastic Collocation Error Analysis
lation and the polynomial chaos expansion are plotted together in fig. 6.6 for the hundred
test points. Ideally, all the points should lie on the Y = X line but due to the stochastic
interpolation error, some points are off the line. Since most of the points follow the expected
trend of the Y = X line, it can be concluded that the polynomial chaos is accurate.
(a) Ra = 105 (b) Ra = 106
Figure 6.6: Mean Nusselt Number Estimate from Numerical Simulation and Polynomial
Chaos Expansion
6.5.2 Nusselt Number
Response surface gives a visual representation of the variation of an output parameter with
input stochastic parameters. For two dimensional stochastic problem, the response surface
can be plotted as a contour. Figure 6.7 plots the response surfaces of Nusselt number
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averaged over the hot wall (eq. (6.4)) for both the Rayleigh numbers. In each plot, X and
Y axes denote Rayleigh and Prandtl numbers, respectively which are the stochastic input
parameters. Since both the input variables are assumed to follow normal distribution, they
are plotted in the range (µ − 3σ, µ + 3σ). For example, Rayleigh and Prandtl numbers are
plotted in the range (105 − 3 × 2000, 105 + 3 × 2000) and (7.5 − 3 × 0.15, 7.5 + 3 × 0.15),
respectively in fig. 6.7a. The contour lines represent the value of mean Nusselt number. The
slope of the contour line can be used to estimate the local sensitivity of the output with
respect to a particular input. For example, the contour lines are nearly vertical in the left
region of fig. 6.7b which implies that the local sensitivity of the mean Nusselt number in the
left region is high towards the input plotted on the X axis i.e., the Rayleigh number.
(a) Ra = 105 (b) Ra = 106
Figure 6.7: Spatial Mean Nusselt Number Response Surface
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(a) Difference between
Stochastic Mean and
Deterministic Value
(b) Stochastic Standard
Deviation
(c) Stochastic Standard
Deviation by Stochastic Mean
Figure 6.8: Local Nusselt Number at Hot Wall for Ra = 105
(a) Difference between
Stochastic Mean and
Deterministic Value
(b) Stochastic Standard
Deviation
(c) Stochastic Standard
Deviation by Stochastic Mean
Figure 6.9: Local Nusselt Number at Hot Wall for Ra = 106
The local Nusselt number on the wall (Nu(y, z)) varies due to the stochasticity in the
Rayleigh and Prandtl numbers. Figures 6.8 and 6.9 plot its statistics for both the Rayleigh
numbers. The stochastic mean plots look visually similar to the plots at mean Rayleigh and
Prandtl numbers (figs. 6.3a and 6.4a). Thus, figs. 6.8a and 6.9a plot contours of difference
between the stochastic mean and deterministic value of the Nusselt number at hot wall
(figs. 6.3a and 6.4a). Figures 6.8b and 6.9b plot the standard deviation due to the stochastic
input variation. Higher standard deviation is observed in the region of higher mean. Thus,
figs. 6.8c and 6.9c are plotted to annihilate the effect of mean. The local ratio of standard
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deviation to mean shows higher values on the left and right sides near Y = 0 and Y = 1 as
gravity is acting in Y direction. It can be seen that the difference between the stochastic
mean and the deterministic values (fig. 6.8a) is one order of magnitude higher than the
stochastic standard deviation (fig. 6.8b) for Rayleigh number of 105. This implies that
the input stochasticity shifts the deterministic mean of the output more than its standard
deviation. On the other hand, for Rayleigh number of 106, both the difference (fig. 6.9a)
and stochastic standard deviation (fig. 6.9b) are of similar orders of magnitude. Thus, the
shifting of mean and the standard deviation on the shift are of similar orders of magnitude for
higher Rayleigh number. The difference between the stochastic mean and the deterministic
value is of the order of 0.3% of the deterministic value for both the Rayleigh numbers.
6.5.3 Velocity and Temperature
(a) Difference between Stochastic Mean and
Deterministic Value
(b) Stochastic Standard Deviation
Figure 6.10: Temperature at Z = 0.5 Mid-plane for Ra = 105
For the case of temperature gradient in the X direction and gravity in the Y direction, tem-
perature and velocity contours at the Z mid-plane are quite informative. All the stochastic
mean contour plots look visually similar to those of the deterministic natural convection
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problem (figs. 6.3 and 6.4) and thus, are not plotted. Instead, the difference between the
stochastic mean and deterministic values is plotted here. Figures 6.10 to 6.15 plot the dif-
ference and standard deviation of temperature and velocities for the Rayleigh numbers of
105 and 106. It is observed that both the difference and standard deviations are of similar
orders of magnitude. The difference and standard deviation in the temperature are three
orders of magnitude smaller than the mean. On the other hand, the difference and standard
deviation in velocities are two orders of magnitude smaller than the mean. Thus, it can be
concluded that the effect of uncertainty is significant on the velocities than the temperature.
The uncertainty has higher impact on the temperature of Ra = 106 simulation than that of
Ra = 105. Similar to the Nusselt number, the standard deviation is higher where the mean
value is higher. The difference between the stochastic mean and the deterministic value for
temperature is of the order of 0.1−0.3% of the deterministic value for low and high Rayleigh
numbers respectively. The difference is of the order of 1− 3% for both the velocities of low
and high Rayleigh numbers respectively. Thus, the effect of input stochasticity is higher on
the velocities compared to temperature.
(a) Difference between Stochastic Mean and
Deterministic Value
(b) Stochastic Standard Deviation
Figure 6.11: X Velocity at Z = 0.5 Mid-plane for Ra = 105
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(a) Difference between Stochastic Mean and
Deterministic Value
(b) Stochastic Standard Deviation
Figure 6.12: Y Velocity at Z = 0.5 Mid-plane for Ra = 105
(a) Difference between Stochastic Mean and
Deterministic Value
(b) Stochastic Standard Deviation
Figure 6.13: Temperature at Z = 0.5 Mid-plane for Ra = 106
93
(a) Difference between Stochastic Mean and
Deterministic Value
(b) Stochastic Standard Deviation
Figure 6.14: X Velocity at Z = 0.5 Mid-plane for Ra = 106
(a) Difference between Stochastic Mean and
Deterministic Value
(b) Stochastic Standard Deviation
Figure 6.15: Y Velocity at Z = 0.5 Mid-plane for Ra = 106
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6.5.4 Sensitivity Analysis
(a) Ra = 105 (b) Ra = 106
Figure 6.16: Sensitivity: 6 Outputs, 2 Inputs
Sensitivity analysis quantifies the variation in an output due to the variation in a particular
input. In this work, the global sensitivity is estimated using the Sobol indices based on
the Sobol decomposition [96]. Partial Sobol index measures the contribution of a subset of
inputs to the total variance. This includes the variance due a coupling between the inputs.
Total Sobol index for each input is defined as the sum of all the partial indices involving
that input parameter. Here, the total Sobol indices are estimated from the polynomial chaos
coefficients using the sensitivity analysis tool of the software UQLab [67].
Wall Nusselt number and X and Y velocities (u,v) have been chosen as representative
outputs of the natural convection problem to study the sensitivity. The mean and maximum
are taken over the hot wall and entire cube for the Nusselt number and velocities, respectively.
Figure 6.16 plots the sensitivity (total Sobol index) of the mean and maximum of Nusselt
number and velocities with respect to each stochastic input parameter viz. Rayleigh and
Prandtl numbers. It can be seen that the Nusselt number is more sensitive to Prandtl number
for the case of Ra = 105 whereas, it is more sensitive to Rayleigh number for Ra = 106. On
the other hand, the velocities are more sensitive to the Prandtl number in both the cases. But
for the higher Rayleigh number case, their sensitivity towards the Prandtl number increases.
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6.6 Case B Results
6.6.1 Deep Neural Network Training and Testing
As described briefly in section 3.3, the hot wall is divided into strips in a direction along
gravity (fig. 6.5). Different temperature boundary condition is imposed on each strip. It
is assumed that each strip temperature is an independent and identically distributed (i.i.d)
random variable and follows a normal distribution with µ = 1.05 and 3σ = 0.01. Since
the cold wall is held at a constant temperature of 0.95, the temperature difference driving
the natural convection flow is 0.1. This implies that a 3σ error of 10% is specified in the
input stochasticity. The number of strips in this study is varied from 4 to 32 in multiples
of 2. The material properties of the fluid are kept constant in case B. In order to estimate
the statistics of the outputs, a deep neural network (DNN) surrogate model is used. The
boundary temperatures on each strip are inputs to the DNN. A 993 finite volume mesh
is used for the numerical simulation. Four separate DNNs are trained with the following
outputs:
1. Nusselt number along the hot wall: 992 = 9801 outputs
2. Temperature along the Z = 0.5 midplane: 992 = 9801 outputs
3. X velocity along the Z = 0.5 midplane: 992 = 9801 outputs
4. Y velocity along the Z = 0.5 midplane: 992 = 9801 outputs
Latin hypercube samples (LHS) are generated using the python package pyDOE [97]. The
uniformly distributed LHS are transformed into normal distribution using the inverse cumu-
lative distribution function (ppf) of the statistical functions module of scipy [98]. Separate
sets of LHS are generated for training, validation and testing. Cases with 4, 8 and 16 strips
are trained with 500 samples whereas, for 32 strips, 1000 samples are required. For each
case, two different sets of 100 samples are used for validation and testing.
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The number of neurons in the input and output layers is specified by the number of
inputs and outputs. The learning rate, regularization constant, optimizer and the number
of hidden layers and neurons are highly problem specific and are chosen so that the both the
training and validation error are simultaneously minimized. The prediction accuracy is then
checked on an unseen testing set. This overall procedure helps in fitting a DNN with low
bias and low variance [68]. The DNNs are implemented in the Python library Tensorflow
[70] with a high level API Keras [71]. Among the various optimizers available in Keras, the
Adam optimizer [99] is found most suitable in this work. Settings of Adam optimizer are as
follows: learning rate of 10−3, β1 = 0.9, β2 = 0.999 and ‘amsgrad’ option switched on. ReLU
and identity are the activation functions for all the hidden and output layers respectively.
Other hyperparameters specific to each of the four DNNs are as follows:
1. Wall Nusselt number: λ = 0.001, Lh = 5, nh = 300
2. Temperature: λ = 0.001, Lh = 4, nh = 300
3. X velocity: λ = 0.01, Lh = 4, nh = 300
4. Y velocity: λ = 0.01, Lh = 4, nh = 300
where, λ is L2 regularization constant, Lh is the number of hidden layers and nh is the
number of neurons in each hidden layer. All the DNNs are trained for 100 iterations on the
entire dataset known as epochs. All the hyperparameters given above are tuned using the
validation set with an objective to minimize bias and variance. Figure 6.17 plots the loss
versus epochs during training for each of the four DNNs for the case with 4 strips. Losses
for DNNs of 8, 12 and 16 strips are similar and hence are not plotted here. Since both the
training and validation losses are close to each other, it shows that the variance is low.
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(a) Hot Wall Nusselt Number (b) Temperature at Z = 0.5
(c) X-Velocity at Z = 0.5 (d) Y-Velocity at Z = 0.5
Figure 6.17: DNN Training and Validation Loss for 4 Strips
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(a) Hot Wall Nusselt Number (b) Temperature at Z = 0.5
(c) X-Velocity at Z = 0.5 (d) Y-Velocity at Z = 0.5
Figure 6.18: Estimate from Numerical Simulation and DNN for 4 Strips
Table 6.2 documents the training and testing errors for all the 16 DNNs: 4 DNNs each
for 4, 8, 16, and 32 strips. The relative average percent error is defined as hundred times the
L1 norm of the difference between true values (numerical simulation) and DNN estimates
divided by the maximum absolute value of the output. The training and testing errors
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are small and close enough thus, implying low bias and variance. For visual inspection,
estimates from the numerical simulation and the DNN are plotted together in fig. 6.18 for
the testing samples for the case of 4 strips. Each output is normalized by subtracting its
mean and dividing by its standard deviation and thus, is non-dimensional. Ideally, all the
points should lie on the Y = X line but due to the interpolation error, some points are off
the line. Since most of the points follow the expected trend of the Y = X line, it can be
concluded that the neural network surrogate is accurate.
4 Strips 8 Strips 16 Strips 32 Strips
Train Test Train Test Train Test Train Test
Wall Nusselt No. 0.302 0.390 0.205 0.512 0.602 2.260 1.393 2.373
Temperature 0.029 0.030 0.024 0.025 0.022 0.023 0.022 0.024
X Velocity 1.114 1.144 0.864 0.903 0.704 0.731 0.644 0.722
Y Velocity 0.372 0.387 0.297 0.311 0.248 0.260 0.233 0.230
Table 6.2: Relative Average Percent Error: DNN Training and Testing
6.6.2 Nusselt Number
Figure 6.19 plots the difference between stochastic mean and deterministic value of the
Nusselt number on hot wall. Since this wall is subjected to the stochastic boundary condition,
the demarcations of the strips can be seen. For example, figs. 6.19a and 6.19b have four
and eight strips respectively. Similar strips are also observed on the stochastic standard
deviation contours (fig. 6.20). The maximum deterministic value of the Nusselt number over
the hot wall is 18.71 (fig. 6.4a). The maximum values of the difference are 1.62, 1.91, 1.93
and 2.17 for 4, 8, 16 and 32 strips respectively. Hence, this shift in the stochastic mean from
the deterministic value is comparable to the input uncertainty of 10%. On the other hand,
the stochastic standard deviation is of the order of 10−2. Thus, it is seen that the shift in
mean is more pronounced than its deviation similar to case A.
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(a) 4 Strips (b) 8 Strips
(c) 16 Strips (d) 32 Strips
Figure 6.19: Ra = 106 Hot Wall Nusselt Number: Difference between Stochastic Mean and
Deterministic Value
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(a) 4 Strips (b) 8 Strips
(c) 16 Strips (d) 32 Strips
Figure 6.20: Ra = 106 Hot Wall Nusselt Number: Stochastic Standard Deviation
6.6.3 Velocity and Temperature
Figures 6.21 to 6.23 plot the difference between the stochastic mean and the deterministic
value of the temperature, X and Y velocities respectively along the Z = 0.5 midplane.
The effect of the number of strips along the boundary condition is clearly visible in the
Nusselt number plots (figs. 6.19 and 6.20). On the other hand, the number of strips does
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not affect the temperature and velocity contours. The temperature and velocity contour
plots for all the 4 cases look similar. The difference between the stochastic mean and the
deterministic value of the temperature is of the order of 3 − 4% of the deterministic value.
For velocities, the difference is around 4−5% of the deterministic value. This is smaller than
that of the Nusselt number which is 8 − 12%. Thus, the effect of boundary uncertainty is
more pronounced in the Nusselt number compared to the temperature and velocities. The
stochastic standard deviation is quite similar for all the four cases and thus, only the case
with 32 strips is plotted here (fig. 6.24). It can be seen that it is orders of magnitude smaller
than the shift in the mean.
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(a) 4 Strips (b) 8 Strips
(c) 16 Strips (d) 32 Strips
Figure 6.21: Ra = 106 Z Midplane Temperature: Difference between Stochastic Mean and
Deterministic Value
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(a) 4 Strips (b) 8 Strips
(c) 16 Strips (d) 32 Strips
Figure 6.22: Ra = 106 Z Midplane X-Velocity: Difference between Stochastic Mean and
Deterministic Value
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(a) 4 Strips (b) 8 Strips
(c) 16 Strips (d) 32 Strips
Figure 6.23: Ra = 106 Z Midplane Y-Velocity: Difference between Stochastic Mean and
Deterministic Value
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(a) Temperature (b) X-Velocity (c) Y-Velocity
Figure 6.24: Stochastic Standard Deviation at Z Mid-plane Ra = 106 (32 Strips)
6.7 Conclusions
This chapter presents the input uncertainty propagation results for a three dimensional
natural convection problem in a differentially heated cubical enclosure with two different
cases. Case A assumes that the boundary conditions are uniform. Thus, uncertainty is
introduced in the two non-dimensional parameters (Rayleigh and Prandtl numbers). For
this case, the polynomial chaos expansion (PCE) method is used as a surrogate model with
stochastic collocation to estimate the PCE coefficients. Case B deals with non-uniform
stochastic boundary condition and deterministic material properties of the fluid. Since the
temperature difference between the opposite walls drives the natural convection flow, the
cold wall is held at a constant temperature and uncertainty is introduced in the hot wall
temperature. A deep neural network based surrogate model is used here for estimating the
output statistics with Monte Carlo method.
It is observed that the mean value of an output parameter averaged over the stochastic
variation of the input can be different from the deterministic output value. The difference
normalized by the deterministic value is defined as the relative shift of mean. Table 6.3
summarizes the shift of mean relative to deterministic values of each of the output. Mean
Rayleigh numbers of 105 and 106 are considered in case A whereas, case B deals with a mean
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of 106 only. The relative values of input standard deviation with respect to mean is 2% and
3.33% for case A and case B respectively. It can be seen that for case A, the stochastic
effect is negligible in the Nusselt number and temperature whereas, it is of similar order as
input in the velocities. On the other hand, for case B, the stochastic effect is much higher in
Nusselt number. For both the cases, the standard deviation is much lower than the shift of
mean. In general, it is concluded that the effect of uncertainties in the boundary conditions
are much higher than the uncertainties in the Rayleigh and Prandtl numbers with uniform
boundary conditions.
Input Nusselt No. Temperature Velocities
Case A Ra = 105 σ = 2%µ 0.3 % 0.1 % 3 %
Case A Ra = 106 σ = 2%µ 0.3 % 0.3 % 1.5 %
Case B Ra = 106 σ = 3.33%µ 12 % 4 % 5 %
Table 6.3: Shift of Mean Relative to Deterministic Values
This chapter demonstrates the use of deep neural network for uncertainty quantification
in natural convection problem for a high dimensional stochastic problem. The novel approach
of dividing the boundary surface into domains and treating each domain value as a stochastic
input is shown to work for the first time to the best of our knowledge. In experiments, when
the boundaries are large enough, multiple feedback control systems are used to impose the
boundary conditions. This approach tries to mimic the experimental setup. Note that
although in this work, it is assumed that the domain values are independent and identically
distributed variables, this assumption can be relaxed during sampling if additional data of
the feedback control system is available. The approach can also be used for other class of
problems like optimization and inverse problems.
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Chapter 7
Uncertainty Quantification Applied to
Solidification Problems
7.1 Connector Rib
This section presents the results of uncertainty quantification on the connector rib geometry
(fig. 5.2). Figures 5.12 to 5.15 and 5.18 plot the deterministic solid fraction and microstruc-
ture results. Material properties for an Al–4.5 wt%Cu binary alloy are taken from reference
[7].
7.1.1 Linear Temperature Solid Fraction Relation
First version of OpenCast uses the linear temperature solid fraction model (eq. (2.5)). Also,
the temperature dependence of the material properties is neglected. This section presents
the results of uncertainty propagation under these simplifying assumptions. In practice,
there are stochastic variations in the material properties, boundary conditions, initial tem-
perature etc. As an example, two dimensional uncertainty quantification is studied here by
adding uncertainty to boundary temperature and latent heat. The mean values of boundary
temperature and latent heat are assumed to be 500 K and 3.9 × 105 J/Kg, respectively.
The standard deviations of both the parameters are taken as 1% with respect to means. It
is assumed that the input parameters follow a normal distribution and are independent of
each other. Hence, Hermite polynomials are chosen as basis functions and sample points are
their roots. The Smolyak algorithm [61] is used to generate the two dimensional samples.
The sparse grid nodes are taken from the work of Heiss and Winschel [62]. The polynomial
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chaos expansion method discussed in section 3.2 is used as a surrogate model. The impact
of stochastic variation in two input parameters is studied on three output parameters: total
solidification time, maximum value of SDAS over entire domain and minimum value of yield
strength over entire domain.
Stochastic Convergence
In order to study the convergence of stochastic collocation, three accuracy levels of sample
points are used to estimate the coefficients of polynomial chaos expansion. For estimating
the error committed in the interpolation, a uniform two dimensional tensor product of size
6 X 6 (points [−2.5,−1.5,−0.5, 0.5, 1.5, 2.5] in each stochastic direction) is chosen. The
deterministic simulation on these 36 points gives an estimate of the output parameters.
Polynomial chaos expansion independently gives another estimate of the same parameters.
The error is defined as maximum absolute value of difference between these two estimates
normalized by dividing it with the maximum value of the parameter thus, making the error
non-dimensional. First column of table 7.1 is the accuracy level of sample points. Accuracy
level l integrates polynomials of total order 2l − 1 exactly [62]. Second column denotes the
number of sample points in two dimensional sparse grid. This is the number of deterministic
simulations required (M in eq. (3.5)). The last three columns list the non-dimensional error
in computation of the three output parameters. It can be seen that the error is of order 10−4
or less for the accuracy level of 7. This shows the convergence of stochastic collocation and
hence level 7 is used for plotting response surfaces.
Accuracy Level # Samples Solid. Time Error Max. SDAS Error Min. Yield Error
5 53 1.1E-3 8.1E-4 7.9E-5
6 89 8.2E-4 7.6E-4 6.6E-5
7 137 6.9E-4 8.2E-4 6.4E-5
Table 7.1: Stochastic Collocation Error Estimate
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Results
Response surface is used to visualize the relation between input and output parameters
graphically. For two dimensional stochastic problems, response surfaces are plotted as con-
tours (fig. 7.1). In each plot, X and Y axes denote latent heat value and wall temperature,
respectively as these are the stochastic input parameters. Since both the input variables are
assumed to follow normal distribution, they are plotted in the range (µ − 3σ, µ + 3σ). For
example, wall temperature is plotted in the range (500− 3× 5, 500 + 3× 5).
During solidification, heat is released in the form of latent heat. Hence higher value of la-
tent heat slows down solidification as the heat has to be taken out from the body. Mold wall
extracts heat and the rate of heat extraction is proportional to the temperature difference
between the body and the wall. Higher wall temperature reduces the temperature difference
thus, dropping heat transfer rate. So solidification time increases with wall temperature.
These trends can be observed in the response surface (fig. 7.1b). Increase in latent heat or
wall temperature causes a drop in the cooling rate. Lower cooling rate (i.e., higher solidi-
fication time) implies higher SDAS as the grain gets more time to grow (Fig. 7.1a). Yield
strength is inversely proportional to solidification time. The faster the material solidifies,
higher is the yield strength. Thus, the yield strength reduces with increase in latent heat
and wall temperature as seen in Fig. 7.1c.
In this case, even though only two inputs are chosen, the utility of uncertainty quantifi-
cation can be seen from the response surfaces. For an input relative uncertainty (σ/µ) of 1%,
the error bar is around 4% and 3% in solidification time and maximum of SDAS respec-
tively. Sensitivity can also be qualitatively estimated from the response surface contours.
For example, the contour lines of minimum of yield strength are steep which means that the
solidification time is more sensitive to latent heat than the wall temperature. The response
surface contours are nearly linear which implies that the local sensitivity is almost constant.
However in general, there is no reason to expect linearity.
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(a) Maximum SDAS (m) (b) Total Solidification Time (s)
(c) Minimum Yield Strength (MPa)
Figure 7.1: Connector Rib: Response Surfaces
7.1.2 Nonlinear Temperature Solid Fraction Relation
The latest version of OpenCast uses the nonlinear temperature solid fraction model (eq. (2.6))
which is more accurate for solidification. Also, the temperature dependence of the material
properties is incorporated. This section presents the results of uncertainty propagation with
accurate models on the same connector rib. Other details are the same as described in the
previous section. The impact of stochastic variation in two input parameters is studied on
five output parameters: total solidification time, maximum value of SDAS, minimum value
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of yield strength, maximum of grain size and maximum of local solidification time. The
maxima and minima are taken over the entire domain.
Stochastic Convergence
Accuracy Level # Sample Pts. Solid. Time Min. Yield Max Grain Max local solid time
4 29 4.9E-3 4.1E-3 6.0E-2 4.7E-2
6 89 8.6E-3 9.3E-4 6.7E-3 7.4E-3
Table 7.2: Stochastic Collocation Error Estimate
Stochastic collocation is done with two accuracy levels of sample points in order to study
its convergence. For estimating the interpolation error, a uniform two dimensional tensor
product of size 6 X 6 (points [−2.5,−1.5,−0.5, 0.5, 1.5, 2.5] in each stochastic direction) is
chosen. First column of the table 7.2 denotes the accuracy level of sample points. Accuracy
level l integrates polynomials of total order 2l−1 exactly [62]. Second column is the number
of sample points in two dimensional Smolyak sparse grid i.e., the number of deterministic
simulations required (M in eq. (3.5)). The last four columns list the non-dimensional error
in computation of the four output parameters. It can be seen that the error is of order 10−3
or less for the accuracy level of 6. Thus, level 6 is used for plotting response surfaces.
Results
Response surface is used to visualize the relation between input and output parameters
graphically. For two dimensional stochastic problems, response surface can be plotted as
contours (fig. 7.2). In each plot, X and Y axes represent the two stochastic input parameters
viz., latent heat and wall temperature, respectively. For a normal distribution, a random
sample lies in the range of (µ− 3σ, µ + 3σ) with a 99.73% probability. Thus both the axes
are plotted in this range: for instance, wall temperature is plotted in (500−3×5, 500+3×5)
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(a) SDAS (m) (b) Total Solidification Time (s)
(c) Yield Strength (MPa) (d) Grain Size (m)
(e) Local Solidification Time (s)
Figure 7.2: Connector Rib: Response Surfaces
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When a body solidifies, it releases latent heat. Thus, higher latent heat coefficient slows
down solidification as that heat has to be taken out of the body. Mold wall extracts heat
from the body and the rate of heat extraction is proportional to the temperature difference
between the wall and the surface of the body in contact with the wall. So, higher wall
temperature reduces the temperature difference thus dropping rate of heat transfer. Increase
in latent heat or wall temperature causes a drop in the cooling rate especially, for those parts
of the casting which solidify at the end. Due to lower cooling rate, the grains get higher
time to grow and thus, the grain size is higher. So, from figs. 7.2a and 7.2d, it can be seen
that grain size is higher whenever local solidification time is high.
In contrast to fig. 7.1, it can be observed that the response surfaces in fig. 7.2 are signifi-
cantly nonlinear. This can be attributed to the nonlinearity of the solid fraction temperature
relation in the latent heat term of the energy equation (eq. (2.4)). Sensitivity can be qual-
itatively estimated from response surface. A nonlinear response surface indicates that the
sensitivity is a function of input parameter value. For instance, the left region of the grain
size response surface (fig. 7.2d) has steep lines. So, in this region, the grain size is more
sensitive to latent heat than wall temperature.
7.2 Clamp
This section presents the results of uncertainty quantification on the clamp geometry (fig. 5.1).
Figures 5.8 to 5.11, 5.16 and 5.17 plot the deterministic solid fraction, temperature and mi-
crostructure results. In the previous section, stochasticity is added to only two inputs. A
more detailed analysis is presented here for an Al–Si binary alloy. All the input parameters
for the solidification simulation with their corresponding values are listed here:
 Thermal properties:
– Thermal conductivity k [73, 100]:
Al: [236,240,233,92] W/mK at [273.2,373.2,573.2,973.2] K
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Si: [168,108,65,32] W/mK at [273.2,373.2,573.2,973.2] K
– Specific Heat Cp [73, 101]:
Al: [880,937,1021,1130] J/KgK at [273,373,573,773] K
Si: [680,770,850,880] J/KgK at [273,373,573,773] K
– Density ρ at room temperature and melting points:
Al: [2700,2375] Kg/m3 at [300,933.6] K [102]
Si: [2329,2570] Kg/m3 at [300,1687] K [103]
– Latent Heat Lf :
Al: 3.97E5 J/Kg [102]
Si: 1.79E6 J/Kg [103]
 Initial conditions:
– Initial temperature Tinit
– Initial concentration weight percent C0
 Binary alloy properties:
– Pure Al freezing temperature Tf = 660.452 + 273.15 = 933.602 K (fig. 7.3)
– Solidus temperature Tsol = 577 + 273.15 = 850.15 K (fig. 7.3)
– Partition coefficient under linear solidus and liquidus curve assumption [52]:
kp =
ml
ms
; ms = −Tf − Tsol
C1
(7.1)
where, ml and ms are slopes of the liquidus and solidus lines respectively, inter-
section of eutectic line with (Al) curve C1 = 1.5, intersection of eutectic line with
liquidus line C0 = 12.2 (fig. 7.3)
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– Liquidus temperature:
Tliq = Tf +ml ∗ C0; ml = −Tf − Tsol
CE
(7.2)
where, eutectic concentration CE = 12.2 (fig. 7.3)
 Boundary condition wall temperature: Twall
Figure 7.3: Al–Si Phase Diagram [1]
It can be seen that only three input parameters are independent. It is assumed that these
three parameters follow normal distribution (N ) with the following means (µ) and standard
deviations (σ):
1. Solute concentration C0 ∼ N (µ = 10, σ = 0.2) wt %
2. Initial molten alloy temperature Tinit ∼ N (µ = 1000, σ = 1%µ = 10) K
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3. Wall temperature Twall ∼ N (µ = 500, σ = 1%µ = 5) K
All the remaining inputs can be estimated from the solute concentration (C0). The thermal
properties as a function of temperature are estimated as a solute concentration weighted
sum of the individual Al and Si properties. The binary alloy properties are computed from
the phase diagram (fig. 7.3) and eqs. (7.1) and (7.2).
7.2.1 Stochastic Convergence
The impact of the three input parameters is studied on the following four outputs:
1. Total solidification time
2. Maximum SDAS
3. Minimum yield strength
4. Maximum grain size
where, the maximum or minimum is taken over the entire domain. The polynomial chaos
method with stochastic collocation described in section 3.2 is used for uncertainty prop-
agation. The error due to stochastic interpolation is estimated using 60 Latin hypercube
samples. Estimates of the same output are obtained from the complete simulation and the
polynomial chaos expansion (PCE) independently. The difference between these quantities
non-dimensionalized by their mean value is defined as the error. Since the errors in estimat-
ing all the four outputs reduce by using higher accuracy levels (table 7.3), it can be seen
that the collocation method has converged. The results presented correspond to the accu-
racy level 6. In order to get an idea of the interpolation error visually, both the simulation
and PCE estimates can be plotted on the same graph. In the hypothetical scenario of exact
interpolation, all the points should lie on the Y = X line. However, there is a deviation
from the line because of the interpolation error. Figure 7.4 shows plots for each of the four
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outputs. Each output is normalized by subtracting its mean and dividing by its standard
deviation and thus, is non-dimensional. Most of the points follow the trend of the Y = X
line except some outliers. The outliers correspond to those random samples which are too
far from the means of the input parameters. Table 7.3 and fig. 7.4 prove that the polynomial
chaos has converged and is accurate enough for further use.
Accuracy Level # Sample Pts. Output 1 Output 2 Output 3 Output 4
3 27 1.20E-2 3.82E-2 2.70E-3 1.61E-2
6 216 7.41E-3 3.35E-2 2.42E-3 1.42E-2
Table 7.3: Stochastic Collocation Convergence Analysis
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Figure 7.4: Polynomial Chaos and Numerical Simulation Estimates (Non-dimensionalized)
A brief grid independence study is performed in order to make sure that the mesh res-
olution is sufficient and that the truncation errors are smaller than the uncertainty. Two
unstructured hexahedral grids are chosen and the four outputs are evaluated. Table 7.4
shows that the difference between the coarse and fine grid estimates of all the four outputs
is much smaller compared to the final stochastic variation in the outputs.
120
Output
334000
Elements
551000
Elements
Total Solidification
Time (s)
2.40 2.42
Max SDAS
(µm)
13.43 13.53
Max Grain
Size (µm)
24.72 23.95
Min Yield
Strength (MPa)
136.40 136.34
Table 7.4: Clamp Geometry: Grid Independence
7.2.2 Results
Sensitivity of each output with respect to each input can be easily estimated once an accurate
polynomial chaos expansion is obtained. The sensitivity analysis tool of the software UQLAB
[67] is used to estimate the total Sobol indices (fig. 7.5). It can be seen that each output is
highly sensitive only to one input parameter. Sensitivity is practically important as it gives
an idea as to which input parameter should be tightly controlled. Thus, other parameters
can be loosely controlled saving cost but yielding desired product quality at the same time.
The amount of heat extracted from the wall is proportional to the temperature gradient
near the wall and hence, solidification time is highly sensitive to the wall temperature. On
the other hand, the microstructure parameters like SDAS, yield strength and grain size
depend on the solute concentration. Thus, these three parameters are more sensitive to
solute concentration than the wall and initial temperatures.
121
Figure 7.5: Sensitivity of 4 Outputs to 3 Inputs
In the response surface (fig. 7.6), the most important input is plotted on the x-axis. For
solidification time response surface, the wall temperature (x-axis) and initial temperature (y-
axis) are chosen. For other three outputs, solute concentration (x-axis) and wall temperature
(y-axis) are chosen. It can be seen that all the response surface contours are nearly vertical.
This confirms that the output is most sensitive to the input parameter plotted on the x-axis.
The maximum grain size contours are non-linear. This implies that the sensitivity varies
locally in the input parameter space. For other three outputs, the contours are almost linear
and thus, it can be concluded that the local sensitivity is similar everywhere and independent
of the input parameter value.
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Figure 7.6: Response Surfaces
The polynomial chaos expansion can also be used to plot the probability density of each
output variable. Here, the expansion is evaluated on 10000 Latin hypercube samples and the
normalized histograms are plotted as estimates of the probability density function (PDF)
of each output. Figure 7.7 shows that all are unimodal distributions. The PDF value of a
variable at a sample can be interpreted as the relative likelihood that the value of the random
variable will be equal to that sample. Thus, the response surface together with PDF plot
gives a complete representation of the variation of the output parameter with the stochastic
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input parameters.
Figure 7.7: Probability Density Functions
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7.3 Conclusions
This chapter presents the parameter uncertainty and sensitivity analysis on two casting
problems. All the input parameters are listed first and independent inputs are identified to
introduce uncertainty. The remaining inputs are estimated as functions of these independent
inputs. A detailed discussion about the effect of stochasticity in the inputs like boundary
condition, initial condition and material properties on the outputs like solidification time,
microstructure and mechanical properties is included. Sensitivity and uncertainty analysis
is also performed. Sensitivity analysis shows that the product quality given by grain size
and yield strength is highly sensitive to the solute concentration whereas, the productivity
given by the solidification time is sensitive to the mold wall temperature. These results are
practically useful as it gives an idea about the important input process parameters. The
response surfaces show the variation of the outputs with the important input parameters.
They can be used to get quick estimates of the outputs without running full deterministic
simulations and also to get local sensitivities. The coupling of uncertainty and sensitivity
analysis tools enhances the power of the deterministic numerical method.
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Chapter 8
Optimization of Solidification Process
8.1 Introduction
Recently, there has been a growing interest in the numerical optimization of various en-
gineering systems. Poloni et al. [104] applied neural network with multi-objective genetic
algorithm and gradient based optimizer to the design of a sailing yacht fin. The geometry of
the fin was parameterized using Bezier polynomials. The lift and drag on the fin was opti-
mized as a function of the Bezier parameters and thus, an optimal fin geometry was designed.
Elsayed and Lacor [105] performed a multi-objective optimization of a gas cyclone which is
a device used as a gas-solid separator. They trained a radial basis function neural network
(RBFNN) to correlate the geometric parameters like diameters and heights of the cyclone
funnel to the performance efficiency and the pressure drop using the data from numerical
simulations. They further used the non-dominated sorting genetic algorithm (NSGA–II)
to obtain the Pareto front of the cyclone designs. Wang et al. [106] optimized the groove
profile to improve hydrodynamic lubrication performance in order to reduce the coefficient
of friction and temperature rise of the specimen. They coupled the genetic algorithm (GA)
with the sequential quadratic programming (SQP) algorithm such that the GA solutions
were provided as initial points to the SQP. Stavrakakis et al. [107] solved for window sizes
for optimal thermal comfort and indoor air quality in naturally ventilated buildings. A
computational fluid dynamics model was used to simulate the air flow in and around the
buildings and generate data for training and testing of a RBFNN which is further used for
constrained optimization using the SQP algorithm. Wei and Joshi [108] modeled the ther-
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mal resistance of a micro-channel heat exchanger for electronic cooling using a simplified
thermal resistance network model. They used a genetic algorithm to obtain optimal geom-
etry of the heat exchanger so as to minimize the thermal resistance subject to constraints
of maximum pressure drop and volumetric flow rate. Husain and Kim [109] optimized the
thermal resistance and pumping power of a micro-channel heat sink as a function of geo-
metric parameters of the channel. They used a three dimensional finite volume solver to
solve the fluid flow equations and generate training data for surrogate models. They used
multiple surrogate models like response surface approximations, Kriging and RBFNN. They
provided the solutions obtained from the NSGA–II algorithm to SQP as initial guesses. Lo-
han et al. [110] performed a topology optimization to maximize the heat transfer through
a heat sink with dendritic geometry. They used a space colonization algorithm to generate
topological patterns with a genetic algorithm for optimization. Amanifard et al. [111] solved
an optimization problem to minimize the pressure drop and maximize the Nusselt number
with respect to the geometric parameters and Reynolds number for micro-channels. They
used a group method of data handling type neural network as a surrogate model with the
NSGA–II algorithm for optimization. Esparza et al. [112] optimized the design of a gating
system used for gravity filling a casting so as to minimize the gate velocity. They used a
commercial program FLOW3D to estimate the gate velocity as a function of runner depth
and tail slope and the SQP method for optimization.
This chapter demonstrates the use of OpenCast for optimization of die casting of a
practical geometry. The product quality is assessed using grain size and yield strength. The
solidification time is used to quantify the process efficiency. The molten metal and mold wall
temperatures are crucial in determining the quality of die casting. The wall temperature
is typically nonuniform due to the complex mold geometries and asymmetric placement of
cooling lines. This nonuniformity is modeled by domain decomposition of the wall and
assigning single temperature value to each domain. Neural networks are trained using the
data generated from the simulations to correlate the initial and wall temperatures to the
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output parameters like solidification time, grain size and yield strength. The optimization
problem formulated with these three objectives is then solved using genetic algorithm.
Optimization analysis is performed on the clamp geometry (fig. 5.1). Section 5.2.1 shows
that the effect of velocities due to natural convection is negligible since the solidification
time is of the order of few seconds. Thus, the momentum equations of the liquid metal
are not solved in this case. Energy equation (2.4) with the Gulliver-Scheil equation (2.6) is
solved for solid fraction and temperature. Yield strength and grain size are estimated using
eqs. (2.25) to (2.29). The variations of thermal conductivity, density and specific heat due
to temperature are taken into account.
8.2 Formulation of Optimization Problem
In die casting the mold cavity is filled with molten metal and solidified. The heat is extracted
from the cavity walls by flowing coolants (typically water) through the cooling lines made
inside the die. The quality of the finished product depends on the rate of heat extraction
which in turn depends on the temperature at the cavity walls. Due to complexity in the die
geometry, the wall temperature varies locally. An optimal product quality can be achieved if
the temperature distribution on the cavity walls and initial fill temperature are set properly.
Thus, in this work, the following optimization problem with three objectives is proposed:
Minimize {f1(Tinit,Twall), f2(Tinit,Twall), f3(Tinit,Twall)}
subject to 900 ≤ Tinit ≤ 1100 K and 500 ≤ Twall ≤ 700 K
(8.1)
where, f1 = solidification time, f2 = max (grain size) and f3 = −min (yield strength). Min-
imizing the solidification time increases productivity. Reduction in grain size reduces sus-
ceptibility to cracking [113] and improves mechanical properties of the product [114]. Thus,
minimization of the maximum value of grain size over the entire geometry is set as an opti-
mization objective. Higher yield strength is desirable as it increases the elastic limit of the
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material. Hence, the minimum yield strength over the entire geometry is to be maximized.
For convenience, this maximization problem is converted to minimization by multiplying by
minus one. This explains the third objective function f3. All the objectives are functions of
the initial molten metal temperature (Tinit) and mold wall temperature (Twall). The initial
temperature is a scalar parameter in the interval [900, 1100] K which is higher than the
liquidus temperature of the alloy. As discussed before, the mold wall temperature need not
be uniform in die casting due to locally varying heat transfer to the cooling lines. Thus, in
this work, the wall surface is decomposed into multiple domains with each domain having
a uniform temperature boundary condition which is held constant with time during entire
solidification. If the die design with cooling line placement and coolant flow conditions are
available, thermal analysis of the die can be done to identify these domains. Due to the lack
of this information, the wall is decomposed into ten domains using the KMeans classification
algorithm from Scikit Learn [115]. Figure 8.1a shows the domain decomposition with ten
domain tags and fig. 8.1b shows a random sample of the temperature boundary condition
with a single temperature value assigned uniformly to each domain. Thus, the input wall
temperature (Twall) is a ten dimensional vector in the interval [500, 700] K which is lower than
the solidus temperature of the alloy. Hence, this is a multi-objective optimization problem
with three minimization objectives which are a function of eleven input temperatures.
(a) Domain Numbers (b) Random Sample
Figure 8.1: Boundary Condition Representation by Domain Decomposition
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Figures 8.2 and 8.3 plot temperature and solid fraction for different time steps during
solidification for the sample shown in fig. 8.1b with Tinit = 986 K. It can be seen that
the temperature and solid fraction contours are asymmetric due to non-uniform boundary
temperature. For instance, domain number 10 is held at minimum temperature and thus,
region near it solidifies first. Figure 8.4 plots final yield strength and grain size contours.
The cooling rates and temperature gradients decrease with time as solidification progresses.
Hence, the core regions which are thick take longer time to solidify. As the grains have
more time to grow, the grain size is higher in the core region and correspondingly, the yield
strength is lower. These trends along with the asymmetry are visible in fig. 8.4.
(a) Time: 0.037 s (b) Time: 0.294 s (c) Time: 0.731 s (d) Time: 1.88 s
Figure 8.2: Clamp Temperature Contours (K) (Solidification Time: 3.02 s)
(a) Time: 0.037 s (b) Time: 0.294 s (c) Time: 0.731 s (d) Time: 1.88 s
Figure 8.3: Clamp Solid Fraction Contours (Solidification Time: 3.02 s)
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(a) Yield Strength (MPa) (b) Grain Size (µm)
Figure 8.4: Clamp Microstructure Parameters
8.3 Genetic Algorithm
8.3.1 Single Objective Optimization
Genetic algorithms (GAs) are global search algorithms based on the mechanics of natural
selection and genetics. They apply the ‘survival of the fittest’ concept on a set of artificial
creatures characterized by strings. In the context of a GA, an encoded form of each input
parameter is known as a gene. A complete set of genes which uniquely describe an individual
(i.e., a feasible design) is known as a chromosome. The value of the objective function which
is to be optimized is known as the fitness. The population of all the individuals at a given
iteration is known as a generation. The overall steps in the algorithm are as follows:
1. Initialize first generation with a random population
2. Evaluate the fitness of the population
3. Select parent pairs based on their fitness (better fitness implies higher probability of
selection)
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4. Perform crossover to generate an offspring from each parent pair
5. Mutate some genes randomly in the population
6. Replace the current generation with the next generation
7. If termination condition is satisfied, return the best individual of the current genera-
tion; else go back to step 2
There are multiple strategies discussed in the literature for each of the above steps [116,
117]. A brief overview of the methods used in this work is given here. The population is
initialized using the Latin Hypercube Sampling strategy from the python package pyDOE
[97]. Fitness evaluation is the estimation of the objective function which can be done by
full scale computational model or by surrogate models. The number of objective function
evaluations are typically in the order of millions and thus, step 2 becomes computationally
most expensive step if a full scale model is used. Instead, it is common to use a surrogate
model which is much cheaper to evaluate. In this work, a neural network based surrogate
model is used, details of which are provided in section 8.3.3. Tournament selection is used to
choose the parent pairs to perform crossover. The idea is to choose four individuals at random
and select two out of them which have better fitness. Note that since the optimization is
cast as a minimization problem, lower fitness value is desired. Uniform crossover is used to
recombine the genes of the parents to generate the offspring with a crossover probability of
0.9. Random mutation of the genes of the entire generation is performed with a mutation
probability of 0.1. Thereafter, the old generation is replaced by this new generation. Note
that the elitist version of GA is used which passes down the fittest individual of the previous
generation to this generation as it is. Elitism was found helpful as it ensures that the next
generation is at least as good as the previous generation.
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8.3.2 Multi-Objective Optimization
The simultaneous optimization of multiple objectives is different than the single objective
optimization problem. In a single objective problem, the best design which is usually the
global optimum (minimum or maximum) is searched for. On the other hand, for multi-
objective problem, there may not exist a single optimum which is the best design or global
optimum with respect to all the objectives simultaneously. This happens due to the con-
flicting nature of objectives i.e., improvement in one can cause deterioration of the other
objectives. Thus, typically there is a set of Pareto optimal solutions which are superior to
rest of the solutions in the design space which are known as dominated solutions. All the
Pareto optimal solutions are equally good and none of them can be prioritized in the absence
of further information. Thus, it is useful to have a knowledge of multiple non-dominated
or Pareto optimal solutions so that a single solution can be chosen out of them considering
other problem parameters.
One possible way of dealing with multiple objectives is to define a single objective as a
weighted sum of all the objectives. Any single objective optimization algorithm can be used
to obtain an optimal solution. Then the weight vector is varied to get a different optimal
solution. The problem with this method is that the solution is sensitive to the weight
vector and choosing the weights to get multiple Pareto optimal solutions is difficult for a
practical engineering problem. Multi-objective GAs attempt to handle all the objectives
simultaneously and thus, annihilating the need of choosing the weight vector. Konak et al.
[118] have discussed various popular multi-objective GAs with their benefits and drawbacks.
In this work, the Non-dominated Sorting Genetic Algorithm II (NSGA–II) [119] which is a
fast and elitist version of the NSGA algorithm [120] is used. The NSGA–II algorithm to
march from a given generation of population size N to a next generation of same size is as
follows:
1. Select parent pairs based on their rank computed before (lower rank implies higher
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probability of selection)
2. Perform crossover to generate an offspring from each parent pair
3. Mutate some genes randomly in the population thus forming the offspring population
4. Merge the parent and offspring population thus giving a set of size 2×N
5. Evaluate the fitness of the population corresponding to each objective
6. Divide the population into multiple non-dominated levels also known as fronts
7. Compute the crowding distance for each individual along each front
8. Sort the population based on front number and crowding distances and rank them
9. Choose the best set of N individuals as next generation (i.e., N individuals with lowest
ranks)
10. If termination condition is satisfied, return the best front of the current generation as
an approximation of the Pareto optimal solutions; else go back to step 1
Before iterating over the above steps, some pre-processing is required. A random population
of size N is initiated and steps 5–8 are implemented to rank the initial generation. The parent
selection, crossover and mutation steps are identical to the single objective GA described in
section 8.3.1. The algorithms for remainder of the steps can be found in the paper by Deb
et al. [119]. Ranking the population by front levels and crowding distance enforces both
elitism and diversity in the next generation.
8.3.3 Neural Network
The fitness evaluation step of the GA requires a way to estimate the outputs corresponding
to the set of given inputs. Typically, the number of generations can be of the order of
thousands with several hundreds of population size per generation and thus, the total number
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of function evaluations can be around hundred thousands or more. It is computationally
difficult to run the full scale numerical estimation software. Thus, a surrogate model is
trained which is cheap to evaluate. Separate neural network is trained for each of the three
optimization objectives (eq. (8.1)). Multiple neurons are stacked in a layer and multiple
layers are connected together to form a neural network. The first and last layers are known
as input and output layers respectively. Information flows from the input to output layer
through the intermediate layers known as hidden layers. Each hidden layer adds nonlinearity
to the network and thus, a more complex function can be approximated successfully. At
the same time, having large number of neurons can cause high variance and thus, blindly
increasing the depth of the network may not always help. The number of neurons in the
input and output layers is defined by the problem specification. On the other hand, number
of hidden layers and neurons has to be fine tuned to have low bias and low variance. The
interpolation error of the network is quantified as a loss function which is a function of the
wights and bias. A numerical optimization algorithm coupled with gradient estimation by
the backpropagation algorithm [69] is used to estimate the optimal weights and bias which
minimize the loss function for a given training set. This is known as training process. The
hyper-parameters of the network are tuned by a separate validation set and the final error
is estimated on a testing set. Goodfellow et al. [68] describes the neural network in detail
and gives guidelines for the training procedure.
Network Layers
Neurons
per Layer
Learning
Rate
Epochs L2 λ
Dropout
Factor
Training
Error
Testing
Error
Sol. Time 4 50 0.001 300 0.004 0 0.90% 1.01%
Max. Grain 6 75 0.001 300 0.005 0.2 1.29% 2.04%
Min. Yield 4 25 0.003 400 0.01 0 0.25% 0.38%
Table 8.1: Neural Network Parameters, Training and Testing Errors
In this work, a set of 500 random samples is used for training and sets of 200 are used for
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validation and testing each. The neural network is implemented using the Python library
Tensorflow [70] with a high level API Keras [71]. The Adam optimizer with the parameters
β1 and β2 as suggested by Kingma and Ba [99] is used here. All the hyper-parameters for
each of the three networks are listed in table 8.1. A combination of L2 regularization with
dropout is used to control the variance. Last two columns of the table 8.1 list the average
training and testing errors. Since both the errors are low and close to each other, it shows
that the bias and variance are low. Figure 8.5 plots percent relative error for 200 testing
samples. It can be seen that all the three neural networks are able to predict with acceptable
accuracy.
(a) Solidification Time (b) Max. Grain Size (c) Min. Yield Str.
Figure 8.5: Neural Networks: Error Estimates for 200 Testing Samples
8.4 Assessment of Genetic Algorithm on Simpler
Problems
It is difficult to visualize the variation of an output with respect to each of the eleven
inputs. Hence in this section, two problems are considered which are simplified versions of
the actual problem. In the first case, the boundary temperature is set uniformly and hence,
there are only two scalar inputs: (Tinit, Twall). For the second case, the initial temperature
is held constant (Tinit = 1000 K) and the boundary temperature is split into two domains
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instead of ten. Thus, again there are two scalar inputs: (T
(1)
wall, T
(2)
wall). T
(1)
wall is assigned to
domain numbers 1–5 and T
(2)
wall to domain numbers 6–10 (fig. 8.1a). The ranges of wall and
initial temperatures are the same as before (section 8.2). Such a simplified analysis gives an
insight into the actual problem. Moreover, since these are problems with two inputs, the
optimization can be performed by brute force parameter sweep and compared to the genetic
algorithm. This helps to fine tune the parameters and assess the accuracy of the GA.
8.4.1 Single Objective Optimization
(a) Solidification Time (s) (b) Max. Grain Size (µm) (c) Min. Yield Str. (MPa)
Figure 8.6: Parameter Sweep: Uniform Boundary Temperature
In this section, all the objectives are analyzed individually. A two dimensional mesh of size
40,000 with 200 points in each input dimension is used for this analysis. The outputs are
estimated from the neural networks for each of these points. Figure 8.6 plots the response
surface contours for each of the three objectives with their corresponding minima. The
minima are estimated from the 40,000 points. The X and Y axes are initial and wall
temperatures, respectively. When the initial temperature is reduced, the total amount of
internal energy in the molten metal is reduced and thus, the solidification time decreases.
The amount of heat extracted is proportional to the temperature gradient at the mold wall
which increases with a drop in the wall temperature. Thus, the drop in wall temperature
reduces the solidification time. Hence, the minimum of solidification time is attained at the
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bottom left corner (fig. 8.6a). The grain size is governed by the local temperature gradients
and cooling rates which are weakly dependent on the initial temperature. Thus, it can be
seen that the contour lines are nearly horizontal in fig. 8.6b. On the other hand, as wall
temperature reduces, the rate of heat extraction rises and hence, the grains get less time
to grow. This causes a drop in the grain size. Thus, the minimum of the maximum grain
size is on the bottom right corner (fig. 8.6b). The contour values in fig. 8.6c are negative
as maximization objective of the minimum yield strength is converted into minimization by
inverting the sign. The minimum is at the top right corner of fig. 8.6c. Figure 8.7 has similar
plots for the second case of constant initial temperature and split boundary temperature.
Figure 8.7c shows the effect of nonuniform boundary temperature. The minimum is attained
at wall temperatures of 500 K and 700 K since the local gradients and cooling rates vary
due to the asymmetry in the geometry. This analysis shows the utility of the optimization
with respect to nonuniform mold wall temperatures.
(a) Solidification Time (s) (b) Max. Grain Size (µm) (c) Min. Yield Str. (MPa)
Figure 8.7: Parameter Sweep: Split Boundary Temperature with Tinit = 1000 K
Table 8.2 lists the optima for the single objective problems estimated from parameter
sweep and GA. Note that since the 200 K range is divided into 200 divisions, the resolution of
the parameter sweep estimation is 1 K. For all the six cases, the outputs and corresponding
inputs show that the GA estimates are accurate. The GA parameters are fine tuned to 50
generations with population size of 25 and crossover and mutation probability of 0.8 and
0.1 respectively. The elitist version of GA is used which passes on the best individual from
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previous generation to the next generation.
Problem
Type
Optim.
Objective
Optim.
Type
Param. Sweep GA Estimates
Inputs (K) Output Inputs (K) Output
Uniform
B.C.
Solid. Time (s) Min. 900, 500 1.962 900.2, 500.2 1.962
Max. Grain (µm) Min. 1100, 500 22.41 1099.1, 500.3 22.42
Min. Yield (MPa) Max. 1100, 700 145.4 1099.9, 699.9 145.4
Tinit =
1000 K
Solid. Time (s) Min. 500, 500 1.982 500.6, 500.3 1.982
Max. Grain (µm) Min. 500, 500 22.49 500.1, 500.1 22.50
Min. Yield (MPa) Max. 500, 700 140.9 500.1, 699.9 140.8
Table 8.2: Single Objective Optimization: Genetic Algorithm Estimates compared with
Parameter Sweep Values for Two Input Problems
8.4.2 Bi-Objective Optimization
In this section, two objectives are taken at a time for each of the two simplified problems
defined in section 8.4. As before, a two dimensional mesh of size 40,000 with 200 points in
each input dimension is used for this analysis. The outputs are estimated from the neural
networks for each of these points. The feasible region is the set of all the attainable designs
in the output space which can be estimated by the parameter sweep. For a minimization
problem, a design d1 is said to dominate another design d2 if all the objective function values
of d1 are less than or equal to d2. The design space can be divided in two disjoint sets Sp
and Sd such that Sp contains all the designs which do not dominate each other and at least
one design in Sp dominates any design in Sd [121]. Sp is called as the Pareto optimal or
non-dominated set whereas, Sd is called as the non-Pareto optimal or dominated set. Since
the designs in Pareto optimal set are non-dominated with respect to each other, they all are
equally good and some additional information regarding the problem is required to make
a unique choice out of them. Thus, it is useful to have a list of multiple Pareto optimal
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solutions. Another way to interpret the Pareto optimal solutions is that any improvement
in one objective will worsen at least one other objective thus, resulting in a trade-off [122].
(a) Parameter Sweep (b) NSGA–II
Figure 8.8: Uniform Boundary Temperature: Solidification Time v/s Min. Yield Str.
(a) Parameter Sweep (b) NSGA–II
Figure 8.9: Uniform Boundary Temperature: Max. Grain Size v/s Min. Yield Str.
The blue region in the left parts of figs. 8.8 to 8.11 indicates the feasible region. Using a
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pairwise comparison of the designs in the feasible region obtained by parameter sweep, the
Pareto front is estimated which is plotted in red. The right side plots of figs. 8.8 to 8.11 show
the Pareto fronts obtained using NSGA–II. It can be seen that both the estimates match
which implies that the NSGA–II implementation is accurate. A population size of 1000 is
evolved over 50 generations. Existence of multiple designs in the Pareto set implies that
the objectives are conflicting. This can be confirmed from the single objective analysis. For
instance, consider the two objectives solidification time and minimum yield strength in the
uniform boundary temperature case. From figs. 8.6a and 8.6c it can be seen that individual
minima are attained at different corners. Moreover, the directions of descent are different
for each objective and thus, at some points, improvement in one objective can worsen other.
This effect is visible on the corresponding Pareto front plot in fig. 8.8.
(a) Parameter Sweep (b) NSGA–II
Figure 8.10: Split Boundary Temperature with Tinit = 1000 K: Solidification Time v/s
Min. Yield Str.
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(a) Parameter Sweep (b) NSGA–II
Figure 8.11: Split Boundary Temperature with Tinit = 1000 K: Max. Grain Size v/s Min.
Yield Str.
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8.5 Results of Multi-Objective Optimization Problem
with Eleven Inputs
(a) Solidification Time v/s Min. Yield Str. (b) Max. Grain Size v/s Min. Yield Str.
Figure 8.12: Pareto Front
After verification of the NSGA–II implementation on simplified problems, multi-objective
design optimization with eleven inputs is solved. To begin with, two pairs of objectives are
chosen: {solidification time, minimum yield strength} and {maximum grain size, minimum
yield strength}. For both of these cases, a population size of 500 with 5000 generations
is set. Figure 8.12 plots the Pareto fronts. As discussed before, some additional problem
information is required to choose a single design from all the Pareto optimal designs. In
die casting, there is a lot of stochastic variation in the wall and initial temperatures. From
parameter uncertainty propagation and global sensitivity analysis it is found that the die
casting outputs are sensitive to the input uncertainty. Thus, from a practical point of view,
it is sensible to choose a Pareto optimal design which is least sensitive to the inputs. In this
work, such an optimal point is known as a ‘stable’ optimum since any stochastic variation
in the inputs has minimal effect on the outputs.
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A local sensitivity analysis is performed to quantify the sensitivity of outputs towards
each input for all the Pareto optimal designs. For a function f : Rn → Rm which takes input
x ∈ Rn and produces output f(x) ∈ Rm, the m× n Jacobian matrix is defined as:
Jf [i, j] =
∂fi
∂xj
∀ 1 ≤ i ≤ m, 1 ≤ j ≤ n (8.2)
At a given point x0, the local sensitivity of f with respect to each input can be defined
as the Jacobian evaluated at that point: Jf (x0) [66]. Here, there are eleven inputs and
two outputs. Thus, the 2 × 11 Jacobian is estimated at all the Pareto optimal solutions
evaluated using the neural networks with a central difference method. Then, the L1 norm of
the Jacobian given by the sum of absolute values of all its components is defined as a single
scalar metric to quantify the local sensitivity. Figure 8.13 plots the norm of the Jacobian
for each design on the Pareto front. It can be seen that the norm varies significantly and
thus, ranking the designs based on the sensitivity is useful. The design with minimum norm
is chosen and marked on the Pareto fronts in fig. 8.12 as a stable optimum.
(a) Solidification Time v/s Min. Yield Str. (b) Max. Grain Size v/s Min. Yield Str.
Figure 8.13: Local Sensitivity for Designs on Pareto Front
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The next step is to perform the complete multi-objective optimization analysis as men-
tioned in eq. (8.1). NSGA–II is used with a population size of 2000 evolved over 250 genera-
tions. Figures 8.14 and 8.15 plot the Pareto optimal designs in a three dimensional objective
space and norm of the Jacobian at each of these designs respectively. It can be seen that
the norm varies from 0.95 to 11.1. The stable optimum is:
Inputs: Tinit = 1015.8 K
Twall = {500.7, 502.8, 500.0, 501.5, 500.5,
503.6, 643.6, 508.8, 502.3, 500.7} K
Outputs: Solidification Time = 1.99 s
Max Grain Size = 22.39 µm
Min Yield Strength = 137.95 MPa
(8.3)
Figure 8.14: Pareto Front for 3 Objectives
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Figure 8.15: Local Sensitivity of Designs on Pareto Front for 3 Objectives
8.6 Conclusions
This chapter presents a procedure for multi-objective optimization of the solidification pro-
cess during die casting. Practically, it is not possible to hold the entire mold wall at a
uniform temperature. The product quality is assessed as a function of initial molten metal
and boundary temperatures. Knowledge of boundary temperature distribution in order to
optimize the product quality can be useful in die design and process planning. NSGA–II,
which is a popular multi-objective genetic algorithm, is used for the optimization process.
Since the number of function evaluations required for a GA is extremely high, a deep neural
network is used as a surrogate to the full computational fluid dynamics simulation. The wall
is divided into ten domains and together with the initial temperature, this is an optimiza-
tion problem with eleven inputs. The solidification time, maximum grain size and minimum
yield strength varies in the ranges [2 – 3.5] seconds, [22 – 34] microns and [134 – 145] MPa
respectively for the given inputs. This shows the utility of the simultaneous optimization
of all the objectives since there is a significant scope for improvement. After estimating
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multiple Pareto optimal solutions, a common question is to choose a single design. The
strategy of choosing the design with minimum local sensitivity towards the inputs is found
to be practically useful due to the stochastic variations in the input process parameters.
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Chapter 9
Conclusions
The central idea of this dissertation is the virtual certification framework which couples verifi-
cation, validation and uncertainty quantification with the numerical simulations. The frame-
work is demonstrated on die casting. Temperature gradients and cooling rates are estimated
using the numerical simulations with a newly developed software OpenCast. OpenCast is
verified using published results for canonical problems and validated using the experimental
results. Uncertainty quantification is a wrapper on the deterministic software in order to
estimate the impact of stochastic variation in the process parameters on the final product
quality. Uncertainty quantification and sensitivity analysis is done using the polynomial
chaos expansion and neural network based surrogate modeling. Finally, an optimization
study to estimate initial and boundary temperatures for improvement of productivity and
casting quality is demonstrated.
9.1 OpenCast: Numerical Software
OpenCast simulates solidification with fluid flow and heat transfer. The microstructure
and structural properties are estimated empirically as a function of temperature gradients
and cooling rates obtained from the numerical simulation. The fractional step algorithm is
modified to deal with the numerical aspects of solidification by suitably altering the coeffi-
cients in the discretized equation to simulate selectively only in the liquid and mushy zones.
This brings significant computational speed up as the simulation proceeds. The algebraic
multigrid solver together with a Krylov subspace solver is used to solve the pressure Poisson
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equation. Complex geometries are meshed with unstructured hexahedral elements. Deter-
ministic solidification of six practical die casting geometries is demonstrated with results of
temperature, solid fraction, microstructure and yield strength showing that complex geome-
tries can be handled. Although the ability of OpenCast to simulate die casting problems is
demonstrated here, it is a general purpose software. OpenCast can also be used to simulate
other manufacturing processes such as sand casting, additive manufacturing, welding etc.
The use of unstructured elements together with algebraic multigrid method adds complete
flexibility to simulate arbitrary geometries.
Verification using published numerical three dimensional natural convection results shows
that the outputs from the current software are in good agreement. Considering the process
complexity of die casting, it is difficult to measure temperatures inside the casting during
solidification. Lack of this information is an obstacle in calibration and validation. Hence
experimental studies involving simpler geometries with controlled process conditions and
in-situ measurements are used to validate the framework. This validation study shows the
significance of stochastic analysis since it is observed that validation without uncertainty
is unsuccessful. When the input uncertainties are taken into account, it is found that the
temperature inside the casting with simulation error bars matches with the experimental
measurements.
9.2 Parameter Uncertainty Quantification and
Sensitivity Analysis
Parameter uncertainty quantification is utilized to quantify the effect of stochastic variation
in the process parameters on the output parameters. Uncertainty quantification is modeled
as a wrapper on the deterministic simulation and hence can be done without any modification
to the deterministic software. Two different surrogate modeling strategies are utilized. The
polynomial chaos expansion (PCE) method is found to be useful for problems with low
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stochastic dimensions. The output statistics and sensitivity is directly estimated from the
PCE coefficients. The response surface is a visual representation of the variation of the
output with the inputs. For high dimensional stochastic problems, the coefficient estimation
of PCE requires tens or hundreds of thousands of simulations. Thus, deep neural networks
are used as a surrogate model.
Detailed uncertainty and sensitivity analysis is performed on a practical geometry taking
into account all possible input parameters including boundary temperature, initial tem-
perature, initial alloy composition and material properties. Boundary temperature, initial
temperature and initial alloy composition are identified as independent inputs and uncer-
tainty is introduced. The remaining inputs are deterministic functions of these independent
inputs. Sensitivity analysis shows that the product quality given by grain size and yield
strength is highly sensitive to the solute concentration whereas, the productivity given by
the solidification time is sensitive to the mold wall temperature. These results are practically
useful as they give an idea about the important input process parameters which should be
tightly controlled to achieve a desired product quality. The response surfaces can be used to
get quick estimates of the outputs without running full deterministic simulations and also
to get local sensitivities.
The natural convection problem is commonly used for verification and validation of nu-
merical softwares. There are difficulties in validation due to the uncertainties as the mean
response of an output parameter can be different from its deterministic value. Thus, the
shift of mean is estimated for three dimensional natural convection in a differentially heated
cubical enclosure with two different cases. Case A assumes that the temperature boundary
condition is uniform and thus, non-dimensional governing equations show that the problem
can be parametrized as a function of Rayleigh and Prandtl numbers. Being a two dimensional
stochastic problem, the polynomial chaos expansion (PCE) method is used as a surrogate
model. Case B deals with non-uniform stochasticity in the boundary temperature. Instead
of the traditional Gaussian process model with the Karhunen-Loe`ve expansion, a novel ap-
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proach is successfully implemented to model uncertainty in the boundary condition. The
boundary is divided into multiple domains and the temperature imposed on each domain is
assumed to be an independent and identically distributed (i.i.d) random variable. This mod-
eling approach is consistent with the experimental method since multiple heat exchangers
with closed loop feedback systems are used to maintain the required boundary conditions.
Deep neural networks are trained with the boundary temperatures as inputs and Nusselt
number, internal temperature or velocities as outputs. Rigorous training and testing process
shows that the neural network is able to approximate the outputs to a reasonable accuracy.
For a high stochastic dimension like 32, it is computationally expensive to fit the PCE. This
research demonstrates a novel way of using the deep neural network as a surrogate modeling
method for uncertainty quantification with the number simulations much lesser than that
required for fitting the PCE thus, saving the computational cost.
9.3 Design Optimization
Multi-objective optimization of the solidification process during die casting is presented using
OpenCast with neural networks and genetic algorithm. Practically, it is not possible to hold
the entire mold wall at a uniform temperature. The final product quality in terms of strength
and micro-structure and process productivity in terms of solidification time depends directly
on the rate and direction of heat extraction during solidification. Heat extraction in turn
depends on the placement of coolant lines and coolant flow rates thus, being a crucial part
of die design. In this work, the product quality is assessed as a function of initial molten
metal and boundary temperatures. Knowledge of boundary temperature distribution in
order to optimize the product quality can be useful in die design and process planning.
NSGA–II, which is a popular multi-objective genetic algorithm, was used for the optimization
process. Since the number of function evaluations required for a GA is extremely high,
a deep neural network was used as a surrogate. The training and testing of the neural
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network was completed with less than thousand full scale finite volume simulations. The
run time per simulation using OpenCast was about 20 minutes on a single processor i.e.,
around 333 compute hours for 1000 simulations. All the simulations were independent and
embarrassingly parallel. Thus, a multi-core CPU was used to speed up the process without
any additional programming effort for parallelization. Computationally, this was the most
expensive part of the process. Subsequent training and testing of the neural network took
a few minutes. Implementation of GA is computationally cheap since the evaluation of a
neural network is a sequence of matrix products and thus, was completed in few minutes.
Hence, it can be seen that the strategy of coupling the GA and neural network with finite
volume simulations is computationally beneficial.
In this work, the wall is divided into ten domains and together with the initial temper-
ature, this is an optimization problem with eleven inputs. Both single and multi-objective
genetic algorithms were programmed and verified with parameter sweep estimation for sim-
plified versions of the problem. The single objective response surfaces were used to get an
insight regarding the conflicting nature of the objectives since the individual optimal solu-
tions were completely different from each other. Moreover, the solidification time, maximum
grain size and minimum yield strength varied in the ranges [2 – 3.5] seconds, [22 – 34] mi-
crons and [134 – 145] MPa respectively for the given inputs. This showed the utility of
the simultaneous optimization of all the objectives since there was a significant scope for
improvement. After estimating multiple Pareto optimal solutions, a common question is to
choose a single design. The strategy of choosing the design with minimum local sensitivity
towards the inputs was found to be practically useful to counteract the stochastic variations
in the input process parameters.
9.4 Recommendation for Future Studies
There are multiple avenues for future research in the following areas:
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 Die filling simulations: This research focused on the solidification during die casting.
The die cavity is filled with liquid metal by pushing it through the shot cylinder.
Simulations of die filling can further improve the die casting process. Multiphase flow
methods like Volume of Fluid (VOF) or level sets can be used for simulating filling. If
the energy equation is also solved with the multiphase flow of liquid metal and air, it
can help in die design in order to minimize premature solidification.
 Defect prediction: Porosity is one of the major defects seen in a die cast part which
compromises its strength. Gas porosity is observed due to air pockets entrained during
the filling. Die filling simulations are useful in locating these pockets and appropriate
design of the overflows can help in reducing gas porosity. Shrinkage porosity is formed
as the metal contracts during solidification and cooling. This can be controlled by
tuning the ramming pressure and location and size of the overflows.
 Experimental data from die casting: In this research, experimental data from
metal solidification was used for validation. It was not possible to get temperature
data at the cavity surface and inside the metal during solidification due to the lack of
thermocouples in the die. In future, if these measurements are available, they can be
used to calibrate the empirical relations and estimate the probability density functions
of the stochastic inputs in the uncertainty propagation analysis.
 Solutal models: Since metallic alloys are used in die casting, solute diffusion and pre-
cipitation is commonly observed. Solutal models can help in estimating the local solute
composition which will be useful to improve the prediction of mechanical properties.
 Die design: In this work, only metal in the cavity is modeled with a temperature
boundary condition. There is a scope for further improvement if the die design is
included with a conjugate heat transfer between the die and the metal. The die can be
meshed with a coarser grid since the gradients are not that sharp. Only energy equation
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has to be solved in the die since it is always solid for the operating temperatures.
 Adaptive mesh refinement: A fixed mesh is used in this research. Since most of
the grain growth occurs in the mushy zone, it may be helpful to have an adaptive
meshing framework with fine mesh near the mushy zone. This can also be used to add
a secondary model like phase field or cellular automaton for better prediction of grain
growth and dendrites.
Overall, although die casting was studied in this dissertation, the framework can be
used for improving the product quality of other manufacturing processes like sand casting,
additive manufacturing, welding etc.
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