We consider an overdetermined problem of Serrin-type with respect to an operator in divergence form with piecewise constant coefficients. We give sufficient condition for unique solvability near radially symmetric configurations by means of a perturbation argument relying on shape derivatives and the implicit function theorem. This problem is also treated numerically, by means of a steepest descent algorithm based on a KohnVogelius functional.
Introduction and main results
Let (D, Ω) be a pair of smooth bounded domains of R N (N ≥ 2) such that D ⊂ Ω.
Moreover, let n denote the outward unit normal vector of Ω. In this paper, for c ∈ R, we consider the following overdetermined problem: Notice that such an overdetermined problem does not admit a solution in general, and that, whenever it does, the parameter c must be equal to c(Ω) = −|Ω|/|∂Ω| by a simple integration by parts. In what follows, we will say that a pair of domains (D, Ω) is a solution of problem (1.1) whenever problem (1.1) is solvable for σ = σ(D, Ω). We now define the so-called inner problem and outer problem associated to problem (1.1). When D is empty (one-phase setting), the overdetermined problem (1.1) has been studied by the celebrated paper of Serrin [Se] . He proved that, in that case, the overdetermined problem (1.1) is solvable if and only if the domain Ω is a ball. His proof relied on the method of moving planes introduced by Alexandrov [Ale] . That is why, the overdetermined problem in the one-phase setting is called Serrin's problem. Many mathematicians, inspired by the work of Serrin, studied similar overdetermined problems for various operators, where the overdetermination consists in prescribing the value of the normal derivative on the boundary (such problems are usually referred to as overdetermined problems of Serrin-type in the literature). See for example [BHS, BNST, MP, NT] and references therein.
Problem 1 (Inner problem
Another geometrical setting for a similar kind of overdetermined problem is obtained when D is a hole, that is, Ω \ D is a doubly connected domain. There are many results concerning overdetermined problems where the value of the normal derivative is prescribed on one of the two connected components of the boundary of Ω \ D. Such problems are usually called overdetermined problems of Bernoulli-type. The main difference with the usual Serrin-type problems is that the solution of a Bernoulli-type problem is not necessarily radially symmetric, even when the overdetermination consists in the normal derivative being constant on the boundary. Indeed, the part of ∂(Ω\D) where the overdetermination is imposed behaves like a free boundary, that inherits its shape from the geometry of the other component. Theoretical and numerical results about Bernoulli-type problems can be seen in [Be, HS, FR, LP] , and the references therein.
To our knowledge, there are only a few results concerning problem (1.1) when D is not empty. The paper [CMS] dealt with the inner problem of the overdetermined problem (1.1). The authors proved the local existence and uniqueness for the inner problem near concentric balls. They also treated the overdetermined problem of two-phase heat conductors and gave symmetry results for the domain.
The purpose of this paper is twofold. First, we study the local existence and uniqueness for the outer problem near concentric balls. Second, we deal with the numerical computation of the solution to the outer problem. In what follows, we state the main results of this paper.
Theorem 1.1. Let us define
and let B R ⊂ B 1 denote concentric balls of radius R and 1 respectively. If σ c / ∈ Σ, then for every domain D of class C 2+α sufficiently close to B R , there exists a domain Ω of class C 2+α sufficiently close to B 1 such that the outer problem of the overdetermined problem (1.1) admits a solution for the pair (D, Ω).
Theorem 1.1 is based on shape derivatives and the implicit function theorem for Banach spaces. From Theorem 1.1, the outer problem of the overdetermined problem (1.1) has a solution near concentric balls except for specific values of the coefficients.
Moreover, in order to solve the overdetermined problem (1.1) numerically, we consider the Kohn-Vogelius functional introduced by the paper of Kohn and Vogelius [KV] from the viewpoint of impedance computed tomography:
where v is the solution of the following Dirichlet problem
and w is the solution of the following Neumann problem
This kind of functionals have been widely used not only in the field of impedance computed tomography but also in free boundary problems, see [EH, BBPST] . Notice that, by definition (1.2), the functional F is always nonnegative. Moreover, when F(Ω) = 0 then ∇v = ∇w in Ω and thus, by the normalization condition in (1.4), v = w. In other words, the solutions of the outer problem coincide with the zeros of F. Therefore, we seek for the zeros of the Kohn-Vogelius functional in order to find the solutions of the outer problem.
Notice that Theorem 1.1 ensures that this procedure will yield a unique solution if the core D is "sufficiently close to a ball".
Since F(Ω) ≥ 0 for all admissible domains Ω, we are going to look for those shapes that minimize F (and hopefully make it vanish). In other words, we consider the following minimization problem with volume constraint 5) where the minimum is taken over all admissible domains Ω such that D ⊂ Ω. This task will be performed numerically by a Newton-type algorithm. The steepest descent direction associated to F will be computed by means of the shape derivative of the Kohn-Vogelius functional F. 
where H is the additive mean curvature defined by (2.8).
Combining the result of Theorem 1.2 with the augmented Lagrangian method based on [NW, DFOP] , we solve the minimization problem (1.5) numerically by the Newton method.
This paper is organized as follows. In Section 2, we give some notations and preliminaries on shape and tangential calculus for shape derivative. In Section 3, we prove Theorem 1.1 by using shape derivatives and the implicit function theorem for Banach spaces. In Section 4, we compute the shape derivative of Kohn-Vogelius functional. In Section 5, we explain the augmented Lagrangian method and our algorithm for the minimization problem (1.5). In Section 6, we show the numerical results based on our algorithm introduced in Section 5. In Section 7, we state some open problems and conjectures.
Preliminaries on shape and tangential calculus
In this section we will introduce the concept of shape derivatives and its related tools. The topic is clearly too old and deep to be treated exhaustively in this paper, thus we refer the interested reader to the monographs [DZ, HP, SZ] .
Shape derivatives
Let us first introduce some basic notation. Let ω ⊂ R N be a smooth domain at which we will compute the derivative of a shape functional J (we will therefore require J( ω)
to be defined at least for all domains ω "sufficiently close" to the reference domain ω).
Let h : R N → R N be a smooth vector field. For t > 0 small enough the perturbation of the identity Id + th : R N → R N is a diffeomorphism. Let ω t = (Id + th)(ω) denote the deformed domain. The shape derivative of J at ω with respect to the perturbation field h is then defined as
Of course, the definition above can be extended to functionals that take several domains as input as well.
The concept of shape derivative can be applied to shape functionals that take values in a general Banach space too. A fairly common example is given by a smoothly varying family of smooth functions f t : ω t → R (in many practical applications f t is the solution to some boundary value problem defined on the perturbed domain ω t ). Then its shape derivative f is the function defined by the value
In what follows we will give the classical Hadamard formulas for computing the derivative of an integral over a domain ω, or a surface integral over the boundary ∂ω, whose integrand also depends on ω. These formulas will be our main tool in computing shape derivatives in this paper (we refer to [HP, Theorem 5.2.2, p.172 and Proposition 5.4.18, p.201] for the details).
Lemma 2.1 (Hadamard formulas). Let ω be a smooth domain of R N with outer unit normal n. For a smooth perturbation field h : R N → R N , set ω t = (Id + th)(ω). For small t > 0, let f t and g t be smooth real valued functions defined on ω t and ∂ω t respectively.
Suppose that f t and g t are shape differentiable in the sense of (2.6) with shape derivatives f and g . Set J 1 (t) = ωt f t and J 2 (t) = ∂ωt g t . Then J 1 and J 2 are differentiable at t = 0 and the following holds:
Tangential calculus
In this subsection we will briefly introduce the basic differential operators from tangential calculus and their fundamental properties. In what follows ω will be a smooth domain of R N and n will denote its outward unit normal. Furthermore, until the end of this subsection the letters f and g will be used to denote smooth functions defined on ∂ω that take values in R and R N respectively. We define
wheref andg are smooth extensions of f and g to a neighborhood of ∂ω and ∇g is the Jacobian matrix ofg. It is well known that the definitions above do not actually depend on the choice of extensions. The following tangential version of integration by parts holds true for all smooth f , g and ω (see [HP, (5.59), p.197] ):
We introduce the following definition for the (additive) mean curvature of ∂ω:
Notice that the definition above coincides with the sum of the principal curvatures of ∂ω.
In particular H is positive whenever ω is strictly convex and H ≡ (N − 1)/R if ω is a ball of radius R.
Finally, we introduce the tangential analogue of the Laplacian (also known as LaplaceBeltrami operator):
Now, we recall the following classical decomposition formula for the Laplace operator that holds for every smooth function ϕ defined on ω (see [HP, Proposition 5.4 .12]): 
Moreover, the function g is Fréchet differentiable in U 0 and its Fréchet differential g can be written as
) for x ∈ U 0 .
Preliminaries
We now introduce the functional setting for the proof of Theorem 1.1. Let D and Ω be concentric balls of radius R and 1 respectively (0 < R < 1), whose common center can be thought to be at the origin. Fix α ∈ (0, 1) and let h ∈ C 2+α (R N , R N ) be a sufficiently small perturbation field such the map Id + h is a diffeomorphism from R N to R N , and such that h = f n on ∂D and h = g n on ∂Ω, where f and g are given functions of class C 2+α on ∂D and ∂Ω respectively. Next we define the perturbed domains
We will also require f and g to be sufficiently small, so that the inclusion D f ⊂ Ω g holds true. We consider the following Banach spaces (equipped with the standard norms):
As done in [CMS, Chapter 6], we will apply Theorem 3.1 to the mapping Ψ : X × Y → Z, defined by:
Here v f,g denotes the solution v(D f , Ω g ) to the Dirichlet problem (1.3) corresponding to the deformed configuration (D f , Ω g ), similarly n g denotes the outer normal of Ω g . Moreover,
by a slight abuse of notation, the notation ∂ ng v f,g is used to represent the function of value
Finally, the constant c g is just c(Ω g ) = −|Ω g |/|∂Ω g | and the term J τ (g) > 0 is the tangential Jacobian associated to the transformation x → x+g(x) n(x) (see [HP, Definition 5.4.2, p.190] ). By definition, we have that Ψ(f, g) = 0 if and only if the pair (
solution of the overdetermined problem (1.1). In particular we know that Ψ(0, 0) vanishes.
Finally, notice that the term J τ (g) > 0 has been added for technical reasons: namely to ensure that Ψ(f, g) has vanishing integral over ∂Ω (in other words, it belongs to Z) for all (f, g) ∈ X × Y.
The derivative of Ψ
The map Ψ is Fréchet differentiable in a neighborhood of (0, 0) ∈ X × Y. This can be proved in a standard way by following the ideas of [HP, Theorem 5.3.2, with the help of the Schauder's theory for elliptic operators with piecewise constant coefficients.
We refer to [Ca2, Lemma 5 .1] for a complete proof. As a consequence, for f ∈ X and g ∈ Y, the partial Fréchet derivatives ∂ x Ψ(0, 0)(f ) and ∂ y Ψ(0, 0)(g) coincide with the following Gâteaux derivatives:
In what follows we will employ the use of the following characterization of the shape derivative v (see [Ca1, Proposition 3 .1]).
Lemma 3.2. For every (f, g) ∈ X × Y, the map t → v t is shape differentiable, with shape derivative v . Moreover v can be decomposed as the sum of v = v − + v + , where v ± are the solutions to the following boundary value problems.
(3.12)
(3.13)
In the above, we used square brackets to denote the jump of a function across the interface ∂D. Notice that v ± defined above are the shape derivatives of the maps t → v(D, Ω tg ) and
In particular, following the notation of Lemma 3.2, we have the following expression for the partial Fréchet derivatives as well:
n t = n tg and J τ (t) = J τ (tg). Since Ψ is Fréchet differentiable, we can compute its Fréchet derivative as a Gâteaux derivative as follows:
Since J τ (0) ≡ 1 and ∂ n v ≡ c(0) on ∂Ω, we have
(3.14)
By a standard calculation with Lemma 2.1 at hand we get
where in the last equality we used the fact that H is constant on ∂Ω and that g has vanishing integral by hypothesis. By Hopf lemma and the boundary condition in (1.3), it is clear that ∇v t · n t = −|∇v t | < 0 on ∂Ω. Therefore,
The representation formulas for the partial Fréchet derivatives ∂ x Ψ(0, 0) and ∂ y Ψ(0, 0) follow immediately.
Applying the implicit function theorem
In order to apply Theorem 3.1, we will need the following explicit representation for the shape derivatives v ± by means of their spherical harmonic expansion. Let
denote a maximal family of linearly independent solutions to the eigenvalue problem
with k-th eigenvalue λ k = k(N + k + 2) of multiplicity d k and normalized in such a way that Y k,i L 2 (S N −1 ) = 1. Here ∆ τ stands for the Laplace-Beltrami operator on the unit sphere S N −1 defined as (2.9). Such functions, usually referred to as spherical harmonics in the literature, form a complete orthonormal system of L 2 (S N −1 ). This fundamental property of spherical harmonics turns out to be very useful in computing the solutions of PDE's in radially symmetric domains by applying the method of separation of variables.
We refer to [Ca1, Proposition 3 .2] for a proof of the following result.
Lemma 3.4. Assume that, for some real coefficients α ± k,i , the following expansions hold true for all θ ∈ S N −1 :
(3.16)
Then, the functions v ± defined in Lemma 3.2 admit the following explicit expression for θ ∈ S N −1 : 
and the common denominator
We are now ready to apply the implicit function theorem to the mapping Ψ defined by (3.11). As a consequence we obtain the following more precise version of Theorem 1.1.
Theorem 3.5. Define
If σ c / ∈ Σ, then there exists ε > 0 such that, for all f ∈ X with f < ε, there exists a
) is a solution of the overdetermined problem (1.1).
Proof. This theorem consists in a direct application of the first part of Theorem 3.1. We know that the mapping (f, g) → Ψ(f, g) is Fréchet differentiable and its partial Fréchet derivatives were computed in Theorem 3.3. We now need to prove that the mapping ∂ y Ψ(0, 0) : Y → Z is a bounded and invertible linear transformation whenever σ c / ∈ Σ.
Since the function v + has a linear and continuous dependence on g (see problem (3.13)), the map defined by ∂ y Ψ(0, 0) : Y → Z is also linear and bounded. We are left to prove the invertibility of ∂ y Ψ(0, 0). To this end, let us write the spherical harmonic expansion of the expression of ∂ y Ψ(0, 0)(g) given in Theorem 3.3, with the aid of Lemma 3.4. Under the assumption (3.16), we get
where and the volume constraint |Ω g(f ) | = |Ω|.
. Then the following first order approximation for g(f ) holds true for f → 0:
Proof. This result is a consequence of the second part of Theorem 3.1 applied to the functional Ψ. By combining Theorem 3.3 and Lemma 3.4, we get
By the second part of Theorem 3.1, we get that the map f → g(f ) is Fréchet differentiable and
where the coefficients β k and γ k are defined by (3.19) and (3.20) respectively. The claim clearly follows from (3.21).
Shape derivative of the Kohn-Vogelius functional
In this section we will compute the shape derivative of the Kohn-Vogelius functional F with respect to perturbations of the outer boundary ∂Ω. To this end, let h : R N → R N be a smooth perturbation field and define D t = (Id + th)(D) and Ω t = (Id + th)(Ω).
Moreover, suppose that h acts only on ∂Ω, that is
D t ≡ D for all t > 0. Let v t = v(D, Ω t ), w t = w(D, Ω t )
and c(t) = c(Ω t ). The map t → c(t) is clearly differentiable at t = 0 by
Lemma 2.1. Finally, the computations of the shape derivative of the state functions v t and w t are contained in the following proposition.
Proposition 4.1. The state functions v t and w t , defined as the solutions to problems (1.3) and (1.4) with Ω = Ω t , are shape differentiable, and their shape derivatives v and w are characterized as the solutions to the following boundary value problems.
Proof. The characterization of v in (4.22) is just (3.13) with g = h · n. The derivation of (4.23) is more delicate. First of all, the proof of differentiability of the map t → w t is a standard application of Theorem 3.1 along the same lines as [HP, Theorem 5.5.1 p.203 ].
We will now prove (4.23). Let ϕ ∈ H 2 (Ω) be a given test function. Since ∂Ω is smooth, it admits an extension to the whole H 2 (R N ) (see [AF] ), which will still be denoted by ϕ.
We now differentiate the weak form
with respect to t at t = 0, by means of Lemma 2.1. We get
By employing the use of the identity
we get
By applying tangential integration by parts (2.7) on the second integral in the above,
The term ∆ τ w in the above can by handled by combining (1.4) and the decomposition formula for the Laplace operator into normal and tangential components (2.10):
By combining (4.24), (4.25) and (4.26), we get
Since ϕ is arbitrary, this implies the first two lines of (4.23). Lastly, the normalization condition of (4.23) follows by applying Lemma 2.1 to ∂Ωt w t = 0.
Theorem 4.2. The Kohn-Vogelius type functional F defined by (1.2) is shape differentiable at Ω. Moreover, for any smooth h : R N → R N whose support is compactly contained in R N \ D, we have
Proof. The differentiability of F ensues from that of the state functions v, w, and Lemma 2.1. Now, an application of Lemma 2.1 yields 27) where, in the last equality, we used the fact that Ω σ∇v · ∇v = Ω σ∇v · ∇w = 0 (this ensues by taking v as a test function in (4.22)-(4.23)). We will now try to write the expression above as the sum of surface integrals on ∂Ω by using integration by parts. Now, taking w as a test function in (4.23) yields
We now employ once again the use of tangential integration by parts (2.7) to remove the dependence on ∇ τ (h · n) in the integral above. We get
This can be simplified further. By putting together (4.26), (4.28), (4.29) and the normalization condition ∂Ω w = 0, we obtain
Similarly, by taking v as a test function in (1.4) and recalling the boundary condition of (4.22), we obtain
As far as the term Ω v is concerned, consider the following integral identity derived from
Differentiating both members of the equality above by means of the Hadamard formula (Lemma 2.1), yields
We can then rewrite (4.31) as follows:
Finally, we have
The claim follows by combining (4.27) with the final expressions of (A), (B) and (C) in (4.30), (4.33) and (4.34).
Remark 4.3. In proving Theorem 4.2, we did not make use of the normalization condition in (4.23). This is natural, since the functional F depends on w by means of its gradient only. Indeed, for any normalization that we impose on w t , the computations above yield the same result, namely
In light of the expression above, the normalization condition ∂Ω w = 0, that was chosen in (1.4), is indeed the most natural one.
Newton method with volume constraint
In this section, we describe the numerical algorithm for the outer problem (Problem 2).
This algorithm is based on the Newton method with the shape derivative of the KohnVogelius functional (1.2) as mentioned before and augmented Lagrangian.
Shape optimization problem and augmented Lagrangian
Let us recall the shape optimization problem with volume constraint we consider: Let us consider the following optimization problem:
where L is the augmented Lagrangian defined by 37) and G(Ω) is the constraint functional given by
In the definition of the augmented Lagrangian (5.37), the parameter is a Lagrange multiplier associated with the volume constraint (5.38) and b is a positive parameter for strengthening the volume constraint.
By Theorem 4.2 and G (Ω)(h) = 1 V 0 ∂Ω h · n, we can calculate the shape derivative of the augmented Lagrangian L as follows:
The computation (5.39) shows the descent direction for the augmented Lagrangian L.
Indeed, if we take the perturbation field h as h = −φn on ∂Ω, it follows that for small
Note that the descent direction φ is defined only on the boundary ∂Ω. From the numerical point of view, it is necessary to extend the descent direction to the whole domain Ω. We choose the popular extension procedure to do this, see [Al, AP, DFOP] . The basic idea is to introduce a Hilbert space V of regular perturbation fields defined on Ω \ D and then identify the descent direction of L by representing the shape derivative L (Ω)(h) with respect to a different inner product (·, ·) V , instead of the usual (·, ·) L 2 (∂Ω) .
For this purpose, the Hilbert space V is defined by
with inner product
where γ > 0 is a small parameter and ∇h : ∇ξ is the double contraction defined by tr ∇h(∇ξ) T . We search for h ∈ V such that for all test function ξ ∈ V ,
This implies that the solution h of (5.40) is also a gradient descent direction for L. Moreover, by integration by parts, we can regard (5.40) as the weak form of the following elliptic system:
(5.41)
The algorithm for the numerical computation
In what follows, we describe the algorithm for the numerical computation. We employ the use of the free software FreeFEM++ [He] which allows us to solve partial differential equations by the Finite Element Method.
• Put initial shape Ω 0 and initial values of the Lagrange multiplier 0 and b 0 for the augmented Lagrangian.
For i = 0, 1, · · · until convergence: 4. Take ε i > 0 small enough and move the domain Ω i according to h i :
If the mesh reverses, then we take smaller value of ε i .
5. Update the parameters of the augmented Lagrangian as follows:
where α is a small positive parameter and α > 1. Also b max is a positive large parameter.
Remark 5.1. In the algorithm, it is necessary to compute the mean curvature of ∂Ω when computing φ i , see (5.39). We solved this task by following [FG, and [DFOP, Section 3.6].
Remark 5.2. We note that we have to choose a suitable parameter γ to define the regularized extension field h by solving (5.41). We took γ = 3.0 in our computation. Moreover, we also need to pay attention to choose the parameters of the augmented Lagrangian due to the volume constraint. We took the initial parameters of the augmented Lagrangian as in the initial shape Ω 0 , respectively and H 0 is the mean curvature of the the initial shape Ω 0 . Furthermore, we took α = 1.5 and b max = 1000.
Numerical results
In this section, we show the numerical results according to the algorithm presented in section 5.2. Unless otherwise specified, we take σ c = 10.
When D is a ball
In the first example, we show what happens when the core D is a ball. We considered the case where the core D is the disc of radius 2.7 centered at the origin and the initial shape Ω 0 is the region enclosed by the curve {(0.6 * (8 + cos 3t) cos(t), 0.5 * (8 + cos 3t) sin(t)) | t ∈ Then Ω i starts shrinking in order to fulfill the original volume constraint (depending on the parameters chosen, the algorithm might alternate between the two behaviors described above a few more times in an oscillatory fashion before actually reaching convergence).
Ω inherits its geometry from D
The second example is in the case where the core D is the region enclosed by the curve {(0.3 * (8 + cos 3t) cos t, 0.3 * (8 + cos 3t) sin t) | t ∈ [0, 2π)} and the initial shape Ω 0 is the interior of the ellipse {(4 cos t, 3 sin t) | t ∈ [0, 2π)}. Here we analyze the two cases where the outer problem can be regarded as a perturbation of the one-phase Serrin problem, namely the case where the core D is small and that where σ c is close to 1.
The third example is in the case where the core D is a sufficiently small domain compared to the initial domain Ω 0 . We considered the core D as the region enclosed by the curve {(0.05 * (8 + cos 3t) cos t, 0.05
The fourth example shows what happens when we take σ c sufficiently close to 1.
We defined D to be the region enclosed by the curve {(0.3 * (8 + cos 5t) cos t, 0.3 * (8 + cos 5t) sin t) | t ∈ [0, 2π)}.
Figures 8 and 9 show that, as one would expect, the solution Ω of the outer problem is not influenced much by the geometry of the core D and it is nearly a ball if either These numerical results justify the intuition that the outer problem (Problem 2) is well approximated by a one-phase Serrin's problem when D is small enough or σ c 1.
Different behaviors when σ c ≶ 1
The fifth example is in the case where the core D is the region enclosed by the curve {(0.3 * (8 + cos 5t) cos t, 0.3 * (8 + cos 5t) sin t) | t ∈ [0, 2π)} and the initial shape Ω 0 is the disk of radius 3 centered at the origin. Both cases σ c ≶ 1 are considered. This phenomenon is also predicted by Corollary 3.8. Indeed, notice that the coefficients −γ k /β k , that appear in the Fréchet derivative of g = g(f ), are positive when σ c > 1 and become negative when σ c < 1 and k is large enough.
Some open problems and conjectures
In this section, we state some open problems and conjectures.
Conjecture 7.1. For fixed V 0 , the solution Ω of the outer problem converges to a ball as the diameter of D tends to 0 (see Figure 8 ).
Conjecture 7.2. For fixed V 0 and D, the solution Ω of the outer problem converges to a ball as σ c → 1 (See Figure 9) .
Corollary 3.8 constitutes a strong evidence for Conjectures 7.1-7.2. As a matter of fact, we see that the coefficients −γ k /β k converge to 0 as R → 0 or σ c → 1. Unfortunately this does not constitute a rigorous proof (not even in the local case). Indeed, Theorem 3.5 ensures unique solvability of the outer problem with respect to deformed core D f , only for f < ε, where ε depends on the parameters R and σ c . In particular we are not allowed to take the limits as R → 0 or σ c → 1 of the expression in Corollary 3.8 unless we have a uniform estimate on the above mentioned existence threshold ε. This is a further motivation the following problem.
Problem 7.3. Study global existence and uniqueness for the outer problem.
Remark 7.4. Showing global existence and uniqueness is a difficult task at this stage, because to our knowledge there does not exist any comparison result for this kind of problem. In particular we did not succeed in generalizing the approach of subsolutions and supersolutions by Beurling (see for example [Be, HS] ). Nevertheless, we think that this might be a valuable tool for proving the following three conjectures.
Conjecture 7.5. If σ c > 1, then there exists a threshold V * ≥ |D| such that for all V 0 > V * , the outer problem has a unique solution Ω. In particular, if D is not a ball, then V * > V 0 and the boundaries ∂D and ∂Ω touch in the limit as V 0 → V * .
Conjecture 7.6. For fixed D, the solutions of the outer problem form an elliptically ordered family. In other words, if Ω 1 and Ω 2 denote two solutions of the outer problem with respect to the same core D and |Ω 1 | < |Ω 2 |, then Ω 1 ⊂ Ω 2 .
Conjecture 7.7. If D is convex, then any solution Ω of the outer problem is convex.
