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Abstract
Covariate adjustment is commonly used for total causal effect estimation. In
recent years, graphical criteria have been developed to identify all covariate sets
that can be used for this purpose. Different valid adjustment sets typically provide
causal effect estimates of varying accuracies. We introduce a graphical criterion
to compare the asymptotic variance provided by certain valid adjustment sets in a
causal linear model. We employ this result to develop two further graphical tools.
First, we introduce a simple variance reducing pruning procedure for any given valid
adjustment set. Second, we give a graphical characterization of a valid adjustment
set that provides the optimal asymptotic variance among all valid adjustment sets.
Our results depend only on the graphical structure and not on the specific error
variances or the edge coefficients of the underlying causal linear model. They can be
applied to DAGs, CPDAGs and maximally oriented PDAGs. We present simulations
and a real data example to support our results and show their practical applicability.
Keywords: causal inference, graphical models, covariate adjustment, efficiency
1 Introduction
Covariate adjustment is a popular method for estimating total causal effects from ob-
servational data. Graphical criteria have been developed to identify covariate sets that
can be used for this purpose. The best-known such criterion is probably the back-door
criterion (Pearl, 1993), which is sufficient for adjustment. A necessary and sufficient
adjustment criterion was developed by Shpitser et al. (2010) and Perkovic´ et al. (2018).
We refer to the latter as the adjustment criterion.
Both criteria, as originally stated, require complete knowledge of the underlying
causal structure in the form of a causal directed acyclic graph (DAG). It is, however,
generally not possible to learn the unique causal DAG from observational data alone.
Under the assumptions of causal sufficiency and faithfulness, one can learn a Markov
equivalence class of DAGs, which can be uniquely represented by a completed partially
directed acyclic graph (CPDAG) (Meek, 1995; Andersson et al., 1997; Spirtes et al.,
2000; Chickering, 2002). Given explicit knowledge of some causal relationships between
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Figure 1: Causal DAG from Example 2.10
variables, access to interventional data, or some model restrictions, one can obtain a
refinement of this class, uniquely represented by a maximally oriented partially directed
acyclic graph (maximal PDAG) (Meek, 1995; Scheines et al., 1998; Hoyer et al., 2008;
Hauser and Bu¨hlmann, 2012; Eigenmann et al., 2017; Wang et al., 2017). In the presence
of hidden variables, the counterparts of DAGs and CPDAGs are maximal ancestral
graphs (MAGs) and partial ancestral graphs (PAGs).
The back-door criterion was generalized to CPDAGs, MAGs and PAGs by Maathuis
and Colombo (2015). The adjustment criterion was generalized to MAGs by van der
Zander et al. (2014), to CPDAGs and PAGs by Perkovic´ et al. (2015, 2018), and to
PDAGs by Perkovic´ et al. (2017).
We consider the adjustment criterion for DAGs, CPDAGs and maximal PDAGs as
stated in Perkovic´ et al. (2017). Given the complete identification of all valid adjustment
sets for these graphs, the following question naturally arises: If more than one valid ad-
justment set is available, which one should be used? While every valid adjustment set
allows for consistent total causal effect estimation, they do so with varying accuracy.
Restricting ourselves to causal linear models, we consider graphical criteria for the iden-
tification of efficient valid adjustment sets in terms of the asymptotic variance of their
respective total causal effect estimates.
To illustrate the problem, consider the total causal effect ofX on Y in the causal DAG
G in Figure 1. The valid adjustment sets (Definition 2.7) are of the form Z = A∪B∪C,
where A ⊆ {A1, A2}, B ⊆ {B1, B2}, C ⊆ {V,D,R} and A and B are non-empty sets.
Hence, the total number of valid adjustment sets is 3 · 3 · 8 = 72. Which of these
sets should we use in practice? We aim to identify the set that provides the smallest
asymptotic variance of the resulting causal effect estimate.
As of now, efficiency considerations have not featured prominently in adjustment
set selection. When the treatment is a single variable X, the parent set of X is often
used as an adjustment set (e.g., Williamson et al., 2014; Gascon et al., 2015; Sunyer
et al., 2015). While this set is easy to compute given a graph, it is also typically quite
inefficient in terms of the asymptotic variance, as the parents of X are usually strongly
correlated with X. Another approach to choosing an adjustment set is to adjust for as
few covariates as possible (e.g., De Luna et al., 2011; Jonker et al., 2012; Schliep et al.,
2015). This is also sub-optimal in general, as adjusting for certain additional covariates
that explain variance in the outcome Y , sometimes called precision variables or risk
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factors, can be beneficial for efficiency (see Example 3.3).
Research interest into variable selection for efficient total causal effect estimation
has been growing, mostly in the area of propensity score methods. There is a varied
literature, reflecting the diversity of approaches to causal effect estimation. There are
simulation studies (Brookhart et al., 2006; Lefebvre et al., 2008), results regarding min-
imum asymptotic variance bounds (Rotnitzky and Robins, 1995; Hahn, 2004; Rotnitzky
et al., 2010) and some theoretical results for specific estimators (Robinson and Jewell,
1991; Lunceford and Davidian, 2004; Schnitzer et al., 2016; Wooldridge, 2016). These
results indicate that the following two notions appear to hold. Adding instrumental
variables to a given valid adjustment set decreases the efficiency, while adding precision
variables increases it. Model selection procedures taking these notions into account have
also been developed (VanderWeele and Shpitser, 2011; Shortreed and Ertefaie, 2017).
While the above notions provide useful intuition, it is generally not possible to label
all covariates as either good or bad for efficiency. Whether adding a given covariate to
an adjustment set is actually harmful or beneficial can vary depending on the starting
adjustment set. Furthermore, as adding or removing a covariate might render a valid
adjustment set invalid, it is not straightforward to apply these notions greedily. In
particular it is not clear which valid adjustment provides the most efficient estimates or
whether there even exists such a set.
Kuroki and Miyakawa (2003) and Kuroki and Cai (2004) circumvent these difficulties
by comparing the efficiency of valid adjustment sets, rather than considering the behavior
of individual covariates. Both introduce graphical criteria that identify which of two valid
adjustment sets provides the smaller asymptotic variance in causal linear models. The
criterion from Kuroki and Miyakawa (2003) compares adjustment sets of size two and the
criterion from Kuroki and Cai (2004) compares disjoint adjustment sets. Furthermore,
both criteria are for DAGs and require the underlying probability distribution to be
multivariate Gaussian. We extend these results in various directions.
Our first result is a new graphical criterion (see Theorem 3.1) that can compare more
pairs of valid adjustment sets than the existing criteria (Kuroki and Miyakawa, 2003;
Kuroki and Cai, 2004). We note, however, that we still cannot compare all pairs of valid
adjustment sets. This is in fact not possible with the graph alone (see Example 3.3).
Moreover, our result holds for causal linear models with arbitrary error distributions, as
well as for joint interventions, in DAGs, CPDAGs and maximal PDAGs.
Building on this, we introduce two further results. First, we provide a simple order
invariant pruning procedure that, given a candidate valid adjustment set, returns a
subset that is also valid and provides a smaller asymptotic variance (see Algorithm 1
and Proposition 3.6). Our procedure is similar to that of VanderWeele and Shpitser
(2011, Propositions 1 and 2), who conjectured a resulting efficiency gain. Our main
contribution is that we formally establish this efficiency gain for causal linear models
and show the order invariance of such a procedure.
Secondly, we define a valid adjustment set that provides the smallest possible asymp-
totic variance among all valid adjustment sets in the underlying DAG, CPDAG or max-
imal PDAG G (see Theorem 3.10). We denote this asymptotically optimal adjustment
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set by O(X,Y,G). The fact that such an optimal set can be defined is perhaps surpris-
ing, considering that we cannot compare all pairs of valid adjustment sets in terms of
the asymptotic variances they provide. Our results depend only on the structure of the
causal graph and not on the specific edge weights or error variances from the underlying
causal linear model. We discuss the applicability of our results to hidden variable models
in the Discussion (Section 6).
We provide numerical experiments to quantify the efficiency gained by using the valid
adjustment set O(X,Y,G) in finite samples (see Section 4), and also apply our methods
to single cell data from Sachs et al. (2005) (see Section 5). All proofs can be found in
the Supplement (Henckel et al., 2019).
2 Preliminaries
We use graphs where nodes represent random variables, and edges represent conditional
dependencies and direct causal effects. We first introduce some terminology.
2.1 Graphical terminology
Graphs. We consider simple graphs with a finite node set V and an edge set E, where
edges can be either directed (→) or undirected (−). If all edges in E are directed (→),
then G = (V,E) is a directed graph. If all edges in E are directed or undirected, then
G = (V,E) is a partially directed graph. A graph G′ = (V′,E′) is an induced subgraph
of G = (V,E) if V′ ⊆ V and E′ contains all edges in E between nodes in V′.
Paths. Two nodes are adjacent if there exists an edge between them. A path p from a
node X to a node Y in a graph G is a sequence of distinct nodes (X = Z1, . . . , Zm = Y )
such that Zi and Zi+1 are adjacent in G for all i ∈ {1, . . . ,m − 1}. Then X and Y
are called endpoints of p. We use p(Zi, Zj) to denote the subpath (Zi, Zi+1, . . . , Zj) of
p, with possibly Zi = Zj in which case the subpath is simply a node. A path from a
set X to a set Y is a path from some X ∈ X to some Y ∈ Y. A path from a set X
to a set Y is proper if only the first node is in X (cf. Shpitser et al. (2010)). A path
p = (Z1, . . . Zm) is called directed from Z1 to Zm if Zi → Zi+1 for all i ∈ {1, . . . ,m− 1}.
It is called possibly directed from Z1 to Zm if there are no i, j ∈ {1, . . . ,m}, i < j, such
that Zi ← Zj (cf. Perkovic´ et al. (2017)).
Remark 2.1. Our definition of a possibly directed path is non-standard, as j − i > 1 is
allowed. This is required for its use in maximal PDAGs, as shown in Example 2.4.
Ancestry. If X → Z, then X is a parent of Z and Z is a child of X. If there is a
directed path from X to Y , then X is an ancestor of Y and Y a descendant of X. If
there is a possibly directed path from X to Y , then X is a possible ancestor of Y and
Y a possible descendant of X. We use the convention that every node is an ancestor,
possible ancestor, descendant and possible descendant of itself. The sets of parents,
ancestors, descendants, possible ancestors and possible descendants of X in G are de-
noted by pa(X,G), an(X,G), de(X,G), possan(X,G) and possde(X,G), respectively.
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Figure 2: Forbidden induced subgraphs of a maximal PDAG (see orientation rules in
Meek, 1995).
For sets X, we let pa(X,G) = ⋃Xi∈X pa(Xi,G), with analogous definitions for an(X,G),
de(X,G),possan(X,G), possde(X,G).
Colliders, definite status paths and v-structures. A node V is a collider on a
path p if p contains a subpath (U, V,W ) such that U → V ← W . A node V is called a
non-collider on p if p contains a subpath (U, V,W ) such that (i) U ← V , or (ii) V →W ,
or (iii) U − V −W and U and W are not adjacent in G. A path p is of definite status if
every non-endpoint node on p is either a collider or a non-collider. If U → V ←W is in
G and U and W are not adjacent in G, then (U, V,W ) is called a v-structure in G.
Directed cycles, DAGs and PDAGs. A directed path from X to Y , together with
the edge Y → X forms a directed cycle. A directed graph without directed cycles is
called a directed acyclic graph (DAG) and a partially directed graph without directed
cycles is called a partially directed acyclic graph (PDAG).
Blocking and d-separation in PDAGs. (Cf. Definition 1.2.3 in Pearl (2009) and
Definition 3.5 in Maathuis and Colombo (2015)). Let Z be a set of nodes in a PDAG.
A definite status path p is blocked by Z if (i) p contains a non-collider that is in Z, or
(ii) p contains a collider C such that no descendant of C is in Z. A definite status path
that is not blocked by a set Z is open given Z. If X,Y and Z are three pairwise disjoint
sets of nodes in a PDAG G, then Z d-separates X from Y in G if Z blocks every definite
status path between any node in X and any node in Y in G. We then write X ⊥G Y|Z.
If Z does not block every definite status path between any node in X and any node in
Y in G, we write X 6⊥G Y|Z.
Remark 2.2. We use the convention that for any two disjoint node sets X and Z it holds
that ∅ ⊥G X|Y.
Markov property and faithfulness. (Cf. (Definition 1.2.2 Pearl, 2009)) Let X, Y
and Z be disjoint sets of random variables. We use the notation X ⊥ Y|Z to denote
that X is conditionally independent of Y given Z. A density f is called Markov with
respect to a DAG G if X ⊥G Y|Z implies X ⊥ Y|Z in f . If this implication also holds
in the other direction, then f is faithful with respect to G.
Markov equivalence and CPDAGs. (Cf. Meek, 1995; Andersson et al., 1997) All
DAGs that encode the same d-separation relationships are called Markov equivalent and
form a Markov equivalence class of DAGs, which can be represented by a completed
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Figure 3: (a) CPDAG, (b) maximal PDAG, (c) maximal PDAG and (d) DAG from
Examples 2.4, 2.14 and 3.12 .
partially directed acyclic graph (CPDAG). For any CPDAG C, we let [C] denote the
Markov equivalence class of DAGs represented by C. Conversely, if a DAG D is in
[C], then C is called the CPDAG of D. A CPDAG C has the same adjacencies and
v-structures as any DAG in [C]. Moreover, a directed edge X → Y in C corresponds to
a directed edge X → Y in every DAG in [C], and for any undirected edge X − Y in C,
[C] contains a DAG with X → Y and a DAG with X ← Y .
Maximal PDAGs. A PDAG G is maximally oriented (maximal PDAG) if and only if
the graphs in Figure 2 are not induced subgraphs of G.
In general, a maximal PDAG G describes a subset of a Markov equivalence class of
DAGs, denoted by [G]. A maximal PDAG G has the same adjacencies and v-structures
as any DAG in [G]. Moreover, a directed edge X → Y in G corresponds to a directed
edge X → Y in every DAG in [G], and for any undirected edge X − Y in G, [G] contains
a DAG with X → Y and a DAG with X ← Y .
Remark 2.3. DAGs and CPDAGs are special cases of maximal PDAGs. In the remainder
of the paper all results are stated in terms of maximal PDAGs.
Example 2.4. Consider the DAG D in Figure 3(d). The CPDAG C of D is given in
Figure 3(a) and two maximal PDAGs G and G′ of D are given in Figures 3(b) and 3(c).
The CPDAG C represents 8 DAGs, the maximal PDAG G represents five DAGs and the
maximal PDAG G′ represents two DAGs (see Figure 7 in the Supplement (Henckel et al.,
2019)). Moreover, D ∈ [G′] ⊆ [G] ⊆ [C], illustrating that G′ and G represent refinements
of the Markov equivalence class [C].
We now consider possibly directed paths in C and G. According to our definition, the
path V3 − V4 − V1 is possibly directed from V3 to V1 in C, but not in G, since G contains
the edge V1 → V3. As a result, V1 ∈ possde(V3, C) but V1 /∈ possde(V3,G). The rationale
behind these definitions is that there is a DAG in [C] containing V3 → V4 → V1, but there
is no such DAG in [G] (see Figure 7 in the Supplement (Henckel et al., 2019)).
2.2 Causal graphs and the generalized adjustment criterion
Causal DAGs, CPDAGs, maximal PDAGs. We consider interventions do(x) (for
X ⊆ V), which represent outside interventions that set X to x uniformly for the entire
population (Pearl, 1995). A DAG G = (V,E), with V = {V1 . . . , Vp}, is called a causal
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DAG if every edge Vi → Vj in G represents a direct causal effect of Vi on Vj . A density f
of V = {V1, . . . , Vp} is compatible with a causal DAG G = (V,E) if all post-intervention
densities f(v|do(x)) factorize as:
f(v|do(x)) =
{∏
Vi∈V\X f(vi|pa(Vi,D)), if X = x,
0, otherwise.
(1)
Equation (1) is known as the truncated factorization formula (Pearl, 2009), manipulated
density formula (Spirtes et al., 2000) or the g-formula (Robins, 1986). A density f is
compatible with a causal maximal PDAG or CPDAG G if it is compatible with a causal
DAG in [G].
Definition 2.5. (Valid adjustment set; Maathuis and Colombo, 2015) Let X , Y
and Z be pairwise disjoint node sets in a causal maximal PDAG G. Then Z is a valid
adjustment set relative to (X,Y) in G if for any density f compatible with G we have
f(y|do(x)) =
{
f(y|x) if Z = ∅,∫
z f(y|x, z)f(z)dz otherwise.
(2)
Causal, non-causal and possibly causal paths. A directed path from X to Y in a
causal graph is also called a causal path from X to Y . Analogously, a possibly directed
path from X to Y is called a possibly causal path. A non-causal path from X to Y is a
path that is not possibly directed from X to Y .
Causal and possibly causal nodes. Let X and Y be disjoint node sets in a causal
maximal PDAG G. We define causal nodes relative to (X,Y) in G, denoted cn(X,Y,G),
as all nodes on proper causal paths from X to Y, excluding nodes in X. For singleton
X the causal nodes are all the mediating nodes and Y. Analogously, we define possible
causal nodes relative to (X,Y) in G, denoted posscn(X,Y,G), as all nodes on proper
possibly causal paths from X to Y, excluding nodes in X.
Forbidden nodes. (Cf. Perkovic´ et al., 2018) Let X and Y be disjoint node sets in a
maximal PDAG G. We define forbidden nodes relative to (X,Y) in G as
forb(X,Y,G) = possde(posscn(X,Y,G),G) ∪X.
Remark 2.6. Note that, differently from Perkovic´ et al. (2018), we include the set X in
forb(X,Y,G) to simplify notation in Section 3.3.
Amenability. (Perkovic´ et al., 2018) Let X and Y be disjoint node sets in a maximal
PDAG G. If all proper possibly causal paths from X to Y start with a directed edge out
of X, then we call G amenable relative to (X,Y).
Definition 2.7. (Generalized adjustment criterion; Def. 4.3 of Perkovic´ et al., 2017)
Let X,Y and Z be pairwise disjoint node sets in a causal maximal PDAG G. Then Z
satisfies the generalized adjustment criterion relative to (X,Y) in G if the following three
conditions hold:
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1. The graph G is amenable relative to (X,Y).
2. Z ∩ forb(X,Y,G) = ∅, and
3. all proper non-causal definite status paths from X to Y are blocked by Z.
Theorem 2.8. (Theorem 4.4 in Perkovic´ et al., 2017) Let X,Y and S be pairwise
disjoint node sets in a causal maximal PDAG G. Then S is a valid adjustment set
relative to (X,Y) in G (Def. 2.5) if and only if S satisfies the generalized adjustment
criterion relative to (X,Y) in G (Def. 2.7).
Remark 2.9. Definition 2.7 is closely related to the generalized adjustment criterion in
Perkovic´ et al. (2015, 2018). The latter is also valid for MAGs and PAGs, which allow
for latent variables (Richardson and Spirtes, 2002). The motivation behind Definition
2.7 follows from Theorem 2.8. There are again analogues of this Theorem for MAGs and
PAGs in Perkovic´ et al. (2015, 2018). It is as a consequence of this Theorem that we
refer to sets that satisfy the generalized adjustment criterion as valid adjustment sets.
Example 2.10. We revisit the DAG G in Figure 1 to illustrate the definitions. Since G
is a DAG, it is trivially amenable and
forb(X,Y,G) = de(cn(X,Y,G),G) ∪ {X} = de(Y,G) ∪ {X} = {X,Y, F}.
Further, any valid adjustment set needs to contain at least one node from {A1, A2} and
one node from {B1, B2} to satisfy the blocking criterion. The remaining nodes V,D,R
are neither required nor forbidden. This shows that, as claimed in the introduction, any
valid adjustment set has to be of the following form: Z = A∪B∪C, where A ⊆ {A1, A2}
and B ⊆ {B1, B2} are non empty and C ⊆ {V,D,R} is possibly empty.
As an example of a joint intervention let X = {X,A1} and Y = {Y, F}. The
amenability follows trivially from the fact that G is a DAG and
forb(X,Y,G) = de(cn(X,Y,G),G) ∪ {X}
= de({A2, Y, F},G) ∪ {X} = {X,A1, A2, Y, F}.
Further, any valid adjustment set here must block the two proper non-causal paths
(X,B1, B2, Y ) and (X,B1, B2, Y, F ) from X to Y. Thus, any valid adjustment set
has to be of the following form: Z = B ∪ C, where B ⊆ {B1, B2} is non empty and
C ⊆ {V,D,R} is possibly empty.
2.3 Causal linear models
Notation for covariance matrices and regression coefficients. Consider three
random vectors S = (S1, . . . , Sks)
T , T = (T1, . . . , Tkt)
T and W, where W is possibly of
length zero. We denote the covariance matrix of S with Σss ∈ Rks×ks and the covariance
matrix between S and T with Σst ∈ Rks×kt , where its (i,j)th element equals Cov(Si, Tj).
We further define Σss.t = Σss − ΣstΣ−1tt Σts. If |S| = 1, we write σss.t instead.
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Let βst.w ∈ Rks×kt represent the regression coefficient matrix whose (i, j)-th element
is the population level least squares regression coefficient of Tj in the regression of Si on T
and W. For random vectors W1,W2, . . . ,Wm, m > 1, that may be of different length,
we use the notation that βst.w1w2···wm = βst.w, where W = (W1
T , . . . ,Wm
T )T . We
further use the notation that given a set S = {S1, . . . , Sm}, m > 1, and i ∈ {1, . . . ,m},
S−i = S \ {Si}.
Causal linear model. Let G = (V,E) be a causal DAG. Then V = (V1, . . . , Vp)T ,
p ≥ 1 follows a causal linear model compatible with G if the following two conditions
hold:
1. The distribution f of V is compatible with the causal DAG G.
2. V1, . . . , Vp follows a set of linear equations
Vi =
∑
Vj∈pa(Vi,G)
αijVj + vi , (3)
where i, j ∈ {1, . . . , p}, i 6= j, αij ∈ R and v1 , . . . , vp are jointly independent
random variables with mean 0 and finite variance.
We refer to v1 , . . . , vp as errors and emphasize that we do not require them to be
Gaussian. Furthermore, by construction E[V] = 0. The coefficient αij corresponding to
the edge Vj → Vi can be interpreted as the direct effect of Vj on Vi with respect to V.
Total effects. (Pearl, 2009) Let V = (XT ,YT ,ZT )T be a random vector, where X =
(X1, . . . , Xkx)
T and Y = (Y1, . . . , Yky)
T . Then the total effect of X on Y is defined as
the matrix τyx, where
(τyx)j,i =
∂
∂xi
E[Yj |do(x1, . . . , xk)],
represents the effect of Xi on Yj in the joint intervention of X on Y.
Total effects in causal linear models via the path method. (Wright, 1934; Nandy
et al., 2017) In general, τyx is a matrix of functions, but in the causal linear setting the
partial derivatives can be interpreted as
(τyx)j,i = E[Yj |do(x1, . . . , xi + 1, . . . , xkx)]− E[Yj |do(x1, . . . , xi, . . . , xkx)]
and do not depend on xi. Hence, τyx reduces to a matrix of numbers, whose values
are determined by the coefficients in equation (3). We can thus, give an equivalent,
alternative definition of the total effect specific to this setting. The total effect along a
causal path p from X to Y is the product of the edge coefficients along p. The total
effect of X on Y is then the matrix τyx ∈ Rkx×ky whose (j, i)-th value (τyx)j,i is equal
to the sum of the total effects along all causal paths from Xi to Yj that do not contain
non-endpoint nodes in X.
If V follows a causal linear model compatible with a causal CPDAG or maximal
PDAG G, the total effect of X on Y is identifiable if it is the same for every DAG in
[G]. By Theorem 2.8, a sufficient (but not necessary) condition for identifiability, is the
existence of a valid adjustment set relative to (X,Y) in G.
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Remark 2.11. It is clear from this definition that the total effect of a node Xi on a
non-descendant is always 0 in any intervention on Xi. Further, the total effect of Xi on
Yj in the joint intervention on X is generally different to the total effect of Xi on Yj in
the intervention on only Xi, as the former total effect excludes paths that pass through
other nodes in X. The effects on any Yj , however, do not depend on the remaining Y−j .
Total effects in causal linear models via adjustment. A further alternative and
compatible definition of the total effect in causal linear models is via regression coeffi-
cients given an appropriate conditioning set. This result is well known in the Gaussian
case and has been shown to generalize to the causal linear model setting for a singleton
X when the conditioning set pa(X,G) is used, in Proposition 3.1 from the supplement
of Nandy et al. (2017). We extend it to arbitrary valid adjustment sets in the following
Lemma whose simple proof is given in Section B.1 of the Supplement (Henckel et al.,
2019).
Lemma 2.12. Let X and Y be disjoint node sets in a causal DAG G = (V,E) and
let V follow a causal linear model compatible with G. Let Z be a valid adjustment set
relative to (X,Y) in G. Then τyx = βyx.z and the corresponding least squares estimator
βˆyx.z is a consistent estimator of τyx.
Remark 2.13. Due to the result in Lemma 2.12, we use the notation τˆzyx to denote the
least squares estimate βˆyx.z of τyx, for any valid adjustment set Z relative to (X,Y).
Example 2.14. Consider the causal DAG D = (V,E) in Figure 3(d) and assume that
V follows a causal linear model compatible with D. The total effect of V1 on V4 in D
is then τ14 = α41 + α43α31. The effect also equals the regression coefficient of V1 in the
regression of V4 on V1 and possibly V2.
2.4 Asymptotic variances in causal linear models
Asymptotic variance. Consider a sequence of estimators (βˆn)n∈N that satisfies
√
n(βˆn − β) d−→ N (0, γ),
where n denotes the sample size used to compute the estimator and
d−→ denotes con-
vergence in distribution. We denote γ as the asymptotic variance of βˆ and write
a.var(βˆ) = γ, where we drop the dependence of βˆ on the sample size for the sake
of simplicity.
For a matrix of estimators Θˆ ∈ Rk×q, we define a corresponding matrix of asymptotic
variances a.var(Θˆ) with entries
a.var(Θˆ)i,j = a.var(Θˆi,j), i = 1, . . . , k and j = 1, . . . , q.
Inequalities with respect to such asymptotic variance matrices are defined entry wise.
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Propostion 2.15. Let X = {X1, . . . , Xkx} and Y = {Y1, . . . , Yky} be disjoint node sets
in a causal DAG G = (V,E) and let V follow a causal linear model compatible with G.
Let Z be a valid adjustment set relative to (X,Y) in G. Then
a.var(τˆzyx)j,i = a.var(βˆyjxi.x−iz) =
σyjyj .xz
σxixi.x−iz
. (4)
for all i = 1, . . . , kx and j = 1, . . . , ky.
Equation (4) in Proposition 2.15 is identical to the well known asymptotic variance
formula from the multivariate Gaussian setting. Nonetheless, this is not a trivial result,
as in a causal linear model with non-Gaussian errors a random variable is only required to
be linear in its parents and is not necessarily linear given another node set (see Example
1 from the supplement of Nandy et al., 2017). We give the proof of Proposition 2.15 in
Section B.2 of the Supplement (Henckel et al., 2019).
3 Main results
3.1 Comparing valid adjustment sets
We now introduce a new graphical criterion for qualitative comparisons between the
asymptotic variances resulting from certain pairs of valid adjustment sets, which is more
general than the criteria of Kuroki and Miyakawa (2003) and Kuroki and Cai (2004).
Theorem 3.1. Let X and Y be disjoint node sets in a maximal PDAG G = (V,E),
such that V follows a causal linear model that is compatible with G. Let Z1 and Z2 be
two valid adjustment sets relative to (X,Y) in G and let T = Z1 \Z2 and S = Z2 \Z1.
If Y ⊥G T|X ∪ Z2 and X ⊥G S|Z1, then
a.var(τˆz2yx) ≤ a.var(τˆz1yx).
The proof of Theorem 3.1 relies on equation (4). The intuition behind it is that the
more information a conditioning set Z contains on a target variable X, the smaller σxx.z.
Thus, the assumed conditional independence statements imply that
σxixi.x−iz1 ≤ σxixi.x−iz2 and σyjyj .xz2 ≤ σyjyj .xz1 ,
for all Xi ∈ X and Yj ∈ Y.
Remark 3.2. We stress that when a causal linear model with non-Gaussian errors is
considered, Theorem 3.1 holds only for pairs of valid adjustment sets. This is due to
Proposition 2.15 only holding when a valid adjustment set is considered.
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Figure 4: (a) Causal DAG from Examples 3.3 and 3.7, (b) causal DAG from Example
3.8
Example 3.3. Consider the DAG G = (V,E) in Figure 4(a) and assume that V follows
a causal linear model compatible with G. Any valid adjustment set Z relative to (X,Y )
in G is of the form {B} ∪ S, where S ⊆ {A,C,D}. Fix any such set Z. One can check
that i) Y ⊥G A|X ∪ Z \ {A}, ii) Y ⊥G D|X ∪ Z \ {D} and iii) X ⊥G C|Z \ {C}. We
can thus apply Theorem 3.1 to the following pairs of valid adjustment sets:
1. Z1 = Z and Z2 = Z \ {A},
2. Z1 = Z and Z2 = Z \ {D} and
3. Z1 = Z \ {C} and Z2 = Z.
We can conclude that adding A or D to any conditioning set worsens the asymptotic
variance, while a converse statement holds for C. Consequently, {B,C} provides the
best asymptotic variance, while the set pa(X,G) = {A,B} does not fare well.
Table 1: Asymptotic variances for six cases of randomly drawn error variances and edge
coefficients for causal linear models compatible with the DAG in Figure 4(a)
Adjustment set Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
{A,B} 5.38 5.47 0.85 0.57 5.42 0.64
{A,B,C} 1.44 4.44 0.51 0.39 2.02 0.61
{B} 3.49 4.40 0.54 0.26 2.76 0.39
{B,C} 0.94 3.58 0.32 0.18 1.03 0.37
{A,B,D} 7.20 7.39 12.65 0.65 5.72 0.69
{A,B,C,D} 1.93 6.01 7.59 0.45 2.13 0.65
{B,D} 5.31 6.33 12.34 0.35 3.05 0.44
{B,C,D} 1.42 5.15 7.41 0.24 1.14 0.41
In order to check these results in practice, we drew six sets of error variances inde-
pendently from a standard uniform distribution and another six sets of edge coefficients
independently from a standard normal distribution. We then calculated the asymptotic
variances a.var(τˆzyx) for each valid adjustment set Z in G, in all six cases. The results
in Table 1 show that the three proven trends hold and that {B,C} provides the best
asymptotic variance. Interestingly, the asymptotic variances corresponding to any two
sets that cannot be compared using Theorem 3.1, such as {A,B,C} and {B}, or {A,B}
and {B,D}, are in fact inconsistent throughout the six considered cases.
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We now give two simple corollaries of Theorem 3.1. The first one shows that super-
fluous parents of X are harmful for the asymptotic variance, while the second one shows
that non-forbidden parents of Y are beneficial.
Corollary 3.4. Let X and Y be disjoint node sets in a maximal PDAG G = (V,E) and
let V follow a causal linear model compatible with G. Let Z be a valid adjustment set
relative to (X,Y) in G and let P ∈ pa(X,G). If Z′ = Z \ {P} is a valid adjustment set
relative to (X,Y) in G, then
a.var(τˆz
′
yx) ≤ a.var(τˆzyx).
Corollary 3.5. Let X and Y be disjoint node sets in a maximal PDAG G = (V,E) and
let V follow a causal linear model compatible with G. Let Z be a valid adjustment set
relative to (X,Y) in G and let R ∈ pa(Y,G) \ forb(X,Y,G). Then, Z′ = Z ∪ {R} is a
valid adjustment set relative to (X,Y) in G and
a.var(τˆz
′
yx) ≤ a.var(τˆzyx).
3.2 Pruning procedure
The result from Theorem 3.1 can be used to prune a valid adjustment set to obtain
a subset that is still valid and yields a smaller asymptotic variance. Generally, which
of the subsets Z˜ ⊆ Z provides the optimal asymptotic variance depends on the edge
coefficients in the underlying causal linear model (see Example 3.8). However, we can
use Theorem 3.1 to identify a subset such that there is no other subset for which Theorem
3.1 guarantees a better asymptotic variance. This is formalized in Algorithm 1 whose
soundness is stated in Proposition 3.6.
In practice, such pruning is advisable as it reduces the number of variables that
need to be measured while also improving precision. Although similar pruning proce-
dures exist (Hahn, 2004; VanderWeele and Shpitser, 2011), we believe Theorem 3.1 and
Proposition 3.6 to be the first theoretical guarantees for such pruning in causal linear
models.
Propostion 3.6. Let X and Y be disjoint node sets in a maximal PDAG G = (V,E)
and let V follow a causal linear model compatible with G. Let Z be a valid adjustment set
relative to (X,Y) in G. Applying Algorithm 1 then yields a valid adjustment set Z′ ⊆ Z,
such that a.var(τˆz
′
yx) ≤ a.var(τˆzyx) and there is no other subset of Z for which Theorem
3.1 guarantees a better asymptotic variance than Z′. Further, Algorithm 1 outputs the
same set Z′, regardless of the order in which the nodes in Z are considered.
Example 3.7. We now return to Example 3.3 and the DAG G = (V,E) in Figure 4(a)
to illustrate Algorithm 1. Fix some valid adjustment Z relative to (X,Y ) in G. As i)
13
Algorithm 1: Pruning procedure
input : Causal maximal PDAG G and disjoint node sets X,Y and Z in G, such
that Z is a valid adjustment set relative to (X,Y) in G
output: Valid adjustment set Z′ ⊆ Z relative to (X,Y) in G, such that
a.var(τˆz
′
yx) ≤ a.var(τˆzyx)
1 begin
2 Z′ = Z;
3 foreach Z ∈ Z′ do
4 if Y ⊥G Z|X ∪ (Z′ \ {Z}) then
5 Z′ = Z′ \ {Z};
6 return Z′;
Y ⊥G A|X ∪Z\{A}, ii) Y ⊥G D|X ∪Z\{D} and iii) X ⊥G C|Z\{C}, Algorithm 1 will
discard the nodes A and D, while keeping the nodes B and C whenever these nodes are
in Z. This is done independently of the order in which the nodes are considered. Hence,
Z will either be pruned to {B} or {B,C}. Both these sets are valid adjustment sets
relative to (X,Y ) in G and {B,C} yields the optimal asymptotic of all valid adjustment
set, while {B} yields the optimal asymptotic variance of all valid adjustment sets that
do not contain C.
Example 3.8. We now give an example in which one cannot use Theorem 3.1 to decide
which subset Z˜ ⊆ Z of a valid adjustment set Z provides the optimal asymptotic variance.
Instead, the optimal subset depends on the edge coefficients and error variances of the
underlying causal linear model which one does.
Consider the DAG G in Figure 4(b) and two sets of possible edge coefficients for G.
Let all edge coefficients that are not explicitly mentioned be 1 and let αba = 0.5, αxa =
0.25 and αyx = 2 in Case i), while αxa = 0.7 and αyc = 0.5 in Case ii). With all error
variances equal to 1 in both cases, one obtains the asymptotic variances shown in Table
2.
Table 2: Non-exhaustive table of the asymptotic variances corresponding to valid ad-
justment sets in Example 3.8
Adjustment set {C} {B,C} {A,C} ∅ {A,B} {A}
Case i) 0.48 0.49 0.5 0.97 0.75 1
Case ii) 0.4 0.45 0.5 0.5 0.56 0.62
The set {C} provides the smallest asymptotic variance in both cases and will also be
the output of Algorithm 1 applied to any valid adjustment set containing C. If we instead
consider valid adjustment sets that do not contain C the situation is more complex. If,
for example, we apply Algorithm 1 to {A,B,D}, the output is {A,B}, which is the subset
that yields the optimal asymptotic variance in Case i), but is bested by the empty set in
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Case ii). These two sets cannot be compared with Theorem 3.1. However, Theorem 3.1
still implies that the valid adjustment sets {A}, {D}, {A,D} and {A,B,D} provide worse
asymptotic variances than both the empty set and {A,B}. Algorithm 1 will prune these
sets to either {A,B} or the empty set, depending on whether they originally included
{A,B}.
3.3 The optimal adjustment set
We will now define a set that provides the optimal asymptotic variance among all valid
adjustment sets. This is remarkable since Theorem 3.1 can only compare the asymptotic
variance provided by certain valid adjustment sets (see Examples 3.3 and 3.8). Never-
theless, it allows us to define this optimal set, whose optimality only depends on the
underlying causal graph.
Definition 3.9. Let X and Y be disjoint node sets in a maximal PDAG G. We define
O(X,Y,G) as:
O(X,Y,G) = pa(cn(X,Y,G),G) \ forb(X,Y,G).
Theorem 3.10. Let X and Y be disjoint node sets in a causal maximal PDAG G =
(V,E), such that Y ⊆ possde(X,G). Let the density f of V be compatible with G and
let O = O(X,Y,G). Then the following three statements hold:
(1) The set O is a valid adjustment set relative to (X,Y) in G if and only if there
exists a valid adjustment set relative to (X,Y) in G.
(2) Let Z be a valid adjustment set relative to (X,Y) in G. If V follows a causal linear
model compatible with G then
a.var(τˆoyx) ≤ a.var(τˆzyx).
(3) Let Z be a valid adjustment set relative to (X,Y) in G, such that
a.var(τˆoyx) = a.var(τˆ
z
yx).
If V follows a causal linear model compatible with G and f is faithful to G then
O ⊆ Z.
Remark 3.11. In Theorem 3.10 we assume that Y ⊆ possde(X,G). If Y 6⊆ possde(X,G)
we can instead consider the total effect of X on Y˜ = Y ∩ possde(X,G), since the total
effect of X on Y \ Y˜ is 0 (see Remark 2.11). Hence, this restriction only limits us from
superfluously estimating some zero values.
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Statement (1) implies that our optimal set, similarly to the Adjust(X,Y,G) set
from Definition 12 in Perkovic´ et al. (2018), can be used to check if there exists a
valid adjustment set, albeit with the added qualifier that Y has to be appropriately
pruned in advance (see Remark 3.11). Due to statement (2) in Theorem 3.10 we call
O(X,Y,G) asymptotically optimal. Statement (3) implies that in case of faithfulness no
other asymptotically optimal set is of smaller or equal size than O(X,Y,G).
As a corollary to Theorem 3.10 and Proposition 3.6, the output of Algorithm 1 is
O(X,Y,G), whenever the starting valid adjustment set Z is a superset of O(X,Y,G).
It is of course simpler to compute O directly rather than via pruning.
Remarkably, given a maximal PDAG G amenable relative to some tuple of node sets
(X,Y), such that Y ⊆ possde(X,G), O(X,Y,G) is not only the optimal set amongst
all valid adjustment sets in G but also among all valid adjustment sets in any DAG
D ∈ [G]. In fact forb(X,Y,D′) = forb(X,Y,G) and O(X,Y,D′) = O(X,Y,G) for all
DAGs D′ ∈ [G] (see Lemmas E.7 and E.8).
Example 3.12. We now return to Figure 3. Consider the DAG D = (V,E) in Fig-
ure 3(d) and let V follow a causal linear model compatible with D. Suppose that we are
interested in the total effect of X = V1 on Y = V3. Since the CPDAG C = (V,E′′) given
in Figure 3(a) and the maximal PDAG given in Figure 3(b) are not amenable relative
to (V1, V3), there are no valid adjustment sets relative to (X,Y ) in these two graphs.
Now consider the maximal PDAG G′ = (V,E′) in Figure 3(c). The maximal PDAG
G′ can be obtained from C as a result of orienting X ← V2 in C. and then applying the
orientation rules R1-R4 from Meek (1995) which additionally orient X → Y and X →
V4. As opposed to C and G, G′ is amenable relative to (X,Y ) and Y ∈ possde(X,G′). It
can easily be verified with Theorem 3.1 that O(X,Y,G′) = ∅ is an asymptotically optimal
valid adjustment set relative to (X,Y ) in G′, as claimed by Theorem 3.10.
Lastly, consider the DAG D from Figure 3(d). Clearly it holds that O(X,Y,D) =
O(X,Y,G′) = ∅.
4 Simulation study
We investigated the finite sample performance of adjusting for O(X,Y,G) by sampling
data from randomly generated causal DAGs, comparing the empirical mean squared error
provided by O(X,Y,G) to three alternative adjustment sets. A detailed explanation of
our simulation setup is given in Section F.1 of the Supplement (Henckel et al., 2019).
We randomly generated a total of 10’000 DAGs, with the number of nodes chosen
from {10, 20, 50, 100} and the expected neighborhood size from {2, 3, 4, 5}. Each graph
is associated with a causal linear model. The edge coefficients of the model are drawn
independently from a uniform distribution on [−2,−0.1] ∪ [0.1, 2], and the errors are
either drawn from a Gaussian distribution, a t-distribution with 5 degrees of freedom, a
logistic distribution or a uniform distribution, with variances in the range of [0.5, 1.5].
For each DAG D, we randomly drew (X, Y ) such that |X| ∈ {1, 2, 3} and Y ∈
∩Xi∈X de(Xi,D). We did this for the following two reasons. First, the restriction to a
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singleton Y is sensible by Remark 2.11. Secondly, if Y /∈ de(Xi,D) for some Xi ∈ X
then the corresponding entry of the total effect (τyx)i = 0 (see Remark 2.11). We then
verified whether there exists a valid adjustment set with respect to (X, Y ) in both the
DAG D and its CPDAG C. If not, we resampled X and Y .
For each causal linear model we generated 100 data sets with sample sizes n ∈
{125, 500, 2000, 10000}. We then considered two settings: i) We supposed knowledge of
the true causal DAG D and ii) we estimated a graph Ĝ from the data. If the errors
were drawn from a Gaussian distribution Ĝ was estimated with the Greedy Equivalence
Search (GES) algorithm (Chickering, 2002), otherwise with the Linear Non-Gaussian
Acyclic Models (LiNGAM) algorithm (Shimizu et al., 2006). In both cases we used the
algorithms as implemented in the pcalg R-package (Kalisch et al., 2012).
We then computed total effect estimates, by adjusting for O(X, Y,G) and three
alternative adjustment sets. This was done with respect to both the true causal DAG D
and the estimated causal graph Ĝ, with two special cases for the estimates with respect
to Ĝ. Firstly, no estimate was returned if there was no valid adjustment set relative to
(X, Y ) in Ĝ, i.e., these cases were discarded for the mean squared error computation. In
such cases, we recommend the use of alternative total effect estimators such as the IDA
algorithm by Maathuis et al. (2009) and the jointIDA algorithm by Nandy et al. (2017).
Secondly, 0 was returned as the estimate whenever Y /∈ possde(X, Ĝ), since the total
effect on a non-descendant is 0. The pair (X, Y ) was sampled, ensuring that these two
special cases did not occur in either the true DAG or its corresponding CPDAG.
The three alternative adjustments sets were:
(i) The empty set, representing a non-causal baseline. It is generally not a valid
adjustment set and is denoted by “em”.
(ii) The set pa(X,G)\forb(X, Y,G), which in the setting |X| = 1 is the valid adjustment
set pa(X,G). If |X| > 1, it is not generally a valid adjustment set. It is denoted
by “pa”.
(iii) The valid adjustment set Adjust(X, Y,G) from Perkovic´ et al. (2018). It is denoted
by “adj”.
For each causal linear model, we thus have four adjustment sets in two graphical
settings. In each of these cases, we computed the empirical mean squared error of our
respective estimates. To quantify the advantage of O(X, Y,G), we computed the ratio
of the mean squared error corresponding to O(X, Y,G) and each of the three alternative
adjustment sets. This was done separately for the two graphical settings.
Figure 5 is a violin plot of these ratios. We see that O(X, Y,G) provides consis-
tently smaller mean squared errors than any of the considered alternatives. Except for
Adjust(X, Y,G), all alternative sets are clearly outperformed by O(X, Y,G), with geo-
metric averages below 0.5. As might be expected, the gain becomes smaller when the
underlying causal DAG has to be estimated, but it remains respectable. Notably, the
proportion of ratios larger than 1.5 is small, even negligible when the true DAG is known.
For a more thorough discussion how the ratios behave depending on the parameters see
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Figure 5: Violin plots of the ratios of the mean squared errors provided by O(X, Y,G)
and the three alternative adjustment sets (i) - (iii) from Section 4. The true causal DAG
cases are on the left and the graph estimate cases on the right. The single intervention
cases are at the top and the joint intervention cases are at the bottom. The red squares
show the geometric average of the ratios, the black squares the median. While the sum-
mary measures were computed with all ratios, ratios larger than 1.5 are not shown in the
plots. From left to right the percentage of ratios larger than 1.5 in the single intervention
setting was 0.2, 0.0, 0.0, 7.3, 1.1, and 0.7 percent, respectively. For the joint interventions
setting the percentages are 0.2, 0.0, 0.0, 10.0, 1.0 and 1.4 percent, respectively.
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Section F.2 of the Supplement (Henckel et al., 2019) The bulges at 1 are due to two
reasons. Firstly, cases in which the compared sets were similar or the same. Secondly,
cases in which Y /∈ possde(X, Ĝ) occurred for a considerable number of the estimated
graphs Ĝ (see Section F.3 of the Supplement (Henckel et al., 2019)).
The only true contender to O(X, Y,G) in terms of performance is Adjust(X, Y,G).
It should be noted, however, that Adjust(X, Y,G) is a superset of O(X, Y,G) and hence
will be more cumbersome to measure in practice (see also Figure 13 of the Supplement
(Henckel et al., 2019)).
Another point worth noting is the bad performance of pa(X,G)\ forb(X, Y,G). Even
though this set is a valid adjustment set if |X| = 1, it only provides a small gain compared
to the empty set, especially when the graphical structure has to be estimated. This aptly
illustrates the importance of taking efficiency considerations into account when choosing
a valid adjustment set.
In summary, these results indicate that there are benefits to using O(X, Y,G). These
benefits decrease when the underlying causal structure is not known in advance, but do
remain respectable.
5 Real data example
The single cell data of Sachs et al. (2005) consist of flow cytometry measurements of
11 phosphorylated proteins and phospholipids in human T-cells, collected under 14 dif-
ferent experimental conditions. Each experimental condition corresponds to a different
intervention on the abundance and activity of the proteins.
We used the graph given by Mooij and Heskes (2013)[Figure 5. a)] as our gold stan-
dard graph and then analyzed the 8 experimental conditions for which Mooij and Heskes
(2013) provide a graphical interpretation of the intervention. We considered each data set
separately, log transforming all data as it was heavily right skewed. For each experimen-
tal condition we considered all pairs (X,Y ) such that Y ∈ de(X,G) in the corresponding
gold standard graph G. For each such pair, we computed O = O(X,Y,G) as well as
P = pa(X,G) and performed the least squares regression of Y on X and O as well as
the one of Y on X and P.
As there are no available gold standard total effects we restricted ourselves to com-
paring the usual least squares coefficient variance estimates v̂ar(βˆyx.o) and v̂ar(βˆyx.p) by
considering their ratio. Assuming an underlying causal linear model with finite fourth
moments this is a consistent estimator of the corresponding asymptotic variance ratio
by Proposition 2.15 and the continuous mapping theorem.
Figure 6 shows boxplots of these ratios; one for each experimental setting. Since
the considered gold standard graphs are small (p=11) and not particularly dense, it is
not surprising that often O(X,Y,G) = pa(X,G) and hence the ratios median is 1 for
all experimental settings. Nonetheless, the variance estimate provided by O is often
smaller than the one provided by P; in some instances substantially so. The converse
never occurs by a respectable margin, with no ratio being larger than 1.05.
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Figure 6: Boxplot of the ratios between the variance estimate obtained using O(X,Y,G)
and the one obtained using pa(X,G), for all pairs of nodes (X,Y ) such that Y ∈ de(X,G)
in the 8 experimental conditions from the single cell data of Sachs et al. (2005) for which
a gold standard graph G was available.
6 Discussion
We provide a series of results on graphical criteria for efficient total effect estimation
via adjustment in causal linear models. Specifically, we present a graphical criterion to
qualitatively compare the asymptotic variance that many pairs of valid adjustment sets
provide. Further, supposing the existence of a valid adjustment set, we provide a variance
reducing pruning procedure as well as an asymptotically optimal valid adjustment set.
These results formalize and strengthen existing intuition, regarding efficiency. They form
a versatile tool set for choosing among valid adjustment sets, a choice that can have a
significant impact on the mean squared error.
We do, however, only consider total effect estimation via covariate adjustment. Other
estimators, such as ensemble estimators or the front-door criterion (Hayashi and Kuroki,
2014) may be more efficient.
Our results also require an in-depth understanding of the causal structure in the
form of a causal DAG or an amenable maximal PDAG. However, our results are not
considerably more affected by this difficulty than covariate adjustment as a whole. For
example, suppose that we consider singleton X and Y , such that Y ⊆ possde(X,G) (see
Remark 3.11). Then knowledge of an amenable maximal PDAG G is required both for
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pa(X,G) to be a valid adjustment set and for O(X,Y,G) to be identifiable. In practice,
computing O(X,Y,G) is still more sensitive to graph estimation errors than comput-
ing pa(X,G) which only relies on estimating the local neighborhood of X accurately.
Nonetheless, our simulations indicate that even when the underlying causal DAG has
to be estimated, O(X,Y,G) typically provides a smaller mean squared error than the
considered alternatives.
Since our results cover DAGs, CPDAGs and maximal PDAGs, it is natural to ask:
can these results be extended to settings with latent variables? The answer is: partially.
Theorem 3.1 extends to settings with latent variables and without selection bias, by
simply changing d-separation to (definite) m-separation (Richardson and Spirtes, 2002;
Zhang, 2008a) in the latent variable graph (MAG or PAG) and then using Theorem 4.18
from Richardson and Spirtes (2002) (see also Lemma 20 in Zhang (2008a)) and Lemma
26 from Zhang (2008a). However, Theorem 3.10 does not extend to latent variable
models as can be seen in Example 3.8. If we suppose here that S3 is latent and only
consider the valid adjustment sets that do not contain S3, then the valid adjustment set
providing the smallest asymptotic variance depends on the edge coefficients and error
variances.
Our results do not apply to non-amenable CPDAGs and maximal PDAGs. In this
setting one can use the IDA algorithm from Maathuis et al. (2009) for CPADGs or the
modified version by Perkovic´ et al. (2017) for maximal PDAGs. Both estimate a list of
possible causal effect estimates by adjusting for the possible parent sets of X, one for
each DAG compatible with the considered causal graph. As the parents are often an
inefficient valid adjustment set, this raises the question, whether it is possible to apply
our results to improve the IDA algorithm’s efficiency? The answer to this appears to be
yes and is investigated by Witte et al. (2019).
Another area of interest is covariate adjustment in settings with selection bias. Correa
et al. (2018) have given a necessary and sufficient graphical criterion for causal effect
estimation under confounding and selection bias. It remains to be investigated whether
the results presented in this paper generalize to this setting.
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Supplement
This is the supplement to “Graphical Criteria for Efficient Total Effect Estimation via
Adjustment in Causal Linear Models” which we will refer to as the main paper. Results
from the main paper are referenced to by their original numbering (e.g., Lemma 2.12)
whereas references to results in the supplement begin with a letter (e.g., Lemma A.1).
A Additional preliminaries and existing results
A.1 Additional preliminaries
Notation for covariance matrices and regression coefficients. Consider random
vectors S,T, and W1,W2, . . . ,Wm, and let W = (W1
T , . . . ,Wm
T )T , ks = |S| and
kt = |T|. We denote the covariance matrix of S with Σss ∈ Rks×ks and the covariance
matrix between S and T with Σst ∈ Rks×kt , where its (i, j)th element equals Cov(Si, Tj).
We further define Σss.t = Σss − ΣstΣ−1tt Σts. If |S| = 1, we write σss.t instead. Let
βst.w ∈ Rks×kt represent the regression coefficient matrix whose (i, j)-th element is the
regression coefficient of Tj in the regression of Si on T and W. We also use the notation
that βst.w1w2···wm = βst.w and Σst.w1w2···wm = Σst.w.
Unshielded paths, corresponding paths and path concatenation. A path
(Vi, Vj , Vk) in a partially directed graph G is an unshielded triple if Vi and Vk are not
adjacent in G. A path is unshielded if all successive triples on the path are unshielded.
If G and G∗ are two graphs with identical adjacencies and p is a path in G, then the
corresponding path p∗ in G∗ consists of the same node sequence as p. We denote the
concatenation of paths by ⊕. For example given a path p = (X1, . . . , Xk) it holds that
p = p(X1, Xm) ⊕ p(Xm, Xk) for 1 ≤ m ≤ k. In general, concatenating paths does not
result in a path, but we only use the symbol ⊕ if the result is in fact a path.
Partial total effects in a causal linear model. Consider a causal DAG G = (V,E),
such that V follows a causal linear model compatible with G. Let Z be a node set and
X,Y /∈ Z be two nodes in G. Then the partial total effect τyx.z of X on Y given Z is
defined as the sum of the total effect along all causal paths from X to Y that do not
contain nodes from Z.
A.2 Existing results
For completeness we first give the well known asymptotic behavior of the least squares
estimator in the Gaussian setting.
Lemma A.1. (Cf. Section 6.6.4 of Mardia et al., 1979) Let (X,Y,ZT )T be a multivari-
ate Gaussian vector with mean 0. Then
√
n(βˆyx.z − βyx.z) d−→ N
(
0,
σyy.xz
σxx.z
)
as n→∞,
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where
d−→ denotes convergence in distribution.
The next three lemmas give theoretical properties of possibly misspecified least
squares regressions. They form the foundation for the extension of our results to causal
linear models with non-Gaussian errors.
Lemma A.2. (Cf. Section 3.1 of Buja et al., 2014) Let V = (XT ,YT )T be a mean
0 random vector with finite variance. Then the population level least squares regression
coefficient matrix is βyx = ΣyxΣ
−1
xx .
Lemma A.3. Let (XT ,YT ,ZT )T be a mean 0 random vector with finite variance such
that X ⊥ Y|Z. Then βyx.z = 0.
Proof. This result is well known in the Gaussian setting (cf. Section 2.5 of Anderson,
1958). It generalizes to random vectors with finite variance by the result from Lemma
A.2, as βyx.z is fully determined by the covariance matrix alone.
Lemma A.4. (Cf. Corollary 11.1 of Buja et al., 2014) Let (X,Y,ZT )T be a mean 0
random vector with finite variance and let Z′ = (X,ZT )T . Then
√
n(βˆyx.z − βyx.z) d−→ N
(
0,
E[δ2xzδ
2
yz′ ]
E[δ2xz]
2
)
as n→∞,
where δyz′ = Y − βyz′Z′ and δxz = X − βxzZ denote the population error terms of the
least squares regressions specified by their respective subscripts.
The following corollary gives a graphical criterion that is necessary and given a small
restriction (see Remark 2.11) also sufficient for the existence of a valid adjustment set
in a DAG.
Corollary A.5. (Cf. Corollary 27 of Perkovic´ et al., 2018) Let X and Y be disjoint
node sets in a DAG G. If there exists a valid adjustment set relative to (X,Y) in G,
then X ∩ de(cn(X,Y,G),G) = ∅.
If we additionally assume that Y ⊆ de(X,G), then there exists a valid adjustment
set relative to (X,Y) in G, if and only if X ∩ de(cn(X,Y,G),G) = ∅.
B Proofs for Section 2
B.1 Proof of Lemma 2.12
Proof of Lemma 2.12. Consider a causal DAG G = (V,E), such that V follows a causal
linear model compatible with G. Let X = {X1, . . . , Xkx} and Y = {Y1, . . . , Yky} be
disjoint node sets in G.
In the proof of Proposition 3.1 from the Supplement of Nandy et al. (2017), it is
shown that τyx = βyx.z for singleton X and Y , and Z = pa(X,G), independently of the
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Figure 7: These are the 8 DAGs that form the Markov equivalence class represented by
the CPDAG in Figure 3(a) from the main paper. The DAGs (a)-(e) form the equivalence
class represented by the maximal PDAG in Figure 3(b). The DAGs (a)-(b) form the
equivalence class represented by the maximal PDAG in Figure 3(c).
error distributions in the causal linear model. Their argument relies on the fact that
both terms of interest depend on the distribution of V only through Σvv. The general
case hence follows from the Gaussian one.
Using Lemma A.2, this argument directly extends to a joint intervention of X on
Y when Z is valid adjustment set relative to (X,Y) in G, implying that τyx = βyx.z.
Finally, by Lemma A.4, βˆyx.z is a consistent estimator of βyx.z for any conditioning set
Z.

B.2 Proof of Proposition 2.15
Recall that δyz = Y − βyzZ denotes the population error term of the least squares
regression specified by its subscripts. Moreover, we use the notation Z−x to denote
Z \ {X}, for any set Z.
Proposition 2.15
Lemma B.1Lemma B.2Lemma B.5
Lemma B.3Lemma B.4Lemma B.6
Lemma B.7
Figure 8: Proof structure of Proposition 2.15.
Proof of Proposition 2.15. Consider a causal DAG G = (V,E), such that V follows a
causal linear model compatible with G. Let X = {X1, . . . , Xkx},Y = {Y1, . . . , Yky} and
29
Z be pairwise disjoint node sets in G, such that Z is a valid adjustment set relative to
(X,Y) in G. Fix Xi ∈ X and Yj ∈ Y and let Z′ = X ∪ Z.
We first show that the result holds if δyjz′ ⊥ δxiz′−xi . In this case, the statement of
Lemma A.4 simplifies to
√
n(βˆyjxi.z′−xi − βyjxi.z′−xi )
d−→ N
(
0,
E[δ2yjz′ ]
E[δ2xiz′−xi
]
)
as n→∞.
Since Z is a valid adjustment set relative to (X,Y) in G, it follows with Lemma 2.12
that (τyx)j,i = βyjxi.z′−xi . Our claim then follows, as
E[δ2yjz′ ] = E[(Yj − βyjz′Z′)2]
= E[Y 2j ]− 2E[βyjz′Z′Yj ] + E[(βyjz′Z′)2]
= σyjyj − 2Σyjz′Σ−1z′z′ΣTyjz′ + Σyjz′Σ−1z′z′Σz′z′Σ−1z′z′ΣTyjz′
= σyjyj − Σyjz′Σ−1z′z′ΣTyjz′
= σyjyj .z′
and similarly
E[δ2xiz′−xi
] = σxixi.z′−xi .
It is left to show that δyjz′ ⊥ δxiz′−xi . By Lemma B.1, all non-causal paths from Xi
to Yj are blocked by X−i ∪ Z and de(D,G) ∩ (X−i ∪ Z) = ∅, where D = cn(Xi, Yj ,G) ∩
cn(Z′, Yj ,G). Hence, we can apply Lemma B.3 with X = Xi, Y = Yj and Z′ = X∪Z to
conclude that in fact δyjz′ ⊥ δxiz′−xi .

Lemma B.1 relies on the technical Lemma B.2 that will be used throughout this
Supplement. For any given pair X ∈ X and Y ∈ Y, it gives some properties of the set
Z′−x = X−x∪Z. Albeit Z′−x is not necessarily a valid adjustment set relative to (X,Y ),
it behaves similarly to one. Lemma B.3 then relies on these properties and the technical
Lemma B.4 to show that our two residuals of interest are in fact independent. A full
summary of how the following lemmas relate to each other is given in Figure 8.
Lemma B.1. Let X,Y and Z be pairwise disjoint node sets in a causal DAG G, such
that Z is a valid adjustment set with respect to (X,Y) and let Z′ = X∪Z. Consider any
pair of nodes X ∈ X, Y ∈ Y and let D = cn(X,Y,G)∩cn(Z′, Y,G) be the set of all nodes
N ∈ cn(X,Y,G), such that there exists a directed path from N to Y which contains no
nodes from Z′. Then the following two statements hold:
1. All non-causal paths from X to Y are blocked by Z′−x.
2. de(D,G) ∩ Z′−x = ∅.
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Proof. We first prove Statement 1. Fix X ∈ X and Y ∈ Y. We will prove our claim
by contradiction, so suppose that there exists a non-causal path p from X to Y that is
open given Z′−x and assume that Z is a valid adjustment set relative to (X,Y) in G.
We will show that this implies the existence of a proper non-causal path from X to Y
that is open given Z, contradicting our assumption that Z is a valid adjustment set.
Suppose first that no non-endpoint node of p is in X, so that p is a proper non-causal
path from X to Y. By the assumption that Z is a valid adjustment set, p must then
be blocked by Z. Since p is assumed to be open given Z′−x it is clearly also open given
Z′ = X ∪ Z and hence, Lemma B.2 with A = X implies that there exists a proper
non-causal path from X to Y that is open given Z.
Next, suppose that p contains some non-endpoint node in X. Let X ′ be the node in
X on p that is closest to Y . Then p′ = p(X ′, Y ) is a proper subpath of p. Since p is
open given Z′−x, X ′ must be a collider on p. But then p′ is both proper and non-causal,
and we can repeat the argument from the previous paragraph.
We now prove Statement 2. We will first show that D ⊆ cn(X,Y,G). Consider a
node D ∈ D. Then D must lie on at least one causal path p from X to Y , where we can
choose p such that p(D,Y ) contains no node in Z′. Let X ′ ∈ X be the node closest to
D on p(X,D). Then p(X ′, Y ) is a proper causal path from X to Y containing D and
hence D ∈ cn(X,Y,G).
We will now prove the statement by contradiction, so assume that there exists a node
F ∈ de(D,G) ∩ Z′−x and that Z is a valid adjustment set. Assume first that F ∈ X−x.
But this implies that de(cn(X,Y,G)) ∩X 6= ∅, which contradicts our assumption that
Z is a valid adjustment set by Corollary A.5. Now assume that F ∈ Z. In this case
F ∈ forb(X,Y,G), again contradicting our assumption that Z is a valid adjustment
set.
Lemma B.2. Let X,Y and Z be pairwise disjoint node sets in a causal DAG G. Let
A /∈ Y be a node and consider a path p from A to Y in G. If p is blocked by Z and open
given X ∪ Z, then there exists a proper non-causal path from X to Y that is open given
Z.
Proof. Let Y ∈ Y be the endpoint of p. By assumption p is blocked by Z, while being
open given X ∪ Z. This requires the following three statements to hold:
1. For any non-collider N on p, N /∈ X ∪ Z.
2. For any collider C on p, de(C,G) ∩ (X ∪ Z) 6= ∅.
3. There exists at least one collider C ′ on p such that de(C ′,G) ∩ Z = ∅.
Let C ′ be the node closest to Y fulfilling statement 3. By choice of C ′ and the assumption
that p is open given X ∪ Z, p′ = p(C ′, Y ) is open given Z and X ∪ Z. If p′ contains a
node in X, any such node must be a collider. Assume that there is such a node and let
X ′ ∈ X be the one closest to Y on p′. Since X ′ is a collider, p′(X ′, Y ) is non-causal and
by choice of X ′, p′(X ′, Y ) is also a proper path from X to Y. Since p′ is open given Z
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so is p′(X ′, Y ) and hence we are done. Therefore, we will from now on suppose that no
node on p′ is in X.
As C ′ fulfills the requirements of both statement 2 and 3, there exists a path p′′ of
the form C ′ → · · · → X ′′ ∈ X, that is open given Z and where we choose X ′′ so that p′′
contains no other node in X. Let I be the node closest to X ′′ on p′′ that is also on p′
and consider q = p′′(X ′′, I) ⊕ p′(I, Y ). The path q is a path from X to Y and we now
show that it is proper and non-causal. Since I lies on p′ and p′ contains no node on X
by assumption, I 6= X ′′. Thus, q is a proper and by nature of p′′ being directed towards
X ′′, non-causal path from X to Y.
It now only remains to show that q is open given Z. As the two constituent paths
are both open given Z it suffices to consider I. By choice of C ′, no node in p′′ may be
in Z and hence neither is I. Furthermore, by nature of p′′ being directed towards X ′′, I
cannot be a collider on q and it thus follows that q is open given Z.
Lemma B.3. Let X and Y be two nodes in a causal DAG G = (V,E), let V follow a
causal linear model compatible with G and let Z′ be a node set, such that X ∈ Z′ and
Y /∈ Z′. If Z′−x is a set that
1. blocks all non-causal paths from X to Y in G and
2. fulfills that de(D,G) ∩ Z′−x = ∅, where D = cn(X,Y,G) ∩ cn(Z′, Y,G),
then δyz′ ⊥ δxz′−x.
Proof. In order to simplify notation we refer to Z′−x as Z throughout this proof. Let
 = {v1 , . . . , vp} be the set of errors from the underlying causal linear model and
consider δxz and δyz′ as functions of . Then there are minimally sized subsets 
xz and
yz
′
of , such that δxz and δyz′ are functions of 
xz and yz
′
respectively. It suffices to
show that xz ∩ yz′ = ∅, as then δyz′ ⊥ δxz follows from the joint independence of the
errors in .
We will prove our claim by contraposition, so assume that there exists a node N
such that n ∈ xz ∩ yz′ . We now show that the existence of such a node N implies
either the existence of a non-causal path from X to Y that is open given Z or that
de(D,G) ∩ Z 6= ∅. We will do so by going through a series of cases: (i) N = X ∈ Z′,
(ii) N ∈ Z and (iii) N /∈ Z′.
Case (i): By Lemma B.4 with A = Y and W = Z′ there exists a non-causal path p
from X to Y that is open given Z′. Suppose, that p is blocked by Z. Then by Lemma
B.2 with A = X,X = X,Y = Y and Z = Z there exists a non-causal path from X to Y
that is open given Z. Otherwise, p is itself such a path.
Case (ii): By applying Lemma B.4 twice, once with A = X and W = Z and once
with A = Y and W = Z′ we deduce that there exists i) a path p of the form X · · · → N
that is open given Z, and ii) a path p′ of the form N ← · · ·Y that is open given Z′. If
p′ blocked by Z, we can apply Lemma B.2 with A = N,X = X,Y = Y and Z = Z to
conclude that there exists a non-causal path from X to Y that is open given Z. For the
remainder of Case (ii) we will suppose that p′ is open given Z.
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Let I be the node closest to X on p that is also on p′. We now show that either
q = p(X, I)⊕p′(I, Y ) is a non-causal path from X to Y that is open given Z or de(D,G)∩
Z 6= ∅. Since both p(X, I) and p′(I, Y ) are open given Z, it suffices to consider I to
decide whether q is open given Z, so we will now sequentially consider the cases that I
is N,X, Y , a non-collider on q and collider on q.
First suppose that I = N . Then q is of the form X · · · → N ← · · ·Y and I = N ∈ Z
is a collider on q. Hence, q is open given Z as well as non-causal.
Now, consider the case that I ∈ {X,Y }. Then q is a subpath of p′ or p respectively
and hence trivially open given Z. If q is non-causal, the first possible claim of our
contrapositive statement holds true. Hence, suppose that q is a causal path from X to
Y . If I = X and q is causal, p′ is of the form N . . .X → · · · → Y and hence X is a
non-collider on p′. But this contradicts that p′ is open given Z′. If I = Y , then q is a
subpath of p and obviously p(X,Y ) = q is causal. Since, p is open given Z and Y /∈ Z it
follows that either Y is collider on p, with de(Y,G) ∩ Z 6= ∅ or that Y is a non-collider
on p and hence p(Y,N) is of the from Y → . . . N . In the latter case, since N ∈ de(Z,G)
and p(Y,N) is open given Z, p(Y,N) either contains a collider C, such that C ∈ de(Y,G)
and de(C,G) ∩ Z 6= ∅ or N ∈ de(Y,G). Thus, in either case de(Y,G) ∩ Z 6= ∅. Further,
since q is a causal path from X to Y that is open given Z, q cannot contain nodes from
Z and therefore Y ∈ D. Thus, de(D,G) ∩ Z 6= ∅.
We now suppose that I /∈ {N,X, Y } is a non-collider on q. Then I cannot be a
collider on both p and p′. Since p and p′ are open given Z it thus follows that I /∈ Z.
Therefore, q is also open given Z. If q is non-causal, the first possible claim of our
contrapositive statement holds true. Hence, suppose that q is a causal path from X
to Y . As q is causal, p(X, I) is directed towards I and we have already shown that
I /∈ Z. By the same argument as in the case I = Y , it then follows that I ∈ D and
de(I,G) ∩ Z 6= ∅. Thus, de(D,G) ∩ Z 6= ∅.
Consider now the case that I /∈ {N,X, Y } is a collider on q. Clearly, q is non-causal.
Further, if I is also a collider on either p or p′, it follows that de(I,G) ∩ Z 6= ∅ and
hence, q is open given Z in this case. Suppose that I is a collider on q, while being a
non-collider on both p and p′. Then p must be of the form X · · · → I → . . . N and since
p(I,N) is open given Z and N ∈ de(Z,G), it follows that de(I,G) ∩ Z 6= ∅. Hence, q is
non-causal and open given Z.
Case (iii): Let us first suppose that Z ∩ de(N,G) = ∅. By Lemma B.4 with A = Y
and W = Z′, it follows that x ∈ yz′ or y ∈ yz′ . If x ∈ yz′ , then we are done by Case
(i), so suppose that only the latter statement is true. By Lemma B.4 there then exists
a directed path p′ from N to Y that is open given {X,Y } ∪Z and as a directed path is
therefore also open given Z. By Lemma B.4 with A = X and W = Z, it follows that
there exists a path p from X to N that is directed towards X and open given {X} ∪ Z
and hence, is also open given Z.
Let I be the node closest to X on p that is also on p′. We now show that q =
p(X, I) ⊕ p′(I, Y ) is a non-causal path from X to Y that is open given Z. Since both
p(X, I) and p′(I, Y ) are open given Z, it suffices to consider I to decide whether q is
open given Z, so we will now sequentially consider the possible properties of I.
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If I = X, then q is subpath of p′ and X lies on p′. But as p′ is directed this contradicts
that it is open given {X}∪Z. If I = Y , then q is a subpath of p and hence a non-causal
path from X to Y that is open given Z. If I /∈ {Y,X}, then I is a non-collider on q and
since no node in p may be in Z, I /∈ Z and it thus follows that q is open given Z. As
p(X, I) is directed towards X, q is non-causal. Thus, q is a non-causal path from X to
Y that is open given Z.
For the remainder of Case (iii), we suppose that Z ∩ de(N,G) 6= ∅. By applying
Lemma B.4 twice, once with A = X and W = Z and once with A = Y and W = Z′, we
deduce that there exists i) a path p of from X to N that is open given Z and ii) a path p′
from N to Y that is open given Z′. If p′ is blocked by Z, we can conclude with Lemma
B.2, as in Case (ii), that there exists a non-causal path from X to Y that is open given
Z and are done. For the remainder of Case (iii), we suppose that p′ is open given Z.
Let I be the node closest to X on p that is also on p′. As in case (ii), we will now
show that either q = p(X, I) ⊕ p′(I, Y ) is a non-causal path from X to Y that is open
given Z or de(D,G) ∩Z = ∅. We now sequentially consider the possible properties of I.
First suppose that I = N . Since Z ∩ de(N,G) 6= ∅ and N /∈ Z we can immediately
conclude that q is open given Z independently of whether N is a collider or a non-collider
on q. Further, if q is causal it follows that N ∈ D and hence de(D,G) ∩ Z = ∅.
Suppose now I 6= N . Recall that Z ∩ de(N,G) 6= ∅ and that we have already shown
that there exists a path p from X to N and another p′ from N to Y , such that the
former is open given ]mathbfZ and the latter open given both Z and Z′. But these are
exactly the assumptions required to show our claim in the corresponding case I 6= N in
Case (ii). Hence, our claim follows with the same argument.
Lemma B.4. Consider a causal DAG G = (V,E), let V follow a causal linear model
compatible with G and let  = {v1 , . . . , vp} be the set of errors from the underlying
causal linear model. Given a node A and a node set W = {W1, . . . ,Wk}, such that
A /∈W, the residual δaw is a function of some minimally sized subset aw of .
1. Let M ∈W. If m ∈ aw, then there exists a path of the form A · · · → M, that is
open given W.
2. Let M /∈W. If m ∈ aw, then there exists a directed path from M to some node
M ′ ∈ ({A} ∪W) that is open given {A} ∪W and m′ ∈ aw. Consequentially,
there exists a path from A to M that is open given W.
Proof. We first give some preparatory thoughts on how to write δaw as a function in the
errors from the causal linear model. Consider a random vector V that follows a causal
linear model compatible with a causal DAG G = (V,E) and fix some node Vi ∈ V. We
can then write Vi as a linear function of the generating errors in the following way:
Vi =
∑
Vj∈V
τvivj vj =
∑
Vj∈an(Vi,G)
τvivj vj , (5)
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where we use the convention that τvivi = 1 for any Vi ∈ V and make use of the fact that
τvjvi = 0, whenever Vi /∈ an(Vj ,G) (Bollen, 1989).
Consider the equation
δaw = A−
∑
Wi∈W
βawi.w−iWi. (6)
Applying equation (5) to the A and the Wi terms in equation (6), we can write δaw as
a linear function in the error terms of the generating causal linear model of the form
δaw =
∑
Vj∈V
γvj vj , (7)
with coefficients γvj ∈ R.
We now prove Statement 1 by contraposition. So assume that M ∈ W and that
there exists no path p from A to M whose last edge points into M and which is open
given W. We will now show that this implies that m /∈ aw
It is sufficient to show that the coefficient γm corresponding to m in equation (7) is
equal to 0. The value of γm is
γm = τam −
∑
Wi∈W
βawi.w−iτwim. (8)
Our claim thus follows, if we show that
τam =
∑
Wi∈de(M,G)∩W
βawi.w−iτwim,
where we have simplified the sum by removing those Wi ∈W with τwim = 0.
Let W′ = de(M,G) ∩W,W′′ = W \ de(M,G) and W′′′ = pa(M,G) ∪W′′. By
construction, W′′′ contains all parents of M while containing no descendants of M . It
thus follows with Lemma B.5 that W′′′ is a valid adjustment set relative to M and
any node that is not in W′′′. We note that W′ ∩W′′′ = ∅ by construction. Further,
A /∈ pa(M,G) by assumption and hence A /∈W′′′.
Using Lemma 2.12 to replace the total effects with appropriate regression coefficients
and vice versa, it follows that
τam = βam.w′′′
= βam.w′−mw′′′ +
∑
Wi∈W′−M
βawi.w′−wiw
′′′βwim.w′′′
=
∑
Wi∈W′
βawi.w−wi τwim.
Here, we use firstly that W′′′ is a valid adjustment set with respect to M and any node
not in W′′′ to conclude that βwim.w′′′ = τwim and βam.w′′′ = τam. Secondly, we use
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Lemma C.3 in the second step, with T = A,W = M,Z = W′′′ and S = W′−m. Lastly,
P = pa(M,G) \W ⊥G A|W by Lemma B.6 and we use this result to simplify the
conditioning sets in step three by invoking the first statement from Lemma C.5, with
T = P,S = ∅,X = W and Y = {A}, allowing us to drop all nodes in P.
We now prove Statement 2. For M = A the statement is trivial. Hence con-
sider a node M /∈ W′ = W ∪ {X} and its corresponding coefficient γm. For ease of
notation let Wk+1 = A. We will now show that for M /∈ W′, it holds that γm =∑
Wj∈W′ τwjm.w′−jγwj . Using equation (8), this claim is equivalent to
τam −
∑
Wi∈W
βawi.w−iτwim =
∑
Wj∈W′
τwjm.w′−j (τawj −
∑
Wi∈W
βawi.w−iτwiwj ).
By Lemma B.7, τwim =
∑
Wj∈W′ τwjm.w′−jτwiwj for any Wi ∈ W′ and thus, our claim
follows.
The coefficient γm can therefore only be non-zero, if at least one of the terms
τwjm.w′−jγwj is also non-zero. Let M
′ ∈ W′ be a node, such that τm′m.w′−m′ 6= 0
and γm′ 6= 0. The first term being non-zero implies the existence of a directed path p′
from M to M ′ that contains no additional nodes from W′ and is hence open given W′
and W. The second term being non-zero, implies that m′ ∈ aw, which by statement 1
requires that there exists a path p of the form A · · · → M ′, that is open given W, with
possibly A = M ′. Hence the first part of Statement 2 holds.
We now prove the second part of Statement 2. If M ′ = A, p′ is a path of the claimed
form, so suppose that M ′ ∈ W. Let I be the node closest to A at which p and p′
intersect, and consider the path q = p(A, I)⊕p′(I,M). We will now show that q is open
given W. If I = M of I = A, q is a subpath of p or p′ respectively and as both p and p′
are open given W we are done.
Hence, suppose that I /∈ {A,M}. As p and p′ are open given W, it suffices to
consider I. Suppose first that I ∈ W. Since p′ is directed and open given W it thus
follows that I = M ′. Then M ′ ∈ W is a collider on q and it follows that q is open
given W. Suppose now that I /∈ W. Since p′ is directed towards M ′ and M ′ ∈ W it
follows that de(I,G) ∩W 6= ∅. Hence, q is open given W independently of whether I is
a collider or a non-collider.
Lemma B.5. Let X and Y be nodes in a causal DAG G. Let Z be a node set in G,
such that Y /∈ Z, pa(X,G) ⊆ Z and de(X,G) ∩ Z = ∅. Then Z is a valid adjustment set
relative to (X,Y ).
Proof. As a DAG, G is trivially amenable relative to (X,Y ). Further, forb(X,Y,G) ⊆
de(X,G) and therefore Z fulfills the forbidden set condition (2) from Definition 2.7.
It only remains to show that Z blocks all non-causal paths from X to Y so let p be
such a path. Assume that p is of the form X → . . . Y . Then p must contain a collider
C, such that C ∈ de(X,G). Since, by assumption de(X,G) ∩ Z = ∅ it follows that p
is blocked by Z. Now, assume that p is of the form X ← . . . Y . Then p contains a
non-collider N ∈ pa(X,G) and is thus blocked by Z.
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Lemma B.6. Let A and M be two nodes and W a node set in a DAG G, such that
A /∈W and M ∈W. Let P = pa(M,G) \W. If no path from A to M , ending with an
edge into M that is open given W exists, then P ⊥G A|W.
Proof. We prove the claim by contraposition, so assume that a path p from A to some
node P ∈ P that is open given W exists. By choice of P there exists a path p′ of the
form P → M . Let I be the node closest to A on p that is also on p′ and consider
q = p ⊕ p′. If I = M , then q is a subpath of p and hence open given W. Further,
M ∈W must be a collider on p. But that implies that q is a path from A to M , ending
with a node into M that is open given W. If I = P , then I /∈W is a non-collider on q
and our claim again follows.
Lemma B.7. Consider a causal DAG G = (V,E) and let V follow a causal linear model
compatible with G. Let N be a node and A = {A1, . . . , Ak} be a node set in G, such that
N /∈ A. Then
τain =
∑
Aj∈A
τajn.a−jτaiaj (9)
for any Ai ∈ A.
Proof. We first define two objects. Given two nodes A and B and a node set C, let
Pab.c denote the set of all directed paths from B to A not containing any nodes in C.
Further, given a directed path p, let τp denote the total effect along p, i.e. the product
of the edge coefficients along p.
We now prove our claim. Using the definition of the total effect via the path method
we can rewrite the left hand term of equation (9) as
τain =
∑
p∈Pain
τp,
and similarly, the right hand term as
∑
Aj∈A
τajn.a−jτaiaj =
∑
Aj∈A
 ∑
p∈Pajn.a−j
τp
 ∑
q∈Paiaj
τ q
 . (10)
Clearly, the total effect along a directed path q = p ⊕ p′ is equal to the the product of
the total effect along p and the total effect along p′. Using this we can rewrite equation
(10) as ∑
Aj∈A
τajn.a−jτaiaj =
∑
Aj∈A
∑
p∈Painaj.a−j
τp,
where Painaj .a−j is the set of all directed paths p from N to Ai, such that Aj lies on
p and p(N,Aj) contains no node from A−j . Clearly, for any two nodes Aj , Ak ∈ A,
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Painaj .a−j ∩Painak.a−k = ∅. Since every directed path from N to Ai contains a node in A, it
follows that
⋃
Aj∈A P
ain
aj .a−j is a partition of P
ain and therefore,
τain =
∑
p∈Pain
τp =
∑
Aj∈A
∑
p∈P′ainaj
τp =
∑
Aj∈A
τajn.a−jτaiaj .
C Proof of Theorem 3.1
Proof of Theorem 3.1. Let X = {X1, . . . , Xkx} and Y = {Y1, . . . , Yky} be disjoint node
sets in a causal maximal PDAG G = (V,E) and let V follow a causal linear model
compatible with G. Let Z1 and Z2 be two valid adjustment sets relative to (X,Y) in G,
such that Y ⊥G (Z1 \ Z2)|X ∪ Z2 and X ⊥G (Z2 \ Z1)|Z1.
We first consider the case that G is a causal DAG. By applying Lemma C.2 with
T = Z1 \ Z2,S = Z2 \ Z1 and W = Z1 ∩ Z2, it follows that
σxixi.x−iz1 ≤ σxixi.x−iz2 and
σyjyj .xz1 ≥ σyjyj .xz2 ,
for all Xi ∈ X and Yj ∈ Y. Using the asymptotic variance formula from Proposition
2.15 it follows that
a.var(τˆz2yx)j,i =
σyjyj .xz2
σxixi.x−iz2
≤ σyjyj .xz1
σxixi.x−iz1
= a.var(τˆz1yx)j,i.
The proof then extends to the causal maximal PDAG setting with the fact that by
Lemma C.1, d-separation in a maximal PDAG implies d-separation in every represented
DAG, including the true underlying one. 
In the multivariate Gaussian setting, the result of Theorem 3.1 follows by Lemma
C.2 and the well known asymptotic variance formula from Lemma A.1 directly and does
not require the new result from Proposition 2.15. In this setting it also holds for a larger
class of sets, since Lemma A.1, as opposed to Proposition 2.15, does not require the
conditioning set to be a valid adjustment set.
Lemma C.1 shows that our definition of d-separation in maximal PDAGs is sensi-
ble, in the sense that it is compatible with d-separation in the DAGs represented by
a maximal PDAG. It is analogous to Theorem 4.18 in Richardson and Spirtes (2002)
for m-separation in maximal ancestral graphs (see also Lemma 20 in Zhang, 2008a) and
Lemma 26 in Zhang (2008a) for m-separation in partial ancestral graphs.
Lemma C.1. Let X, Y and Z be pairwise disjoint node sets in a maximal PDAG G.
Then X ⊥D Y|Z in every DAG D ∈ [G], if and only if Z blocks every definite status
path between any node in X and any node in Y in G.
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Proof of Lemma C.1. We prove this statement by showing that the contrapositive state-
ment is true.
Consider a definite status path p from X to Y that is open given Z in G and a DAG
D ∈ [G]. Since D is in the equivalence class described by G it follows that D has the same
adjacencies as G, and every edge A→ B in G is also in D. Let p∗ be the corresponding
path to p in D. Since every node on p is of definite status in G, every node on p∗ is of
the same definite status in D. Since additionally, p is open given Z and since for every
V ∈ V, de(V,G) ⊆ de(V,D), p∗ is a definite status path from X to Y in D that is open
given Z.
Conversely, if there is a path q from X to Y that is open given Z in every DAG
D ∈ [G], then by the proof of Lemma 26 in Zhang (2008a) (see also the proof of Lemma
5.1.7 in Zhang, 2006), there is a definite status path q∗ from X to Y that is open given
Z in the CPDAG C of any such D. Since G describes a subset of the Markov equivalence
class of [C] (Meek, 1995), we can conclude with the same argument as above that the
corresponding path q∗∗ of q∗ in G is a definite status path from X to Y in G that is open
given Z.

C.1 Residual linear variance inequalities
By Lemmas A.2 and A.4 the asymptotic limit of a least squares regression is a function
of the covariance matrix only, even when the regression is misspecified. Hence, the
following statements and proofs are essentially linear algebra formulated in statistical
terms. They do not depend on any property of the Gaussian distribution.
Lemma C.2Lemma C.5
Lemma C.4
Lemma C.3
Figure 9: Proof structure of Lemma C.2.
The following four Lemmas are simple generalizations of already existing results and
are primarily given for completeness and conciseness; especially the latter three. Lemma
C.2 is a simple extension of Lemma 4 in Kuroki and Cai (2004) from random variables X
and Y to random vectors X and Y, while additionally also allowing W to be non-empty.
Lemma C.3 is a an extension of a well known result from Cochran (1938) to vectors X,Y
and Z. Lemma C.4 is a simple generalization of a result by Kuroki and Miyakawa (2003,
Lemma 1) from random variables Z and S to random vectors Z and S. Note that it is
quite similar to a result presented in Section 2.5 of Anderson (1958). Lemma C.5 is a
generalization of results by Wermuth (1989, Results 1.2 and 5.2) from random variables
X, Y , S and T to random vectors X,Y,S and T. Further, all of these Lemmas are also
generalizations to non-Gaussian random variables using the result from Lemma A.2.
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Lemma C.2. Let (XT ,YT ,TT ,ST ,WT )T , with T,S and W possibly of length zero,
be a mean 0 random vector with finite variance, such that X = (X1, . . . , Xkx)
T and
Y = (Y1, . . . , Yky)
T . If T ⊥ Y|W,S,X and S ⊥ X|W,T, then
(a) σxixi.x−iwt ≤ σxixi.x−iws and
(b) σyjyj .xws ≤ σyjyj .xwt,
for all i ∈ {1, . . . , kx} and j ∈ {1, . . . , ky}.
Proof. We first assume that T = ∅. Since S ⊥ X|W it must also hold that S ⊥
Xi|(WT ,X−iT )T for all Xi ∈ X, by the weak union property of conditional independence
from Dawid (1979). Then, by Lemma C.4, σyjyj .xws ≤ σyjyj .xw and by Lemma C.5,
σxixi.x−iw = σxixi.x−iws.
We now assume that S = ∅. By Lemma C.4, σxixi.x−iwt ≤ σxixi.x−iw and by Lemma
C.5, σyjyj .xw = σyjyj .xwt.
We now assume T 6= ∅ and S 6= ∅. First, we show inequality (a). Since S ⊥
X|(WT ,TT ) it also holds that S ⊥ Xi|(WT ,TT ,XT−i)T for all Xi ∈ X by the weak
union property of conditional independence. Thus, βxis.tx−iw = 0 by Lemma A.3 and
βxit.sx−iw = βxit.x−iw by Lemma C.5. Hence, by Lemma C.3
βxis.x−iw = βxis.tx−iw + βxit.sx−iwβts.x−iw
= βxit.x−iwβts.x−iw.
Then by Lemma C.4,
σxixi.x−iws − σxixi.x−iwt
= βxit.x−iwΣtt.x−iwβ
T
xit.x−iw − βxis.x−iwΣss.x−iwβTxis.x−iw
= βxit.x−iw(Σtt.x−iw − βts.x−iwΣss.x−iwβTts.x−iw)βTxit.x−iw
= βxit.x−iw(Σtt.swx−i)β
T
xit.x−iw ≥ 0.
For inequality (b) we use that by Lemma C.5, Y ⊥ T|(WT ,ST ,XT )T implies that
βyjt.xws = 0 by Lemma A.3 and βyjs.txw = βyjs.xw by Lemma C.5. Hence, by Lemma
C.3
βyjt.xw = βyjt.sxw + βyjs.txwβst.xw = βyjs.xwβst.xw.
Then by Lemma C.4,
σyjyj .xwt − σyjyj .xws = βyjs.xwΣss.xwβTyjs.xw − βyjt.xwΣtt.xwβTyjt.xw
= βyjs.xw(Σss.xw − βst.xwΣtt.xwβTst.xw)βTyjs.xw
= βyjs.xw(Σss.xwt)β
T
yjs.xw ≥ 0. (11)
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Lemma C.3. Let V = (ST ,TT ,WT ,ZT )T , with Z possibly of length zero, be a mean 0
random vector with finite variance. Then
βtw.z = βtw.sz + βts.wzβsw.z. (12)
Proof. This proof is based on the uniqueness of the least squares regression. Precisely,
by a projection argument, it holds that for any random vector (Y,XT )T with Y =
βyxX + , the least squares regression coefficient βyx is characterized by the property
that E[XT ] = 0.
Now suppose first that Z 6= ∅. Regressing S on (ZT ,WT )T yields
S = βsz.wZ + βsw.zW + s, (13)
with E[s(ZT ,WT )] = 0. Similarly, regressing T on (ZT ,WT ,ST )T yields
T = βtz.swZ + βtw.szW + βts.wzS + t, (14)
with E[t(ZT ,WT ,ST )] = 0. Substituting equation (13) into equation (14) gives
T = βtz.swZ + βtw.szW + βts.wz(βsz.wZ + βsw.zW + s) + t
= (βtz.sw + βts.wzβsz.w)Z + (βtw.sz + βts.wzβsw.z)W + βts.wzs + t. (15)
Letting ˜t = βts.wzs + t it follows that E[˜t(ZT ,WT )] = 0.
On the other hand, regressing T on (ZT ,WT )T directly yields
T = βtz.wZ + βtw.zW + 
′
t, (16)
with E[′t(ZT ,WT )] = 0.
Comparing equations (15) and (16), combined with the uniqueness of the least
squares regression coefficient, implies that
βtw.z = βtw.sz + βts.wzβsw.z.
If Z = ∅, one can simply drop all terms involving Z.
Lemma C.4. Let V = (ST ,WT ,ZT )T , with S possibly of length zero, be a mean 0
random vector with finite variance. Then
Σzz.sw = Σzz.s − βzw.sΣww.sβTzw.s.
Proof. Let R = (ST ,WT )T . By Lemma A.2 it holds that Σzr = βzrΣrr. Combining
this with the fact that Σzz.r = Σzz − ΣzrΣ−1rr ΣTzr, it follows that
Σzz = Σzz.r − βzrΣrrβTzr. (17)
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If S = ∅ then R = W and our claim follows. So suppose that S 6= ∅. Since R =
(ST ,WT )T , Σzz.sw = Σzz.r. Note that Σrr =
(
Σss Σsw
Σws Σww
)
and βzr =
(
βzs.w βzw.s
)
.
Plugging this into equation (17) yields
Σzz.sw = Σzz.r = Σzz − βzw.sΣwwβTzw.s − βzw.sΣwsβTzs.w
− βzs.wΣswβTzw.s − βzs.wΣssβTzs.w.
(18)
Using Σws = βwsΣss and Σsw = Σssβ
T
ws, we can rewrite equation (18) as
Σzz.sw = Σzz − βzw.sΣwwβTzw.s + βzw.sβwsΣssβTwsβTzw.s
− (βzs.w + βzw.sβws)Σss(βzs.w + βzw.sβws)T .
(19)
By Lemma C.3 it holds that βzs = βzs.w + βzw.sβws. Plugging this into equation
(19) and then using equation (17) twice, we arrive at
Σzz.sw = Σzz − βzsΣssβTzs − βzw.s(Σww − βwsΣssβTws)βTzw.s
= Σzz.s − βzw.sΣww.sβTzw.s.
Lemma C.5. Let (XT ,YT ,ST ,TT )T , with S possibly of length zero, be a mean 0 ran-
dom vector with finite variance. If T ⊥ X|S or T ⊥ Y|X,S, then βyx.s = βyx.st.
Furthermore, if T ⊥ Y|X,S, then Σyy.xst = Σyy.xs.
Proof. If T ⊥ X|S or T ⊥ Y|X,S, then βtx.s = 0 or βyt.xs = 0 respectively by Lemma
A.3. Then, using equation (12) in Lemma C.3, we have
βyx.s = βyx.st + βyt.xsβtx.s = βyx.st.
Now, assume that T ⊥ Y|X,S. If S 6= ∅, let S′ = (XT ,ST )T and otherwise let
S′ = X. By Lemma A.3, βyt.s′ = 0 and by the already shown statements we have
βys′ = βys′.t. With βyt.s′ = 0, βys′ = βys′.t and Lemma C.4 it follows that
Σyy.xst = Σyy.s′t = Σyy −
(
βys′.t βyt.s′
)( Σs′s′ Σs′t
Σts′ Σtt
)(
βTys′.t
βTyt.s′
)
= Σyy − βys′.tΣs′s′βTys′.t − βyt.s′Σts′βTys′.t
− βys′.tΣs′tβTyt.s′ − βyt.s′ΣttβTyt.s′
= Σyy − βys′Σs′s′βTys′ = Σyy.s′ = Σyy.xs.
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C.2 Proof of Corollaries 3.4 and 3.5
Proof of Corollary 3.4. Let X and Y be disjoint node sets in a maximal PDAG G =
(V,E) and let V follow a causal linear model compatible with G. Let Z and Z′ = Z\{P},
with P ∈ (pa(X,G) ∩ Z), be each a valid adjustment set relative to (X,Y) in G.
We apply Theorem 3.1 with Z1 = Z and Z2 = Z
′. Therefore, S = ∅ and T = {P}
and it only remains to show that {P} ⊥G Y|X ∪Z′. We prove this by showing that the
existence of a path from P to Y that is open given X ∪ Z′ contradicts the assumption
that Z′ is a valid adjustment set. Let p be such a path and p′ be the path X ← P,X ∈ X
which exists by construction. Let I be the node closest to X on p′ which also lies on p
and consider q = p′(X, I)⊕p(I, Y ). If I = X, then q is a subpath of p and is hence open
given X ∪ Z′. As we assume Z′ to be a valid adjustment set, q must also be open given
Z′ by Lemma B.2 and therefore has to be causal. This, however, implies that X is a
non-collider on p, which contradicts our starting assumption that p is open given X∪Z′.
If I = P , then q is a non-causal path from X to Y. Since P /∈ X∪Z′ is a non-collider on
q, q is open given X∪Z′ and hence by Lemma B.2 and our assumptions, it must also be
open given Z′. Further, q is either proper or any node from X it contains, is a collider.
Let X ′ be the node closest to Y on q. Then q(X ′, Y ) is a proper, non-causal path from
X to Y that is open given Z′.

Proof of Corollary 3.5. Let X and Y be disjoint node sets in a maximal PDAG G =
(V,E) and let V follow a causal linear model compatible with G. Let Z be a valid
adjustment set relative to (X,Y) in G and let Z′ = Z ∪ {R}, with R ∈ pa(Y,G) \
(forb(X,Y,G) ∪ Z).
We will first show that Z′ is a valid adjustment set relative to (X,Y) in G. Clearly,
Z′ ∩ forb(X,Y,G) = ∅ so it remains to show that Z′ blocks all proper non-causal paths
from X to Y. Assume that there exists a path p contradicting this. We now show that
the existence of such a path p contradicts the assumption that Z is a valid adjustment
set.
By assumption p is blocked by Z but open given Z′ and by Lemma B.2 this implies
the existence of a proper, non-causal path t from R to X that is open given Z. Let X ∈ X
be the first node on t . Suppose that t(R,X) = (R, . . . ,X) is directed from X to R and
therefore R ∈ de(X,G). Since R ∈ pa(Y,G) this contradicts that R /∈ forb(X,Y,G).
Hence, p′ = (X, . . . , R) must be a proper, non-causal path from X to R that is open
given Z. Let p′′ be the path R → Y that exists by assumption and let I be the node
closest to Y on p′′ which also lies on p′ and consider q = p′(X, I)⊕ p′′(I, Y ).
If I = Y , then q is a subpath of p′ and hence open given Z. Therefore, it has to
be causal as otherwise its existence would contradict the assumption that Z is a valid
adjustment set. Since R ∈ pa(Y,G), Y or one of its descendants is then a collider on p′.
By the causality of q, de(Y,G) ⊆ forb(X,Y,G) and thus, p′ may not be open given Z
yielding a contradiction.
If I = R, then R /∈ Z is a non-collider on q and hence q is a proper path from X to
Y that is open given Z. Since p′ is non-causal and a subpath of q, it follows that q is
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non-causal. Hence, q is a proper non-causal path from X to Y that is open given Z.
We can now apply Theorem 3.1 with Z1 = Z and Z2 = Z
′. Therefore, S = {R} and
T = ∅ and it only remains to show that {R} ⊥G X|Z. But this is the case since we
have already shown that the existence of a non-causal path p′ from X to R that is open
given Z contradicts the assumption that Z is a valid adjustment set and the existence
of a causal path would contradict that R /∈ forb(X,Y,G).

D Proof of Proposition 3.6
Proof of Proposition 3.6. Let X and Y be disjoint node sets in a maximal PDAG G =
(V,E) and let Z be a valid adjustment set relative to (X,Y) in G.
As a simple corollary of Lemma D.2 there is a unique partition Z = Z1 ∪ Z2 such
that Y ⊥G Z1|Z2 ∪X and Z1 is of maximal size or equivalently Z2 is of minimal size.
By Lemma D.3 Y ⊥G Z′′1|Z′1 ∪Z2 ∪X for any two disjoint subsets Z′1,Z′′1 ⊆ Z1. Jointly,
these two results imply that given any subset Z′ ⊆ Z, fulfilling Z2 ⊆ Z′, it holds that
for any node Z ∈ Z′
1. if Z ∈ Z′ ∩ Z1, then Y ⊥G Z|Z′−z ∪X and
2. if Z ∈ Z′ ∩ Z2, then Y 6⊥G Z|Z′−z ∪X.
From this it follows that the output of Algorithm 1 is Z2 ⊆ Z, independently of the order
at which the nodes in Z are considered. By the same d-separation result and Lemma
D.1, both Z2 and any possible intermediate Z
′
2 ⊇ Z2 are valid adjustment sets relative
to (X,Y) in G.
If V follows a causal linear model compatible with G we can apply Theorem 3.1
to conclude that a.var(τz2xy) ≤ a.var(τzxy). Further, by the minimality of Z2, no other
subset of Z is guaranteed to have a better asymptotic variance than Z2 by Theorem 3.1.

The following result is very similar to Proposition 2 from VanderWeele and Shpitser
(2011), albeit in the graphical rather than the potential outcomes framework.
Lemma D.1. Consider pairwise disjoint node sets X,Y,Z1 and Z2 in a causal maximal
PDAG G, such that Z = Z1 ∪ Z2 is a valid adjustment set relative to (X,Y) in G. If
Y ⊥G Z1|Z2 ∪X, then Z2 is a valid adjustment set relative to (X,Y).
Proof. We prove the statement by contraposition, so assume that Z is a valid adjustment
set relative to (X,Y) in G, whereas Z2 is not. Since Z2 ⊆ Z, Z2 ∩ forb(X,Y,G) = ∅
trivially holds. Thus, there must be a proper, non-causal, definite status path p from
X to Y that is open given Z2, while being blocked by Z. Therefore, p contains at least
one non-collider N ∈ (Z \ Z2) = Z1, where we choose the N closest to the endpoint
node Y ∈ Y. Then the subpath path p(N,Y ) of p is a definite status path from Z1 to
Y that is open given Z2. As p is proper, p(N,Y ) does not contain any nodes in X and
is therefore also open given Z2 ∪X. Thus, Y 6⊥G Z1|Z2 ∪X.
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Lemma D.2. Consider pairwise disjoint node sets X,Y and Z in a causal maximal
PDAG G, such that Y ⊥G Z1|Z2 ∪ X. Then given any other partition Z = Z′1 ∪ Z′2,
such that Y ⊥G Z′1|Z′2 ∪X, it also holds that Y ⊥G Z1 ∪ Z′1|(Z2 ∩ Z′2) ∪X.
Proof. We first show that Y ⊥G Z2 ∩ Z′1|(Z2 ∩ Z′2) ∪X by contradiction. Assume that
Y ⊥G Z1|Z2 ∪X and Y ⊥G Z′1|Z′2 ∪X. Let p be a proper, definite status path from
Z2 ∩Z′1 ⊆ Z′1 to some node Y ∈ Y and assume that p is open given (Z2 ∩Z′2) ∪X. By
assumption p is blocked by Z′2∪X. As ((Z2∩Z′2)∪X) ⊆ (Z′2∪X), this can only be the
case if there exists a non-collider N ∈ (Z′2 \ Z2) ⊆ Z1 on p. As a subpath of p, p(N,Y )
is trivially open given (Z2 ∩Z′2) ∪X and since p is proper, p(N,Y ) contains no node in
Z2 ∩ Z′1. Therefore, p(N,Y ) is also open given (Z2 ∩ Z′1) ∪ (Z2 ∩ Z′2) ∪X = Z2 ∪X.
But this contradicts that Y ⊥G Z1|Z2 ∪ X. Thus, any such p must be blocked by
(Z2 ∩ Z′2) ∪X.
By Lemma D.4, the two d-separation statements
1. Y ⊥G Z2 ∩ Z′1|(Z2 ∩ Z′2) ∪X and
2. Y ⊥G Z1|Z2 ∪X
jointly imply that Y ⊥G Z1 ∪ Z′1|(Z2 ∩ Z′2) ∪X.
The two following Lemmas are general properties of the d-separation criterion from
Verma and Pearl (1988). They extend to the causal maximal PDAG setting with the
fact that by Lemma C.1, d-separation in a maximal PDAG implies d-separation in every
represented DAG and vice versa.
Lemma D.3. (Weak union and decomposition property) Let X,Y and Z be pairwise
disjoint node sets in a DAG G. If Y ⊥G Z|X, then for any Z′ ⊆ Z and Z′′ ⊂ Z such
that Z′ ∩ Z′′ = ∅, Y ⊥G Z′′|Z′ ∪X.
Lemma D.4. (Contraction property) Let X,Y,Z and W be pairwise disjoint node sets
in a DAG G. If X ⊥G Y|Z and X ⊥G W|Z ∪Y then X ⊥G Y ∪W|Z.
E Proof of Theorem 3.10
E.1 Theorem 3.10 for DAGs
Figure 10 shows the structure of the proof of Proposition E.1, which is Theorem 3.10
for DAGs only.
Propostion E.1. Let X and Y be disjoint node sets in a causal DAG G = (V,E), such
that Y ⊆ de(X,G). Let the density f of V be compatible with G and let O = O(X,Y,G).
Then the following three statements hold:
(a) The set O is a valid adjustment set relative to (X,Y) in G if and only if there
exists a valid adjustment set relative to (X,Y) in G.
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Statement (b) of Proposition E.1
Statement (a) of Proposition E.1
Statement (c) of Proposition E.1
Lemma E.4
Lemma E.3
Lemma E.5Theorem 3.1
Figure 10: Proof structure of Proposition E.1.
(b) Let Z be a valid adjustment set relative to (X,Y) in G. If V follows a causal linear
model compatible with G then
a.var(τˆoyx) ≤ a.var(τˆzyx).
(c) Let Z be a valid adjustment set relative to (X,Y) in G, such that
a.var(τˆoyx) = a.var(τˆ
z
yx).
If V follows a causal linear model compatible with G and f is faithful to G then
O ⊆ Z.
We prove each of the three Statements of Proposition E.1 separately, due to the
complexity of the proofs.
Proof of Statement (a) of Proposition E.1. As we are considering a DAG, the amenabil-
ity condition is trivially fulfilled. By construction O fulfills the forbidden set condition
relative to (X,Y) in G in Definition 2.7. By the assumption that there exists a valid
adjustment set and Corollary A.5 it follows that X∩ cn(X,Y,G) = ∅. Hence, we can in-
voke Lemma E.3 with T = X, to conclude that O fulfills the blocking condition relative
to (X,Y) in G from Definition 2.7.

Proof of Statement (b) of Proposition E.1. Let W = O ∩Z, T = Z \O and S = O \Z.
The sets T and W∪S = O satisfy Lemma E.4 and hence Y ⊥G T|O∪X. Additionally,
S ⊆ O and W ∪T = Z satisfy the conditions of Lemma E.5 and hence X ⊥G S|Z. By
Theorem 3.1 it thus follows that
a.var(τˆoyx) = a.var(βˆyx.o) = a.var(βˆyx.ws)
≤ a.var(βˆyx.wt) = a.var(βˆyx.z) = a.var(τˆzyx).

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Proof of of Statement (c) of Proposition E.1. We prove the claim by contradiction. Let
Z be an asymptotically optimal valid adjustment set that is not a superset of O. Let
W = O ∩ Z and S = O \ Z 6= ∅.
We now show that S and Y are not d-separated by W ∪X. Let S ∈ S ⊆ O. Then
there exists a directed path p from S to Y that consists of causal nodes, except for S.
Hence, p cannot be blocked by X ∪W, as (X ∪W) ∩ (cn(X,Y, G) ∪ S) = ∅. As the
underlying distribution f is assumed to be faithful to G it thus follows that βys.xw 6= 0.
Within the proof of Statement (b) of Proposition E.1 we have already shown that
σxixi.x−iz ≤ σxixi.x−io for all Xi ∈ X, for any valid adjustment set. Therefore, for Z to
be asymptotically optimal, σyjyj .xz ≤ σyjyj .xo has to hold for all Yj ∈ Y. By equation
(11)
σyjyj .xz − σyjyj .xo = βyjs.xwΣss.xwtβTyjs.xw,
for all Yj ∈ Y, where T = Z \ O 6= ∅. The case T = ∅ is the equivalent statement,
with the convention that empty conditioning sets are omitted and follows directly from
Lemma C.4 jointly with the fact that in this case O = Z ∪ S. As the conditional
distributions are assumed to be non-degenerate, Σss.xwt is positive definite. We have
already shown that βys.xw 6= 0, so it follows that σyjyj .xz > σyjyj .xo for some Yj ∈ Y,
which yields a contradiction. 
While Lemma E.3 is a rather technical result, Lemma E.4 and Lemma E.5 have an
intuitive interpretation. Lemma E.4 states that given a valid adjustment set Z, this set
may not contain more information on Y conditionally on X than O. Lemma E.5 states
that Z cannot contain less information on X than O. The surprising fact that O has
both of these properties simultaneously is the key to its asymptotic optimality.
We now introduce an object that is used in the proof of Lemma E.3.
Definition E.2. Consider two disjoint node sets X and Y in a causal DAG G, such that
Y ⊆ de(X,G) and let p be a path to some Y ∈ Y. Then the maximal causal segment
of p with respect to (X,Y), is the longest subpath p(C, Y ) of p, such that all nodes on
p(C, Y ) are in cn(X,Y,G) and p(C, Y ) is directed towards Y .
For an example consider Figure 1 from the main paper and consider the path p =
(X,A1, A2, Y, F ). The longest maximal causal segment with respect to (X,F ) of p is
Y → F . It is the longest directed subpath of p that consists of causal nodes and ends in
F .
Lemma E.3. Let X and Y be disjoint node sets in a causal DAG G, such that Y ⊆
de(X,G) and let O = O(X,Y,G). Let T be a node set such that T∩de(cn(X,Y,G),G) =
∅ and T ∩O = ∅. If an adjustment set relative to (X,Y) in G exists, then all proper
non-causal paths from T to Y in G that contain no nodes from X \ T are blocked by
O ∪ (X \T).
Proof. Let p be a proper non-causal path from T ∈ T to Y ∈ Y that is open given
O ∪ (X \T) and contains no nodes in X \T. Let cY = p(C1, Y ) be the maximal causal
segment of p with respect to (X,Y), where we use that Y ⊆ de(X,G) implies that
Y ⊆ cn(X,Y,G). Then p is of the form
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(a) T · · ·V → C1 → · · · → Y or
(b) T · · ·V ← C1 → · · · → Y .
If p is of the form (a) and V ∈ O, then p is blocked by O∪(X\T). We now show that
V ∈ O does in fact hold by contradiction, so suppose that V /∈ O. Note that V 6= T , as
otherwise p would be a causal path from T to Y . By assumption p is proper and contains
no nodes from X \T and hence V /∈ X. As V is a parent of the causal node C1, V /∈ O
can only hold if V ∈ forb(X,Y,G). As V /∈ X it follows that V ∈ de(cn(X,Y,G),G).
Then there is a proper directed path from X to V . Additionally, p(V, Y ) is a directed
path towards Y that does not contain a node in X, so V ∈ cn(X,Y,G), which contradicts
that cY is the maximal causal segment of p with respect to (X,Y).
If p is of the form (b), V ∈ de(cn(X,Y,G),G) which implies V 6= T . Further, p has
to contain at least one collider, as otherwise T ∈ de(V,G) ⊆ de(cn(X,Y,G),G). Let V ′
be the collider on p that is closest to V . Then V ′ ∈ de(V,G), so V ′ ∈ forb(X,Y,G).
Therefore, de(V ′,G) ∩ O = ∅. By the assumption that there is an adjustment set
relative to (X,Y) in G and Corollary A.5 it follows that X ∩ de(cn(X,Y,G),G) = ∅.
Therefore, it also holds that de(V ′,G) ∩ (X \ T) = ∅. Since V ′ is a collider on p and
de(V ′,G) ∩ (O ∪ (X \T)) = ∅, p is blocked by O ∪ (X \T).
Lemma E.4. Let X and Y be disjoint node sets in a causal DAG G, such that Y ⊆
de(X,G) and let O = O(X,Y,G). Let T be a set such that T∩ (forb(X,Y,G)∪O) = ∅.
If there exists a valid adjustment set relative to (X,Y) in G, then Y ⊥G T|O ∪X.
Proof. It is enough to show that all paths from T to Y that are proper, are blocked by
O ∪X. Let p be such a path from from T ∈ T to Y ∈ Y.
First, suppose that no node from X lies on p. If p is a non-causal path from T to Y ,
then by Lemma E.3, p is blocked by O∪X. If p is causal from T to Y , then by the fact
that an(Y,G) ∩ forb(X,Y,G) = cn(X,Y,G), the non-forbidden node O closest to Y on
p is in O. Since T /∈ (forb(X,Y,G) ∪O) such a node O exists and it holds that O 6= T .
Clearly, O 6= Y and therefore, O is a non-collider on p. Hence p is blocked given O∪X.
Now, assume that p contains at least one node from X. If a node in X is a non-
collider on p, p is blocked by O ∪X. So we can assume that all nodes on p that are in
X are colliders. Let X ∈ X be the collider on p that is closest to Y . Then p(X,Y ) is
a proper non-causal path from X to Y and since, by the already proven Statement (a)
in Theorem E.1, O is a valid adjustment set relative to (X,Y) in G, O blocks p(X,Y ).
Now assume that p(X,Y ) is open given O∪X while being blocked by O. By Lemma B.2
this contradicts that O is a valid adjustment. Hence, we can conclude that p is blocked
by O ∪X.
Lemma E.5. Let X,Y,S and W be pairwise disjoint node sets in a causal DAG G,
such that Y ⊆ de(X,G), let O = O(X,Y,G) and assume that S ⊆ O. If W is a valid
adjustment set relative to (X,Y) in G, then X ⊥G S|W.
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Proof. For contraposition, suppose that X 6⊥G S|W and that there exists a valid ad-
justment set relative to (X,Y) in G. We will show that this implies the existence of a
proper non-causal path from X to Y that is open given W and hence W is not a valid
adjustment set.
Let p be a proper path from X ∈ X to S ∈ S that is open given W. Since S ∈ S ⊆ O,
there exists a directed path p′ from S to some Y ∈ Y that consists of S and nodes in
cn(X,Y,G). As W ∩ cn(X,Y,G) = ∅, p′ must be open given W.
Let I be the the node closest to X on p that is also on p′ and consider the path
q = p(X, I)⊕ p′(I, Y ). Since I is on p′ and (S ∪ cn(X,Y,G)) ∩X = ∅, I 6= X. Suppose
now that I = Y . Then q is a subpath of p and since p is open given W, q is a path
from X to Y that is open given W. Suppose, now that I 6= Y . As both p(X, I) and
p′(I, Y ) are open given W and since p′(X, I) is directed towards Y , I is a non-collider
on q. With the fact that I is on p′ and p′ contains no node in W we can thus conclude
that q is a path from X to Y that is open given W.
We now show that q is proper. By the assumption that there is an adjustment set
relative to (X,Y) in G and Corollary A.5 it follows that X ∩ de(cn(X,Y,G),G) = ∅.
Hence, p′ does not contain a node in X and as p is proper, it follows that q is a proper
path from X to Y.
It is left to show that q is a non-causal path. For contradiction, suppose that q is a
causal path. Then p must be of the form X → · · · → I · · ·S. Since S ∈ O ⊆ an(Y,G) \
forb(X,Y,G) it follows that S /∈ de(X,G) and hence, S 6= I. Thus, a descendant
of I must be a collider on p. Since S 6= I and all nodes expect for S on q are in
cn(X,Y,G), it follows that I ∈ cn(X,Y,G). Thus, there exists a collider on p that is in
de(cn(X,Y,G),G). Since W ∩ de(cn(X,Y,G),G) = ∅, this contradicts our assumption
that p open given W.
E.2 Extension of Theorem 3.10 to maximal PDAGs
Theorem 3.10
Proposition E.1.
Lemma E.7
Lemma E.6
Lemma E.8
Figure 11: Proof structure of Theorem 3.10 for CPDAGs and maximal PDAGs.
Proof of Theorem 3.10 for maximal PDAGs. We first prove Statement (1). Let D be a
DAG in [G]. By Lemma E.6, Y ⊆ possde(X,G) also implies that Y ⊆ de(X,G). Hence,
for any DAG D in [G], Y ⊆ de(X,D). By Lemma E.7, O(X,Y,D) = O(X,Y,G) and
thus O(X,Y,G) satisfies the generalized adjustment criterion relative to (X,Y) in D by
Statement (a) in Theorem E.1. Since this holds for every DAG in [G], O(X,Y,G) is a
valid adjustment set relative to (X,Y) in G.
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Statement (2) follows from the proof of Statement (1), and Statement (b) in Theo-
rem E.1, while Statement (3) follows from the proof of Statement (1) and Statement (c)
in Theorem E.1. 
Lemma E.6. Let X and Y be disjoint node sets in a maximal PDAG G, such that G is
amenable relative to (X,Y). Then for every node W ∈ possde(posscn(X,Y,G),G) there
is a path pW = (X = V1, V2, . . . , Vk = W ), k > 1 from X to W , such that
(1) pW is proper, and
(2) pW = X → V1 → · · · →W .
Note that if Y ⊆ possde(X,G), this implies that Y ⊆ de(X,G) and Y ⊆ cn(X,Y,G).
Proof of Lemma E.6. We prove the lemma separately for:
(a) W ∈ posscn(X,Y,G), and
(b) W ∈ possde(posscn(X,Y,G),G), W /∈ posscn(X,Y,G).
(a) Since W ∈ posscn(X,Y,G), W lies on a proper possibly causal path p from
X ∈ X to Y ∈ Y. Let p(X,W ) be a subsequence of p(X,W ) as defined in Lemma E.9.
Then p(X,W ) satisfies (1). Since p(X,W ) ⊕ p(W,Y ) is a possibly causal path from X
to Y that contains no non-endpoint node in X in G, and since G is amenable relative
to (X,Y), p(X,W ) starts with a directed edge out of X. Then since p(X,W ) is an
unshielded possibly causal path from X to W that starts with a directed edge out of X,
p(X,W ) must be a causal path from X to W .
(b) Suppose W ∈ possde(posscn(X,Y,G),G) and W /∈ posscn(X,Y,G). Let V be
a node in posscn(X,Y,G) such that W ∈ possde(V,G). Since V ∈ posscn(X,Y,G), by
(a) there is a causal path p from some X ∈ X to V in G that is proper. Then p is of
the form X → D1 → · · · → V with possibly V = D1. Since W ∈ possde(V,G), we can
choose an unshielded possibly causal path p′ from V to W in G (Lemma E.9).
We now concatenate p and p′. Hence, let I be the node closest to X on p such that
I is also on p′. Then possibly I = D1. Additionally, I 6= X, since otherwise X → D1
and p(D1, V )⊕ p′(V,X) is a possibly causal path from D1 to X in G, which contradicts
the definition of possibly causal paths in G. Hence, q = p(X, I)⊕ p′(I,W ) is a possibly
causal path from X to W that starts with X → D1 in G.
Let q = (X,V1, . . . Vk = W ), k ≥ 1 be the subsequence of q that forms an unshielded
path (Lemma E.9). We next show that q satisfies (2). The edge between X and V1 is
X−V1, or X → V1. Since V1 is also on p, p(X,V1) is of the form X → D1 · · ·V1 (possibly
V1 = D1). Hence, X−V1 cannot be in G, as otherwise the existence of the edge X → D1
and q(D1, V1) ⊕ (V1, X) being a possibly causal path from V1 to X in G contradict the
definition of possibly causal paths. Hence, q is a possible causal path from X to W ,
beginning with a directed edge out of X and is hence causal.
Finally, q is either a proper causal path from X to W , in which case it satisfies (1),
or there is a node X ′ ∈ X on q such that q(X ′,W ) is.

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Lemma E.7. Let X and Y be disjoint node sets in a maximal PDAG G, such that G
is amenable relative to (X,Y), Y ⊆ possde(X,G) and let D be a DAG in [G]. Then
O(X,Y,D) = O(X,Y,G).
Proof of Lemma E.7. By definition, cn(X,Y,G) ⊆ cn(X,Y,D). Furthermore, it holds
that pa(cn(X,Y,G),G) ⊆ pa(cn(X,Y,D),D) and by Lemma E.8, it also holds that
forb(X,Y,G) = forb(X,Y,D). Since O(X,Y,G) = pa(cn(X,Y,G),G) \ forb(X,Y,G)
and O(X,Y,D) = pa(cn(X,Y,D),D) \ forb(X,Y,D), it thus follows that O(X,Y,G)
⊆ O(X,Y,D).
We therefore only need to show O(X,Y,D) ⊆ O(X,Y,G). Let A ∈ O(X,Y,D).
Since A ∈ O(X,Y,D), A /∈ forb(X,Y,D) and by Lemma E.8, A /∈ forb(X,Y,G). Thus,
it is enough to show that A ∈ pa(cn(X,Y,G),G).
Since A ∈ pa(cn(X,Y,D),D), let B be the set of all nodes B, such that B ∈
posscn(X,Y,G) and either A → B or A − B is in G. If A − B is in G for any B ∈ B,
then since A ∈ possde(B,G), A ∈ forb(X,Y,G), which is a contradiction. Hence,
there exists a path A → B for every B ∈ B and A ∈ pa(posscn(X,Y,G),G). Since
B ⊆ posscn(X,Y,G), for every node B ∈ B, there is a possibly causal path from B to
Y that does not contain a node in X. Choose the B′ ∈ B that has a shortest such
path among all nodes in B. We will show that A ∈ pa(cn(X,Y,G),G) by showing that
B′ ∈ cn(X,Y,G).
If B′ ∈ Y, it also holds that B′ ∈ cn(X,Y,G), by Lemma E.6 and hence we can
assume B′ /∈ Y. Since B′ ∈ posscn(X,Y,G) there exists a possibly causal path from B′
to Y. Let q be a shortest possibly causal path from B′ to Y that does not contain a node
in X in G. Then q = (B′ = V1, V2, . . . , Vk = Y ), k > 1, Y ∈ Y, with possibly V2 = Y and
q is an unshielded path. Further, Vi ∈ forb(X,Y,G), for every i ∈ {1, . . . , k}. We will
first show that q is a causal path from B′ to Y . If q starts with the edge B′ → V1, then
q is causal from B′ to Y in G (Lemma E.10). Otherwise, suppose q starts with B′ − V1.
Then A → B′ − V1 is in G, so A − V1 or A → V1 is also G (by definition of maximal
PDAGs in Meek (1995), see Section 2). However, A− V1 implies A ∈ forb(X,Y,G) and
A→ V1, contradicts the choice of B′. Since B′ ∈ posscn(X,Y,G), we can pick a proper
causal path pB′ from X to B
′ in G (Lemma E.6). Then, pB′ ⊕ q is a proper causal path
from X to Y in G and hence, B′ ∈ cn(X,Y,G).

Lemma E.8. Let X and Y be disjoint node sets in a maximal PDAG G, such that
G is amenable relative to (X,Y) and let D be a DAG in [G]. Then forb(X,Y,G) =
forb(X,Y,D).
Proof of Lemma E.8. As by definition forb(X,Y,G) = possde(posscn(X,Y,G),G) ∪ X
and forb(X,Y,D) = de(cn(X,Y,D),D) ∪X, it suffices to show that
possde(posscn(X,Y,G),G) ⊆ de(cn(X,Y,D),D).
It is enough to show that if A ∈ possde(posscn(X,Y,G),G) \ de(cn(X,Y,G),G), then A
∈ de(cn(X,Y,D),D). We divide the proof in two parts:
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(a) posscn(X,Y,G) ⊆ de(cn(X,Y,D),D), and
(b) possde(posscn(X,Y,G),G) ⊆ de(cn(X,Y,D),D).
(a) Let A ∈ posscn(X,Y,G) \ cn(X,Y,G). We show that A ∈ de(cn(X,Y,D),D).
Since A is a possibly causal node relative to (X,Y) in G, there exists a proper causal
path p from X to A by Lemma E.6. Additionally, let q be a shortest possibly causal
path from A to Y that does not contain a node in X in G. Then q is an unshielded
possibly causal path from A to Y ∈ Y and since A /∈ cn(X,Y,G), q is of the form
A − V1 . . . Vk, Vk = Y . Then Y ∈ possde(posscn(X,Y,G)) and hence, by Lemma E.6,
Y ∈ cn(X,Y,G).
Since q is an unshielded possibly causal path from A to Y in G, the corresponding path
to q in D is of the form A → · · · → Y , or A ← · · · ← Y , or A ← · · · ← Vj → · · · → Y ,
for some 1 < j < k.
If q corresponds to A → · · · → Y in D, we can concatenate r and q in D, so that
A ∈ de(cn(X,Y,D),D). If q corresponds to A← · · · ← Y in D, then A ∈ de(Y,D). By
Lemma E.6 and the fact that Y ∈ cn(X,Y,G) it follows that A ∈ de(cn(X,Y,D),D) in
this case.
Lastly, suppose q corresponds to A ← · · · ← Vj → · · · → Y in D. We will
show that Vj ∈ de(cn(X,Y,D),D), since then from A ∈ de(Vj ,D), it follows that
A ∈ de(cn(X,Y,D),D). Since Vj ∈ possde(A,G), Vj ∈ forb(X,Y,G) and since Vj is on
q, Vj 6= X. Hence, Vj ∈ forb(X,Y,G) \X. Let pVj be a proper causal path from X to
Vj in G (Lemma E.6) and let p∗Vj and q∗ be the paths corresponding to pVj and q in D.
Then we can concatenate p∗Vj and q
∗(Vj , Y ) so that Vj ∈ de(cn(X,Y,D),D).
(b) From (a), posscn(X,Y,G) ⊆ de(cn(X,Y,D),D). Thus, by property of descen-
dant sets, de(posscn(X,Y,G),D) ⊆ de(cn(X,Y,D),D). Additionally, since
de(posscn(X,Y,G),G) ⊆ de(posscn(X,Y,G),D),
it follows that de(posscn(X,Y,G),G) ⊆ de(cn(X,Y,D),D).
To finish the proof we only need to show
possde(posscn(X,Y,G),G) ⊆ de(posscn(X,Y,G),G).
Hence, let A ∈ possde(posscn(X,Y,G),G). Let B be a node in posscn(X,Y,G) such
that A ∈ possde(B,G). If A ∈ de(B,G), then A ∈ de(posscn(X,Y,G),G). Otherwise, let
r = (B = V1, . . . , Vk = A), k > 1 be a shortest possibly causal path from B to A. Then r
is an unshielded path of the formB−· · ·−D1 → · · · → A, with possiblyD1 = A. It is only
left to show that D1 ∈ de(posscn(X,Y,G),G), since then A ∈ de(posscn(X,Y,G),G).
Since D1 ∈ possde(posscn(X,Y,G),G) and by definition
possde(posscn(X,Y,G),G) = forb(X,Y,G) \X,
let pD1 be a proper causal path from X to D1. Then in order for D1 to be in the set
de(posscn(X,Y,G),G), we only need to show that there is a possibly causal path from
D1 to Y that does not contain a node in X.
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Hence, let −r = (A, . . . ,D1, . . . , B). Since r is a possibly causal unshielded path
from B to A, r and −r are paths of definite status. Then since −r(D1, B) is of the
form D1 − · · · − B, −r(D1, B) is a possibly causal path from D1 to B. Since B ∈
posscn(X,Y,G), let s be a possibly causal path from B to Y ∈ Y that does not contain
a node in X. Let D be the node on −r(D1, B) closest to D1 that is also on s. Then
q = −r(D1, D)⊕ s(D,Y ) is a possibly causal path from D1 to Y in G.
Lastly, since s does not contain a node in X any node in X on q would need to be on
D1 − · · · −D. However, this would contradict the amenability of G relative to (X,Y).
Hence, q does not contain a node in X.

Lemma E.9. (Cf. Lemma B.1 in Zhang, 2008b and Lemma 3.6 in Perkovic´ et al., 2017)
Let X and Y be two nodes in a maximal PDAG G. If p is a directed causal path from
X to Y in G, then a subsequence p of p forms an unshielded directed causal path from
X to Y in G.
Lemma E.10. (Lemma 7.2 Maathuis and Colombo, 2015 and Lemma B.1 Perkovic´
et al., 2017) Let p = (V1, . . . , Vk) be a possibly causal definite status path in a maximal
PDAG G. If there is a node Vi, i ∈ {1, . . . , k − 1} such that Vi → Vi+1, then p(Vi, Vk) is
a causal path in G.
F Supplement: Simulation study
F.1 Setup
Technical details: For our simulation we used R (3.5.2) and the R-package pcalg
(2.6-0) by Kalisch et al. (2012).
Graph: We uniformly drew the number of nodes in the DAG from {10, 20, 50, 100}, the
expected neighborhood size from {2, 3, 4, 5} and the graph type to be either Erdo¨s-Re´nyi
or power law. We used the function randDAG from the R-package pcalg to generate 10’000
such graphs.
Causal linear model: To each graph G we associated a causal linear model in the
following manner. We drew the model’s error distribution be either normal, logistic,
uniform or a t-distribution with 5 degrees of freedom, with probabilities 12 ,
1
6 ,
1
6 and
1
6 .
For each node, we then drew error parameters ensuring that the mean was 0 and the
variance between 0.5 and 1.5. Specifically, for the normal distribution, the variance
parameter was drawn uniformly from [0.5, 1.5] and the mean set to 0. For the logistic
distribution, the scale parameter was drawn uniformly from [0.4, 0.7] and the location
parameter was set to 0. For the uniform distribution, the sampling interval was of the
form [−a, a], with a drawn uniformly from [1.2, 2.1]. Finally, the t-distribution was
first normalized and then multiplied with the square root of a parameter v uniformly
drawn from [0.5, 1.5]. Finally, we drew coefficients for each edge in G from a uniform
distribution on [−2,−0.1] ∪ [0.1, 2].
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The pair (X, Y ): For each DAG D, we drew one pair (X, Y ) in the following manner.
We first drew |X| from {1, 2, 3}, with probabilities 12 , 14 and 14 . We then uniformly drew
node sets X of the specified size, until
⋂
Xi∈X de(Xi,D) 6= ∅ and then drew Y uniformly
from
⋂
Xi∈X de(Xi,D). We then verified whether X∩de(cn(X, Y,D),D) = ∅ and whether
the true CPDAG was amenable with respect to (X, Y ). This was done to ensure that
valid adjustment sets exist in both the true DAG and CPDAG. If either was not the
case, we discarded (X, Y ) and repeated the procedure. If no (X, Y ) was found, we drew
a new DAG with the same parameters as the original.
Total effect estimation: For each DAG D we uniformly drew a sample size n ∈
{125, 500, 2000, 10000}. We then sampled 100 data sets of size n from the causal linear
model corresponding to D. For each data set we computed a graph estimate Ĝ. When
the error distribution was normal, a CPDAG was estimated with the Greedy Equivalence
Search (GES) algorithm by Chickering (2002). This was done with the ges function from
the R-package pcalg without tuning any of the parameters. When the error distribution
was not-normal, we estimated a DAG with the Linear Non-Gaussian Acyclic Models
(LiNGAM) algorithm by Shimizu et al. (2006). This was done with the lingam function
from the R-package pcalg.
We then proceeded to estimate the total effect of X on Y via covariate adjustment.
We considered the graphical adjustment sets Adjust(X, Y,G), pa(X,G) \ forb(X, Y,G)
and O(X, Y,G), computing them both from the true DAG D and the graph estimate
Ĝ. Further, we considered the non-graphical empty set. The sets Adjust(X, Y,G) and
O(X, Y,G) are guaranteed to be valid adjustment sets and the set pa(X,G)\forb(X, Y,G)
is guaranteed to be a valid adjustment set for the case |X = 1|, but not if |X| > 1. The
empty set is generally not a valid adjustment set. We then estimated the total effect in
the following manner:
1. When the considered adjustment set Z was computed from D,
τˆzyx = βˆyx.z.
2. When the considered adjustment set Z was computed from Ĝ,
τˆzyx =

βˆyx.z,
if Ĝ amenable, X ∩ de(cn(X, Y, Ĝ), Ĝ) = ∅ and
Y ∈ possde(X, Ĝ), (20)
0, if Y /∈ possde(X, Ĝ), (21)
NA, else. (22)
For comparability, we also treated the non-graphical empty set as if it were graphical,
coming from both D and Ĝ. Accordingly, we estimated total effects with both procedure
1 and 2. In total, we thus obtained 8 total effect estimates.
The difference between procedure 1 and 2 arises from the fact that (X, Y ) was sam-
pled in a manner ensuring that the two cases (21) and (22) do not occur for the true
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DAG and the corresponding true CPDAG. The decision to return 0 in (21) is based
on the fact that the total effect on a non-descendant is 0. Since it affects all estimates
with respect to Ĝ equally, it has the effect of making their average output more similar.
We decided to return “NA” in (22), effectively discarding it, as in this case no valid
adjustment set exists. When this occurs, we recommend the use of alternative total
effect estimators such as the IDA algorithm by Maathuis et al. (2009) and the jointIDA
algorithm by Nandy et al. (2017).
Mean squared error computation: For each graph G, associated causal linear model
and each of the corresponding 100 data sets, we computed 8 different estimates of τyx
as explained above. We computed the empirical mean squared error of each estimator
over these 100 estimates, where we look at each (τˆyx)i for Xi ∈ X separately. Here, the
true total effect of X on Y was computed from the path coefficients of the causal linear
model.
F.2 Additional results
To understand how different settings impact the performance of each considered ad-
justment set, Figure 12 shows boxplots of the MSE ratios as a function of sample size,
expected neighborhood size, graph size, size of X, error distribution and graph type.
This plot reveals some interesting patterns.
When the true DAG was used, the ratios are generally stable across varying settings,
with one major exception. The more complex the graph, i.e., the larger the graph and
expected neighborhood size, the smaller the MSE ratios. This is probably due to the
fact that all three alternative adjustment sets are less likely to be similar to O(X, Y,D)
for larger or denser DAGs. Since O(X, Y,D) is guaranteed to be unbiased and to provide
the smallest asymptotic variance, this leads to smaller ratios.
When the graph was estimated some of these effects disappear, since graph estimation
is more challenging for larger and denser graphs, especially when the sample size is small.
This indicates that O(X, Y, Ĝ) is more affected by graph estimation errors than the
alternative adjustment sets. Even with these difficulties there are few especially large
ratios, while, except for the comparison with Adjust(X, Y, Ĝ), there is a respectable
number of ratios smaller than 0.5 in all settings.
The only set competitive with the optimal set is Adjust(X, Y,G). However, the set
Adjust(X, Y,G) is also by construction a superset of the optimal set. This is reflected in
the average sizes plotted in Figure 13. The average size of Adjust(X, Y,G) is nearly twice
the size of O(X, Y,G). Similarly, O(X, Y,G) is on average larger than both pa(X,G) \
forb(X,Y,G) and of course also the empty set. However, while there is a gain in moving
from the empty set to pa(X,G)\ forb(X,Y,G) and from there to O(X, Y,G), there is no
corresponding gain in any setting from the increased size of Adjust(X, Y,G) compared
to O(X, Y,G).
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Figure 12: Boxplots of the ratios of the mean squared errors provided by O(X, Y,G)
and the three alternative adjustment sets ∅,pa(X,G)\forb(X, Y,G) and Adjust(X, Y,G),
denoted respectively by “em”, “pa” and “adj”, as a function of sample size, expected
neighborhood size, graph size, size of X, error distribution and graph type. The cases
where the true causal DAG was used are given on the left and the ones where the causal
graph was estimated on the right.
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Figure 13: The average size of pa(X,G) \ forb(X, Y,G),O(X, Y,G) and Adjust(X, Y,G),
denoted “pa”,“O” and “adj” respectively, in the true causal DAG and the estimated
graphs as a function of sample size, expected neighborhood size, graph size, size of X,
error distribution and graph type.
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Figure 14: The average percentage of estimated causal graphs Ĝ that did not have a
valid adjustment set relative to (X, Y ), denoted “no VAS” or where Y /∈ possde(X, Ĝ),
denoted “Y not desc.”, as a function of sample size, expected neighborhood size, graph
size, size of X, error distribution and graph type.
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F.3 Issues related to graph estimation
In the course of the mean squared error simulations we had to estimate graphs. As
explained in the setup, there are two issues that may arise. Firstly, there may not be a
valid adjustment set relative to (X, Y ) in the estimated causal graph Ĝ, in which case
we return “NA” for all adjustment sets. Secondly, it can happen that Y /∈ possde(X, Ĝ),
in which case we return 0 for all adjustment sets.
Figure 14 shows the average percentage of estimated graphs affected by either of the
two issues. We see that they occur mostly for i) low sample sizes, ii) normal errors, as
we can only estimate a CPDAG in this case and iii) in the case |X| > 1, as only in this
case X ∩ forb(X,Y,G) 6= ∅ may occur (see Corollary A.5).
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