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We extend De Finetti’s coherence criterion to the inﬁnite-valued propositional logic of Łukas-
iewicz. Given a ﬁnite set of formulas wi and corresponding real numbers bi 2 [0,1], we prove that
the bi’s arise from a ﬁnitely additive measure on formulas if, and only if, there is no possible choice
of ‘‘stakes’’ ri 2 R such that, for every valuation V the quantity
Pn
i¼1riðbi  V ðwiÞÞ is <0. This solves
a problem of Jeﬀ Paris, and generalizes previous work on Dutch Books in ﬁnite-valued logics, by B.
Gerla and others. We also extend our result to inﬁnitely many formulas, and to the case when the
formulas wi are logically related. In a ﬁnal section we deal with the problem of deciding if a book
is Dutch.
 2006 Elsevier Inc. All rights reserved.
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Two players Ada (the bookmaker) and Blaise (the bettor) wager money on whether the
events described by formulas w1, . . . ,wn will or will not take place. Ada sets a ‘‘betting
odd’’ bi 2 [0,1] for each ‘‘event’’ wi. Then Blaise chooses a ‘‘stake’’ ri 2 R. Assuming
for the moment, riP 0, Blaise pays Ada ribi, and will receive riV(wi) from her in the0888-613X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
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the full stake ri if V evaluates wi to 1, and otherwise Blaise will receive nothing.
Since the syntax of formulas is essentially the same for all propositional logics, what
makes the diﬀerence here is the deﬁnition of ‘‘possible world’’ V. Thus in particular, in
boolean logic V can be thought of as a {0,1}-valued function deﬁned on the set of vari-
ables occurring in the wi. One now extends V to an assignment of truth-values to all
formulas wi, proceeding by induction on the number of connectives in wi : V(NOT w) =
1  V(w), V(w AND /) = min(V(w),V(/)), and V(w OR /) = max(V(w),V(/)).
While real bookmakers never accept ‘‘reverse bets’’, Ada is willing to do so: in other
words, she also accepts negative stakes ri, to the eﬀect that she must pay Blaise jrijbi, to
receive from him jrijV (wi) in the possible world V. No matter the signs of the stakes ri,
the total balance of Ada’s ‘‘book’’ {hwi,biiji = 1, . . . ,n} is given by the formula
Xn
i¼1
riðbi  V ðwiÞÞ; ð1Þ
where money transfers are oriented so that ‘‘positive’’ means ‘‘Blaise-to-Ada’’. As a matter
of practical necessity, Ada should arrange her book in such a way that Blaise cannot
choose stakes r1, . . . ,rn ensuring him to win money in any possible world V. The require-
ment that for no r1; . . . ; rn 2 R one can have 0 >
Pn
i¼1riðbi  V ðwiÞÞ for every V, is known
as De Finetti’s (no-Dutch-Book) coherence criterion [2, pp. 311–312; 3, Chapter 1; 4, pp.
85–90]. As shown by De Finetti, this criterion is necessary and suﬃcient for the existence
of a ﬁnitely additive measure s on the boolean algebra of formulas, such that s(wi) = bi for
all i.
Since De Finetti conceived of the no-Dutch-Book criterion as a tool for dealing with
probability without making any assumption on the logic-algebraic structure of events, it
is quite natural to investigate Dutch Books in other logics. This is done in [6] and, more
generally, by Paris in [13]. In his paper, Paris explicitly asks for a generalization of the no-
Dutch-Book theorem to Łukasiewicz inﬁnite-valued propositional calculus. A solution
will be given in this paper. The problem is quite interesting, because (i) inﬁnite-valued
events, and their possible worlds, can be deﬁned no less precisely in Łukasiewicz logic than
yes-no events are deﬁnable in two-valued logic, and (ii) we do bet and reason on such
events very often.
Thus for instance,1 the ‘‘possible worlds’’ for the event w ‘‘John will marry soon’’ are
(indexed by) all instants V between ‘‘today’’ and ‘‘four years from now’’. In the possible
world V1 = ‘‘today’’ the truth-value V1(w) is 1, in the possible world V2 = ‘‘four years
from now’’ V2(w) = 0, and in all intermediate possible worlds the truth-value is given
by, say, linear interpolation. The precise deﬁnition of how V assigns a truth-value to w
is tacitly assumed in Ada’s book. If Ada’s belief of w is b = 1/3 and Blaise’s stake is
120 then Blaise pays now 40, to receive 120 · V(w) once V(w) is known. As in the classical
case, the stake is returned proportionally to the truth-value V(w); when Blaise bets on
several items in Ada’s book, the total balance is still given by (1).1 A precise, aseptic deﬁnition of formulas describing inﬁnite-valued events, and their possible worlds, shall be
given in the next section.
D. Mundici / Internat. J. Approx. Reason. 43 (2006) 223–240 225The proof of the classical De Finetti no-Dutch-Book theorem makes essential use of the
atomic elements in the ﬁnite boolean algebra generated by the formulas. In inﬁnite-valued
logic, already for formulas in one variable, atoms are not available, and must be replaced
by basic elements, known as Schauder hats, in suitable MV-algebras of piecewise linear
functions. A substantial part of Section 3 shall be devoted to give the reader all necessary
background material.2. Statement of the main theorem
2.1. Syntax
Formulas in the Łukasiewicz inﬁnite-valued calculus [17; 1, Chapter 4] are obtained
from the variables and the connectives by applying the same rules as in classical boolean
logic. Negation, disjunction and conjunction are preferably denoted by ,  and . Fol-
lowing standard practice in boolean logic, the implication /! w is thought of as an
abbreviation of /  w. The set of formulas in the variables X1, . . . ,Xk is denoted
Form(X1, . . . ,Xk).
2.2. Semantics
A valuation is a function V : Form(X1, . . . ,Xk)! [0,1] such that V(/) = 1  V(/),
V(/  w) = min(1,V(/) + V(w)) and V(/  w) = max(0,V(/) + V(w)  1). Two formulas
/, w 2 Form(X1, . . . ,Xk) are equivalent if V(/) = V(w) for all valuations V. The equiva-
lence class of / is denoted f/. The set of equivalence classes of formulas over k variables,
equipped with the operations f/ = f/, f/  fw = f/w and f/  fw = f/w, forms an
MV-algebra denoted Lk.
The following result solves Paris’ problem:
Theorem 2.1. Let w1, . . . ,wn 2 Form(X1, . . . ,Xk) and b1, . . . ,bn 2 [0,1]. Then the following
are equivalent:
(i) The set {hwi,biij i = 1, . . . , n} satisfies the condition
for no r1; . . . ; rn 2 R; 0 >
Xn
i¼1
riðbi  V ðwiÞÞ for every valuation V : ð2Þ
(ii) bi ¼ sðfwiÞ for some state s ofLk i.e., a map s :Lk ! ½0; 1 satisfying the conditions of
normality: s(1) = 1, and additivity: s(f  g) = s(f) + s(g) whenever f  g = 0.
The proof will be given in Sections 3 and 4. Strengthening Theorem 2.1, in Section 5 we
will prove that the state s in (ii) can be further assumed to be a convex combination of at
most n + 1 extremal states—those states that cannot be written as a non-trivial convex
combination of two states. We will also deal with inﬁnite sets of formulas, and (in Section
6) with the case when the formulas wi are subject to logical constraints, such as ‘‘w1 implies
w2’’, or ‘‘w1 is incompatible with w2’’. In Section 7 we will prove that, when the bi are
rational numbers and the wi are subject to a ﬁnite number of logical constraints, there
is an algorithm to decide whether or not Ada’s book is Dutch.
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3.1. McNaughton functions, real homomorphisms
We refer to [1] for background on MV-algebras and Łukasiewicz logic. Because every
valuation is uniquely determined by its restriction to the variables, the map
V 7! xV ¼ ðV ðX 1Þ; . . . ; V ðX kÞÞ ð3Þ
is a one–one correspondence between valuations over Form(X1, . . . ,Xk) and points in the
k-cube [0,1]k. For arbitrary x 2 [0,1]k we denote by Vx the valuation corresponding to x.
For any formula w 2 Form(X1, . . . ,Xk), upon writing
fwðxÞ ¼ V xðwÞ for all x 2 ½0; 1k; ð4Þ
we will henceforth visualize the equivalence class of w as a [0,1]-valued function over the k-
cube. There is no danger of confusion in letting fw denote this function. Thus in particular,
the equivalence class of the variable Xi is (identiﬁed with) the ith coordinate function pi. By
induction on the number of connectives in w, fw is promptly seen to be a k-variable
McNaughton function, i.e., a continuous piecewise linear [0,1]-valued function over
[0,1]k, each piece having integer coeﬃcients. By McNaughton theorem [1, 9.1], all such
functions arise in this way from formulas, whence the MV-algebra Lk is the set of k-var-
iable McNaughton functions, equipped with the natural pointwise operations x = 1  x,
x  y = min(1,x + y) and x  y = max(0,x + y  1) of the standard MV-algebra [0,1].
Lemma 3.1
(i) For every valuation V: Form(X1, . . . ,Xk)! [0,1], writing
gV ðfwÞ ¼ V ðwÞ; ð5Þ
we get a real homomorphism gV of Lk, i.e., a homomorphism of Lk into [0,1]. Con-
versely, for any real homomorphism g of Lk, the stipulation
V gðwÞ ¼ gðfwÞ ð6Þ
defines a valuation Vg over LkðX 1; . . . ;X kÞ. The map V# gV is a one–one correspon-
dence between the set of valuations and the set of real homomorphisms of
LkðX 1; . . . ;XkÞ. The inverse map is given by g# Vg.
(ii) The following stipulations yield a one–one correspondence between the set of real homo-
morphisms g of Lk, and the k-cube:
xg ¼ ðgðp1Þ; . . . ; gðpnÞÞ; gx ¼ evaluation at x ðof the functions of LkÞ: ð7ÞProof. (i) and (ii) are immediate consequences of the deﬁnitions. See [1, 4.5.6] for
details. h3.2. Unimodular triangulations of the k-cube, Schauder hats
We refer to [5,15] and [1, 3.2, 9.1, 9.2] for the elementary tools of polyhedral topology
used here. All polyhedra considered in this paper will be embedded into some euclidean
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its polyhedra have rational vertices. Let S  [0, 1]k be a subset of the k-cube that coincides
with the point-set union of ﬁnitely many simplexes (with rational vertices). Suppose S is
triangulated by a rational simplicial complex R: in other words, any two simplexes of R
intersect in a common face, and the point-set union of the simplexes in R is S. For short,
we say that R is a triangulation of S. S is called the support of R, and is denoted jRj. Let
T 2 R be a k-simplex with vertices z0, . . . ,zk. Then for each j = 0, . . . ,k we can write
zj ¼ ðrj1=sj1; . . . ; rjk=sjkÞ, for uniquely determined integers rji ; sji P 0 such that sji 6¼ 0, and
rji , s
j
i are relatively prime. The least common multiple of the set fsj1; . . . ; sjkg is called
the denominator of zj, written den(zj). Passing to homogeneous coordinates, for each
j = 0, . . . ,k we obtain an integer vector
~zj ¼ denðzjÞ
sj1
rj1; . . . ;
denðzjÞ
sjk
rjk; denðzjÞ
 !
2 Zkþ1: ð8Þ
This is said to be the homogeneous correspondent of zj. We say T is unimodular if
f~z0; . . . ;~zkg is a basis of the free abelian group Zkþ1. As a generalization, when T is not
k-dimensional, we say that T is unimodular if it is a face of some unimodular k-simplex.
A triangulation is unimodular if each one of its simplexes is.
Let R be a unimodular triangulation with support jRj  [0, 1]k, and let z be one of its ver-
tices. Then the Schauder hat at z (over R) is the uniquely determined continuous piecewise
linear function hz : jRj ! [0, 1] which attains the value 1/den(z) at z, vanishes at all remain-
ing vertices of R, and is linear (in the aﬃne sense) on each simplex of R. Unimodularity
guarantees that all linear pieces of hz have integral coeﬃcients. The Schauder basis HR over
R is the set of hats {hzjz is a vertex of R}. The normalized Schauder hat h^z at z is deﬁned by
h^z ¼ denðzÞ  hz: ð9Þ
The normalized Schauder basis bH R over R is the set of hats fh^zjz is a vertex of Rg. Gener-
alizing the deﬁnition of McNaughton function, a continuous piecewise linear function
f : jRj ! [0,1] such that each linear piece of f has integral coeﬃcients is said to be a
McNaughton function over jRj. The set of all such functions, with the pointwise operations
of [0,1], is an MV-algebra, denoted MðjRjÞ. Thus in particular, Lk ¼Mð½0; 1kÞ.
Lemma 3.2. Let x be a rational point in jRj. Then for every McNaughton function
f 2MðjRjÞ we have f(x) = q/den(x) for some integer 0 6 q 6 den(x).Proof. An immediate consequence of the fact that the pieces of f have integer
coefﬁcients. hLemma 3.3. Let D be a unimodular triangulation of the k-cube, and h 2 HD. Then both h and
h^ belong to Lk.Proof. See [1, Proposition 9.1.4]. h
We refer to [1, Sections 2 and 7] or to [10, Section 3] for the categorical equivalence C
between MV-algebras and lattice-ordered abelian groups with strong unit, for short unital
‘-groups. Here we only recall that for any unital ‘-group (G,u), the MV-algebra
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min(u, a + b), x  y = max(0,x + y  u) and x = u  x. Further, for any ‘-homomor-
phism  : (G,u)! (G 0,u 0), C() is the restriction of  to A.
Lemma 3.4. Let R be a unimodular triangulation and jRj  [0,1]k its support. Let z1, . . . ,zu
be the vertices of (all simplexes of) R. Let G be the abelian ‘-group corresponding toMðjRjÞ
via the C functor, where the strong unit of G is the constant function 1 over jRj. We then have:
(i) G is the ‘-abelian group of continuous piecewise linear real-valued functions g over jRj,
where each piece of g has integer coefficients. The operations of G are the pointwise
operations of the additive group of real numbers with max and min.
(ii) The sum in G of the normalized hats h^ 2 HR  G is constantly equal to 1.
(iii) The hats of HR are independent in the Z-module G. The same holds for the normalized
hats.
(iv) Every McNaughton function f which is linear over each simplex of R is a linear combi-
nation
Pu
i¼1nihi of the hats hi 2 HR with uniquely determined integer coefficients
0 6 ni 6 den(zi).
(v) For any subset I of {1, . . . ,m}, and any choice of integer coefficients 0 6 ni 6 den(zi) we
have
a
i2I
nihi ¼
X
i2I
nihi;
where sums are taken in G.
(vi) Let I,J  {1, . . . ,m} be such that I [ J = {1, . . . ,m} and I \ J = ;. Let f = i2Inihi and
g = j2Jnjhj. We then have f  g = 0.Proof. (i) By direct inspection, C(G, 1) is the MV-algebraMðjRjÞ. The desired conclusion
follows because (G, 1) is uniquely determined (by the categorical equivalence C) up to uni-
tal ‘-group isomorphisms. (ii) This is directly veriﬁed at each vertex of D. Since over each
simplex of D every hat is linear, the conclusion immediately follows. (iii) It is sufﬁcient to
note that at each vertex x of D all hats except hx vanish. (iv) One ﬁrst veriﬁes this statement
for the restriction of f to the set of vertices of D. Then the desired conclusion immediately
follows from the linearity of f and of every hat. (v) As an application of (ii), taking sums in
G we have
P
i2Inihi 6 1. It follows that this sum coincides with the truncated sum i2Inihi
in A  G. (vi) It is well known that for any p; q 2MðjRjÞ if p + q 6 1 then p  q = p + q
and p  q = 0. This in fact holds for any MV-algebra. Now set f = p and g = q and recall
(ii). h4. Proof of Theorem 2.1
(ii)! (i). Let us write fi instead of fwi . Let l1, . . . , lu be the list of the linear pieces of all
functions fi, i = 1, . . . ,n. Thus each lt is a linear function from the k-cube into [0,1], and the
coeﬃcients of lt are integers. For each permutation p of the set {1, . . . ,u} let
Lp ¼ fx 2 ½0; 1k j lpð1Þ 6 lpð2Þ 6    6 lpðuÞg: ð10Þ
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each lt has integer coeﬃcients, every vertex of Lp has rational coordinates. Every fi is linear
over each Lp. Letting p range over all possible permutations we obtain from the Lp’s a
polyhedral complex P. Generalizing the familiar process of adding a maximal set of diag-
onals in a two-dimensional polygonal complex, we can construct a simplicial complex R
which is a subdivision of P and has no new vertices. In other words, every polyhedron
of P is a union of simplexes of R. See [5, III, Theorem 2.6, p. 75] for details. A routine
argument in the geometry of numbers (see [11], or [1, Theorem 9.1.2]) yields a unimodular
subdivision D of R. By construction, each fi is linear over each simplex of D. Let vert(D)
denote the set of vertices of (all simplexes in) D, say
vertðDÞ ¼ fx1; . . . ; xmg:
For each t = 1, . . . ,m the evaluation map
gt : f 7! f ðxtÞ ð11Þ
yields a homomorphism of Lk into [0,1]. By Lemma 3.1(i) the stipulation
V tðwÞ ¼ gtðfwÞ ð12Þ
yields a valuation V t ¼ V gt . Let s be a state s ofLk, as given by hypothesis. For each nor-
malized hat h^t 2 bH D; ðt ¼ 1; . . . ;mÞ, let the real number kt be deﬁned by
kt ¼ sðh^tÞ: ð13Þ
Then each kt belongs to the real unit interval [0,1]. Since s satisﬁes the normality and addi-
tivity conditions, in the light of Lemma 3.4(v) we haveX
t
kt ¼
X
t
sðh^tÞ ¼ s a
t
h^t
 
¼ 1: ð14Þ
For any vertex xt 2 D all hats of bH D vanish at xt, except h^t whose value is 1. Recalling (11)
and Lemma 3.2, for each i = 1, . . . ,n there are rationals qit 2 [0, 1] and integers
0 6 nit 6 den(xt) such that
fiðxtÞ ¼ gtðfiÞ ¼ gtðnithtÞ ¼ gtðqith^rÞ ¼ nit=denðztÞ ¼ qit: ð15Þ
The identity fi ¼ mr¼1qirh^r then holds at any vertex xt of D. Now fi, as well as all normal-
ized hats h^1; . . . ; h^m, are linear over each simplex T of D. Recalling Lemma 3.4(iii)–(iv) for
each i = 1, . . . ,n we have
fi ¼a
m
r¼1
qirh^r; for uniquely determined rationals qir 2 ½0; 1: ð16Þ
From the assumed additivity of s, recalling (13)–(15) and Lemma 3.3 for each i = 1, . . . ,n,
and r = 1, . . . ,m the element qirh^r ¼ nirhr belongs to Lk, and we can writeX
r
ðbi  grðfiÞÞkr ¼ bi
X
r
kr 
X
r
grðfiÞkr ¼ bi 
X
r
qirsðh^rÞ
¼ bi 
X
r
qirsðdenðzrÞhrÞ ¼ bi 
X
r
qirdenðzrÞsðhrÞ
¼ bi 
X
r
nirsðhrÞ ¼ bi 
X
r
sðnirhrÞ ¼ bi 
X
r
sðqirh^rÞ
¼ bi  s a
r
qirh^r
 
¼ bi  sðfiÞ ¼ bi  bi ¼ 0:
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Mit ¼ bi  gtðfiÞ: ð17Þ
We have just proved that
M~k ¼ ð0; . . . ; 0Þ|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
n times
: ð18Þ
It is now easy to show that Condition (2) is satisﬁed. By way of contradiction, suppose
the n-tuple ~r ¼ ðr1; . . . ; rnÞ 2 Rn to be a counterexample to (2). Then by (12) and (17)
the matrix product~rM yields an m-tuple~s of real numbers, with all sj < 0. By (14) the sca-
lar product ~s ~k is non-zero. On the other hand, by (18) we have ð~rMÞ ~k ¼
~r  ðM~kÞ ¼~r  ð0; . . . ; 0Þ ¼ 0, a contradiction.
(i)! (ii). Fix a unimodular triangulation D of [0,1]k as in the foregoing proof, such that
each fi is linear over each simplex of D. Let x1, . . . ,xm be the vertices of D. Let
~r ¼ ðr1; . . . ; rnÞ be any n-tuple of real numbers. As a linear combination of functions
which are linear over each simplex of D, the function f~r : ½0; 1k ! R
x 2 ½0; 1k 7!
Xn
i¼1
riðbi  gxðfiÞÞ ¼ riðbi  fiðxÞÞ
is also linear over each simplex of D. Since f~r is continuous, its maximum value is attained
at some vertex x~r of D. No matter Blaise’s actual choice of~r, the vertices of D provide suf-
ﬁciently many test points to decide if f~r < 0 over the whole k-cube. Our standing no-
Dutch-Book hypothesis can be equivalently rephrased as follows:
for no ~r ¼ ðr1; . . . ; rnÞ; 0 > max
j2f1;...;mg
X
riðbi  fiðxjÞÞ: ð19Þ
Let, as in (17) above, the n · m matrix M be deﬁned by Mit = bi  gt(fi) = bi  fi(xt). By
hypothesis,
for no ~r; 0 > max
j2f1;...;mg
~rM : ð20Þ
As a consequence of Farkas Lemma, [19, 1.4]2 there is a non-zero column vector
~k ¼ ðk1; . . . ; kmÞ such that M~k ¼ 0, all kiP 0. So, without loss of generalityXm
t¼1
Mitkt ¼ 0 for all i ¼ 1; . . . ; n;
Xm
t¼1
kt ¼ 1: ð21Þ
Let us deﬁne the map s :Lk ! ½0; 1 as the convex combination with coeﬃcients~k of the
evaluation functions g1, . . . ,gm at the vertices x1, . . . ,xm of D. In other words, for any
f 2Lk we have
sðf Þ ¼
Xm
t¼1
ktgtðf Þ ¼
Xm
t¼1
ktf ðxtÞ:
Direct inspection using (21) shows that s satisﬁes the normality condition s(1) = 1. To
show that s satisﬁes additivity it is enough to recall that for any x and y in the MV-algebra2 In the next section we will give purely geometrical proof of a stronger result.
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Again using (21), for each i = 1, . . . ,n we obtain0 ¼ bi
X
t
kt 
X
t
gtðfiÞkt ¼ bi  sðfiÞ:
The proof of the theorem is complete.
Remark. The constructions and arguments in the proof above will ﬁnd repeated use in the
later sections. A shorter proof of the (i)! (ii) direction in Theorem 2.1 can be obtained by
a suitable modiﬁcation of Paris’ proofs of [13, Theorem 2 and Corollary 3].5. Strengthening the no-Dutch Book criterion
Recall that a state in an MV-algebra B is a map s : B! [0, 1] such that s(1) = 1 and
s(x  y) = s(x) + s(y) whenever x,y 2 B and x  y = 0. States have an important role in
MV-algebraic probability theory (see [14, Section 4], where they are called normalized
ﬁnitely additive measures). The states of B form a convex non-empty set which inherits
the compact topology of the product space [0,1]B of all [0,1]-valued functions over B.
Lemma 5.1. For any MV-algebra B the set of extremal states of B equipped with the
topology inherited from restriction from the product space [0,1]B is a non-empty compact
Hausdorff space, and is homeomorphic to the space of maximal ideals of B with the spectral
topology. Every state of B belongs to the closure in [0,1]B of the convex hull of the set of
extremal states of B.Proof. See [12, Theorem 2.5]. h
On the other hand we have
Lemma 5.2. Let B be an arbitrary MV-algebra. Then the following stipulations yield a one–
one correspondence between the set of real homomorphisms of g : B! [0,1], and the set of
maximal ideals of B:
gm ¼ quotient map f 7! f =m; mg ¼ kernel of g: ð22ÞProof. From [1, 1.2.10, 3.5.1, 7.2.6]. hCorollary 5.3. For any MV-algebra B, the extremal states of B are exactly the same as the
real homomorphisms of B. The map s# ker s is a homeomorphism of the set of extremal
states of B onto the space of maximal ideals of B.
Theorem 2.1 can be strengthened as follows:
Corollary 5.4. Let w1, . . . ,wn 2 Form(X1, . . . ,Xk) and b1, . . . ,bn 2 [0,1]. Write fi instead of
fwi . Then the following additional conditions are equivalent to conditions (i) and (ii) in
Theorem 2.1:
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of Lk.
(iv) bi = s(fi) for some state s which is a convex combination of at most n + 1 extremal states
of Lk.
(v) For each unimodular triangulation D of the k-cube such that every fi is linear over each
simplex of D, letting V1, . . . ,Vm be the valuations corresponding to the vertices
x1, . . . ,xm of D as in (3), we have
for no r1; . . . ; rn 2 R; 0 >
Xn
i¼1
riðbi  V rðwiÞÞ for all r ¼ 1; . . . ;m:Proof. The non-trivial direction of the equivalence between (v) and (i) follows from the
proof of Theorem 2.1. Trivially (iii) implies (ii). The converse again follows from the proof
of Theorem 2.1, together with Corollary 5.3. Trivially (iv) implies (iii). To conclude the
proof we will show that (i) implies (iv). As is done in the proof of Theorem 2.1, let D
be a unimodular triangulation of the k-cube with vertices x1, . . . ,xm, such that each fwi
is linear over each simplex of D. By hypothesis, the n · m matrix M deﬁned by
Mit ¼ bi  gtðfiÞ ¼ bi  fiðxtÞ; i ¼ 1; . . . ; n; t ¼ 1; . . . ;m; ð23Þ
has the following property: There is no ~r ¼ ðr1; . . . ; rnÞ 2 Rn such that all m terms of ~rM
are <0.
Claim. Let N be a submatrix of M with n rows and a minimal number u of columns, such that
for no ~r ¼ ðr1; . . . ; rnÞ 2 Rn all coordinates of ~rN 2 Ru are < 0: ð24Þ
Then u 6 n + 1.Proof of Claim. Indeed, let c1, . . . ,cu be the column vectors of N. If u = 1 the claim is triv-
ially settled, and c1 must coincide with the zero vector of R
n, whence the proof of (i)! (iv)
is also completed, recalling Lemma 3.1 and Corollary 5.3, and letting s be the extremal
state given by evaluation at the vertex of D corresponding to column c1 in (23). We next
assume uP 2. Let the cone s  Rn be deﬁned by
s ¼ hc2; . . . ; cui ¼ RP0 c2 þ    þ RP0 cu: ð25Þ
The existence of a hyperplane H = p? in Rn such that p  cj < 0 "j = 2, . . . ,u follows from
the assumed minimality of N. Further, each vector c2, . . . ,cu is extremal in s. For, if say
cu were a linear combination of c2, . . . ,cu1 with real coefﬁcients P0 then the submatrix
N 0 of N given by its ﬁrst u  1 columns would still satisfy (24), (with N 0 in place of N)
thus again contradicting the minimality of N. Turning now attention to the hyperplane
H, it is not hard to see that H separates c1 from s, in the sense that p  c1 > 0. Indeed, the
inequality p  c1 < 0 would contradict the assumption that N satisﬁes (24), by just letting
~r ¼ p; similarly, it is impossible that p  c1 = 0, because then a small perturbation of p
would again result in an n-tuple ~r contradicting (24). We have proved that the vector
c1 lies in the intersection of all open halfspaces of Rn containing sn{0}. Therefore,
c1 lies in the intersection of all closed half-spaces containing s. By the fundamental
theorem of polyhedra [19, Theorem 1.1], s coincides with the positive hull of c2, . . . ,cu,
in symbols,
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Let now U be a simplicial subdivision of the cone s with no new vertices as in [5, Theorem
2.6, p. 75]. Thus the point-set union of the simplexes of U coincides with s, and any two
simplexes of U intersect in a common face. For some integer w with
1 6 w 6 n ð27Þ
there are precisely w independent vectors ci1 ; . . . ; ciw among the column vectors c2, . . . ,cu of
N, together with real numbers v1, . . . ,vw such that
c1 ¼ v1ci1 þ    þ vwciw ðv1; . . . ; vw < 0Þ: ð28Þ
The same conclusion can be obtained without resorting to the simplicial subdivision of s,
but using instead Carathe´odory theorem [19, 1.15]. It follows that condition (24) also
holds for the submatrix N00 of N whose columns are c1; ci1 ; . . . ; ciw , whence the assumed
minimality of N is to the effect that N00 = N, and our claim is settled.
We are now left with a submatrix N of M with n rows and w + 1 columns satisfying
(24). To ease the notation let us display the columns of N as follows:
d0 ¼ c1; d1 ¼ cii ; . . . ; dw ¼ ciw ; ð29Þ
where, as in (28), d0 is a linear combination, with coeﬃcients vi < 0, of the independent
vectors d1; . . . ; dw 2 Rn. Let R be a square submatrix of N = (d0,d1, . . . ,dw) of rank w. Then
necessarily R is a submatrix of (d1, . . . ,dw). Without loss of generality, the rows of R are
subrows of the ﬁrst w rows of N. Thus all remaining rows of N are linear combinations
of the ﬁrst w rows. Let e1, . . . ,ew be the column vectors of R; let e0 be the column vector
given by the ﬁrst w elements of d0. Let S be the w · (w + 1) matrix whose columns are
e0, . . . ,ew. For each j = 0, . . . ,w let Mj be the jth minor of S (i.e., the w · w submatrix of
S obtained by deleting the jth column). Letting cj = det(Mj), from (28), (29) it follows
that the determinants ci have non-zero alternating signs. Setting now dj = (1)jcj
and ~d ¼ ðd0; . . . ; dwÞ, and multiplying ~d by a suitable scalar, we get a column vector
~x ¼ ðx0; . . . ;xwÞ satisfying the conditions:X
i
xi ¼ 1; xt > 0 8t ¼ 0; . . . ;w and 0 ¼ ~x  e0 ¼ ~x  e1 ¼    ¼ ~x  ew:
It follows that ~x is orthogonal to each row vector of N. Adding zeros to the remaining
m  (w + 1) coordinates we get from ~x a vector ~k 2 Rm satisfying M~k ¼ 0. The convex
combination of the evaluation functions at the vertices xj of D, with the coeﬃcients kj given
by ~k will produce a state s such that sðfwiÞ ¼ bi, for each i = 1, . . . ,n. By Corollary 5.3
and (27), s is a convex combination of w + 1 6 n + 1 extremal states. The proof is
complete. h
When  is an inﬁnite set of variables, the deﬁnition of formula in the variables of  is an
inessential variant of the usual deﬁnition. We let Form( ) denote the set of all formulas in
the variables of  . Equivalence of two such formulas, and the MV-algebra L of equiv-
alence classes have the same deﬁnition as for the case when  is ﬁnite. Similarly, elements
of L can be visualized as McNaughton functions (see [1, 4.5.5, 9.1.5]).
For the proof of Theorem 5.6 below, we need the following MV-algebraic generaliza-
tion of the Horn–Tarski extension theorem [8]:
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be extended to a state of B.Proof. Let (G,u) and (H,v) be the unital ‘-groups respectively corresponding to B and C
via the C functor. By [1, 7.2.1(iii)], (H,v) is an ‘-subgroup of (G,u), and v = u. Then by [12,
Theorem 2.4] s uniquely determines a state on (H,v), i.e., a real-valued order-preserving
homomorphism s 0 of H such that s 0(v) = 1. As a special case of [7, Corollary 4.3], s 0
extends to a state s00 of (G,u). Direct inspection shows that the restriction s00(B is a state
of B extending s. hTheorem 5.6. Let  be an arbitrary (finite or infinite) set of variables. Let W be a subset of
Form( ). Let b : W! [0,1]. Then the following conditions are equivalent:
(1) There is no state s of L such that s(fw) = b(w) "w 2 W.
(2) There is a finite subset w1, . . . ,wn  W together with real numbers r1, . . . ,rn such that
0 >
Xn
i¼1
riðbðwiÞ  V ðwiÞÞ for all valuations V : Formð Þ ! ½0; 1: ð30ÞProof. Suppose there is a ﬁnite subset {w1, . . . ,wn} of W, together with real numbers ri sat-
isfying (30). Let X1, . . . ,Xk be the variables occurring in these formulas. By Theorem 2.1
the restriction b 0 of b to {w1, . . . ,wn} does not arise from a state s of the MV-algebra
Lk: in other words, for no state s of Lk we have sðfwiÞ ¼ bðwiÞ for all i = 1, . . . ,n. Since
Form(X1, . . . ,Xk) is a subset of Form( ), we can naturally identify Lk with a subalgebra
of L . Hence b 0 does not arise from a state of L , whence a fortiori b does not.
For the converse, suppose for every ﬁnite subset U of W there are no real numbers
r1, . . . ,rn satisfying (30). Let var(U) denote the set of all variables occurring in the
formulas of U. By Theorem 2.1, the restriction b(U arises from some state sU of the MV-
algebra LvarðUÞ. Again identifying LvarðUÞ with a subalgebra of L , in the light of the
extension Lemma 5.5 it follows that, for every ﬁnite subset U of W, b(U arises from some
state sU ofL . Let SU be the set of states s ofL such that b(U arises from s. It is easy to
check that every SU is a closed subspace of the set of all states of L , the latter being
compact by Lemma 5.1. Since SU is non-empty, there is a state s* in the intersection of all
SU. It follows that b arises from s*, as required to complete the proof. h6. Conditioning
Let w1, . . . ,wn be formulas in the Łukasiewicz inﬁnite-valued calculus. To ﬁx ideas, sup-
pose for the moment that each wi coincides with the variable Xi, so that these formulas are
as logically unrelated as possible. Suppose, however, that additional information is pro-
vided from an external source, to the eﬀect that
(1) w1 and w2 are incompatible;
(2) w2 implies w3;
(3) either w3 or w4 or w5 shall occur.
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las is that one must restrict to valuations satisfying each constraint.
Given a ﬁnite or inﬁnite set of formulas W  Form(X1, . . . ,Xk) and a map b : W! [0, 1],
we will modify the no-Dutch-Book criterion for Ada’s book (W,b) = {hw,b(w)ijw 2 W}
taking into account the case when the formulas of W are constrained. By a constraint
we mean a formula in the inﬁnite-valued calculus. A valuation V is said to satisfy a con-
straint c if V(c) = 1. Suppose W is subject to constraints c1, . . . ,cm 2 Form(X1, . . . , Xn).
Since a valuation V simultaneously satisﬁes all constraints c1, . . . ,cm if and only if it satis-
ﬁes their conjunction c1      cm, we will henceforth assume that W has a single con-
straint c. Accordingly, the set of valuations shall be restricted to the set
Modc ¼ fV : FormðX 1; . . . ;X kÞ ! ½0; 1 j V ðcÞ ¼ 1g
of valuations satisfying c. In the particular case when c is a tautology (i.e., all valuations
satisfy c) we are exactly in the unconstrained case considered in the previous sections.3
Logical equivalence of two formulas in w, / 2 Form(X1, . . . ,Xk) is generalized to logical
equivalence modulo c, in the following sense: w is equivalent to / modulo c if for every val-
uation V 2Modc we have V(w) = V(/). As in the unconstrained case, the set of equiva-
lence classes of Form(X1, . . . ,Xk) modulo c forms an MV-algebra, called the
Lindenbaum algebra of c and denoted LkðcÞ (see [1, 4.6.8]).
Theorem 6.1. Let W  Form(X1, . . . ,Xk) be a finite or infinite set of formulas, and b a
[0,1]-valued map defined over W. Fix a formula c 2 Form(X1, . . . ,Xk). Then b does not arise
from a state of LkðcÞ if and only if there is a finite subset w1, . . . ,wn of W and an n-tuple
r1; . . . ; rn 2 R such that for every valuation V satisfying c, we have the inequality
0 >
Pn
i¼1riðbðwiÞ  V ðwiÞÞ.Proof. We ﬁrst assume W to be ﬁnite, say W = {w1, . . . ,wn}. As remarked at the beginning
of Section 3, each valuation V 2Modc determines the point xV = (V(X1), . . . ,V(Xk)) in the
k cube ½0; 1k ¼ ½0; 1fX 1;...;Xkg. Recall from (4) the deﬁnition of the McNaughton function fc.
The range of the map V 2Modc# xV 2 [0, 1]k is a subset X of the k-cube, and we have
the following equivalences:
x 2 X iff V x 2 Modc
iff V xðcÞ ¼ 1
iff f cðxV xÞ ¼ 1
iff f cðxÞ ¼ 1:
Since fc is continuous, X ¼ f 1c ð1Þ is a closed subset of [0, 1]k. Because the linear pieces of
fc have integer coefﬁcients, arguing by induction on the number of connectives of subfor-
mulas of c one sees that X is the union of ﬁnitely many polyhedra with rational vertices.
Every point x 2 X determines a valuation Vx 2Modc, where
V x ¼ unique extension of the valuation V satisfying V ðX iÞ ¼ xi; i ¼ 1; . . . ; k:3 The notion of constraint c is related to the classical notion of logical consequence, c ‘ /. In the classical case
the deduction theorem states that c ‘ / holds iﬀ c! / is a tautology. As is well known, this theorem no longer
holds in propositional Łukasiewicz logic.
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the maps x 7! V x and V 7! xV are inverses of each other: ð31Þ
There exists a rational polyhedral complex P over X. Let the simplicial complex R be a
subdivision of P with no new vertices. The construction of R from P is routine [15, 2.9].
For each formula / in the variables X1, . . . ,Xk, we deﬁne the function f/jc : X! ½0; 1
as the restriction of f/ to X, in symbols,
f/jcðxÞ ¼ V xð/Þ 8x 2 X: ð32Þ
Claim 1. R can be subdivided into a rational simplicial complex R 0 having the additional
property that for every formula wi 2 W the function fwijc is linear over each simplex of D.
As in the proof of (ii)! (i) in Theorem 2.1 let l1, . . . , lu be the list of the linear pieces of
all functions fwi in W, for i = 1, . . . ,n. Every permutation p of the index set {1, . . . ,u} deter-
mines a polyhedron, P p  Rk with rational vertices such that every fwi is linear over Pp.
The intersection of Pp with each simplex T of R determines a polyhedron Pp,T. The totality
of Pp,T’s determines a rational polyhedral complex P 0 which is a subdivision of R, such
that every fwijc is linear over every polyhedron of P
0. To conclude the proof of the claim
one routinely subdivides P 0 into a simplicial complex R 0 with no new vertices.
Claim 2. R 0 has a unimodular subdivision D.
To construct D we ﬁrst deﬁne the homogeneous correspondent of R 0 as follows: Let
v1; . . . ; vr 2 Rk be the vertices of R 0, and ~v1; . . . ;~vr 2 Zkþ1 be their homogeneous correspon-
dents, as deﬁned in (8). Each ~vi is a primitive vector, in the sense that its coordinates are
integers whose greatest common divisor is 1. The positive hull rvi ¼ RP0vi of ~vi is known
as a one-dimensional cone. Let now T be a d-simplex of R 0, say T is the convex hull of ver-
tices w0, . . . ,wd, where {w0, . . . ,wd}  {v1, . . . ,vr}. One constructs the (d + 1)-dimensional
cone rT  Rkþ1 as the positive hull of uniquely determined primitive generating vectors,
namely
rT ¼ h~w0; . . . ; ~wdi ¼ RP0~w0 þ    þ RP0~wd : ð33Þ
The homogenization process T 2 R 0 # rT transforms the simplicial complex R 0 into a
complex of simplicial cones ~R0  Rkþ1, also known as a fan (see [5, Section III] for back-
ground). Recall [5, 1.10–1.11] that a fan is regular if for any of its cones s the primitive
generating vectors of s are part of a basis in the abelian group Zkþ1. Now by [5, VI The-
orem 8.5], every fan U can be desingularized: in other words there exists a regular fan U*
such that every cone of U is a union of cones of U*. So let ~R	 be a regular subdivision of ~R0.
The inverse of the above homogenization process (33) transforms a primitive vector
ðv1; . . . ; vkþ1Þ 2 Zkþ1 into the rational vector (v1/vk+1, . . . ,vk/vk+1). More generally, for
d = 1, . . . ,k every (d + 1)-dimensional cone r of ~R	 is transformed into the d-simplex Tr
given by the section of r with the hyperplane xk+1 = 1. The regularity of r is equivalent
to the unimodularity of Tr. Therefore, from ~R	 we obtain by this process the required uni-
modular subdivision D. Our claim is proved.
Claim 3. The map /# f/jc is an isomorphism of the MV-algebra LkðcÞ onto the algebra
MðjDjÞ of McNaughton functions over jDj, with pointwise operations.
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bra Lk of equivalence classes of formulas in Form(X1, . . . ,Xk). The latter is also known
as the free k-generator MV-algebra, and is isomorphic to the MV-algebra Mð½0; 1kÞ
of McNaughton functions over the k-cube, [1, 4.4.4, 4.5.5, 9.1.5]. In general, when
c 2 Form(X1, . . . ,Xk) is arbitrary, LkðcÞ is the quotient of Lk by the ideal generated by
fc, or equivalently, by the deductive ﬁlter generated by fc. See [1, 4.6.8]. A fundamental the-
orem in MV-algebra theory [1, 4.6.6–4.6.7] states thatLkðcÞ is semisimple (i.e., the intersec-
tion of all maximal ideals ofLkðcÞ is zero), whence we can visualize elements ofLkðcÞ as
restrictions of the McNaughton functions ofLk to a certain closed subset Y of the k-cube,
[1, Theorem 3.6.7]. A point y belongs toY if and only if the McNaughton function fc van-
ishes at y. This is equivalent to saying that fc(y) = 1. We conclude that Y ¼ X ¼ jDj, and,
up to isomorphismLkðcÞ is theMV-algebra of restrictions to jDj ofMcNaughton functions
ofLk. Now there remains to be proved that restrictions of McNaughton functions to jDj are
exactly the same as McNaughton functions over jDj. For the non-trivial direction, let e be a
McNaughton function over jDj, with the intent of extending e to some McNaughton func-
tion ~e over the k-cube. Let UD be the homogeneous correspondent of D in the space R
kþ1.
The construction of UD is the same as in Claim 2 above: in fact, UD coincides with ~R	. The
unimodularity of D is equivalent toUD being regular. An inessential variant of the construc-
tion in [5, III, 2.8] yields and extension U^ of UD such that jbUj coincides with the cone in Rkþ1
which is the homogeneous correspondent of the k-cube. An application of the desingular-
ization theorem [5, VI, 8.5], yields a regular extension U 0 of bU whose aﬃne correspondent
D 0 is a unimodular triangulation over the k-cube, and its restriction D00 to jDj is a subdivision
of D. Let w1, . . . ,wu be the vertices of D 0 lying in the support of D 0; let wu+1, . . . ,wz be the
remaining vertices of D 0. For each i = 1, . . . ,u the value e(wi) is an integer multiple of the
inverse of the denominator of wi. More precisely, recalling Lemma 3.2 we can write
eðwiÞ ¼ ni
denðwiÞ for some integer 0 6 ni 6 denðwiÞ:
Let HD0 ¼ fh1; . . . ; hzg be the set of Schauder hats of D 0. Let ~e : ½0; 1k ! ½0; 1 be the linear
combination of the hj’s with coeﬃcients equal to nj for j = 1, . . . ,u, and 0 for
j = u + 1, . . . ,z. Then ~e coincides with e at each vertex of D 0 lying in jDj. Since D00 is a sub-
division of D, the restriction of ~e to jDj coincides with e. By Lemma 3.3 HD0 Mð½0; 1kÞ,
whence ~e is a McNaughton function over the k-cube, and our claim is proved.
IdentifyingLkðcÞ with the MV-algebraMðjDjÞ of McNaughton functions over the sup-
port of D, we modify the proof of Theorem 2.1—with LkðcÞ ¼MðjDjÞ in place of
Lk ¼Mð½0; 1kÞ. Let v1, . . . ,vm be the vertices of D. Because every fwi is linear over every
simplex of D, in order to test the existence of real numbers r1, . . . ,rn satisfying condition
(2) for every valuation V in Modc one can restrict to the ﬁnite set of valuations
V v1 ; . . . ; V vm . Using the same matrix M as in (17) one now completes the proof of the
theorem arguing exactly as for the proof of Theorem 2.1.
The generalization to the case when W is an arbitrary set follows from the ﬁnite case, by
a straightforward adaptation of Theorem 5.6, using Lemmas 5.1 and 5.5. h
7. Decidability of the no-Dutch-Book problem
Consider the following problem:
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numbers b1, . . . ,bn 2 [0, 1].
QUESTION: Does the Lindenbaum MV-algebra LkðcÞ have a state s satisfying
bi ¼ sðfwi jcÞ for each i = 1, . . . ,n?Theorem 7.1. The problem above is Turing-decidable.Proof. We must show that the constructions in the proof of Theorem 6.1 are all eﬀective.
To this purpose, we start with
Claim 1. There is a Turing machine T1 which, having in input a formula w in the variables
X1, . . . ,Xk, outputs the linear pieces of fw.
This is proved by induction on the number of connectives in the subformulas of w, upon
noting that the linear pieces of f/ are 1  the linear pieces of f/, and the linear pieces of
f/v are all possible sums of a linear piece of f/ and a linear piece of fv.
By a rational half-space H of Rm we mean a set of the form H = {xjx  pP 0}, where
p 2 Zm and  denotes scalar product. By an (eﬀective) presentation of a rational polyhe-
dron P in Rk we mean, indiﬀerently, the list of its vertices, or the list of ﬁnitely many
rational half-spaces Hj  Rk such that P is the intersection of the Hj. The proof of the fun-
damental theorem of polyhedra [19, 1.1] shows that, given one type of presentation of P
one can eﬀectively obtain the other.
Claim 2. There is a Turing machine T2 which, having in input a formula c, outputs a
polyhedral complex P over the set X ¼ f1c ð1Þ.
The proof is by induction on the number of connectives of subformulas in c. First of all,
using the machine T1 of Claim 1, T2 lists the linear pieces l1, . . . , lu of fc. It is no loss of
generality to assume that the constant 1 is among these pieces. For each permutation p
of the index set {1, . . . ,u} one now eﬀectively computes the vertices of the polyhedron
Lp of (10). Note that the vertices of Lp are rationals. Letting now p range over all permu-
tations, the Lp’s determine a polyhedral complex P1. Over each polyhedron of P1, the
function fc is linear. We now let P be the subcomplex given by those polyhedra Q of
P1 having the property that fc is constantly equal to 1 over Q. This property is eﬀectively
decidable, by just testing the vertices of Q. Because the constant function 1 is included
among the linear pieces of fc, P will satisfy our requirements and the claim is proved.
Claim 3. There is a Turing machine T3 which, having in input formulas c, w1, . . . ,wn in the
variables X1, . . . ,Xk, outputs a rational simplicial complex R over X such that every fwijc is
linear over every simplex of R.
This is a variant of the proof of Claim 2. One takes all linear pieces of all functions c,
w1, . . . ,wn, and for each permutation p of the index set takes the associated polyhedron Lp.
One now selects only those polyhedra that are contained in the set X. In such a way we
have a polyhedral complex P2 over the support jPj of the complex of Claim 2. Further,
over every polyhedron Q of P2 fc is constantly equal to 1, and each function fwijc is linear.
One now subdivides P2 to the desired simplicial complex without adding no new vertices,
as in [15, 2.9]. This construction is eﬀective.
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Claim 3, outputs a unimodular subdivision D of R.
T4 mimics the homogenization and dehomogenization procedure described in the proof
of Theorem 6.1. The only point that requires special attention is the desingularization step.
It is convenient to work in homogeneous space. So let NR be the fan in R
kþ1 corresponding
to R. If NR is regular, letting D = R be the aﬃne correspondent of NR, we are done. Other-
wise, let r ¼ hy1; . . . ; y1i  Rkþ1 be a non-regular cone in NR, for uniquely determined
primitive generating vectors yi with integer coordinates. Let
P r ¼ x 2 Rkþ1 j x ¼
X
i
kiyi; 0 6 ki < 1
( )
be its associated half-open parallelepiped. Elementary geometry of numbers, ([5, V, 1.11]
together with [9, Theorem 2, p. 35]) now yields a non-zero integer point xr in Pr. Integer
programming ﬁnds such a point. The stellar subdivision of NR along xr [5, VI, proof of
Theorem 8.5], yields a new fan N1. If N1 is regular we take as D its aﬃne counterpart
and we are done. Otherwise, we proceed by applying stellar subdivisions along integer
points of non-regular cones. We thus obtain an eﬀectively computable sequence of fans
N0 ¼ NR;N1;N2;N3 . . . ;
where Nt+1 is a subdivision of Nt. By [5, 8.5] the process terminates after a ﬁnite number t
of steps: its ﬁnal output Nt is a regular fan. The triangulation D corresponding to Nt is the
desired unimodular subdivision of R. The claim is proved.
After the proof of our last claim, we are left with a unimodular triangulation D of X
such that every fwi is linear over every simplex of D. In the light of Theorem 6.1, we
can decide our problem by restricting to those valuations that correspond to the vertices
x1, . . . ,xm of D. As in (17) we have an n · m rational matrixM. Then no Dutch book exists
if and only if there is a (rational) solution ~k to the system of linear equations M~k ¼ 0.
This is decidable, using Tarski’s well known decision method for elementary algebra,
[18,16]. hAcknowledgement
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