ABSTRACT: Quantum chemical implicit solvent models are used widely to estimate aqueous redox potentials. We compared the accuracy of several popular implicit solvent models (SM8, SMD, C-PCM, IEF-PCM, and COSMO-RS) for the prediction of aqueous single electron oxidation potentials of a diverse test set of neutral organic compounds for which accurate experimental oxidation potential and gasphase ionization energy data are available. Using a thermodynamic cycle, we decomposed the free energy of oxidation into contributions arising from the gas-phase adiabatic ionization energy, the solvation free energy of the closed-shell neutral species, and the solvation free energy of the radical cation species. For aqueous oxidation potentials, implicit solvent models exhibited mean unsigned errors (MUEs) ranging from 0.27 to 0.50 V, depending on the model. The principal source of error was attributed to the computed solvation free energy of the oxidized radical cation. Based on these results, a recommended implicit solvation approach is the SMD model for the solvation free energy combined with CBS-QB3 for the gas-phase ionization energy. With this approach, the MUE in computed oxidation potentials was 0.27 V, and the MUE in solvation free energy of the charged open-shell species was 0.32 eV. This baseline assessment provides a compiled benchmark test set of vetted experimental data that may be used to judge newly developed solvation models for their ability to produce improved predictions for aqueous oxidation potentials and related properties.
INTRODUCTION
One-electron oxidation processes are widely relevant for the transformations of organic compounds in aquatic, aerosol, and biological systems. For example, in aquatic systems, photochemically excited dissolved organic matter can oxidize natural water constituents and anthropogenic contaminants including phenylureas, 1 sulfonamides, 2 and substituted phenols. 3 In biological systems, single electron transfer (SET) is an essential reaction step for several biochemical pathways. SET serves as the first step in photosynthesis, 4 plays a role in DNA damage and repair, 5 and may also be important in understanding the reactivity of pharmacologically active substances. 6 Additionally, some biologically active molecules have antioxidant properties that control oxidative stress within biological systems. Examples include quinones, 7 anilines, 8 organophosphorous compounds, 9 glutathione, 10 and nucleic acid bases.
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The experimentally measurable oxidation potential indicates the free energy of electron transfer relative to a reference electrode, and therefore this property determines the feasibility of an oxidation reaction in a given context. Experimental techniques for measuring oxidation potentials can be categorized as equilibrium or nonequilibrium methods. Voltammetry, an equilibrium method, can only measure oxidation potentials when the electron transfer is reversible, 12 and this is often difficult to ensure in aqueous solution. Radical species resulting from such an electron transfer are often too short-lived in water to conduct a reliable reversible measurement using an electrochemical method. 12 Alternatively, nonequilibrium methods such as pulse radiolysis allow more accurate redox potential determinations for organic compounds in aqueous solution. 12−20 However, these challenging measurements are relatively few, and thus there are not many reported aqueous single-electron oxidation potentials for organic molecules by nonequilibrium methods. For example, due to the existence of multiple relevant acid−base equilibria for both oxidized and reduced species of nucleobases, accurate experimental aqueous redox potential measurements are not available for some nucleosides and related derivative structures. 11 Quantum chemistry methods offer the possibility to estimate needed oxidation potentials that may be otherwise difficult to obtain. Two major classes of implicit solvent models have been developed that embed the solute in a specified cavity: continuum models and conductor-like screening models. 21 Continuum models use a parametrized dielectric medium surrounding the solute cavity to represent the solvent polarization caused by charge separation of the solute. 21 An iterative approach is used to calculate the screening of the solute's electrostatic field by the continuum. 22 Examples of such models include polarizable continuum models (PCMs) such as IEF-PCM, 23−25 C-PCM, 26−28 and the SMx and SMD models. 29−31 In contrast, conductor-like screening models treat the solvent as a conductor of infinite permittivity, scaled by a factor that relates it to the dielectric constant of the desired solvent. 22 These models include COSMO 26 and COSMO-RS. 32, 33 COSMO-RS, the "conductor-like screening model for real solvents", starts with a COSMO result and then treats the screening charge densities on contact segments on the surface of the solute cavity with a statistical thermodynamics framework. C-PCM is also a conductor-like model, but it is implemented within the PCM approach. These implicit solvent models have become widely used for understanding properties dependent on the free energy of solvation, such as aqueous oxidation potential, 4, 5, 8, 11, 34 aqueous reduction potential, 34−43 oxidation/reduction potentials in nonaqueous solvents, 44−51 aqueous pK a , 52−57 and nonaqueous solvent pK a . 58−60 Relatively limited work has been done to assess and compare the performances of these implicit solvent models for the computation of aqueous oxidation potentials of diverse organic compounds; this contrasts with extensive comparative assessments of implicit models for solvation energies involving closed shell species. Winget et al. compared two different versions of SMx models for the computation of aqueous oxidation potentials of substituted anilines. 8 Bylaska et al. compared their COSMO results to SM5.42 data reported by Cwiertny et al. for computed aqueous one-electron reduction potentials of thirteen chlorinated aliphatic compounds, and they also compared computed results to experimental data for eleven other chlorinated aliphatics. 41 , 43 Zubatyuk et al. 36 investigated performance of I-PCM vs IEF-PCM for the computed reduction potentials of substituted nitrobenzenes in water. Sviatenko et al. 42 later compared IEF-PCM and C-PCM models with SMD for determining the aqueous reduction potentials of substituted nitrobenzenes. Hodgson et al. 34 evaluated the performance of IEF-PCM vs C-PCM for computing aqueous oxidation and reduction potentials of several substituted nitroxide radical structures. Because the nitroxide radical structures they investigated have relatively long lifetimes in aqueous solution, equilibrium experimental redox potential measurements were considered reliable in this particular case. Some of these and other studies have also assessed the influence of electronic structure method on the performance of implicit solvent models for aqueous redox potential computations. 11, 34, 36, 42 Altogether, we found studies that looked into performances of implicit models for predicting aqueous potentials for reductive dehalogenation reactions, 4, 37, 41, 43 oxidation of phenols and anilines, 4,8 reduction of quinones, 4,38−40 reduction of nitro-containing organics, 36, 41, 42 oxidation and reduction of nitroxide radicals, 34 and reduction and oxidation of nucleic acid structures. 5, 11 While several of these studies compare computations against vetted experimental data sources, others could be questioned, reportedly comparing computed aqueous redox potentials to experimental values obtained in nonaqueous solvent, using data obtained from unreliable experimental sources, or failing to give citations for experimental data altogether. Based on this review, popular implicit solvent models have not been extensively assessed and compared for their ability to handle one-electron oxidations of a diverse set of neutral organic compounds in aqueous solution, using vetted experimental data.
In contrast to the situation for redox potentials, there exist assessments that have extensively assessed and compared implicit solvent models for predicting solvation free energies of diverse closed-shell neutral organic compounds and monovalent cations and anions. 31,61−70 Cramer and Truhlar compared the accuracies of several implicit solvent models (SM8, IEF-PCM, C-PCM, PBSA, 71, 72 COSMO as implemented in NWChem 73, 74 ), evaluating them for solvation energies of a large database of diverse neutral, anionic, and cationic species in both aqueous and nonaqueous solvents. 61 Ho and Coote assessed several solvent models (SM6, 29 COSMO-RS, I-PCM, 75 C-PCM) for the calculation of aqueous pK a values of a diverse test set of 55 organic and inorganic acids. 70 These studies followed the strategy employed in the early work of Liptak and Shields, in which a thermodynamic cycle was used to separate the gas-phase and solution phase contributions to proton dissociation of several carboxylic acids, enabling an evaluation of C-PCM for the prediction of pK a values of those compounds. 53 Implicit solvent models have been observed to exhibit systematic errors for redox potentials when applied within a given compound class. 4, 8, 40, 65 For example, for a set of substituted anilines, Winget et al. attributed errors in computed oxidation potentials to deficiencies in the computed free energy of solvation of the radical cation species, reporting that they were consistently underestimated by 0.6 eV. 8 In order to accommodate these systematic biases, some groups propose to fit calculated potentials to experimentally measured data via linear regression. This method appears to produce improved estimates of oxidation potential values within a specific compound family. However, for many relevant organic compound families, oxidation potential data simply are not available in order to perform such fits. Other strategies have included redefining the solvent cavity or its size, as done by Yu et al. for pK a values of aniline radicals in DMSO, 60 Zubatyuk et al. for the reduction potential of nitrobenzenes, 36 Sviatenko et al. for several different organic molecules in aqueous or nonaqueous solvent, 42 and by both Psciuk et al. and Paukku and Hill for oxidation potentials of nucleic acid bases. 5, 11 In this work, we sought to assess and compare currently popular continuum models for their ability to compute aqueous single electron oxidation potentials of a diverse set of neutral organic compounds. We evaluated these methods using carefully vetted experimental data. We compiled a database of high-accuracy experimental gas-phase ionization energies and one-electron oxidation potentials, measured in aqueous solution or acetonitrile, for a diverse set of simple organic compounds that represent common redox-active substructures of biomolecules, pharmaceuticals, environmental contaminants, and natural organic matter. We then evaluated several widely used implicit solvent models for their ability to predict accurate oxidation potentials for these compounds. From these data, we apportioned the errors arising from the modeled free energies of solvation of the neutral species and radical cation species, based on computed and experimental oxidation potentials in condensed phase and adiabatic ionization energies in the gas phase. To our knowledge, this is the first study to evaluate these implicit models side-by-side for their ability to predict oxidation potentials for a carefully vetted experimental data set involving diverse organic compounds.
Finally, we note that several studies have proposed the inclusion of explicit waters together with implicit solvent model calculations, in so-called "cluster-continuum" approaches, to improve predictions of pK a values of small acids and solvation free energies of small closed-shell ions. 29, 70, 76, 77 Hence, one may reasonably ask whether similar approaches should also be applied for redox potential calculations, and this is discussed briefly at the end of the article.
COMPUTATIONAL METHODS
The loss of an electron in aqueous phase is defined as:
However, from a computational standpoint it is convenient to use a thermodynamic cycle ( Figure 1 ) and separate the free energy of reaction, ΔG 0 ox , into the sum of the gas-phase adiabatic ionization energy (IE gas ) and the difference in free energy of solvation between the oxidized and reduced species, ΔΔG solv ,
where ΔG* solv,A is the free energy of solvation of the reduced closed shell neutral species, and ΔG* solv,A•+ is the free energy of solvation of the oxidized open shell cation species. The free energy of reaction, ΔG 0 ox , is notated with the standard state of 1 atm in the gas phase and 1 mol/L in the solution phase. However, implicit solvent model computations normally employ a standard state of 1 mol/L in the gas phase and 1 mol/L in the aqueous phase, denoted by the superscript *, which is the convention also used for reporting the experimental free energies of solvation in the present work. Hence, to compute ΔG 0 ox , one would need to add 1.89 kcal/ mol to the solvation free energy of each molecular species, which is the free energy associated with compressing an ideal gas (1 atm) to its density in the aqueous standard state (1 mol/ L). However, the number of molecular species does not change during the oxidation half-reaction in eq 1 and the lone electron is represented in the gas phase, hence the reference state correction cancels out in eq 3, allowing us to compute ΔG 0 ox using eq 2. The resulting free energy of oxidation, ΔG 0 ox , can then be used to determine the oxidation potential,
where n is the number of electrons, F is the Faraday constant (96, 485 .3365 C/mol), 78 and SHE is the potential of the standard hydrogen electrode, 4.28 V. 79 Calculated ΔG 0 ox values were obtained using eqs 2 and 3, based on computations of IE gas , ΔG* solv,A , and ΔG* solv,A•+ as described below.
Gas-phase adiabatic ionization energies, IE gas , were computed at both 0 and 298 K. We report computed IE gas results at 0 K for the purposes of direct comparison to reported experimental IE gas data measured using threshold ionization techniques (see section 3). We additionally computed IE gas values at 298 K for the use with oxidation potential calculations via eqs 2−4. The oxidation potential data use the electron convention, which differs from the thermochemical convention used for the reported IE gas data at 0 K (ion convention), in order to account for the enthalpy of formation of the electron at 298 K. Thus, IE gas (298 K) values were obtained by adding together IE gas (0 K), the thermal free energy of the molecular species at 298 K, and the integrated heat capacity of the electron at 298 K using Fermi-Dirac statistics (0.752 kcal/mol).
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All gas-phase geometries were optimized using M06-2X 81 /6-31G(d), 82, 83 except where indicated otherwise, with the Gaussian 09 (v. B01) software package. 84 Stationary structures were confirmed using frequency analysis at the same level of theory. Electronic contributions to the gas-phase ionization energies were calculated in Gaussian 09 using the following protocols: CBS-QB3, 85 M06-2X/6-31G(d), and M06-2X/aug-cc-PVTZ. CBS-QB3 energies were computed both with the default geometry optimization (B3LYP 90 /6-311G(2d,d,p)) and with geometries optimized from M06-2X/6-31G(d). However we found no significant differences in CBS-QB3 results with these two geometries, hence only the default CBS-QB3 calculations are reported here. ROCBS-QB3 91 calculations were additionally conducted for cases where at least one electronic structure method contribution to the composite CBS-QB3 energy was found to be spin contaminated with the <S 2 > value larger than 0.80. Thermal contributions to the free energy were computed using M06-2X/6-31G(d) for all gas-phase calculations, using the rigid rotor and harmonic oscillator approximations, 92 except for the CBS-QB3 method where the default B3LYP/6-311G(2d,d,p) thermal free energy was applied. These methods were considered adequate to capture thermal contributions to the free energy for the accuracy needed here. 93 When employing implicit solvent models to compute free energies of solvation of both the neutral and radical species, we applied the default settings of the models, as we expect that most users will apply the methods in this way. Implicit solvent model calculations were conducted with the Gaussian 09 (for SMD, IEF-PCM, and C-PCM), Q-Chem (for SM8 calculations), 94 and ADF (for COSMO-RS) 95−97 software packages. Free energies of solvation were computed for both oxidized and reduced species using the M06-2X/6-31G(d) gas-phase optimized geometries with SMD, 31 SM8, 30 C-PCM, 26−28 IEF-PCM, 23−25 and COSMO-RS 26, 32, 33 for both aqueous solvent and in acetonitrile solvent. For all implicit solvent models that we evaluated, electronic structure was represented using a M06-2X/6-31G(d) single point calculation, except for COSMO-RS, where BP86
98,99 /cc-pVTZ was used. This exception was made because COSMO-RS calculations are not technically enabled Figure 1 . Thermodynamic cycle. IE gas is the gas-phase ionization energy at 298 K. ΔG for electronic structure methods other than BP86. Because implicit solvent model free energies are not found to be highly sensitive to basis set, 31 we did not extensively test basis set choices. Nonetheless, for aqueous phase solvation free energies, we additionally evaluated SM8/B3LYP/6-31G(d) and SMD/ M06-2X/aug-cc-pVTZ. These results were used to briefly evaluate our supposition that implicit solvent model results were not highly sensitive to the choice of model chemistry and basis set, for the systems studied here, as long as the system electronic density is correct.
EXPERIMENTAL DATA
We evaluated a test set consisting of twenty-seven small aromatic and aliphatic organic molecules with diverse functional groups for which experimental oxidation potential data are available from pulse radiolysis (for aqueous solution data) or cyclic voltammetry (for acetonitrile solution data). The test set included substituted phenols, methoxybenzenes, substituted anilines, indoles, aliphatic amines, and organosulfur compounds (Table 1 ). For several of the selected compounds, high-quality experimental gas-phase adiabatic ionization energy data are also available, discussed further below. Reported oxidation potentials span a range from 0.59 to 1.71 V in water and 0.73 to 1.99 V in acetonitrile solution.
Discrepancies exist among reported experimental oxidation potential data from different sources, and a brief discussion about data quality is warranted. Data from pulse radiolysis methods were assigned an uncertainty of ±0.02 V. [13] [14] [15] 19, 20 Experimental oxidation potential data for the phenols in our test set were determined by Canonica et al. based on pK a and pulse radiolysis measurements. 3 In an earlier study, Suatoni et al. also reported aqueous oxidation potential values for several phenols based on cyclic voltammetry data. 100 For the three phenols that are common to both studies (phenol, 4-methylphenol, 4-methoxyphenol), the reported oxidation potential values differ by over 0.5 V between cyclic voltammetry and pulse radiolysis measurements, once appropriate adjustments for the reference electrode are taken into account. The voltammetry data rely upon the assumption that the oxidation reaction is a reversible process; however, due to the short-lived nature of cation radicals in aqueous solution, it is unlikely that the equilibrium assumption is appropriate. 12 We considered e IE gas,expt refers to the experimental adiabatic gas-phase ionization energy. IE gas,CBS-QB3 and IE gas,ROCBS-QB3 refer to the adiabatic gas-phase ionization energy computed using CBS-QB3 and ROCBS-QB3, respectively. For experimental ionization energies, reported uncertainties are listed. Both experimental and computed gas-phase ionization energies are consistent with the ion convention at 0 K. Reported experimental and computed oxidation potentials are consistent with the electron convention at 298 K. Uncertainties in experimental aqueous oxidation potentials, E 0 ox,aq , are reported as ±0.02 V. Uncertainties in experimental acetonitrile oxidation potentials were not reported. ΔΔG solv,aq refers to the difference in aqueous solvation free energy between the oxidized and reduced state of the molecule; ΔΔG solv,aq was determined according to eq 6 based on reported experimental ionization energy and oxidation potential data. ΔΔG solv,ACN refers to the difference in solvation free energy between the oxidized and reduced state in acetonitrile solvent, also determined using eq 6. ΔG* solv,aq, A is the aqueous solvation free energy of the neutral species, based on experimental data. 101 ΔG* solv,aq, A•+ is the aqueous solvation free energy of the oxidized radical species, estimated from experimental data according to eq 7. pulse radiolysis data to be more reliable, and our selected aqueous oxidation potential data are taken exclusively from reported pulse radiolysis measurements. By contrast, in their evaluation of implicit solvent models for computing oxidation potentials, Winget et al. rely upon Suatoni et al. cyclic voltammetry data from experimental aqueous oxidation potential values of twenty-four phenols and twenty-two anilines. 4, 8 Based on the questionable appropriateness of the cyclic voltammetry data for aqueous single-electron oxidation potentials, we think the results of the Winget et al. studies may need to be revisited. For oxidation potentials in acetonitrile solution, we did rely on reported voltammetry data, although most such reports did not list uncertainties.
For the case of 4-chlorophenol, the experimental oxidation potential was determined using the same approach as that of Canonica et al. for other phenols, 3 based on the reduction potential of the phenoxy radical species (0.80 ± 0.02 V) 20 and the experimental pK a values of the neutral species (9.41) 101 and cation radical (−1.30):
Using eq 5, the experimental aqueous oxidation potential for 4-chlorophenol was determined to be 1.44 V vs SHE. Experimental gas-phase adiabatic ionization energies at 0 K had reported uncertainties that ranged from 0.00003 to 0.0025 eV, based on reported values determined by ZEKE (zero electron kinetic energy) or MATI (mass analyzed threshold ionization) methods. 103−117 These data are significantly more accurate than many listed entries in popular data compilations, which rely on mixed data sources of varied quality. 118, 119 Using the method outlined by Sviatenko et al., 42 we calculated experimental ΔΔG solv values from experimental aqueous oxidation potentials and experimental ionization energies, as described below. In cases where high-accuracy experimental ionization energies were not available, we used CBS-QB3 or ROCBS-QB3 ionization energies instead. By rearranging eqs 2−4, the change in free energy of solvation upon oxidation, ΔΔG solv , can simply be calculated from values of E 0 ox , SHE, and IE gas :
To be consistent with the electron convention and temperature of reported E 0 ox data (298 K), IE gas values reported at 0 K were converted to 298 K by the inclusion of computed gas-phase thermal free energy values for the solute (computed using M06-2X/6-31G(d)) and the integrated heat capacity of the electron (0.752 kcal/mol).
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ΔΔG solv represents the difference between the free energy of solvation of the oxidized radical species and the free energy of solvation of the reduced closed-shell species at 298 K (eq 3). Hence, using the values of ΔΔG solv and ΔG* solv,A , both of which were obtained from experimental data, we could determine the experimental solvation free energy of the oxidized radical species, ΔG* solv,A•+ , in aqueous solution at 298 K:
ΔG* solv,A data were determined from compilations of vapor pressure and aqueous solubility data 101 using the methods outlined in the MNSol database. 120 These data are listed in Table 1 . Experimental aqueous ΔΔG solv values were determined from experimental aqueous oxidation potentials and IE gas data, using eq 6. For twenty of the twenty-seven compounds in this test set, sufficient experimental data were available to determine aqueous ΔG* solv,A•+ using eq 7, and these values are also listed in Table 1 . For compounds where IE gas data were not available from experiment (2,4,6-trimethylphenol, 2-methylindole, dimethyldisulfide, thioanisole), CBS-QB3 or ROCBS-QB3 IE gas values were used. The resulting ΔG* solv,A•+ test set differs from previous test sets for solvation models, which do not include open shell species in aqueous solution.
RESULTS AND DISCUSSION
According to eq 2 and the thermodynamic cycle shown in Figure 1 , the free energy of aqueous oxidation, ΔG 0 ox , is given by the sum of the gas-phase ionization energy (IE gas ) and the change in free energy of solvation between the neutral (reduced) and the oxidized (radical cation) state (ΔΔG solv ). In the following sections, we first evaluate CBS-QB3 and selected DFT methods for their prediction of the gas-phase ionization process based on comparisons to experimental IE gas data. We then assess the performance of a priori prediction of aqueous oxidation potentials using (RO)CBS-QB3 for ionization energies in combination with all tested implicit solvent models. Finally, we evaluate all tested implicit solvent models for prediction of free energy of solvation of the radical cation species, ΔG* solv,A•+ .
4.1. Performance of DFT Methods and CBS-QB3 for Gas-Phase Adiabatic Ionization Energies. Before considering the condensed phase, we evaluated the applied electronic structure methods for their predictions of gas-phase adiabatic ionization energies of the test set. Existing assessments using high accuracy ionization energy databases such as G2/97 121, 122 or its subsets G21IP 123 and IP13 124, 125 feature mainly very small molecules. Thus, it is unclear what level of accuracy may be expected for model chemistries that are applied to ionization energy calculations of the larger molecules considered here.
Deviations of computed gas-phase ionization energy with respect to high-accuracy experimental data, at 0 K, are shown in Table 2 . CBS-QB3 and M06-2X/aug-cc-pVTZ produced the lowest average errors, exhibiting mean unsigned errors (MUEs) of 0.06 and 0.04 eV respectively. The remaining methods tested (B2PLYP-D/aug-cc-pVTZ, M06-2X/6-31G(d), and B3LYP/ aug-cc-PVTZ) all underestimated ionization energies, on average, producing MUEs of 0.18 eV or higher. When applied with a triple-ξ basis set, all three DFT methods (B3LYP, M06- a MUE refers to the mean unsigned error, MSE refers to the mean signed error. "Maximum deviation" refers to the largest deviation and the compound associated with this deviation. All electronic energies were computed with M06-2X/6-31G(d) geometries except for CBS-QB3 energies, which were determined on geometries optimized using the default B3LYP/6-311G(2d,d,p) method.
2X, B2PLYP-D) have been previously found to give reasonably accurate geometries and frequencies of small radicals. 126 None of the DFT methods considered here suffered from spin contamination for any of the compounds tested. Adjusted <S In previous assessments, these DFT methods exhibited performance roughly similar to that observed here. For a large test set of organic compounds, Fu et al. reported similar average accuracy for ionization energies (0.28 eV) using the B3LYP functional. 127 Other previous assessments have found somewhat smaller average errors for B3LYP; however, those IE gas data sets were composed of atoms and of molecules smaller than those considered here. 91, 121, 123, 128 Applying M06-2X/6-311+G(2df,2p) to the IP13 test set, Zhao and Truhlar 128 reported average errors (2.54 kcal/mol, 0.11 eV) that are larger than average errors we found for M06-2X/aug-cc-pVTZ. This suggests that the very good performance of M06-2X observed here may be fortuitous. As a double hybrid DFT method, B2PLYP-D exhibits slower basis set convergence than single hybrid methods; 87 thus the aug-cc-pVTZ results shown here may underrepresent the accuracy that would be obtained using larger basis sets. Applying B2PLYP-D/(aug-)def2-QZVP to the G21IP test set of atoms and small molecules, Goerigk and Grimme 123 found roughly twice better accuracy (2.3 kcal/mol, 0.10 eV) than we find with B2PLYP-D/aug-cc-pVTZ on the test set reported here.
For the present test set of ionization energies, CBS-QB3 produced errors that are of similar magnitude to those reported in previous studies on atoms and smaller molecules. Of the eighteen compounds for which we found experimental data, CBS-QB3 deviations exceeded 0.1 eV for two compounds (1,3-dimethoxybenzene and DABCO), and the maximum deviation was 0.22 eV (DABCO). When tested against the G2/97 set of ionization energies of atoms and small molecules, CBS-QB3 had an MUE of 4.4 kJ/mol (0.046 eV), 85, 91 which is slightly smaller than the average error we found (0.06 eV) for the present data set. CBS-QB3 suffered from spin contamination for several compounds in our set (4-chlorophenol, 4-cyanophenol, anisole, aniline, 4-toluidine, N-methylaniline, N,N′-dimethylaniline, indole, 1-methylindole, 2-methylindole, thioanisole). In cases where <S 2 > exceeded 0.80, we performed an additional IE gas calculation using ROCBS-QB3. CBS-QB3 is parametrized to correct for spin contamination with an empirical scaling factor, 85 whereas ROCBS-QB3 does not require this correction. For all cases considered, CBS-QB3 IE gas values agreed with ROCBS-QB3 results to within 0.04 eV or less, indicating that the CBS-QB3 empirical spin contamination correction was adequate for all cases considered here (Table 1) . In separate calculations, the T 1 diagnostic 129 (computed using CCSD/6-31+G(d,p)) was found to be >0.02 for several molecules in the test set (4-carboxyphenol, 4-cyanophenol, 4-methoxyphenol, 4-methylphenol, 3,4-dimethoxyphenol, anisole, 1,2-dimethoxybenzene, 1,3-dimethoxybenzene, 1,2,4-trimethoxybenzene, aniline, N-methylaniline, N,N′-dimethylaniline, 2-methylindole). In these cases, problems with the Hartree−Fock reference may account for some of the errors found for CBS-QB3. However, for the compound for which CBS-QB3 gave the least accurate IE gas value, DABCO, the method suffered from neither spin contamination nor apparent difficulty with the reference. Among the methods considered here, CBS-QB3 and ROCBS-QB3 gave results considered sufficiently accurate for gas-phase ionization energies, for the purposes of the present study.
Performance of Implicit Solvent Models for Single Electron Oxidation Potentials in Water and in
Acetonitrile. We computed single-electron oxidation potentials for the entire test set in both aqueous and acetonitrile solvents with the implicit models SM8, SMD, IEF-PCM, C-PCM, and COSMO-RS, via eqs 2−4. CBS-QB3 (or ROCBS-QB3) was used the account for the gas-phase ionization energy, IE gas at 298 K. Predicted oxidation potential values were compared to available experimental data (Table 1) , and performance statistics are shown in Tables 3 and 4 . SMD performed the best overall, with an MUE of 0.27 V for aqueous oxidation potentials, and an MUE of 0.13 V for oxidation potentials in acetonitrile. IEF-PCM and C-PCM performed the worst, both having MUEs of 0.50 V for E 0 ox,aq and 0.24 V for Across the six solute families in the test set (phenols, methoxybenzenes, anilines, indoles, aliphatic amines, organosulfur compounds), the same order of performance of the considered solvent models in either aqueous or acetonitrile solvent was observed, with only a couple of exceptions. For most families, SMD and SM8 performed very similarly, together giving the lowest MUE for prediction of oxidation potentials in solution, followed by COSMO-RS and finally by IEF-PCM and C-PCM, which displayed a near-identical performance throughout (Table 4) . However, for aliphatic amines in acetonitrile, the smallest MUE was obtained with COSMO-RS, followed by IEF-PCM and C-PCM, and then SMD and SM8. In the case of anilines in aqueous phase, SM8 had the lowest MUE, followed closely by COSMO-RS and SMD, then IEF-PCM and C-PCM. SM8 delivered slightly smaller MUEs than SMD for the organosulfurs, indoles, and anilines.
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Inspection of the errors suggests that prediction skill of all implicit solvent models is worse for oxidation potentials in water compared to those in acetonitrile (Table 4 ). All five implicit models overpredict nearly all of the aqueous oxidation potential data. In acetonitrile solvent, COSMO-RS, IEF-PCM, and C-PCM overpredict nearly all of the oxidation potentials but to a lesser extent than in aqueous solution. With SMD, nine of the nineteen E 0 ox data in acetonitrile solvent were overpredicted, and ten were underpredicted, whereas the other models overpredicted nearly all of the oxidation potentials in acetonitrile. With SM8, nearly all of the E 0 ox values in acetonitrile were underpredicted. Within each compound group, the average errors for oxidation potentials calculated in acetonitrile were lower than in aqueous solution for all models (noting that some compounds only had known oxidation potentials within one solvent). Anilines were an exception, for which COSMO-RS errors in acetonitrile solvent were higher than those in aqueous solution.
As a compound class, phenols garnered the worst performance for all methods in either solvent. The best performing method was SMD, with an MUE of 0.43 V for the seven phenol compounds investigated in aqueous phase and a maximum Table S1 ). The worst performing methods were C-PCM and IEF-PCM, with MUEs of 0.69 V for phenols. These errors are somewhat higher than those reported by Winget et al., who computed aqueous oxidation potentials for phenols using an older generation solvent model (SM5.42R/BPW91/MIDI!). 4 With the best performing solvent model, SMD, four of the seven phenols considered here had a computed oxidation potential that deviated by more than 0.5 V compared to experiment, indicating that the large MUE for phenols is not attributable to one or two aberrant outliers. These errors cannot be attributed to inaccuracies in the (CBS-QB3) computed or experimental gas-phase ionization energies. Errors in E 0 ox values for phenols and most other compounds in the test set must arise largely from the treatment of the solvation energy, and this is discussed further in sections 4.3, 4.4, and 4.5 below. Finally, it is worth noting that the pK a values for the oxidized phenols are very low (e.g., −2.0 for phenol •+ ) 3 and it is common for phenols to undergo hydrogen atom transfer instead of electron transfer. 130 Thus, formation of the aqueous phenol radical cation is not favored energetically, and this may partly account for the poor performance of implicit solvent models for this species.
Within each compound class, linear regression of computed vs experimental E 0 ox values might be used to improve the quality of the prediction for other compounds in the same class. This is apparent by visual inspection of Figure 2 . This strategy has been applied in previous studies as a way to correct for systematic biases in implicit solvent models. 4, 8, 131 However, it is unclear whether such relationships will always give good results, and they are limited to cases where experimental data are available for compounds similar to the compound of interest.
Multiple structural conformers could contribute to the solvated geometry for some solutes, and we did not consider this here. For example, 1,3-dimethoxybenzene, 1,4-dimethoxybenzene, and 4-methoxyphenol have multiple contributing rotamers in the gas phase, and we employed only one conformation. The differences in gas-phase ionization energies among rotamers were not large (1,3-dimethoxybenzene, 0.12 eV; 114 1,4-dimethoxybenzene, 0.03 eV; 113 4-methoxyphenol, 0.01 eV 117 ). For all solutes, we used the conformation having the lowest experimental adiabatic gas-phase ionization energy, which in these cases were the trans conformations, suggesting that intramolecular substituent interactions are not large in the gas phase. Nonetheless, it is imaginable that the lowest energy conformations in solution phase may differ from those in the gas phase for these molecules, and we did not explore this possibility here.
4.3. Performance of Implicit Solvent Models for ΔΔG solv of Oxidation. As shown in Figure 1 , ΔΔG solv represents the change in solvation free energy upon oxidation. ΔΔG solv values are extracted directly from reported E 0 ox and IE gas values, based on eq 6. Experimental ΔΔG solv values spanned a range of −1.93 eV (1,2,4-trimethoxybenzene) to −3.08 eV (4-cyanophenol) in aqueous solution and −1.69 eV (1,2,4-trimethoxybenzene) to −2.85 eV (N-butylamine) in acetonitrile solution (Table 1) . Computationally, ΔΔG solv is evaluated as the difference in free energy of solvation between the oxidized and reduced species, as shown in eq 3. Individual computed ΔΔG solv values are listed in Table S2 for each of the methods tested.
Given that CBS-QB3 predicts IE gas values with an average error of 0.06 eV, we can expect that the performances of implicit solvent models for ΔΔG solv are reflected by the performances we found for E 0 ox , and indeed this is seen in Table 3 . Among the methods we tested here, SMD/M06-2X/ aug-cc-pVTZ had the lowest MUE, 0.20 eV, for aqueous ΔΔG solv values ( Table 5, Table S2 ). With MUEs of 0.45 and 0.46 eV in aqueous solution, both IEF-PCM and C-PCM respectively performed more poorly than either the SMx models or COSMO-RS (Table 3) . Consistent with our observations for E 0 ox , COSMO-RS performed better than IEF-PCM or C-PCM, but not as well as the SMx models, for aqueous ΔΔG solv . These trends are coherent with previous implicit model assessments for solvation free energies of closed shell species. Cramer and Truhlar found that SM8 outperformed IEF-PCM, C-PCM, and COSMO (as implemented in NWChem) when evaluating aqueous solvation free energies of both neutral and ionic closed shell molecules. 61 All implicit models performed poorly for the ΔΔG solv values of phenol and substituted phenols in water. The worst case for all models is 4-cyanophenol; this compound also exhibits the largest magnitudes in the data set for the three properties, IE gas , E 0 ox,aq , and ΔΔG solv,aq ( Table 1 ). The largest ΔΔG solv,aq deviation from experiment was 0.96 eV for 4-cyanophenol, with the IEF-PCM and C-PCM models (Table S2 ).
All implicit models exhibited similar performance, on average, for ΔΔG solv in acetonitrile solvent, with MUEs ranging from 0.13 to 0.22 eV ( Table 3 ). The best performing method was SMD, with an MUE of 0.13 eV and a maximum deviation of 0.29 eV (triethylamine) ( 42 Implicit solvent model results did not exhibit a strong dependence on electronic structure method or basis set. ΔΔG solv,aq computations with SMD using different DFT methods (M06-2X, B3LYP) and basis sets (6-31G(d), aug-cc-PVTZ) suggest that computed ΔΔG solv,aq values are not highly sensitive to the model chemistry or basis set used (Table 5,  Table S2 ), as long as the distribution of molecular charge separation is correct. This is consistent with findings of Marenich et al., who observed only weak dependence of solvation free energy on model chemistry and basis set for neutral and cationic species using SMD. 31 The underlying origins of successes or failures of implicit solvent models are not easily explained. Additionally, it is unclear whether implicit models, which are empirically parametrized, may properly account for specific radical-solvent interactions 132 or associated solvent structuring in either acetonitrile or water.
To gain further insight into the performance of implicit solvent models for the oxidized open-shell species, we apportioned aqueous ΔΔG solv values into the contributions from the neutral (ΔG* solv,A ) and radical cation species (ΔG* solv,A•+ ), discussed below.
4.4. Performance of Implicit Solvent Models for ΔG* solv,A . Experimental values of aqueous ΔG* solv,A data are shown in Table 1 . All implicit solvent models predicted ΔG* solv,A with an average error of 0.05 eV or less (Table 3) . Overall, the solvation free energy errors for the neutral compounds were relatively small except for the case of DABCO, for which all but one solvation method (COSMO-RS) showed deviations from experiment greater than 0.1 eV. SMD had the lowest error for ΔG* solv,A , on average, with an MUE of 0.03 eV ( Table 3, Table S3 ). These results are comparable to those of previous studies. Using SMD/M05-2X/ 6-31G(d), Marenich et al. reported an accuracy similar to that found here for SMD, reporting an MUE of 0.59 kcal/mol (0.026 eV) for aqueous solubilities of a test set of neutral compounds. 31 The average error of SM8 for the present aqueous ΔG* solv,A data set was slightly higher than that reported by Cramer and Truhlar, who observed an MUE of 0.55 kcal/ mol (0.023 eV) using SM8/mPW1PW/6-31G(d) for a large test set of neutral molecules. 61 For the SAMPL2 data set of organic compounds having size comparable to those considered here, errors in solvation free energy were found to be slightly larger, 1.33 kcal/mol (0.06 eV) and 2.61 kcal/mol (0.11 eV), respectively, for SM8 and SMD using M06-2X/6-31G(d). IEF-PCM performance for aqueous ΔG* solv,A values of our data set was slightly worse than that reported by Cramer and Truhlar, who found an MUE of 4.87 kcal/mol (0.021 eV) using mPW1PW/6-31G(d). Using HF/6-31G(d) with C-PCM and IEF-PCM, Kelly et al. reported MUEs of 1.11 kcal/mol (0.048 eV) and 1.10 kcal/mol (0.048 eV), respectively, for a test set of aqueous ΔG* solv,A data. Table 1 . SMD and SM8 produced the lowest average error for ΔG* solv,A•+ , with MUEs of 0.32 and 0.33 eV, respectively (Table 3, S4) . IEF-PCM and C-PCM gave average errors roughly twice as large, with MUEs of 0.57 eV for ΔG* solv,A•+ for both models. COSMO-RS fell in between these models, with an MUE of 0.40 eV. For the aqueous solvation free energies of a set of closed-shell organic anions and cations, as well as water clusters containing ions, Cramer and Truhlar reported MUEs of 3.2 kcal/mol (0.14 eV) for SM8 and 12.4 kcal/mol (0.54 eV) for IEF-PCM. 61 Takano and Houk found MUEs in solvation free energy of 3.0 kcal/mol (0.13 eV) for a set of thirteen charged (anionic/cationic) species using C-PCM and compared that with reported larger errors (7.5 kcal/mol, 0.33 eV) for an SMx model (SM5.42R) and 9.15 kcal/mol (0.40 eV) for COSMO. 62 The newer generations of the SMx models have been parametrized to produce improved values of solvation free energies for charged species, having reported average errors of 3.7 kcal/mol (0.16 eV) for SMD/M05-2X/6-31G(d) and 4.31 kcal/mol (0.19 eV) for SM8/mPW1PW/6-31G(d)) for ΔG* solv of closed shell charged (anionic/cationic) species. 30, 31 The results in this study for ΔG* solv,A•+ are thus similar to errors found for the same models when applied to closed shell cations in water.
It is unclear how to interpret the apparent prediction skill of implicit solvent models for ΔG* solv,A•+ values of the compound set considered here. While observed errors are consistent with average errors previously reported for these models for the solvation free energy values of monovalent cations, additional uncertainties may arise from the specific radical-solvent interactions contributing to ΔG* solv,A•+ . Preliminary evidence indicates that these interactions may differ in strength compared to analogous closed-shell-cation-solvent interactions. 132, 133 This may contribute additional uncertainty to the solvent models, which were not parametrized with data involving radicals.
Taking into consideration the relatively small uncertainties for prediction of IE gas (0.06 eV) and ΔG* solv,A (0.03 to 0.05 eV), we attributed the dominant source of error in single-electron aqueous oxidation potential computations to the computation of ΔG* solv,A•+ , which is consistent with previous interpretations. 4, 8 (Table 3) .
IMPLICATIONS AND RECOMMENDATIONS
In this study, we assess five implicit solvent models for their ability to predict oxidation potentials of a set of neutral organic compounds in aqueous and acetonitrile solvents. We additionally apportion these results into contributions arising from the gas-phase ionization energy, IE gas , and the change in solvation energy upon oxidation, ΔΔG solv . We find that contemporary implicit solvent models produce average errors in ΔΔG solv ranging from 0.22 to 0.46 eV in aqueous solvent. To our knowledge, this is the first study to compile a test set of experimental values for the free energy of solvation of the radical cation species, ΔG* solv,A•+ , for several organic compounds in aqueous solution.
For aqueous E 0 ox calculations, the predominant source of error is the treatment of the solvation free energy of the radical open-shell species, ΔG* solv,A•+ , which erred by 0.32 eV, on average, with the SMD solvent model, and by 0.33 eV with SM8, by 0.49 eV with COSMO-RS, and by 0.57 eV, on average, for both the IEF-PCM and C-PCM solvent models.
Based on results obtained for IE gas and ΔΔG solv , we formulated a "best method" for the computation of oxidation potentials with implicit models. We chose an electronic structure method considered reliable for IE gas , (RO)CBS-QB3, and we combined this together with the solvent model having the lowest average error for ΔΔG solv (SMD). Thus, the recommended method to compute the oxidation potential relative to SHE is 
Oxidation potentials calculated by eq 8 had an MUE of 0.27 V for aqueous solvent, with a maximum deviation of 0.68 V (4-cyanophenol), and an MUE of 0.13 V for acetonitrile solvent with a maximum deviation of 0.29 V (DABCO) for the test set considered here (Table 3, 4) . In cases where CBS-QB3 exhibits significant spin contamination, ROCBS-QB3 is recommended as an alternative for computing IE gas . 91 Eq 8 turns out to be the same formulation recently applied by Psciuk et al. in their theoretical study of redox potentials of nucleic acid bases. 11 Further improvements in models describing solvation energies of charged open shell species would aid in predictions of oxidation potentials and related thermodynamic properties. In "cluster-continuum" approaches, one or more explicit solvent molecules are placed around the solute, and the resulting cluster is embedded in an implicit solvent model. 76 This strategy has been suggested to improve computed solvation free energies, redox potentials, and pK a values. 29, 70, 76, 77, 134 By including one explicit water molecule, Winget et al. reported improvements in oxidation potential computations by 30% for phenols using SM5.42R. 4 However, our preliminary calculations (not shown) suggest that it is not trivial to determine the appropriate geometric configurations of explicit molecules around highly delocalized organic open-shell species such as those considered in this study. Even when only a single explicit water molecule is employed, resulting clusters frequently exhibit low potential energy gradients and several relevant potential energy minima. This contrasts with previously published applications of the cluster-continuum approach for the determination of solvation free energies of monatomic ions or for the determination of pK a values; in these cases, the full ionic charge is highly localized, producing only a limited number of relevant conformations for immediately adjacent explicit water molecules. Additionally, when handling solvated clusters involving open-shell species, careful attention should be paid to choosing an appropriate electronic structure method. 132 Future investigations into methods for determining the appropriate configurations and number of explicit molecules may prove useful in obtaining improved results for redox potentials. The present work provides a baseline assessment of implicit solvent models for the prediction of aqueous oxidation potential for neutral compounds, as well as a benchmark test set of vetted experimental data that may be used in future efforts to design improved modeling approaches. 
■ AUTHOR INFORMATION
Corresponding Author *E-mail: samuel.arey@epfl.ch.
Author Contributions
The manuscript was written through contributions of all authors. All authors have given approval to the final version of the manuscript.
