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1 はじめに
識別・判別分析は，複数の群 (クラス) があるとき，その中のどの群に属するか既に分かっているデータ（学
習データ; training data）に基づいて判別方式を構築し，群の所属が未知のデータがこの中のどの群へ属するか
を予測することを目的とする．このため，識別・判別の対象となる群に対して，所属が既知の個体を特徴付ける
いくつかの変数について観測した多次元データの情報をもとに，判別関数を構築する．代表的な判別関数として
は，変数の１次結合で与えられる Fisher の線形判別関数，２次関数に基づく２次判別関数，非線型構造を有す
る群の判別に用いられるロジスティック判別やサポートベクターマシーンなど様々な非線形判別法が提唱され
ている（詳細は，小西 (2010), Konishi (2014) などを参照されたい）．
群の所属が既知の学習データに基づいて構築した様々な線形・非線形判別法の良さを評価するためには，将
来観測される群の所属が未知のデータをどの程度正しく識別・判別する能力があるかを測る必要がある．これ
は，将来のデータの識別・判別能力を推測することから予測誤差と呼ばれ，その代表的な手法がクロス・バリ
デーション (交差検証法) である．これに対して，1979 年に Efron によって提唱されたブートストラップ法
(Bootstrap methods) は，解析的アプローチを，計算機を用いた大量の反復計算で置き換えて数値的に実行す
る統計的計算法で，予測誤差推定にも有効であることが分かった．本研究では，ブートストラップを適用し，見
かけ上の誤判別率に対するバイアス補正という点からブートストラップ法について検証した．また，従来から用
いられてきた交差検証法，0.632推定量とよばれるいくつかの予測誤差推定との比較を通して，予測誤差推定に
対するブートストラップ法について検証した．
2 予測誤差推定
一般にどの群に属するかすでにわかっているデータ n = f(xi; yi); i = 1; :::; ng(学習データ) に基づいて構
成した判別法を r(xjn)とする．yi は xi の属する群を表すラベル変数．判別しようとするデータ xに対して
r(xjn)は，２群判別の場合には 1または 0を出力し，多群判別の場合にはあらかじめ設定した複数の群のい
ずれかの群番号を出力するとする．つぎに，ある判別法の良し悪しを測る指標として，対象とするいずれかの群
から観測されたデータ (x0; y0)に対して
Q[y0; r(x0jn)] =
(
0 y0 = r(x0jn)のとき
1 y0 6= r(x0jn)のとき
(2.1)
を用いるとする．
2.1 見かけ上の誤判別率
学習データに基づいて構築した判別法は，学習データ z1 = (x1; y1); :::; zn = (xn; yn)を生成した確率分布を
F として，この学習データとは独立に将来同じ確率構造 F からランダムに採られたデータ (X0; Y0)=(x0; y0)
に対して
PRE(n; F ) = EF [Q[Y0; r(X0jn)]] (2.2)
で評価する．これを予測誤差 (prediction error)とよぶ．
1
将来のデータに替えて判別法の構築に用いたデータ n = f(xi; yi); i = 1; 2; :::; ngを再び用いて予測誤差を
推定したのが，見かけ上の誤判別率 (apparent error rate)とよび，次で与えられる．
APE(n; F^ ) =
1
n
nX
i=1
Q[yi; r(xijn)]． (2.3)
これは，誤判別したデータの割合を示しており，未知の確率分布 F を学習データ z1 = (x1; y1); z2 =
(x2; y2); :::; zn = (xn; yn) の各点で等確率 1/n を持つ経験分布関数 F^ で推定して，（2.2）式の期待値を F^
に関してとったものである．すなわち
PRE(n; F^ ) = EF^ [Q[Y0; r(X0jn)]] =
1
n
nX
i=1
Q[yi; r(xijn)] (2.4)
としたものである．
2.2 ブートストラップ予測誤差推定
ブートストラップ法は Efron (1979，1982) によって紹介された．特定の母集団確率分布を想定することな
く，種々の推定量の誤差を数値的に捉えることできる統計的手法である．ブートストラップ法は，実行プロセス
の中の解析的導出を，計算機を用いた大量の反復計算によるモンテカルロ法で置き換えることが特徴である (小
西，越智，大森；2008)．
（2.3）式で定義される見かけ上の誤判別率は，判別法の構築に用いたデータを再び用いて予測誤差を推定して
いることから，一般に予測誤差を過小に推定する．そこで，見かけ上の誤判別率という１つの推定量で（2.2）式
の予測誤差を推定したとき，平均的にどの程度過小に推定しているかを表す，
bias(F ) = EF (Z)[EF [Q[Y0; r(X0jn)]]  1
n
nX
i=1
Q[Yi; r(Xijn)]] (2.5)
を推定できれば，見かけ上の誤判別率の過小推定に対する補正項として用いることができる．この値は，ブート
ストラップ法を適用し，次のように推定する．まず，データを発生した確率分布を経験分布関数 F^ で推定し，
学習データ n = f(xi; yi); i = 1; :::; n)gからの復元抽出によって求めた B 組のブートストラップ標本を
n(b) = f(xi (b); yi (b)); i = 1; :::; ng; b = 1; :::; B (2.6)
とする．ある１組のブートストラップ標本 n(b) = f(xi (b); yi (b)); i = 1; :::; ngを学習データとみて判別法を
r(xji (b))と表す．このとき予測誤差推定は，（2.2）式において未知の確率分布 F を経験分布関数 F^ で置き換
えると，
PRE(n(b); F^ ) = EF^ [Q[Y0; r(X0jn(b))]] =
1
n
nX
i=1
Q[yi; r(xijn(b))] (2.7)
と表される．このとき，あるブートストラップ標本で構成した判別法を学習データで評価したことになる．
一方，見かけ上の誤判別率とは，判別法を構成するのに用いたデータを再び用いて予測誤差を推定すること
から
APE(n(b); F^
) =
1
n
nX
i=1
Q[yi (b); r(x

i (b)jn(b))] (2.8)
で与えられる．ただし，F^  は n(b) = f(xi (b); yi (b)); i = 1; :::; ng上の各点に等確率 1/nを付与した経験分
布関数とする．
したがって，（2.5）式のバイアスのブートストラップ推定値は
bias(F^ ) = EF^

1
n
nX
i=1
Q[yi; r(xijn(b))] 
1
n
nX
i=1
Q[yi (b); r(x

i (b)jn(b))]

(2.9)
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で与えられる．この経験分布関数に関する期待値は（2.8）式の B 個のブートストラップ標本に関する平均値
bias(F^ )(BS) =
1
B
BX
b=1
 
1
n
nX
i=1
Q[yi; r(xijn(b))] 
1
n
nX
i=1
Q[yi (b); r(x

i (b)jn(b))]
!
(2.10)
によって数値的に近似される．
以上より，予測誤差を過小推定する傾向がある見かけ上の誤判別率のバイアスの推定値を加えて補正した
APE(BS)(n; F^ ) =
1
n
nX
i=1
Q[yi; r(xijn)] + bias(F^ )(BS)， (2.11)
を予測誤差の推定値として用いる．
2.3 交差検証法
交差検証法は，モデルの精度のよさを測るための指標の一つである．n 個のデータのなかから i 番目データ
(xi,yi)を取り除いた残りの n  1個のデータ ( i)n に基づいて判別法を構築し，これを r(xj( i)n )とする．取
り除いたデータ (xi,yi)を判別して評価式 Q[yi; r(xj( i)n )]で正しく判別されたか否かを測る.このプロセスを
すべてのデータに適用することによって次の式が与えられる．
CV =
1
n
nX
i=1
Q[yi; r(xij( i)n )]． (2.12)
2.4 0.632推定量
予測誤差を見かけ上の誤判別率で推定したときのバイアスをブートストラップ法で推定する方法は，バイアス
の補正量を加えても予測誤差を小さめに推定する傾向がある．
ブートストラップ標本 n(b)に基づいて構成した判別法 r(xijn(b))を評価するときのデータ (xi; yi)が，こ
のブートストラップ標本に含まれる確率が極めて高いためである．この確率は
Pr f(xi; yi) 2 n(b)g = 0:632 (2.13)
で与えられる．そこで，i番目のデータ (xi; yi)がブートストラップ標本 n(b)に含まれない場合のみに対して
バイアスを計算すれば，バイアスの過小推定の程度が解消されると考えられる．
このような考えから，交差検証法の期待値をブートストラップ法で推定した量を
CVBS =
1
n
BX
b=1
nX
i=1
(
1
Bi
X
b2Ci
Q[yi; r(xijn(b))]
)
(2.14)
とする．Ci はデータ (xi; yi) をブートストラップ標本 n(b) に含まない場合の番号の集合，Bi はそのような
ブートストラップ標本の個数とする．
Efron (1983)は，見かけ上の誤判別率で予測誤差を推定した時の過小推定の程度を (2.10)式に対して
bias(F^ ):632 = 0:632
n
CVBS  APE(n; F^ )
o
， (2.15)
で評価した．0.632推定とよばれる予測誤差の推定量は，このバイアス補正値を見かけ上の誤判別率に加えるこ
とによって
0:632EST = APE(n; F^ ) + 0:632
n
CVBS  APE(n; F^ )
o
= 0:368APE(n; F^ ) + 0:632CVBS， (2.16)
となる (Efron and Tibshirani，1997)．
3
0.632推定量は，見かけ上の誤判別率 APE(n; F^ )とある種のブートストラップ交差検証法 CVBS の２つの
推定量の重みづけによって新しい推定量を構成しているといえる．（2.14）式の CVBS が一度に観測データの半
数を取り除く交差検証法 (CVHF )にほぼ等しいこと Efron (1983)は指摘して，0.632推定量の近似として
0:632ESTAP = 0:368APE(n; F^ ) + 0:632CVHF， (2.17)
を用いることができる．0.632 推定量については，Efron (1983)，Efron and Tibshirani (1997)，小西．本多
(1992)を参照されたい．
3 ブートストラップ選択確率
観測された n個のデータ集合を f(yi;xi); i = 1; 2; :::; ngとする．xi は複数の変数に関する多次元のデータと
し，yi は，どの群へ属するかを表すラベル変数とする．この観測データからの復元抽出によって取り出したブー
トストラップ標本を f(yi ;xi ); i = 1; 2; :::; ngとする．1組のブートストラップ標本 f(yi ;xi ); i = 1; 2; ::; ngに
対して，1 つの最適なモデルを構築する．判別分析では，予測誤差に最適な変数の組に基づく判別法を選択す
る．以上のプロセスを B 回繰り返して，選択されたそれぞれの変数の組の割合を求める．この選択された変数
の組の割合をモデル選択確率とよぶ．詳細は，小西・越智・大森 (2008)を参照されたい．
4 まとめ
本研究では，ブートストラップ法の基本的な考え方を理論的側面から述べた．判別分析における見かけ上の誤
判別率が予測誤差推定を過小に推定するという問題に取り組み，ブートストラップ法を用いたバイアス補正によ
るいくつかの予測誤差推定で数値的側面から比較検証した．ブートストラップ法を用いたバイアス補正をして
も，十分ではなかった．クロスバリデーションは予測誤差不偏な推定値を与えていたが，推定の変動が大きいこ
とが問題であった．そのため，0.632推定量によって改善していることが確認できた．今後の研究課題として，
ブートストラップ選択確率について，その有効性を数値的側面から検証していきたい．また，様々な判別関数に
基づいて比較検証し，ブートストラップ法による予測誤差が有効であることを確認したい．
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