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On the Stability of Switched Positive Linear Systems
L. Gurvits, R. Shorten, and O. Mason
Abstract—It was recently conjectured that the Hurwitz stability of the
convex hull of a set of Metzler matrices is a necessary and sufficient con-
dition for the asymptotic stability of the associated switched linear system
under arbitrary switching. In this note, we show that 1) this conjecture is
true for systems constructed from a pair of second-order Metzler matrices;
2) the conjecture is true for systems constructed from an arbitrary finite
number of second-order Metzler matrices; and 3) the conjecture is in gen-
eral false for higher order systems. The implications of our results, both for
the design of switched positive linear systems, and for research directions
that arise as a result of our work, are discussed toward the end of the note.
Index Terms—Positive linear systems, stability theory, switched linear
systems.
I. INTRODUCTION
Positive dynamical systems are of fundamental importance to nu-
merous applications in areas such as Economics, Biology, Sociology
and Communications. Historically, the theory of positive linear time-
invariant (LTI) systems has assumed a position of great importance in
systems theory and has been applied in the study of a wide variety of
dynamic systems [1]–[4]. Recently, new studies in communication sys-
tems [5], formation flying [6], and other areas, have highlighted the im-
portance of switched (hybrid) positive linear systems (PLS). In the last
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number of years, a considerable effort has been expended on gaining
an understanding of the properties of general switched linear systems
[7], [8]. As is the case for general switched systems, even though the
main properties of positive LTI systems are well understood, many
basic questions relating to switched PLS remain unanswered. The most
important of these concerns their stability, and in this note, we present
some initial results on the stability of switched PLS.
Recently, it was conjectured by the authors of [9], and independently
by David Angeli, that the asymptotic stability of a positive switched
linear system can be determined by testing the Hurwitz-stability of an
associated convex set of matrices. This conjecture was based on pre-
liminary results on the stability of positive switched linear systems and
is both appealing and plausible. Moreover, if it were true, it would have
significant implications for the stability theory of positive switched
linear systems. In this note, we shall extend some earlier work and
show that the above conjecture is true for some specific classes of posi-
tive systems. However, one of the the major contributions of the note is
to construct a counterexample which proves that, in general, the con-
jecture is false. However, this in turn gives rise to a number of open
questions for future research, some of which we discuss towards the
end of the note.
The layout of the note is as follows. In Section II we present the math-
ematical background and notation necessary to state the main results of
the note. Then in Section III, we present necessary and sufficient con-
ditions for the uniform asymptotic stability of switched second-order
positive linear systems. In Section IV we show by means of an abstract
construction that the results derived in the preceding sections do not
generalize to higher dimensional systems. In Section V, we demon-
strate that these results also fail to generalize for the more restrictive
case of matrices with constant diagonals and we make some observa-
tions on the computation of the joint Lyapunov exponent for positive
switched systems in Section VI. Finally, our conclusions are presented
in Section VII.
II. MATHEMATICAL PRELIMINARIES
In this section, we present a number of preliminary results that shall
be needed later and introduce the main notations used throughout the
note.
A. Notation
Throughout, denotes the field of real numbers, n stands for the
vector space of all n-tuples of real numbers and nn is the space
of n  n matrices with real entries. For x in n; xi denotes the ith
component of x, and the notation x  0(x  0) means that xi >
0(xi  0) for 1  i  n. n+ = fx 2 n:x  0g denotes the
nonnegative orthant in n. Similarly, for a matrix A in nn, aij or
A(i; j) denotes the element in the (i; j) position ofA, andA  0(A 
0) means that aij > 0(aij  0) for 1  i; j  n. A  B)(A  B)
means that A   B  0(A   B  0). We write AT for the transpose
of A and exp(A) for the usual matrix exponential of A 2 nn.
For P in nn the notation P > 0(P  0) means that the matrix
P is positive (semi-)definite, and PSD(n) denotes the cone of positive
semi-definite matrices in nn. The spectral radius of a matrix A is
the maximum modulus of the eigenvalues ofA and is denoted by (A).
Also we shall denote the maximal real part of any eigenvalue of A by
(A). If (A) < 0 (all the eigenvalues of A are in the open left half
plane) A is said to be Hurwitz or Hurwitz-stable.
Given a set of points, fx1; . . . ; xmg in a finite-dimensional
linear space V , we shall use the notations CO(x1; . . . ; xm) and
0018-9286/$25.00 © 2007 IEEE
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Cone(x1; . . . ; xm) to denote the convex hull and the cone generated
by x1; . . . ; xm, respectively. Formally
CO(x1; . . . ; xm) =
m
i=1
ixi:i  0; 1  i  m; and
m
i=1
i = 1
Cone(x1; . . . ; xm) =
m
i=1
ixi:i  0; 1  i  m :
A closed convex cone in n is a set
  n such that, for any x; y 2 

and any ;   0; x + y 2 
. A convex cone is said to be: solid if
the interior of 
 is nonempty; pointed if 
\ ( 
) = f0g; polyhedral
if
 = Cone(x1; . . . ; xm) for some finite set fx1; . . . ; xmg of vectors
in n. We shall call a closed convex cone that is both solid and pointed,
a proper convex cone.
B. Positive LTI Systems and Metzler Matrices
The LTI system
A: _x(t) = Ax(t); A 2
nn
; x(0) = x0
is said to be positive if x0  0 implies that x(t)  0 for all t  0.
See [3] for a description of the basic theory and several applications
of positive linear systems. The system A is positive if and only if
the off-diagonal entries of the matrix A are nonnegative. Matrices of
this form are known as Metzler matrices. The next result concerning
positive combinations of Metzler Hurwitz matrices was pointed out in
[10].
Lemma 2.1: Let A1; A2 be Metzler and Hurwitz. Then A1 + A2
is Hurwitz for all  > 0 if and only if A1 + A2 is nonsingular for all
 > 0.
C. Common Quadratic Lyapunov Functions and Stability
It is well known that the existence of a common quadratic
Lyapunov function (CQLF) for the family of stable LTI systems
A : _x = Aix i 2 f1; . . . ; kg is sufficient to guarantee that the as-
sociated switched system S : _x = A(t)x A(t) 2 fA1; . . . ; Akg is
uniformly asymptotically stable under arbitrary switching. Throughout
the note, when we speak of the stability (uniform asymptotic stability)
of a switched linear system, we mean stability (uniform asymptotic
stability) under arbitrary switching.
Note that any initial state x0 2 n can be written as x0 = u   v
where u; v  0. Hence, for linear systems, uniform asymptotic sta-
bility with respect to initial conditions in the positive orthant is equiva-
lent to uniform asymptotic stability with respect to arbitrary initial con-
ditions in n. In particular, if a positive switched linear system fails to
be uniformly asymptotically stable (UAS) for initial conditions in the
whole of n, then it is also not UAS for initial conditions in the posi-
tive orthant.
Formally checking for the existence of a CQLF amounts to looking
for a single positive–definite matrix P = P T > 0 in nn satisfying
the k Lyapunov inequalities ATi P + PAi < 0 i 2 f1; . . . ; kg. If
such a P exists, then V (x) = xTPx defines a CQLF for the LTI sys-
tems A . While the existence of such a function is sufficient for the
uniform asymptotic stability of the associated switched system, it is in
general not necessary for stability [8], and CQLF existence can be a
conservative condition for stability. However, recent work has estab-
lished a number of system classes for which this is not necessarily the
case [11], [12]. The results in these papers relate the existence of an un-
bounded solution to a switched linear system to the Hurwitz-stability
of the convex hull of a set of matrices and are based on the following
theorem.
Theorem 2.1: [13], [14] Let A1; A2 2 nn be Hurwitz matrices.
A sufficient condition for the existence of an unstable switching signal
for the system _x = A(t)x; A(t) 2 fA1; A2g; is that A1+ A2 has an
eigenvalue with a positive real part for some positive .
Any trajectory of a positive system originating in the positive orthant
will remain there as time evolves. Consequently, to demonstrate the
stability of such systems, one need not search for a CQLF, but rather the
existence of a copositive Lyapunov function. Formally, V (x) = xTPx
is a copositive CQLF if the symmetric matrix P 2 nn is such that
xTPx > 0 for x 2 n+; x 6= 0; and xT (ATi P + PAi)xT < 0 i 2
f1; . . . ; kg;8x  0; x 6= 0.
III. SECOND ORDER POSITIVE LINEAR SYSTEMS
In this section, we shall show that the conjecture in [9] is true for
second-order positive switched linear systems. First, we recall the re-
sult of [11] which described necessary and sufficient conditions for the
existence of a CQLF for a pair of general second-order LTI systems.
Theorem 3.1: Let A1; A2 2 22 be Hurwitz. Then a necessary
and sufficient condition forA ;A to have a CQLF is that the matrix
products A1A2 and A1A 12 have no negative eigenvalues.
It is only necessary to check one of the products in the above theorem
if the individual systems A ;A are positive systems.
Lemma 3.1: Let A1; A2 2 22 be Hurwitz and Metzler. Then the
product A1A2 has no negative eigenvalue.
Proof: As A1; A2 are both Hurwitz, the determinant of A1A2
must be positive. Also, the diagonal entries of A1A2 must both be pos-
itive. Hence, the trace of A1A2 is positive. It now follows easily that
the product A1A2 cannot have any negative eigenvalues.
Combining Theorem 3.1 and Lemma 3.1 yields the following result.
Theorem 3.2: Let A1; A2 2 22 be Hurwitz and Metzler. Then
the following statements are equivalent:
a) A and A have a CQLF;
b) A and A have a common copositive quadratic Lyapunov
function;
c) the switched system _x = A(t)x;A(t) 2 fA1; A2g is uniformly
asymptotically stable;
d) the matrix product A1A 12 has no negative eigenvalues.
Proof: (a) , (d): From Lemma 3.1 it follows that the matrix
product A1A2 cannot have a negative eigenvalue. Hence, the equiv-
alence of (a) and (d) follows from Theorem 3.1.
(b) , (d): If A1A 12 has no negative eigenvalues, then A and
A have a CQLF. Thus, they certainly have a copositive common
quadratic Lyapunov function. Conversely, suppose that A1A 12 has a
negative eigenvalue. It follows that A1+0A2 has a real, non-negative
eigenvalue for some 0 > 0. Since, A1 + 0A2 = N   0I , where
N  0, it follows that the eigenvector corresponding to this eigenvalue
is the Perron eigenvector of N and consequently lies in the positive
orthant [2]. It follows that a copositive Lyapunov function cannot exist.
(c) , (d): Suppose that A1A 12 has a negative eigenvalue; namely,
A1 + A2 is non-Hurwitz for some  > 0. It now follows from The-
orem 2.1 that there exists some switching signal for which the switched
systemS : _x = A(t)x A(t) 2 fA1; A2g is not uniformly asymptot-
ically stable. This proves that (c) implies (d). Conversely, ifA1A 12 has
no negative eigenvalues, then A ; A have a CQLF and the associ-
ated switched systems is uniformly asymptotically stable. This com-
pletes the proof.
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The equivalence of (c) and (d) in the previous theorem naturally
gives rise to the following question. Given a finite set fA1; . . . ; Akg
of Metzler, Hurwitz matrices in 22, does the Hurwitz stability of
CO(A1; . . . ; Ak) imply the uniform asymptotic stability of the asso-
ciated switched system? This is indeed the case and follows from the
following theorem, which can be thought of as an edge theorem for
positive systems. This theorem extends a result presented recently in
[15] by removing the restrictive assumption that the diagonal entries of
all the system matrices are equal to  1.
Theorem 3.3: Let A1; . . . ; Ak be Hurwitz, Metzler matrices in
22
. Then the positive switched linear system
_x = A(t)x A(t) 2 fA1; . . . ; Akg (1)
is uniformly asymptotically stable if and only if each of the switched
linear systems,
_x = A(t)x A(t) 2 fAi; Ajg (2)
for 1  i < j  k is uniformly asymptotically stable.
Outline of Proof:
a) First, we show that 2+, can be partitioned into a finite collection
of wedges, Secj ; 1  j  m such that, for 1  j  m there
exists a quadratic form xTPjx, which is nonincreasing along
each trajectory of (1) within Secj . Formally, for x 2 Secj and
1  i  k; xT (ATi Pj + PjAi)x  0.
b) Using level sets of the quadratic forms in (a), we show that the
system (1) has uniformly bounded trajectories.
c) Finally, we show that for sufficiently small  > 0 the same
conclusion will hold if we replace each system matrix Ai with
Ai + I . This then establishes the uniform asymptotic stability
of the system (1).
Proof: It is immediate that if the system (1) is uniformly asymp-
totically stable (for arbitrary switching), then each of the systems (2)
is also.
Now suppose that for each i; j with 1  i < j  k, the system
(2) is uniformly asymptotically stable. We can assume without loss of
generality that for all a > 0 and 1  i < j  k, the matrix Ai   aAj
is not zero. Let 2+ be the nonnegative orthant in 2. For any vector
x 2 2,
Cone(A1x; . . . ; Akx) = [1i<jkCone(Aix; Ajx):
Moreover, as the switched system (2) is uniformly asymptotically
stable for 1  i < j  k and the system matrices are Metzler,
Cone(Aix; Ajx) \
2
+ = f0g for all 1  i < j  k and nonzero
x 2 2+. Therefore Cone(A1x; . . . ; Akx) \ 2+ = f0g.
For a nonzero vector x 2 2 define arg(x), the argument
of x in the usual way, viewing x as a complex number. Let
(l(x); u(x));1  l(x); u(x)  k be a pair of integers such that
arg(Al(x)x)  arg(Aix)  arg(Au(x)x). Then clearly
Cone(A1x; . . . ; Akx) = Cone(Al(x); Au(x)):
For 1  i; j  k define
D(i;j) = fy 2
2
+; y 6= 0:Cone(A1y; . . . ; Aky)
= Cone(Aiy; Ajy)g
Here (i; j) is a pair of integers, not necessarily ordered and possibly
equal and arg(Aiy)  arg(Ajy). It now follows that 2+   f0g =
[1i;jkD(i;j). Note that D(i;j) [ f0g is a closed cone, not neces-
sarily convex and that if x 2 D(i;j) and arg(Aix) < arg(Amx) <
arg(Ajx) for m 6= i; j then x belongs to the interior of D(i;j).
Consider the set Symp = fa^ = :(a; 1   a)T :0  a  1g, and
define d(i;j) = Symp \ D(i;j). We shall write a^ < b^ if and only if
a < b. The sets d(i;j) are closed and their (finite) union is equal to
Symp. Moreover, the only way for x 2 Symp not to lie in the interior
of some d(i;j) is if there exists b > 0; 1  l 6= m  k such that
Alx = bAmx. As we assumed that for all a > 0; 1  i < j  k
the matrix Ai   aAj is not zero, it follows that there exists a finite
subset Sing = :f0  a^1 <    < a^q  1g such that all vectors in
Symp   Sing belong to the interior of some d(i;j).
It now follows that Symp can be partitioned into a finite family of
closed intervals, each of them contained in some d(i;j). This in turn
defines a partition of 2+ f0g into finitely many closed cones/wedges
Secj ; 1  j  m, each of which is contained in some D(L(j);U(j)).
We shall label the rays which define this partition r1; . . . ; rm+1 where
r1 is the y-axis, rm+1 is the x-axis and the rays are enumerated in the
clockwise direction.
Now, by assumption, the switched system _x = A(t)x A(t) 2
fAL(j); AU(j)g is uniformly asymptotically stable for all 1  j 
m. Thus, it follows from Theorem 3.2 that, for 1  j  m, there
exist quadratic forms xTPjx; Pj = P Tj > 0, such that ATL(j)Pj +
PjAL(j) < 0; A
T
U(j)Pj + PjAU(j) < 0. As Secj  D(L(j);U(j)), it
follows that xTPjAix  0 for all x 2 Secj and all i with 1  i  k.
Now, choose a point T1 = (0; y)T ; y > 0 and consider the level
curve of xTP1x which passes through T1. This curve intersects the
second ray r2 at some point T2 and the level curve of xTP2x going
through T2 intersects the third ray r3 at some point T3. We can
continue this process until we reach some point Tm+1 on the x-axis.
This gives us a domain bounded by the y-axis, the chain of ellipsoidal
arcs defined above, and the x-axis. This domain is an invariant set for
(1), which implies that the trajectories of the system (1) are uniformly
bounded. The same conclusion will hold if we replace the system
matrices A1; . . . ; Ak with fA1 + I; . . . ; Ak + Ig for some small
enough positive . This implies that the original system (1) is in
fact uniformly asymptotically stable and completes the proof of the
theorem.
IV. HIGHER DIMENSIONAL SYSTEMS
Motivated by results such as those described in the previous section,
a number of authors have recently formulated the following conjecture.
Conjecture 1: LetA1; . . . ; Ak be a finite family of Hurwitz, Metzler
matrices in nn. Then the following statements are equivalent:
1) all matrices in the convex hull, CO(A1; . . . ; Ak), are Hurwitz;
2) the switched linear system, _x = A(t)x A(t) 2 fA1; . . . ; Akg,
is uniformly asymptotically stable.
In the remainder of this section, we shall present a counterexample to
Conjecture 1, based on arguments first developed by Gurvits in [16]
(which extended the results in [17], [18]).
Lemma 4.1: Let A1; . . . ; Ak be a finite family of matrices in nn.
Assume that there exists a proper polyhedral convex cone 
 in n such
that exp(Ait)(
)  
 for all t  0 and 1  i  k.
Then there is some integer N  n and a family of Metzler matrices
AM1 ; . . .A
M
k in NN such that
1) all matrices in CO(A1; . . . ; Ak) are Hurwitz if and only if
CO(AM1 ; . . . ; A
M
k ) consists entirely of Hurwitz matrices;
2) the switched linear system _x = A(t)x; A(t) 2 fA1; . . . ; Akg
is uniformly asymptotically stable if and only if the positive
switched linear system _x = A(t)x; A(t) 2 fAM1 ; . . . ; AMk g is
uniformly asymptotically stable.
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Proof: As 
 is polyhedral, solid and pointed, we can assume
without loss of generality that there exist vectors z1; . . . ; zN in n,
with N  n, such that 
 = Cone(z1; . . . ; zN). Also, (see Theorem 8
in [19]) for 1  i  k; exp(Ait)(
)  
 for all t  0 if and only if
there is some  > 0 such that (I + Ai)(
)  
.
Define a linear operator :RN ! Rn by (ei) = zi for 1 
i  N where e1; . . . ; eN is the standard basis of N . We shall now
show how to construct Metzler matrices AMi 2 NN satisfying the
requirements of the lemma.
First, we note the following readily verifiable facts.
1) For any trajectory, x(t) =
1iN i(t)zi; i(t)  0, in

; limt!1 x(t) = 0 if and only if limt!1 i(t) = 0 for 1 
i  N .
2) For each i 2 f1; . . . ; kg and q 2 f1; . . . ; Ng, we can write
(nonuniquely)
Ai(zq) =
N
p=1
apqzp where apq  0 if p 6= q:
In this way, we can associate a Metzler matrix, AMi = (apq:1 
p; q  N) in NN with each of the system matrices Ai in
nn
.
3) By construction, AMi = Ai and (exp(AMi t)) =
(exp(Ait)) for all t  0. Hence, AMi is Hurwitz if and
only if Ai is Hurwitz for 1  i  k.
From points 1) and 3) above we can conclude that all matrices in
the convex hull CO(A1; . . . ; Ak) are Hurwitz if and only if all ma-
trices in the convex hull CO(AM1 ; . . . ; AMk ) are Hurwitz. Moreover,
the switched linear system _x = A(t)x; A(t) 2 fA1; . . . ; Akg is
uniformly asymptotically stable if and only if the positive switched
linear system _x = A(t)x; A(t) 2 fAM1 ; . . . ; AMk g is uniformly
asymptotically stable. This proves the lemma.
It follows from Lemma 4.1 that if Conjecture 1 was true, then the
same statement would also hold for switched linear systems having an
invariant proper polyhedral convex cone.
Given a matrixA 2 nn, define the linear operator A^, on the space
of n n real symmetric matrices, by A^(X) = ATX + XA. It is a
straightforward exercise to verify that if x1(t) and x2(t) are solutions
of the system _x = AT x with initial conditions x1(0) = x1; x2(0) =
x2, then x1(t)x2(t)T + x2(t)x1(t)T is a solution of the linear system
_X = A^(X), with initial conditions x1xT2 +x2xT1 . The following result
follows easily by combining this observation with standard facts about
the existence and uniqueness of solutions to linear systems.
Lemma 4.2: Consider a family, fA1; . . . ; Akg, of matrices in nn.
Then we show the following.
1) CO(A1; . . . ; Ak) consists entirely of Hurwitz stable matrices if
and only if all of the operators in CO(A^1; . . . ; A^k) are Hurwitz
stable.
2) The cone, PSD(n), of positive–semidefinite matrices in
nn is an invariant cone for the switched system _X =
A^(t; X) A^(t;X) 2 fA^1(X); . . . ; A^k(X)g.
3) The system _X = A^(t;X); A^(t; X) 2 fA^1(X); . . . ; A^k(X)g
is uniformly asymptotically stable if and only if the system _x =
A(t)x; A(t) 2 fA1; . . . ; Akg is uniformly asymptotically stable.
The Counterexample: To begin, consider the following two ma-
trices in 22:
A1 =
0 1
 1 0
; A2 =
0 a
 b 0
where a > b  0. Then, for some t1; t2 > 0 the spectral radius
((exp(A1t1)(exp(A2t2)) > 1. In fact, if we take a = 2; b = 1 then
this is true with t1 = 1; t2 = 3=2. By continuity of eigenvalues, if
we choose  > 0 sufficiently small, we can ensure that ((exp((A1  
I)t1))(exp((A2   I)t2))) > 1. Hence, the switched linear system
associated with the system matrices A1   I; A2   I is unstable and
moreover, all matrices in the convex hull CO(fA1  I; A2  Ig) are
Hurwitz.
The above remarks establish the existence of Hurwitz matrices
B1; B2 in 22 such that all matrices in CO(B1; B2) are Hurwitz and
the switched linear system _x = A(t)x; A(t) 2 fB1; B2g is unstable.
Next, consider the Lyapunov operators, B^1; B^2 on the symmetric
2 2 real matrices. It follows from Lemma 4.2 that CO(B^1; B^2) con-
sists entirely of Hurwitz stable operators and that the switched linear
system associated with B^1; B^2 is unstable, and leaves the proper (not
polyhedral) cone PSD(2) invariant. Formally, exp(B^it)(PSD(2)) 
PSD(2) for i = 1; 2, and all t  0.
From examining the power series expansion of exp(B^it), it follows
that for any  > 0, there exists  > 0 and two linear operators i; i =
1; 2 such that (I + B^i + i)(PSD(2))  PSD(2) with kik < 
for i = 1; 2. Combining this fact with standard results on the existence
of polyhedral approximations of arbitrary proper cones in finite dimen-
sions (see [20, Th. 20.4]), we can conclude that for any  > 0, there
exists a proper polyhedral cone PH  PSD(2), and two linear oper-
ators i; i = 1; 2 such that (I + B^i + i + i)(PH)  PH with
kik; kik <  for i = 1; 2. Recall that CO(B^1; B^2) consists entirely
of Hurwitz-stable operators and that the switched linear system asso-
ciated with B^1; B^2 is unstable. For  > 0, define the linear operators
Bi; = A^i+i+i for i = 1; 2. By choosing  > 0 sufficiently small,
we can ensure that all operators in CO(B1;;B2;) are Hurwitz-stable
and that the switched linear system _x = A(t)x; A(t) 2 fB1;;B2;g
is unstable. Moreover, this switched linear system leaves the proper,
polyhedral cone PH invariant.
Thus, the statement of Conjecture 1 is not true for switched linear
systems with an invariant proper, polyhedral cone and hence, it fol-
lows from Lemma 4.1 that Conjecture 1 itself is also false. However,
on examining the proof of Lemma 4.1, we see that the dimension of
the counterexample is determined by the number of generators of the
polyhedral approximation PH, and this may be very large.
V. MATRICES WITH CONSTANT DIAGONALS
In the recent paper [15], it was shown that for Metzler, Hurwitz ma-
tricesA1; . . . ; Ak in 22 all of whose diagonal entries are equal to 1
(Aj(i; i) =  1 for i = 1; 2; j = 1; . . . ; k), the Hurwitz-stability of all
matrices in CO(A1; . . . ; Ak) is equivalent to the uniform asymptotic
stability of the associated switched linear system. Motivated by this re-
sult, Mehmet Akar recently asked if a counterexample to Conjecture 1
exists for the more restrictive system class satisfying: Aj(i; i) =  1
for 1  i  n, 1  j  k. We shall now show that such a counterex-
ample does indeed exist. Note that it is enough to provide a counterex-
ample such that each matrix Aj ; 1  j  k has a constant diagonal in
the sense that there are real numbers c1; . . . ; ck such that Aj(i; i) = cj
for i = 1; . . . ; n, j = 1; . . . ; k.
Given a Metzler matrix A in nn, let A(l; l) = min1inA(i; i),
and define the 2 2 blocks:
Bi;j =
A(i; j) 0
0 A(i; j)
if i 6= j
Bi;i =
A(l; l) A(i; i) A(l; l)
A(i; i)  A(l; l) A(l; l)
:
Let Lift(A) 2 2n2n be the block matrix whose (i; j) block is Bi;j .
Next define the linear operator F 2 n2n by F (x1; . . . ; x2n) =
(y1; . . . ; yn);, where yi = x2i 1 + x2i for i = 1; . . . ; n.
It is straightforward to check that for any Metzler A 2 nn;
Lift(A) 2 2n2n is Metzler, has a constant diagonal, and
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F (Lift(A)) = AF . The next lemma now follows readily from
the previous equation.
Lemma 5.1: Consider a set of Metzler matrices A1; . . . ; Ak in
nn
. Then the following statements hold:
1) The convex hull CO(A1; . . . ; Ak) is Hurwitz iff the convex hull
CO(Lift(A1); . . . ;Lift(Ak)) is Hurwitz.
2) The switched system _x = A(t)x;A(t) 2 fA1; . . . ; Akg
is uniformly asymptotically stable iff the switched system
_x = A(t)x;A(t) 2 fLift(A1); . . . ;Lift(Ak)g is uniformly
asymptotically stable.
In the last section, we proved that there exists a positive integer n and a
pair of Metzler, Hurwitz matrices A1; A2 in nn which violate Con-
jecture 1. Now consider one such pair fA1; A2g and lift it to the pair
fLift(A1);Lift(A2)g. It now follows, using Lemma 5.1, that the pair
Lift(A1);Lift(A2) provides the required counterexample.
VI. THE JOINT LYAPUNOV EXPONENT
In this section, we shall make some simple observations concerning
the computation of the joint Lyapunov exponent, which is a continuous-
time analogue of the joint spectral radius.
Definition 6.1: Let S be a compact subset of nn. The joint
Lyapunov exponent of the associated continuous-time switched linear
system S ; JLE(S) is defined as
JLE(S) = inff:9 a matrix norm k  k:k exp(At)k
 et for A 2 S; t  0g
Notice that uniform asymptotic stability of the switched linear
system S is equivalent to the inequality JLE(S) < 0. A relatively
straightforward modification of the proof of Theorem 3.3 yields the
following result.
Theorem 6.1:
1) Let S  22 be a compact set of Metzler matrices. Then
JLE(S) = max
A;B2S
JLE(fA;Bg)
2) JLE(S) = maxM2CO(S) (M), whereCO(S) is the convex hull
of S and (M) is the maximal real part of the eigenvalues of M ;
3) Let S = fA1; . . . ; Akg be a finite set of 2 2 Metzler matrices.
Then the joint Lyapunov exponent JLE(S) can be computed in
O(k2) arithmetic operations.
VII. CONCLUSION
In this note, we have presented a counterexample to a recent conjec-
ture presented in [9], and formulated independently by David Angeli,
concerning the uniform asymptotic stability of switched positive linear
systems. In particular, we have shown that the stability of a positive
switched linear system is not in general equivalent to the Hurwitz sta-
bility of the convex hull of its system matrices. Furthermore, we have
also shown that this conjecture fails for the more restrictive case where
the system matrices are required to have constant diagonals. While this
conjecture is now known to be false, the lowest dimension for which it
fails is still not known. Thus it may be true for other, low-dimensional
classes of positive systems. Also, it is not known how large the set of
counterexamples is, which means that the conjecture may be true for
significant subclasses of switched positive linear systems.
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