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Abstract
In this paper we establish necessary conditions for optimal control using the ideas of La-
grangian reduction in the sense of reduction under a symmetry group. The techniques developed
here are designed for Lagrangian mechanical control systems with symmetry. The benefit of such
an approach is that it makes use of the special structure of the system, especially its symmetry
structure and thus it leads rather directly to the desired conclusions for such systems.
Lagrangian reduction can do in one step what one can alternatively do by applying the
Pontryagin Maximum Principle followed by an application of Poisson reduction. The idea of
using Lagrangian reduction in the sense of symmetry reduction was also obtained by Bloch and
Crouch [1995a,b] in a somewhat different context and the general idea is closely related to those
in Montgomery [1990] and Vershik and Gershkovich [1994]. Here we develop this idea further
and apply it to some known examples, such as optimal control on Lie groups and principal
bundles (such as the ball and plate problem) and reorientation examples with zero angular
momentum (such as the satellite with moveable masses). However, one of our main goals is to
extend the method to the case of nonholonomic systems with a nontrivial momentum equation in
the context of the work of Bloch, Krishnaprasad, Marsden and Murray [1995]. The snakeboard
is used to illustrate the method.
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1 Introduction
Recently several papers have appeared exploring the symmetry reduction of optimal control problems
on configuration spaces such as Lie groups and principal bundles. The mechanical systems which
they have modeled vary widely: ranging from the falling cat, the rigid body with two oscillators, to
the plate-ball system as well as the (airport) landing tower problem. Since the Pontryagin Maximum
Principle is such an important and powerful tool in optimal control theory, it is frequently employed
as a first step in finding necessary conditions for the optimal controls. Finally, different variants of
Poisson reduction on the cotangent bundle T ∗Q of the configuration space Q are used to obtain the
reduced equations of motion for the optimal trajectories.
This paper develops a Lagrangian alternative to the method of Pontryagin Maximum Principle
and Poisson reduction used in many of the above studies. More importantly, our method can
handle the optimal control of nonholonomic mechanical system such as the snakeboard which has a
nontrivial evolution equation for its nonholonomic momentum. Our key idea is to link the method
of Lagrange multipliers with Lagrangian reduction. This procedure which will be referred to as
“reduced Lagrangian optimization”, is able to handle all the above cases including the snakeboard.
We hope that it will complement other existing methods and may also have the advantage that it is
easier to use in many situations and can solve many new problems. In the optimal control problems
we deal with in this paper, one encounters degenerate Lagrangians; fortunately this does not cause
problems with the technique of Lagrangian reduction. For more information on these degeneracies,
see Bloch and Crouch [1995a,b].
Our objectives in this paper are limited to presenting reduced Lagrangian optimization in the
context of both holonomic and nonholonomic systems that may have conservation laws or nontrival
momentum equations. We use this approach as an alternative to the Pontryagin Maximum Principle
and Poisson reduction. Although an assumption of controllability underlies most optimal control
problems, we are concerned here with finding necessary conditions for optimality and so do not
discuss controllability explicitly. We do not extensively develop the geometry of the situation in
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much detail and we restrict our attention to regular extremals throughout the paper without explicit
mention. Of course all of these points are of interest in themselves.
In the course of working on this paper, we have found some related ideas in Montgomery [1990],
Vershik and Gershkovich [1994] and Bloch and Crouch [1994, 1995a,b]. The paper Bloch, Krish-
naprasad, Marsden and Murray [1995] provides a useful framework for the present work.
Outline of the Paper
In §2, we recall some basic facts about both holonomic and nonholonomic mechanical systems
with symmetry. We set up a class of optimal control problems for holonomic mechanical systems
on a (trivial) principal bundle as was done in Montgomery [1990] and Krishnaprasad, Yang and
Dayawansa [1991]. We also set up the corresponding problems for nonholonomic systems. We will
call these “Lagrangian optimal control problems”.
In §3 we review some aspects of the theory of Lagrangian reduction and use it to solve the
Lagrangian optimal control problem in the holonomic case, showing that an optimal trajectory is a
solution of Wong’s equations (at least for regular extremals). This provides an alternative derivation
to the approach (based on methods of subriemannian geometry) in Montgomery [1990] and the
approach (based on the Pontryagin maximum principle and Poisson reduction) in Krishnaprasad,
Yang and Dayawansa [1991].
In §4 we generalize these results to the case of nonholonomic systems. Notice in particular that
our techniques allow for nonzero values of the momentum map, which is interesting even for the
holonomic case. In §5 we consider a number of examples, such as the ball on a plate (as in Bloch,
Krishnaprasad, Marsden and Murray [1995]), and the snakeboard. We also consider optimal control
problems for systems on Lie groups such as the landing tower problem (see Krishnaprasad [1993] and
Walsh, Montgomery and Sastry [1994]) and the plate ball problem considered in Jurdjevic [1993].
In the conclusions, we give a few remarks on future research directions.
2 Lagrangian Mechanical Systems with Symmetry
In this section we shall review, for the convenience of the reader, some notation and results for
mechanical systems with symmetry. We will begin with the case of holonomic systems and then
study the nonholonomic case.
2.1 Holonomic systems with symmetry
Notation
A simple Lagrangian system with symmetry consists of a configuration manifold Q, a metric tensor
(the mass matrix) 〈〈 , 〉〉, a symmetry group G (a Lie group) and a Lagrangian L. Assume that G
acts on Q by isometries and that the Lagrangian L is of the form kinetic minus potential energy,
i.e.,
L(q, v) =
1
2
‖v‖2q − V (q)
where ‖ · ‖q denotes the norm on TqQ and V is a G-invariant potential. For more information,
see for example, Marsden [1992] and Marsden and Ratiu [1994]. Examples of such systems are the
falling cat (Montgomery [1990, 1991]) and the rigid body with 2 oscillators (Krishnaprasad, Yang
and Dayawansa [1991]).
The associated equivariant momentum map J : TQ → g∗ for a simple Lagrangian system with
symmetry is given by
〈J(q, v), ξ〉 = 〈〈v, ξQ(q)〉〉 =
∂L
∂q˙i
(ξQ)
i, (2.1.1)
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where g∗ is the dual of the Lie algebra g of G, ξQ is the infinitesimal generator of ξ ∈ g on Q, and
〈 , 〉 is the pairing between g∗ and g (other natural pairings between spaces and their duals are also
denoted 〈 , 〉 in this paper).
Assume that G acts freely and properly on Q, so we can regard Q → Q/G as a principal G-
bundle (Q,B, pi,G) where B = Q/G is called the base (or shape) space and pi : Q→ B is the bundle
projection. On this bundle, we construct the mechanical connection A as follows: for each q ∈ Q,
let the locked inertia tensor be the map I(q) : g → g∗ defined by
〈I(q)η, ξ〉 = 〈〈ηQ(q), ξQ(q)〉〉.
The terminology comes from the fact that for a coupled rigid body, particle, or elastic system, I(q) is
the classical moment of inertia tensor of the instantaneous rigid system. The mechanical connection
is the map A : TQ→ g that assigns to each (q, v) the “angular velocity of the locked system”
A(q, v) = I(q)−1J(q, v). (2.1.2)
When there is danger of confusion, we will write the mechanical connection as Amec (additional
connections will be introduced later in the paper). The map A is a connection on the principal
G-bundle Q → Q/G; that is, A is G-equivariant and satisfies A(ξQ(q)) = ξ, both of which are
readily verified. The horizontal space of the connection A is given by
horq = {(q, v) | J(q, v) = 0},
i.e., the space orthogonal to the G-orbits. The vertical space consists of vectors that are tangent to
the group orbits, i.e.,
verq = Tq(Orb(q)) = {ξQ(q) | ξ ∈ g}.
For later use, we would like to say a few words about a general principal connection and its
expression in a local trivialization. As stated above, a principal connection is a g-valued 1-form
A : TQ→ g such that A(g ·v) = AdgA(v), and A(ξQ(q)) = ξ for each ξ ∈ g. For example, if Q = G,
there is a cannonical connection given by the right invariant 1-form which equals the identity at
g = e. That is, for v ∈ TgG, we let AG : TG→ g, AG(v) = TRg−1 · v. In a local trivialization where
we can locally write Q = B×G and the action of G is given by left translation on the second factor,
a connection A as a 1-form has the form
A(r, g) = Aloc(r, g)dr +AG
and
A(r, g)(r˙, g˙) = Aloc(r, g)r˙ + g˙g
−1 = Adg(Aloc(r, e)r˙ + g
−1g˙),
where (r˙, g˙) is the tangent vector at each point q = (r, g). With abuse of notation, we denote
Aloc(r, e) = Aloc(r). Hence, for a principal connection, we can write
A(r, g)(r˙, g˙) = Adg(g
−1g˙ +Aloc(r)r˙). (2.1.3)
Holonomic Optimal Control Problems
Now we are ready to formulate an optimal control problem for a holonomic system on a trivial
bundle (B ×G,B, pi,G). As in Montgomery [1990, 1991] and Krishnaprasad, Yang and Dayawansa
[1991], let us assume that the control is internal to the system, which leaves invariant the conserved
momentum map J , and that there is no drift, i.e., µ = J(q, v) = 0. Assume further that the velocity
r˙ of the path in the base space B can be directly controlled; then an associated control problem can
be set up as
r˙ = u
g−1g˙ = −Aloc(r)u,
}
(2.1.4)
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because, from the results above, the constraint that µ = 0 is nothing but (r˙, g˙) ∈ hor(r,g) which is
equivalent to g−1g˙ +Aloc(r)r˙ = 0. Here u(·) is a vector-valued function.
Let C be a cost function which usually is a positive definite quadratic function in u and hence C
can be written as the square of a metric on B. Then we can formulate an optimal control problem
on Q = B ×G as follows:
Optimal Control Problem for Holonomic Systems Given two points q0, q1 in Q,
find the optimal controls u(·) which steer from q0 to q1 and minimize
∫ 1
0 C(u)dt subject
to the constraints r˙ = u, g−1g˙ = −Aloc(r)u.
Clearly the above optimal control problem is equivalent to the following constrained variational
problem:
Constrained Variational Problem for Holonomic Systems Among all curves q(t)
such that q˙(t) ∈ horq(t), q(0) = q0, q(1) = q1, find the optimal curves q(t) such that∫ 1
0
C(r˙)dt is minimized, where r = pi(q).
For example in Krishnaprasad, Yang and Dayawansa [1991], they considered a rigid body with 2
(driven) oscillators, which was used to model the drift observed in the Hubble Space Telescope due
to thermo-elasticially driven shape changes of the solar panels arising from the day-night thermal
cycling during orbit. The bundle used was (R2×SO(3),R2, pi, SO(3)) and the corresponding optimal
control problem was
Optimal Control for a Rigid Body with Two Oscillators Find the control u(·) =
(u1(·), u2(·)) that minimizes
∫ 1
0
((u1)2 + (u2)2)dt, subject to r˙ = u, g˙ = −gAloc(r)u, for
r1(0) = r1(1) = r2(0) = r2(1) = 0, g(0) = g0, and g(1) = g1 ∈ SO(3).
For more details on the derivation of this model, see Krishnaprasad, Yang and Dayawansa [1991].
Below we will take this optimal control problem as given and focus on finding the necessary conditions
for its optimal trajectories. See Montgomery [1990, 1991] for additional examples.
2.2 Simple Nonholonomic Mechanical Systems with Symmetry
Next, we recall some basic ideas and results from Bloch, Krishnaprasad, Marsden and Murray [1995]
which will help to set the overall context for the optimal control of a simple nonholonomic system.
Assume that we have data as before, namely a configuration manifold Q, a Lagrangian of the form
kinetic minus potential, and a symmetry group G that leaves the Lagrangian invariant. However,
now we also assume we have a distribution D that describes the kinematic nonholonomic constraints.
Thus, D is a collection of linear subspaces denoted Dq ⊂ TqQ, one for each q ∈ Q. We assume that
G acts on Q by isometries and leaves the distribution invariant, i.e., the tangent of the group action
maps Dq to Dgq. Moreover, we assume that we are in the principal case where the constraints and
the orbit directions span the entire tangent space to the configuration space: Dq+Tq(Orb(q)) = TqQ
for each q ∈ Q.
As discussed in Bloch, Krishnaprasad, Marsden and Murray [1995], the dynamics of a nonholo-
nomically constrained mechanical system is governed by the Lagrange d’Alembert principle. This
principle states that (at least in the case of homogeneous linear constraints) the equations of motion
of a curve q(t) in configuration space are obtained by setting to zero the variations in the integral of
the Lagrangian subject to variations lying in the constraint distribution vanish and that the velocity
of the curve q(t) itself satisfies the constraints.
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The Momentum Equation
In the case of a simple holonomic mechanical system, setting up an optimal control problem uses the
momentum map J , the mechanical connection A as well as the reconstruction of path on Q given
a path in Q/G. For the case of a simple nonholonomic mechanical system, we shall need similar
notions and they are recalled in the following discussion.
Let the intersection of the tangent to the group orbit and the distribution at a point q ∈ Q be
denoted
Sq = Dq ∩ Tq(Orb(q)).
Define, for each q ∈ Q, the vector subspace gq to be the set of Lie algebra elements in g whose
infinitesimal generators evaluated at q lie in Sq:
g
q = {ξ ∈ g : ξQ(q) ∈ Sq}.
Then gD is the corresponding bundle over Q whose fiber at the point q is given by gq. The nonholo-
nomic momentum map Jnh is the bundle map taking TQ to the bundle (gD)∗ (whose fiber over the
point q is the dual of the vector space gq) that is defined by
〈Jnh(vq), ξ〉 =
∂L
∂q˙i
(ξQ)
i, (2.2.1)
where ξ ∈ gq.
As the examples like the snakeboard show, in general the tangent space to the group orbit through
q intersects the constraint distribution at q nontrivially.
Notice that the nonholonomic momentum map may be viewed as giving just some of the compo-
nents of the ordinary momentum map, namely along those symmetry directions that are consistent
with the constraints.
It is proven in Bloch, Krishnaprasad, Marsden and Murray [1995] that if the Lagrangian L is
invariant under the group action and that if ξq is a section of the bundle gD, then any solution q(t)
of the Lagrange d’Alembert equations for a nonholonomic system must satisfy, in addition to the
given kinematic constraints, the momentum equation:
d
dt
(
Jnh(ξq(t))
)
=
∂L
∂q˙i
[
d
dt
(ξq(t))
]i
Q
. (2.2.2)
When the momentum map is paired with a section in this way, we will just refer to it as the
momentum. Examples show that the nonholonomic momentum map may or may not be conserved.
The Momentum Equation in an Orthogonal Body Frame
Let a local trivialization (r, g) be chosen on the principal bundle pi : Q → Q/G. Let η ∈ gq and
ξ = g−1g˙. Since L is G-invariant, we can define a new function l by writing L(r, g, r˙, g˙) = l(r, r˙, ξ).
Define Jnhloc : TQ/G→ (g
D)∗ by
〈
Jnhloc(r, r˙, ξ), η
〉
=
〈
∂l
∂ξ
, η
〉
.
As with connections, Jnh and its version in a local trivialization are related by the Ad map; i.e.,
Jnh(r, g, r˙, g˙) = Ad∗g−1J
nh
loc(r, r˙, ξ).
Choose a q-dependent basis ea(q) for the Lie algebra such that the first m elements span the
subspace gq. In a local trivialization, one chooses, for each r, such a basis at the identity element,
say
e1(r), e2(r), . . . , em(r), em+1(r), . . . , ek(r).
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We may require the basis to be such that the infinitesimal generators of the first m basis elements
are orthogonal in the kinetic energy metric and whose last k − m generators are also orthogonal.
Note, however, that elements from the first batch and elements from the second batch might not be
orthogonal; indeed, the subspaces TqOrb and Dq need not be orthogonal subspaces, so this is not
possible in general. Define the orthogonal body frame by
ea(r, g) = Adg · ea(r);
thus, by G invariance, the first m elements span the subspace gq. In this basis, we have
〈
Jnh(r, g, r˙, g˙), eb(r, g)
〉
=
〈
∂l
∂ξ
, eb(r)
〉
:= pb, (2.2.3)
which defines pb, a function of r, r˙ and ξ. It is proven in Bloch, Krishnaprasad, Marsden and
Murray [1995] that in such an orthogonal body frame, the momentum equation can be written in
the following form:
p˙ = r˙TH(r)r˙ + r˙TK(r)p+ pTD(r)p. (2.2.4)
Note that in this body representation, the functions pb are invariant rather than equivariant, as is
usually the case with the momentum map, and the momentum equation is independent of, that is,
decouples from, the group variables g.
The Nonholonomic Connection
Recall that in the case of holonomic mechanical systems, the mechanical connection A is defined by
A(vq) = I(q)
−1J(vq) or equivalently by the fact that its horizontal space at q is orthogonal to the
group orbit at q. For the case of a simple nonholonomic mechanical system where the Lagrangian
is of the form kinetic minus potential energy and G acts on Q by isometries and leaves D invariant,
the result turns out to be quite similar.
As Bloch, Krishnaprasad, Marsden and Murray [1995] points out, in the principal case where the
constraints and the orbit directions span the entire tangent space to the configuration space (that is,
Dq + Tq(Orb(q)) = TqQ), the nonholonomic connection A
nh is a principal connection on the bundle
Q→ Q/G whose horizontal space at the point q ∈ Q is given by the orthogonal complement to the
space Sq within the space Dq. Moreover, Bloch, Krishnaprasad, Marsden and Murray [1995] develop
formulas for Anh similar to those for the mechanical connection, namely
Anh(vq) = I
nh(q)−1Jnh(vq) (2.2.5)
where Inh : gD → (gD)∗ is the locked inertia tensor defined in a way similar to that given above for
holonomic systems. In an orthogonal body frame, (2.2.5) can be written as
Adg(g
−1g˙ +Anhloc(r)r˙) = Adg(I
nh
loc(r)
−1p), (2.2.6)
where Anhloc and I
nh
loc are the representations of A
nh and Inh in a local trivialization. For simplicity in
what follows, we shall omit the subscript “loc”.
Control Systems in Momentum Equation Form
With the help of the momentum equations and the nonholonomic mechanical connection, Bloch,
Krishnaprasad, Marsden and Murray [1995] provides a framework for studying the general form
of nonholonomic mechanical control systems with symmetry that may have a nontrivial evolution
of their nonholonomic momentum. The dynamics of such a system can be described by a system
of equations of the form of a reconstruction equation for a group element g, an equation for the
nonholonomic momentum p (no longer conserved in the general case), and the equations of motion
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for the reduced variables r which describe the “shape” of the system. In terms of these variables,
the equations of motion have the functional form
g−1g˙ = −Anh(r)r˙ + Γ(r)p
p˙ = r˙TH(r)r˙ + r˙TK(r)p+ pTD(r)p
M(r)r¨ = δ(r, r˙, p) + τ,

 (2.2.7)
where (where Γ(r) = Inh(r)).
The first equation describes the motion in the group variables as the flow of a left invariant
vector field determined by the internal shape r, its velocity r˙, as well as the generalized momentum
p. The term g−1g˙ + Anh(r)r˙ = Γ(r)−1p is interpreted as the local representation of the body
angular velocity. This is nothing more than the vertical part of the bundle velocity. The momentum
equation describes the evolution of p and as was mentioned earlier, is bilinear in (r˙, p). Finally,
the bottom (second-order) equation for r¨ describes the motion of the variables which describe the
configuration up to a symmetry (i.e., the shape). The variable τ represents the external forces
applied to the system, which we assume here only affect the shape variables, i.e., the external forces
are G-invariant. Note that the evolution of the momentum p and the shape r decouple from the
group variables.
The Optimal Control Problem for Nonholonomic Systems on a Trivial Bundle
Assume that we have a simple nonholonomic mechanical system with symmetry; thus, assume we
have data (Q,D, 〈〈 , 〉〉, G, L) where the Lagrangian L is G-invariant and of the form kinetic minus
potential energy, the distribution D is G-invariant, and we are in the principal case where the
constraints and the orbit directions span the tangent space to the configuration space. Let us also
assume in this section that the principal bundle pi : Q→ Q/G is trivial; all the examples we consider
(including the snakeboard) have a trivial principal bundle structure. We consider this simplification
as a first step to the general case because in a local trivialization any principal bundle is a trivial
bundle (B ×G,B, pi,G). Furthermore, we will assume that
1. Any control forces applied to the system affect only the shape variables which leaves the
generalized momenta and the momentum equation unchanged. Indeed, such forces would be
invariant under the action of the Lie group G and so would be annihilated by the variations
taken to derive the momentum equation.
2. We have full control of the shape variables; that is, the curve r(t) in the shape space B can be
specified arbitrarily using a suitable control force τ .
Given a cost function C which is a positive definite quadratic function of r˙(t) (so can be written
as the square of a metric on the shape space B), we can formulate an optimal control problem on
Q = B ×G as follows:
Optimal Control Problem for Nonholonomic Systems Given two points q0, q1 ∈
Q, find the curves r(t) ∈ B which steer the system from q0 to q1, and which minimize the
total cost
∫ 1
0
C(r˙)dt, where r = pi(q), subject to the constraints g−1g˙ = −Anh(r)r˙+Γ(r)p,
and to the momentum equation p˙ = r˙TH(r)r˙ + r˙TK(r)p+ pTD(r)p.
This optimal control problem is clearly equivalent to the following constrained variational prob-
lem:
Constrained Variational Problem for Nonholonomic Systems Among all curves
q(t) with q(0) = q0, q(1) = q1 and satisfying g
−1g˙ = −Anh(r)r˙ + Γ(r)p, where p˙ =
r˙TH(r)r˙ + r˙TK(r)p + pTD(r)p, find the curves q(t) such that
∫ 1
0 C(r˙)dt is minimized,
where r = pi(q).
8
Now we are ready to use the method of Lagrange multipliers and Lagrangian reduction to find
necessary conditions for optimal trajectories.
3 Optimal Control and Lagrangian Reduction for Holonomic
Systems
In this section we consider reduced Lagrangian optimization in the context of holonomic systems.
3.1 A Review of Lagrangian Reduction
We first recall some facts about Lagrangian reduction theory for systems with holonomic constraints
(see Marsden and Scheurle [1993a,b].)
Rigid Body Reduction
Let R ∈ SO(3) denote the time dependent rotation that gives the current configuration of a rigid
body. The body angular velocity Ω is defined in terms of R by
R−1R˙ = Ωˆ,
where Ωˆ is the three by three skew matrix defined by Ωˆv := Ω × v. Denoting by I the (time
independent) moment of inertia tensor, the Lagrangian thought of as a function of R and R˙ is given
by L(R, R˙) = 12 〈IΩ,Ω〉 and when we think of it as a function of Ω alone, we write l(Ω) =
1
2 〈IΩ,Ω〉.
The following statements are equivalent:
1. (R, R˙) satisfies the Euler-Lagrange equations on SO(3) for L,
2. Hamilton’s principle on SO(3) holds:
δ
∫
Ldt = 0,
3. Ω satisfies the Euler equations
IΩ˙ = IΩ× Ω,
4. the reduced variational principle holds on R3:
δ
∫
l dt = 0,
where variations in Ω are restricted to be of the form δΩ = η˙ + η × Ω, with η an arbitrary
curve in R3 satisfying η = 0 at the temporal endpoints.
An important point is that when one reduces the standard variational principle from SO(3) to its
Lie algebra so(3), one ends up with a variational principle in which the variations are constrained ;
that is, one has a principle of Lagrange d’Alembert type. In this case, the term η represents
the infinitesimal displacement of particles in the rigid body. Note that the same phenomenon of
constrained variations occurs in the case of nonholonomic systems.
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The Euler-Poincare´ Equations
Let g be a Lie algebra and let l : g → R be a given Lagrangian. Then the Euler-Poincare´ equations
are:
d
dt
∂l
∂ξ
= ad∗ξ
∂l
∂ξ
or, in coordinates,
d
dt
∂l
∂ξa
= Cbdaξ
d ∂l
∂ξb
,
where the structure constants are defined by [ξ, η]a = Cadeξ
dηe. If G is a Lie group with Lie algebra
g, we let L : TG→ R be the left invariant extension of l and let ξ = g−1g˙. In the case of the rigid
body, ξ is Ωˆ, where Ω is the body angular velocity.
The basic fact regarding the Lagrangian reduction leading to these equations is:
Theorem 3.1 Euler-Poincare´ reduction. A curve (g(t), g˙(t)) ∈ TG satisfies the Euler-Lagrange
equations for L if and only if ξ satisfies the Euler-Poincare´ equations for l.
In this situation, the reduction is implemented by the map (g, g˙) ∈ TG 7→ g−1g˙ =: ξ ∈ g.
One proof of this theorem is of special interest, as it shows how to drop variational principles
to the quotient (see Marsden and Scheurle [1993b] and Bloch, Krishnaprasad, Marsden and Ratiu
[1994] for more details). Namely, we transform
δ
∫
Ldt = 0
under the map (g, g˙) 7→ g−1g˙ to give the reduced variational principle for the Euler-Poincare´ equa-
tions: ξ satisfies the Euler-Poincare´ equations if and only if
δ
∫
l dt = 0,
where the variations are all those of the form
δξ = η˙ + [ξ, η]
and where η is an arbitrary curve in the Lie algebra satisfying η = 0 at the endpoints. Variations
of this form are obtained by calculating what variations are induced by variations on the Lie group
itself.
One obtains the Lie-Poisson equations on g∗ by the Legendre transformation:
µ =
∂l
∂ξ
, h(µ) = µ · ξ − l(ξ).
Dropping the variational principle this way is the analogue of Lie-Poisson reduction in which one
drops the Poisson bracket from T ∗G to the Lie-Poisson bracket on g∗.
The Reduced Euler-Lagrange Equations
The Euler-Poincare´ equations can be generalized to the situation in which G acts freely on a con-
figuration space Q to obtain the reduced Euler-Lagrange equations . This process starts with a
G-invariant Lagrangian L : TQ → R, which induces a reduced Lagrangian l : TQ/G → R. The
Euler-Lagrange equations for L induce the reduced Euler-Lagrange equations on TQ/G. To com-
pute them in coordinates, it is useful to introduce a principal connection on the bundle Q→ Q/G.
Although any can be picked, a common choice is the mechanical connection.
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Thus, assume that the bundle Q→ Q/G has a given (principal) connection A. Divide variations
into horizontal and vertical parts — this breaks up the Euler-Lagrange equations on Q into 2 sets of
equations that we now describe. Let rα be coordinates on shape space Q/G and Ωa be coordinates
for vertical vectors in a local bundle chart. Drop L to TQ/G to obtain a reduced Lagrangian
l : TQ/G → R in which the group coordinates are eliminated. We can represent this reduced
Lagrangian in a couple of ways. First, if we choose a local trivialization as we have described earlier,
we obtain l as a function of the variables (rα, r˙α, ξa). However, it will also be convenient to change
variables from ξa to the local version of the locked angular velocity, i.e., the body angular velocity,
namely Ω = ξ +Alocr˙, or in coordinates,
Ωa = ξa +Aaα(r)r˙
α.
We will write l(rα, r˙α,Ωa) for the local representation of l in these variables.
Theorem 3.2 Lagrangian Reduction Theorem. A curve (qi, q˙i) ∈ TQ, satisfies the Euler-
Lagrange equations if and only if the induced curve in TQ/G with coordinates given in a local
trivialization by (rα, r˙α,Ωa) satisfies the reduced Euler-Lagrange equations:
d
dt
∂l
∂r˙α
−
∂l
∂rα
=
∂l
∂Ωa
(
−Baαβ r˙
β + EaαdΩ
d
)
(3.1.1)
d
dt
∂l
∂Ωb
=
∂l
∂Ωa
(−Eaαbr˙
α + CadbΩ
d) (3.1.2)
where
Bbαβ =
∂Abα
∂rβ
−
∂Abβ
∂rα
− CbacA
a
βA
c
α,
are the coordinates of the curvature B of A, and Eaαd = C
a
bdA
b
α.
The first of these equations is similar to the Lagrange d’Alembert equations for a nonholonomic
system written in terms of the constrained Lagrangian and the second is similar to the momentum
equation. It is useful to note that the first set of equations results from Hamilton’s principle by
restricting the variations to be horizontal relative to the given connection.
If one uses the variables, (rα, r˙α, pa), where p is the body angular momentum, so that p =
Iloc(r)Ω = ∂l/∂Ω, then the equations become (using the same letter l for the reduced lagrangian,
an admitted abuse of notation):
d
dt
∂l
∂r˙α
−
∂l
∂rα
= pa
(
−Baαβ r˙
β + EaαdI
depe
)
− pd
∂Ide
∂rα
pe (3.1.3)
d
dt
pb = pa(−E
a
αbr˙
α + CadbI
depe), (3.1.4)
where Ide denotes the inverse of the matrix Iab.
Connections are also useful in control problems with feedback. For example, Bloch, Krish-
naprasad, Marsden and Sa´nchez de Alvarez [1992] found a feedback control that stabilizes rigid
body dynamics about its middle axis using an internal rotor. This feedback controlled system can
be described in terms of connections (Marsden and Sa´nchez de Alvarez [1995]): a shift in velocity
(change of connection) turns the free Euler-Poincare´ equations into the feedback controlled Euler-
Poincare´ equations.
3.2 Reduced Lagrangian Optimization for Holonomic Systems
Let us assume for the moment that we are dealing with a holonomic system on a trivial bundle and
that the momentum map vanishes. Since we would like to use the method of Lagrange multipliers
to relax the constraints, we define a new Lagrangian by L
L = C(r˙) + 〈λ(t), ξ +Aloc(r)r˙〉 (3.2.1)
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for some λ(t) ∈ g∗, where ξ = g−1g˙ ∈ g. Clearly L is G-invariant and induces a function l on
(TQ/G)× g∗ where
l = C(r˙) + 〈λ(t), ξ +Aloc(r)r˙〉 (3.2.2)
Theorem 3.3 Reduced Lagrangian Optimization for Holonomic Systems. Assume that
q(t) = (r(t), g(t)) is a (regular) optimal trajectory for the above optimal control problem, then there
exists a λ(t) ∈ g∗ such that the reduced curve (r(t), r˙(t), ξ(t)) ∈ TQ/G with coordinates given by
(rα, r˙α, ξa) satisfies the constraints ξ = −Aloc(r)r˙, as well as the reduced Euler Lagrange equations
d
dt
∂l
∂r˙α
−
∂l
∂rα
= 0 (3.2.3)
d
dt
∂l
∂ξb
=
∂l
∂ξa
Cadbξ
d (3.2.4)
where l = C(r˙) + 〈λ(t), ξ +Aloc(r)r˙〉.
Proof If (r(t), g(t)) is a (regular) optimal trajectory, then by the method of Lagrange multipliers,
it solves the following variational problem
δ
∫ 1
0
Ldt = δ
∫ 1
0
(C(r˙) + 〈λ(t), ξ +Aloc(r)r˙〉)dt = 0
for some λ(t) ∈ g∗.
Since B×G→ B is trivial, we can put a trivial connection on this bundle and use it to split the
variations into the horizontal and vertical parts. Then by the Lagrangian reduction method recalled
above, the reduced curve (r(t), r˙(t), ξ(t)) ∈ TQ/G with coordinates given by (rα, r˙α, ξa) satisfies the
reduced Euler Lagrange equations stated above. (When using a trivial connection, the coefficients
of A and B vanish and the reduced Euler-Lagrange equations are called Hamel’s equations). 
Now we are ready to generalize one of the results in Krishnaprasad, Yang and Dayawansa [1991].
Define the components Aaα of the mechanical connection by Aloc(r)r˙ = A
a
αr˙
αea, where {ea} is the
basis of g and {ea} is its dual basis. Here α runs from 1 to n− k and a runs from 1 to k where n− k
is the dimension of the base space B and k is the dimension of the Lie algebra g. The result deals
with the following problem.
Isoholonomic Problem for Trivial Bundles Minimize
∫ 1
0 C(r˙) dt, subject to r˙ =
u, g˙ = −gAlocu = −gA
a
α(r)u
αea, for given boundary conditions
(r(0), g(0)) = (0, g0), (r(1), g(1)) = (0, g1).
Corollary 3.4 Let the cost function C be quadratic in u, say C =
∑n−k
1 cα(u
α)2. If (r(t), g(t)) is
a (regular) optimal trajectory with the control u¯(t) for the isoholonomic (falling cat) problem, then
there exist ρ(t) ∈ T ∗B, and λ(t) ∈ g∗ satisfying r˙α = u¯α, ξa = −Aaα(x)u¯
α and the following ordinary
differential equations
ρ˙β = λa
∂Aaα
∂rβ
u¯α
λ˙b = −C
a
dbλaA
d
αu¯
α
where
u¯β =
1
2cβ
(ρβ − λaA
a
β)
with boundary conditions r(0) = 0, g(0) = g0, r(1) = 0, g(1) = g1.
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Proof According to Theorem 3.3, there exists some λ(t) ∈ g∗ such that the reduced curve (r(t), r˙(t), ξ(t))
satisfies the reduced Euler-Lagrange equations for
l = cα(r˙
α)2 + 〈λae
a, (ξa +Aaαr˙
α)ea〉 = cα(r˙
α)2 + λa(ξ
a +Aaαr˙
α).
After some computations, we find
∂l
∂r˙β
= 2cβ r˙
β + λaA
a
β
∂l
∂rβ
= λa
∂Aaα
∂rβ
r˙α
∂l
∂ξb
= λb.
Now let
ρβ =
∂l
∂r˙β
= 2cβ r˙
β + λaA
a
β
and solve for r˙, to give
r˙β =
1
2cβ
(ρβ − λaA
a
β).
Moreover, the reduced Euler-Lagrange equations (3.2.3) and (3.2.4) give
ρ˙β =
d
dt
∂l
∂r˙β
=
∂l
∂rβ
= λa
∂Aaα
∂rβ
r˙α
λ˙b =
d
dt
∂l
∂ξb
=
∂l
∂ξa
Cadbξ
d = Cadbλaξ
d.
After substituting
r˙α = u¯α ξd = −Adαu¯
α,
we get the desired equations. 
Remarks
1. This Corollary generalizes the result of Krishnaprasad, Yang and Dayawansa [1991] for the
trivial principal bundle (R × R × SO(3),R × R, pi, SO(3)) (see Theorem 3.3 and Remark 3.2
in Krishnaprasad, Yang and Dayawansa [1991]).
2. The reduced equations of motion for ρβ and λb can be written in intrinsic form as a special
case of Wong’s equations in rβ and λb (see the following section).
3.3 Optimal Control of a Holonomic System on a Principal Bundle
While the above method seems to work only for the case where the principle bundle is trivial, it
can be easily generalized to an arbitrary principle bundle. In fact, the proof of the Lagrangian
reduction theorem stated above provides all the necessary techniques. Recall that Marsden and
Scheurle [1993b] arrived at the general reduced Euler-Lagrange equations in two steps:
1. one first gets the Hamel equations in a local bundle trivialization:
d
dt
∂l
∂r˙α
−
∂l
∂rα
= 0
d
dt
∂l
∂ξb
=
∂l
∂ξa
Cadbξ
d,
13
2. one introduces an arbitrary principal connection A (which is not necessarily the mechanical
connection) to split the original variational principle intrinsically and globally relative to hori-
zontal and vertical parts of the variation δq, and derived the general form from the above form
by means of a velocity shift replacing ξ by the vertical part relative to this connection:
Ωa = Aaαr˙
α + ξa
Here, Aaα are the local coordinates of the connection A. The resulting reduced Euler- Lagrange
equations are then as given earlier.
Now we are ready to state a general theorem for the constrained variational problem on a principal
bundle. This problem is as follows:
Isoholonomic Problem for General Bundles (The Falling Cat Problem) Among
all curves q(t) such that q(0) = q0, q(1) = q1 and q˙(t) ∈ horq(t) (horizontal with respect
to the mechanical connection Amec), find the optimal curves q(t) such that
∫ 1
0 C(r˙)dt is
minimized, where r = pi(q).
Observe that while this problem is set up using the mechanical connection Amec, when applying
the Lagrangian reduction theorem, one may use an arbitrary connection A to split the variational
principle. This observation is used in the proof of the following result.
Theorem 3.5 If q(t) is a (regular) optimal trajectory for the isoholonomic problem for general
bundles, then there exists a λ(t) ∈ g∗ such that the reduced curve in TQ/G with coordinates given in
a local trivializtion by (rα, r˙α,Ωα) satisfies the constraints ξa = −(Amec)aαr˙
α as well as the reduced
Euler-Lagrange equations (3.1.1) and (3.1.2), where
l = C(r˙) + 〈λ(t), ξ +Aloc(r)r˙〉
and
Ωa = Aaαr˙
α + ξa
Proof The proof proceeds as in the proof in Marsden and Scheurle [1993b] in the present context.
The needed modifications of what we have done before are minor, so are omitted. 
Corollary 3.6 In the preceding Theorem, if we use the mechanical connection Amec to split the
variational principle, then the reduced Euler-Lagrange equations coincide with Wong’s equations
(see Montgomery [1984] and references therein):
p˙α = −λaB
a
αβ r˙
β −
1
2
∂gβγ
∂rα
pβpγ
λ˙b = −λaC
a
dbA
d
αr˙
α
where gαβ is the local representation of the metric on the base space B, that is
C(r˙) =
1
2
gαβ r˙
αr˙β ,
gβ,γ is the inverse of the matrix gα,β, pα is defined by
pα =
∂C
∂r˙α
= gαβ r˙
β
and where we write the components of Amec simply as Abα and similarly for its curvature.
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Proof Applying Theorem 3.5 to the function l where
l = C(r˙) + 〈λ(t), ξ +Aloc(r)r˙〉
= C(r˙) + 〈λ(t),Ω〉
= C(r˙α) + λaΩ
a.
Clearly,
∂l
∂r˙α
=
∂C
∂r˙α
= gαβ r˙
β
∂l
∂rα
=
∂C
∂rα
=
1
2
∂gβγ
∂rα
r˙β r˙γ
∂l
∂Ωa
= λa.
Since ξa = −Aaαr˙
α (the constraints) and Ωa = Aaαr˙
α + ξa, we have Ωa = 0 and the reduced Euler-
Lagrange equations become
d
dt
∂C
∂r˙α
−
∂C
∂rα
= −λa(B
a
αβ r˙
β)
d
dt
λb = −λa(E
a
αbr˙
α) = −λaC
a
dbA
d
αr˙
α.
But
d
dt
∂C
∂r˙α
−
∂C
∂rα
= p˙α −
1
2
∂gβγ
∂rα
r˙β r˙γ
= p˙α +
1
2
∂gκσ
∂rα
gκβgσγ r˙
β r˙γ
= p˙α +
1
2
∂gκσ
∂rα
pκpσ
= p˙α +
1
2
∂gβγ
∂rα
pβpγ ,
and so we have the desired equations. 
Remark
Recall that in Corollary 3.4, we have the reduced equations:
ρ˙β = λa
∂Aaα
∂rβ
r˙α
λ˙b = −C
a
dbλaA
d
αr˙
α.
But ρβ = λaA
a
α + 2cβ r˙
β and hence
ρ˙β = 2cβ r¨
β + λ˙aA
a
β + λa
∂Aaβ
∂rα
r˙α = λa
∂Aaα
∂rβ
r˙α.
Therefore,
2cβ r¨
β = λa
∂Aaα
∂rβ
r˙α − λa
∂Aaβ
∂rα
r˙α − (−CadbλaA
d
αr˙
α)Abβ
= λa(
∂Aaα
∂rβ
−
∂Aaβ
∂rα
− CabdA
d
αA
b
β)r˙
α
= −λaB
a
βαr˙
α.
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That is, the reduced equations in Corollary 3.4 (and those in Krishnaprasad, Yang and Dayawansa
[1991]) can be written intrinsically as Wong’s equations after a change of variables. This should not
surprise us because Marsden and Scheurle derived the general reduced Euler-Lagrange equations
from the Hamel equations using a suitable change of variables from local trivialization variables to
those in which the Lie algebra variable is replaced by the vertical part of the bundle velocity.
4 Optimal Control and Lagrangian Reduction for Nonholo-
nomic Systems
Now we are ready to use the method of Lagrange multipliers and Lagrangian reduction to find the
necessary conditions for optimal trajectories of nonholonomic systems in the case of a trivial bundle.
4.1 The General Theorem for Optimization
In Bloch, Krishnaprasad, Marsden and Murray [1995], the reconstruction process may be seen in a
two step fashion: given an initial condition and a path r(t) in the base space, we first integrate the
momentum equation to determine p(t) for all time and then use r(t) and p(t) jointly to determine
the motion g(t) in the fiber. But in studying the optimal control problem, it is better to treat p
as a set of independent variables and the momentum equation as an additional set of constraints.
With this viewpoint, it is possible to write down the reduced equations of motion for the optimal
trajectories.
Since we would like to use the method of Lagrange multipliers to relax the constraints, we define
a new Lagrangian L:
L = C(r˙) + 〈λ(t), ξ +A(r)r˙ − Γ(r)p〉 +
〈
κ(t), p˙− r˙TH(r)r˙ − r˙TK(r)p− pTD(r)p
〉
(4.1.1)
for some λ(t) ∈ g∗ and for some κ(t) ∈ Rm, where m is the number of momentum functions pb. For
simplicity of notation we have written A for Anh. Clearly L is G-invariant and induces a function
on (T (Q× Rm)/G)× g∗ × Rm which is also denoted L.
We formulate the main problem to be studied as follows.
Isoholonomic Problem for Nonholonomic Systems Among all curves q(t) such
that q(0) = q0, q(1) = q1, q˙(t) ∈ Dq(t) and that satisfy g
−1g˙ + A(r)r˙ = Γ(r)p and
the momentum equation, find the optimal curves q(t) such that
∫ 1
0
C(r˙)dt is minimized,
where r = pi(q).
Before we state the theorem and do some computations, we want to make sure that the readers
understand the index convention used in this section:
1. The first batch of indices is denoted a, b, c, ... and range from 1 to k corresponding to the
symmetry direction (k = dim g).
2. The second batch of indices will be denoted i, j, k, ... and range from 1 to m corresponding to
the symmetry direction along constraint space (m is the number of momentum functions).
3. The indices α, β, ... on the shape variables r range from 1 to n− k (n− k = dim (Q/G), i.e.,
the dimension of the shape space).
Theorem 4.1 Reduced Lagrangian Optimization for Nonholonomic Systems If q(t) =
(r(t), g(t)) is a (regular) optimal trajectory for the above optimal control problem, then there exist
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a λ(t) ∈ g∗ and a κ(t) ∈ Rm such that the reduced curve (r(t), r˙(t), ξ(t)) ∈ TQ/G with coordinates
(rα, r˙α, ξα) satisfies the reduced Euler Lagrange equations
d
dt
∂L
∂r˙β
−
∂L
∂rβ
= 0
d
dt
∂L
∂ξb
=
∂L
∂ξa
Cadbξ
d
d
dt
∂L
∂p˙j
−
∂L
∂pj
= 0,
as well as
ξ = −A(r)r˙ + Γ(r)p
p˙ = r˙TH(r)r˙ + r˙TK(r)p+ pTD(r)p.
Here Cadb are the structure coefficients of the Lie algebra g and
L = C(r˙) + 〈λ(t), ξ +A(r)r˙ − Γ(r)p〉 +
〈
κ(t), p˙− r˙TH(r)r˙ − r˙TK(r)p− pTD(r)p
〉
(4.1.2)
Proof If (r(t), g(t)) is a (regular) optimal trajectory, then by the method of Lagrange multipliers,
it solves the following variational problem
δ
∫ 1
0
Ldt = 0
for some λ(t) ∈ g∗ and some κ(t) ∈ Rm. Since the bundle is trivial, we can put a flat connection
on this bundle and use it to split the variations into horizontal and vertical parts. Then by the
Lagrange reduction theorem, the reduced curve (r(t), r˙(t), ξ(t)) ∈ TQ/G satisfies the reduced Euler
Lagrange equations stated above. 
4.2 The Optimality Conditions in Coordinates
Now let us work out everything in detail in bundle coordinates. Since
L =
1
2
Cα(r˙
α)2 + λa(ξ
a +Aaαr˙
α − Γaipi) + κ
i(p˙i −Hαγir˙
αr˙γ −K liαr˙
αpl −D
lk
i plpk), (4.2.1)
we find after some computations that
∂L
∂r˙β
= Cβ r˙
β + λaA
a
β − κ
i(2Hαβir˙
α +K liβpl)
∂L
∂rβ
= λa
(
∂Aaα
∂rβ
r˙α −
∂Γai
∂rβ
pi
)
− κi
(
∂Hαγi
∂rβ
r˙αr˙γ +
∂K liα
∂rβ
r˙αpl +
∂Dlki
∂rβ
plpk
)
.
Also we have
∂L
∂ξb
= λb
∂L
∂p˙j
= κj
∂L
∂pj
= −λaΓ
aj − κi(Kjiαr˙
α + 2Dlji pl).
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By Theorem 4.1, we know that the reduced curve (r(t), r˙(t), ξ(t)) must satisfy the following
system of differential equations for the given boundary conditions q(0) = (r0, g0), q(1) = (r1, g1):
d
dt
[Cβ r˙
β + λaA
a
β − κ
i(2Hαβir˙
α +K liβpl)]
= λa
(
∂Aaα
∂rβ
r˙α −
∂Γai
∂rβ
pi
)
− κi
(
∂Hαγi
∂rβ
r˙αr˙γ +
∂K liα
∂rβ
r˙αpl +
∂Dlki
∂rβ
plpk
)
and
κ˙j = −λaΓ
aj − κi(Kjiαr˙
α + 2Dlji pl)
λ˙b = C
a
dbλaξ
d = Cadbλa(−A
d
αr˙
α + Γdipi)
p˙i = Hαγir˙
αr˙γ +K liαr˙
αpl +D
lk
i plpk.
Remarks
1. The first set of equations can be simplified somewhat as follows:
d
dt
[
Cβ r˙
β − κi(2Hαβir˙
α +K liβpl)
]
= λaB
a
βαr˙
α − λa
(
∂Γai
∂rβ
+ CadbA
b
βΓ
di
)
pi − κ
i
(
∂Hαγi
∂rβ
r˙αr˙γ +
∂K liα
∂rβ
r˙αpl +
∂Dlki
∂rβ
plpk
)
.
where Baβα are the coordinates of the curvature B of the nonholonomic connection A, which is
used to set up the constrained variational problem. Clearly more work is needed to establish
a better form of the first set of equations as well as the geometry behind them. However, for
the snakeboard, the reduced equations of motion for the optimal trajectories turn out to be
rather simple.
2. In proving the above theorem, while variations with fixed endpoints for r(t) can be used, we
generally can only hold the initial endpoint fixed for the variations of p(t) and leave their
final endpoints free (which is called ”free endpoint problem” in the language of calculus of
variations). However, we will obtain the same system of differential equations (namely the
reduced Euler- Lagrange equations) except the need to impose some kind of transversality
condition at t = 1, e.g., in this case we need to have κ(1) = 0.
In the following section, we will apply the method of reduced Lagrangian optimization developed
in this section to some examples, especially the snakeboard.
5 Examples
5.1 Optimal Control of a Homogeneous Ball on a Rotating Plate
Bloch, Krishnaprasad, Marsden and Murray [1995] also studies a well-known example, namely the
model of a homogeneous ball on a rotating plate (for more informations, also see Neimark and Fufaev
[1972] and Yang [1992] for the affine case and Bloch and Crouch [1992], Brockett and Dai [1992]
and Jurdjevic [1993] for the linear case) and writes down its equations of motion in a form that is
suitable for the application of control theory.
Fix coordinates in inertial space and let the plane rotate with constant angular velocity Ω about
the z-axis. The configuration space of the sphere is Q = R2× SO(3), parameterized by (x, y, g), g ∈
SO(3), all measured with respect to the inertial frame. Let ω = (ωx, ωy, ωz) be the angular velocity
vector of the sphere measured also with respect to the inertial frame, letm be the mass of the sphere,
mk2 its inertia about any axis, and let a be its radius.
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The Lagrangian of the system is
L =
1
2
m(x˙2 + y˙2) +
1
2
mk2(ωx
2 + ωy
2 + ωz
2)
with the affine nonholonomic constraints
x˙− aωy = −Ωy
y˙ + aωx = Ωx.
Note that the Lagrangian here is a metric on Q which is bi-invariant on SO(3) as the ball is
homogeneous. Note also that R2 × SO(3) is a principal bundle over R2 with respect to the right
SO(3) action on Q given by
(x, y, g) 7→ (x, y, gh)
for h ∈ SO(3). The action is on the right since the symmetry is a material symmetry.
After some computations, it can be shown that (for details, see Bloch, Krishnaprasad, Marsden
and Murray [1995]) the equations of motion are:
ωx +
1
a
y˙ =
Ωx
a
ωy −
1
a
x˙ =
Ωy
a
ωz = c,
(where c is a constant), together with
x¨+
k2Ω
a2 + k2
y˙ = 0
y¨ −
k2Ω
a2 + k2
x˙ = 0.
Notice that the first set of three equations has the form
g˙g−1 = −Aloc(r)r˙ + Γloc(r),
where
Aloc =
1
a
e1dy −
1
a
e2dx
and
Γloc =
Ω
a
xe1 +
Ω
a
ye2 + ce3.
Here, r1 = x, r2 = y and e1, e2, e3 is the standard basis of so(3)−. Also, Aloc is the expression of
nonholonomic connection relative to the (global) trivialization and Γloc is the expression of the affine
piece of the constraints with respect to the same trivialization (see Bloch, Krishnaprasad, Marsden
and Murray [1995]).
Now we are ready to apply reduced Lagrangian optimization to find the optimal trajectories for
a homogeneous ball. Clearly the homogeneous ball on a rotating plate is a simple nonholonomic me-
chanical system with symmetry as defined earlier, which also has a trivial principal bundle structure
(except that the constraint is affine which can be dealt with in the same way). Also we can assume
that we have full control over the motion of the center of the ball, i.e., over the shape variables.
Now let the cost function be C(r˙) = 12 [(x˙)
2 + (y˙2)] and set a = 1 for simplicity, then we can use the
method of Lagrange multipliers and Lagrangian reduction to find the necessary conditions for the
optimal trajectories of the following optimal control problem:
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Plate Ball Problem Given two points q0, q1 ∈ R
2 × SO(3), find the optimal control
curves (x(t), y(t)) ∈ R2 that steer the system from q0 to q1 and minimizes
∫ 1
0
1
2 [(x˙)
2 +
(y˙)2]dt, subject to the constraints
g˙g−1 = −y˙e1 + x˙e2 + ce3 +Ωxe1 +Ωye2,
where, again, ea is the standard basis of so(3)−.
Following the reduced Lagrangian optimization method developed in the preceding section, we
define a new Lagrangian L by
L =
1
2
[(x˙)2 + (y˙)2] + λaξ
a + λ1y˙ − λ2x˙− λ3c− Ωλ1x− Ωλ2y,
where λ(t) ∈ so(3)∗
−
(note that we use the negagive Lie-Poisson structure because the right action
is used).
By the preceding Theorem, we know that any the reduced optimal curve (x(t), y(t), x˙(t), y˙(t), ξa(t))
must satisfy the reduced Euler Lagrangian equations. Simple computations show that
∂L
∂x˙
= x˙− λ2 = ρ1
∂L
∂x
= −Ωλ1
∂L
∂y˙
= y˙ + λ1 = ρ2
∂L
∂y
= −Ωλ2
∂L
∂ξb
= λb.
Therefore
ρ˙1 = −Ωλ1
ρ˙2 = −Ωλ2,
and
λ˙b = C
a
dbλaξ
d,
that is:
λ˙1 = λ3ξ
2 − λ2ξ
3 = λ3(ρ1 + λ2 +Ωy)− cλ2
λ˙2 = −λ3ξ
1 + λ1ξ
3 = λ3(ρ2 − λ1 − Ωx) + cλ1
λ˙3 = λ2ξ
1 − λ1ξ
2 = −(λ1ρ1 + λ2ρ2) + Ω(λ2x− λ1y).
In the special case where c = 0 (no drift) and Ω = 0 (no rotation) studied in Jurdjevic [1993],
we have
ρ˙1 = 0
ρ˙2 = 0
λ˙1 = λ3(ρ1 + λ2)
λ˙2 = λ3(ρ2 − λ1)
λ˙3 = −(λ1ρ1 + λ2ρ2).
which gives the same result as in Jurdjevic [1993] obtained through the application of the Pontryagin
Maximum Principle.
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5.2 Optimal Control of the Snakeboard
The snakeboard is a modified version of a skateboard in which the front and back pairs of wheels are
independently actuated. The extra degree of freedom enables the rider to generate forward motion
by twisting their body back and forth, while simultaneously moving the wheels with the proper phase
relationship. For details, see Bloch, Krishnaprasad, Marsden and Murray [1995] and the references
listed there. Here we will include the computations shown in that paper both for completeness as
well as to make concrete the nonholonomic theory.
The snakeboard is modeled as a rigid body (the board) with two sets of independently actuated
wheels, one on each end of the board. The human rider is modeled as a momentum wheel which sits
in the middle of the board and is allowed to spin about the vertical axis. Spinning the momentum
wheel causes a counter-torque to be exerted on the board. The configuration of the board is given
by the position and orientation of the board in the plane, the angle of the momentum wheel, and
the angles of the back and front wheels. Thus the configuration space is Q = SE(2)×S1×S1×S1.
Let (x, y, θ) represent the position and orientation of the center of the board, ψ the angle of the
momentum wheel relative to the board, and φ1 and φ2 the angles of the back and front wheels, also
relative to the board. Take the distance between the center of the board and the wheels to be r.
The Lagrangian for the snakeboard consists only of kinetic energy terms and can be written as
L(q, q˙) =
1
2
m(x˙2 + y˙2) +
1
2
Jθ˙2 +
1
2
J0(θ˙ + ψ˙)
2 +
1
2
J1(θ˙ + φ˙1)
2 +
1
2
J2(θ˙ + φ˙2)
2,
where m is the total mass of the board, J is the inertia of the board, J0 is the inertia of the rotor and
Ji, i = 1, 2, is the inertia corresponding to φi. The Lagrangian is independent of the configuration
of the board and hence it is invariant to all possible group actions.
The rolling of the front and rear wheels of the snakeboard is modeled using nonholonomic con-
straints which allow the wheels to spin about the vertical axis and roll in the direction that they are
pointing. The wheels are not allowed to slide in the sideways direction. This gives constraint one
forms
ω1(q) = − sin(θ + φ1)dx+ cos(θ + φ1)dy − r cosφ1dθ
ω2(q) = − sin(θ + φ2)dx+ cos(θ + φ2)dy + r cosφ2dθ.
These constraints are invariant under the SE(2) action given by
(x, y, θ, ψ, φ1, φ2) 7→ (x cosα− y sinα+ a, x sinα+ y cosα+ b, θ + α, ψ, φ1, φ2),
where (a, b, α) ∈ SE(2). The constraints determine the kinematic distribution Dq:
Dq = span
{
∂
∂ψ
,
∂
∂φ1
,
∂
∂φ2
, a
∂
∂x
+ b
∂
∂y
+ c
∂
∂θ
}
,
where a, b, and c, are given by
a = −r(cosφ1 cos(θ + φ2) + cosφ2 cos(θ + φ1))
b = −r(cosφ1 sin(θ + φ2) + cosφ2 sin(θ + φ1))
c = sin(φ1 − φ2).
The tangent space to the orbits of the SE(2) action is given by
Tq(Orb(q)) = span
{
∂
∂x
,
∂
∂y
,
∂
∂θ
}
The intersection between the tangent space to the group orbits and the constraint distribution is
thus given by
Dq ∩ Tq(Orb(q)) = a
∂
∂x
+ b
∂
∂y
+ c
∂
∂θ
.
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The momentum can be constructed by choosing a section of D ∩ TOrb regarded as a bundle over
Q. Since Dq ∩ TqOrb(q) is one-dimensional, the section can be chosen to be
ξqQ = a
∂
∂x
+ b
∂
∂y
+ c
∂
∂θ
,
which is invariant under the action of SE(2) on Q. The corresponding Lie algebra element in se(2),
ξq, is
ξq = (a+ yc)ex + (b− xc)ey + ceθ
where ex is the basis element of the Lie algebra corresponding to translations in the x direction (and
whose corresponding infinitesimal generator is ∂/∂x), etc. The nonholonomic momentum map is
thus given by
p = Jnh(ξq) =
∂L
∂q˙i
(ξqQ)
i
= max˙+mby˙ + Jcθ˙ + J0c(θ˙ + ψ˙) + J1c(θ˙ + φ˙1) + J2c(θ˙ + φ˙2).
In Bloch, Krishnaprasad, Marsden and Murray [1995] a simplification is made which we shall also
assume in this paper, namely φ1 = −φ2, J1 = J2. The parameters are also chosen such that
J + J0 + J1 + J2 = mr
2 (which eliminates some terms in the derivation but does not affect the
essential geometry of the problem). Setting φ = φ1 = −φ2, the constraints plus the momentum are
given by
0 = − sin(θ + φ)x˙ + cos(θ + φ)y˙ − r cosφθ˙
0 = − sin(θ − φ)x˙ + cos(θ − φ)y˙ + r cosφθ˙
p = −2mr cos2(φ) cos(θ)x˙ − 2mr cos2(φ) sin(θ)y˙
+mr2 sin(2φ)θ˙ + J0 sin(2φ)ψ˙.
Adding, subtracting, and scaling these equations, we can write (away from φ = pi/2),


cos(θ)x˙ + sin(θ)y˙
− sin(θ)x˙ + cos(θ)y˙
θ˙

+


−
J0
2mr
sin(2φ)ψ˙
0
J0
mr2
sin2(φ)ψ˙

 =


−1
2mr
p
0
tanφ
2mr2
p

 . (5.2.1)
These equations have the form
g−1g˙ +Aloc(r)r˙ = Γ(r)p
where
Aloc = −
J0
2mr
sin(2φ)ex dψ +
J0
mr2
sin2(φ)eθ dψ
Γ(r) =
−1
2mr
ex +
1
2mr2
tan(φ) eθ.
These are precisely the terms which appear in the nonholonomic connection relative to the (global)
trivialization (r, g). The momentum equation, which governs the evolution of p, is given by
p˙ =
∂L
∂q˙i
[
d
dt
ξq
]i
Q
= 4mr cos(θ) cos(φ) sin(φ)x˙φ˙+ 4mr sin(θ) cos(φ) sin(φ)y˙φ˙
+2J0 cos(2φ)φ˙ψ˙ + 2mr
2 cos(2φ)θ˙φ˙
−2mr cos(θ) cos2(φ)y˙θ˙ + 2mr sin(θ) cos2(φ)x˙θ˙
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Solving for the group velocities x˙, y˙, θ˙ from the equations which define the nonholonomic connection,
the momentum equation can be rewritten as
p˙ = 2J0 cos
2(φ) φ˙ψ˙ − tan(φ) pφ˙
This version of the momentum equation corresponds to the coordinate form in body representation
but it contains no terms which are quadratic in p, due to the fact that gq is one dimensional.
These equations describe how paths in the base space, parameterized by r ∈ S1 × S1 × S1 (in
fact, the base space is S1 × S1 if we assume φ1 = −φ2), are lifted to the fiber SE(2). The utility
of these equations is that they greatly simplify the process of solving for the motion of the system
given the base space trajectory.
Now we are ready to apply the method of reduced Lagrangian optimization to find the optimal
trajectories for the snakeboard. Clearly the snakeboard is a simple nonholonomic mechanical system
with symmetry as defined earlier and which also has a trivial principal bundle structure. Moreover,
the control forces are only applied to the shape variables which we have full control of. Let the cost
function be C(r˙) = 12 [(ψ˙)
2+(φ˙)2] for simplicity. We can use the method of Lagrange multipliers and
Lagrangian reduction to find the necessary conditions for the optimal trajectories of the following
optimal control problem:
Optimal Control Problem for the Snakeboard Given two points q0, q1 ∈ SE(2)×
S1 × S1, find the optimal control curves (ψ(t), φ(t)) ∈ S1 × S1 that steer from q0 to q1
and minimize
∫ 1
0
1
2 ((ψ˙)
2 + (φ˙)2)dt, subject to the constraints
g−1g˙ +Aloc(r)r˙ = Γ(r)p
p˙ = 2J0 cos
2(φ)φ˙ψ˙ − tan(φ)pφ˙
where
Aloc = −
J0
2mr
sin(2φ)ex dψ +
J0
mr2
sin2(φ)eθ dψ
Γ(r) =
−1
2mr
ex +
1
2mr2
tan(φ) eθ.
Following the general procedures in the previous section, we define a new L by
L =
1
2
((ψ˙)2 + (φ˙)2) + λaξ
a −
J0
2mr
λ1 sin(2φ)ψ˙ +
J0
mr2
λ3 sin
2(φ)ψ˙
+
1
2mr
λ1p−
1
2mr2
λ3 tan(φ)p+ κp˙− 2J0κ cos
2(φ)φ˙ψ˙ + κ tan(φ)pφ˙
where ξ = g−1g˙ ∈ g, λ(t) ∈ g∗ and κ(t) ∈ R1 are Lagrange multipliers. Here ξa and λa are the
components of ξ and λ in the standard basis of se(2) and se(2)∗ respectively.
By Theorem 4.1, we know that the reduced optimal curves (ψ(t), φ(t), ψ˙(t), φ˙(t), ξa(t)) must
satisfy the reduced Euler Lagrangian equations for L . After some computations, we find
∂L
∂ψ˙
= ψ˙ −
J0
2mr
λ1 sin(2φ) +
J0
mr2
λ3 sin
2(φ) − 2J0κ cos
2(φ)φ˙
∂L
∂ψ
= 0
∂L
∂φ˙
= φ˙− 2J0κ cos
2(φ)ψ˙ + κ tan(φ)p
∂L
∂φ
= −
J0
mr
λ1 cos(2φ)ψ˙ +
J0
mr2
λ3 sin(2φ)ψ˙ −
1
2mr2
λ3 sec
2(φ)p
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+2J0κ sin(2φ)φ˙ψ˙ + κ sec
2(φ)pφ˙
∂L
∂p˙
= κ
∂L
∂p
=
1
2mr
λ1 −
1
2mr2
λ3 tan(φ) + κ tan(φ)φ˙
∂L
∂ξb
= λb.
Substitute the above calculations into the reduced Euler Lagrangian equations and simplify, giving
ψ¨ −
J0
2mr
λ˙1 sin(2φ)−
J0
mr
λ1 cos(2φ)φ˙+
J0
mr2
λ3 sin(2φ)φ˙
+
J0
mr2
λ˙3 sin
2(φ) − 2J0κ˙ cos
2 φ φ˙ + 2J0κ sin(2φ)(φ˙)
2 − 2J0κ cos
2(φ)φ¨ = 0
φ¨ − 2J0κ˙ cos
2(φ)ψ˙ − 2J0κ cos
2(φ)ψ¨ + κ˙ tan(φ)p+ κ tan(φ)p˙
= −
J0
mr
λ1 cos(2φ)ψ˙ +
J0
mr2
λ3 sin(2φ)ψ˙ −
1
2mr2
λ3 sec
2(φ)p.
Also, we have
κ˙ =
1
2mr
λ1 −
1
2mr2
λ3 tan(φ) + κ tan(φ)φ˙
λ˙1 = λ2ξ
3 = λ2
(
−
J0
mr2
sin2(φ)ψ˙ +
1
2mr2
tan(φ)p
)
λ˙2 = −λ1ξ
3 = −λ1
(
−
J0
mr2
sin2(φ)ψ˙ +
1
2mr2
tan(φ)p
)
λ˙3 = −λ2ξ
1 = −λ2
(
J0
2mr
sin(2φ)ψ˙ −
1
2mr
p
)
p˙ = 2J0 cos
2(φ) φ˙ψ˙ − tan(φ) pφ˙.
After eliminating λ˙1, λ˙3, κ˙ and p˙ from the first set of two equations, we finally obtain
ψ¨ −
J0
2mr
λ1(1 + 3 cos(2φ))φ˙+
3J0
2mr2
λ3 sin(2φ)φ˙ + J0κ sin(2φ)(φ˙)
2 − 2J0κ cos
2(φ)φ¨ = 0
φ¨ −
J0
mr
λ1 sin
2 φ ψ˙ +
1
2mr
λ1 tan(φ)p+
1
2mr2
λ3p−
J0
2mr2
λ3 sin(2φ)ψ˙ − 2J0κ cos
2(φ)ψ¨ = 0.
5.3 Optimal Control on a Lie Group
Krishnaprasad [1994] considered the following optimal control problem on a finite dimensional Lie
group G which has been used to model various problems in several other papers (e.g. the plate-
ball problem in Jurdjevic [1993], and the landing tower problem in Walsh, Montgomery and Sastry
[1994]). While it is possible to model this class of problems as a special case of the optimal control
of nonholonomic system on a trivial principal bundle and apply reduced Lagrangian optimization,
it may be useful to provide in this section a more direct proof that uses simpler machinery.
Optimal Control Problem for a Lie Group Given a left invariant control system
on G, g˙ = g · ξu, where ξu = e0 +
∑m
i=1 u
i(t)ei, find the optimal controls u(·) that steer
from g0 to g1 and minimize
∫ 1
0 L(u)dt.
Here {e0, e1, . . . , em} spans an (m + 1)-dimensional subspace of the whole Lie algebra g of G,
m+1 ≤ n = dim (g), u(·) is a vector valued control function with ui(t) ∈ R, L is a cost function on
R
m which is the space of values of controls, and L(u) = 12
∑m
i=1 Ii(u
i)2 with Ii > 0.
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To apply the method of Lagrangian reduction, we recast the above optimal control problem as
a constrained variational problem. For simplicity of exposition, we will deal with the vector space
case first where there is no e0 term and will take up the affine case later.
Let C be the m-dimensional subspace of g spanned by {e1, . . . , em}. We make the following points
(i) ξu =
∑m
i=1 u
i(t)ei lies in C;
(ii) if we define L1 = L ◦ φ where L =
1
2
∑m
i=1 Ii(u
i)2 with Ii > 0 and φ = (e
1, . . . , em) with
{e1, . . . , em} as the dual basis of {e1, . . . , em}, then L1 : C → R is nothing but
1
2 of the square
of a metric on C which is intrinsically defined and does not depend on the basis chosen;
(iii) we can extend L1 to be half of the square of a metric L¯ on g such that L¯ = L1 on C. As we
will see, the necessary conditions for an optimal control do not depend on how the extension
is done.
(iv) For the affine case, we will simply set ξu − e0 =
∑m
i=1 u
i(t)ei.
Now it should be clear that the original problem is equivalent to the following constrained
variational problem:
Constrained Variational Problem for Optimal Control on Lie Groups Given
an m-dimensional subspace C of g, find the optimal control curves ξ − e0 ∈ C such that
g(0) = g0, g(1) = g1 and minimize
∫ 1
0
L¯(ξ − e0)dt.
Since we want to use the method of Langrangemultipliers to relax the constraint on the variations,
we define a new Langrangian
L = L¯(ξ − e0) + λ(t)(ξ − e0) = L˜(ξ) + λ˜(t)(ξ) (5.3.1)
where λ(t) lies in the annihilator C0 of C; furthmore τ(ξ) = ξ − e0, L˜ = L¯ ◦ τ and λ˜ = λ ◦ τ .
Theorem 5.1 Optimization Theorem for Nonholonomic Systems on Lie Groups. If ξ¯ is a
(regular) optimal control curve in C+ e0 = {ξ ∈ g : ξ = ξc+ e0, ξc ∈ C}, then there exists a λ(t) ∈ g
∗
such that ξ¯ satisfies the Euler-Poincare equation:
d
dt
(
δL˜
δξ
+ λ
)
= ad∗ξ
(
δL˜
δξ
+ λ
)
(5.3.2)
Proof If ξ¯(t) is an optimal control curve in C + e0, then by the Lagrangian reduction method, ξ¯(t)
is a solution of the following variational problem
δ
∫ 1
0
L(ξ)dt = δ
∫ 1
0
(L˜(ξ) + λ˜(ξ))dt = 0
for some λ ∈ g∗, where the variations take the form δξ = Ω˙ + [ξ,Ω] with Ω = g−1 · δg arbitrary
except vanishing at the endpoints. Since
0 = δ
∫ 1
0
(L˜(ξ) + λ˜(ξ))dt
=
∫ 1
0
(
δL˜
δξ
δξ + λ (δξ)
)
dt
=
∫ 1
0
(
δL˜
δξ
+ λ
)(
Ω˙ + [ξ,Ω]
)
dt
=
∫ 1
0
(
−
d
dt
(
δL˜
δξ
+ λ
)
+ ad∗ξ
(
δL˜
δξ
+ λ
))
Ωdt,
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we conclude that ξ¯(t) satisfies
d
dt
(
δL˜
δξ
+ λ
)
= ad∗ξ
(
δL˜
δξ
+ λ
)
. 
Corollary 5.2 Given a left invariant control system on G, g˙ = g · ξu where
ξu = e0 +
m∑
i=1
ui(t)ei.
If u¯(·) is an optimal control, then
u¯i(t) =
µi(t)
Ii
where i = 1, . . . ,m, and µi, i = 1, . . . ,m is the solution of the following system of differential
equations
µ˙i = C
k
jiµkξ
j
u
where i, j, k = 0, . . . , n− 1, and where Ckij are the structure constants of g.
Proof Extend {e0, e1, . . . , em} to a basis {e0, . . . , en−1} and let {e
0, . . . , en−1} be its dual basis.
(i) For i = 1, . . . ,m, and ξu ∈ e0 + C, we have
δL˜
δξiu
=
∂L
∂ui
= Iiu
i
because L˜(ξu) = L ◦ φ ◦ τ(ξu) = L(u) and ξ
i
u = u
i; furthermore,
λi = 0, i = 1, . . . ,m
because λ lies in the annihilator C0.
(ii) If we set
µi =
δL˜
δξiu
, i = 1, . . . ,m,
and
µi =
δL˜
δξiu
+ λi, i = m+ 1, . . . , n− 1, 0,
and write out the Euler-Poincare equation using the above coordinates, we will get the desired
system of differential equations. 
Remarks
1. From the above computations, we can see that the necessary conditions for an optimal control
u¯(·) depend only on L and have nothing to do with how the extension is done, because not
only ui(t) = µi(t)/Ii, but also µ˙i = C
k
jiµkξ
j
u do not depend on L¯.
2. The necessary conditions given in the above Corollary are the same as those in Krishnaprasad
[1994]:
ui =
µi
Ii
i = 1, . . . ,m,
µ˙i = −µkC
k
ij
δh
δµj
i, j, k = 0, . . . , n− 1,
26
where
h = µ0 +
1
2
m∑
i=1
µ2i
Ii
.
This is because Ckji = −C
k
ij and
δh
δµj
=


1 j = 0
µj
Ij
= uj j = 1, . . . ,m
0 j = m+ 1, . . . , n− 1

 = ξju
Conclusions
We have found a procedure based on reduced Lagrangian optimization that can be used to directly
establish results on
1. optimal control for left invariant system on Lie group with velocity constraint,
2. optimal control for holonomic system on principal bundle with the constraint of the vanishing
of the momentum map, and
3. optimal control for nonholonomic system on (trivial) principal bundles that may have a non-
trivial evolution of its nonholonomic momentum.
In fact, the first two results can be seen as special cases of the last result even though we have
derived each of them in a parallel way. Recall that in the nonholonomic case, we have
L = C(r˙) + 〈λ(t), ξ +A(r)r˙ − Γ(r)p〉+
〈
κ(t), p˙− r˙TH(r)r˙ − r˙TK(r)p− pTD(r)p
〉
. (5.3.3)
In the driftless holonomic case, Dq = TqQ for each q ∈ Q, the momentum is conserved and assumed
to be zero, so the above Lagrangian L will be reduced to
L = C(r˙) + 〈λ(t), ξ +A(r)r˙〉 ,
which is exactly the same Lagrangian used in the second case. As for system on Lie group G with
velocity constraint (say, g−1g˙ =
∑m
i=1 u
iei for simplicity), it can be seen as system on (trivial)
principal bundle G× Rm whose (nonholonomic) connection is independent of the shape variable r,
i.e.,
ξa = Aaαr˙
α
where Aaα = 1 and r˙
α = uα.
Topics for Future Work
1. In the nonholonomic case, we have only stated the result for the case of a trivial principal
bundle. While it is true that all examples known to us have only trivial bundle structure,
it is of interest to generalize the reduced Lagrangian optimization theorem to the case of an
arbitrary principal bundle. Also, we need to understand better the geometry underlying this
procedure. We hope to address all of these issues in a follow-up paper.
2. We need to construct algorithms that can effectively find approximate solutions to the system
of differential equations that are obtained through reduced Lagrangian optimization. For
example, finite element techniques appear to be appropriate and will be explored.
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