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RESUMO
Intervalos permitem uma representação aproximada de números reais, com a qual po-
demos modelar matematicamente problemas do mundo real de uma forma menos restritiva
que a modelagem sobre restrições reais. Assim, podemos definir problemas intervalares
de decisão e otimização que são relaxamentos da Programação Não Linear usual. Recen-
temente, técnicas utilizadas em algoritmos para o problema da Satisfatibilidade Booleana
foram aplicadas na solução de problemas intervalares de decisão, utilizando a álgebra in-
tervalar para refinar intervalos e obter soluções que satisfaçam um conjunto de restrições
sob uma precisão preestabelecida. Embora essa abordagem não resolva problemas de
otimização, ela apresenta um método para extrair uma solução real de uma solução inter-
valar, se o problema apresentar determinadas características. Neste trabalho, estendemos
esse método, definindo uma classe de problemas para os quais é possível a extração de
uma solução real mesmo sem a garantia de todas as condições exigidas pelos resolvedo-
res anteriores. Além disso, mostramos que o método estendido pode ser utilizado para
resolver algumas classes de problemas de otimização.




Intervals allow an approximate representation of real numbers. With them, one can
model real word problems in a less restrictive way than using constraints over real num-
bers. Thus, one can define problems of decision and optimization over intervals that are
relaxation of the usual Nonlinear Programming. Recently, techniques that are used to
solve the Boolean Satisfiability problem have been implemented on algorithms for interval
decision problems, applying interval arithmetics to refine intervals and obtain a solution
that satisfy the set of constraints under a precision error. Although this approach does
not apply for optimization problems, it introduces a method of extracting a real solution
of an interval one, if the problem has some specific features. In this work we extend this
method and define a class of problems for which it is possible to extract a real solution
even without ensuring all conditions required by the preview solvers. Furthermore, we
show that the extended method can also be applied to some set of optimization problems.





“Estamos andando em lendas ou
sobre a terra verde à luz do dia?”
(J.R.R. Tolkien, As Duas Torres, Cap. 2)
Vários problemas reais, em áreas como roteamento, bioinformática, verificação de
hardware e software, planejamento e logística, podem ser modelados como problemas
de satisfação de restrições, nos quais queremos encontrar uma atribuição de valores às
variáveis do problema de forma a satisfazer determinadas restrições.
Essa modelagem envolve, dessa forma, a definição de variáveis e constantes que repre-
sentam valores observados no mundo real. Embora várias dessas variáveis tenham uma
correspondência direta com valores reais, como, por exemplo, a quantidade de determi-




A representação computacional de valores irracionais é inviável. Mesmo assim, uma
aproximação de tais valores pode ser suficiente para o problema que está sendo modelado.
Por exemplo, ao se utilizar uma aproximação *" de * com uma precisão de 39 casas
decimais é possível calcular a circuferência do universo observável com a precisão da
largura de um átomo de hidrogênio1.
A fim de uma representação mais adequada de tais aproximações, definimos limitantes
superior e inferior que nos oferecem uma certa informação sobre o valor real do número
representado. No caso de *, podemos representá-lo por
1Pi and the size of the Universe - Numberphile. https://www.youtube.com/watch?v=FpyrF_Ci2TQ.
2
3.14159265358979 5 * 5 3.14159265358980
E, equivalentemente, denotamos que
* 6 [3.14159265358979, 3.14159265358980]
Assim, chamamos " = [3.14159265358979, 3.14159265358980] de intervalo, isto é, um
conjunto de números reais que contém um valor que se deseja representar. Ou ainda,
dizemos que " representa o número * com um determinado erro de precisão. Neste
trabalho, vamos utilizar “.” (ponto) ao invés de “,” (vírgula) para representar números
racionais, evitando ambiguidade em relação à notação dos intervalos.
No processo de modelagem matemática de qualquer problema real, é comum existir
constantes irracionais ou com várias casas decimais, geralmente aproximadas por núme-
ros de máquina que as representam com o mínimo de perda de informação [30]. Alter-
nativamente, a modelagem intervalar representa tais constantes por intervalos. É im-
portante observar que a partir do momento em que modelamos o problema e tentamos
resolvê-lo matematicamente, perdemos contato com o problema real. Assim, não temos
mais a informação de que " representa *, mas algum valor entre 3.14159265358979 e
3.14159265358980. Nesse sentido, " também é uma aproximação de *, embora mais
dinâmica que a aproximação *".
Nessa abordagem, a solução de um problema de satisfação de restrições não é mais
uma atribuição de valores únicos às variáveis definidas, mas de um conjunto de valores
reais, ou intervalos, que representam números reais específicos. Equivalentemente, uma
solução é um refinamento do conjunto domínio das variáveis do problema, resultando em
subconjuntos que podem conter a solução real.
Essa modelagem intervalar é, portanto, um relaxamento da modelagem matemática
sobre os números reais [2]. Nesse sentido, estamos em um cenário mais otimista, “sobre
a terra verde à luz do dia”. Mesmo assim, o problema de encontrar uma atribuição
de intervalos às variáveis de um conjunto de restrições é NP-difícil no caso geral [2],
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tornando a existência de um algoritmo eficiente para todas as instâncias desse problema
pouco provável.
Um algoritmo para resolver esse problema foi proposto em 1997, aplicando uma es-
tratégia de ramificação e poda sobre variáveis intervalares [32]. Mais recentemente, o
resolvedor iSAT [17] aplicou técnicas utilizadas em algoritmos para o problema da Sa-
tisfatibilidade Booleana também no cenário intervalar, obtendo resultados superiores aos
demais resolvedores da época.
Neste trabalho, vamos formalizar a álgebra intervalar e alguns problemas de satisfação
de restrições sobre intervalos. Além disso, vamos apresentar os principais algoritmos para
resolver os problemas definidos e mostrar como podemos utilizar suas propriedades para
descrever métodos para outros problemas intervalares.
O objetivo deste trabalho é definir uma classe de problemas intervalares para os quais
é possível efetuar uma atribuição de valores reais às variáveis do problema dentro do
domínio restringido pela solução da modelagem intervalar. Isto é, queremos mostrar que
é possível, para alguns problemas intervalares, extrair uma solução nos números reais de
uma solução intervalar. Além disso, vamos apresentar um método que efetua essa extração
de maneira eficiente.
Adicionalmente, existem problemas reais para os quais a modelagem de restrições não
é suficiente para representar todas as suas características. Mais especificamente, em pro-
blemas de otimização, não queremos como solução uma atribuição de valores que apenas
satisfaça todas as restrições, mas que também seja ótima sob algum critério. Usualmente,
problemas com essas características são modelados como problemas de Programação Não
Linear, nos quais temos, além do conjunto de restrições, uma função objetivo a ser mini-
mizada.
Da mesma forma, podemos definir uma versão intervalar desse problema, a Otimização
Intervalar Não Linear, cuja solução é um conjunto de intervalos que satisfazem as restrições
minimizando uma função objetivo intervalar. Neste trabalho também vamos apresentar
formalmente esse problema e mostrar que os métodos propostos para a extração de solução
real podem ser utilizados de forma direta para resolver problemas de otimização.
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A estrutura deste texto é dividida em capítulos que abordam conceitos e problemas
distintos e complementares. No capítulo 2, apresentamos a álgebra intervalar e suas
principais definições e operações, necessárias para a definição de problemas intervalares e
suas soluções. Também apresentamos o conceito de consistência intervalar, imprescindível
para a eficiência e corretude dos algoritmos posteriores.
No capítulo 3, mudamos de contexto e apresentamos as principais definições da álge-
bra booleana e do problema da Satisfatibilidade Booleana. Embora esse problema não
tenha relação direta com a álgebra intervalar, no capítulo seguinte vamos utilizar alguns
conceitos definidos no contexto booleano sobre os intervalos e mostrar que o principal
algoritmo para resolver problemas intervalares é muito semelhante ao algoritmo base dos
resolvedores booleanos.
Ainda no capítulo 4, apresentamos três problemas intervalares e suas respectivas solu-
ções, sendo um deles a respeito da existência de solução real dentro do domínio restringido
pela modelagem intervalar. Vamos focar principalmente no algoritmo iSAT, proposto em
[17], que soluciona problemas de satisfação de restrições intervalares e define uma classe
de problemas para os quais, sob determinadas condições, é possível extrair solução nos
reais.
No capítulo 5, definimos o problema da Otimização Intervalar e estendemos a classe de
problemas apresentadas em [17] de forma a excluir algumas das condições necessárias para
a existência de solução real, tornando sua aplicação mais realista. Também apresentamos
um método eficiente para encontrar tal solução minimizando uma dada função objetivo,
resolvendo também problemas de otimização.





“Vasculhou com as pontas dos dedos mais uma vez
dentro da toalha, mas não havia mais letras.
– Quer dizer que é isso? – disse Ford.
– É isso.
– Seis vezes nove. Quarenta e dois.
– É isso. Está tudo aí.”
(Douglas Adams, O Restaurante no Fim do Universo, Cap. 33)
Intervalos podem ser interpretados como conjuntos de valores possíveis à uma variável
real. Nesse sentido, eles representam possibilidades ou aproximações. Para o primeiro
caso, suponha, por exemplo, que queiramos representar o tempo de execução t de um
processo qualquer. Embora saibamos os limites mínimo 0 e máximo timeout do tempo
de execução, não existe um valor real para essa informação, mas um conjunto infinito
de possibilidades, dependendo de cada execução. Como o tempo é contínuo, podemos
representá-lo pela faixa de valores reais 0 5 t 5 timeout, isto é, pelo intervalo T = [0,
timeout ].
Para o segundo caso, temos o exemplo do intervalo ", apresentado na introdução, que
representa o número transcedental *. Como * 6 ", então existe um valor em " que
representa exatamente * , mas todos os outros valores são aproximações.
Como apontado na introdução deste trabalho, quando estamos trabalhando com uma
modelagem matemática, não temos acesso a valores reais representados pelos intervalos.
O número * é um ótimo exemplo dessa limitação; embora possamos representá-lo por
intervalos com precisão de trilhões de casas decimais, não sabemos qual o seu valor exato.
Assim, o segundo caso de interpretação de um intervalo se reduz ao primeiro: um conjunto
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de aproximações possíveis à uma variável real.
Dessa forma, todas as operações e relações sobre intervalos devem considerar a combi-
nação de todas as aproximações contidas nos intervalos de interesse, sem excluir possibi-
lidades de aproximação permitidas. Neste capítulo, vamos apresentar algumas definições
sobre intervalos e formalizar suas operações sobre essa abordagem combinatória. Por fim,
vamos apresentar o conceito de consistência intervalar, imprescindível para a eficiência
e corretude de métodos intervalares.
2.1 Definições
Sobre dois conjuntos A e B quaisquer, utilizamos a seguinte notação:
• A ! B se, e somente se, 'x 6 A : x 6 B;
• A " B se, e somente se, A 7= B e 'x 6 A : x 6 B;
• A \B = {x 6 A | x /6 B}.
As demais operações e relações sobre conjuntos são definidas da forma usual [33].
Definição 2.1 Vamos denotar por R = R8 {09,9} o conjunto estendido dos números
reais, tal que 09 < x < 9, para todo x 6 R.
Vamos utilizar as operações sobre R usuais [7], exceto pela indeterminante 0 · ±9,
que vamos definir como 0 · ±9 = 0, comumente utilizado em probabilidade e teoria da
medida.
Definição 2.2 Um intervalo fechado X = [x, x] é o conjunto de números reais X =
{x 6 R | x 5 x 5 x}, onde x, x 6 R são chamados de limitantes.
Para fins de notação, os intervalos serão representados por letras maiúsculas e seus li-
mitantes inferior e superior pela respectiva letra em minúsculo, sublinhada e sobrelinhada.
Definição 2.3 Um intervalo aberto X = (x, x) é o conjunto de números reais X =
{x 6 R | x < x < x}, onde x, x 6 R.
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É direto que [09,9] = (09,9) = R.
Definição 2.4 Um intervalo fechado à direita X = (x, x] é o conjunto de números
reais X = {x 6 R | x < x 5 x}, onde x, x 6 R.
Definição 2.5 Um intervalo fechado à esquerda X = [x, x) é o conjunto de números
reais X = {x 6 R | x 5 x < x}, onde x, x 6 R.
Definição 2.6 Dizemos que um intervalo X é semi-aberto, ou semi-fechado, se X é
fechado à esquerda ou fechado à direita.
Definição 2.7 Denotamos por I = {[x, x], (x, x], [x, x), (x, x) | x, x 6 R} o conjunto de
todos os intervalos em R.
Definição 2.8 Uma variável intervalar, ou intervalo, X 6 I é um intervalo fechado,
aberto ou semi-aberto.
É importante observar que, se x = 9 ou x = 09 ou x < x, para algum intervalo
X 6 I, então X = #.
Definição 2.9 As funções !e : I :; {0, 1} e !d : I :; {0, 1} associam dois valores !e(X) e















0 se X é um intervalo aberto ou fechado à esquerda
1 caso contrário
Dessa forma, sabemos se um intervalo X é aberto, fechado ou semi-aberto apenas
observando os valores de !e(X) e !d(X). A saber, se !e(X) + !d(X) = 2, então X é um
intervalo fechado; se !e(X)+!d(X) = 1, então X é um intervalo semi-aberto e, finalmente,
se !e(X) + !d(X) = 0, então X é um intervalo aberto. No caso de X ser um intervalo
semi-aberto, se !e(X) = 1, então X é fechado à esquerda; do contrário, X é fechado à
direita.
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Definição 2.10 O comprimento de um intervalo X 6 I é dado por c(X) = x0 x.
Representações computacionais ou medidas tomadas de processos naturais não são
contínuas, impossibilitando uma representação exata dos números reais. Nesse caso, os
intervalos permitem uma representação mais adequada, cuja precisão é dada pelo com-
primento de cada intervalo. Assim, podemos representar
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2 pelo intervalo X = [1.4, 1.5],
onde c(X) = 0.1, ou pelo intervalo mais aproximado Y = [1.414, 1.415], onde c(Y ) =
0.001.
Na literatura existem diversas definições sobre a comparação entre intervalos. Em [28]
temos uma análise detalhada das definições mais comuns e suas possíveis aplicações. No
entanto, para dois intervalos X e Y quaisquer, as relações X = Y , X 7= Y , X " Y ,
X ! Y e as operação X < Y , X 8 Y , X \ Y são definidas como as respectivas relações
e operações sobre conjuntos. Além disso, como intervalos são um conjunto contínuo
de valores reais, podemos verificar quaisquer das relações acima apenas observando os
limitantes dos intervalos. Por exemplo, X = Y se, e somente se, x = y, x = y, !e(X) =
!e(Y ) e !d(X) = !d(Y ).
Definição 2.11 O intervalo X é um refinamento do intervalo Y se X ! Y . Nesse
caso, também dizemos que Y é uma expansão de X.
Definição 2.12 Um intervalo X é dito degenerado se X = [x, x].
Um intervalo degenerado é um conjunto de tamanho unitário que representa um nú-
mero real com erro nulo, isto é, o único elemento do intervalo é o próprio número real
representado. Na literatura, intervalos degenerados e números reais são tratados de forma
equivalente ([x, x] = x), pois mesmo que um intervalo degenerado ainda seja um conjunto,
ele representa um número real exato.
A seguir, vamos definir algumas operações intervalares. Como [x, x]-[y, y] = [x-y, x-y],
para toda operação - que x-y esteja definida, então - pode ser considerada uma extensão
da respectiva operação sobre os reais.
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2.2 Operações
Em [24], as operações básicas +,0,=,÷ aplicadas sobre dois intervalos X e Y não
vazios são definidas como funções que geram um intervalo que contém o resultado da
operação aplicada à todo par de números tomados em X e Y . Isto é,
X - Y = {x - y | x 6 X e y 6 Y }, para qualquer - 6 {+,0,=,÷}
Novamente, podemos definir essas quatro operações apenas calculando seus limitantes.
Sejam X = [x, x] e Y = [y, y] duas variáveis intervalares tais que X 7= # e Y 7= #:
• Adição:
X + Y = [x+ y, x+ y]
A adição é comutativa e associativa e o intervalo [0, 0] é o elemento neutro da adição.
Por exemplo, sejam X = [01, 3], Y = [2,9] e Z = [0, 0]. Pela definição acima
temos que X + Y + Z = X + Y = [1,9].
• Subtração:
X 0 Y = [x0 y, x0 y]
A subtração é associativa e também podemos escrevê-la definindo a operação unária
0Y = [0y,0y], de forma que X0Y = X+(0Y ) = [x, x]+[0y,0y] = [x0y, x0y].
É importante observar que X 0X = [x0 x, x0 x], e portanto, X 0X = [0, 0] se, e
somente se, c(X) = 0. Do contrário, é direto que [0, 0] " X 0X.
Por exemplo, sejam X = [0,9] e Y = [0,9]. Pela definição da subtração, X0Y =
[09,9].
• Multiplicação:
X = Y = [min{x · y, x · y, x · y, x · y, },max{x · y, x · y, x · y, x · y}]
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A multiplicação é comutativa, associativa e subdistributiva em relação à adição e
subtração, isto é, X = (Y ± Z) " X = Y ±X = Z. O intervalo [1, 1] é o elemento
neutro da multiplicação.
Vale lembrar que definimos 0 · ±9 = 0. Assim, para X = [09,9] e Y = [0, 0],
obtemos X = Y = [0, 0], o que convém com a intuição de que 'x 6 X, x · 0 = 0.
• Divisão (denominador não contém zero):
Se y > 0 ou y < 0, definimos

















, 0) se y = 09
[x, x]= (0, 1
y







Por exemplo, sejam X = [09,9] e Y = [09,01].
X ÷ Y = [09,9]= [ 101 , 0) = [09,9]= [01, 0)












}) ! X ÷ X, então X ÷X = [1, 1] se, e somente se,
c(X) = 0. Do contrário, é direto que [1, 1] " X ÷X.
• Potenciação:
Vamos definir a potenciação de forma que ela satisfaça a mesma propriedade das
operações anteriores, isto é, XY = {xy | x 6 X e y 6 Y }. No entanto, estamos
interessado apenas quando o expoente é um intervalo degenerado inteiro. Portanto,
vamos defini-la para Y = [y, y] tal que y 6 Z!.
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[1, 1]÷ (X #0Y ) se y < 0
[xy, xy] se y > 0 é ímpar
[xy, xy] se y > 0 é par e x > 0
[xy, xy] se y > 0 é par e x < 0
[0,max{xy, xy}] caso contrário
Por exemplo, para X = [09,02] e Y = [03,03], temos que
X # Y = [1, 1]÷ ([09,02]# [3, 3]) = [1, 1]÷ [(09)3, (02)3]
= [1, 1]÷ [09,08] = [1, 1]= [01
8
, 0) = [01
8
, 0)
Na álgebra intervalar, X =X 7= X # [2, 2].
Também queremos definir a radiciação e a divisão por um intervalo que contém zero.
Para isso, vamos apresentar o conceito de multi-intervalo e utilizá-lo no conjunto imagem
dessas operações.
Definição 2.13 Um multi-intervalo X = ?X1, X2, . . . , Xn@ é o conjunto de números
reais X =
%n
i=1Xi, onde Xi 6 I.
Definição 2.14 Denotamos por M = {?X1, X2, . . . , Xn@ | n 6 N e Xi 6 I} o conjunto de
todos os multi-intervalos em R.
O conceito de multi-intervalo é uma extensão do conceito de intervalo. Eles também
representam conjuntos de valores reais e podemos compará-los, assim como os intervalos,
da mesma forma que comparamos conjuntos: X = Y, X 7= Y, X " Y ou X ! Y. No
entanto, não basta comparar apenas os limitantes dos intervalos que o compõe, tornando
a computação de tais relações um pouco mais específica.
Como qualquer intervalo X pode ser representado por um multi-intervalo X = ?X@,
todas as definições e resultados posteriores sobre multi-intervalos também valem para
intervalos.
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Finalmente, vamos definir as novas operações sobre dois intervalos X = [x, x] e Y =
[y, y] não vazios.
• Divisão (denominador contém zero):
Se y 5 0 5 y e c(Y ) > 0, definimos












X = Z1 se y = 0
X = Z2 se y = 0
X = ?Z1, Z2@ caso contrário






















Intuitivamente, como c(Y ) > 0, temos 3 casos possíveis:
– se y = 0, então y < 0 e max{1
y










– se y = 0, então y > 0 e min{1
y










– se y < 0 e y > 0, então, da mesma forma, limy#0!
1
y


















Portanto, temos dois intervalos disjuntos.
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• Radiciação:
Utilizando a mesma definição das demais operações, temos que Y
4
X = { y
4
x | x 6
X e y 6 Y }. Assim como na potenciação, estamos interessados apenas quando
Y = [y, y] e y 6 Z!.





























x] se y > 0 é ímpar
?[0 y
4
x,0 y4x], [ y4x, y
4
x]@ se y > 0 é par e x > 0
# se y > 0 é par e x < 0
[0, x]$ Y caso contrário
Como estamos trabalhando apenas com números reais, definimos que a raíz par de
intervalos que contém apenas números negativos é o conjunto vazio.
Por exemplo, para X = [1,9] e Y = [03,03], temos que





= [1, 1]÷ [1,9] = [1, 1]= (0, 1] = (0, 1]
Definição 2.15 O conjunto 2 = { + , 0 , = , ÷ , # , $ } é o conjunto dos operadores
intervalares algébricos.
Teorema 2.1 Sejam três intervalos não vazios X, Y e Z tais que X ! Y -Z, para algum
- 6 2, então 'x 6 X : (y 6 Y, (z 6 Z | x = y - z.
Prova. Segue no apêndice A.
&
Todas as operações aqui apresentadas se estendem à intervalos não fechados. Sejam
Y, Z 6 I, onde pelo menos um deles é um intervalo não fechado, e X 6 I tal que X = Y -Z,
para algum - 6 2. Os limitantes x e x são calculados da mesma forma como foram
definidos acima, no entanto, !e(X) e !d(X) variam conforme os operandos sejam abertos
ou semi-abertos.
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Por exemplo, para Y = (1, 2] e Z = [3, 4], temos que X = Y = Z = (3, 8], pois
x = min{y · z, y · z, y · z, y · z} = 3 e x = max{y · z, y · z, y · z, y · z} = 8. Como x = y · z,
então !e(X) = !e(Y ) · !e(Z), e, como x = y · z, então !d(X) = !d(Y ) · !d(Z).


















!e(Y ) · !e(Z) se x = y - z
!e(Y ) · !d(Z) se x = y - z
!d(Y ) · !e(Z) se x = y - z

















!e(Y ) · !e(Z) se x = y - z
!e(Y ) · !d(Z) se x = y - z
!d(Y ) · !e(Z) se x = y - z
!d(Y ) · !d(Z) se x = y - z
Por fim, para manter as operações consistentes, vamos definir mais duas operações:
• Divisão por zero (denominador é intervalo degenerado que contém zero):
X ÷ [0, 0] = [09,9]
• Logaritmo:
X . Y = logY X = [09,9]
As operações acima serão utilizadas neste trabalho apenas como operadores inversos,
não sendo necessário definí-las com as mesmas propriedades das demais operações. Como
estamos interessados em sistemas de equações sobre operações algébricas, a operação
X .Y não aparecerá na modelagem e, portanto, basta definí-la para que não torne alguma
equação da forma Z = X .Y falsa. Como definimos X .Y = [09,9], a equação Z = X .Y
será verdadeira para quaisquer intervalos X, Y e Z.
Associamos a cada operador - um operador inverso • correspondente. O operador
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inverso • de um operador - será definido como o operador inverso usual. Por exemplo,
para - = + temos que • = 0 e para - = = temos que • = ÷.
Além disso, vamos definir para cada operador - um segundo inverso não usual ". Para
tanto, vamos definir mais cinco operações intervalares.
Definição 2.16 Os operadores binários /, 1, $̂ , #̂ e .̂ sobre dois intervalos não
vazios X e Y , são dados por
X / Y = Y 0X
X 1 Y = Y ÷X
X $̂ Y = Y #X
X #̂ Y = Y $X
X .̂ Y = Y .X
Assim, se - = 0, então o seu segundo inverso é o operador " = / e, se - = ÷, então
" = 1. O segundo inverso do operador # é o operador ., representando o usual logaritmo,
e o segundo inverso de $ será definido como .̂ . Na tabela 2.1 apresentamos o inverso e o
segundo inverso de cada operador. Na primeira coluna temos os operadores, na segunda














Tabela 2.1: Relações entre operadores
Vamos utilizar esses operadores para tornar padrão as manipulações algébricas sobre
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equações intervalares e reais. Por exemplo, a igualdade x = y + z pode ser escrita como
y = x0 z e z = x0 y. Para a subtração, no entanto, esse padrão não vale, pois x = y0 z
pode ser escrita como y = x+z mas não como z = x+y, forçando a utilização do operador
/: z = x/ y.
Assim, podemos representar as três formas equivalentes da equação x = y - z por
x = y - z
y = x • z
z = x" y
Definição 2.17 O conjunto % = { + , 0 , = , ÷ , # , $ , . , / , 1 , $̂ , #̂ , .̂ }
é o conjunto de todos os operadores intervalares.
Definição 2.18 Sejam dois multi-intervalos X = ?X1, X2, . . . , Xn@ e Y = ?Y1, Y2, . . . , Ym@
e uma operação - 6 % qualquer, definimos X-Y como uma extensão da respectiva operação
sobre os intervalos, de forma que X - Y = ?X1 - Y1, X1 - Y2, . . . , X1 - Ym, X2 - Y1, X2 -
Y2, . . . , X2 - Ym, . . . , Xn - Y1, Xn - Y2, . . . , Xn - Ym@.




Teorema 2.2 Sejam três multi-intervalos não vazios X, Y e Z tais que X ! Y - Z, para
algum - 6 2, então 'x 6 X : (y 6 Y, (z 6 Z | x = y - z.
Prova. Suponha três multi-intervalos X = ?X1, . . . , Xl@, Y = ?Y1, . . . , Ym@ e Z =
?Z1, . . . , Zn@ tais que X ! Y - Z, para algum - 6 2. Suponha x 6 X qualquer. Como
X ! Y - Z, então [x, x] ! (Y - Z).
Pela definição, Y - Z = ?Y1 - Z1, . . . , Y1 - Zn, . . . , Ym - Z1, . . . , Ym - Zn@ e, portanto,
[x, x] ! (Y1 - Z1) ou [x, x] ! (Y1 - Z2) ou . . . ou [x, x] ! (Ym - Zn)
Pelo teorema 2.1, é direto que (y 6 Y, (z 6 Z | x = y - z. Como essa propriedade vale
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para todo x 6 X, então
'x 6 X : (y 6 Y, (z 6 Z | x = y - z &
Teorema 2.3 Sejam X,Y,Z 6 M tais que X ! Y -1 Z, para algum -1 6 2:
i) Se Y ! A -2 B então X ! (A -2 B) -1 Z, para quaisquer A,B 6 M e -2 6 2;
ii) Se Z ! A -2 B então X ! Y -1 (A -2 B), para quaisquer A,B 6 M e -2 6 2;
Prova. Sejam X,Y,Z 6 M tais que X ! Y -1 Z. Pelo teorema 2.2, 'x 6 X : (y 6
Y, (z 6 Z | x = y -1 z.
i) Suponha que Y ! A -2 B, para A,B 6 M e -2 6 2. Pelo mesmo teorema, 'y 6 Y :
(a 6 A, (b 6 B | y = a -2 b.
Portanto, temos que
'x 6 X : (y 6 Y, (z 6 Z, (a 6 A, (b 6 B | x = y -1 z e y = a -2 b
E assim, 'x 6 X : (a 6 A, (b 6 B, (z 6 Z | x = (a -2 b) -1 z.
Logo, X ! (A -2 B) -1 Z.
ii) Segue de forma análoga ao item i).
&
Definição 2.20 Se X = # ou Y = #, então X - Y = # para qualquer - 6 %.
2.3 Consistência Intervalar
A modelagem intervalar consiste em definir um conjunto de restrições sobre interva-
los que representam valores em problemas reais. Tais restrições podem ser sobre cada
intervalo de forma isolada ou sobre relações algébricas entre eles.
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No primeiro caso, temos especificações sobre os limitantes ou comprimentos dos in-
tervalos. As dimensões comprimento, altura e largura de um objeto, por exemplo, são
sempre positivos e podemos representá-las pelas restrições C ! [0,9], A ! [0,9] e
L ! [0,9]. Outro exemplo é quando representamos um número irracional com precisão
preestabelecida: o intervalo " tal que " ! [3.14, 3.15] e c(") < 0.0001 pode representar
o número * com precisão de 4 casas decimais.
Definição 2.21 Uma restrição sobre um intervalo é uma relação que associa um
multi-intervalo X a um intervalo constante [a, b] ou o seu comprimento c(X) a um erro
& 6 R tais que
X ! [a, b]
c(X) 5 &
Além disso, os intervalos e multi-intervalos devem conter valores que satisfaçam de-
terminadas restrições independente de qual seja o valor real representado pelos demais
intervalos.
Em um exemplo que tem como contexto a epígrafe deste capítulo, observemos que
dados dois intervalos X = [
14
3
, 6] e Y = [7, 9] que representam, respectivamente, dois
números reais x e y tais que x · y = 42, embora X = Y = [98
3
, 54] 7= [42, 42], temos que
'x 6 X : (y 6 Y | x · y = 42 e, da mesma forma, 'y 6 Y ; (x 6 X | x · y = 42. Nesse
sentido, as restrições intervalares não são uma extensão direta das restrições reais, mas
apresentam uma acepção distinta, com relação aos valores reais de fato representados
pelos intervalos relacionados. Nesse exemplo, os intervalos X e Y são consistentes com
a restrição dada, mas não garantem que quaisquer valores x" 6 X e y" 6 Y satisfazem
x" · y" = 42. Assim, para se obter uma solução real desse problema, temos primeiramente
que definir x" e, como 'x" 6 X : (y" 6 Y | x" · y" = 42, inferir o valor y"; do contrário,
poderíamos obter uma resposta incorreta (por exemplo, 6 · 9 = 42).
Enquanto obter a solução real de um conjunto de intervalos consistentes seja o prin-
cipal objetivo deste trabalho (e será discutido detalhadamente no capítulo 5), manter tal
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consistência é um problema já discutido em diversos trabalhos [16, 18, 31, 26]. Tanto as
comparações definidas na seção 1.1 quanto as operações definidas na seção 1.2 mantêm
essa consistência; ambas garantem que existem valores em todos os intervalos capazes de
satisfazer as restrições (podemos verificar isso pelos teoremas 2.1 e 2.2). Por exemplo, o
valor real representado por Y - Z deve ser exatamente o resultado de y - z, onde y 6 R e
z 6 R são os valores representados, respectivamente, pelos intervalos Y e Z. A partir do
momento em que trabalhamos com o modelo intervalar, e não com o problema real, per-
demos informações sobre os números y e z e, consequentemente, sobre o intervalo Y - Z.
Portanto, para todo y 6 Y e z 6 Z deve existir x 6 Y - Z tal que x = y - z.
Consequentemente, manipulações algébricas sobre intervalos apresentam um compor-
tamento diferente da álgebra elementar. Por exemplo, a igualdade X = Y -Z não implica
Y = X • Z e nem Z = X " Y , para qualquer - 6 2.
Suponha três multi-intervalos X, Y e Z tais que X ! Y - Z. Pelo teorema 2.2, 'x 6
X, (y 6 Y, (z 6 Z | x = y - z. Isto é, independente de qual seja o valor representado por
X, existem valores em Y e em Z capazes de satisfazer a restrição x = y - z. Nesse caso, a
restrição X ! Y - Z está relacionada com a restrição real x = y - z.
Como multi-intervalos são uma generalização dos intervalos, essa relação também vale
para intervalos. Assim, podemos associar uma modelagem intervalar à uma modelagem
real algébrica. Para tanto, repare que (x = y - z) $ (y = x • z), enquanto que (X !
Y - Z) 7$ (Y ! X • Z). Por exemplo, para X = [2, 2], Y = [1, 2] e Z = [1, 2] temos que
X ! Y + Z e Y 7! X 0 Z, pois [2, 2] ! [2, 4] e [1, 2] 7! [0, 1]. Portanto, um conjunto de
intervalos cujos reais representados satisfazem a restrição x = y - z pode não satisfazer a
restrição y = x•z. Como o mesmo ocorre com o segundo inverso ", temos que representar
uma restrição real utilizando três restrições intervalares.
Vamos denotar por X 3 Y - Z a representação intervalar da restrição x = y - z, de
forma que Y 3 X • Z representa y = x • z e Z 3 X" Y representa z = x" y.
Definição 2.22 Uma restrição intervalar R relaciona um multi-intervalo X com uma
função dada por Y - Z de forma que R = (X 3 Y - Z), onde
20
X 3 Y - Z se, e somente se, (X ! Y - Z) A (Y ! X • Z) A (Z ! X" Y)
Teorema 2.4
(X 3 Y - Z) $ (Y 3 X • Z) $ (Z 3 X" Y)
Prova. Primeiramente, vamos estender a tabela 2.1 adicionando quatro novas colunas,
obtendo a tabela 2.2. Na quarta coluna temos o operador •", que é o inverso do inverso
• do operador -. Na próxima coluna, temos o operador •"", que é o segundo inverso do
inverso • do operador -. Nas duas últimas colunas, temos os operadores "" e """, que são,
respectivamente, o inverso do segundo inverso " do operador - e o segundo inverso de ".
- • " •" •"" "" """
+ 0 0 + / + /
0 + / 0 0 / +
/ / + / + 0 0
= ÷ ÷ = 1 = 1
÷ = 1 ÷ ÷ 1 =
1 1 = 1 = ÷ ÷
# $ . # .̂ $̂ #̂
$ # .̂ $ . #̂ $̂
. $̂ #̂ . $ .̂ #
$̂ . $ $̂ #̂ # .̂
.̂ #̂ $̂ .̂ # . $
#̂ .̂ # #̂ $̂ $ .
Tabela 2.2: Relações estendidas entre operadores
Vamos utilizar a tabela 2.2 para mostrar que os três conjuntos de restrições abaixo
são equivalentes:
X ! Y - Z Y ! X • Z Z ! X " Y
Y ! X • Z $ X ! Y •" Z $ X ! Z "" Y
Z ! X " Y Z ! Y •"" X Y ! Z """ X
Iniciando pelos dois primeiros conjuntos, temos que Y ! X • Z está presente em
ambos. Além disso, pela tabela, Y - Z = Y •" Z e, pela definição 2.16, X " Y = Y •"" X,
para todo - 6 %. Portanto, (X ! Y -Z) $ (X ! Y •"Z) e (Z ! X"Y ) $ (Z ! Y •""X).
Logo, os dois primeiros conjuntos de restrições são equivalentes.
21
Agora, comparando o segundo e o terceiro conjuntos, temos que (Z ! X"Y ) $ (Z !
Y •"" X) e, pela tabela, Z "" Y = Y •" Z e Z """ X = X • Z, para todo - 6 %. Portanto,
(X ! Z "" Y ) $ (X ! Y •" Z) e (Y ! Z """ X) $ (Y ! X • Z). Logo, os dois últimos
conjuntos de restrições também são equivalentes e, portanto, o primeiro com o último
também o são.
Então, pela definição 2.22, temos que
(X 3 Y - Z) $ (Y 3 X • Z) $ (Z 3 X" Y)
&
Mais especificamente, essa restrição é definida como uma restrição primitiva. Res-
trições não primitivas são aquelas cuja função à ser comparada tem aridade maior que
dois. Podemos facilmente reescrever essas restrições por uma conjunção de restrições
primitivas [17].
Exemplo 2.1 Podemos reescrever a restrição não primitiva X 3 Y+(Z=W) substituindo
a operação (Z = W) por um novo multi-intervalo A e criando uma nova restrição que
relaciona A com a operação (Z=W):
(X 3 Y + A) A (A 3 Z=W)
Pela definição de restrição intervalar,
X 3 Y + (Z=W) se, e somente se X ! Y + (Z=W) A
Y ! X0 (Z=W) A
Z ! (X0 Y)÷W A
W ! (X0 Y)÷ Z A
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Enquanto a conjunção de restrições primitivas é tal que
(X 3 Y + A) A (A 3 Z=W) se, e somente se X ! Y + A A
Y ! X0 A A
A ! X0 Y A
A ! Z=W A
Z ! A÷W A
W ! A÷ Z A
Pelo teorema 2.3, é direto que as duas representações são equivalentes, pois
(X ! Y + A) A (A ! Z=W) % X ! Y + (Z=W)
(Y ! X0 A) A (A ! Z=W) % Y ! X0 (Z=W)
(Z ! A÷W) A (A ! X0 Y) % Z ! (X0 Y)÷W
(W ! A÷ Z) A (A ! X0 Y) % W ! (X0 Y)÷ Z
Onde o símbolo % representa a implicação usual (p % q $ “se p então q”).
&
Na literatura, esse conceito de restrição intervalar é comumente definido como con-
sistência no arco [2, 18, 31].
Definição 2.23 Um conjunto de intervalos {X,Y,Z} é consistente no arco de uma
restrição R se R é satisfeita por {X,Y,Z}, isto é, se R é verdadeira para os intervalos X,
Y e Z.
Na álgebra intervalar, inequações podem ser transformadas em equações adicionando
novas variáveis à fórmula, como ocorre na transformação em restrições primitivas. Por
exemplo, uma restrição da forma X 5 Y - Z pode ser reescrita pela conjunção (A 3
Y - Z) A (X 3 A0 [0,9]).
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Se um intervalo X aparece duas vezes ou mais numa restrição ou conjunto de restrições,
essa álgebra considera que cada instância de X pode representar um número real distinto.
Isto é, não existe uma relação que garante que todas as instâncias de X representam o
mesmo valor real.
Por exemplo, a restrição X 3 X = X é satisfeita para X = (0, 1). Isto é, 'x 6 X :
(x" 6 X, (x"" 6 X | x = x" · x"". No entanto, queremos que x = x" = x"", ou ainda, que se
X representa um valor real x, então esse mesmo valor deve ser representado por todas as
instâncias de X. Contudo, "x 6 X | x = x · x.
Assim, a consistência intervalar não garante a existência de um conjunto de valores
reais capaz de satisfazer todas as restrições, salvo quando todos os intervalos são degene-
rados. Posteriormente vamos apresentar as propriedades que um conjunto de restrições
deve manter para que os valores reais representados pelos respectivos intervalos sejam
únicos.
Alternativamente à consistência no arco, temos o conceito de consistência na envol-
tória: um relaxamento da primeira que visa evitar a definição de multi-intervalos. Assim,
podemos restringir o conjunto de multi-intervalos consistentes com uma dada restrição R
à um conjunto de intervalos.





2]@ resulta em um multi-intervalo. Assim, a restrição R = (X 3 Y $ Z)





2]. O multi-intervalo de comprimento máximo consistente com R, nesse caso,














Y ! X# Z % [1, 2] ! ?[1, 2], [1, 2]@
Z ! X .̂ Y % [2, 2] ! [09,9]
A fim de que o multi-intervalo de comprimento máximo possa ser escrito como um
24
intervalo, relaxamos a restrição R obtendo uma restrição ,R, = (X 3 ,Y # Z,), onde








2] é o intervalo de comprimento máximo
capaz de satisfazer a restrição ,R,.
&
Definição 2.24 A envoltória ,X, de um multi-intervalo X = ?X1, . . . , Xn@ é um intervalo
tal que
• x = min{xi | i 5 i 5 n} é o limitante inferior de ,X,, tal que xi é o limitante
inferior do intervalo Xi;
• x = max{xi | i 5 i 5 n} é o limitante superior de ,X,, tal que xi é o limitante
superior do intervalo Xi;
• !e(,X,) = max{!e(Xk) | xk = x, para 1 5 k 5 n} define se ,X, é fechado à
esquerda ou não, tal que xk é o limitante inferior do intervalo Xk;
• !d(,X,) = max{!d(Xk) | xk = x, para 1 5 k 5 n} define se ,X, é fechado à direita
ou não, tal que xk é o limitante superior do intervalo Xk.
Definição 2.25 Uma restrição intervalar na envoltória ,R, relaciona um multi-
intervalo X com a envoltória de uma função dada por Y - Z de forma que ,R, = (X 3
,Y - Z,), onde
X 3 ,Y - Z, se, e somente se, (X ! ,Y - Z,) A (Y ! ,X • Z,) A (Z ! ,X" Y,)
Teorema 2.5
(X 3 ,Y - Z,) $ (Y 3 ,X • Z,) $ (Z 3 ,X" Y,)
Prova. Direto da definição de restrição intervalar na envoltória e da tabela 2.2 (teorema
2.4).
&
O teorema 2.2 não vale para X = ,Y - Z,. Por exemplo, se Y = ?[4, 9]@ e Z = ?[2, 2]@,
então Y $ Z = [4, 9] $ [2, 2] = ?[03,02], [2, 3]@. Por outro lado, X = ,Y $ Z, = [03, 3] e
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(x 6 X | x 7= 4y, para todo y 6 Y; a saber, 'x 6 (02, 2). Mesmo assim, a consistência
na envoltória é bastante utilizada e aceita na prática.
Definição 2.26 Um conjunto de variáveis {X,Y,Z} é consistente na envoltória de
uma restrição R = (X 3 Y - Z) se a restrição ,R, = (X 3 ,Y - Z,) é satisfeita por
{X,Y,Z}.
Teorema 2.6 Se um conjunto de variáveis {X,Y,Z} é consistente no arco de uma res-
trição R, então ele também é consistente na envoltória de R.
Prova. Direto do fato que X ! ,X, para todo multi-intervalo X.
&
Na literatura, existem ainda outras consistências intervalares. São, em geral, relaxa-
mentos da consistência no arco ou consistências globais, que consideram todo um conjunto
de restrições na verificação da consistência e não cada restrição isoladamente, permitindo,
inclusive, restrições não primitivas. Entre tais consistências, podemos citar a consistência
no caminho, consistência de caixa e consistência kB [2, 13, 3].
2.4 Considerações
Neste capítulo apresentamos alguns exemplos da utilização da modelagem intervalar
na representação de problemas reais. Também apresentamos as principais definições e te-
oremas da álgebra intervalar e suas operações: adição, subtração, multiplicação, divisão,
potenciação e radiciação inteiras, necessárias para a representação de restrições intervala-
res algébricas. Essas restrições foram definidas como primitivas e mostramos que elas não
são expressadas por equações ou inequações, como nas restrições sobre os números reais,
mas fazem uso do operador relacional 3 de forma a garantir a consistência intervalar.
Em seguida, apresentamos o conceito de consistência intervalar. Neste trabalho, esse
conceito define a acepção das restrições intervalares e será utilizado, de maneira mais
aprofundada, nos algoritmos apresentados no capítulo 4. Nesse mesmo contexto, introdu-
zimos dois problemas comumente encontrados no cenário intervalar: a extração de uma
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solução real de um conjunto de intervalos consistentes e a existência de tal solução, não
garantida pela consistência intervalar. Vamos abordar ambos os problemas no final do





“Alguns mais curiosos, atraídos pelo nome chamativo, compraram
a obra e leram, assombrados, a única sentença do tomo, formada
por apenas quatro caracteres, sendo um deles um ponto final: a = a.
Foi um espanto! Popô havia, simplesmente, descoberto a Tautologia.”
(Joshua, Triste Fim de Popô Joquempô)
A lógica proposicional clássica é uma importante ferramenta da matemática e da filo-
sofia [5] que permite descrever raciocínios capazes de inferir valores verdade de sentenças
proposicionais e gerar contradições ou provas de teoremas e argumentos. Ao mesmo
tempo, calcular a satisfatibilidade de um raciocínio descrito em lógica proposicional é
fundamental para definir sua validade em um determinado estado ou mesmo descobrir
tautologias (verdades incontestáveis).
A formalização da lógica proposicional como álbegra booleana foi acompanhada pelo
reconhecimento de que vários problemas combinatoriais que existem no mundo real, como
verificação de software e hardware, planejamento e otimização, podem ser expressados por
fórmulas booleanas (proposicionais) [5], motivando a implementação de diversas técnicas
para analisar propriedades de tais fórmulas [11, 27, 25, 23].
Neste capítulo definimos alguns conceitos e notação da Satisfatibilidade Booleana, bem
como algoritmos e técnicas atualmente utilizadas para resolvê-la. Em seguida, apresen-
tamos algumas variantes da álgebra booleana capazes de representar domínios específicos
de uma maneira mais direta e eficiente.
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3.1 Satisfatibilidade Booleana
No decorrer deste trabalho definimos algumas classes de fórmulas lógicas. Tais fórmu-
las estão sempre na Forma Normal Conjuntiva, isto é, possuem uma estrutura composta
por uma conjunção de cláusulas. Intuitivamente, uma cláusula é uma disjunção de va-
riáveis ou restrições (neste trabalho também chamados de átomos) sobre alguma teoria
bem definida. Assim, uma cláusula é composta por variáveis cujo domínio é específico
a cada classe definida. Essa forma facilita a definição de problemas e a concepção de
algoritmos. É importante observar que qualquer fórmula pode ser reduzida à sua forma
normal conjuntiva em tempo linear [29].
Dada uma fórmula lógica " na forma normal conjuntiva, definimos os seguintes con-
juntos:
• C(") é o conjunto de cláusulas de ";
• A(") é o conjunto de átomos de ";
• A(() é o conjunto de átomos da cláusula (;
• V (() é o conjunto de variáveis da cláusula (;
• V (') é o conjunto de variáveis do átomo ';
• V (") é o conjunto de variáveis da fórmula ";
• D(") é o conjunto domínio das variáveis da fórmula ".
Além disso, as seguintes definições são estendidas a todas as fórmulas lógicas definidas
neste trabalho.
Definição 3.1 Uma valoração # : V (") :; D(") é uma função parcial que associa a
cada variável x 6 V (") no máximo um valor de seu domínio.
Como # é uma função parcial, denotamos por #(x) = ! se x não possui valor definido
em #. Adicionalmente, dada uma função parcial # : V (") :; D(") tal que #(y) = ! para
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algum y 6 V ("), denotamos por #" = # 8 (y :; a) a extensão de # tal que a 6 D("),
#"(y) = a e, para todo x 6 V (") \ {y}, #"(x) = #(x).
Definição 3.2 Uma interpretação I : "=# :; {0, 1} é uma função parcial que associa
um valor verdade à fórmula " de acordo com a valoração #.
Definição 3.3 Uma valoração # é um modelo da fórmula " se I(", #) = 1.
Definição 3.4 Dizemos que " é satisfatível se possui pelo menos um modelo. Caso
contrário, dizemos que " é insatisfatível.
No contexto da álgebra booleana propriamente dita, vamos apresentar algumas defini-
ções necessárias para descrever o problema da Satisfatibilidade Booleana e, em seguida, o
algoritmo DPLL, comumente utilizado para resolver tal problema, especificando técnicas
de implementação e otimização de estruturas de dados.
Definição 3.5 Uma variável booleana x 6 {0, 1} assume apenas os valores 0 (falso)
ou 1 (verdadeiro).
Na álgebra booleana, os operadores conjunção (A), disjunção (B) e negação (¬)
operam sobre variáveis booleanas e são definidos como na lógica proposicional clássica [9].
Definição 3.6 Um literal ẋ representa a variável booleana x ou sua negação ¬x.
Definição 3.7 Uma cláusula ( é uma disjunção de literais.
Definição 3.8 Uma fórmula booleana ) é uma conjunção de cláusulas.
Vamos denotar por L(() o conjunto de literais da cláusula ( e L()) =
%
#$C($) L(()
o conjunto de literais da fórmula ).
Dados um literal ẋ e uma cláusula ( que contém ẋ, a função sign : C()) = L()) :;







1 se ẋ $ x em (
0 se ẋ $ ¬x em (
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Também definimos a função var(ẋ) = x que retorna a variável representada pelo literal
ẋ.













1 se '( 6 C()), (ẋ 6 L(() | #(var(ẋ)) = sign#(ẋ)
0 se (( 6 C()) | 'ẋ 6 L((), #(var(ẋ)) = ¬sign#(ẋ)
! c.c.
Dessa forma, podemos definir um problema computacional de decisão no qual quere-
mos saber se uma dada fórmula booleana possui ou não um modelo.
Definição 3.9 O problema computacional da Satisfatibilidade Booleana é dado por:
Satisfatibilidade Booleana (SAT)
Entrada: fórmula booleana ).
Saída: modelo # de ), se tal modelo existir, ou insatisfatível.
Não se conhece algoritmo de tempo polinomial no número de variáveis para esse pro-
blema. De fato, é o primeiro problema provado ser NP-Completo [8], e diversas técnicas
de busca e poda foram implementadas na tentativa de contornar o pior caso, tirando
proveito de estruturas e propriedades das fórmulas booleanas.
O algoritmo DPLL (Davis-Putnam-Logemann-Loveland) foi proposto em [11] como
um procedimento de ramificação e inferência de valores verdade para resolver SAT. Esse
método, descrito no algoritmo 1, simplesmente escolhe variáveis ainda não valoradas e
divide o problema em dois subproblemas (com a variável valorada verdadeira e falsa) e
o resolve recursivamente, verificando se a cada passo alguma das subfórmulas geradas é
satisfatível ou insatisfatível (decidível) sob a valoração corrente.
Além disso, apresenta dois métodos para inferir valores de variáveis, tais que a fórmula
apenas pode ser satisfatível se essas valorações forem respeitadas.
• Inferência por cláusula unitária: uma cláusula ( é dita unitária se possui
apenas uma variável ainda não valorada. A função unit((, #) retorna um literal ẋ
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tal que var(ẋ) é a única variável ainda não valorada pela valoração # em (. Se














ẋ se (ẋ 6 L(() | #(var(ẋ)) = ! e
'ẏ 6 L(() \ {ẋ} : #(var(ẏ)) 7= !
! c.c.
• Inferência por literal puro: um literal ẋ é dito puro se aparece em ) apenas em
sua forma positiva ou negada (nunca ambos). A função puro(ẋ,), #) retorna 1 caso
ẋ represente x em todas as cláusulas em que aparece, 0 caso represente a negação
¬x e ! caso represente x em algumas cláusulas e ¬x em outras (indicando que ẋ não
























1 se sign#(ẋ) = 1, para todo ( 6 C()) | ẋ 6 L(()
e "ẏ 6 L(() | #(var(ẏ)) = 1
0 se sign#(ẋ) = 0, para todo ( 6 C()) | ẋ 6 L(()
e "ẏ 6 L(() | #(var(ẏ)) = 1
! c.c.
32
Algoritmo 1: Davis-Putnam-Logemann-Loveland (DPLL)
Entrada: (), #)
Saída: modelo # de ) ou insatisfatível
1 para todo ( 6 C()) | unit((, #) = ẋ faça
2 # C # 8 (var(ẋ) :; sign#(ẋ))
3 fim
4 para todo ẋ 6 L()) | puro(ẋ,), #) 7= ! faça
5 # C # 8 (var(ẋ) :; puro(ẋ,), #))
6 fim
7 se I(), #) = 1 então
8 retorna #
9 fim
10 se I(), #) = 0 então
11 retorna insatisfatível
12 fim
13 x C escolhe(V ()), #)
14 + C DPLL(), # 8 (x :; 1))
15 se + 7= insatisfatível então
16 retorna +
17 fim
18 retorna DPLL(), # 8 (x :; 0))
O procedimento escolhe(V ()), #) seleciona uma variável sem valor definido em # se-
gundo alguma heurística, como VSIDS [25], por exemplo. Logo em seguida, # é estendida,
definindo um valor do domínio {0,1} para a variável selecionada.
Na prática, o DPLL é implementado por uma busca em profundidade, de forma ite-
rativa, com inferência por cláusula unitária (geralmente não implementa literal puro) e
retrocesso não cronológico. Utiliza uma pilha de literais decididos (que são selecionados
pelo procedimento escolhe(V ()), #)) e constrói um grafo de implicação [23] que relaciona
cada literal inferido aos literais decididos que ocasionaram sua valoração. Quando uma
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valoração que torna a fórmula falsa é encontrada, a cláusula conflitante é analisada e
uma nova cláusula é aprendida (anexada à fórmula), utilizando o grafo de implicação e
garantindo que o subconjunto conflitante da valoração corrente não se repita durante a
busca. Então, todos os ramos que valoraram variáveis após as valorações que geraram o
conflito são descartados do espaço de busca, garantindo que a valoração corrente, mesmo
incompleta, não pode ser modelo para a fórmula.
Essas técnicas têm grande impacto no desempenho dos resolvedores SAT. Além disso,
várias outras estruturas de dados utilizadas em rotinas como detecção de cláusulas uni-
tárias ou gerenciamento de cláusulas aprendidas são de fundamental importância num
resolvedor eficiente.
3.2 Satisfatibilidade Módulo Teoria
Várias modelagens que utilizam a lógica de primeira ordem em sua representação
dispõe de uma ou mais teorias base para representar seus átomos. Isso facilita a im-
plementação de resolvedores de primeira ordem, que podem ser específicos a algumas
determinadas teorias, sem se preocupar com a interpretação de predicados e símbolos não
pertencentes às teorias base [5].
A partir do interesse em se modelar problemas de uma forma mais expressiva e na-
tural, utilizando a lógica de primeira ordem, e da viabilidade de sua implementação para
algumas teorias, concebeu-se um novo modelo de satisfatibilidade, no qual os literais não
representam apenas variáveis booleanas, mas também átomos sobre qualquer teoria T
bem definida. Entre tais teorias, Aritmética (Não Linear) Inteira ou Real, Vetores de
Bits, Equações de Funções Indefinidas, entre outras, são implementadas em resolvedores
SMT [6, 12].
Definição 3.10 Um átomo ' sobre uma teoria T é uma relação entre variáveis e/ou
operadores de T que assume um valor verdade.
Por exemplo, ' = (x + y = 2) é um átomo sobre a Aritmética Linear Inteira e
¬' = (x+ y 7= 2) é sua negação.
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Definição 3.11 Uma cláusula sobre T (T é uma disjunção de átomos sobre uma teoria
T.
Definição 3.12 Uma fórmula SMT )T é uma conjunção de cláusulas sobre T.













1 se '(T 6 C()T), (' 6 A((T) | J(', #) = 1
0 se ((T 6 C()T) | '' 6 A((T), J(', #) = 0
! c.c.
onde J(', #) é a interpretação do átomo ' sob a valoração # e depende da teoria T.
Da mesma forma que no contexto booleano, podemos definir um problema computa-
cional de decisão no qual queremos saber se uma dada fórmula SMT possui ou não um
modelo.
Definição 3.13 O problema computacional da Satisfatibilidade Módulo Teoria é
dado por:
Satisfatibilidade Módulo Teoria (SMT)
Entrada: fórmula SMT )T.
Saída: modelo # de )T, se tal modelo existir, ou insatisfatível.
Neste trabalho vamos apresentar três abordagens para resolver SMT. Duas delas,
definidas a seguir, são as mais utilizadas pelos resolvedores SMT e fazem uso de um
resolvedor SAT para resolver parte ou toda a fórmula. A terceira abordagem é apresentada
no capítulo 4, implementada no método iSAT [17] sob a teoria Álgebra Intervalar.
• Abordagem Ansiosa:
Nessa abordagem transformamos a fórmula SMT de entrada em uma fórmula boo-
leana equivalente e a resolvemos utilizando um resolvedor SAT. Essa transformação
é altamente dependente das teorias que estão sendo utilizadas e sua implementação
deve ser específica a cada teoria de interesse.
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Não é utilizada na prática, pois mesmo para teorias mais simples é mais eficiente
fazer uso das próprias características das cláusulas (cardinalidade, eliminação de va-
riáveis, cláusula unitária, entre outras) do que gerar a fórmula booleana equivalente.
• Abordagem Preguiçosa:































Assim, temos duas subfórmulas ) e )"T, onde ) é uma fórmula booleana e )
"
T é uma
conjunção de átomos sobre T. Então, podemos resolver o problema utilizando dois
métodos complementares: um resolvedor SAT, responsável pela estrutura booleana,
enumerando átomos cuja conjunção deve ser satisfatível, e um resolvedor específico
da teoria T, que verificará a satisfatibilidade da conjunção de átomos selecionados
pelo resolvedor SAT.
Os dois resolvedores se comunicam, indicando a consistência booleana e teórica da
fórmula.
Exemplo 3.1 Seja )EFI uma fórmula SMT sobre a teoria Equações de Funções
Indefinidas:
)EFI = (g(a) = c
) *+ ,
x1
) A (f(g(a)) 7= f(c)
) *+ ,
¬x2
B g(a) = d
) *+ ,
x3





Pela abordagem preguiçosa, extraímos uma fórmula booleana ) de )EFI tal que
) = (x1) A (¬x2 B x3) A (¬x4)
Dada ) como entrada, um resolvedor SAT retorna, por exemplo, o modelo #(x1) =
1, #(x2) = 0 e #(x4) = 0. O resolvedor específico da teoria, então, analisa a
conjunção de átomos referentes ao modelo encontrado pelo resolvedor SAT, g(a) =
c A f(g(a)) 7= f(c) A c 7= d, e retorna inconsistente, forçando o resolvedor SAT a
procurar outro modelo para ). Este encontra um novo modelo #(x1) = 1, #(x2) = 1,
#(x3) = 1 e #(x4) = 0 e o retorna ao resolvedor da teoria. No entanto, a conjunção
g(a) = c A f(g(a)) = f(c) A g(a) = d A c 7= d também é inconsistente. Por fim, não
existem mais modelos para ) e, portanto, )EFI é insatisfatível.
&
Inferências booleanas ou teóricas também ocorrem nessa abordagem. Por exemplo,
o resolvedor da teoria pode informar ao resolvedor SAT que um determinado átomo
(literal) deve ser verdadeiro para garantir a satisfatibilidade da fórmula. Aprendi-
zado de novos átomos também pode ser implementado.
Além disso, a combinação de diversas teorias é comumente utilizada na construção
de uma fórmula. Isto exige resolvedores específicos a todas as teorias adjacentes,
contudo, permitindo modelagens mais expressivas e a utilização de técnicas como
o fortalecimento, que adiciona à fórmula átomos sobre novas teorias durante sua
execução. Essa técnica pode ser utilizada, por exemplo, na representação de funções
objetivo e limitantes globais de valores ótimos, úteis nos problemas de otimização.
Alguns exemplos de resolvedores para a teoria Aritmética Linear são apresentados
em [15] e [19] . No primeiro, um método Simplex modificado é implementado,
utilizando um tableau que é atualizado em cada interação com o resolvedor SAT,
adicionando e removendo restrições lineares. Já em [19], é apresentado um resolvedor
para o domínio dos números inteiros, relaxando a fórmula de entrada e utilizando um
resolvedor de Aritmética Linear, como o Simplex, e, por fim, aplicando um método
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de ramificação e poda sobre as variáveis valoradas com números não inteiros.
3.3 Considerações
Neste capítulo apresentamos dois problemas de satisfação de restrições sobre fórmulas
lógicas: SAT e SMT. Ambas possuem soluções inteligentes que visam contornar o pior
caso, que demanda tempo de processamento exponencial. No próximo capítulo, vamos
apresentar alguns problemas relacionados a intervalos cuja estrutura e solução possui
várias semelhanças com os dois problemas aqui definidos.
Dessa forma, tanto as técnicas implementadas em resolvedores SAT baseados no DPLL
quanto os próprios conceitos de valoração, interpretação, modelo e satisfatibilidade podem





“If knowledge can create problems, it is not
through ignorance that we can solve them.”
(Isaac Asimov)
Uma vez definidos os intervalos, suas operações e a consistência intervalar, somos
capazes de construir sistemas de restrições sobre números aproximados, adequando as
representações matemáticas dos problemas reais à um formalismo no qual os números têm
aproximações dinâmicas. Dessa forma, podemos obter uma versão intervalar de problemas
como a Programação Não Linear ou a Satisfatibilidade Módulo Teoria, garantindo que
os intervalos dos problemas são sempre consistentes sob alguma consistência intervalar
definida.
Neste capítulo, vamos mostrar como a consistência intervalar é capaz de garantir que
os intervalos de um conjunto de restrições representem aproximações que satisfaçam essas
restrições também no contexto dos números reais e como podemos utilizá-la para excluir
aproximações que não pertencem às soluções possíveis. Em seguida, vamos apresentar
três problemas intervalares: a Satisfatibilidade Intervalar, na qual queremos encontrar
um conjunto de variáveis que satisfaçam uma conjunção de restrições; a Satisfatibilidade
Módulo Álgebra Intervalar, na qual a combinação de restrições a ser satisfeita é uma
conjunção de disjunções de restrições e, finalmente, a Existência de Valoração Degenerada,
na qual queremos garantir que os intervalos definidos contêm aproximações que compõe,
de fato, uma solução para o problema nos números reais.
Independente da consistência intervalar aplicada ao problema, podemos facilmente
encontrar um conjunto de variáveis que satisfaça uma dada restrição intervalar R. Observe
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que se os intervalos não têm restrições sobre seus limitantes ou comprimento, encontrar
tal conjunto é trivial. Por exemplo, a restrição R = (X 3 Y + Z) é satisfeita para
X = Y = Z = ?[09,9]@.
Na maioria dos casos, estamos interessados na solução com intervalos de comprimento
máximo, para não excluir quaisquer valores reais capazes de satisfazer as restrições dadas.
No exemplo acima, os intervalos X = ?[2, 2]@, Y = ?[1, 1]@ e Z = ?[1, 1]@ também satisfazem
R, no entanto, existe uma infinidade de soluções não representadas por esses intervalos.
Nesse caso, a solução X = Y = Z = ?[09,9]@ é realmente a mais correta.
Quando a modelagem apresenta restrições sobre os intervalos de forma isolada, não
basta encontrar um conjunto qualquer de variáveis que satisfaça R, mas também que
satisfaça as restrições sobre cada intervalo.
Exemplo 4.1 Suponha que, além da restrição R = (X 3 Y + Z), existam também as
seguintes restrições sobre os intervalos:
X ! [2, 5]
Y ! [01, 2]
Z ! [01, 2]
Os multi-intervalos de comprimento máximo que satisfazem as restrições acima são
X = ?[2, 5]@, Y = ?[01, 2]@ e Z = ?[01, 2]@. No entanto, a restrição X 3 Y + Z não é
satisfeita, pois X não é consistente com o multi-intervalo Y + Z ([2, 5] 7! [02, 4]). Se X
“assumir” qualquer valor maior que 4, não existirão y e z tais que x = y + z. Portanto,
x 6 X | x > 4 não faz parte do conjunto solução.
Como não podemos expandir o intervalo Y+Z, pois Y e Z já são os multi-intervalos de
comprimento máximo que satisfazem as restrições sobre os intervalos, temos que refinar X,
obtendo X = ?[2, 4]@. Repare que esse é o menor refinamento de X que podemos obter; do
contrário, estaríamos perdendo soluções (por exemplo, se X = ?[2, 4)@ perdemos a solução
na qual X representa o valor real 4, que satisfaz todas as restrições).
Ainda assim, a restrição R não é satisfeita, pois, embora X ! Y + Z, a condição
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Y ! X0 Z não é verificada (?[01, 2]@ 7! [0, 5]). Da mesma forma, temos que escolher um
refinamento de Y consistente com X 0 Z. Para Y = ?[0, 2]@ essa restrição é satisfeita, no
entanto, Z ! X0 Y não o é, forçando o refinamento de Z para Z = ?[0, 2]@.
X ! Y + Z & ?[2, 4]@ ! ?[0, 2] + [0, 2]@ & ?[2, 4]@ ! ?[0, 4]@
Y ! X0 Z & ?[0, 2]@ ! ?[2, 4]0 [0, 2]@ & ?[0, 2]@ ! ?[0, 4]@
Z ! X0 Y & ?[0, 2]@ ! ?[2, 4]0 [0, 2]@ & ?[0, 2]@ ! ?[0, 4]@
Portanto, para X = ?[2, 4]@, Y = ?[0, 2]@ e Z = ?[0, 2]@:
(X ! [2, 5]) A (Y ! [01, 2]) A (Z ! [01, 2]) A (X 3 Y + Z)
&
Pela construção do exemplo, notamos que nenhuma solução foi excluída, pois obtemos
cada multi-intervalo excluíndo os valores que não pertenciam ao resultado das operações
sobre os intervalos restantes. Mais especificamente, sejam X0 = [2, 5], Y0 = [01, 2] e
Z0 = [01, 2] as restrições sobre os multi-intervalos X, Y e Z (ou os intervalos iniciais). No
exemplo anterior, obtemos
X = X0 \ (X0 \ (Y0 + Z0)) = X0 < (Y0 + Z0)
Y = Y0 \ (Y0 \ (X0 Z0)) = Y0 < (X0 Z0)
Z = Z0 \ (Z0 \ (X0 Y)) = Z0 < (X0 Y)
Definição 4.1 A função Cc(R,X0,Y0,Z0) = (X,Y,Z) associa a cada restrição intervalar








X0 < (Y0 - Z0) se c = consistência no arco






Y0 < (X • Z0) se c = consistência no arco







Z0 < (X" Y) se c = consistência no arco
Z0 < (,X" Y,) se c = consistência na envoltória
Note que se c = consistência na envoltória, então os multi-intervalos resultantes (X,
Y, Z) são, de fato, intervalos.
Teorema 4.1 Dada uma restrição intervalar R = (X 3 Y -Z) e três multi-intervalos X0,
Y0 e Z0, os intervalos Cc(R,X0,Y0,Z0) = (X,Y,Z) são tais que
• Se c = consistência no arco, então X 3 Y - Z, A ! X ! X0, B ! Y ! Y0 e
C ! Z ! Z0, para todo A ! X0, B ! Y0 e C ! Z0 tais que A 3 B - C. Isto é, X, Y e
Z são os refinamentos de X0, Y0 e Z0 maximais em R.
• Se c = consistência na envoltória, então X 3 ,Y - Z,, A ! X ! X0, B ! Y ! Y0 e
C ! Z ! Z0, para todo A ! X0, B ! Y0 e C ! Z0 tais que A 3 ,B - C,. Isto é, X, Y
e Z são os refinamentos de X0, Y0 e Z0 maximais em ,R,.
Prova: A função Cc é essencialmente equivalente ao usual contractor para restrições
primitivas [17], que permite restringir os domínios das variáveis da restrição sem excluir
soluções, isto é, de forma correta e completa [2, 3].
&
No caso específico de X = [0, 0], Y = [09,9] e Z = [0, 0], a restrição X 3 Y = Z




, mas nem por isso 0 = y ·0 deixa de ser verdadeiro. Essa propriedade deve ser
mantida nos intervalos e, portanto, como X ! Y =Z, as relações Y ! X÷Z e Z ! X÷Y
devem ser verdadeiras (do contrário, teríamos que refinar Z, gerando um intervalo vazio,
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ou Y , excluindo valores de um conjunto de soluções possíveis, pois a restrição é claramente
verdadeira para todo real). Como Y ! X ÷ Z deve ser verdadeira para todo Y , então
X÷Z = [0, 0]÷[0, 0] = [09,9], justificando a definição da divisão por zero, apresentada
no capítulo 2.
4.1 Satisfatibilidade Intervalar
No problema SAT queremos encontrar um conjunto de valores booleanos que satisfaça
uma dada fórmula também booleana. Podemos interpretar esse problema como uma
conjunção de restrições (cláusulas) sobre variáveis booleanas que deve ser satisfeita pelas
variáveis definidas. De modo geral, nos problemas de satisfação de restrições, queremos
verificar se uma dada conjunção de restrições pode ser satisfeita por alguma valoração às
variáveis do problema.
Do mesmo modo, vamos definir um problema no qual queremos encontrar intervalos
que satisfaçam uma conjunção de restrições intervalares algébricas e primitivas. Adicio-
nalmente, os intervalos devem ser refinamentos de intervalos iniciais dados e apresentar
uma precisão mínima preestabelecida.






Assim como nas fórmulas booleanas e SMT, vamos definir que:
• A(!) é o conjunto de restrições (ou átomos) da fórmula !;
• V (!) =
%
R$A(!) V (R) é o conjunto de variáveis da fórmula !.
Definição 4.3 A fórmula ! = ! é a fórmula vazia, tal que A(!) = V (!) = #.
Quando representamos um problema com restrições intervalares, temos que especificar
três argumentos principais:
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• conjunto de restrições intervalares: uma fórmula intervalar ! que modela as restri-
ções entre os intervalos do problema;
• conjunto de restrições sobre os intervalos: uma conjunção de restrições da forma
X ! [aX , bX ] ou c(X) 5 &, onde X 6 V (!), [aX , bX ] é um intervalo inicial e & 6 R;
• consistência intervalar : definição da satisfação das restrições, que pode ser con-
sistência no arco, se as restrições de ! devem ser satisfeitas, ou consistência na
envoltória, se um relaxamento das restrições de ! devem ser satisfeitas.
Vamos estender os conceitos de valoração, interpretação e modelo também para va-
riáveis intervalares, afim de facilitar a descrição dos algoritmos posteriores. Assim, temos
que uma valoração # : V (!) :; M é uma função parcial que associa a cada variável de
uma dada fórmula ! no máximo um valor de seu domínio.
Podemos especificar a conjunção de restrições da forma X ! [aX , bX ] por uma valora-
ção inicial #0 que associa a cada variável X 6 V (!) no máximo um intervalo constante
[aX , bX ] 6 I. Além disso, vamos utilizar uma valoração corrente # : V (!) :; M como
resposta da modelagem intervalar, isto é, a definição de cada multi-intervalo X 6 V (!)
sobre os conjuntos de restrições dados.
Definição 4.4 Uma valoração # é dita um refinamento da valoração #0, denotada por
# ! #0 se 'X 6 V (!), #(X) ! #0(X). Nesse caso, também dizemos que #0 é uma expansão
de #.
Para fins de notação, utilizando o conceito de valoração, vamos abreviar por Cc(R, #)
a função Cc(R, #(X), #(Y), #(Z)) tal que R = (X 3 Y - Z).
A interpretação de uma fórmula intervalar ! sob um erro &, uma consistência intervalar
c, uma valoração corrente # e uma inicial #0 é dada por
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0 se (X 6 V (!) | #(X) = #
1 se 'X 6 V (!) : c(#(X)) 5 & e
'R 6 A(!) : J(R, #, c) = 1 e
# ! #0
! c.c.
A interpretação de uma restrição R = (X 3 Y - Z) sob uma consistência intervalar c é
dada por





#(X) 3 #(Y) - #(Z) se c = consistência no arco
#(X) 3 ,#(Y) - #(Z), se c = consistência na envoltória
E, da mesma maneira, uma valoração # é dita um modelo da fórmula ! com erro &,
valoração inicial #0 e consistência c se I(!, #, #0, &, c) = 1.
Definição 4.5 Uma valoração # é dita consistente em c com a fórmula ! se 'R 6
A(!) : J(R, #, c) = 1.
Definição 4.6 O problema computacional da Satisfatibilidade Intervalar é dado por:
Satisfatibilidade Intervalar (SATI)
Entrada: fórmula intervalar !, valoração inicial #0, erro de aproximação & e
consistência intervalar c.
Saída: modelo # de !, se tal modelo existir, ou insatisfatível.
O erro & > 0 impede que alguma valoração que satisfaça todas as restrições, embora
com uma precisão muito pequena, seja uma resposta para o problema. A valoração inicial
#0 serve tanto para restringir o espaço de possíveis soluções para o problema quanto
para modelar restrições de limites superior e inferior de cada variável. Por este motivo,
a interpretação foi definida de forma que apenas os refinamentos dos intervalos dados
como entrada podem ser modelos para a fórmula, pois, do contrário, essas restrições de
limitantes não seriam satisfeitas.
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Em 1997, van Hentenryck propôs um método de ramificação e poda para o problema
SATI [32]. Esse método, descrito pelo algoritmo 2, aplica a consistência intervalar sobre o
conjunto de restrições, obtendo uma valoração consistente. Se a valoração obtida não for
suficiente para a solução do problema, isto é, algum intervalo tiver comprimento maior
que o mínimo estabelecido, então esse intervalo é particionado, gerando dois subproblemas
com novas valorações iniciais.
Algoritmo 2: SATI Ramificação e Poda (SATIRP )
Entrada: (!, #0, &, c)
Saída: modelo # de ! ou insatisfatível
1 para todo X 6 V (!) | #0(X) = ! faça
2 #0 C #0 8 (X :; [09,9])
3 fim
4 # C consistencia(!, #0, c)
5 se I(!, #, #0, &, c) = 1 então
6 retorna #
7 fim
8 se I(!, #, #0, &, c) = 0 então
9 retorna insatisfatível
10 fim
11 X C escolhe(V (!), #, &)
12 (#", #"") C ramifica(X, #)
13 + C SATIRP (!, #", &, c)
14 se + 7= insatisfatível então
15 retorna +
16 fim
17 retorna SATIRP (!, #"", &, c)
Primeiramente, todos os intervalos não valorados são valorados com [09,9], repre-
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sentando qualquer valor real. Em seguida, obtemos um refinamento # da valoração inicial
#0 aplicando a consistência intervalar sobre a fórmula !. A valoração # é obtida pelo
método consistencia(!, #0, c), descrito simplificadamente pelo algoritmo 3. Esse método
aplica a função Cc em toda restrição R 6 A(!). Como o refinamento de um multi-intervalo
X pode tornar as demais restrições insatisfatíveis, temos que repetir o processo continua-
mente, até obter uma valoração consistente sobre todas as restrições. Embora o algoritmo
3 demande um tempo de processamento linear no tamanho da fórmula se cada variável
aparecer em apenas uma restrição [2], sua execução pode não terminar para algumas clas-
ses de fórmulas intervalares [10]. Em [16] foram propostas algumas regras de propagação
de intervalos capazes de evitar o tempo de processamento infinito para a grande maioria
das fórmulas e em [18] encontramos uma nova consistência intervalar (consistência de
caixa), ainda mais forte que a consistência no arco, implementada através de ramificações
e validada em diversos problemas amostra (toy problems).
Algoritmo 3: Consistência Intervalar (consistencia)
Entrada: (!, #0, c)
Saída: valoração # consistente com !
1 # C #0
2 para todo R = (X 3 Y - Z) 6 A(!) | J(R, #, c) = 0 faça
3 (X",Y",Z") C Cc(R, #)
4 # C # 8 (X :; X")
5 # C # 8 (Y :; Y")
6 # C # 8 (Z :; Z")
7 fim
8 retorna #
Em seguida verificamos se a valoração encontrada # é um modelo para !. Caso não
seja, e nem torne a fórmula insatisfatível, escolhemos uma variável X 6 V (!) tal que
c(#(X)) > &, pelo procedimento escolhe(V (!), #, &).
Finalmente, pelo procedimento ramifica(X, #), geramos duas valorações #" e #"" tais
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# 8 (X :; [x, k]) se !e(#(X)) = 1







# 8 (X :; (k, x]) se !d(#(X)) = 1
# 8 (X :; (k, x)) se !d(#(X)) = 0
Geralmente, k é obtido calculando-se a mediana do intervalo #(X) ou utilizando o
método de Newton [2].
Se #(X) /6 I, então #(X) = ?X1, . . . , Xn@ e as valorações geradas são tais que
#" = # 8 (X :; ?X1, . . . , Xk@)
#"" = # 8 (X :; ?Xk+1, . . . , Xn@)
onde k = )n
2
*.
O algoritmo 2 compartilha a mesma estrutura do DPLL (algoritmo 1), diferenciando
nos seguintes aspectos:
• Enquanto no DPLL uma nova valoração pode ser inferida por cláusula unitária e
literal puro, no SATIRP ela pode ser inferida aplicando-se a consitência intervalar;
• No SATIRP , mesmo as variáveis já valoradas podem ser escolhidas para realizar a
ramificação, o que não ocorre no DPLL;
• O método ramifica(X, #) decide qual o conjunto imagem para a variável X sobre
a valoração #. No DPLL, esse método não se faz necessário, pois, para qualquer
variável booleana, o conjunto imagem é fixo (0 ou 1).
Como o algoritmo 3 é completo, pela completude da função Cc (teorema 4.1), e uma
árvore de busca é construída pela ramificação de forma que todos os ramos são executados
recursivamente, então o algoritmo proposto por van Hentenryck também é completo.
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No entanto, se o erro & dado na entrada for nulo, não é garantido que a execução de
SATIRP termine, pois o método de ramificação, geralmente pelo ponto médio do intervalo,
é incapaz de gerar intervalos degenerados.
Além deste algoritmo, em [28] é apresentada uma versão do método Simplex capaz de
trabalhar com variáveis intervalares. Ainda em [24], temos um detalhamento mais conciso
do método de ramificação e poda aplicado ao problema da Satisfatibilidade Intervalar.
4.2 Satisfatibilidade Módulo Álgebra Intervalar
Além da satisfatibilidade de fórmulas intervalares, existe a necessidade da represen-
tação de determinados problemas, como sistemas híbridos ou máquinas de estados, por
uma combinação complexa de restrições intervalares. Tais fórmulas podem ser escritas
como uma conjunção de disjunções de restrições por métodos de transformação na forma
normal clausal [29]. Como já definido, essa representação é chamada Satisfatibilidade
Módulo Teoria; nesse caso, a teoria Álgebra Intervalar.
Existem resolvedores SMT que implementam a abordagem preguiçosa e são capazes
de encontrar modelos de tais fórmulas [6, 12]. Técnicas como a ramificação em demanda
[1] ou ramificação dinâmica [22] são úteis na resolução de tais problemas. No entanto,
além de que tais resolvedores são especialistas em problemas no domínio dos reais (e não
especificamente intervalares), o método iSAT, apresentado em [17], obteve melhores resul-
tados em comparação com alguns resolvedores SMT da época. Essa terceira abordagem
para resolver SMT consiste na integração completa do resolvedor SAT com o resolvedor
da teoria, gerenciando átomos e intervalos.
Inspirados pela semelhança entre os algoritmos DPLL e SATIRP , Fränzle, Herde e
Teige propuseram, em [17], um método para encontrar modelos de fórmulas SMT sobre
a teoria Álgebra Intervalar, incluindo funções transcedentais.
Dada uma fórmula SMT sobre restrições intervalares )I, o algoritmo 4 implementa
uma ramificação e poda baseada no DPLL, propagando os intervalos de variáveis de-
cididas e inferidas. Esse processo integra uma enumeração de possíveis problemas de
Satisfatibilidade Intervalar (semelhante ao que os resolvedores SAT fazem) e a verificação
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da satisfatibilidade de cada problema enumerado (como no algoritmo 2).
Como se trata de uma fórmula SMT, a interpretação de )I é diferente da apresen-
tada neste capítulo para fórmulas intervalares, assemelhando-se mais à interpretação de
fórmulas SMT:
















0 se ((I 6 C()I) | 'R 6 A((I) : (X 6 V (R) tal que #(X) = #
1 se '(I 6 C()I) : (R 6 (I | J(R, #, c) = 1 e 'X 6 V (R) :
c(#(X)) 5 & e #(X) ! #0(X)
! c.c.
A consitência intervalar c utilizada no iSAT é a consistência na envoltória e, portanto,




Entrada: ()I, #0, &)
Saída: modelo # de )I ou insatisfatível
1 para todo X 6 V ()I) | #0(X) = ! faça
2 #0 C #0 8 (X :; [09,9])
3 fim
4 c C consistência na envoltória
5 # C #0
6 para todo (I 6 C()I) | unitaria((I, #, c) = R = (X 3 Y -Z) e J(R, #, c) = 0 faça
7 (X ", Y ", Z ") C Cc(R, #)
8 # C # 8 (X :; X ")
9 # C # 8 (Y :; Y ")
10 # C # 8 (Z :; Z ")
11 fim
12 se I()I, #, #0, &, c) = 1 então
13 retorna #
14 fim
15 se I()I, #, #0, &, c) = 0 então
16 retorna insatisfatível
17 fim
18 X C escolhe(V ()I), #, &)
19 (#", #"") C ramifica(X, #)
20 + C iSAT()I, #", &)
21 se + 7= insatisfatível então
22 retorna +
23 fim
24 retorna iSAT()I, #"", &)
Esse algoritmo adiciona ao SATIRP uma verificação de cláusula unitária, como ocorre
no DPLL. A definição de cláusula unitária nesse contexto difere da definição usual. Dada
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uma cláusula sobre átomos intervalares (I e uma valoração #, a função unitaria((I, #, c)
verifica se existe no máximo um átomo em (I sob a valoração # no qual, aplicada a
consistência intervalar, não são gerados intervalos vazios.






R se (R 6 A((I) | 'S 6 A((I) \ {R} : Cc(S, #) = (#, #, #)
! c.c.
A cada passo o algoritmo verifica se existe alguma cláusula unitária (I 6 C()I). Se
existir, então ou existe um único átomo R não falso sob a valoração # em (I (o qual deve
ser satisfeito, aplicando-se a função Cc e atualizando a valoração #) ou todos os átomos
são falsos sob #. Nesse último caso, forçamos a aplicação da consistência intervalar em
algum átomo falso de (I, gerando intervalos vazios. Assim, o condicional da linha 13
verificará que a fórmula é insatisfatível, pois existe uma cláusula cujos átomos são todos
falsos. A completude desse corte é garantida pelo fato de que tanto a função Cc quanto a
ramificação de intervalos gera refinamentos dos intervalos originais e, assim, nunca seria
possível encontrar uma nova valoração consistente. É importante observar que aplicar a
consistência sobre qualquer restrição R pode tornar outros átomos, mesmo que de outras
cláusulas, inconsistentes, sendo necessário nova verificação de cláusulas unitárias.
A estratégia de aplicar a consistência apenas sobre cláusulas unitárias garante excluir
alguns átomos durante a execução do algoritmo, enumerando conjunções de restrições
candidatas à um modelo. Além disso, se uma cláusula não é unitária, a aplicação da
função Cc pode excluir soluções, perdendo a completude do algoritmo.
Assim como no DPLL, esse algoritmo é implementado utilizando técnicas de apren-
dizado e retrocesso não cronológico. Quando um conflito é encontrado, os átomos confli-
tantes são analisados (utilizando o grafo de implicação) e uma nova cláusula é aprendida,
desfazendo as valorações mais recentes até que essa cláusula se torne verdadeira. Essa
integração permite utilizar as várias técnicas implementadas em resolvedores SAT, ga-
nhando desempenho em comparação aos resolvedores puramente SMT.
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Exemplo 4.2 Seja ()I, #0, &) uma instância SMT tal que )I = (I1 A (I2 A (I3 A (I4 A (I5:
(I1 = (X 3 H1 + Z B Y 3 H2 + Z B B 3 C1 + Z)
(I2 = (B 3 C2 + Z B A1 3 X # C3)
(I3 = (B 3 C2 + Z B A2 3 C4 = Y )
(I4 = (B 3 C2 + Z B A3 3 A1 + A2)
(I5 = (B 3 C2 + Z B H3 3 A3 + Z)
O erro & é qualquer e a valoração inicial #0 é dada por:
#0(X) = [02,9] #0(H2) = [09, 0] #0(C2) = [0, 0]
#0(Y ) = [4,9] #0(H3) = [6.2,9] #0(C3) = [2, 2]
#0(H1) = (4,9] #0(C1) = [1, 1] #0(C4) = [02,02]
#0(Z) = [0, 0]
Pela execução de iSAT()I, #0, &), inicialmente, valoramos todas as variáveis sem valor
definido: #0(B) = #0(A1) = #0(A2) = #0(A3) = [09,9]. Em seguida, definimos uma
valoração # = #0 (linha 5) e iniciamos o processo de verificação de cláusula unitária.
Na cláusula (I1 temos que unitaria((
I
1, #, c) = !, pois existem duas restrições nas quais
a aplicação da consistência intervalar não gera intervalos vazios:
Cc(X 3 H1 + Z, #) =
-
#(X) < ,#(H1) + #(Z), = [02,9] < ,(4,9] + [0, 0], = (4,9],
#(H1) < ,(4,9]0 #(Z), = (4,9] < ,(4,9]0 [0, 0], = (4,9],
#(Z) < ,(4,9]0 (4,9], = [0, 0] < ,(4,9]0 (4,9], = [0, 0]
.
Cc(Y 3 H2 + Z, #) =
-
#(Y ) < ,#(H2) + #(Z), = [4,9] < ,[09, 0] + [0, 0], = #,
#(H2) < ,# 0 #(Z), = [09, 0] < ,# 0 [0, 0], = #,
#(Z) < ,# 0 #, = [0, 0] < ,# 0 #, = #
.
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Cc(B 3 C1 + Z, #) =
-
#(B) < ,#(C1) + #(Z), = [09,9] < ,[1, 1] + [0, 0], = [1, 1],
#(C1) < ,[1, 10 #(Z), = [1, 1] < ,[1, 1]0 [0, 0], = [1, 1],
#(Z) < ,[1, 1]0 [1, 1], = [0, 0] < ,[1, 1]0 [1, 1], = [0, 0]
.
O mesmo ocorre nas demais cláusulas, pois, omitindo os cálculos intermediários, obtemos:
Cc(B 3 C2 + Z, #) =
-
[0, 0], [0, 0], [0, 0]
.
Cc(A1 3 X # C3, #) =
-
[0,9], [02,9], [2, 2]
.








Cc(H3 3 A3 + Z, #) =
-
[6.2,9], [6.2,9], [0, 0]
.
Dessa forma, nenhuma cláusula é unitária e a execução de iSAT()I, #0, &) segue para a
verificação da interpretação da fórmula sob a valoração corrente #. Como todos os átomos
da cláusula (I2, por exemplo, não são satisfeitos, pois #(B) 7! ,#(C2) + #(Z), e #(A1) 7!
,#(X)##(C5), então I()I, #, #0, &, c) 7= 1. Por outro lado, como 'X 6 V ()I) : #(X) 7= #,
então I()I, #, #0, &, c) 7= 0.
Finalmente, suponha que escolhemos a variável X e geramos duas novas valorações
#" = # 8 (X :; [02, 3]) e #"" = # 8 (X :; (3,9]), executando uma nova instância
iSAT()I, #", &).
Nessa nova execução, definimos # = #" e iniciamos novamente o processo de verificação
de cláusula unitária.
Agora, a cláusula (I1 é unitária e unitaria((
I
1, #, c) = (B 3 C1 + Z), pois todas as
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outras restrição geram intervalos vazios com a aplicação da consistência intervalar:








Cc(B 3 C1 + Z, #) =
-
[1, 1], [1, 1], [0, 0]
.
Pelo algoritmo, entramos no laço da linha 7 e atualizamos a valoração corrente, obtendo
#(X) = [02, 3] #(H3) = [6.2,9] #(A1) = [09,9]
#(Y ) = [4,9] #(C1) = [1, 1] #(A2) = [09,9]
#(B) = [1, 1] #(C2) = [0, 0] #(A3) = [09,9]
#(H1) = (4,9] #(C3) = [2, 2] #(Z) = [0, 0]
#(H2) = [09, 0] #(C4) = [02,02]
Note que a única forma de )I ser satisfatível é que pelo menos um átomo de cada
cláusula seja satisfeito por intervalos não vazios. Como apenas a restrição B 3 C1 + Z
da cláusula (I1 poderia ser satisfeita por intervalos não vazios, tornamos ela verdadeira,
aplicando a consistência intervalar e obtendo uma nova valoração consistente.
Ainda no laço, verificamos que unitaria((I2, #, c) = (A1 3 X # C3), pois




Cc(A1 3 X # C3, #) =
-
[0, 9], [02, 3], [2, 2]
.
Novamente atualizamos a valoração, de forma que #(A1) = [0, 9]. Como A1 /6 V ((I1),
então as duas primeiras cláusulas continuam satisfeitas por #. Agora a cláusula (I3 é
unitária e unitaria((I3, #, c) = (A2 3 C4 = Y ), pois








Portanto, #(A2) = [09,08] e a próxima cláusula também torna-se unitária, pois
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unitaria((I4, #, c) = (A3 3 A1 + A2).




Cc(A3 3 A1 + A2, #) =
-
[09, 1], [0, 9], [09,08]
.








#(X) = [02, 3] #(H3) = [6.2,9] #(A1) = [0, 9]
#(Y ) = [4,9] #(C1) = [1, 1] #(A2) = [09,08]
#(B) = [1, 1] #(C2) = [0, 0] #(A3) = [09, 1]
#(H1) = (4,9] #(C3) = [2, 2] #(Z) = [0, 0]
#(H2) = [09, 0] #(C4) = [02,02]
A cláusula (I5 restante também é unitária, pois








No entanto, todas as restrições geram intervalos vazios. Se escolhessemos qualquer variável
e realizássemos uma ramificação, continuaríamos com esse conflito. Mas como aqui (I5 é
unitária então o algoritmo valora, por exemplo, #(A3) = #, #(C4) = # e #(C2) = #.
Com essa nova valoração as demais cláusulas tornam-se unitárias e, ao final, todas as
variáveis são valoradas vazias. Finalmente, saímos do laço (pois 'R 6 A()I) : J(R, #, c) =
1) e iSAT()I, #", &) retorna insatisfatível.
Voltando na execução de iSAT()I, #0, &) temos que + = iSAT()I, #", &) = insatisfatível
e o algoritmo retorna iSAT()I, #"", &), cuja valoração inicial é dada por #0 = #"" tal que
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#0(X) = (3,9] #0(H3) = [6.2,9] #0(A1) = [09,9]
#0(Y ) = [4,9] #0(C1) = [1, 1] #0(A2) = [09,9]
#0(B) = [09,9] #0(C2) = [0, 0] #0(A3) = [09,9]
#0(H1) = (4,9] #0(C3) = [2, 2] #(Z) = [0, 0]
#0(H2) = [09, 0] #0(C4) = [02,02]
Nessa execução, nenhuma cláusula é unitária, pois
Cc(X 3 H1 + Z, #) =
-
(4,9], (4,9], [0, 0]
.




Cc(B 3 C1 + Z, #) =
-
[1, 1], [1, 1], [0, 0]
.
Cc(B 3 C2 + Z, #) =
-
[0, 0], [0, 0], [0, 0]
.
Cc(A1 3 X # C3, #) =
-
[0,9], (3,9], [2, 2]
.








Cc(H3 3 A3 + Z, #) =
-
[6.2,9], [6.2,9], [0, 0]
.
E ainda I()I, #, #"", &, c) = !, realizando mais uma ramificação. Nesse caso, suponha
que X seja novamente escolhida e obtemos duas valorações #" = #0 8 (X :; (3, 4]) e
#"" = #0 8 (X :; (4,9]), executando iSAT()I, #", &).
Finalmente, a primeira cláusula torna-se unitária e valoramos #(B) = [1, 1].








Cc(B 3 C1 + Z, #) =
-
[1, 1], [1, 1], [0, 0]
.




, as demais cláusulas tornam-se unitárias e atualizamos
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a valoração corrente:
#(A1) = [0, 16] pois Cc(A1 3 X # C3, #) =
-
[0, 16], (3, 4], [2, 2]
.




#(A3) = [09, 8] pois Cc(A3 3 A1 + A2, #) =
-
[09, 8], [0, 16], [09,08]
.
#(A3) = [6.2, 8] pois Cc(H3 3 A3 + Z, #) =
-
[6.2, 8], [6.2, 8], [0, 0]
.
Embora tenhamos atualizado a valoração para toda cláusula unitária, a cláusula (I5
inferiu um novo valor à variável A3, previamente valorada. Assim, ainda podem existir
cláusulas unitárias cuja interpretação é falsa. Observando novamente as cláusulas unitá-
rias, temos mais duas atualizações em #:
#(A1) = [14.2, 16] e #(A2) = [09.8, 8]
pois Cc(A3 3 A1 + A2, #) =
-
[6.2, 8], [0, 16], [09.8, 8]
.
#(Y ) = [04, 4.9] pois Cc(A2 3 C4 = Y, #) =
-
[09.8, 8], [02,02], [04, 4.9]
.
Agora, temos uma valoração # sobre a qual todas as cláusulas são unitárias, mas seus
átomos satisfeitos. Portanto, saímos do laço e verificamos a interpretação da fórmula )I
sob a valoração corrente dada por
#(X) = (3, 4] #(H3) = [6.2, 8] #(A1) = [14.2, 16]
#(Y ) = [04, 4.9] #(C1) = [1, 1] #(A2) = [09.8, 8]
#(B) = [1, 1] #(C2) = [0, 0] #(A3) = [6.2, 8]
#(H1) = (4,9] #(C3) = [2, 2] #(Z) = [0, 0]
#(H2) = [09, 0] #(C4) = [02,02]
Se o erro dado na entrada é & = 9, essa valoração é um modelo para a fórmula e




Na prática, esse algoritmo é implementado de maneira não recursiva, utilizando uma
pilha para as valorações e um grafo de implicação responsável por podar ramos inconsis-
tentes. Com isso obtém-se uma eficiência superior ao algoritmo recursivo.
Embora aqui apresentamos o iSAT sobre restrições e valorações intervalares, em [17]
uma outra abordagem é apresentada, na qual os intervalos são substituídos por variáveis
reais limitadas por restrições da fórmula. Nesse caso, valorar uma variável x é equivalente
a adicionar uma nova restrição da forma x ,- c à fórmula original, onde x 6 R, c é uma
constante e ,- 6 {<,5,=,>, >}.
O exemplo anterior é apresentado em [17] da seguinte forma: dada uma fórmula
)R = (x > 4 B y 5 0 B x2 0 2y > 6.2), queremos encontrar limitantes ax, bx, ay e by
tais que bx 0 ax 5 &, by 0 ay 5 & e )R seja verdadeira para algum x, y 6 R. Da mesma
forma, o iSAT utiliza restrições primitivas e, portanto, substitui )R por uma fórmula
)"R = (
R
1 A (R2 A (R3 A (R4 A (R5 equivalente, tal que
(R1 = (x > 4 B y 5 0 B b)
(R2 = (¬b B h1 = x2)
(R3 = (¬b B h2 = 02y)
(R4 = (¬b B h3 = h1 + h2)
(R5 = (¬b B h3 > 6.2)
onde b 6 {0, 1} é uma variável booleana (que pode ser tratada como real se reescrevermos
b por b > 1 e ¬b por b 5 0).
Conseguimos representar esse mesmo problema em SATI definindo intervalos cons-
tantes C1, C2, C3 e C4 tais que #0(C1) = [1, 1], #0(C2) = [0, 0], #0(C3) = [2, 2] e #0(C4) =
[02,02] e intervalos H1, H2 e H3 que substituem as restrições da forma x ,- c, de forma
que #0(H1) = (4,9], #0(H2) = [09, 0] e #0(H3) = [6.2,9]. Por fim, notemos que ao
invés da cláusula (B 3 C2 B H1 3 X # C5), adicionamos uma nova variável Z à
fórmula original e escrevemos (B 3 C2 + Z B H1 3 X # C5), pois definimos restrições
59
intervalares apenas na forma X 3 Y - Z. Como #0(Z) = [0, 0] é o elemento neutro da
adição, ambas as cláusulas são equivalentes.
4.3 Existência de Valoração Degenerada
Como mencionado na seção 2.3, uma restrição intervalar R pode ser satisfeita por
uma valoração # e, mesmo assim, suas variáveis não conterem valores que satisfaçam a
restrição R no contexto dos reais. Nesse caso, mesmo que uma fórmula )I seja satisfatível,
pode não existir tal conjunto. No entanto, se #(X) é um intervalo degenerado, para todo
X 6 V ()I), a satisfatibilidade da fórmula )I é suficiente para garantir a existência de um
conjunto de números reais que satisfaz pelo menos uma restrição de cada cláusula de )I.
Definição 4.7 Uma valoração $ é dita degenerada se $(X) = [x, x] para todo X 6
V ()I).
Teorema 4.2 Dada uma instância SMT ()I, #0, &, c) e uma valoração degenerada $ ! #0
sobre V ()I) tal que I()I, $, #0, &, c) = 1, então existe uma função p : I :; R que associa a
cada intervalo X 6 V (R), para todo R 6 A()I) | J(R, $, c) = 1, um valor p(X) 6 $(X)
de forma que
'R = (X 3 Y - Z) 6 A()I) | J(R, $, c) = 1 : p(X) = p(Y ) - p(Z)
Prova Seja uma fórmula SMT )I e uma valoração degenerada $ tal que I()I, $, #0, &, c)
= 1. Seja R = (X 3 Y - Z) 6 A()I) | J(R, $, c) = 1.
Suponha que c = consistência no arco. Como J(R, $, c) = 1, então $(X) ! $(Y )-$(Z)
e, pelo teorema 2.1, 'x 6 $(X), (y 6 $(Y ), (z 6 $(Z) | x = y - z. Como $ é degenerada,
então existem únicos x 6 $(X), y 6 $(Y ) e z 6 $(Z) tais que x = y - z, para toda
ocorrência de X, Y e Z. Logo, a função p existe.
Por outro lado, se c = consistência na envoltória, a prova segue análoga ao item
anterior, pois como $ é degenerada, ,$(Y ) - $(Z), = $(Y ) - $(Z), para qualquer - 6 %.
&
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Pelo teorema 4.2, se existe uma valoração degenerada $ que satisfaz uma dada fórmula
)I, então também existe um conjunto de valores reais que satisfaz todas as restrições
independente da consistência utilizada. Assim, nosso problema torna-se encontrar (ou
verificar a existência de) uma valoração degenerada para a fórmula dada.
Pela relação direta entre intervalos degenerados e números reais, podemos notar que
esse problema se distancia do cenário intervalar, no qual queremos encontrar números
aproximados, para uma área mais próxima da Programação Não Linear usual.
Os algoritmos 2 e 4 não são capazes de encontrar uma valoração degenerada, pois o
método de particionar o intervalo na ramificação pode fazer com que o algoritmo nunca
termine. No iSAT, no entanto, como os problemas de interesse apresentam características
específicas, é possível definir propriedades que garantem a existência de uma solução
degenerada.
A fim de especificar tais propriedades, vamos adequar a definição de uma fórmula
fortemente satisfeita, apresentada em [17], à nossa representação intervalar:
Definição 4.8 Uma fórmula )I é fortemente satisfeita por uma valoração # se existe
um conjunto ordenado de átomos # = (R1, . . . , Rn) sobre o qual vale as seguintes condi-
ções:
1. '(I 6 C()I) : A((I) < # 7= #;
2. 'Ri = (X 3 Y - Z) 6 # : X 7= Y,X 7= Z e X /6 V (Rj), para todo j < i;
3. 'Ri = (X 3 Y - Z) 6 # : #(Y ) - #(Z) ! #(X) ! ,#(Y ) - #(Z),;
4. 'R 6 # : 'X 6 V (R) : #(X) 7= #.
Teorema 4.3 Se uma fórmula )I é fortemente satisfeita por uma valoração #, então
existe um refinamento degenerado $ de # que satisfaz )I.
Prova Segue em [17].
&
Podemos adicionar, ao algoritmo 4, um módulo que verifica se a valoração corrente #
satisfaz fortemente a fórmula )I. Quando todas as cláusulas (I 6 C()I) forem unitárias
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e consistentes, definimos um conjunto # = (R1, . . . , R|C($I)|) composto pelos átomos Ri
não falsos de cada cláusula, satisfazendo a condição 1 da definição 4.8. Em seguida
verificamos se as condições 2, 3 e 4 também valem e, no caso positivo, definimos uma
valoração degenerada $ da seguinte forma:















$ 8 (Yi :; [y, y]) | y 6 #(Yi) se $(Yi) = !
$ c.c.
$ C $ 8 (Xi :; $(Yi) -i $(Zi))
Essa valoração existe porque, pela condição 2, é garantido que, inicialmente, $(Xi) = !.
Se tal condição não fosse verdadeira, não poderíamos valorar $(Xi) = $(Yi) -i $(Zi), pois
$(Xi) já poderia ter um valor que satisfizesse uma outra restrição Rj tal que Xi 6 V (Rj)
e a valoração $(Xi) = $(Yi) -i $(Zi) tornaria Rj não satisfeita sobre $ (como o resultado
de uma operação sobre intervalos degenerados é um intervalo degenerado, só existe um
valor degenerado para X que satisfaz cada restrição).
Por outro lado, como $(Zi) ! #(Zi), $(Yi) ! #(Yi) e, pela condição 3, #(Yi) -i #(Zi) !
#(Xi), então, pelo teorema 2.1, '$(Zi), '$(Yi) : ($(Xi) ! #(Xi) | $(Xi) 3 $(Yi) -i $(Zi).
Como existe pelo menos um átomo em cada cláusula satisfeito pela valoração #, que
por sua vez é um refinamento da valoração inicial #0, então a valoração degenerada $ é
um modelo para )I
Enquanto encontrar um conjunto de restrições # que satisfaça a condição 1 é parti-
cularmente fácil, o mesmo não ocorre com as condições 2 e 3. No primeiro caso, pode
ser necessário permutar o conjunto # afim de obter um conjunto #" ordenado segundo
a propriedade 2. Enquanto essas duas condições têm relação com a estrutura da fór-
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mula de entrada, as condições 3 e 4 dependem da valoração corrente. Embora a con-
sistência na envoltória garanta que, para toda restrição R = (X 3 Y - Z) consistente,
#(X) ! ,#(Y ) - #(Z),, não necessariamente #(X) D #(Y ) - #(Z), de forma que somente
em alguns casos teremos uma valoração que satisfaça fortemente a fórmula de entrada.
Exemplo 4.3 (Continuação do Ex. 4.2) Após algumas execuções de iSAT()I, #0, &), en-
contramos uma valoração # sob a qual todas as cláusulas de )I são unitárias e interpre-
tadas verdadeiras:
#(X) = (3, 4] #(H3) = [6.2, 8] #(A1) = [14.2, 16]
#(Y ) = [04, 4.9] #(C1) = [1, 1] #(A2) = [09.8, 8]
#(B) = [1, 1] #(C2) = [0, 0] #(A3) = [6.2, 8]
#(H1) = (4,9] #(C3) = [2, 2] #(Z) = [0, 0]
#(H2) = [09, 0] #(C4) = [02,02]
Seja # o seguinte conjunto de átomos:
# =
/
(B 3 C1 + Z), (A1 3 X # C3), (A2 3 C4 = Y ), (A3 3 A1 + A2), (H3 3 A3 + Z)
0
Esse conjunto satisfaz as duas primeiras condições e # satisfaz as condições 3 e 4.
Aplicando o método de encontrar a valoração degenerada descrito por Fränzle, obtemos:
$ C #
$ C $ 8 (Z :; [0, 0]) pois $(Z) = ! e 0 6 #(Z)
$ C $ 8 (C1 :; [1, 1]) pois $(C1) = ! e 1 6 #(C1)
$ C $ 8 (B :; [1, 1]) pois $(C1) + $(Z) = [1, 1]
$ C $ 8 (C3 :; [2, 2]) pois $(C3) = ! e 2 6 #(C3)
$ C $ 8 (X :; [4, 4]) pois $(X) = ! e 4 6 #(X)
$ C $ 8 (A1 :; [16, 16]) pois $(X)# $(C3) = [16, 16]
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$ C $ 8 (Y :; [4.5, 4.5]) pois $(Y ) = ! e 4.5 6 #(Y )
$ C $ 8 (C4 :; [02,02]) pois $(C4) = ! e 0 2 6 #(C4)
$ C $ 8 (A2 :; [09,09]) pois $(C4)= $(Y ) = [09,09]
$ C $ 8 (A2 :; [09,09]) pois $(A2) = [09,09]
$ C $ 8 (A1 :; [16, 16]) pois $(A1) = [16, 16]
$ C $ 8 (A3 :; [7, 7]) pois $(A1) + $(A2) = [7, 7]
$ C $ 8 (Z :; [0, 0]) pois $(Z) = [0, 0]
$ C $ 8 (A3 :; [7, 7]) pois $(A3) = [7, 7]
$ C $ 8 (H3 :; [7, 7]) pois $(A3)0 $(C2) = [7, 7]
Para as variáveis restantes, H1 e H2, definimos $(Hi) = hi | hi 6 #(Hi). Para esse
exemplo, temos que $ ! #0 e, portanto, $ é um modelo degenerado de )I.
&
4.4 Considerações
Neste capítulo mostramos que a consistência intervalar é condição necessária para a
existência de um conjunto de valores reais nos intervalos de forma a satisfazer as restrições
também no contexto dos números reais. Dessa forma, definimos um método de aplicá-la
em ma restrição inconsistente, excluindo valores que garantidamente não pertencem a
uma solução real.
Em seguida, enunciamos dois problemas de satisfação de restrições intervalares: SATI,
no qual a fórmula intervalar a ser satisfeita é constituída por uma conjunção de restrições,
e Satisfatibilidade Módulo Álgebra Intervalar, na qual as restrições são estruturadas em
uma conjunção de disjunções. Foram apresentadas soluções para ambos os problemas,
baseados em um método de ramificação e poda aplicando-se a consistência intervalar.
Para o problema SMT, mais especificamente, apresentamos o resolvedor iSAT, que imple-
menta técnicas de resolvedores SAT como o aprendizado de cláusulas e o retrocesso não
cronológico, proporcionando um tempo de execução melhor que os demais resolvedores
SMT da época.
64
Ainda sobre o iSAT, apresentamos a definição de uma fórmula fortemente satisfeita,
que garante a existência de um modelo degenerado e, consequentemente, de uma solução
também nos números reais. No entanto, a fórmula de entrada, assim como a valoração
consistente, devem apresentar características que nem sempre são obtidas pela consistência




“Nada como procurar quando se quer achar alguma coisa...
Quando se procura geralmente se encontra alguma coisa, sem dúvida.
Mas nem sempre o que estávamos procurando.”
(J.R.R.Tolkien, O Hobbit, Cap. 4)
Este capítulo apresenta um novo problema intervalar, não abordado pelo resolvedor
iSAT e pelo algoritmo SATIRP : a Otimização Intervalar. Vamos definir formalmente esse
problema e, em seguida, mostrar como as fórmulas intervalares podem ser representadas
por grafos e digrafos, tornando possível uma redefinição de fórmula fortemente satisfeita,
com uma abordagem em relação aos grafos definidos. Essa nova abordagem permite a
descrição de um algoritmo capaz de encontrar a valoração degenerada de fórmulas que
apresentem um comportamente acíclico, semelhante ao método apresentado na seção 4.3.
No entanto, como a definição de fórmula fortemente satisfeita exige uma forte proprie-
dade da valoração corrente (condição 3 da definição 4.8), não garantida pela consistência
intervalar, nós restringimos ainda mais a estrutura das fórmulas, a fim de que o algoritmo
seja capaz de encontrar o modelo degenerado mesmo para valorações consistentes apenas
no arco da fórmula de entrada. Com essa modificação, o algoritmo também é capaz de
encontrar o modelo ótimo para a fórmula, resolvendo problemas de Otimização Intervalar.
Por fim, estendemos esse algoritmo à outras classes de fórmulas, sem alterar a condição
sobre a valoração corrente, obtendo o que vamos chamar de valoração aproximada, isto é,
na qual algumas variáveis definidas não são refinamentos da valoração inicial. A resposta
encontrada, mesmo aproximada, pode ser solução de alguns problemas reais, dependendo
do processo de modelagem matemática e da existência de aproximações numéricas.
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Vários problemas reais não estão interessados apenas em encontrar uma valoração que
satisfaça um conjunto de restrições, mas que esta valoração também seja ótima sob algum
critério. No cenário real, esses problemas são, na grande maioria das vezes, representados
matematicamente pela Programação Não Linear, na qual queremos encontrar um conjunto
de variáveis que, além de satisfazer uma conjunção de restrições, minimiza uma função
objetivo dada.
A Satisfatibilidade Intervalar possui uma estrutura muito semelhante à Programação
Não Linear, sendo sua principal diferença a ausência de uma função objetivo. A represen-
tação intervalar deste problema exige, além de uma fórmula intervalar ! e uma valoração
inicial #0, uma função objetivo fI a ser minizada.
Embora não definimos a minimização de uma função intervalar fI, sabemos que fI :
In :; I e, utilizando o conceito de restrições primitivas, podemos representar fI por um
único intervalo F , adicionando à ! um conjunto de novas restrições intervalares dadas
por Rf1 , . . . , R
f
m. Assim, nosso problema torna-se encontrar um modelo que minimize F ,
o que vamos denotar por min F .
Definição 5.1 Uma valoração #! ! #0 minimiza um intervalo #0(F ) se #!(F ) + #(F )
para toda valoração # ! #0, onde + é uma relação de ordem tal que
X + Y se, e somente se, x 5 y e x 5 y
Repare que a ordenação + não é total. Por exemplo, dados os intervalos [1, 2], [2, 4],
[2, 2] e [0, 5], temos que [1, 2] + [2, 2] + [2, 4], mas [0, 5] 7+ X, para qualquer X 6
{[1, 2], [2, 4], [2, 2]}. Portanto, não podemos afirmar nada sobre o intervalo [0, 5]. Em
nossos problemas de interesse, no entanto, essa definição é suficiente para caracterizar a
minimização de um intervalo. A saber, se temos uma valoração inicial #0 que deve ser
respeitada e #0(F ) = [f, f ], então, pela definição, a valoração degenerada #!(F ) = [f, f ]
minimiza F , pois '# ! #0 : [f, f ] + #(F ). Importante observar que se #0(F ) for um
intervalo aberto ou fechado à direita, não existe uma valoração #! que minimiza F .
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Exemplo 5.1 Suponha que queremos minimizar a função fI(X, Y, Z) = (X+(Y #Z))÷Z
sobre um conjunto de restrições !.
Podemos representar fI(X, Y, Z) pelo intervalo F tal que
Rf1 = (F 3 A1 ÷ Z)
Rf2 = (A1 3 X + A2)
Rf3 = (A2 3 Y # Z)
E assim, obtemos o seguinte problema:
min F





Pela transformação em restrições primitivas, temos que fI(X, Y, Z) = F , para quaisquer
intervalos X, Y e Z.
&
Definição 5.2 O problema computacional da Otimização Intervalar é dado por:
Otimização Intervalar (POI)
Entrada: fórmula intervalar !, valoração inicial #0, erro de aproximação &,
consistência intervalar c e intervalo objetivo F 6 V (!).
Saída: modelo # de ! que minimiza F , se tal modelo existir, ou insatisfatível.
A Otimização Intervalar é estudada desde 1990, quando foi proposta por Ishibuchi e
Tanaka [21]. Vários métodos matemáticos envolvendo análise intervalar, adaptações do
método Simplex e análise de funções intervalares foram propostos nas últimas décadas
[28, 4, 20]. Além desses, algoritmos de ramificação e poda por limitantes também podem
ser utilizados para resolver problemas de otimização intervalar.
Embora o iSAT não resolva problemas de otimização, seu método de verificar a exis-
tência de uma valoração degenerada (fórmula fortemente satisfeita) pode ser estendido
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à um algoritmo capaz de encontrar o modelo ótimo de determinadas fórmulas. Nas pró-
ximas seções vamos apresentar esse algoritmo e as características que uma determinada
fórmula deve apresentar para sua aplicação.
5.1 Representação por Grafos e Digrafos
A definição 4.8, sobre fórmulas fortemente satisfeitas, pode ser estendida de forma
natural à fórmulas intervalares. Essas fórmulas, como nas SMT, devem apresentar uma
estrutura capaz de satisfazer a condição 2 dessa definição. Assim, afim de uma melhor
visualização e manipulação de tais estruturas, vamos representar essas fórmulas por grafos
e digrafos.
Definição 5.3 Dada uma restrição R = (X 3 Y - Z) qualquer, temos que
• h(R) = X é a cabeça de R, isto é, a variável que está isolada em R;
• t(R) = {Y, Z} é a cauda de R, isto é, os operandos da função que está sendo
relacionada com h(R).
Definição 5.4 Uma restrição R define um grafo G(R) e um digrafo D(R) dados por
G(R) = (V (R), {{h(R), X} | X 6 t(R)})
D(R) = (V (R), {(h(R), X) | X 6 t(R)})





















Y Z Y Z
Note que a operação - não é relevante nesta representação. Além disso, a aresta
pontilhada que conecta Y e Z não pertence ao grafo propriamente dito, mas podemos
desenhá-la para uma melhor visualização da relação entre Y e Z.
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Essa representação servirá tanto para facilitar a visualização das restrições como para
possibilitar o uso de grafos nos algoritmos que serão apresentados. Assim, trabalhando
sobre os grafos somos capazes de obter resultados sobre as restrições propriamente ditas.
Por abuso de notação, definimos os vértices do grafo com o mesmo nome dos intervalos
que cada um representa. Alternativamente, poderíamos considerar que existe uma função
que mapeia cada intervalo a um vértice correspondente.

















onde P (G(R)) e E(G(R)) são, respectivamente, os conjuntos de vértices (pontos) e arestas










Neste trabalho, vamos utilizar conceitos sobre os grafos, como raíz, folha, conexi-
dade e ciclo, na forma usual [14].
Exemplo 5.2 Seja ! = (X 3 Y -1 Z) A (Y 3 A -2 B) A (Z 3 I -3 J) uma fórmula
intervalar.




































A B I J
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Embora essa representação seja adequada para a maioria das fórmulas intervalares,
existem casos nos quais os grafos definidos não são capazes de representar as fórmulas
por completo. Se uma fórmula ! possui uma restrição R tal que |V (R)| < 3, então
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deveria existir pelo menos uma aresta que conecta um vértice à si mesmo, o que não é
representável pelo grafo G(R). Da mesma forma, se ! possui dois átomos R e S tais que
E(G(R)) < E(G(S)) 7= #, o grafo G(!) representará apenas uma das arestas. Enquanto o
primeiro problema pode ser resolvido logo na modelagem, manipulando algebricamente a
restrição em questão, o mesmo não é possível quando E(G(R)) < E(G(S)) 7= # para dois
átomos R e S quaisquer.
Além disso, vamos considerar, sem perda de generalização, que toda fórmula ! de-
fine um grafo G(!) conexo. Se G(!) for desconexo, então existe pelo menos uma raíz
em G(!) para cada componente conexa. Como uma componente não afeta as demais,
podemos simplesmente dividir a fórmula em subfórmulas !1, · · · ,!n (tais que G(!i) é
uma componente conexa maximal de G(!)) e aplicar os algoritmos em cada subfórmula
separadamente. No problema POI, por exemplo, encontramos o modelo #k da subfórmula
!k que minimiza F 6 V (!k) e qualquer modelo #i para as subfórmulas restantes. Como
V (!i)<V (!j) = #, para todo 1 5 i < j 5 n, então obtemos o modelo de ! que minimiza
F agrupando os demais modelos #i.
Definição 5.6 Dizemos que uma fórmula intervalar ! = R1 AR2 A ...ARn é primitiva
se, e somente se,
• |V (Ri)| = 3, para todo 1 5 i 5 n;
• E(G(Ri)) < E(G(Rj)) = #, para todo j < i;
• G(!) é conexo.
Embora fórmulas não primitivas também possam ter solução no contexto de otimiza-
ção, neste trabalho vamos focar nas fórmulas primitivas, pois o método de encontrar o
modelo ótimo que será aqui apresentado não é capaz de garantir solução para as demais
fórmulas.
Definição 5.7 Dada uma fórmula intervalar ! e um conjunto de restrições {R1, . . . , Rn}
! A(!), denotamos por !" = ! \ {R1, . . . , Rn} a fórmula intervalar !" tal que
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Para o conjunto unitário {R}, denotamos por ! \R a fórmula ! \ {R}.
Definição 5.8 Dada uma fórmula intervalar primitiva ! e um vértice X 6 P (D(!)), o
grafo não direcionado A!(X) é o subgrafo de G(!) induzido pelos vértices alcançáveis a
partir de X em D(!).
Voltando à definição de uma fórmula fortemente satisfeita, vamos estendê-la às fórmu-
las intervalares primitivas de forma que possamos visualizar suas propriedades nos grafos
por elas definidos.
Definição 5.9 Uma fórmula intervalar primitiva ! é fortemente satisfeita por uma
valoração # se:
1. D(!) é acíclico;
2. "R, S 6 A(!) | h(R) = h(S);
3. 'R = (X 3 Y - Z) 6 A(!) : #(Y ) - #(Z) ! #(X) ! ,#(Y ) - #(Z),;
4. 'X 6 V (!) : #(X) 7= #;
5. 'X 6 V (!) : #(X) 6 I;
Teorema 5.1 Dada uma fórmula intervalar primitiva !, temos que D(!) é acíclico e
"R, S 6 A(!) | h(R) = h(S) se, e somente se, existe uma ordenação # dos átomos de !
tal que 'Ri = (X 3 Y - Z) 6 # : X 7= Y,X 7= Z e X /6 V (Rj), para todo j < i.
Prova. Seja ! uma fórmula intervalar primitiva. Efetuando uma ordenação topológica
no grafo D(!), obtemos uma ordenação de seus vértices de forma que cada vértice X vem
antes de todos aqueles que têm arestas que chegam em X, pois D(!) é acíclico e essa
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característica é condição necessária e suficiente para a existência de tal ordenação. Mais
formalmente, vamos provar ambos os lados da implicação enunciada:
(%) Suponha que D(!) é acíclico e "R, S 6 A(!) | h(R) = h(S). Queremos provar que
existe uma ordenação # dos átomos de ! tal que 'Ri = (X 3 Y - Z) 6 # : X 7=
Y,X 7= Z e X /6 V (Rj), para todo j < i.
Como D(!) é acíclico, então '(X, Y ) 6 E(D(!)) : X /6 A!(Y ). Portanto, 'R =
(X 3 Y - Z) 6 A(!) : X /6 A!(Y ) e X /6 A!(Z).
Ordenando as restrições pelos tamanhos dos subgrafos A!(Y ) e A!(Z), obtemos
um conjunto # = (R1, . . . , Rn) tal que






|A!(Z)|, para todo j < i
Dessa forma, temos que 'Ri = (X 3 Y - Z) 6 # : X /6 t(Rj), para todo j < i.
Além disso, como "R, S 6 A(!) | h(R) = h(S) e |V (R)| = 3, pois ! é primitiva,
então
'Ri = (X 3 Y - Z) 6 # : X 7= Y,X 7= Z e X /6 V (Rj), para todo j < i
(E) Suponha que existe uma ordenação # dos átomos de ! tal que 'Ri = (X 3 Y -Z) 6
# : X 7= Y,X 7= Z e X /6 V (Rj), para todo j < i. Queremos provar que D(!) é
acíclico e "R, S 6 A(!) | h(R) = h(S).
Pela suposição acima, temos que 'Ri = (X 3 Y -Z) 6 # : X 7= h(Rj) e X /6 t(Rj),
para todo j < i. Logo, "R, S 6 A(!) | h(R) = h(S).
Reconstruindo o grafo D(!) a partir do conjunto #, observamos que, para a primeira
restrição R1 6 #, D(R1) é acíclico por definição. Acrescentando a próxima restrição
R2, como h(R2) /6 t(R1), então apenas serão adicionadas arestas no mesmo sentido,
não fechando ciclo. Essa mesma propriedade ocorre para todas as inserções de
restrições, pois 'Ri 6 # : h(Ri) /6 t(Rj), para todo j < i. Portanto, por indução,
D(!) é acíclico. &
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Corolário 5.1 Sobre fórmulas intervalares primitivas as definições 4.8 e 5.9 são equiva-
lentes.
Prova. Seja ! uma fórmula intervalar intervalar primitiva e # uma valoração sobre
V (!). Como as condições 3 e 4 são iguais nas duas definições e, enquanto a primeira
está definida sobre a consistência na envoltória, garantindo que todas as variáveis são
valoradas com intervalos em #, a condição 5 da segunda definição garante esta mesma
propriedade, basta provar que as condições 1 e 2 são equivalentes entre as definições.
Pela definição 4.8, deve existir um conjunto ordenado de restrições # tal que, pela
condição 1, '(I 6 C(!) : A((I) < # = #. Como ! é uma fórmula intervalar, então toda
cláusula de ! tem apenas um átomo, e portanto, 'R 6 A(!) : R<# = #, isto é, # é uma
ordenação dos átomos de !. Além disso, essa ordenação deve respeitar a condição 2 da
mesma definição: 'Ri = (X 3 Y -Z) 6 # : X 7= Y,X 7= Z e X /6 V (Rj), para todo j < i.
Por outro lado, pelo teorema 5.1, D(!) é acíclico e "R, S 6 A(!) | h(R) = h(S) se, e
somente se, existe uma ordenação # dos átomos de ! tal que 'Ri = (X 3 Y - Z) 6 # :
X 7= Y,X 7= Z e X /6 V (Rj), para todo j < i.
Portanto, as condições 1 e 2 da definição 4.8 também são equivalentes as condições 1
e 2 da definição 5.9.
&
O resolvedor iSAT utiliza a consistência na envoltória como definição da satisfação de
restrições. Assim, todas as variáveis e operações resultam em intervalos, não havendo a
necessidade da valoração multi-intervalar. Nessa nova abordagem, no entanto, não restrin-
gimos a consistência intervalar à consistência na envoltória, sendo necessário acrescentar
à definição 5.9 a condição de que 'X 6 V (!) : #(X) 6 I. Embora essa condição não seja
satisfeita pela consistência no arco, podemos aplicar um método de ramificação em todas
as variáveis valoradas por multi-intervalos, obtendo subproblemas cujas variáveis podem
ser definidas apenas por intervalos.
Exemplo 5.3 Seja ! = (X 3 Y ÷ Z) uma fórmula intervalar primitiva e #0 uma valo-
ração inicial tal que #0(X) = [02, 4], #0(Y ) = ?[1, 2], [3, 5]@ e #0(Z) = [01, 1].
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Aplicando a consistência no arco de !, obtemos uma valoração consistente # tal que
#(X) = #0(X) < (#0(Y )÷ #0(Z)) = [02, 4] < (?[1, 2], [3, 5]@÷ [01, 1])
= [02, 4] < ?[09,01], [1,9], [09,03], [3,9]@ = ?[02,01], [1, 4]@
#(Y ) = #0(Y ) < (#(X)= #0(Z)) = ?[1, 2], [3, 5]@ < (?[02,01], [1, 4]@ = [01, 1])
= ?[1, 2], [3, 5]@ < ?[02, 2], [04, 4]@ = ?[1, 2], [3, 4]@
#(Z) = #0(Z) < (#(X)1 #(Y )) = [01, 1] < (?[02,01], [1, 4]@ 1 ?[1, 2], [3, 4]@)
= [01, 1] < (?[1, 2], [3, 4]@÷ ?[02,01], [1, 4]@) = [01, 1] < ?[04,00.5], [0.25, 4]@
= ?[01,00.5], [0.25, 1]@
No entanto, como #(X), #(Y ), #(Z) /6 I, ramificamos todas as variáveis, obtendo as se-
guintes valorações:
#1(X) = [02,01] #1(Y ) = [1, 2] #1(Z) = [01,00.5]
#2(X) = [02,01] #2(Y ) = [1, 2] #2(Z) = [0.25, 1]
#3(X) = [02,01] #3(Y ) = [3, 4] #3(Z) = [01,00.5]
#4(X) = [02,01] #4(Y ) = [3, 4] #4(Z) = [0.25, 1]
#5(X) = [1, 4] #5(Y ) = [1, 2] #5(Z) = [01,00.5]
#6(X) = [1, 4] #6(Y ) = [1, 2] #6(Z) = [0.25, 1]
#7(X) = [1, 4] #7(Y ) = [3, 4] #7(Z) = [01,00.5]
#8(X) = [1, 4] #8(Y ) = [3, 4] #8(Z) = [0.25, 1]
Essas são todas as combinações possíveis de valorações, mas nem todas são consistentes
no arco de !, sendo necessário um novo refinamento de intervalos, para cada valoração #i
gerada.
&
Assim como ocorre na separação de fórmulas a fim de se obter subfórmulas conexas,
neste método também é possível obter uma solução para a valoração original agrupando
as soluções obtidas em cada ramificação. Para o problema POI, por exemplo, basta
encontrar o modelo #!i ! #i de toda ramificação #i, com relação a fórmula de entrada !,
e compará-los a fim de obter o modelo #!k tal que 'i : #!k(F ) + #!i (F ).
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Embora, pelo corolário 5.1, as definições 4.8 e 5.9 sejam equivalentes, o método de
encontrar a valoração degenerada proposto em [17] utiliza a ordenação de restrições #
como uma sequência de inferências que devem ser respeitadas no processo de valoração.
Dessa forma, iniciamos a valoração pela primeira restrição de #, inferindo valorações sobre
a segunda e assim sucessivamente.
Na definição 5.9 não temos a ordenação #. No entanto, pelo teorema 5.1, verificamos
que essa ordenação resulta de uma busca no grafo D(!) com início nas folhas, alcançando
os próximos vértices se suas arestas de saída têm um vértice já alcançado (valorado).
Assim, descrevemos no algoritmo 5 um método que, dada uma fórmula primitiva ! e uma
valoração # sobre as variáveis de !, devolve um modelo degenerado $ ! # de !. Esse
método é uma reformulação do método de valoração degenerada proposto em [17], que
realiza uma busca no grafo D(!) para valorar todas as variáveis.
Algoritmo 5: Encontra Valoração Degenerada (EVD)
Entrada: (!, #)
Saída: modelo degenerado $ ! # de ! ou insatisfatível
1 $ C #
2 para todo X 6 V (!) | $(X) = ! e X 7= h(R) para todo R 6 A(!) faça
3 Seja x 6 #(X) qualquer
4 $ C $ 8 (X :; [x, x])
5 fim
6 para todo R = (X 3 Y - Z) 6 A(!) | $(X) = !, $(Y ) 7= ! e $(Z) 7= ! faça
7 $ C $ 8 (X :; $(Y ) - $(Z))
8 fim





Exemplo 5.4 Seja (!, #0, &, c) uma instância SATI tal que ! = R1 AR2 AR3 AR4 AR5
é primitiva:
R1 = (H3 3 A3 + Z)
R2 = (A3 3 A1 + A2)
R3 = (A2 3 C4 = Y )
R4 = (A1 3 X # C3)
R5 = (B 3 C1 + Z)
O erro & é qualquer, c = consistência na envoltória e a valoração #0 é dada por
#0(X) = [02,9] #0(C1) = [1, 1] #0(A1) = [09,9]
#0(Y ) = [4,9] #0(Z) = [0, 0] #0(A2) = [09,9]
#0(B) = [09,9] #0(C3) = [2, 2] #0(A3) = [09,9]
#0(H3) = [6.2,9] #0(C4) = [02,02]
Também seja # uma valoração corrente dada por
#(X) = (3, 4] #(C1) = [1, 1] #(A1) = [14.2, 16]
#(Y ) = [04, 4.9] #(Z) = [0, 0] #(A2) = [09.8, 8]
#(B) = [1, 1] #(C3) = [2, 2] #(A3) = [6.2, 8]
#(H3) = [6.2, 8] #(C4) = [02,02]
As valoração # e #0 aqui enunciadas são as mesmas do Ex. 4.3, assim como ! é um
fragmento da fórmula SMT apresentada. Portanto, o conjunto # = (R5, R4, R3, R2, R1)
satisfaz todas as condições da definição 4.8. Logo, # satisfaz fortemente ! e podemos
encontrar um modelo degenerado $ ! # pelo método de [17] (Ex. 4.3).
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Executando EVD(!, #), definimos os valores de $(C1), $(Z), $(C3), $(C4), $(X) e
$(Y ) com qualquer valor real pertencente, respectivamente, aos intervalos #(C1), #(Z),
#(C3), #(C4), #(X) e #(Y ) (por exemplo, $(C1) = [1, 1], $(Z) = [0, 0], $(C3) = [2, 2],
$(C4) = [02,02], $(X) = [4, 4] e $(Y ) = [4.5, 4.5]), pois essas variáveis não são cabeças
de restrições, isto é, seus vértices no grafo D(!) são folhas. Então, como as restrições
(B 3 C1 + Z), (A1 3 X # C3) e (A2 3 C4 = Y ) têm as variáveis da cauda com valores
definidos em $ e as variáveis da cabeça não, obtemos os valores
$(B) = $(C1) + $(Z) = [1, 1]
$(A1) = $(X)# $(C3) = [16, 16]
$(A2) = $(C4)= $(Y ) = [09,09]
Em seguinda, a restrição (A3 3 A1 + A2) pode ser valorada, obtendo $(A3) = $(A1) +
$(A2) = [7, 7]. E, finalmente, $(H3) = $(A3) + $(Z) = [7, 7].
&
5.2 Otimização Exata
Como já discutido na seção 4.3, a condição 3 da definição de fórmula fortemente sa-
tisfeita não é garantida pela consistência intervalar. No entanto, se essa condição não for
verificada, é possível que a valoração degenerada encontrada pelo algoritmo 5 não seja
um refinamento da valoração inicial dada. Mesmo assim, vamos relaxar essa condição e
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definir um erro associado à valoração degenerada segundo a valoração inicial. Intuitiva-
mente, excluímos a condição 3 da definição 5.9 e garantimos que a valoração corrente # é
consistente apenas no arco da fórmula !. Assim, após obter uma valoração degenerada $,
verificamos se essa é um refinamento de #. No caso positivo, $ é, de fato, um modelo para
a fórmula de entrada. Caso contrário, embora $ satisfaça a fórmula, não há garantias de
que a valoração inicial #0 seja respeitada. Nesse caso, definimos um erro capaz de medir o
quanto $ viola #0 e, dependendo do problema de interesse, aceitamos $ como um modelo
ou não.
Definição 5.10 Dada uma variável intervalar X, uma valoração #0 e uma valoração
degenerada $, o erro de valoração %!0" (X) 6 R define a distância entre $(X) = [x, x] e













x0 x se x < x
x0 x se x > x
0 c.c.
Exemplo 5.5 Dada uma fórmula ! = (X 3 Y +Z), em EVD(!, #) definimos os valores























$(Y ) $(Z) $(Y ) $(Z)
Como garantimos que # é consistente no arco de R, então #(X) ! #(Y ) + #(Z).
Assim, é possível que $(X) 7! #(X). Por exemplo, se #(X) = #0(X) = [2, 4], #(Y ) =
#0(Y ) = [1, 3] e #(Z) = #0(Z) = [1, 2], temos que # é consistente no arco de R, mas para
$(Y ) = [3, 3] e $(Z) = [2, 2], $(X) = [3, 3] + [2, 2] = [5, 5] 7! [2, 4]. Assim, temos que
%!0" (X) = 1 e %
!0
" (Y ) = %
!0
" (Z) = 0.
&
Definição 5.11 Uma valoração # sobre um conjunto de variáveis V (!) é dita exata se,
dada uma valoração inicial inicial #0 sobre V (!), 'X 6 V (!) : %!0! (X) = 0.
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No exemplo anterior, se quisermos garantir uma valoração degenerada exata, basta
iniciar a valoração pela variável X, pois, pelo teorema 2.1, 'x 6 #(X) : (y 6 #(Y ), (z 6
#(Z) | x = y + z, e assim, '$(X) = [x, x] ! #(X) : ($(Y ) = [y, y] ! #(Y ), ($(Z) =























Y Z $(Y ) $(Z)
Mais do que isso, como # é consistente no arco de R, então
#(X) ! #(Y ) + #(Z)
#(Y ) ! #(X)0 #(Z)
#(Z) ! #(X)0 #(Y )
E portanto,
'$(X) ! #(X) : ($(Y ) ! #(Y ), ($(Z) ! #(Z) | $(X) 3 $(Y ) + $(Z)
'$(Y ) ! #(Y ) : ($(X) ! #(X), ($(Z) ! #(Z) | $(Y ) 3 $(X)0 $(Z)
'$(Z) ! #(Z) : ($(X) ! #(X), ($(Y ) ! #(Y ) | $(Z) 3 $(X)0 $(Y )
Assim, podemos encontrar uma valoração degenerada exata iniciando em qualquer




































































Y $(Z) $(Y ) $(Z)
Dessa forma, obtemos um método para encontrar a valoração degenerada de uma
fórmula ! diferente do apresentado em [17] e, consequentemente, do algoritmo 5. Nesse
novo método, descrito pelo algoritmo 6, partimos de uma única variável W 6 V (!) e
inferimos o valor das demais variáveis.
Algoritmo 6: Encontra Valoração Degenerada Exata (exatoEVD)
Entrada: (!, #,W )
Saída: modelo degenerado $ ! # de ! ou insatisfatível
1 $ C #
2 Seja w 6 #(W ) qualquer
3 $ C $ 8 (W :; [w,w])
4 para todo R 6 A(!) | (!X 6 V (R) tal que $(X) 7= ! faça
5 Seja (X 3 Y - Z) $ R tal que $(X) 7= ! e - 6 %
6 Seja y 6
/
#(Y ) < ($(X) • #(Z))
0
qualquer
7 $ C $ 8 (Y :; [y, y])
8 $ C $ 8 (Z :; $(X)" $(Y ))
9 fim




Embora este novo método seja capaz de encontrar uma valoração exata, a fórmula deve
apresentar uma estrutura ainda mais restrita que a exigida pela condição 2 da definição
5.9: não apenas o digrafo D(!) deve ser acíclico, mas também o grafo G(!).
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Exemplo 5.6 Seja ! = (X 3 Y -1 Z) A (Y 3 A -2 B) A (Z 3 B -3 C) uma fórmula































Pelo EVD, definimos $(A) ! #(A), $(B) ! #(B) e $(C) ! #(C) quaisquer e inferimos
$(Y ) = $(A)-2 $(B), $(Z) = $(B)-3 $(C) e $(X) = $(Y )-1 $(Z), encontrando possíveis
erros de valoração não nulos %!"(X), %
!
"(Y ) e %
!
"(Z).
Por outro lado, se iniciarmos a valoração por um único ponto, por exemplo pela raiz
X, definimos $(X) ! #(X) qualquer e inferimos
$(Y ) !
/
#(Y ) < ($(X) •1 #(Z))
0




#(A) < ($(Y ) •2 #(B))
0
$(B) = $(Y )"2 $(A)
Finalmente, temos um estado no qual $(Z) e $(B) estão definidos e $(C) = !. Infeliz-
mente, não existem garantias de que 'z 6 #(Z), 'b 6 #(B) : (c 6 #(C) | z = b -3 c e,
assim, o método exatoEVD(!, #) devolve insatisfatível, pois não encontrou um modelo
para ! com erro nulo.
Mais precisamente, não basta que D(!) seja acíclico, mas também o grafo G(!). Nesse































Com esse método de valoração também podemos excluir a condição 1 da definição 5.9,
pois mesmo em fórmulas com duas ou mais restrições com a mesma variável na cabeça é
possível encontrar uma valoração degenerada.
Exemplo 5.7 Seja ! = (X 3 Y -1 Z) A (X 3 A -2 B) uma fórmula intervalar primitiva































































#(Y ) < ($(X) •1 #(Z))
0




#(A) < ($(X) •2 #(B))
0
$(B) = $(X)"2 $(A)
&
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Dessa forma, podemos resolver todas as instâncias POI (!, #0, &, c, F ) tais que G(!) é
acíclico. Aplicando a consistência intervalar em #0 obtemos uma valoração # consistente
no arco de ! tal que #(F ) 6 {[f, f ], [f, f), (f, f ], (f, f)}. Como o mínimo de um intervalo
#(F ) 6 {[f, f ], [f, f)} é o intervalo degenerado [f, f ], basta definirmos $(F ) = [f, f ] no
algoritmo exatoEVD e inferir o valor degenerado das variáveis restantes.
Observe que mais do que encontrar o modelo que minimiza o intervalo objetivo, esse
método devolve uma valoração degenerada, garantindo, pelo teorema 4.2, a existência de
um conjunto de valores reais que satisfaz todas as restrições do problema. Dessa forma,
podemos utilizar tal método para resolver problemas intervalares que modelam problemas
de Programação Não Linear.
Teorema 5.2 Dada uma fórmula intervalar primitiva ! tal que F 6 V (!), uma va-
loração inicial #0 e uma valoração # ! #0 consistente no arco de ! tal que #(F ) 6
{[f, f ], [f, f)}, 'X 6 V (!) : #(X) 7= # e "#" F # | #" ! #0 é consistente no arco de !
(isto é, # é o refinamento maximal de #0 consistente no arco de !). Se o grafo G(!) é
acíclico, então é possível encontrar uma valoração degenerada $ ! #0 que satisfaz ! e
minimiza F .
Prova. Seja ! uma fórmula intervalar primitiva tal que F 6 V (!), #0 uma valoração
inicial e # ! #0 uma valoração consistente no arco de ! tal que #(F ) 6 {[f, f ], [f, f)},
'X 6 V (!) : #(X) 7= # e "#" F # | #" ! #0 é consistente no arco de !.
Seja $(F ) = [f, f ]. Como # D #", para toda valoração #" ! #0 consistente no arco
de !, então não existe uma expansão do intervalo $(F ) que satisfaz ! e #0. Portanto, o
menor valor real possível para F consistente é f . Logo, $(F ) = [f, f ] minimiza F . Dessa
forma, basta provar que a partir de $(F ) é possível valorar todas as variáveis de V (!).
Suponha que G(!) é acíclico e conexo e seja R1 = (F 3 X1-1Y1) 6 A(!) a restrição que
contém F . Como $(F ) = [f, f ] e f 6 #(F ), então, pelo teorema 2.1, existem x1 6 #(X1)
e y1 6 #(Y1) tais que f = x1 - y1 e, portanto, a valoração degenerada $(X1) = [x1, x1] e
$(Y1) = [y1, y1] satisfaz a restrição F 3 X1 -1 Y1.
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Como G(!) é conexo, então existe uma ordenação de restrições
# = (R1 = (F 3 X1 -1 Y1), R2, . . . , R|A(!)|)
tal que
'Ri 6 # : |V (Ri) < V (Rj)| > 0, para algum j < i
Além disso,




V (Rj)| 5 1
Do contrário, ou (j < i | E(G(Rj)) <E(G(Ri)) 7= #, e ! não é primitiva, ou existem dois
pontos de interseção entre os grafos G(Ri) e G(! \
%|A(!)|
k=i+1Rk) e, portanto, G(!) é cíclico.
Como já definimos $(F ), $(X1) e $(Y1), vamos provar, por indução forte, que é possível
definir $ para toda variável Xi 6 V (Ri), para i > 2.
• Caso Base: Para R2 6 #, como |V (R2) < V (R1)| = 1, existe uma única variável
X2 6 V (R2) | $(X2) 7= !. Seja (X2 3 Y2 -"2 Z2) $ R2 tal que $(X2) 7= ! e -"2 6 %.
Seja também y2 6
/
#(Y2) < ($(X2) •"2 #(Z2))
0
qualquer. Então, definimos $(Y2) =
[y2, y2] e $(Z2) = $(X2)""2 $(Y2).
• Hipótese de Indução: Para todo 1 5 i 5 k, as variáveis de Ri têm valor definido em
$.
• Passo Indutivo: Para Rk+1, temos que |V (Rk+1) < V (Rj)| > 0, para algum j <
k + 1, e |V (Rk+i) <
%k+1%1
j=1 V (Rj)| 5 1. Logo, existe somente uma variável Xk+1 6
V (Rk+1) | Xk+1 6 V (Rj), para j < k + 1. Pela H.I., $(Xk+1) 7= !. Da mesma
forma, Seja (Xk+1 3 Yk+1 -"k+1 Zk+1) $ Rk+1 tal que $(Xk+1) 7= ! e -"k+1 6 %. Seja
também yk+1 6
/
#(Yk+1) < ($(Xk+1) •"k+1 #(Zk+1))
0
qualquer. Então, definimos
$(Yk+1) = [yk+1, yk+1] e $(Zk+1) = $(Xk+1)""k+1 $(Yk+1).
Como # contém todas as restrições de A(!), então $ ! #0 satisfaz ! e minimiza F .
&
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Note que o algoritmo 6 é consequência direta da prova deste teorema. Se modificarmos
as linhas 2 e 3, de forma que o algoritmo sempre escolha o intervalo objetivo F e o valore
com o seu mínimo em #(F ) = [f, f ] (isto é, $(F ) = [f, f ]), então podemos utilizá-lo para
encontrar o modelo mínimo de fórmulas intervalares primitivas cujo grafo G(!) é acíclico.
Exemplo 5.8 Seja uma instância POI (!, #0, &, c, F ) tal que ! = R1 A R2 A R3 A R4 A
R5 AR6 A R7 é uma fórmula intervalar primitiva dada por
R1 = (F 3 X + Y )
R2 = (X 3 A= B)
R3 = (Y 3 C +D)
R4 = (Y 3 Z = T )
R5 = (W 3 Z # V )
R6 = (T 3 E =G)
R7 = (U 3 G0H)
O erro & > 0 é qualquer, c = consistência no arco e a valoração inicial #0 é dada por
#0(F ) = [09,9] #0(V ) = [2, 2] #0(A) = [1, 2]
#0(G) = [01, 1] #0(W ) = [09,9] #0(B) = [0,9]
#0(H) = [02, 7] #0(X) = [09,9] #0(C) = [0, 1]
#0(T ) = [09,9] #0(Y ) = [09,9] #0(D) = [1, 2]
#0(U) = [0, 4] #0(Z) = [2, 2] #0(E) = [2, 4]
Aplicando a consistência intervalar em ! sob a valoração inicial #0 (algoritmo 3)
obtemos uma valoração # tal que, pelo teorema 4.1, # ! #0 é consistente no arco de ! e
"#" F # | #" ! #0 também é consistente no arco de !.
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#(F ) = [08,9] #(V ) = [2, 2] #(A) = [1, 2]
#(G) = [01, 1] #(W ) = [4, 4] #(B) = [0,9]
#(H) = [02, 1] #(X) = [0,9] #(C) = [010, 7]
#(T ) = [04, 4] #(Y ) = [08, 8] #(D) = [1, 2]
#(U) = [0, 3] #(Z) = [2, 2] #(E) = [2, 4]






















































Então, pelo teorema 5.2, é possível encontrar uma valoração degenerada $ ! #0 que
satisfaz ! e minimiza F .
Definindo $(F ) = [08,08], inferimos
$(X) = [x, x] | x 6
/
#(X) < ($(F )0 #(Y ))
0
% $(X) = [0, 0]
$(Y ) = $(F )0 $(X) = [08,08]
Em seguida, inferimos
$(B) = [b, b] | b 6
/
#(B) < ($(X)÷ #(A))
0
% $(B) = [0, 0]
$(A) = $(X)÷ $(B)
Nesse caso, como $(X)÷$(B) = [09,9], fazemos $(A) = [a, a] | a 6 #(A), por exemplo,
$(A) = [1, 1].
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Pelo outro lado, inferimos
$(Z) = [z, z] | z 6
/
#(Z) < ($(Y )÷ #(T ))
0
% $(Z) = [2, 2]
$(T ) = $(Y )÷ $(Z) = [04,04]
$(C) = [c, c] | c 6
/
#(C) < ($(Y )0 #(D))
0
% $(C) = [09,09]
$(D) = $(Y )0 $(C) = [1, 1]
Prosseguindo com o método, inferimos
$(W ) = [w,w] | w 6
/
#(W ) < ($(Z)# #(V ))
0
% $(W ) = [4, 4]
$(V ) = $(W ) . $(V ) = [09,9] ($(V ) = [2, 2])
$(E) = [e, e] | e 6
/
#(E) < ($(T )÷ #(G))
0
% $(E) = [4, 4]
$(G) = $(T )÷ $(E) = [01,01]
$(U) = [u, u] | u 6
/
#(U) < ($(G)0 #(H))
0
% $(U) = [0, 0]
$(H) = $(G)0 $(U) = [01,01]
Por fim, obtemos a seguinte valoração $ ! #0 que satisfaz ! e minimiza F . Como
$ é degenerada, ainda garantimos a existência de valores reais que satisfazem todas as
restrições reais do problema.
$(F ) = [08,08] $(V ) = [2, 2] $(A) = [1, 1]
$(G) = [01,01] $(W ) = [4, 4] $(B) = [0, 0]
$(H) = [01,01] $(X) = [0, 0] $(C) = [09,09]
$(T ) = [04,04] $(Y ) = [08,08] $(D) = [1, 1]




Embora o método proposto seja capaz de encontrar a valoração degenerada que mini-
miza o intervalo objetivo, as fórmulas de entrada devem apresentar uma estrutura bastante
específica. Para que possamos resolver outras classes de fórmulas, vamos observar nova-
mente a definição 5.9 (fórmula fortemente satisfeita), na qual substituímos a condição
3 pela consistência no arco. Essa modificação possibilita o método EVD a valorar uma
variável com um intervalo degenerado que não é um refinamento da valoração inicial,
gerando um erro de valoração não nulo.
Nesse sentido, vamos definir a otimização aproximada como uma valoração que, em-
bora minimize o intervalo objetivo, possa gerar erros de valoração não nulos para algumas
variáveis da fórmula de entrada.
A justificativa para tal aproximação é que, como trata-se de uma modelagem intervalar,
que permite aproximações e limitantes às variáveis e constantes extraídas de um domínio
real, a valoração inicial poderia ser estendida sem perda considerável de informação ou
possibilidade de solução real.
Alternativamente, o método de otimização aproximada que será apresentado torna-se
um método de otimização exata se garantirmos a condição 3 da definição 5.9, como ocorre
no algoritmo iSAT.
Exemplo 5.9 Seja ! = (F 3 X + Y )A (W 3 X 0 Y ) uma fórmula intervalar primitiva
e uma valoração inicial #0 consistente no arco de ! tal que #0(F ) = [1, 5], #0(X) = [0, 2],





































Aplicando exatoEVD(!, #), definimos $(F ) = [1, 1] e inferimos, por exemplo, $(X) =
[1, 1] e $(Y ) = [0, 0]. Como a restrição restante (W 3 X 0 Y ) possui duas variáveis
valoradas, não conseguimos inferir o valor da terceira, devolvendo insatisfatível (o grafo
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G(!) é cíclico).
No entanto, se executarmos, nesse estado, o método EVD, inferimos $(W ) = $(X)0
$(Y ) = [1, 1]. Se tivessemos garantido que #0(W ) = #0(X) 0 #0(Y ), então $(W ) !
#0(W ). Como apenas garantimos a consistência no arco, então $(W ) 7! #0(W ), pois
[1, 1] 7! [04, 0]. Nesse caso, obtemos um erro de valoração %!0" (W ) = 1.
Nessa valoração, aplicamos ambos os métodos. Primeiramente o método exato, neces-
sário para minimizar o intervalo objetivo, e em seguida o método aproximado, valorando
as demais variáveis. Assim, vamos propor um novo método, que integra as duas formas
de valoração. Da mesma forma, existem restrições quanto às características das fórmulas
que este novo método é aplicável, provenientes das limitações dos métodos anteriores.
Em um problema POI (!, #0, &, c, F ), se o grafo A!(F ) é acíclico, podemos valorar
todas as variáveis representadas pelos vértices de A!(F ) com o método exatoEVD, mini-
mizando F . Se o digrafo restante também for acíclico, e não possuir vértices com mais de
dois filhos, então podemos valorar as variáveis restantes aplicando o método EVD.
Mais especificamente, o digrafo restante de A!(F ) é o subgrafo de D(!) induzido pela
união dos vértices que não estão em A!(F ) com os vértices de A!(F ) que pertencem a
arestas que não estão em A!(F ):
/
P (D(!)) \ P (A!(F ))
0
8 {Y | (X, Y ) 6 E(D(!)), X 76 P (A!(F )) e Y 6 P (A!(F ))}
Exemplo 5.10 Seja ! a seguinte fórmula intervalar primitiva:
! = (F 3 X-1Y )A(X 3 A-2B)A(C 3 Y -3B)A(A 3 H-4I)A(J 3 B-5I)A(K 3 C-6J)
Observando o digrafo D(!), vemos que os vértices alcançáveis a partir de F são: F ,



























































































Além disso, seja R(!) o digrafo restante, induzido pelos vértices
/
P (D(!)) \ P (A!(F ))
0
8 {Y | (X, Y ) 6 E(D(!)), X 76 P (A!(F )) e Y 6 P (A!(F ))}
=
/
{F,K,X, J, C, Y, A,B,H, I} \ {F,X, Y, A,B,H, I}
0
8 {B, I, Y }
={K, J, C} 8 {B, I, Y }




































Como o grafo A!(F ) é acíclico, podemos aplicar a consistência no arco sobre uma
dada valoração #0, obtendo uma valoração consistente #, e, pelo teorema 5.2, encontrar
uma valoração degenerada $ que minimiza F tal que
%!0" (F ) = %
!0
" (X) = %
!0
" (Y ) = %
!0
" (A) = %
!0
" (B) = %
!0
" (H) = %
!0
" (I) = 0
Por outro lado, como R(!) também é acíclico e não existem vértices com mais de dois
filhos, então podemos aplicar o método EVD:
$(J) = $(B) -5 $(I)
$(C) = $(Y ) -3 $(B)
$(K) = $(C) -6 $(J)
No entanto, como garantimos apenas a consistência no arco, podemos gerar erros de
valoração não nulos %!0" (J), %
!0
" (C) e %
!0
" (K).
Agora suponha que adicionamos à fórmula ! uma nova restrição (C 3 T -7 U) que






























































































Como já valoramos todas as variáveis, exceto T e U , podemos inferir seus valores, pelo
método exatoEVD. No entanto, como existe um erro %!0" (C) possivelmente não nulo, as
valorações $(T ) e $(U) não são necessariamente exatas. Mesmo assim, fomos capazes de
encontrar a valoração degenerada para R(!) com o vértice C com mais de dois filhos.





seja raíz de um subgrafo acíclico A!(X), pois, como definimos $(X) pelo
método EVD, inferimos a valoração dos demais vértices de A!(X) através do método
exatoEVD.
Definição 5.12 Dada uma fórmula intervalar primitiva ! tal que F 6 V (!), dizemos
que o grafo G(!) é uma cascata de árvores segundo F , se G(!) é constituído de um
conjunto ordenado de subgrafos acíclicos e disjuntos (A!(F ),A!\R1(X1), . . . ,A!\Rn(Xn)),










E, além disso, os subgrafos são conectados por um conjunto de arestas









tal que, para todo 1 5 i 5 n,
|{X | (X, Y ) 6 $ e X 6 V (A!\Ri(Xi))}| 5 1
|{(X, Y ) 6 $ | X 6 V (A!\Ri(Xi))}| 5 2
Intuitivamente, uma cascata de árvores é um conjunto ordenado de árvores conectadas
por arestas de mesma direção, isto é, de forma que todas as arestas com origem em uma
árvore A!\Ri(Xi) têm destino em algum antecessor A!\Rj(Xj) de A!\Ri(Xi) (j < i) ou
no próprio A!\Ri(Xi). Além disso, no máximo duas arestas têm origem em A!\Ri(Xi) (e
ambas no mesmo vértice Xi) e destino em algum de seus antecessores.
Teorema 5.3 Dada uma fórmula intervalar primitiva ! tal que F 6 V (!), uma va-
loração inicial #0 e uma valoração # ! #0 consistente no arco de ! tal que #(F ) 6
{[f, f ], [f, f)}, 'X 6 V (!) : #(X) 7= # e "#" F # | #" ! #0 é consistente no arco de !
(isto é, # é o refinamento maximal de #0 consistente no arco de !). Se o grafo G(!) é
uma cascata de árvores segundo F , então é possível encontrar uma valoração degenerada
$ que satisfaz ! e minimiza F .
Prova. Seja ! uma fórmula intervalar primitiva e # uma valoração conforme as con-
dições enunciadas no teorema. Queremos provar que é possível encontrar uma valoração
degenerada $ que satisfaz ! e minimiza F .
Como G(!) é constituído de um conjunto ordenado de subgrafos acíclicos e disjun-
tos (A!(F ),A!\R1(X1), . . . ,A!\Rn(Xn)), conectados por um conjunto de arestas $, basta
provar que é possível valorar todas as variáveis representadas pelo grafo A!(F ), minimi-
zando F , e também pelos demais grafos A!\Ri(Xi), para 1 5 i 5 n.
Como A!(F ) é um grafo conexo e acíclico e contém F , então, pelo teorema 5.2, é
possível obter uma valoração degenerada $ para as variáveis representadas por P (A!(F ))
que minimiza F .
Vamos provar, por indução forte, que é possível estender $ aos demais grafos do
conjunto.
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• Caso Base: Para A!\R1(X1), temos que h(R1) = X1 e t(R1) ! P (A!(F )). Como
$ está definida para as variáveis representadas por P (A!(F )), então também está
definida para t(R1). Seja R1 = (X1 3 Y1 -1 Zi), para algum -1 6 %; definimos
$(X1) = $(Y1) -1 $(Z1). Como A!\R1(X1) é disjunto de A!(F ) e, pelas restrições
sobre as arestas que conectam os subgrafos, no máximo duas arestas têm origem
nos vértices de A!\R1(X1) (e ambas no mesmo vértice), então entre suas variáveis
apenas X1 tem valor definido em $. Como A!\R1(X1) é acíclico e conexo, podemos
inferir $ para as demais variáveis representadas neste grafo, pelo teorema 5.2.
• Hipótese de Indução: Para todo 1 5 i 5 k, as variáveis representadas pelo conjunto
P (A!\Ri(Xi)) têm valor definido em $.
• Passo Indutivo: Para A!\Rk+1(Xk+1), temos que h(Rk+1) = Xk+1 e
t(Rk+1) !
-






Pela H.I., $ está definida para as variáveis representadas por P (A!\Ri(Xi)), para
todo 1 5 i 5 n, e portanto, também está definida para t(Rk+1). Seja Rk+1 =
(Xk+1 3 Yk+1 -k+1 Zk+i), para algum -k+1 6 %; definimos $(Xk+1) = $(Yk+1) -k+1
$(Zk+1). Como A!\Rk+1(Xk+1) é disjunto de A!(F ) e A!\Ri(Xi) e, pelas restrições
sobre as arestas que conectam os subgrafos, no máximo duas arestas têm origem nos
vértices de A!\Rk+1(Xk+1) (e ambas no mesmo vértice), então entre suas variáveis
apenas Xk+1 tem valor definido em $. Como A!\Rk+1(Xk+1) é acíclico e conexo,
podemos inferir $ para as demais variáveis representadas neste grafo, pelo teorema
5.2.
&
Assim como o método exatoEVD é consequência direta do teorema 5.2, podemos
extrair um algoritmo que aplica as valorações como descritas na prova deste teorema, a
fim de encontrar o modelo ótimo, embora não necessariamente exato, de uma fórmula
intervalar primitiva que contém um intervalo objetivo.
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Algoritmo 7: Encontra Valoração Degenerada - Híbrido (hibridEVD)
Entrada: (!, #,W )
Saída: modelo degenerado $ ! # de ! que minimiza F 6 V (!) ou insatisfatível
1 $ C #
2 $ C $ 8 (F :; [f, f ])
3 para todo R 6 A(!) | $(X) 7= !, para um único X 6 V (R), ou $(h(R)) = ! faça
4 se (!X 6 V (R) | $(X) 7= ! então
5 Seja (X 3 Y - Z) $ R
6 Seja y 6
/
#(Y ) < ($(X) • #(Z))
0
qualquer
7 $ C $ 8 (Y :; [y, y])
8 $ C $ 8 (Z :; $(X)" $(Y ))
9 senão
10 Seja R = (X 3 Y - Z)
11 $ C $ 8 (X :; $(Y ) - $(Z))
12 fim
13 fim




Exemplo 5.11 Seja uma instância POI (!, #0, &, c, F ) tal que & > 0, c = consistência no
arco e ! = R1AR2AR3 AR4 AR5AR6 AR7 AR8 AR9 é uma fórmula intervalar primitiva
dada por
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R1 = (F 3 X -1 A)
R2 = (X 3 Y -2 Z)
R3 = (B 3 X -3 A)
R4 = (B 3 C -4 H)
R5 = (C 3 D -5 E)
R6 = (H 3 I -6 J)
R7 = (G 3 C -7 I)
R8 = (K 3 F -8 G)
R9 = (K 3 L -9 M)



















































































































































Y Z D E I J
Seja # ! #0 o refinamento maximal de #0 para !, obtido da aplicação da consistência
no arco (algoritmo 3), tal que #(F ) = [f, f ].
Podemos verificar que o grafo G(!) é uma cascata de árvores segundo F , pois é cons-
tituído de um conjunto de subgrafos acíclicos e disjuntos dado por
(A!(F ),A!\R3(B),A!\R7(G),A!\R8(K))
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Além disso, podemos verificar que os subgrafos são conectados por arestas que respei-
tam a definição de cascata de árvores:
$ = {(B,X), (B,A), (G,C), (G, I), (K,F ), (K,G)}
|{X | (X, Y ) 6 $ e X 6 V (A!\R3(B))}| = |{B}| 5 1
|{(X, Y ) 6 $ | X 6 V (A!\R3(B))}| = |{(B,X), (B,A)}| 5 2
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|{X | (X, Y ) 6 $ e X 6 V (A!\R7(G))}| = |{G}| 5 1
|{(X, Y ) 6 $ | X 6 V (A!\R7(G))}| = |{(G,C), (G, I)}| 5 2
|{X | (X, Y ) 6 $ e X 6 V (A!\R9(K))}| = |{K}| 5 1
|{(X, Y ) 6 $ | X 6 V (A!\R8(K))}| = |{(K,F ), (K,G)}| 5 2
Portanto, pelo teorema 5.3, é possível encontrar uma valoração degenerada $ ! #0
que satisfaz ! e minimiza F .
Definindo $(F ) = [f, f ], inferimos
$(X) = [x, x] | x 6
/
#(X) < ($(F ) •1 #(A))
0
$(A) = $(F )"1 $(X)
E, em seguida, inferimos
$(Y ) = [y, y] | y 6
/
#(Y ) < ($(X) •2 #(Z))
0
$(Z) = $(X)"2 $(Y )
Agora, nenhuma restrição tem apenas uma de suas variáveis sem valor definido em $,
mas a restrição B 3 X -3A tem apenas a cabeça ainda não valorada. Portanto, inferimos
$(B) = $(X) -3 $(A)
99
Prosseguindo com o método, inferimos
$(C) = [c, c] | c 6
/
#(C) < ($(B) •4 #(H))
0
$(H) = $(B)"4 $(C)
$(D) = [d, d] | d 6
/
#(D) < ($(C) •5 #(E))
0
$(E) = $(C)"5 $(D)
$(I) = [i, i] | i 6
/
#(I) < ($(H) •6 #(J))
0
$(J) = $(H)"6 $(I)
Da mesma forma, a restrição G 3 C -7 I tem apenas a cabeça ainda não valorada e,
inferindo $(G) = $(C) -7 $(I), o mesmo ocorre com a restrição K 3 F -8 G. Portanto,
inferimos também $(K) = $(F ) -8 $(G)
Por fim, inferimos os valores das variáveis restantes:
$(L) = [l, l] | l 6
/
#(L) < ($(K) •9 #(M))
0
$(M) = $(K)"9 $(L)
&
5.4 Considerações
Neste capítulo, apresentamos o problema POI e uma forma de representação de fór-
mulas intervalares primitivas utilizando grafos e digrafos. Em seguida, reescrevemos o
método de encontrar valoração degenerada para fórmulas acíclicas, apresentado em [17],
sob uma abordagem por grafos, restringido à fórmulas cujo grafo que as representa é ací-
clico. Dessa forma, conseguimos obter a valoração degenerada que minimiza um intervalo
objetivo dado.
A fim de estender esse algoritmo a outras classes de fórmulas, relaxamos o problema
POI, possibilitando soluções aproximadas. Assim, mesmo uma solução na qual determina-
dos intervalos não sejam refinamentos dos intervalos iniciais, pode ser aceita como solução
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do problema real, dependendo da modelagem matemática e do contexto de aplicação. Por
exemplo, se os intervalos iniciais estimam a pluviosidade futura de uma determinada re-
gião, pode ser admissível um erro de valoração não nulo, visto as aproximações e incertezas
de seus limitantes superior e inferior.
É importante observar que as fórmulas intervalares representam relações dadas pela
consistência intervalar utilizada: se os intervalos são consistentes, então são capazes de
conter aproximações que satisfazem todas as restrições modeladas. Na consistência no
arco, mais especificamente, existem três formas equivalentes (teorema 2.4) de representar
uma restrição intervalar: (X 3 Y - Z), (Y 3 X • Z) e (Z 3 X " Y ), para X, Y, Z 6 I
e - 6 2 qualquer. Como uma fórmula é uma conjunção de restrições intervalares, somos
capazes de definir quando duas fórmulas intervalares representam o mesmo conjunto de
restrições, isto é, são equivalentes.
Definição 5.13 Duas fórmulas ! e !" são ditas equivalentes, e denotamos esse fato
por ! $ !", se, e somente se,
1. 'R 6 A(!) : (R" 6 A(!") | R $ R";
2. 'R" 6 A(!") : (R 6 A(!) | R" $ R.
Exemplo 5.12 As fórmulas ! = (X 3 Y + Z) A (Y 3 A ÷ B) A (B 3 Y 1 A) e
!" = (Z 3 X 0 Y ) A (A 3 Y = B) são equivalentes, pois
(X 3 Y + Z) $ (Z 3 X 0 Y )
(Y 3 A÷B) $ (A 3 Y = B)
(B 3 Y 1A) $ (A 3 Y = B)
&
Se duas fórmulas ! e !" são equivalentes, então possuem o mesmo conjunto de mo-
delos. Dessa forma, se ambas pertencem à instâncias POI (!, #0, &, c, F ) e (!", #0, &, c, F ),
o modelo # da fórmula ! sob valoração #0 e consistência c que minimiza F é igual ao
modelo #" da fórmula !" sob as mesmas condições.
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Teorema 5.4 Dada uma fórmula intervalar única ! tal que F 6 V (!), uma valoração
inicial #0 e uma valoração # ! #0 consistente no arco de ! tal que #(F ) 6 {[f, f ], [f, f)},
'X 6 V (!) : #(X) 7= # e "#" F # | #" ! #0 é consistente no arco de ! (isto é, # é o
refinamento maximal de #0 consistente no arco de !). Se existe uma fórmula !" $ !
tal que G(!") é uma cascata de árvores segundo F e "(X 3 Y .W ), (X 3 Y .̂ W ), (X 3
Y÷Z) 6 A(!"), tal que #(Z) = [0, 0], então é possível encontrar uma valoração degenerada
$ que satisfaz ! e minimiza F .
Prova. Seja ! e # conforme as condições acima e !" $ ! também conforme as
condições enunciadas. Como !" $ !, então F 6 V (!") e # ! #0 é consistente no arco
de !", #(F ) 6 {[f, f ], [f, f)}, 'X 6 V (!") : #(X) 7= # e "#" F # | #" ! #0 é consistente
no arco de !". Logo, pelo teorema 5.3, é possível encontrar uma valoração degenerada $
que satisfaz !" e minimiza F . Novamente, como !" $ !, então $ também satisfaz ! e
minimiza F .
&
Note que o teorema acima vale porque estamos utilizando a consistência no arco. Se
não tivessemos relaxado a definição 4.8, continuando com a exigência de que, 'R = (X 3
Y - Z) 6 A(!) : #(X) D #(Y ) - #(Z), uma mesma valoração # não seria consistente com
duas restrições R e R" equivalentes. Por exemplo, se #(X) = [1, 5], #(Y ) = [0, 3] e #(Z) =
[1, 2], temos que #(X) = #(Y ) + #(Z), mas #(Y ) " #(X)0 #(Z), pois [0, 3] 7= [01, 4].
Além disso, como definimos a divisão por zero e o logaritmo de maneira não usual, não
há garantias de que os intervalos consistentes contenham números reais que satisfaçam
todas as restrições, pois o teorema 2.1 está definido apenas para 2 e, consequentemente,
para {/,1, $̂ , #̂ }.
Exemplo 5.13 (Continuação do Ex. 5.5) Seja ! = (X 3 Y -1Z)A (Y 3 A-2B)A (Z 3
































Como discutido no Ex. 5.6, não é possível encontrar uma valoração exata para !
pelo método exatoEVD. Embora seja possível encontrar uma valoração aproximada, pelo
método EVD, se X for o intervalo objetivo e quisermos minimizá-lo, temos que utilizar
o método hibridEVD, encontrando um conflito: seja $(X) ! #(X) o intervalo que o
minimiza, inferimos os valores $(Y ) e $(Z). Em seguida, inferimos $(A) e $(B), de


































Nesse estado, não podemos inferir $(C) e hibridEVD(!, #) retorna insatisfatível. De
fato, essa fórmula não contém as propriedades exigidas pelo teorema 5.3, pois o grafo
A!(X) é cíclico.
Suponha, no entanto, que substituímos a restrição Z 3 B -3 C pela restrição equiva-
lente C 3 Z "3 B. Essa operação não altera o conjunto solução, pois a fórmula obtida
!" é equivalente à original e, além disso, seu grafo é uma cascata de árvores segundo X.



































“E bem, qualquer que seja a solução, uma coisa fica,
e é a suma das sumas, ou o resto dos restos...”
(Machado de Assis, Dom Casmurro, Cap. 148)
A modelagem intervalar consiste em especificar um conjunto de restrições sobre in-
tervalos que representam valores reais aproximados. Se esse conjunto for uma conjunção
de relações algébricas entre as variáveis intervalares e, além disso, tivermos especificações
sobre os limitantes e a precisão de cada intervalo, então essa modelagem é, de fato, um
problema de Satisfatibilidade Intervalar.
Adicionalmente, se tivermos um intervalo objetivo a ser minimizado, então temos um
problema de Otimização Intervalar. Esse problema, por sua vez, é um relaxamento da Pro-
gramação Não Linear, pois sua solução caracteriza-se por um conjunto de aproximações
de números reais que satisfazem as restrições com um erro de precisão preestabelecido,
minimizando o intervalo objetivo.
A álgebra intervalar nos oferece uma poderosa ferramenta para solucionar problemas
POI: a consistência intervalar. Como esta é condição necessária para a existência de uma
solução nos reais, excluímos os valores inconsistentes com os demais intervalos sob as
restrições dadas, obtendo refinamentos mais precisos.
Embora a consistência intervalar seja a base dos algoritmos intervalares, ela não ga-
rante a existência de um conjunto de valores reais exatos para o problema, tornando
impossível, no geral, a redução de problemas de Programação Não Linear usual para
problemas POI. No entanto, se a conjunção de restrições intervalares definir um grafo
acíclico, mostramos que a consistência no arco é suficiente para garantir a existência de
tal conjunto. Além disso, conseguimos extrair a solução ótima do problema de forma
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direta e sem a necessidade de retrocesso.
Neste trabalho, também apresentamos uma formalização da álgebra intervalar e de
conceitos como restrições intervalares e consistência intervalar por uma abordagem um
pouco distinta da qual geralmente se encontra na literatura, deixando explícito o signifi-
cado de uma modelagem intervalar consistente. Além disso, mostramos que a consistência
no arco é condição suficiente para a existência de solução real nas fórmula acíclicas ou
compostas por uma cascata de árvores, se permitirmos a extrapolação de alguns intervalos.
Os algoritmos propostos estendem o trabalho de Fränzle [17], que não aborda proble-
mas de otimização, e tiram proveito de características de fórmulas acíclicas não apenas
para garantir a existência de uma valoração degenarada, mas também para encontrar o
modelo ótimo.
6.1 Trabalhos Futuros
Neste trabalho, restringimos os algoritmos para POI às fórmulas intervalares primiti-
vas, devido a limitações da representação por grafos. Alternativamente, utilizando multi-
grafos para a representação das fórmulas intervalares, pode ser possível estender os teo-
remas e algoritmos para fórmulas não primitivas. Além disso, exigimos que a valoração
consistente não valore multi-intervalos, apenas intervalos. Essa restrição facilita a des-
crição dos algoritmos intervalares, mas exige uma ramificação combinatória. No entanto,
como os métodos apresentados são fundamentados nas propriedades apresentadas no teo-
rema 2.1, e essas também valem para multi-intervalos, pelo teorema 2.2, então podemos
estender os algoritmos propostos para também resolverem problemas multi-intervalares.
Os algoritmos propostos são corretos e completos se aplicarmos, sobre a valoração
inicial dada, a consistência no arco. Embora vários trabalhos já atacaram o problema de
aplicar tal consistência [26, 31, 18], sua eficiência ainda é muito dependente da estrutura
da fórmula. No entanto, conjecturamos que para os problemas de interesse neste trabalho,
a estrutura acíclica da fórmula é suficiente para a aplicação dessa consistência.
Além disso, para a otimização aproximada, existem variáveis que não são garantida-
mente valoradas por refinamentos da valoração inicial. Essas variáveis, de certa forma,
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não tiram proveito da consistência no arco, tornando inútil sua aplicação em tais restri-
ções. Da mesma forma, conjecturamos que não há necessidade de garantir tal consistência
para todas as restrições de uma fórmula. Mais do que isso, talvez possamos evitar os er-
ros de valoração não nulos se, para esses átomos, garantirmos alguma outra consistência
intervalar.
Por fim, na seção 5.4, mostramos que não necessariamente a fórmula de entrada precisa
ser uma cascata de árvores para a aplicação do método hibridEVD, mas deve existir uma
cascata de árvores equivalente à fórmula original. Dessa forma, também é interessante um
método que encontra tal fórmula ou prove sua não existência. Analisando o grafo definido
pela fórmula original pode ser possível resolver esse problema, utilizando métodos de
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APÊNDICE A
Teorema 2.1 Sejam três intervalos não vazios X, Y e Z tais que X ! Y - Z, para
algum - 6 2, então 'x 6 X : (y 6 Y, (z 6 Z | x = y - z.
Prova. Em [24] temos que, para - 6 {+,0,=,÷}, Y - Z = {y - z | y 6 Y e z 6 Z}.
Portanto, X ! Y - Z implica que 'x 6 X : x = y - z para algum y 6 Y e z 6 Z. Isto é
'x 6 X : (y 6 Y, (z 6 Z | x = y - z
Portanto, o teorema vale para - 6 {+,0,=,÷}. Basta provar que ele também vale para
- 6 {#,$}.
Se - = #, temos 5 casos:
1. z > 0 é impar:
Como Y # Z = [yz, yz] e X ! Y # Z, então, para todo x 6 X,
yz 5 x 5 yz
Por outro lado, 'y 6 Y : y 5 y 5 y. Como z > 0 é impar, então temos que
yz 5 yz 5 yz
Como Z = {z}, então
'x 6 X : (y 6 Y, (z 6 Z | x = yz
2. z > 0 é par e y > 0:
Nesse caso, yz 5 y 5 yz também é verdadeiro, para todo y 6 Y . Como Y # Z =
[yz, yz] e X ! Y # Z, então a prova segue do item anterior.
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3. z > 0 é par e y < 0:
Como Y # Z = [yz, yz] e X ! Y # Z, então, para todo x 6 X,
yz 5 x 5 yz
Por outro lado, 'y 6 Y : y 5 y 5 y. Como y 5 y < 0, então |y| 5 |y| e |y|z 5 |y|z.
Mas como z > 0 é par, então |y|z = yz e |y|z = yz.
Portanto
yz 5 yz 5 yz
Como Z = {z}, então
'x 6 X : (y 6 Y, (z 6 Z | x = yz
4. z > 0 é par, y < 0 e y > 0:
Como Y # Z = [0,max{yz, yz}] e X ! Y # Z, então, para todo x 6 X,
0 5 x 5 max{yz, yz}
Por outro lado, 'y 6 Y : y 5 y 5 y. Pelo mesmo argumento do item anterior,
temos que 'y 5 0 6 Y : 0 5 yz 5 yz. E, pelo mesmo argumento do item 1,
'y > 0 6 Y : 0 5 yz 5 yz.
Portanto
0 5 yz 5 max{yz, yz}
Como Z = {z}, então
'x 6 X : (y 6 Y, (z 6 Z | x = yz
5. z < 0:
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Pela definição, Y # Z = [1, 1] ÷ (Y # 0Z). Como 0z > 0, então, pelos itens
anteriores, o teorema vale para (Y #0Z).
Isto é
'h 6 (Y #0Z) : (y 6 Y, (z 6 (0Z) | h = yz
Como o teorema também vale para a divisão, então é direto que




'x 6 X : (y 6 Y, (z 6 Z | x = yz
Se - = $, temos 5 casos:
1. z > 0 é impar:
Como Y $ Z = [ z4y, z
4
y] e X ! Y # Z, então, para todo x 6 X,
z
3
y 5 x 5 z
3
y
Por outro lado, 'y 6 Y : y 5 y 5 y. Como z > 0 é impar, então temos que
z
3
y 5 z4y 5 z
3
y
Como Z = {z}, então
'x 6 X : (y 6 Y, (z 6 Z | x = z4y
2. z > 0 é par e y > 0:
Como Y $ Z = ?[0 z
4
y,0 z4y], [ z4y, z
4
y]@ e X ! Y # Z, então, para todo x 6 X,
0 z
3













y 5 z4y 5 0 z3y ou z3y 5 z4y 5 z
3
y
Como Z = {z}, então
'x 6 X : (y 6 Y, (z 6 Z | x = z4y
3. z > 0 é par e y < 0:
Como Y $ Z = # e X ! Y # Z, então X = #.
Por outro lado, como 'y 6 Y : y < 0 e z4y /6 R, então
'x 6 X : (y 6 Y, (z 6 Z | x = z4y
4. z > 0 é par e y < 0 e y > 0:
Pela definição, Y $ Z = [0, y] $ Z. Como X ! Y $ Z então X ! [0, y] $ Z e, pelo
item 2,
'x 6 X : (y 6 Y, (z 6 Z | x = z4y
5. z < 0:
Pela definição, Y $ Z = [1, 1] ÷ (Y $ 0Z). Como 0z > 0, então, pelos itens
anteriores, o teorema vale para (Y $0Z).
Isto é
'h 6 (Y $0Z) : (y 6 Y, (z 6 (0Z) | h = z4y
Como o teorema também vale para a divisão, então é direto que









'x 6 X : (y 6 Y, (z 6 Z | x = z4y
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