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Abstract
In recent years, numerous papers dealing with extensions of Marshall-Olkin distributions have appeared. However, the Marshall-
Olkin model is not yet a commonly used mathematical model in the ﬁeld of risk analysis, even though it has been considered to
be suitable for common cause analysis in the ﬁeld of statistics. We consider the reliability of a k-out-of-n system subjected to
Marshall-Olkin type shocks. All combinations of components in the system are assumed to be shock sources in the analysis. We
formulate the system reliability and numerically compare the results with those obtained using the conventional α-factor model.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
In reliability and risk analysis, the treatment of dependence in the identiﬁcation and quantiﬁcation of failure/accident
sequences is referred to as dependent failure (DF) analysis. DF analysis is extremely important in probabilistic risk
analysis (PRA) because dependence tends to increase the frequency of multiple concurrent failures and is often a ma-
jor cause of system unreliability1. In fact, the primary cause of the Fukushima Daiichi nuclear disaster is considered
to be the complete power loss due to the simultaneous failures of emergency diesel generators following the tsunami2.
In this paper, we incorporate common-cause failure (CCF) as a representative DF into system analysis.
CCF analysis has been continuously studied in the ﬁeld of nuclear reactor risk assessment1,3. The representative
CCF modeling methods are the β-factor model, α-factor model and MGL (Multiple Greek Letter) model. These are
referred to as parametric models. In parametric models, the ratio of CCF to entire component failure is estimated,
and CCF is modeled as a common-cause basic event in a system fault tree or reliability block diagram, appearing as
repeated inputs. Namely, such modeling methods handle CCF as independent events to quantify the system failure
probability, resulting in them containing some error4.
In this paper, we consider a multivariate exponential distribution (MVE) to evaluate the reliability of a system.
Marshall and Olkin5 considered the independent exponential shock model called Marshall-Olkin type shocks6. In the
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model, a system consisting of two components is subjected to shocks originating from three sources and occurring at
random times. The shock from the ﬁrst source destroys the ﬁrst component, the shock from the second source destroys
the second component and the shock from the third source destroys both components. They derived the joint survival
function (bivariate exponential distribution) of the system, which has exponential marginals. They also extended
the idea to a multivariate case. Several independent sources of shocks are considered for an n component system.
The sources produce shocks that destroy only one speciﬁc component and shocks that destroy several components
simultaneously. They derived the survival function as an MVE and some of its properties5.
In recent years, numerous papers dealing with extensions of Marshall-Olkin distributions have appeared. However,
the Marshall-Olkin model is not yet a commonly used mathematical model in the ﬁeld of risk analysis, even though
it has been considered to be a suitable model for CCF analysis in the ﬁeld of statistics. One of the reasons for this
is the diﬃculty of formulating the system reliability or unreliability for various system structures such as a k-out-
of-n system using this model. In an earlier study, Bayramoglu and Ozkut8 considered the system reliability of a
k-out-of-n system subjected to Marshall-Olkin type shocks. They assumed two types of shocks, one destroying only
one component and the other destroying all components simultaneously. They formulated the system reliability by
using the exchangeability of random variables. We also consider the reliability of a k-out-of-n system. We extend
Bayramoglu and Ozkut’s model and consider all combinations of components in a system as shocks, i.e., 2n−1 shocks.
We formulate the system reliability and numerically compare the results with those obtained using the conventional
α-factor model.
Nomenclature
CCF common-cause failure
CCBE common-cause basic event
MVE multivariate exponential distribution
HMO homogeneous Marshall-Olkin
BO Bayramoglu and Ozkut
The remainder of this paper is organized as follows: in section 2, the traditional CCF analysis in PRA is explained.
In section 3, the Marshall-Olkin model and HMO model are explained. In section 4, the reliability of a k-out-of-n
system is formulated using the MVE. In section 5, we provide two numerical examples to conﬁrm the validity of
the formulation in section 4 and compare the results with those obtained by a conventional method. In section 6, a
conclusion is presented.
2. CCF modeling by α-factor method
In this section, we introduce the α-factor method3 as a representative CCF modeling method. Let us consider a
system with n identical components. We denote λk as the failure rate of a CCBE involving the failure of k components
in the system. Here, λ1 is deﬁned as the failure rate that a component fails solely. Then, αk is deﬁned as the probability
that when a CCBE occurs in the system, it involves the failure of k components. In other words,
αk =
(
n
k
)
λk∑n
i=1
(
n
i
)
λi
. (1)
The total failure rate, λT , of a component is
λT =
n∑
k=1
(
n − 1
k − 1
)
λk. (2)
Using Eqs.(1) and (2), we can see that the failure rate of a CCBE can be written as a function of λT and αk as follows:
λk =
nαkλT(
n
k
)
αt
, where, αt =
n∑
i=1
iαi. (3)
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Event statistics are used to derive estimates of the CCF model parameter, αk. After obtaining λk, the probability that
any k components have failed in a CCF at time t, Qk(t), is obtained as Qk(t) = 1− e−λkt. The system failure probability
is derived after representing the system failure using Boolean algebra. For example, in the case of a 2-out-of-3 system,
P[T < t] = 3Q1(t)2 + 3Q2(t) + Q3(t),
where T is a random variable representing the failure time of the system3. Yuge and Yanagi provided a general
formula for the failure probability of a k-out-of-n system, Fk/n(t), as follows4:
Fk/n(t) =
n∑
j=n−k+1
n!
∑
Xj
j∏
i=0
Qi(T )xi
xi!(i!)xi
. (4)
Here, x= (x0, x1, . . . , xn) denotes an (n+1)-dimensional vector representing the state of a system, where x0 is the
number of working components and xi (i ≥ 1) is the number of CCBEs involving i speciﬁc components. The sum
of Xj is evaluated for all Xj = {x| x0 = n − j,∑ ji=1 ixi = j}. Note that Eq.(4) can be derived with the assumption of
independence between CCBEs. Namely, such modeling methods handle a CCF as independent events to quantify the
system failure probability resulting in some error.
The β-factor model is also used in PRA. In this method, the likelihood of a CCF is evaluated in relation to the
independent failure rate for each component. A parameter β is estimated such that β % of the failure rate is attributed
to the CCF and (1- β)% is attributed to the independent failure rate of each component.
3. HMO model
In this section, the HMO model and the MVE for the survival function are introduced. Let us consider a system with
n components. Suppose that the system is subjected to shocks originating from 2n − 1 independent sources (CCBEs).
Let Ii be a non-empty subset of the indices 1, 2, . . . , n. A shock from source i (i = 1, 2, . . . , 2n − 1) occurs at a random
time Ui and simultaneously destroys all components belonging to Ii, i.e., it induces CCF with |Ii| components. In the
Marshall-Olkin model, each failure source is assumed to have an exponential distribution for its time of occurence;
P[Ui > t] = e−λ
′
i t, (5)
where λ′i is the occurrence rate associated with source i. The HMO model includes the assumption that the occurrence
rate depends on the number of destroyed components, |Ii|. CCFs are most likely to occur in the homogeneous situation
that identical components are used in the same environment or failures are chieﬂy caused by the same maintenance
error. Thus, the distribution of Ui in the HMO model is 1
P[Ui > t] = e−λ|Ii |t. (6)
The random variable of the failure time of component j is denoted as Xj and satisﬁes
Xj = min(Ui| j ∈ Ii).
Then the joint survival function for an n-component system is
F¯(t1, t2, . . . , tn) = exp
⎡⎢⎢⎢⎢⎢⎢⎣−λ1
n∑
i=1
ti − λ2
∑
i< j
max(ti, t j) − λ3
∑
i< j<k
max(ti, t j, tk) − · · · − λn max(t1, t2, . . . , tn)
⎤⎥⎥⎥⎥⎥⎥⎦ . (7)
1 The occurrence rate λ in Eq.(6) is the same as λ′ in Eq.(5). It is explicitly distinguished here from λ′ in the homogeneous model because
the meaning of the suﬃx is diﬀerent from that of λ′. The suﬃx of λ′ denotes the type of shock and that of λ denotes the number of destroyed
components.
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Equation (7) is the joint survival function of HMO type shock model, where the number of destroyed CCF components
depends on the magnitude of the shock. Furthermore, the probability that none of the component has failed at time t
for an n-component system, F¯n(t), is
F¯n(t) = exp
⎡⎢⎢⎢⎢⎢⎣−
n∑
k=1
(
n
k
)
λkt
⎤⎥⎥⎥⎥⎥⎦ . (8)
From the deﬁnition of the marginal distribution,
Fn(t) =
n∑
i=0
(−1)i
(
n
i
)
F¯i(t), (9)
where F¯0(t) = 1.
Let us follow the above description by considering the case of n = 3. Seven types of shocks are assumed. I1 =
{1}, I2 = {2}, I3 = {3}, I4 = {1, 2}, I5 = {1, 3}, I6 = {2, 3}, I7 = {1, 2, 3}. Thus, P[U1 > t] = P[U2 > t] = P[U3 >
t] = e−λ1t, P[U4 > t] = P[U5 > t] = P[U6 > t] = e−λ2t, P[U7 > t] = e−λ3t and X1 = min(U1,U4,U5,U7),
X2 = min(U2,U4,U6,U7), X3 = min(U3,U5,U6,U7). Then
F¯(t1, t2, t3) = P[X1 > t1, X2 > t2, X3 > t3]
= P[min(U1,U4,U5,U7) > t1,min(U2,U4,U6,U7) > t2,min(U3,U5,U6,U7) > t3]
= P[U1 > t1,U2 > t2,U3 > t3,U4 > max(t1, t2),U5 > max(t1, t3),U6 > max(t2, t3),U7 > max(t1, t2, t3)]
= exp [−λ1t1 − λ1t2 − λ1t3 − λ2 max(t1, t2) − λ2 max(t1, t3) − λ2 max(t2, t3) − λ3 max(t1, t2, t3)] , (10)
F¯3(t) = exp [−3λ1t − 3λ2t − λ3t] ,
F3(t) = 1 − 3F¯1(t) + 3F¯2(t) − F¯3(t).
4. Reliability of a k-out-of-n system
4.1. Model description
• The system is a coherent k-out-of-n:G redundant system, i.e., it is composed of n identical but non-independent
components and every component is relevant. The system functions if at least k out of n components are
functioning.
• The system is subjected to random shocks following the HMO model described in the previous section.
4.2. Marginal distributions of HMO model
As an example, we consider the case of n = 3, whose survival function is given by Eq.(10). The two-dimensional
marginal is
F¯(t1, t2) = F¯(t1, t2, 0)
= exp [−λ1t1 − λ1t2 − λ2 max(t1, t2) − λ2 max(t1, 0) − λ2 max(t2, 0) − λ3 max(t1, t2, 0)]
= exp [−λ1t1 − λ1t2 − λ2 max(t1, t2) − λ2t1 − λ2t2 − λ3 max(t1, t2, 0)] .
The two-dimensional marginal when t1 = t2 = t, F¯2(t), is given by exp [−2λ1t − 3λ2t − λ3t] . It is also expressed as
F¯2(t) = exp
⎡⎢⎢⎢⎢⎢⎢⎣−
3∑
k=1
{(
3
k
)
−
(
1
k
)}
λk t
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where
(
i
k
)
= 0 for k > i. Then the one-dimensional marginal is
F¯1(t) = exp [−λ1t − 2λ2t − λ3t] = exp
⎡⎢⎢⎢⎢⎢⎢⎣−
3∑
k=1
{(
3
k
)
−
(
2
k
)}
λk t
⎤⎥⎥⎥⎥⎥⎥⎦ .
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A similar argument yields the (n − j)-dimensional marginal of Eq.(7). Consider F¯(t1, t2 . . . , t j, t j+1, . . . , tn). The terms
involving only t1, t2, . . . , t j in the exponential portion of Eq.(7) are
−λ1
j∑
i=1
ti − λ2
∑
i1<i2≤ j
max(ti1 , ti2 ) − λ3
∑
i1<i2<i3≤ j
max(ti1 , ti2 , ti3 ) − · · · − λ j max(t1, t2, . . . , t j). (11)
Setting t1 = t2 = . . . = t j = t, this can be written as −∑ jk=1 λk · jCk · t. As the (n − j)-dimensional marginal is given
by F¯(t j+1, t j+2, . . . , tn) = F¯(0, . . . , 0, t j+1, t j+2, . . . , tn), Eq.(11) becomes 0 and the other terms in Eq.(7) remain in the
marginal. Setting t1 = t2 = . . . , tn− j = t, we obtain
F¯n− j(t) = exp
⎡⎢⎢⎢⎢⎢⎣−
n∑
k=1
{(
n
k
)
−
(
j
k
)}
λk t
⎤⎥⎥⎥⎥⎥⎦ . (12)
Therefore, all the marginal distributions of the MVE are also exponential distributions.
4.3. System reliability
Theorem 1. The reliability of a k-out-of-n:G system at time t, Rk/n(t), which is subjected to shocks following the
HMO model is
Rk/n(t) =
n∑
i=k
(
n
i
) n−i∑
j=0
(−1) j
(
n − i
j
)
F¯i+ j(t). (13)
Proof. The i-dimensional marginal, F¯i(t), is the probability that i arbitrary components function at time t regardless
of the states of the other n − i components. Therefore, F¯i(t) is the probability that at least i components including i
speciﬁc components function at time t. Then the probability that only the i speciﬁc components function, Pi;n(t), is
Pi;n(t) = F¯i(t) −
(
n − i
1
)
F¯i+1(t) +
(
n − i
2
)
F¯i+2(t) − · · · =
n−i∑
j=0
(−1) j
(
n − i
j
)
F¯i+ j(t).
The second term is the probability that at least i+1 speciﬁc components function, including the i previously mentioned
components and one additional component. Because the second term includes the probability that at least i + 2
components survive, the subsequent terms are required. From the exchangeability of marginals, Eq.(13) is derived.
Corollary 1. If k = n, then the system has a series structure and the reliability is F¯n(t), given by Eq.(8). If k = 1, then
the system is a parallel system and the reliability is
R1/n(t) =
n∑
i=1
(−1)i−1
(
n
i
)
F¯i(t). (14)
Proof. This is obvious for k = n. Substituting 1 to k in Eq.(13) gives,
R1/n(t) =
n∑
i=1
n−i∑
j=0
(−1) j
(
n
i
)(
n − i
j
)
F¯i+ j(t) =
n∑
u=1
u∑
v=1
(−1)u−v
(
n
v
)(
n − v
u − v
)
F¯u(t)
=
n∑
u=1
(
n
u
)
F¯u(t)
u∑
v=1
(−1)u−v
(
u
v
)
=
n∑
u=1
(−1)u−1
(
n
u
)
F¯u(t).
Here, in the second equation both summations are resummings, and in the last equation, we use
u∑
v=1
(−1)u−v
(
u
v
)
=
u∑
v=0
(−1)u−v
(
u
v
)
− (−1)u = (−1)u−1.
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We can conﬁrm Eq.(14) from Eq.(8), which gives the unreliability of an n-series system as follows:
R1/n(t) = 1 − Fn(t) = 1 −
n∑
i=0
(−1)i
(
n
i
)
F¯i(t) = −
n∑
i=1
(−1)i
(
n
i
)
F¯i(t) =
n∑
i=1
(−1)i−1
(
n
i
)
F¯i(t).
Corollary 2. If λ2 = λ3 = . . . , λn−1 = 0, the reliability of a k-out-of-n:G system is
Rk/n(t) = G¯n(t)
n∑
i=k
(
n
i
)
{G¯1(t)}i{G1(t)}n−i, (15)
where G1(t) = 1 − e−λ1t is the occurrence time distribution of independent shocks, Gn(t) = 1 − e−λnt is that of a shock
which destroys all components, and G¯i(t) = 1 −Gi(t) for i = 1, n.
Proof. In this case, from Eqs.(8), (9) and (12),
F¯i(t) = G¯n(t){G¯1(t)}i, Fi(t) = G¯n(t){G1(t)}i, i = 1, 2, . . . , n.
Substituting F¯i(t) in Eq.(13) gives,
Rk/n(t) = G¯n(t)
n∑
i=k
(
n
i
) ⎧⎪⎪⎪⎨⎪⎪⎪⎩
n−i∑
j=0
(−1) j
(
n − i
j
)
{G¯1(t)}i+ j
⎫⎪⎪⎪⎬⎪⎪⎪⎭ (16)
= G¯n(t)
n∑
i=k
(
n
i
)
{G¯1(t)}i
⎧⎪⎪⎪⎨⎪⎪⎪⎩
n−i∑
j=0
(−1) j
(
n − i
j
)
{G¯1(t)} j
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
Using the binomial theorem, Eq.(15) is obtained.
The model in corollary 2 corresponds to the β-factor model in CCF analysis. Eq.(15) shows that the reliability
is given by the product of two independent survival functions associated with the independent failure mode and
CCF. Furthermore, the survival function of the independent failure mode is given by a binomial distribution. This
is a reasonable result for this model. Eq.(16) is consistent with theorem 1 in reference 8. Therefore, our theorem
generalizes the BO formulation.
In this section, we proposed a formula to provide the reliability of k-out-of-n system using MVE. It is an alternative
method to take into account the inﬂuence of CCFs in PRA. If CCF failure rates are obtained, the reliability of a system
is obtained by a closed form. Note that our model is diﬀerent from the conventional CCF parametric models in that
the possibility of repeated failures are accepted. However, since it is diﬃcult to remove repeated failures completely
in actual systems, the possibility of repeated failures overestimates reliability in conventional methods. Thus we can
say that the proposed formula is useful for PSA with conventional failure assumption because it evaluates reliability
keeping on the safe side.
4.4. Markov chain representation
Continuous time Markov analysis is a commonly used method in reliability analysis when all the event occurrences
follow exponential distributions. The HMO model can be analyzed using a one-dimensional Markov chain because
all the shocks occur independently and follow exponential occurrence time distributions. Let state i be the system
state that i components fail in a k-out-of-n system, i = 0, 1, . . . , n. The transition rate pi j from state i to state j is given
by
pi j =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(
n − i
j − i
) i∑
l=0
(
i
l
)
λ j−i+l, j > i,
0, otherwise.
(17)
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In Eq.(17),
(
n−i
j−i
)
is the number of combinations of choosing j − i components from the remaining n − i components,
and the summation is the sum of the possible failure rates from each of the component combinations in state i. Note
that the new j − i components must fail in the transition from state i to state j and that repeated failures are allowed
by the assumption of independence for shock occurrences. Denoting the probability of state i at time t as Pi(t), the
following diﬀerential equations are derived:
dPi(t)
dt
=
i−1∑
j=0
p jiP j(t) −
n∑
j=i+1
pi jPi(t), i = 0, 1, . . . , n. (18)
With the initial probabilities P0(0) = 1, Pi(0) = 0, for i = 1, . . . , n, Eq.(18) can be solved numerically and the
reliability of a k-out-of-n system is given by Rk/n(t) =
∑n−k
i=0 Pi(t).
5. Numerical examples
We present two numerical examples in this section. The accuracy of these results was conﬁrmed by Monte Carlo
simulation.
Example 1
We consider k-out-of-n systems consisting of identical components. The total failure rate, λT , of a component is
0.01. The proportion of CCF involving two components within the system total failure rate is α2 = 0.2. That of
m components is αm−1/2 for m = 3, 4, . . . , n. The proportion of independent failure, α1, is 1 − ∑ni=2 αi. The CCF
failure rate, λi, is given by Eq.(3). Table 1 shows the reliabilities of 2-out-of-n systems at t=100 for four calculation
methods: the proposed closed formula in Eq.(13), the Markov chain analysis presented in section 4.4, the conventional
α-factor method given by Eq.(4) and the Markov chain analysis for the α-factor method (Markov II) 2. Here, Eq.(18)
in the Markov chain analysis and the equations in Markov II are calculated by the Runge-Kutta method with step size
Δt = 0.1. We can see that the formulation in Eq.(4) has some error compared with the results of Markov analysis,
whereas the proposed formulation is consistent with the results of Markov analysis. Especially, for systems with
high reliability, Eq.(4) underestimates the system reliability. The diﬀerence between the reliabilities of proposed left
two and those of Markov II comes from the occurrence of repeated failures. Although repeated failures have merely
been considered in PRA, we can not ﬁnd a clear reason to remove them. If a possibility of repeated failures can be
recognized in component CCF, the conventional CCF analysis overestimate the reliability of a system. Therefore,
our proposed model and the reliability evaluation method are useful in PRA because it is very important to evaluate
reliability keeping on the safe side.
Example 2
BO8 provided the reliability of a 7-out-of-10:G system with two types of shocks, independent shocks and those
destroying all components simultaneously with λ1 = 0.5, λ10 = 0.5. We compare their result with that obtained by our
model. However, it is impossible to compare the two models with complete equivalence. We employ the following
two parameter settings.
Parameter Set 1: Since λ1 = 0.5 and λ10 = 0.5 are given, α1 = 5/5.5 and αT = 1.0 by Eqs.(1) and (2). We use these
values of λ1, α1 and αT in this setting. The CCF rate, 0.5, is distributed to λ2, λ3, . . . , λ10 so as to satisfy the same
2 The MVE-based method assumes the independence of shock occurrences. This means that shocks occur regardless of the state of the com-
ponents. On the other hand, the α-factor method gives the system failure probability as a combination of cut sets of the system. Hence, repeated
failures are not considered in the α-factor method. As the mathematical models are diﬀerent for the methods based on the MVE (left two columns)
and the α-factor method (right two columns), we cannot compare the two approaches directly. Because the CCF analysis of a redundant system
has so far been studied on the basis of the α-factor method or a similar methods in the ﬁeld of PRA, these two approaches are listed together
and compared in this example. Note that if k = n, both models are the same. The values in the column Markov II are obtained by applying the
same assumption as that in the α-factor method. The analysis is performed using a two-dimensional Markov chain and requires an extremely large
amount of computer resources for large values of n. According to the result of the Monte Carlo simulation, we can regard the results of Markov II
as exact solutions.
975 Tetsushi Yuge et al. /  Procedia Computer Science  96 ( 2016 )  968 – 976 
Table 1. Reliabilities of 2-out-of-n systems (λT=0.01, t=100).
n Proposed (Eq.(13)) Markov (Section 4.4) Eq.(4) Markov II
2 0.188876 0.188876 0.255991 0.188876
4 0.451269 0.451269 0.407747 0.598890
6 0.609127 0.609127 0.592535 0.825991
8 0.729656 0.729656 0.775473 0.932292
10 0.819910 0.819910 0.891519 0.975639
15 0.942723 0.942723 0.987042 0.998481
18 0.972805 0.972805 0.993697 0.999509
0
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el
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Bayramoglu & Ozkut 7-out-of-10
Proposed  (set 1) 7-out-of-10
Proposed  (set 2) 7-out-of-10
Bayramoglu & Ozkut 3-out-of-10
Proposed  (set 1) 3-out-of-10
Proposed  (set 2) 3-out-of-10
Fig. 1. Reliabilies of 7-out-of-10 system and 3-out-of-10 system.
rule as in example 1, i.e., αm = αm−1/2 for m = 3, . . . , 10. As a result, we obtain λ1 = 0.5, λ2 = 0.018664, λ3 =
0.0035, λ4 = 0.001, λ5 = 0.000417, λ6 = 0.00025, λ7 = 0.000219, λ8 = 0.000292, λ9 = 0.000656, λ10 =
0.003281. In this model, the total failure rate in the system,
∑10
i=1
(
10
i
)
λi, becomes 6.676, which is greater than
the BO value of 5.5.
Parameter Set 2: The system total failure rate of 5.5 is ﬁxed in this setting. After obtaining parameter set 1, λi is
reduced proportionally, i.e., by about 18%. In this case, λ1 = 0.411892, λ2 = 0.015375, λ3 = 0.002883, λ4 =
0.000824, λ5 = 0.000343, λ6 = 0.000206, λ7 = 0.00018, λ8 = 0.00024, λ9 = 0.000541, λ10 = 0.002703. As a
result, λT = 0.823784, α1 = 4.11892/5.5.
Figure 1 shows the reliabilities of a 7-out-of-10:G system and a 3-out-of-10:G system obtained using three modeling
methods. It is very interesting that the reliability of the 7-out-of-10 system obtained by our models, which are based
on the MVE and the α-factor method, is less than that of the BO model, which is based on the MVE and the β-factor
method. On the other hand, in the 3-out-of-10 system, the reliability of our modeling method is greater than that
of the BO model in the range of high reliability. The reason is considered to be as follows: The reliability of BO
model initially decreases quickly by the CCF of all components. However, the total transition rate out of state i in our
model is larger than that of BO model in Eq.(17) for all i in parameter set 1 and for i = 2, . . . , 8 in parameter set 2
in this example. Because that becomes a major factor to decrease reliability of our model, the inversion of reliability
between two models occurs as time proceeds. The time of inversion depends on the system structure. That of 7-out-
of-10 system for parameter set 1 (2) is t=0.04 (0.11). That of 3-out-of-10 system for parameter set 1 (2) is t=1.32
(2.4).
6. Conclusion
We discussed the reliability of a k-out-of-n system considering CCF. The CCF was treated and modeled on the
basis of Marshall-Olkin type shocks. We relaxed the model assumption in Bayramoglu and Ozkut’s earlier study by
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considering all combinations of components in a system as shocks and formulated the reliability. Our formulation was
a generalized version of that in Bayramoglu and Ozkut’s study and its accuracy was conﬁrmed by Markov analysis.
We also numerically compared the system reliability between our α-factor-based method and Bayramoglu and Ozkut’s
β-factor-based method. We hope that the result in this paper will increase the communication between PRA engineers
and statisticians, who conventionally work in diﬀerent ﬁelds of study.
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