The classical problem of maximizing a submodular function under a matroid constraint is considered. Defining a new measure for the increments made by the greedy algorithm at each step, called the discriminant, improved approximation ratio guarantees are derived for the greedy algorithm. At each step, discriminant measures the multiplicative gap in the incremental valuation between the item chosen by the greedy algorithm and the largest potential incremental valuation for eligible items not selected by it. The new guarantee subsumes all the previous known results for the greedy algorithm, including the curvature based ones, and the derived guarantees are shown to be tight via constructing specific instances. More refined approximation guarantee is derived for a special case called the submodular welfare maximization/partition problem that is also tight, for both the offline and the online case.
Introduction
We consider the problem of maximizing a submodular function under a matroid constraint. This is a classical problem (Edmonds (1971)), with many important special cases, e.g., uniform matroid (the subset selection problem), partition matroid (submodular welfare/partition problem). The problem is known to be NP-hard even for special cases, and the earliest theoretical results on this problem date back to the seminal work of Edmonds (1971) ; ; Fisher et al. (1978) , that derived tight approximation guarantees. In particular, for the general problem, the greedy algorithm is known to achieve a 1/2-approximation (Fisher et al. (1978) ), while for the uniform matroid (subset selection problem), where the objective is to select the optimal subset under a cardinality constraint, the greedy algorithm is known to be (1−1/e)-approximate (Edmonds (1971) ; ). Moreover, these guarantees are tight and instance independent.
Even though the theoretical work limits the instance independent guarantees for the greedy algorithm to be 1/2 or 1 − 1/e, in practice, the performance of the greedy algorithm is far better, sometimes even close to the optimal. To explain this phenomenon, work on instance dependent guarantees started with (Conforti and Cornuéjols (1984) ), which showed that using the concept of curvature, the approximation guarantee of the greedy algorithm can be improved from 1/2 to 1 1+c , where c is the curvature that captures the distance of the function from being linear. Lower curvature is better, with zero-curvature (modular) giving the optimal solution. For the special case of subset selection problem, the guarantee can be improved from (1 − 1/e) to (1 − e −c )/c (→ 1 as c → 0) (Conforti and Cornuéjols (1984) ). In more recent work, (Soma and Yoshida (2017) ) has improved the guarantee to (1 − γ h /e − ), where γ h is the h-curvature and for any > 0. Most of the theoretical work on the greedy algorithm assumes the value oracle model, where a polynomial algorithm is assumed to exist that can compute the optimal increment in each iteration. To obviate this possibly restrictive assumption, approximate greedy algorithms were considered by Goundan and Schulz (2007) , where the increment is only available up to a certain approximation guarantee. There is also work on finding guarantees for non-monotone submodular maximization problems (see, e.g., Feige et al. (2011) ).
Compared to deterministic algorithms, randomized algorithms (Calinescu et al. (2011) ) can improve the instance dependent guarantee to (1 − e −c )/c (with the continuous greedy algorithm) for the general problem, which can be further refined for the subset selection problem to (1 − c/e) (Sviridenko and Ward (2013) ) using a non-oblivious local search algorithm.
In addition to the subset selection problem, another important special case of the general problem is the submodular welfare maximization/partition problem, where there is a set of items/resources R that has to be partitioned among the set of n agents, each agent has a submodular valuation function f i over the subsets of R, and the problem is to find the partition of R that maximizes the sum of the agents' valuations after partition. This problem was addressed in (Fisher et al. (1978) ) itself that gave a 1/2-approximate guarantee for the greedy algorithm, which surprisingly holds even in the online setting (the elements of the resource set R are revealed sequentially, and on arrival of each new element it has to be assigned irrevocably to one of the agents). Randomized algorithm with (1 − 1/e)-approximation guarantee was proposed in (Vondrák (2008) ) for this problem. Instance dependent guarantees as a function of the curvature c for the general problem of course carry over to this problem as well.
For deriving instance dependent guarantees, the motivation to consider the curvature of the submodular function was that if the curvature is small, then the greedy algorithm remains 'close' to the optimal solution. In a similar spirit, in this paper, we consider a new measure of the problem instance and the greedy algorithm, called the discriminant, where larger discriminant helps the greedy algorithm to stay 'close' to the optimal. We exploit the discriminant for finding improved instance dependent guarantees for the greedy algorithm when used to solve the general problem, the partition problem, and the online partition problem under the value oracle model. We begin the discussion on discriminant using the partition problem and then describe the corresponding definition of the discriminant for the general problem. For the partition problem, the greedy algorithm at each iteration choses the item-agent pair that maximizes the incremental valuation, and assigns the chosen item to the chosen agent. We define the discriminant d s at iteration s of the greedy algorithm, as the ratio of the incremental increase in valuation made by the greedy algorithm (because of the item-agent pair chosen by greedy) and the best incremental increase (possible) in valuation among all other agents (not chosen by greedy) for the item chosen by the greedy algorithm in iteration s, given the past choices of the greedy algorithm until iteration s − 1. Formal definition of d s is given in Definition 11. It is easy to see that uniformly (over all iterations) large discriminant should help the greedy algorithm in staying 'close' to the optimal solution.
The intuition behind considering the discriminant becomes clear especially for the following asymmetric partition problem, where among the n-agents, one of them (say i) has a valuation such that f i (S) >> f j (S) ∀ j = i, ∀ S ⊂ R. Clearly, the greedy algorithm (assign all resources to agent i) is optimal, while the best known bound for it over this instance is (1 − e −c )/c, where c = max i c i (c i is the curvature for user i) can be large, resulting in a poor guarantee. Incidentally though, the discriminant remains uniformly large throughout the execution of the greedy algorithm for this example, indicating that discriminant may be related with the performance of the greedy algorithm and can imply better guarantees.
So the first question we ask: can we generalize this intuition and derive a theoretical guarantee on the approximation ratio of the greedy algorithm for the partition problem as a function of the discriminant without losing out on the dependence of the curvature. The answer turns out to be positive: we show that the greedy algorithm (with a slight modification for tie-breaking) can achieve an approximation ratio of
where c s is the curvature of the user chosen at iteration s of the greedy algorithm. This result nicely explains the optimal performance of the greedy algorithm for the asymmetric partition problem, since for that d s is very large for all s, and our approximation guarantee approaches 1 as d s → ∞, ∀ s and since c s ≤ 1. By definition d s ≥ 1, thus, compared to the previous best known approximation guarantee of 1 1+c (c = max u∈user set c u ) for the greedy algorithm (Conforti and Cornuéjols (1984) ), our result is stronger unless d s = 1 for some iteration s and the curvature of the user chosen in iteration s is the largest among all the users, in which case it equals 1 1+c . So our result provides a newer and stronger guarantee for asymmetric problems, when d s remains large, and exploits a new dimension (discriminant) of the submodular partition problem that is tied to the greedy algorithm. Similar to the earlier approximation guaratees for the greedy algorithm (Fisher et al. (1978) ), we show that the derived approximation guarantee (1) holds for even the online partition problem, and the bound is tight. We refer the reader to (Korula et al. (2015) ) for more details and review of the recent progress on the online problem under stochastic/secretarial settings). We also provide some intuition on the specific form of dependence of the discriminant on the approximation guarantee (1) in Remark 15.
Next, the natural question is: can we derive discriminant dependent guarantees for the greedy algorithm for the general submodular maximization problem under a matroid constraint. The answer to this question is also yes, however, the guarantee is little different and is given by
where d min = min s d s , and the discriminant at iteration s d s for this case is defined as: given the past choices of the greedy algorithm until iteration s − 1, d s is the ratio of the incremental increase in valuation (item chosen by greedy) and the best incremental increase (possible) in valuation among all other items (other than the one chosen by the greedy that are still available for selection) in iteration s (formal definition is provided in Definition 8). Once again as d min ≥ 1, our guarantee subsumes the previous known result of 1/(1 + c), and matches that only if d s = 1 is some iteration s. The intuition for the approximation guarantee (2) can be developed by considering the special case of the uniform matroid (subset selection problem), where the greedy algorithm selects a new element that has the largest incremental increase in function valuation at each iteration. If in each iteration s ≥ 1, d s is large, the greedy algorithm is making rapid progress towards the optimal valuation, by selecting 'near-optimal' elements, since the elements it rejects have comparatively low incremental valuation. We also show that this guarantee is tight for the general problem.
Our work exploits an unexplored parameter of the greedy algorithm, discriminant, and provides a new guarantee that subsumes all previous guarantees. The utility of discriminant based guarantee is easily manifested for the submodular partitioning problems, where the valuation functions for different users have inherent asymmetry, such that the discriminants are uniformly large, e.g. in subcarrier and power allocation in wireless systems (Thekumparampil et al. (2016) ). As far as we know, this is the first time an algorithm dependent (greedy algorithm) and instance dependent approximation guarantee has been derived for submodular maximization problem. Even though the guarantee (discriminant) is algorithm dependent, however, since the greedy algorithm is deterministic, the discriminants can be computed once the problem instance is specified, and computational complexity of finding the discriminant is same as the complexity of the greedy algorithm.
In this paper, we have discovered a new connection between the multiplicative gap (which we call the discriminant) between the locally best increment made by the greedy algorithm and the next best increment possible, and its performance guarantee for the submodular maximization problem that has wide applications. The discriminant appears to be a fundamental quantity in studying greedy algorithms, and we believe that such an approach can also lead to improved guarantees for similar combinatorial problems, e.g., the generalized assignment (GAP) problem (Fleischer et al. (2006) ), where the greedy algorithm is known/observed to perform well. 
the family of independent sets.
Definition 2. (Rank of a matroid) For S ⊆ N , the rank function of a matroid (N, M) is defined as r(S) = max{|M | : M ⊆ S, M ∈ M}, and rank of the matroid is r(N ), the cardinality of the largest independent set. For a matroid to have rank K, there must exist no independent sets of cardinality K + 1.
For many applications, two special cases of matroids are of interest, namely the uniform and the partition matroid that are defined as follows. 
Definition 5. (Monotone and Submodular
Problem 1. Given a matroid (N, M) of rank K, and a monotone and submodular function Z : 2 N → R, the problem is to find max {Z(S) : S ∈ M}.
Since Z(S) is non-decreasing, we only consider feasible solutions to Problem 1 that have cardinality K even if there exists a smaller solution with the same valuation. For the rest of the paper we use the following notation. Given a set S associated with an ordering (s 1 , s 2 , . . . , s |S| ), S i denotes the partial ordering (s 1 , s 2 , . . . , s i ). The increment in valuation of set S upon addition of element q to S is defined as
The most natural algorithm to solve Problem 1 is a greedy algorithm (Algorithm 1) that incrementally adds an element to the existing set that provides the largest increase in the set valuation as described next.
Algorithm 1 Greedy Algorithm for monotone submodular maximization over a rank-K matroid
Pick arbitrarily in case of ties
We let Ω denote the global optimal solution and G the solution generated by the GREEDY algorithm for the problem in context, respectively. Then the following guarantees are known for Problem 1.
Theorem 6. Fisher et al. (1978) For Problem 1,
The above 1 2 -approximation bound is a global lower bound on the performance of the greedy algorithm for Problem 1, which can be further improved with the knowledge of the curvature parameter, c of the monotone and submodular valuation function, that is defined as
, where
By submodularity, we have c ≤ 1. The case c = 0 implies that the function valuations are linear.
Theorem 7 (Conforti and Cornuéjols (1984) Theorem 2.3). For Problem 1,
The first main result of this paper is presented in the Theorem 9, where we derive stronger approximation guarantees for the GREEDY algorithm as a function of 'discriminant' (as defined next) in addition to the curvature as done in Theorem 7.
Definition 8. Let S ⊥ := {j : j ∈ N \ S, j ∪ S ∈ M}. Then, given the selected set G i−1 by the GREEDY algorithm at the end of iteration i − 1, the discriminant d i at iteration i is defined as:
,
where K is the rank of the matroid.
Consider the element g i selected by the GREEDY algorithm in iteration i and consider the incremental gain ρ gi (G i−1 ). Find the best element g i other than g i such that G i−1 ∪ g i ∈ M, and compute the incremental increment ρ g i (G i−1 ). The ratio of the two is defined as the discriminant in iteration i. Moreover, index i 0 is the earliest iteration i in the execution of the GREEDY algorithm where the number of items that are not part of the GREEDY algorithm's chosen set equals K − i + 1. This is useful, since after iteration i 0 we show that the items chosen by the GREEDY algorithm belong to the optimal set as well. Thus, to compute d min , minimization needs to be carried out over a smaller set. Theorem 9. Using the GREEDY algorithm (Algorithm 1) for Problem 1 guarantees:
Discussion: Since d min ≥ 1, the approximation guarantee provided by Theorem 9 subsumes the best known guarantee for the greedy algorithm (Theorem 7), and matches that only when there is a tie in some iteration before i 0 , in which case it matches the result of Theorem 7 ( 1 1+c ). Theorem 9 shows that if the problem instance has large discriminants, the greedy algorithm is theoretically far better than what was previously known. The proof of Theorem 9 is rather technical and does not allow simple intuitive explanation. We provide intuition for the specific form of the guarantee as the function of the discriminant (1/d) for the special case of the submodular partition problem in the next section in Remark 15.
All proofs are provided in the appendices. Here we give a brief proof sketch for Theorem 9.
Proof Sketch: The key step in proving Theorem 9 is to show that
via Lemma 27, and using a particular ordering for Ω that is a function of the ordering of G (defined in Lemma 20). We then show in Lemma 30 that for each i, ρ ωi (G i−1 ) (which upper bounds ρ ωi (G)) cannot be larger than
, and substitute this back into the upper bound (4) for Z(Ω). Subsequently, as shown in Section 2.1 B, the set {i : i ≥ i 0 } is a subset of {i : g i ∈ G ∩ Ω}, which implies that {i : i < i 0 } is a superset of {i : g i ∈ G\Ω} as well as {i : g i ∈ Ω\G}, and we replace the summation index set for the first and the third term in (4) with {i : i < i 0 } to further upper bound Z(Ω). The statement of Theorem 9 then follows by rearranging terms and simplifying. 2
Discussion on the definition of discriminant for Problem 1
Essentially, the discriminant in each iteration (Definition 8) is the ratio of the locally best increment made by the GREEDY algorithm and the next best possible increment at any iteration in its execution. However, there is a little subtlety which is explained as follows. Note the following cases: A If max
i is defined as ∞ for the sake of continuity and can be removed from the minimization over i in the definition of d min . If i 0 = 1, the problem is trivial (there exists only 1 feasible solution). B In the following argument, we show that in every iteration after i 0 , the element chosen by the GREEDY algorithm belongs to the optimal solution, i.e., {i : 
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The result of Theorem 9 is derived by upper bounding (22). To prove Lemma 10, in Appendix 5.6, we provide a problem instance for which the approximation guarantee matches the bound derived in (22).
Next, we consider the special case of Problem 1, the submodular partition problem, and provide better guarantees than the general problem as a function of the discriminants.
Submodular Partition Problem
Problem 2. Given a set of allocable resources R with |R| = n, and a set of users denoted by U with |U| = m. Each user u has a monotone and submodular valuation function Z u (S) : 2 R → R, where without loss of generality, Z u (φ) = 0, ∀u ∈ U. The submodular partition problem is to find a partition of the set of resources R, among the set of users U such that the sum of the valuations of individual users is maximized. That is:
The submodular partition problem is a special case of Problem 1, where the matroid is the partition
where V = U × R = {(u, r) : u ∈ U, r ∈ R}, and V r = {(u, r) : u ∈ U} and Z(S) = u∈U Z u (S u ) is submodular, since the sum of submodular functions is submodular. For this special case, we denote the increment in valuation by allocating resource r to user u given the existing set S as:
Since Problem 2 is a special case of Problem 1, Theorem 7 implies an approximation guarantee of Next, we describe a modified greedy algorithm, called GREEDY − M, where the modification is in the tie-breaking rule compared to GREEDY, that uses curvature and incremental gain ratios, and derive improved approximation guarantee in Theorem 9 for it compared to Theorem 7. To define the modified greedy algorithm, we need the following definition. Let for S ∈ M p , the set of unallocated resources in S be defined as R(S ⊥ ) := {r : ∀u ∈ U, (u, r) ∈ S}, i.e., the resources that do not appear in the set of user-resource pairs that are part of S. 
Tie Breaking Rule: In case there is more than one optimal pair, choose the user-resource pair (u, r) that minimizes c u + 1 di (u,r) , where
6:
end while
9:
Return G = G 
, where (u * , r
With respect to the
is the ratio of the increment due to the best local user-resource pair chosen by the GREEDY − M algorithm and the increment possible if the resource chosen by the GREEDY − M algorithm is allocated to the user who values it second most.
Remark 12. For GREEDY − M algorithm, if the tie-breaking rule also fails to produce a unique pair, in which case a particular indexing of user resource pairs that is fixed at the beginning is used, and the user resource pair with the highest index is declared the chosen pair in that iteration. Thus, the value of discriminant d p i in iteration i is uniquely defined once the problem is specified. Next, we present the second main result of this paper, that gives an approximation guarantee for the GREEDY − M algorithm as a function of the discriminant and the curvature. Remark 15. One question that is important to understand is the exact form of dependence of the discriminant on the approximation guarantee for the greedy algorithm that emerges from Theorem 13. Some intuition towards this end can be derived as follows. Recall that the total number of resources |R| = n. Consider the instance where in the first n − 1 iterations of the GREEDY − M algorithm, resources r 1 , . . . , r n−1 (indexed by choices of GREEDY − M algorithm) have been allocated to usersû 1 , . . . ,û n−1 that matches the allocation for the same resources by the optimal algorithm, i.e., G n−1 = Ω n−1 (Ω i is the restriction of the optimal solution Ω to the items chosen in G i ). Then we claim that the one remaining resource is also allocated to the same user as done by the optimal algorithm, i.e., G = Ω. The reason is that the GREEDY − M algorithm in the last iteration allocates r n to the user u n that maximizes Z(G n−1 ∪ {(u n , r n )}) − Z(G n−1 ). Since the optimal allocation Ω maximizes Z, and G n−1 = Ω n−1 , the GREEDY − M algorithm allocates r n toû n (same as in the optimal solution).
Theorem 13. Using the GREEDY − M algorithm for Problem 2 guarantees:
Extending this scenario backwards, let G n−2 = Ω n−2 , then G = G n may not be equal to Ω, since the GREEDY − M algorithm in the final two iterations may make different choices compared to the optimal algorithm. In particular, let the GREEDY − M algorithm allocate resource r n−1 to user u n−1 , while in the optimal algorithm r n−1 is allocated to userû n−1 , where u n−1 =û n−1 . Let the increment made by the GREEDY − M algorithm at iteration n − 1 be ρ n−1 , while the increment made by the optimal algorithm in choosing userû n−1 to allocate resource r n−1 given its choices for the n − 2 resources be ρ
. Moving on to the final iteration, let the GREEDY − M algorithm accrue zero incremental valuation on allocating the last item (worst case) while the incremental valuation for the optimal algorithm on allocation of item r n to userû n be ρ
, since otherwise the GREEDY − M algorithm would have allocated resource r n to userû n in iteration n − 1 itself.
Thus, the ratio of the GREEDY − M valuation to the optimal valuation is:
Similar argument can be extended to earlier iterations of the GREEDY − M algorithm, to conclude that its approximation guarantee should depend on the discriminant d
In the next section, we consider the online version of the submodular partition problem, and show that the same approximation guarantee as derived in Theorem 13 (which now will be called competitive ratio) can be achieved by a natural online version of the GREEDY − M algorithm.
Online Monotone Submodular Partition Problem
Problem 3. This problem is identical to Problem 2, except that now, at each time index t = 1, 2, . . . , |R|, one resource j t ∈ R, |R| = n arrives, which must immediately be allocated to exactly one of the users and the decision is irrevocable.
For an online problem, given the arrival sequence of resources σ that is a permutation over the order of arrival of |R| = n resources, the competitive ratio of any online A algorithm is defined as r A = min σ Z(A(σ)) Z(Ω(σ) ) and the objective is to find an optimal online algorithm A * such that r A * = max A r A . We propose a simple modification of the GREEDY − M algorithm to make it online and then bound its competitive ratio. 
while t ≤ |R| = n, on arrival of resource j t at time t do 4:
Allocate j t to user u t if 5:
Tie: Allocate resource j t to user u with least c u 7:
10:
Return G = G n 11: end procedure
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Remark 16. GREEDY − ON is simpler than GREEDY − M since at each iteration, the resource to be allocated is fixed, and the tie breaking rule does not require the discriminant information.
To derive a lower bound on the competitive ratio of the GREEDY − ON algorithm, we need the following definition of the discriminant.
Definition 17. For iteration t of GREEDY − ON, where resource j t arrives and the current allocated set is G t−1 , the discriminant at iteration t, d
o t (where o stands for online) is defined as:
The definition for discriminant in the online case only slightly differs from the offline case, in that the resource being allocated at time t is fixed as j t . Next, we present the final main result of the paper that provides a guarantee on the competitive ratio of the GREEDY − ON algorithm.
Theorem 18. For any arrival sequence σ over the |R| = n resources, the competitive ratio of the GREEDY − ON algorithm on Problem 3 is bounded by
where d o t is the discriminant and c ut is the curvature of the user chosen, in iteration t, respectively, for t ∈ {1, 2, . . . , |R|}.
The natural online variant of the greedy algorithm GREEDY is known to have a competitive ratio of at least 1/2 (Fisher et al. (1978) ), which can be improved to 1/(1 + c) using the curvature information (Conforti and Cornuéjols (1984) ). Theorem 18 shows that the competitive ratio can be further improved if the discriminant values for the problem instance are large.
Appendix
Recall that given a set S associated with an ordering (s 1 , s 2 , . . . , s |S| ), S i denotes the partial ordering (s 1 , s 2 , . . . , s i ).
Intermediate Lemmas
Lemma 19 (Conforti and Cornuéjols (1984) , Equation 2.1). Given an instance of Problem 1, for all A, B ∈ M, the following is true:
Lemma 20 (Conforti and Cornuéjols (1984) , Lemma 2.2). Given feasible solutions A, B to Problem 1, and an ordering A = (a 1 , a 2 , . . . , a K ) , an ordering for B can be constructed as (b 1 , b 2 , . . . , b K ) such that:
Remark 21. The ordering for B in Lemma 20 need not be unique. In a particular iteration of the construction, there may exist more than one b t : b t ∪ A t−1 ∈ M. The ordering exists irrespective of which b t is chosen. Lemma 23 (Conforti and Cornuéjols (1984) , Lemma 2.2). Given feasible solutions A, B to Problem 1, and an ordering A = (a 1 , a 2 . . . , a K ), ordering B as per Lemma 20 guarantees that:
We introduce Lemma 24 below as an aid for the proof in Section 2.1 B.
Lemma 24. Given feasible solutions A, B to Problem 1, and an ordering A = (a 1 , a 2 . . . , a K ), ordering B as per Lemma 20 also guarantees for all i that:
Proof. The statement is trivially true for
For b i ∈ A, the claim is proved as follows by showing that we can find a sequence of sets {A t c } such that:
From the ordering of B as per Lemma 20, (6) is trivial for t = 0. For t > 0, we prove (6) by induction: 1. Assume that (6) is true for some t:
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Consider the sets
and A. By the augmentation property of matroids,
3. We set A t+1 c
∈ M. Thus we have found an A t+1 c , with |A t+1 c | = t + 1 that satisfies (6). Plugging t = K − i into (6):
Corollary 25. (An extension to Corollary 22) For some feasible solution A to Problem 1, if there exists a unique S :
then S is a part of every feasible solution to Problem 1.
Proof. The set A \ A
i−1 is a valid candidate for S, since it has cardinality K − i + 1 and
By the uniqueness of S, we conclude that 
Observe that:
Also note that:
Because of the uniqueness of S : (8) and (9), we have:
By the ordering of B as per Lemma 20, b i ∈ A ⇒ b i = a i . Thus, from (10), we have b i = a i . We also have b i = a i1 , which gives a i = a i1 .
We can also argue that since S = A\A i−1 is the only set with
is the only set with |S | = K − t + 1 such that S ∪ A t−1 ∈ M. Therefore, we can extend the arguments made in (8), (9) and (10) 
Lemma 26. There exists a unique S :
Proof. The forward implication can be shown because there cannot be less than K − i + 1 choices to add to A i−1 (contradicts that |S| = K − i + 1 as each element of S is a valid choice) and there cannot be more than K − i + 1 choices, because this contradicts the uniqueness of S (using the augmentation property of matroids). The reverse implication also directly follows from the augmentation property of matroids and from the rank of the matroid being equal to K.
Lemma 27 (Conforti and Cornuéjols (1984) Lemma 2.1). Given an instance of Problem 1, for all A, B ∈ M, with A ordered as (a 1 , a 2 , . . . , a |A| ) and A t = (a 1 , a 2 , . . . , a t ), we have: 
where the curvature of Z ui (S) is denoted by c ui .
Proof. Following the proof of Lemma 27 [Conforti and Cornuéjols (1984) Lemma 2.1] , we can write:
From the definition of curvature of
. Thus, (11) gives: ai∈A\B ai=(ui,ri) (
Rearranging terms in (12) and using
gives:
Proof of Theorem 9
For proving Theorem 9, we restate the following definitions. 1. The solution output by the GREEDY algorithm is denoted by G = (g 1 , g 2 . . . , . . . , g K ) ordered in the sequence of elements chosen by the GREEDY algorithm, where K is the rank of the matroid.
Partial solutions output by
GREEDY: G t as (g 1 , g 2 . . . , g t ). 3. ρ i := max gi ρ gi (G i−1 ) : g i ∪ G i−1 ∈ M [GREEDY increment at iteration i].
4.
Recalling N as the ground set in Problem 1, for any set S ⊆ N ,
Lemma 29. For any g ∈ G i−1
where G is the output of the GREEDY algorithm,
⊥ \ G, we can write:
Observe that G i−1 Therefore, (13) gives:
From the definition of d i in iteration i (Definition 8), we have:
Together with (14), this completes the proof.
Lemma 30. Given that G is ordered as (g 1 , g 2 , . . . , g K ), ordering Ω as (ω 1 , ω 2 . . . , ω K ) as per Lemma 20 guarantees for any 1 ≤ t ≤ K:
Proof. Recall that i 0 is defined as min{i :
Recall from the discussion in Section 2.1 B, for i ≥ i 0 , g i ∈ G ∩ Ω. Therefore the set {i : ω i ∈ Ω \ G} must be a subset of {i : i < i 0 }. As long as i < i 0 , d i is always defined (even if it is defined as ∞). Given that G is ordered as
Now we are ready to prove Theorem 9.
Proof of Theorem 9. From Lemma 27 for Ω and G, we have:
Following the ordering for Ω in Lemma 20, it follows that:
From Lemma 23, under the ordering of Ω from Lemma 20,
We define
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This is a consequence of Lemma 30, with t = i:
Consider the last term in the RHS of (15):
where (i) follows from the definition of d i in (17) and (ii) follows from the assertion in (16). Substituting (19) back in (15), we have:
We reduce (20) as below:
Since we cannot compute G \ Ω in polynomial time, we relax the domain over which
is maximized. Recall from the discussion in Section 2.1 B:
Therefore, in the term involving maximization of (20) , we replace G \ Ω by the larger set {i : i < i 0 } and perform the maximization over this set. This gives:
From (18), lower bounding d i by d i in (22) gives:
where (i) follows from the definition of d min (Definition 8). Hence we get,
Proof of Theorem 18
Proof. From Lemma 19, we have:
where (i) follows from Lemma 34 and Remark 33, and (ii) follows from submodularity. Expanding the LHS of (28), and again applying Lemma 34 and Remark 33 gives:
Combining (28) and (29):
From the definition of curvature, for any q = (u t , j t ):
Expanding Z(G) in (30) and combining it together with (31), we have: (ut,jt) (1 − c ut )ρ q (G t−1 ).
1 d .
6.
The optimal solution is Ω = {(u 2 , r 1 ), (u 1 , r 2 ), (u 2 , r 3 ), (u 1 , r 4 ), . . . , }, shown in Appendix 5.5.2. Hence,
7. Thus, from (37) and (38),
Thus, from (37) it follows that the guarantee for Theorem 13 is met.
rule ensures that either some α i : i is odd is replaced by u 2 (or) some α i : i is even is replaced by u 1 . This eliminates {u 1 , u 2 , u 1 , . . . , } as the final outcome. If no update has taken place, it follows that Ω = {u 1 , u 2 , u 1 , . . . , } since it is the only set other than {u 2 , u 1 , u 2 , . . . , } that cannot be updated. Thus, we can transform any solution Ω to Ω with a net increase in valuation. This proves that Ω is the optimal solution.
Proof of Lemma 10 -Tight example for the bound in Theorem 9
We show that using the GREEDY algorithm on the following problem instance, matches the bound in (22) 
where I 1 = {i : i ∈ S}, I 2 = {i : ν i ∈ S and [ i−1 ∈ S or i = 1]} and I 3 = {i : ν i ∈ S and i−1 ∈ S}.
The idea behind such a valuation function is that at every iteration i of the GREEDY algorithm, there is a tie between i and ν i+1 (as seen below), and GREEDY picks arbitrarily among the two, say i which is the sub-optimal choice. 4. Z(S) can also be represented in the form of its marginal increments as:
5. Before proceeding with the analysis for the greedy algorithm, observe that the optimal solution is Ω = {ν 1 , ν 2 , . . . , ν K }. This is shown below by showing a sequence of iterations by which any valid solution Ω can be converted to Ω with an increase in valuation in every iteration. From the structure of the matroid (N, M), it follows that any valid solution Ω can be ordered as (α 1 , α 2 , . . . , α K ) (where α i is either ν i or i ), and can be converted to Ω by replacing every i ∈ Ω by ν i . Noting this point, a sequence of iterations converting any such Ω to Ω with an increase in valuation in every iteration is: i. If K ∈ Ω , update Ω by replacing K by ν K . From the incremental valuations defined in (42), it follows that such an exchange provides a non-negative increment σ 1 to the valuation of Ω . In case ν K ∈ Ω , set σ 1 = 0. ii. Starting from K, iterate over i in the reverse order sequentially updating Ω ; for every i such that i precedes ν i+1 , update Ω by replacing i by ν i . In case ν i ∈ Ω , no update is made to Ω in that iteration. From the function increments in (42), in every iteration, this iteration gives a positive increment σ i (σ i is set as 0 in case there is no exchange).
• In the i th iteration of this process, Ω would be (α 1 , α 2 , . . . , α K−i , ν K−i+1 , . . . , ν K ). Thus, the above series of steps sequentially convert any Ω to Ω, and give:
