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Abstract
Let Mn be a Riemannian manifold. For a point p ∈Mn and a unit vector X ∈ TpMn, the Jacobi operator is
defined by RX = R(X, · )X, where R is the curvature tensor. The manifold Mn is called pointwise Osserman if,
for every p ∈Mn, the spectrum of the Jacobi operator does not depend of the choice of X, and is called globally
Osserman if it depends neither of X, nor of p. R. Osserman conjectured that globally Osserman manifolds are two-
point homogeneous. We prove the following: (1) A pointwise Osserman manifold Mn is two-point homogeneous,
provided 8  n and n = 2, 4; a globally Osserman manifold Mn is two-point homogeneous, provided 8  n; (2) Let
Mn be a globally Osserman manifold with the Jacobi operator having exactly two eigenvalues. In the case n= 16,
assume that the multiplicities of the eigenvalues are not 7 and 8, respectively. Then Mn is two-point homogeneous.
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1. Introduction
An algebraic curvature tensor R in a Euclidean space Rn is a (3,1) tensor having the same symmetries
as the curvature tensor of a Riemannian manifold. Given an algebraic curvature tensor R, the Jacobi
operator RX :Rn → Rn is defined by RXY = R(X,Y )X for X ∈ Rn. The Jacobi operator is symmetric
and RXX = 0 for all X ∈ Rn. Throughout the paper, “eigenvalues of the Jacobi operator” will refer to
eigenvalues of the restriction of RX , with X a unit vector, to the subspace X⊥.
Definition 1. An algebraic curvature tensor R is Osserman if the eigenvalues of the Jacobi operator RX
do not depend of the choice of a unit vector X ∈Rn.
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240 Y. Nikolayevsky / Differential Geometry and its Applications 18 (2003) 239–253Definition 2. A Riemannian manifold Mn is called pointwise Osserman if its curvature tensor is
Osserman. If, in addition, the eigenvalues of the Jacobi operator are constant on Mn, the manifold Mn is
called globally Osserman.
It is easy to check that two-point homogeneous spaces (that is, Rn,RPn,Sn,Hn,CPn,CHn,HPn,
HHn,CayP 2,CayH 2) are globally Osserman. Osserman [14] conjectured that the converse is also true,
that is, any globally Osserman manifold is either flat or rank-one symmetric.
By topological reasons, the difficulty of the Osserman Conjecture strongly depends on the number
ord2 n, the highest power of 2 dividing the dimension n. The following results for ord2 n 2 are due to
Chi [7] and Gilkey, Swann, Vanhecke [10].
Theorem A [7]. A globally Osserman manifold Mn is two-point homogeneous, if n is not divisible by 4
or n= 4.
Theorem B [10]. A pointwise Osserman manifold Mn of dimension n = 2 not divisible by 4 is two-
point homogeneous. There exist pointwise Osserman manifolds of dimension 4 that are not two-point
homogeneous (hence not globally Osserman).
We prove the following theorem.
Theorem 1. A pointwise Osserman manifold of dimension n= 8k+ 4, k ∈N is two-point homogeneous.
Combining this with Theorems A and B we get the following corollary.
Corollary. (1) A globally Osserman manifold Mn of dimension n not divisible by 8 is two-point
homogeneous.
(2) A pointwise Osserman manifold Mn of dimension n = 2,4 not divisible by 8 is two-point
homogeneous.
The great deal of attention was paid to studying the geometry of pointwise Osserman manifolds of
dimension 4, see [10] for Riemannian case and [3] for both Riemannian and pseudo Riemannian cases.
The Jacobi operator of a two-point homogeneous space has either one or two eigenvalues (without
counting multiplicities). It may therefore look reasonable to establish the Osserman Conjecture first for
manifolds with the Jacobi operator having no more than two eigenvalues. The case of one eigenvalue is
trivial, leading immediately to spaces of constant curvature. The case of two eigenvalues was studied in
[8,10] (see also [13] for the dimension 4 case). We have the following theorem.
Theorem 2. Let Mn be a globally Osserman manifold with the Jacobi operator having exactly two
eigenvalues. In the case n = 16, assume in addition that the multiplicities of the eigenvalues are not 7
and 8, respectively.
Then Mn is two-point homogeneous.
The “pointwise Osserman” version of Theorem 2 follows from Corollary 2.5 of [10]: a pointwise
Osserman manifolds of dimension n = 2,4 whose Jacobi operator has no more than 2 eigenvalues is
globally Osserman.
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structures and give some results to be used later in the proof of the theorems, the most important one
being Proposition 1. Section 3 contains the proof of Theorem 1 assuming Proposition 1. In Section 4, we
prove Theorem 2, still assuming Proposition 1. Finally, the proof of Proposition 1 itself is contained in
Section 5.
2. Manifolds with Clifford structure
The main example of an Osserman algebraic curvature tensor is an algebraic curvature tensor with
Clifford structure constructed in [9,10].
Definition 3. An algebraic curvature tensor R in Rn has a Cliff(ν)-structure if
R(X,Y )Z= λ0
(〈X,Z〉Y − 〈Y,Z〉X)
(1)+
ν∑
i=1
1
3
(λi − λ0)
(
2〈JiX,Y 〉JiZ + 〈JiZ,Y 〉JiX− 〈JiZ,X〉JiY
)
,
where J1, . . . , Jν are skew symmetric orthogonal operators satisfying the Hurwitz relations JiJj +JjJi =
0, 1 i = j  ν, and λi = λ0 for i > 0.
A Riemannian manifold Mn has a Cliff(ν)-structure if its curvature tensor does.
Cliff(ν)-structures naturally arise from unitary representations of Clifford algebras [4,11,17]. Let
Cl(ν) be a Clifford algebra, an associative algebra with identity on generators 1, ε1, . . . , εν satisfying
εiεj + εjεi = −2δij1. Given a Clifford structure in Rn, the unitary representation π of Cl(ν) on Rn is
defined by π(α1+ β1ε1 + · · · + βνεν)= α id+β1J1 + · · · + βνJν .
The number ν is not greater than ρ(n)− 1, where ρ(n) is the Radon number, defined as follows: for
n= 24a+bc, with c odd integer and 0 b  3, ρ(n)= 2b + 8a.
For any unit vector X the Jacobi operator RX defined by (1) has eigenvalues λ1, . . . , λν with
the corresponding eigenvectors J1X, . . . , JνX, respectively, and an eigenvalue λ0 with the eigenspace
(Span(X,J1X, . . . , JνX))⊥, provided ν < n − 1. So a Cliff(ν) algebraic curvature tensor (manifold) is
Osserman (pointwise Osserman, respectively).
In [10] the following two-step approach to the Osserman Conjecture was suggested:
(1) show that Osserman algebraic curvature tensors typically have Clifford structure;
(2) classify Riemannian manifolds having curvature tensor as in (1).
Note that there exists an Osserman algebraic curvature tensor which does not have a Clifford structure,
namely the curvature tensor of the Cayley projective plane or of its hyperbolic dual (see [2,5,6] for the
explicit form of the curvature tensor of CayP 2). In fact, this is the main reason for the exceptional case in
Theorem 2. There exist at least four nonisomorphic Osserman algebraic curvature tensors inR16 such that
the corresponding Jacobi operator has two eigenvalues, 0 with multiplicity 7, and 1 with multiplicity 8
(we can easily reduce the general case to the case of the eigenvalues 0, 1, see the beginning of Section 5).
Among these four algebraic curvature tensors, three have a Clifford structure: two of them correspond to
242 Y. Nikolayevsky / Differential Geometry and its Applications 18 (2003) 239–253the two nonisomorphic representations of the Clifford algebra Cl(7) in R16, and the third one arises from
the irreducible representation of the Clifford algebra Cl(8) in R16 [4]. The fourth type of the algebraic
curvature tensor comes from the curvature tensor of CayP 2, and it has no Clifford structure.
Our proof of Theorems 1 and 2 will use the following two theorems from [12]:
Theorem C. Let R be an Osserman algebraic curvature tensor in Rn, where n is not divisible by 8. If λ
is a simple eigenvalue of the Jacobi operator, then there exists an orthogonal skew symmetric operator
J :Rn → Rn, such that JX is an eigenvector of RX corresponding to the eigenvalue λ‖X‖2, that is,
R(X,JX)X= λ‖X‖2JX for all X ∈Rn.
Theorem D. A Cliff(ν)-manifold Mn is two-point homogeneous, provided n = 2,4,8 and (n, ν) =
(16,8).
Both Theorem 1 and Theorem 2 depend on the following linear algebraic proposition.
Proposition 1. Let R be an Osserman algebraic curvature tensor in Rn, with the Jacobi operator having
two eigenvalues. In the case n = 16, assume that the multiplicities of the eigenvalues are not 7 and 8,
respectively. Then R has a Clifford structure Cliff(ν), with ν < n/2.
3. Pointwise Osserman manifolds of dimension n= 8k + 4. Proof of Theorem 1
In this section, we give the proof of Theorem 1 assuming Proposition 1. In fact, Theorem 1 is an
immediate consequence of Theorem D and the following linear algebraic lemma.
Lemma 1. An Osserman algebraic curvature tensor R in a Euclidean space Rn, with n= 8k + 4, k ∈ N
has a Clifford structure.
Proof. Let λ1, . . . , λs be the eigenvalues of the Jacobi operator RX , with X ∈ Sn−1(1) ∈Rn, and Vi(X),
dimVi (X)=mi , 1 i  s, be the corresponding eigenspaces. We have s continuous plane fields Vi(X)
in the tangent bundle of Sn−1. By the Adams Theorem [1], every sum mi1 +· · ·+mij which is not greater
than n/2 must be less than or equal to ρ(n)−1 = ρ(8k+4)−1 = 3. Therefore, only the following cases
may occur:
(1) s = 1;
(2) s = 2;
(3) s = 3 and (m1,m2,m3)= (1,1, n− 3) or (1,2, n− 4);
(4) s = 4 and (m1,m2,m3,m4)= (1,1,1, n− 4).
In the first case we obtain an algebraic curvature tensor of constant curvature λ1: λ1Rc(X,Y )Z =
λ1(〈X,Z〉Y − 〈Y,Z〉X). The second case is covered by Proposition 1. To treat the remaining two cases
we need the following simple observation: if R is an Osserman algebraic curvature tensor and λ a simple
eigenvalue of its Jacobi operator, then by Theorem C there exists an orthogonal skew symmetric operator
J such that JX is an eigenvector of RX corresponding to λ, with X a unit vector. Now shift R by
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R˜ = R + R̂ be the new algebraic curvature tensor. Then R˜XY = RXY + µ〈JX,Y 〉JX, and so R˜ is still
Osserman, with the same eigenvalues and eigenvectors as R, except the eigenvector JX, which now has
the eigenvalue λ+µ.
In particular, if the Jacobi operator has s − 1 simple eigenvalues λ1, . . . , λs−1, then the corresponding
orthogonal skew symmetric operators J1, . . . , Js−1 satisfy 〈JiX,JjX〉 = δij‖X‖2 for any X ∈ Rn and
1 i, j  s−1, that is, JiJj+JjJi =−2δij . Then shifting s−1 times withµi = λs−λi , i = 1, . . . , s−1,
results in the algebraic curvature tensor λsRc(X,Y )Z = λs(〈X,Z〉Y −〈Y,Z〉X) of constant curvature λs .
Therefore, the original algebraic curvature tensor R was of the form (1), that is, it had a Clifford structure.
These arguments prove the lemma in the first subcase of case (3) and in case (4). In the second
subcase of case (3), we shift R by R̂(X,Y )Z= λ2−λ13 (2〈JX,Y 〉JZ+〈JZ,Y 〉JX−〈JZ,X〉JY ), where
J corresponds to the eigenvalue λ1 by Theorem C. The Jacobi operator of the new Osserman algebraic
curvature tensor R˜ =R+ R̂ has two eigenvalues, λ2 and λ3, with multiplicities 3 and n− 4, respectively.
By Proposition 1, it has a Clifford structure which is, in fact, a Cliff(3)-structure. Therefore,
R˜(X,Y )Z= λ3
(〈X,Z〉Y − 〈Y,Z〉X)
(2)+ 1
3
(λ2 − λ3)
3∑
i=1
(
2〈JiX,Y 〉JiZ+ 〈JiZ,Y 〉JiX− 〈JiZ,X〉JiY
)
,
for some orthogonal skew symmetric operators J1, J2, J3 satisfying the Hurwitz identities JiJj + JjJi =
0, i = j . Now, for any X ∈Rn, JX ∈ Span(J1X,J2X,J3X) by our construction. So
(3)JX= α1(X)J1X+ α2(X)J2X+ α3(X)J3X
for some functions α1, α2, α3 :Rn → R. We want to show that these functions are constant. Taking the
inner product of (3) with Ji(X) we get αi(X)= 〈JX,JiX〉‖X‖−2, so all the αi’s are continuous outside
the origin in Rn. Moreover, substituting X = Y +Z to (3) we get
3∑
i=1
(
αi(X)− αi(Y )
)
JiY +
3∑
i=1
(
αi(X)− αi(Z)
)
JiZ = 0.
Now take an arbitrary nonzero Y ∈Rn and pick
Z /∈ J 2Y := {(a1J1 + a2J2 + a3J3)(b1J1 + b2J2 + b3J3)Y | a1, a2, a3, b1, b2, b3 ∈R}.
Then Span(J1Y,J2Y,J3Y ) ∩ Span(J1Z,J2Z,J3Z)= 0, and so the six vectors J1Y,J2Y,J3Y,J1Z,J2Z,
J3Z are linearly independent. Since J 2Y is a cone of dimension at most five in Rn, the set of pairs (Y,Z)
with this property is open and dense in Rn×Rn. It follows that αi(X)= αi(Y )= αi(Z) for all i = 1,2,3
and for an open dense set of pairs (Y,Z) ∈Rn ×Rn. By continuity, all the αi’s are constants.
Back to the proof, we have JX= α1J1X+ α2J2X+ α3J3X with some constants α1, α2, α3 satisfying
α21 + α22 + α23 = 1, since J, J1, J2 and J3 are orthogonal.
The algebraic curvature tensor R˜ given by (2) does not change if we pass from the operators Ji to their
linear combinations J˜j =∑i uij Ji , with an orthogonal 3 × 3 matrix U = (uij ). Choosing U in such a
way that J˜1 = J we get by (2):
R(X,Y )Z= R˜(X,Y )Z− R̂(X,Y )Z= λ3
(〈X,Z〉Y − 〈Y,Z〉X)
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3
(λ2 − λ3)
3∑
i=2
(
2〈J˜iX,Y 〉J˜iZ+ 〈J˜iZ,Y 〉J˜iX− 〈J˜iZ,X〉J˜iY
)
+ 1
3
(λ1 − λ3)
(
2〈JX,Y 〉JZ+ 〈JZ,Y 〉JX− 〈JZ,X〉JY ),
and so the algebraic curvature tensor R has a Clifford structure. ✷
4. Osserman manifolds with two eigenvalues. Proof of Theorem 2
In this section, we give the proof of Theorem 2 assuming Proposition 1. It follows the lines of the
proof of [12, Theorem 1.2] (see also [10, Sections 6, 7]), but is substantially simpler.
Let Mn be a globally Osserman manifold with the Jacobi operator having exactly two eigenvalues. For
n= 16 we exclude the case when the multiplicities of the eigenvalues are 7 and 8. By Proposition 1, in
all the other cases, Mn admits a Cliff(ν)-structure with ν < n/2. As it is shown in [12, Lemma 3.1], the
Clifford structure can be taken analytic, without violating the condition ν < n/2.
From (1) we get
R(X,Y )Z= λ0
(〈X,Z〉Y − 〈Y,Z〉X)
+ 1
3
(λ1 − λ0)
ν∑
i=1
(
2〈JiX,Y 〉JiZ+ 〈JiZ,Y 〉JiX− 〈JiZ,X〉JiY
)
.
From the differential Bianchi identity,
(∇UR)(X,Y,Y,X)+ (∇XR)(Y,U,Y,X)+ (∇YR)(U,X,Y,X)= 0
for any vector fields X,Y,U . This gives
ν∑
i=1
〈JiX,Y 〉
(
2〈(∇UJi)Y,X〉− 〈(∇XJi)Y,U 〉+ 〈(∇Y Ji)X,U 〉
)
−
〈
ν∑
i=1
(〈(∇XJi)X,Y 〉JiY + 〈(∇Y Ji)Y,X〉JiX),U
〉
= 0.
Assuming X⊥ Span(J1Y, . . . , JνY ) we get
ν∑
i=1
(〈(∇XJi)X,Y 〉JiY + 〈(∇Y Ji)Y,X〉JiX)= 0.
From the dimension count it is easy to see that for an open dense set of pairs (X,Y ) with X ⊥
Span(J1Y, . . . , JνY ), the vectors J1X, . . . , JνX,J1Y, . . . , JνY are linearly independent [12, Lemma 3.2].
Then (∇XJi)X ∈ Span(J1X, . . . , JνX) for all i = 1, . . . , ν and for all X ∈ Rn by continuity. It follows
that
(∇XJi)X= αji (X)JjX
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(∇XR)(X,Y )X= (λ1 − λ0)
ν∑
i,j=1
(
α
j
i (X)+ αij (X)
)〈JjX,Y 〉JiX= 0,
hence ∇R = 0 and Mn is a locally symmetric space. The theorem now follows from [10, Lemma 2.3].
5. Proof of Proposition 1
Let R be an Osserman algebraic curvature tensor in Rn such that the corresponding Jacobi operator
has exactly two eigenvalues, λ1 with multiplicity m1, and λ2 with multiplicity m2 = n− 1−m1. Let say
m2 < n/2 (note that n must be even, otherwise there is nothing to prove). Denote ν =m2 and consider
the new algebraic curvature tensor (R− λ1Rc)(λ2 − λ1)−1, where Rc is the algebraic curvature tensor of
the constant curvature 1.
Keeping the same notation R for this new algebraic curvature tensor, we see that R is still Osserman,
with the Jacobi operator having eigenvalues 1 with multiplicity ν < n/2 and 0 with multiplicity n−1−ν.
It is sufficient to show that the new tensor R has a Clifford structure.
Now, for a unit vector X ∈Rn we have R2X =RX , hence for an arbitrary X
(4)R2X = ‖X‖2RX.
This matrix polynomial equation is the starting point for our proof. For a nonzero vector X let V(X),
dimV(X) = ν, be the eigenspace of RX corresponding to the eigenvalue ‖X‖2. For vectors X,Y ∈ Rn
define the symmetric operator RXY by RXYZ := 12 (R(X,Z)Y +R(Y,Z)X). Denote Stk(Rn) the Stiefel
manifold of k-tuples of orthonormal vectors in Rn.
Choosing an orthonormal basis in Rn, we will freely switch between operators and corresponding
matrices.
We begin with examining the behavior of RX on the two-planes in Rn.
Lemma 2. (1) There exists an open dense set S2 ⊂ St2(Rn) such that for any pair (X,Y ) ∈ S2
dim(V(X)+ V(Y ))= 2ν, that is, V(X)∩ V(Y )= 0.
(2) Let X,Y be two orthonormal vectors and e1, . . . , eν be an orthonormal basis in V(X). Then there
exists an orthonormal basis f1, . . . , fν in V(Y ) such that
〈ei, fj〉 + 〈ej , fi〉 = 0, 1 i, j  ν and
RxX+yYZ =
ν∑
i=1
〈xei + yfi,Z〉(xei + yfi)
for any Z ∈Rn and x, y ∈R. Moreover, such a basis f1, . . . , fν is unique if (X,Y )∈ S2.
(3) For a two-plane L⊂Rn the subspace V(X)+V(Y ) does not depend of the choice of a basis X,Y
in L. Moreover, for orthonormal vectors X,Y
V(X)+ V(Y )= Span Col(RX|RY )= Span Col(RX|RXY ),
where Col is the set of columns of the corresponding matrix.
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For any two orthonormal vectors X,Y there exist n× ν matrices M1,M2 satisfying
M ′1M1 =M ′2M2 = Iν, M ′1M2 +M ′2M1 = 0
such that RxX+yY = (M1x +M2y)(M1x +M2y)′ for all x, y ∈R.
The columns of the matrices M1 and M2 are orthonormal bases in V(X) and V(Y ), respectively.
Rotating these bases accordingly by an orthogonal transformation from O(ν), we get two matrices with
the same properties such that the columns of the matrix M1 are the vectors of the given basis e1, . . . , eν .
Then the uniqueness part of statement (2) reads as follows: the matrices M1,M2 are determined uniquely
up to a simultaneous multiplication by an orthogonal ν × ν matrix from the right, provided (X,Y ) ∈ S2.
Proof of Lemma 2. (1) This follows from the dimension count. Let X ∈ Rn be a unit vector. By
the Rakic` duality principle [16], Y ∈ V(Z) ⇔ Z ∈ V(Y ). So {Y | Y ⊥ X, V(X) ∩ V(Y ) = 0} =
X⊥ ∩ (⋃Z∈V(X)V(Z)). The union ⋃Z∈V(X)V(Z) is a cone of dimension not greater than 2ν − 1 
n− 3 < n− 1 = dimX⊥.
(2) We will prove this statement in the form given in the remark, also assuming the pair (X,Y ) to be
in S2 (this is sufficient by continuity).
Choose an orthonormal basis in Rn such that V(X) is spanned by the first ν vectors, that is,
RX = diag(1, . . . ,1,0, . . . ,0), with ν ones on the diagonal.
We have RxX+yY = RXx2 + RYy2 + Cxy for symmetric n × n matrices RX , RY and C = 2RXY . It
follows from (4) that
R2Y =RY , RXC +CRX = C, RYC +CRY = C,
(5)RXRY +RYRX +C2 =RX +RY .
From the second equation of (5) we get
C =
(
0 Q′
Q 0
)
,
where Q is a (n− ν)× ν matrix. The last equation of (5) then gives
RY =
(
Iν −Q′Q P ′
P QQ′
)
for some (n− ν)× ν matrix P , and the remaining equations of (5) take the form
Q′P +P ′Q= 0, QP ′ + PQ′ = 0,
(6)PP ′ =QQ′ −QQ′QQ′, P ′P =Q′Q−Q′QQ′Q.
It follows from (X,Y ) ∈ S2 that rkQ = ν, that is, the rank is the maximal possible. Indeed, if we
would have a nonzero ν-dimensional vector u such that Qu = 0, then the last equation of (6) would
imply ‖Pu‖2 = 〈P ′Pu, u〉 = 0, and therefore
RY
(
u
0
)
=
(
u
0
)
.
So RX and RY would have a common eigenvector with the eigenvalue 1.
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to the form
Q=
(
S
0
)
, S ∈GL(ν)
without changing the matrix RX (and hence Eqs. (6)). From the third equation of (6) it follows that
P =
(
P̂
0
)
for a ν × ν matrix P̂ . Now in the specified basis, define
(7)M1 =
(
Iν
0
0
)
, M2 =
(
L
S
0
)
, where L=−S−1P̂ .
The second and the third equation of (6) take the form
L+L′ = 0, S ′S = Iν +L2,
and the required relations
M ′1M1 =M ′2M2 = Iν, M ′1M2 +M ′2M1 = 0,
M1M
′
1 =RX, M2M ′2 =RY , M1M ′2 +M2M ′1 = 2RXY
follow easily.
These relations, together with the fact that rkQ= ν, directly imply the uniqueness of the pair M1,M2
up to a simultaneous multiplication by an orthogonal ν × ν matrix from the right.
(3) Let X˜, Y˜ be an orthonormal basis in L, and e1, . . . , eν, f1, . . . , fν be the bases constructed in
statement (2). Take any other linearly independent vectors X = aX˜ + bY˜ , Y = cX˜ + dY˜ , ad − bc = 0
in L. As it follows from statement (2), the space V(X) is spanned by the vectors ae1+bf1, . . . , aeν+bfν ,
and the space V(Y ) is spanned by the vectors ce1 + df1, . . . , ceν + dfν .
The equation
V(X)+ V(Y )= Span Col(RX |RY )= Span Col(RX |RXY ),
for orthonormal vectors X,Y follows from the explicit form of matrices M1,M2 given in (7). ✷
The next step in the proof of Proposition 1 is to establish the analogue of Lemma 2 for three vectors.
Lemma 3. (1) There exists an open dense set S3 ⊂ St3(Rn) such that for any triple (X,Y,Z) ∈ S3
dim(V(X)+V(Y )+V(Z))= min{3ν, n}, that is, is the maximal possible. Explicitly, dim(V(X)+V(Y )+
V(Z))= n, if (n, ν)= (8,3), (16,6) or (16,7), and 3ν in all the other cases.
(2) Let (n, ν) = (16,7). Then for any three orthonormal vectors X,Y,Z in Rn there exist n × ν
matrices M1,M2,M3 satisfying
M ′aMa = Iν, M ′aMb +M ′bMa = 0, 1 a = b 3
such that for all x, y, z ∈R
RxX+yY+zZ = (M1x +M2y +M3z)(M1x +M2y +M3z)′.
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the property dim(V(X)+ V(Y )+ V(Z))= min{3ν, n}. Indeed, assume (X,Y,Z) is such a triple. Then
the vectors X,Y,Z are linearly independent (otherwise dim(V(X) + V(Y ) + V(Z))  2ν by (3) of
Lemma 2). Let X˜, Y˜ , Z˜ be orthonormal vectors such that Span(X˜, Y˜ , Z˜) = Span(X,Y,Z). Successive
application of statement (3) of Lemma 2 implies V(X) + V(Y ) + V(Z) = V(X˜) + V(Y˜ ) + V(Z˜). So
we get a point (X˜, Y˜ , Z˜) ∈ St3(Rn), with dim(V(X˜) + V(Y˜ ) + V(Z˜)) = min{3ν, n}. Since the subset
{(X,Y,Z) | dim(V(X)+ V(Y )+ V(Z)) < min{3ν, n}} ⊂ St3(Rn) is algebraic, its complement is open
and dense, if nonempty.
Now we consider separately two cases: 3ν  n and 3ν > n.
In the first case, the claim follows from the dimension count. Taking (X,Y ) in S2 we get
dim(V(X) + V(Y )) = 2ν. From the duality principle [16], (V(X) + V(Y )) ∩ V(Z) = 0 if and only if
Z ∈⋃U∈V(X)+V(Y )V(U). This union is a cone of dimension at most 3ν− 1 in Rn, so we can find a vector
Z ∈Rn such that dim(V(X)+ V(Y )+ V(Z))= 3ν.
The second case, 3ν > n, is more delicate. Choose an orthonormal basis in Rn such that V(en) =
Span(e1, . . . , eν). It follows from (4), that for any X = (x1, . . . , xn)
n∑
k=1
R(en,X, ek,X)
2 = ‖X‖2R(en,X, en,X),
and so
n−1∑
k=1
R(en,X, ek,X)
2 = (x21 + · · · + x2ν )(x2ν+1 + · · · + x2n),
since R(en,X, en,X) = x21 + · · · + x2ν . Let Bk be the matrix of the quadratic form 〈RenekX,X〉 =
R(en,X, ek,X), k = 1, . . . , n− 1. It follows that
Bk =
(
0 C ′k
Ck 0
)
,
for (n− ν)× ν matrices Ck , k = 1, . . . , n− 1 satisfying
(8)
n−1∑
k=1
〈Cky, z〉2 =
(
z21 + · · · + z2ν
)(
y21 + · · · + y2n−ν
)
,
where y ∈Rn−ν , z ∈ Rν , and x = (z1, . . . , zν, y1, . . . , yn−ν).
Consider Eq. (8) (“the sum-of-squares identity”, see for instance [15]) on its own, forgetting the
algebraic curvature tensor R for a moment. If it holds with a set of matrices {Ck}, it clearly holds
with the matrices {C˜k =∑n−1r=1 wkrUCrV }, where U,V and W = (wkr) are orthogonal matrices of the
corresponding dimensions.
Let s = max rkC, where C runs over the linear space of matrices spanned by C1, . . . ,Cn−1. Then
s = ν. Indeed, suppose s < ν. Performing the above transformation, we can assume that rkC1 = s and
C1 =
(
Q 0
0 0
)
with Q ∈GL(s). Since for any 2 k  n− 1 and t ∈R rk(tC1 +Ck) s, we get
Ck =
(∗ ∗
∗ 0
)
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z= (0, . . . ,0,1).
Thus s = ν and we can take
C1 =
(
Q
0
)
, Ck =
(
Qk
Pk
)
, k = 2, . . . , n− 1.
with Q ∈ GL(ν). Let now m = max rkP , where P runs over the linear space of matrices spanned by
P2, . . . , Pn−1. We claim that m = n− 2ν. Indeed, suppose m < n− 2ν. As above, we can assume that
rkP2 =m and
P2 =
(
T 0
0 0
)
with T ∈GL(m). Since for any 3 k  n− 1 and t ∈R rk(tP2 +Pk)m, we get
Pk =
(∗ ∗
∗ 0
)
with the bottom-right (n−2ν−m)× (ν−m) block of zeros. We again come to the contradiction with (8)
substituting y = (0, . . . ,0,1), z= (0, . . . ,0,1).
Thus, for two generic linear combinations C, Ĉ of the matrices C1, . . . ,Cn−1 we have rk(C | Ĉ) =
n− ν.
Back to the proof, we see that for two generic linear combinations Y,Z of the vectors e1, . . . , en−1 we
must have
rk(Ren |RenY |RenZ)= n.
Applying the equation from statement (3) of Lemma 2 (the vectors Y,Z can be taken unit), we see that
n= dim(Span Col(Ren |RenY |RenZ))
= dim(Span Col(Ren |RenY )+ Span Col(Ren |RenZ))
= dim(V(X)+ V(Y )+ V(Z)).
(2) Let X,Y,Z be three orthonormal vectors in Rn such that (X,Y ), (Y,Z), (Z,X) ∈ S2, and
(X,Y,Z)∈ S3. The set of such triples is open and dense in St3(Rn).
Let e1, . . . , eν be an orthonormal basis in V(X). Applying Lemma 2 we find the corresponding
orthonormal bases f1, . . . , fν in V(Y ) and g1, . . . , gν in V(Z).
Choosing an orthonormal basis in Rn we get three n× ν matrices M1,M2,M3 such that
(9)RxX+yY+zZ = T T ′ +Ωyz, with T =M1x +M2y +M3z,
and
M ′aMa = Iν, a = 1,2,3,
M ′1Mb +M ′bM1 = 0, b= 2,3,
(10)M ′2M3 +M ′3M2 =Λ,
with symmetric n×n and ν×ν matrices Ω and Λ, respectively. We want to show that Λ= 0 and Ω = 0.
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(11)TΛT ′ + T T ′Ω +ΩT T ′ +Ω2yz=Ω(x2 + y2 + z2)
for all x, y, z.
Specifying the basis in Rn as in the proof of statement (2) of Lemma 2, we can take
M1 =
(
Iν
0
0
)
, M2 =
(
L
S
0
)
, M3 =
(
K
N
W
)
,
where L,S,K,N are ν × ν matrices, W is an (n− 2ν)× ν matrix, and
K ′ = −K, L′ = −L, S ′S = Iν +L2, S ∈GL(ν), rkW = min{ν, n− 2ν}
by (10) and our choice of the triple (X,Y,Z).
Collecting the terms with x2 in (11) we get
Ω =
(−Λ Ω ′2 Ω ′3
Ω2 0 0
Ω3 0 0
)
,
with a ν × ν matrix Ω2 and a (n− 2ν)× ν matrix Ω3.
Equating the terms with xy in (11) we obtain
(12)SΩ ′3 = 0, SΩ ′2 +Ω2S ′ = 0, S ′Ω2 +Ω ′2S −ΛL+LΛ= 0.
Since S is nonsingular, Ω3 = 0. The terms with xz and with y2 give respectively
WΩ ′2 = 0, NΩ ′2 +Ω2N ′ = 0, N ′Ω2 +Ω ′2N −ΛK +KΛ= 0,
(13)SΛS ′ = SLΩ ′2 −Ω2LS ′.
One of the following two cases can occur.
If n 3ν, then rkW = ν. The first equation of (13) yields Ω2 = 0, and so Λ= 0 by the last equation
of (13). The claim follows in view of (9), (10).
Now assume n < 3ν. Since ν < min{ρ(n), n/2}, this is possible only if (n, ν)= (8,3) or (16,6).
If (n, ν)= (8,3), rkW = 2, and the 3×3 matrix Ω2 is of rank at most one by the first equation of (13).
The 3 × 3 matrix Ω2S ′ is still of rank at most one and is skew symmetric as follows from the second
equation of (12). Since S is nonsingular, we get Ω2 = 0. Then Λ= 0 and the claim follows.
The only remaining case is (n, ν)= (16,6). Now rkW = 4, and the 6× 6 matrix Ω2 is of rank at most
two by the first equation of (13). If rkΩ2 < 2, the proof follows from the same arguments as in the case
(n, ν)= (8,3).
Let rkΩ2 = 2. The terms with z2 of (11) give
(14)WΛW ′ = 0, W(ΛN ′ −KΩ ′2)= 0, NΛN ′ =NKΩ ′2 −Ω2KN ′.
Specifying the basis further we can take W = (Ŵ | 0) with a nonsingular 4 × 4 matrix Ŵ . As S is
nonsingular, the first equation of (13) and the second equation of (12) yield
Ω2 = αS
(
0 0
0 J
)
, where J =
(
0 1
−1 0
)
,
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Λ= α
(
0 L′2J−JL2 2γ I2
)
, with L=
(
L1 −L′2
L2 γ J
)
,
for some constant γ . Let S = (S1 | S2), N = (N1 | N2), with S1,N1 6 × 4 matrices and S2,N2 6 × 2
matrices. It follows from the second equation of (13) that N2 = βS2 and
βΩ2 = αN
(
0 0
0 J
)
for some constant β. The second equation of (14) gives
S2J (βL2 −K2)= 0, with K =
(
K1 −K ′2
K2 δJ
)
.
As S is nonsingular, rkS2 = 2 and so K2 = βL2. Notice that β = 0, since otherwise N2 = 0, K2 = 0
and rk(M1 |M3) 10, that contradicts to the choice of the vectors X,Z. Hence rkN2 = 2 and the third
equation of (14) implies βγ = δ.
As N2 = βS2, K2 = βL2, δ = βγ , the last two columns of the matrices βM2 and M3 are the same,
therefore rk(M2 |M3) 10 that contradicts to the choice of the vectors Y,Z.
This proves the last remaining case of the second statement of the lemma. ✷
With Lemma 3, we can now give the explicit solution of (4).
Lemma 4. Let (n, ν) = (16,7). Fix an orthonormal basis E1, . . . ,En in Rn. There exist n n× ν matrices
M1, . . . ,Mn satisfying
(15)M ′iMi = Iν, M ′iMj +M ′jMi = 0, 1 i = j  n
such that for any vector X = x1E1 + · · · + xnEn
(16)RX = (M1x1 + · · · +Mnxn)(M1x1 + · · · +Mnxn)′.
Proof. We will prove the lemma for bases such that every pair (Ei,Ej ) is in the open dense set
S2 ∈ St2(Rn), and every triple (Ei,Ej ,Ek) is in the open dense set S3 ∈ St3(Rn). The general case then
follows by continuity. The set of such bases is open and dense in the Stiefel manifold Stn(Rn)= O(n),
as the finite intersection of full preimages of open dense sets under the corresponding projections from
Stn(Rn) to St2(Rn) and to St3(Rn).
Eq. (16) in the expanded form reads as follows:
(17)MiM ′i =Ri, MiM ′j +MjM ′i = 2Rij , 1 i = j  n,
where Ri =REi , Rij =REiEj .
For every pair 1 < i = j  n let Mij1 ,Miji ,Mijj be three n × ν matrices constructed as in (2) of
Lemma 3 for the vectors E1,Ei,Ej , that is,
M
ij ′
1 M
ij
1 =Mij ′i Miji =Mij ′j Mijj = Iν,
M
ij ′
1 M
ij
i +Mij ′i Mij1 =Mij ′1 Mijj +Mij ′j Mij1 =Mij ′j Miji +Mij ′i Mijj = 0,
252 Y. Nikolayevsky / Differential Geometry and its Applications 18 (2003) 239–253M
ij
1 M
ij ′
1 =R1, Miji Mij ′i =Ri, Mijj Mij ′j =Rj,
M
ij
1 M
ij ′
i +Miji Mij ′1 = 2R1i , Mij1 Mij ′j +Mijj Mij ′1 = 2R1j ,
(18)Miji Mij ′j +Mijj Mij ′i = 2Rij .
Denote M1 =M231 . Since for any 1 < i = j  n M ′1M1 =Mij ′1 Mij1 = Iν and M1M ′1 =Mij1 Mij ′1 = R1,
there exist orthogonal ν × ν matrices Uij such that M1 =Mij1 Uij . The matrices M1 =Mij1 Uij , M˜iji =
M
ij
i U
ij
, M˜
ij
j =Mijj U ij still satisfy Eqs. (18). By the uniqueness part of statement (2) of Lemma 2, for a
fixed i, all the matrices M˜iji with 1< j  n, j = i are the same. Denote their common value by Mi .
We constructed the matrices M1, . . . ,Mn such that any triple M1,Mi,Mj satisfies (18) (with
superscripts omitted). It follows that Eqs. (15) and (17) hold with any 1 i = j  n. ✷
To complete the proof of Proposition 1 we need to find ν orthogonal skew symmetric ma-
trices J1, . . . , Jν , satisfying the Hurwitz relations JiJj + JjJi = −2δij In, and such that RXY =∑ν
k=1〈JkX,Y 〉JkX.
Let E1, . . . ,En be an orthonormal basis in Rn, and M1, . . . ,Mn be the matrices constructed in
Lemma 4. Let Mki be the kth column of the matrix Mi , 1  i  n, 1  k  ν. For every k denote
Jk = (Mk1 |Mk2 | . . . |Mkn), the n× n matrix consisting of the corresponding columns. Then for any vector
X = x1E1 + · · · + xnEn,
M1x1 + · · · +Mnxn = (J1X| . . . |JνX),
and so by (16), for any two vectors X,Y ∈ Rn we have
RXY = (M1x1 + · · · +Mnxn)(M1x1 + · · · +Mnxn)′Y
= (J1X| . . . |JνX)(J1X| . . . |JνX)′Y
= (J1X| . . . |JνX)
(〈J1X,Y 〉| . . . |〈JνX,Y 〉)′
=
ν∑
k=1
〈JkX,Y 〉JkX.
As M ′iMj +M ′jMi = 2δij Iν , 1 i, j  n by (15), we obtain
2δij δkr =
〈
Mki ,M
r
j
〉+ 〈Mri ,Mkj 〉= (J ′kJr + J ′rJk)ij
for all 1 k, r  ν. Hence J ′kJr + J ′rJk = 2δkrIn, that is, all the Jk’s are orthogonal, and moreover, for
any nonzero X ∈Rn the vectors J1X, . . . , JνX are mutually orthogonal. It follows that Jk’s are also skew
symmetric, since 0=RXX =∑k〈JkX, X〉JkX.
This completes the proof of Proposition 1.
References
[1] J.F. Adams, Vector fields on spheres, Bull. Amer. Math. Soc. 68 (1962) 39–41.
[2] D.V. Alekseevsky, Riemannian spaces with unusual holonomy groups, Funct. Anal. Appl. 2 (1968) 1–10.
[3] D.V. Alekseevsky, N. Blažic´, N. Bokan, Z. Rakic´, Self-duality and pointwise Osserman manifolds, Arch. Math. (Brno) 35
(1999) 193–201.
Y. Nikolayevsky / Differential Geometry and its Applications 18 (2003) 239–253 253[4] M.F. Atiah, R. Bott, A. Shapiro, Clifford modules, Topology 3 (1) (1964) 3–38.
[5] C. Brada, F. Pécaut-Tison, Calcul explicite de la courbure et de la 8-forme canonique du plan projectif des octaves de
Cayley, C. R. Acad. Sci. Paris Sér. I Math. 301 (1985) 41–44.
[6] R. Brown, A. Gray, Riemannian manifolds with holonomy group Spin(9), in: Diff. Geom. in honor of K.Yano, Kinokuniya,
Tokyo, 1972, pp. 41–59.
[7] Q.-S. Chi, A curvature characterization of certain locally rank-one symmetric spaces, J. Differential Geom. 28 (1988)
187–202.
[8] Q.-S. Chi, Curvature characterization and classification of rank-one symmetric spaces, Pacific J. Math. 150 (1991) 31–42.
[9] P. Gilkey, Manifolds whose curvature operator has constant eigenvalues at the basepoint, J. Geom. Anal. 4 (1994) 155–158.
[10] P. Gilkey, A. Swann, L. Vanhecke, Isoperimetric geodesic spheres and a conjecture of Osserman concerning the Jacobi
operator, Quart. J. Math. Oxford (2) 46 (1995) 299–320.
[11] D. Husemoller, Fiber Bundles, Springer-Verlag, 1975.
[12] Y. Nikolayevsky, Osserman manifolds and Clifford structures, Houston J. Math. (2003) (to appear).
[13] Z. Olszak, On the existence of generalized complex space forms, Israel J. Math. 65 (1989) 214–218.
[14] R. Osserman, Curvature in the eighties, Amer. Math. Monthly 97 (1990) 731–756.
[15] A.R. Rajwade, Squares, in: London Mathematical Society Lecture Note Series, Vol. 171, Cambridge University Press,
1993.
[16] Z. Rakic`, On duality principle in Osserman manifolds, Linear Algebra Appl. 296 (1999) 183–189.
[17] J.A. Wolf, Geodesic spheres in Grassmann manifolds, Illinois J. Math. 7 (1963) 425–446.
