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Abstract
Rigorous coupled spin-charge drift-diffusion equations are derived from quantum-kinetic equa-
tions for the spin-density matrix that incorporate effects due to k-linear spin-orbit interaction, an
in-plane electric field, and the elastic scattering on nonmagnetic impurities. The explicit analytical
solution for the induced magnetization exhibits a pole structure, from which the dispersion relations
of spin excitations are identified. Applications of the general approach refer to the excitation of
long-lived field-induced spin waves by optically generated spin and charge patterns. This approach
transfers methods known in the physics of space-charge waves to the treatment of spin eigenmodes.
In addition, the amplification of an oscillating electric field by spin injection is demonstrated.
PACS numbers: 72.25.Dc,72.20.My,72.10.Bg
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I. INTRODUCTION
Recent attention has focused on semiconductor spintronics, in which electronic spin po-
larization is used for information processing. Especially, the generation and manipulation
of nonequilibrium spin densities by exclusively electrical means in nonmagnetic semicon-
ductors is particularly attractive. Progress toward the development of spintronic devices
depends on theoretical and experimental studies of effects due to the spin-orbit interaction
(SOI). This spin-dependent coupling gives rise to an internal effective magnetic field that
leads to spin precession and reorientation. For semiconductor quantum wells or heterostruc-
tures, the bulk and structural inversion asymmetry give rise to Dresselhaus and Rashba
SOI terms, respectively. Unfortunately, the very same SOI also causes spin relaxation. The
randomization of electron spins is due to the fact that the SOI depends on the in-plane
momentum k. Consequently, the precession frequencies differ for spins with different wave
vectors. This so-called inhomogeneous broadening in conjunction with any scattering causes
spin dephasing,1 the details of which depend on the character of dominating scattering
processes, the band structure, and the crystal orientation.2 In GaAs/AlxGa1−xAs quantum
wells grown along the [001] axis and with balanced Rashba and Dresselhaus SOI strength,
a strong anisotropy in the in-plane spin dephasing time has been measured.3,4,5 The spin
relaxation along the [110] direction is efficiently suppressed. Based on this effect, which is
robust due to an exact spin rotation symmetry of the spin-orbit Hamiltonian,6 a nonballistic
spin-field-effect transistor was proposed.7 From a theoretical point of view, it is predicted
that for an idealized model with k-linear SOI the spin polarization along [110] is conserved
for a certain wave vector.6 The experimental confirmation of this prediction8 was possible
by exploiting transient spin-grating techniques. This experimental method offers an effi-
cient tool for identifying coupled spin-charge eigenstates in the two-dimensional electron
gas (2DEG). Optically induced diffraction patterns are formed in semiconductors, when two
pulses with identical energies interfere on the sample and excite electron-hole pairs.9,10,11,12
By varying the relative angle between the two pump beams, the grating period can be tuned
for resonant excitation of the eigenmodes. With a third time-delayed pulse that diffracts
from the photo-injected spin or charge pattern, the time evolution of the spin polarization is
monitored. A free-carrier concentration grating is produced within the sample by two beams
with parallel linear polarization. Alternatively, an oscillating spin polarization, which lev-
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itates over a homogeneous carrier ensemble, is generated by cross-linearly polarized pump
pulses. By detuning the frequencies, a moving (oscillating) charge and/or spin pattern can
be produced.
Most interesting both for basic research and the application point of view are weakly
damped spin-charge eigenmodes of the semiconductor heterostructure. These excitations
drastically change their character when an in-plane electric field acts simultaneously on spin
and charge carriers. Similar to the traditional study of space-charge waves in crystals (see,
for instance, Ref. 13), the field-dependent spin modes can be identified and excited by an
experimental set up that provides the appropriate wave vector. Such an approach can profit
from methods developed in the field of space-charge waves in crystals.
It is the aim of this paper to systematically derive general spin-charge drift-diffusion equa-
tions for a semiconductor quantum well with a general k-linear SOI. Based on the rigorous
analytical solution of these equations, a number of electric-field driven spin resonances are
studied.
II. SOLUTION OF DRIFT-DIFFUSION EQUATIONS
In this section, we introduce the model, derive and solve general spin-charge coupled drift-
diffusion equations for conduction-band electrons in an asymmetric semiconductor quantum
well. Coupled spin and charge excitations are treated by an effective-mass Hamiltonian,
which includes both SOI and short-range, spin-independent elastic scattering on impurities.
We are mainly interested in spin effects exerted by an in-plane electric field E = (Ex, Ey, 0).
The single-particle Hamiltonian
H0 =
∑
k,s
a†
ks [εk − εF ] aks +
∑
k,s,s′
(Ω(k) · σss′) a†ksaks′
− eE
∑
k,s
∇κa†k−κ
2
s
ak+κ
2
s
∣∣∣
κ=0
+ u
∑
k,k′
∑
s
a†
ksak′s, (1)
is expressed by carrier creation (a†
ks) and annihilation (aks) operators, the quantum numbers
of which are the in-plane wave vector k = (kx, ky, 0) and the spin index s. In Eq. (1), εk, εF ,
and σ denote the energy of free electrons, the Fermi energy, and the vector of Pauli matrices,
respectively. The strength u of elastic scattering can alternatively be characterized by the
momentum-relaxation time τ . Contributions of the SOI are absorbed into the definition of
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the vector Ω(k). We restrict the treatment to linear-in k Rashba and Dresselhaus SOI terms,
which result from the inversion asymmetry of the quantum-well confining potential and the
lack of bulk inversion symmetry. For the combined Rashba-Dresselhaus model, the electric-
field induced spin polarization depends on the orientation of the in-plane electric field.14,15
In addition, spin relaxation and spin transport are not only affected by the orientation of
spins, but also by the spin-injection direction.16 In order to be in the position to account for
all cases of interest, we consider the general class of k-linear SOI expressed by Ωi(k) = αijkj,
where αij are spin-orbit coupling constants.
17 The most studied example is a semiconductor
quantum well grown along the [001] direction. Under the condition that the Cartesian
coordinate axes are chosen along the principal crystallographic directions, we have for the
combined Rashba-Dresselhaus model α11 = β, α12 = α, α21 = −α, and α22 = −β, with α
and β being the Rashba and Dresselhaus coupling constants, respectively. A change of the
spin-injection direction is achieved by the transformation Ω′ = UΩ(U−1k), with U being a
rotation matrix.16 A particular configuration is obtained after a rotation around pi/4, which
leads to the SOI couplings: α11 = 0, α12 = α− β, α22 = 0, and α21 = −(α + β).
Spin-related phenomena are completely captured by the spin-density matrix fss′(k,κ|t),
which is calculated from quantum-kinetic equations.18,19,20,21 Based on the Born approxima-
tion for elastic scattering and on low-order corrections of the SOI to the collision integral,
Laplace-transformed kinetic equations are obtained for the physical components f = Trf̂
and f = Trσf̂ of the spin-density matrix.18 In these equations, spin-dependent contributions
to the collision integral are needed to guarantee that the spin system correctly approaches
the state of thermodynamic equilibrium. A solution of the coupled kinetic equations is
searched for in the long-wavelength and low-frequency regime. Systematic studies are pos-
sible under the condition of weak SOI, when a physically relevant evolution period exists, in
which the carrier energy is already thermalized, although both the charge and spin densities
still remain inhomogeneous. We shall focus on this regime, where the following ansatz for
the spin-density matrix is justified:22
f(k,κ|t) = −F (κ, t)dn(εk)/dεk
dn/dεF
, (2)
f (k,κ|t) = −F (κ, t)dn(εk)/dεk
dn/dεF
. (3)
The bar over the quantities f and f indicates an integration with respect to the polar angle
of the vector k. In Eqs. (2) and (3), n(εk) denotes the Fermi function and n =
∫
dερ(ε)n(ε)
4
is the carrier density with ρ(ε) being the density of states of the 2DEG. By applying the
outlined schema, spin-charge coupled drift-diffusion equations are straightforwardly derived
for the macroscopic carrier density F (κ, t) and magnetization M(κ, t) = µBF (κ, t) [with
µB = e~/(2mc) being the Bohr magneton]. For the general class of SOI Ω = α̂k, we obtain
the coupled set of equations[
∂
∂t
− iµEκ+Dκ2
]
F +
i
~µB
Ω(κ)M − 2imτ
~3µB
|α̂|([κ× µE]M) = 0, (4)
[
∂
∂t
− iµEκ+Dκ2 + Γ̂
]
M − e
mc
M ×Heff −χ(Γ̂Heff)F
n
− imµ
2
~2c
|α̂|(κ×E)F = G, (5)
in which the matrix of spin-scattering times Γ̂, an effective magnetic field Heff , and the
determinant |α̂| of the matrix α̂ appear. χ = µ2Bn′ denotes the Pauli susceptibility. In
addition, the spin generation by an external source is treated by the vector G on the right-
hand side of Eq. (5). To keep the representation transparent, let us focus on the combined
Rashba-Dresselhaus model α11 = −α22 = β, α12 = −α21 = α, for which the coupling
parameters are expressed by
α =
~
2K
m
cos(ψ + pi/4), β =
~
2K
m
sin(ψ + pi/4). (6)
By choosing ψ = −pi/4 or ψ = pi/4, the pure Rashba or pure Dresselhaus SOI is reproduced,
respectively. For the spin scattering matrix, we have
Γ̂ =
1
τs

1 cos(2ψ) 0
cos(2ψ) 1 0
0 0 2
 , (7)
in which the spin-scattering time τs appears (1/τs = 4DK
2) with D being the diffusion
coefficient of the charge carriers. The electric field enters the drift-diffusion Eqs. (4) and (5)
both directly and via an effective magnetic field
Heff = −2m
2c
e~2
α̂(µE + 2iDκ), (8)
which is related to the SOI. This auxiliary field originates on the one hand from the in-plane
electric field E and on the other hand from the inhomogeneity of spin and charge densities.
For the mobility µ, the Einstein relation holds µ = eDn′/n with n′ = dn/dεF . Variants of
Eqs. (4) and (5) have already been published previously.6,23,24,25,26
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An exact solution of the spin-charge coupled drift-diffusion Eq. (5) for the field-induced
magnetization is easily derived for the case E ↑↑ κ. By applying a Laplace transformation
with respect to the time variable t, we obtain the analytic solution
M ′⊥ =
Σ+ Γ̂
DT
[
Q⊥ − e
mcσ
QzHeff
]
− 1
σDT
( e
mc
)2
[Heff × (Heff ×Q⊥)], (9)
Mz =
Qz
σ
+
e
mcσ
1
DT
Heff(Σ + Γ̂)Q⊥ −
( e
mcσ
)2 1
DT
Heff(Σ + Γ̂)HeffQz, (10)
where M ′ = M − χHeff and M ′⊥ = ez ×M ′. The inhomogeneity of the transformed
Eq. (5) for the spin-density matrix is denoted by Q and has the form
Q =M(t = 0) + (iµEκ−Dκ2)χHeff/s+G/s. (11)
Other quantities that appear in Eqs. (9) and (10) are defined by Σ = s− iµEκ+Dκ2 and
σ = Σ + 2/τs, with s being the Laplace variable. The general solution in Eqs. (9) and (10)
provides the basis for the study of numerous spin-related phenomena including effects of
oscillating electric fields. Most important is the identification of spin excitations by treating
the denominator DT , which is given by
DT =
1
σ
{
Σ
[
σ2 +
( e
mc
Heff
)2]
+ g2
[
σ +
(µE)2
D
]}
, (12)
with g = 4Dm2|α̂|/~4. The cubic equation DT = 0 with respect to the Laplace variable
s → −iω yields three spin-related eigenmodes that have already been studied for zero
electric field E = 0 in Ref. 27. Field-dependent eigenstates calculated from the zeros
of Eq. (12) are characterized both by the direction of the electric field and by the spin
injection/diffusion direction. Most solutions of this equation describe damped resonances
in the charge transport and spin polarization. However, as already mentioned, there also
exist undamped excitations, which have received particular interest in recent studies. Here,
we focus on these long-lived spin states and study their dependence on an in-plane electric
field.
III. STUDY OF FIELD-DEPENDENT EIGENMODES
In the second part of the paper, we present selected applications of the general approach
presented in the previous section. We focus on spin effects on charge transport exerted
by spin injection and on long-lived field-induced spin excitations probed by interference
gratings.
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A. Amplification of an electric field by spin injection
As a first application of our general approach, the charge-current density is studied on
the basis of its definition
j(t) = −ie ∇κF (κ, t)|κ=0 . (13)
Taking into account Eq. (4) and the solution in Eqs. (9) and (10), the components of the con-
ductivity tensor are straightforwardly calculated. Here, we are interested in combining the
ac electric field with an external permanent spin-injection source that provides a generation
rate Gz(s) for the out-of-plane spin polarization.
Focusing on the linear response regime with respect to the in-plane electric field, an
analytical expression for the conductivity tensor σ̂ is obtained. In accordance with the
applicability of the drift-diffusion approach, the derivation is restricted to the case, when the
inequality ~n′/(τn) ≪ 1 is satisfied. For the frequency-dependent (s → −iω) longitudinal
and Hall conductivities, we obtain
σxx
yy
(s)/σ0 = 1± Gzτs
n
~n′
4τn
sin(4ψ)
(sτs + 1)(sτs + 2 cos2 ψ)(sτs + 2 sin
2 ψ)
(14)
σxy
yx
(s)/σ0 = ±Gzτs
n
~n′
2τn
sin(2ψ)
sτs + 2
[
τ
τs
− sτs + 1
(sτs + 2 cos2 ψ)(sτs + 2 sin
2 ψ)
]
, (15)
with σ0 = eµn. Other contributions to the charge transport, which are solely due to SOI,
are much weaker than the retained terms originating from spin injection. This conclusion is
illustrated by the curves (a) in Fig. 1, which have been numerically calculated for the case
Gz = 0. Weak SOI leads only to a slight deviation of the longitudinal conductivities σxx
and σyy from σ0. The spin effect completely disappears for the special Rashba-Dresselhaus
model with α = β (ψ = 0). The situation drastically changes, when there is an appreciable
permanent spin injection, which leads to additional contributions to the steady-state charge
transport owing to the spin-galvanic effect. An example is shown by the curves (b) in Fig. 1.
The striking observation is that Re σyy becomes negative for frequencies below about 10
10 Hz.
This remarkable behavior is confirmed by the expression for the static conductivity
σxx
yy
(s)/σ0 = 1± Gzτs
n
~n′
4τn
cot(2ψ), (16)
from which it is obvious that σyy changes its sign for sufficiently strong spin injection. There-
fore, we meet the particular situation that a paramagnetic medium, which usually absorbs
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FIG. 1: Real part of the diagonal conductivity components σxx (dashed lines) and σyy (solid lines)
as a function of frequency ω for β/α = 0.5, α = 10−9 eVcm, τ = 10−13 s, and D = 24 cm2/s. The
sets of dashed and solid lines (a) and (b) are calculated with Gz0/n = 0 and 0.03, respectively.
energy from an ac electric field to produce a spin accumulation, is driven to another regime,
where the ac field, which propagates in a given direction, is amplified by spin injection. This
stimulated emission is similar to the microwave energy gain, which was recently predicted
to occur in a paramagnetic medium with sufficiently large injection spin currents.28 Based
on their findings derived for rotating magnetic fields, the authors proposed a new concept
for a spin-injection maser. Our result is in line with their conclusion.
B. Electric-field mediated spin excitations
As a second application of our general approach, we treat coupled spin-charge eigenstates
that exist in a biased sample. Effects of this kind depend not only on the directions of the
electric field and the spin injection, but also on the orientation of the crystallographic axes.
Here, we study the influence of an electric field on an optically generated standing spin
lattice that is periodic along the κ+ = (κx + κy)/
√
2 direction. For simplicity, it is assumed
that the spin generation provides a regular lattice for the out-of-plane spin polarization
Qz(κ) =
Qz0
2
[δ(κ+ − κ0) + δ(κ+ + κ0)]. (17)
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FIG. 2: Time dependence of the electric-field induced out-of-plane magnetization for E+ =
500 V/cm, D = 24 cm2/s, and τ = 10−13 s. The lines a, b, and c were calculated for (κ+/
√
2K = 2,
α = β = 10−9eVcm), (κ+/
√
2K = 2.01, α = β = 10−9eVcm), and (κ+/
√
2K = 2.02, α = 1.05,
β = 0.95 10−9eVcm), respectively. In addition, we set r+ = 0.
Inserting this source term into Eq. (10), we obtain for the related field-dependent magneti-
zation the solution
Mz(κ, s) =
Σσ + g2
Σ
[
σ2 +
(
e
mc
Heff
)2]
+ g2 [σ + (µE)2/D]
Qz(κ), (18)
the character of which is mainly determined by the poles calculated from the zeros of the
denominator. Pronounced oscillations arise for the special Rashba-Dresselhaus model with
α = β. In this case (g = 0), Eq. (18) is easily transformed to spatial and time variables with
the result
Mz(r+, t) =
Qz0
2
{
e−D(κ0+2
√
2K)2t cos(κ0r+ + µE+(κ0 + 2
√
2K)t)
+ e−D(κ0−2
√
2K)2t cos(κ0r+ + µE+(κ0 − 2
√
2K)t)
}
, (19)
where K =
√
2mα/~2 and r+ = (rx + ry)/
√
2. In general, this solution describes damped
oscillations of the magnetization. However, due to a spin-rotation symmetry, there appears
an undamped soft mode, when the wave-vector component κ0 of the imprinted spin lat-
tice matches the quantity 2
√
2K, which is a measure of the SOI. This eigenmode leads to
long-lived oscillations of the magnetization. Numerical results, calculated from Eq. (18), are
shown in Fig. 2. Under the ideal condition α = β and κ0 = 2
√
2K, the induced magne-
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tization rapidly reaches the value Mz = Qz0/2 (curve a) and remains constant afterwards.
However, any slight detuning of this special set of parameters sparks damped oscillations
that can last for many nano-seconds. Examples are shown by the curves b and c in Fig. 2.
The importance of such spin-coherent waves, especially their potential for future spintronic
applications, has recently been emphasized by Pershin.29 The long-lived spin waves that
have been examined in this section are solely generated by an in-plane electric field. We
see in them building blocks for future spintronic device applications that rely exclusively on
electronic means for generating and manipulating spin.
IV. EXCITATION OF SPIN WAVES
Another wide research area that is covered by the spin-charge coupled drift-diffusion
Eqs. (4) and (5) [or their solution in Eqs. (9) and (10)] refers to the response of the spin
subsystem to space-charge waves in semiconductor nanostructures. To provide an example
for this kind of studies, we focus in this section on spin waves that are excited by an opti-
cally induced moving charge-density grating. Two laser beams with a slight frequency shift
between them produce a moving interference pattern on the surface of the semiconductor
sample that leads to a periodic generation rate for electron and holes of the form
g(x, t) = g0 + gm cos(Kgx− Ωt), (20)
with a homogeneous part g0 and a modulation gm. Kg and Ω denote the wave vector
and frequency of the grating. The generation rate g(x, t) causes electron [F (x, t)] and hole
[P (x, t)] density fluctuations that have the same spatial and temporal periodicity as the
source g(x, t). The dynamics of photogenerated electrons and holes is described by continuity
equations, which encompass both carrier generation [g(x, t)] and recombination [r(x, t)] as
well as drift and diffusion (see, for example, Ref. 30). If the retroaction of spin on the carrier
ensemble is neglected, we obtain the set of equations
∂F
∂t
=
1
e
∂Jn
∂x
+ g(x, t)− r(x, t), (21)
∂P
∂t
= −1
e
∂Jp
∂x
+ g(x, t)− r(x, t) (22)
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where the current densities for electrons [Jn(x, t)] and holes [Jp(x, t)] are calculated from
drift and diffusion contributions
Jn = eµnExF + eDn
∂F
∂x
, (23)
Jp = eµpExP − eDp∂P
∂x
. (24)
In these equations, µn and µp (Dn and Dp) denote the mobilities (diffusion coefficients) for
electrons and holes, respectively. A constant electric field E0 applied along the x direction is
complemented by a space-charge field δE(x, t), which is calculated from unbalanced electron
and hole densities via the Poisson equation
∂Ex
∂x
=
4pie
ε
(P − F ), (25)
with ε being the dielectric constant. The optical grating leads to a weak modulation of the
carrier densities around their mean value (F = F 0 + δF , P = P 0 + δP ). Due to the spin-
charge coupling manifest in Eqs. (4) and (5), charge-density waves are transferred to the spin
degrees of freedom and vice versa. As the hole spin relaxation is rapid, the time evolution
of the generated spin pattern can be interpreted in terms of the motion of electrons alone.
Consequently, the hole density is not considered in the equations for the magnetization.
In the absence of the optical grating, there is no out-of-plane spin polarization (F 0z = 0).
For the in-plane components, a short calculation leads to the result
F 0x = −
1
2
~K11µnE0n
′, (26)
F 0y = −
1
2
~K21µnE0n
′, (27)
which expresses the well-known effect of the electric-field mediated spin accumulation.31,32 In
these equations, the spin-orbit coupling constants are denoted by Kij = 2mαij/~
2. Besides
this homogeneous spin polarization, there is a field-induced contribution, which is due to the
optical grating. For the respective spin modulation, the harmonic dependence of the carrier
generation in Eq. (20) via z = Kgx − Ωt remains intact. In view of the periodic bound-
ary condition that we naturally accept for the optically induced grating, it is expedient to
perform a discrete Fourier transformation with respect to the z variable according to the pre-
scription F (z) =
∑
p exp(ipz)F (p). The resulting equations for the Fourier coefficients of the
magnetization are easily solved by perturbation theory with respect to the optically-induced
11
electric field Y = δE/E0 and spin δF contributions. For the field-dependent homogeneous
spin components (p = 0), we obtain the solution
δFx(0) =
2K12n
gτseE0n′
δFz(0), (28)
δFy(0) =
2K22n
gτseE0n′
δFz(0), (29)
δFz(0) = − (µnE0)
2/Dn
2/τs + (µnE0)2/Dn
{
S(1)Y (−1) + S(−1)Y (1)
}
, (30)
in which the p = 1 spin fluctuation occurs via the quantity
S(1) = δFz(1) +
τs
2τE
K11
Kg
δFy(1)− τs
2τE
K21
Kg
δFx(1). (31)
The scattering time τE , which is provided by the constant electric field, is given by 1/τE =
µnE0Kg. The spin response described by Eqs. (28) to (31) is a consequence of electric-
field fluctuations that accompany the optically induced charge modulation. As we neglect
the retroaction of the induced spin fluctuation on the charge balance, the determination of
Y (p = 1) rests exclusively on Eqs. (20) to (25). The calculation has been performed in
our previous work.30 To keep our presentation self-contained, we present previously derived
results that are needed for the calculation of the spin polarization. The relative electric-field
modulation, which has the form
Y (1) = − gm
2g0
1 + iΛ−
ττM (Ω− Ω1)(Ω− Ω2) , (32)
exhibits characteristic resonances at eigenmodes of space-charge waves given by
Ω1,2 = −1
2
(µ−E0Kg + iΓ)±
√(
1
2
(µ−E0Kg + iΓ)
)2
+ (1 + α1)/ττM . (33)
The damping of this mode
Γ = D+K
2
g +
1
τM
+
1
τ
(34)
includes the Maxwellian relaxation time τM = ε/4piσd with σd = eg0τµ+ and µ± = µn ± µp.
The parameter α1 in Eq. (33) depends on the electric field and is calculated from
α1 = d+(Λ+ − µΛ−) + κd+(1− µ2 + Λ2+ − Λ2−) + κΛ+, (35)
where d± = µ±E0Kgτ/2, Λ± = D±Kg/µ+E0, κ = (ε/4pie)E0Kg/(2g0τ), and µ = µ−/µ+.
The resonant amplification of dc and ac current components due to space-charge waves
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provides information useful for the determination of the lifetime and the mobilities of photo-
generated electrons and holes in semiconductors.30
To continue the analysis of the spin response, the set of linear equations for the p = 1
Fourier coefficients of the spin vector must be solved. The analytic solution has the form
S(1) =
~τsn
′
4τ 2EK
2
g
gτE
D˜T
[
1 +
1 + 2iΛ
1 + Σ˜τs/2τE
]
(K11K12 +K21K22)
×
{
Σ˜(1 + 2iΛ)
δF (1)
n
+ (Σ˜− i)Y (1)
}
, (36)
where Σ˜ = Λ− i(1 +ΩτE) and Λ = DnKg/µnE0. Again, the denominator D˜T in Eq. (36) is
used for the identification of electric-field-induced eigenmodes of the spin system. For the
specific set-up treated in this section, the general expression given in Eq. (12) reduces to the
dimensionless form
D˜T =
1
Σ˜ + 2τE/τs
{
Σ˜
[
(Σ˜ + 2τE/τs)
2 +
K211 +K
2
21
K2g
(1 + 2iΛ)2
]
+(gτE)
2
[
Σ˜ +
2τE
τs
+
(1 + 2iΛ)2
Λ
]}
. (37)
The closed solution in Eqs. (28) to (37) for the homogeneous spin polarization, which is
due to a moving optical grating, has a resonant character, when eigenmodes of the spin
subsystem are excited. The dispersion relations of these modes are obtained from the cubic
equation D˜T = 0 with respect to Ω. Depending on the relative strength of the imaginary
part in the equation Ω = Ω(κ), a more or less pronounced resonance occurs in the induced
spin polarization. Due to the spin-rotation symmetry of the model, the special Rashba-
Dresselhaus system with α = β provides an attractive example. By rotating the spin-
injection direction, the situation becomes even more interesting. A rotation around pi/4
leads to the set of SOI parameters α11 = α12 = α22 = 0, and α21 = −2α. In this special
case (g = 0), we obtain for the p = 1 Fourier component of the in-plane spin polarization
the result
δFy(1) =
i~n′
2τE
K21
Kg
Λ [1 + (K21/Kg)
2]− i(1 + ΩτE)
τ 2E(Ω + Ωs1)(Ω + Ωs2)
Y (1), (38)
in which two field-induced spin eigenmodes appear, the dispersion relations of which are
expressed by
Ωs1,2 = µnE0(Kg ∓K21) + iDn(Kg ∓K21)2. (39)
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FIG. 3: Induced in-plane spin polarization as a function of z = Kgx − Ωt for α = β = 0.2 ×
10−9 eVcm, g0 = gm = 1019 cm−3s−1, µn = 0.5 cm2/Vs, µp = 0.2 cm2/Vs, T = 77 K, and a
recombination time τr = 10
−6 s. The curves a, b, and c are calculated with E0max = 2.67 kV/cm,
E0max + 100 V/cm, and E0max − 100 V/cm, respectively. For the dashed line, we used E0 =
1 kV/cm.
Again the damping of one mode completely disappears under the condition Kg = −K21 =
4mα/~2. This peculiarity gives rise to a pronounced resonance in the field dependence of
the spin dynamics at µnE0max = Ω/(Kg +K21). Figure 3 illustrates this effect. Calculated
is the in-plane spin modulation δFy(Kgx − Ωt) = 2Re δFy(1) exp(iz). The smooth dashed
line displays the response of the spin polarization to the optically generated moving charge-
density pattern for E0 = 1kV/cm. The unpretentious signal is considerably enhanced under
the resonance condition, when E0 = E0max = 2.67kV/cm (curve a in Fig. 3). By changing
the field strength a little bit [E0 = E0max + 100V/cm (curve b), E0 = E0max − 100V/cm
(curve c)], the phase, amplitude, and frequency of the spin wave drastically change. This
resonant influence of an electric field on the excited spin waves is a pronounced effect that
is expected to show up in experiments. By applying a magnetic field, the resonant in-plane
spin polarization is rotated to generate an out-of plane magnetization.
V. SUMMARY
The generation and manipulation of a spin polarization in nonmagnetic semiconductors
by an electric field is a subject that has recently received considerable attention. All in-
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formation needed for the description of these field-induced spin effects are given by the
spin-density matrix, the equation of motion of which is governed by the model Hamiltonian.
The SOI is the main ingredient in this approach. In spite of the fact that kinetic equations
for the four-component spin-density matrix are straightforwardly derived, at least two subtle
features have to be taken into account: (i) for the consistent treatment of scattering, its de-
pendence on SOI must be considered, and (ii) to reproduce the well-known field-induced spin
accumulation, third-order spin corrections have to be retained in the kinetic equations. In
order to study macroscopic spin effects, it is expedient to suppress still existing superfluous
information in the spin-density matrix by deriving spin-charge coupled drift-diffusion equa-
tions. Under the condition of weak SOI, we followed this program and derived Eqs. (4) and
(5) in an exact manner. These equations, which are valid for the general class of linear SOI,
apply to various electric-field-induced spin effects that depend not only on the orientation of
the crystallographic axes, but also on the spin-injection direction and the alignment of the
in-plane electric field. An exact solution of the basic equations for the magnetization allows
the identification of field-dependent spin excitations. Among these spin eigenmodes there
are long-lived spin waves that can be excited by a spin and/or charge grating providing the
necessary wave vector. The applicability of our general approach was illustrated by a few
examples. The treatment of the spin-mediated conductivity of charge carriers reveals the
possibility that a component of an ac electric field is amplified by spin injection. A similar
effect led to the recent proposal for a spin-injection maser device.28 In a second application,
it was demonstrated how a regular lattice of an out-of-plane spin polarization excites long-
lived field-dependent spin waves. The calculation refers to a [001] semiconductor quantum
well with balanced Rashba and Dresselhaus SOI, for which a persistent spin helix has been
identified.6 Our final example establishes a relationship to the rich physics of space-charge
waves. By considering a typical set-up for the optical generation of a moving charge pat-
tern, the associated dynamics of the related spin degrees of freedom was treated. It was
shown that the charge modulation can be used to excite intrinsic field-dependent spin waves.
This example demonstrates that the powerful methods developed in the field of space-charge
waves can be transferred to the study of spin excitations.
15
Acknowledgements
Partial financial support by the Deutsche Forschungsgemeinschaft is gratefully acknowl-
edged.
1 M. W. Wu, J. Phys. Soc. Jpn. 70, 2195 (2001).
2 J. L. Cheng and M. W. Wu, J. Appl. Phys. 101, 073702 (2007).
3 N. S. Averkiev, L. E. Golub, A. S. Gurevich, V. P. Evtikhiev, V. P. Kochereshko, A. V. Platonov,
A. S. Shkolnik, and Y. P. Efimov, Phys. Rev. B 74, 033305 (2006).
4 B. Liu, H. Zhao, J. Wang, L. Liu, W. Wang, D. Chena, and H. Zhu, Appl. Phys. Lett. 90,
112111 (2007).
5 D. Stich, J. H. Jiang, T. Korn, R. Schulz, D. Schuh, W. Wegscheider, M. W. Wu, and C.
Schu¨ller, Phys. Rev. B 76, 073309 (2007).
6 B. A. Bernevig, J. Orenstein, and S. C. Zhang, Phys. Rev. Lett. 97, 236601 (2006).
7 J. Schliemann, J. C. Egues, and D. Loss, Phys. Rev. Lett. 90, 146801 (2003).
8 J. Shi, P. Zhang, D. Xiao, and Q. Niu, Phys. Rev. Lett. 96, 076604 (2006).
9 A. R. Cameron, P. Riblet, and A. Miller, Phys. Rev. Lett. 76, 4793 (1996).
10 S. G. Carter, Z. Chen, and S. T. Cundiff, Phys. Rev. Lett. 97, 136602 (2006).
11 P. S. Eldridge, W. J. H. Leyland, P. G. Lagoudakis, O. Z. Karimov, M. Henini, D. Taylor, R. T.
Phillips, and R. T. Harley, Phys. Rev. B 77, 125344 (2008).
12 M. Q. Weng, M. W. Wu, and H. L. Cui, J. Appl. Phys. 103, 063714 (2008).
13 M. P. Petrov and V. V. Bryksin, Photorefractive Materials and their Applications (Springer
Verlag, Berlin, 2007).
14 V. V. Bryksin and P. Kleinert, Int. J. Mod. Phys. B 20, 4937 (2006).
15 M. Trushin and J. Schliemann, Phys. Rev. B 75, 155323 (2007).
16 J. L. Cheng, M. W. Wu, and I. C. Lima, Phys. Rev. B 75, 205328 (2007).
17 O. E. Raichev, Phys. Rev. B 75, 205340 (2007).
18 V. V. Bryksin and P. Kleinert, Phys. Rev. B 73, 165313 (2006).
19 E. G. Mishchenko, A. V. Shytov, and B. I. Halperin, Phys. Rev. Lett. 93, 226602 (2004).
20 A. A. Burkov, A. S. Nunez, and A. H. MacDonald, Phys. Rev. B 70, 155308 (2004).
16
21 M. Hruska, S. Kos, S. A. Crooker, A. Saxena, and D. L. Smith, Phys. Rev. B 73, 075306 (2006).
22 V. V. Bryksin and P. Kleinert, Phys. Rev. B 76, 075340 (2007).
23 Y. Qi and Z. Zhang, Phys. Rev. B 67, 052407 (2003).
24 F. X. Bronold, A. Saxena, and D. L. Smith, Phys. Rev. B 70, 245210 (2004).
25 V. L. Korenev, Phys. Rev. B 74, 041308 (2006).
26 P. Kleinert and V. V. Bryksin, Phys. Rev. B 76, 205326 (2007).
27 T. D. Stanescu and V. Galitski, Phys. Rev. B 75, 125307 (2007).
28 S. M. Watts and B. J. van Wees, Phys. Rev. Lett. 97, 116601 (2006).
29 Y. V. Pershin, Phys. Rev. B 71, 155317 (2005).
30 P. Kleinert, Appl. Phys. Lett. 97, 073711 (2005).
31 V. M. Edelstein, Solid State Commun. 73, 233 (1990).
32 A. G. Aronov, Y. B. Lyanda-Geller, and G. E. Pikus, Zh. Eksp. Teor. Fiz. 100, 973 (1991).[Sov.
Phys. JETP 73, 537 (1991)].
17
