Abstract. Fluid flow in a single fracture is commonly simulated using the Reynolds equation. Recent work suggests that this depth-averaged approach underestimates head loss in regions of changing aperture. Implementing an ad hoc correction in the numerical formulation of the Reynolds equation allows us to modify local head loss, and calibrate simulation results to existing experimental data. Calibrated flow fields provide an improved estimate of longitudinal dispersivity, demonstrating the importance of adequately describing local head loss.
Introduction
The Navier-Stokes equations are expected to fully describe flow of Newtonian fluids within a variable-aperture fracture; simplification to the more tractable Stokes equations involves an assumption of negligible inertial forces (low Reynolds number), which is reasonable for many groundwater problems. Because numerical solution of the threedimensional Stokes equations imposes significant computational and data burdens for problems above the microscopic scale, it is common to employ a two-dimensional depthaveraged approximation known as the Reynolds equation [Patir and Cheng, 1978; Brown, 1987; Zimmerman and Bodvarsson, 1996] . Recent investigations [Mourzenko et al., 1995; Yeo et al., 1998; Nicholl et al., 1999] suggest that simulations based on the Reynolds equation will overestimate steady incompressible flow in fractures that deviate significantly from an idealized parallel plate model. Nicholl et al. [1999] concluded that the Reynolds equation overestimates local transmissivity by failing to adequately describe the physics of flow in regions of changing aperture. Here, we use numerical simulations and existing experimental measurements to consider both the validity and importance of that assertion. As a surrogate for full description of the three-dimensional flow field, we employ an ad hoc modification in the numerical formulation of the Reynolds equation to accentuate local head loss in regions of changing aperture. Subsequent calibration to match experimental flow data leads to an improved estimate of longitudinal dispersivity. This result confirms the importance of adequately describing local head loss in simulation of fracture flow, especially when attempting to predict processes dependent on local variability in the flow field (e.g., solute transport).
The Reynolds equation and recent work
Solving the Stokes equations for steady incompressible flow between parallel plates yields a parabolic velocity profile that is amenable to depth averaging (figure 1a). This observation leads to the well known "cubic law", which states that transmissivity (T ) will be proportional to the cube of the distance separating the plates. The Reynolds equation is founded on an assumption that the cubic law will be locally valid for flow between slightly non-parallel plates, and may be expressed as:
where local transmissivity, T (x, y) = b(x, y) 3 g/[12ν], h(x, y) is the hydraulic head, b(x, y) is the local aperture separating the fracture surfaces, g is the gravitational constant, and ν is the kinematic viscosity of the fluid.
Although a number of authors [Brown et al., 1995; Zimmerman and Bodvarsson, 1996] have considered the meaning of "slightly non-parallel", few studies have explored the degree and type of errors that occur when the Reynolds equation is used to simulate flow in a variable-aperture fracture. The small number of such studies rises from the difficulty in obtaining an independent standard against which to judge the Reynolds equation; physical experiments have been limited by the difficulty in obtaining aperture measurements of adequate accuracy and resolution Renshaw et al., 2000] , while the computational expense of large-scale three-dimensional Stokes simulations has limited numerical experiments.
Recent work suggests that simulations based on the Reynolds equation may significantly overestimate macroscopic fracture flow. Using three-dimensional Stokes simulations as a standard, Mourzenko et al. [1995] found that, for a number of synthetic aperture fields, the Reynolds equation overestimated macroscopic flow by as much as 100%. Brown et al. [1998] reported good agreement between numerical simulations and measured flow rates in a cast replica of a natural fracture. Yeo et al. [1998] explored the effects of offset along the fracture plane, also using cast fracture replicas. They reported that simulations overestimated measured flow rates by ∼30-100%. Nicholl et al. [1999] tested the Reynolds equation against experimental measurements using high resolution aperture data obtained through A parabolic velocity profile is maintained about the fracture centerline; however, path length exceeds the linear flow distance in the x, y plane, and the effective aperture (be) is smaller than b. c) Changes in aperture lead to flow components in the z direction and a non-parabolic velocity profile.
transmitted-light imaging . Simulations based on the Reynolds equation accurately predicted flow in a parallel-plate system, but overestimated flow by 22-47% in two variable-aperture analog fractures; spatial resolution, measurement error, and inertial effects (non-Stokes flow) were precluded as sources of the observed discrepancy. Using one of the same analog fractures considered by Nicholl et al. [1999] , Detwiler et al. [2000] found that transport simulations based on the Reynolds equation captured the experimentally observed transition from macrodispersion to Taylor dispersion with increasing Peclet number (P e), but underestimated longitudinal dispersivity (DL) by 20-37% over a range of P e.
An ad hoc correction
In a variable-aperture fracture, application of the Reynolds equation to Stokes flow will under predict local head loss at locations where: 1) the fracture centerline is non-planar (figure 1b); and/or 2) local aperture changes lead to a non- normalized to the baseline case of n = 0. Solid symbol (n = 2.64) was calibrated to the experimental measurements of Nicholl et al. [1999] . Solid line represents the average value of b 1 /b 2 (0.91) raised to the n th power.
parabolic velocity profile with flow components in the z direction ( figure 1c) . Mourzenko et al. [1995] noted the effects of a non-planar centerline, and Ge [1997] proposed a first-order correction that incorporates both increased path length and a revised definition of local aperture (be in figure  1b) . Nicholl et al. [1999] constructed a three-dimensional analog fracture that yielded data sufficient to implement the approach of Ge [1997] ; over prediction of experimental flow rate (∼38%) suggested a need to also correct for local head loss associated with changes in aperture (see figure 1c) . Here, we implement an ad hoc modification to the numerical formulation of the Reynolds equation for the sole purpose of verifying the importance of local head loss in determining the predicted flow field. In numerical solution of (1) using the block-centered finite-difference method, aperture values are assigned at the grid-block centers, and flow between adjacent grid-block centers is described by the link transmissivity (TL). Nicholl et al. [1999] tested eight different formulations for TL and found that all led to over prediction of their experimental flow measurements; the closest agreement was achieved with TL defined as the harmonic average of transmissivity at the adjacent grid block centers. Although this averaging scheme is widely regarded as a lower bound on the effective transmissivity of a two-dimensional random porous media [Dagan, 1979] , flow through a variable-aperture fracture includes components in the z direction (see figure 1 ) that are expected to further reduce transmissivity beyond that predicted by the harmonic average.
Based on the previous discussion, we assume that link transmissivity in a variable-aperture fracture will be less than the harmonic average of transmissivity at adjacent grid-block centers (Eq 2., part 1). Next, we assume that head loss associated with flow components in the z direction is in some way related to the relative size of adjacent apertures (b1, b2). We then make an ad hoc modification to the harmonic mean by adding an additional term (Eq 2., part 2) that accentuates local head loss in regions of changing aperture:
where b1 ≤ b2 and n ≥ 0; n is an empirical calibration factor that is applied uniformly across the system. Examination of 2 cm Figure 4 . Simulated flow undergoes an increase in tortuosity with n. This small segment was taken from within the ∼28 x 13 cm simulated region; lighter shades represent large apertures, dark shades small apertures, and the black lines are streamlines through the simulated flow fields. At n = 0 (top), flow is relatively linear and cuts across a small aperture region (leftmost white circle); at n = 10 (bottom), flow is much more curvilinear and avoids small aperture regions. This particular region, and value of n (10) was chosen for illustrative purposes, changes in tortuosity were more gradual at smaller values of n.
(2) suggests that it is simply an arbitrary averaging scheme, in which n modifies the relative weights of b1 and b2 in determining TL; i.e., increasing n puts more weight on the smaller of the two apertures and leads to a significant reduction in TL (figure 2). We note that our correction ignores the spatial separation between b1 and b2, making n dependent on grid-spacing. Also, where b changes slowly in space (i.e., aperture correlation scale is not small with respect to the system scale), flow components in the z direction will also be small [Zimmerman and Bodvarsson, 1996] , and the value of n required to recover experimental measurements of flow will approach zero.
Effects on simulated flow
To explore the influence of local head loss, as embodied in (2), we simulated flow for n = 0 to 20 on a well-characterized aperture field studied by Nicholl et al. [1999] and Detwiler et al. [2000] . Because this homogenous, isotropic aperture field is much larger (1876 x 866 grid blocks) than the aperture correlation scale (∼5 grid blocks), large scale channeling is precluded, and flow is dominated by local aperture variability. Simulated flow rate (Qn) is observed to decrease rapidly at small n, and then more slowly as n continues to increase (figure 3). Experimental flow measurements reported by Nicholl et al. [1999] were recovered at n = 2.64.
If our ad hoc correction acted uniformly across the flow field, simulation results would coincide with b1/b2 n , where b1/b2 represents the spatial average of b1/b2 across the aperture field (0.91). The difference between simulation results and the prediction based on b1/b2 n (figure 3) suggests that simulated flow samples increasingly smoother portions of the fracture with increasing n. Thus, the influence of n in (2) acts to channel flow away from locations of changing aperture, and into connected larger apertures (figure 4). In addition to increasing path length, channelization also acts to reduce the portion of the aperture field that actively participates in simulated flow.
Effects on simulated transport
Simulation results show that modification of local transmissivity according to (2) reduces the macroscopic flow rate through a combined process of channelizing flow and a spatially variant lowering of transmissivity along the channels. To evaluate whether these local modifications to the velocity field are reasonable, we compare transport simulations using the modified local fluxes to previously conducted transport experiments. Following Detwiler et al. [2000] , we examined the influence of (2) on solute transport by tracking particles through the fracture. Velocity variations perpendicular to the fracture plane were approximated by imposing a parabolic velocity profile across b, with the condition that the local mean velocity matched that predicted by the Reynolds equation, using (2) for TL. For each time step, particles underwent a three-dimensional advective displacement followed by a three-dimensional random diffusive displacement; the x, y advective displacement was based on the local velocity and the z displacement maintained particle location relative to the fracture surfaces.
Transport was simulated across a range of gradients corresponding to the experimental measurements of Detwiler et al. [2000] at both n = 0 and n = 2.64; the former value corresponds to the simulations performed by Detwiler et al. [2000] , and the latter represents calibration to macroscopic flow as described above. Here, we used constant head boundary conditions for the n = 0 and n = 2.64 simulations that corresponded to the physical experiments. For each simulation and experiment, we measured first and second spatial moments (M1, M2) of the solute plume. Mean solute velocity (V ) and longitudinal dispersion (DL) of the solute plume were calculated as ∂M1/∂t and (1/2)(∂M2/∂t), respectively.
Plotting DL/Dm against P e (figure 5) demonstrates that transport simulations based on the modified formulation of the Reynolds equation (n = 2.64) underestimate experimentally measured values of DL by 19-12% with increasing P e. Over the same range of P e, simulations based on the standard Reynolds equation (n = 0) underestimate DL by ∼35-20%. The decrease in discrepancies at large P e is caused by the increased influence of velocity variation in the z direction (Taylor dispersion) which are not affected by our ad hoc correction. Accentuating local head loss with (2) reduces the discrepancy between simulated and measured DL by ∼40%. In addition to underestimating DL, the n = 0 simulations overestimate P e by ∼26%, which corresponds with the overestimation of flow reported by Nicholl et al. [1999] . These results support our hypothesis that overestimation of macroscopic flow rate by the Reynolds equation arises from an underestimation of local head loss associated with three-dimensional flow components in regions of changing aperture. It is also likely that the additional head losses present in the experiments are accompanied by deviations from the parabolic velocity profiles, (not accounted for in our transport simulations) which should lead to further enhancement of dispersion.
Concluding remarks
Examination of streamlines produced by advective particle tracking demonstrates channelization with increasing n. At small n, flow is diverted from small aperture regions into macroscopic channels. At larger values of n, the channels are already established, and further reductions in flow result from a combination of decreased link transmissivity along the channels, and a narrowing of channel width. This observation carries significant implications with respect to applicability of the Reynolds equation in variable-aperture fractures. In our earlier work [Nicholl et al., 1999] we concluded that the Reynolds equation failed to adequately predict flow in aperture fields dominated by local aperture variability. However, Brown et al. [1998] reported good agreement between simulated and measured flow rates in a cast replica of a natural fracture that exhibited aperture correlation at the system scale. Results here suggest that predictions based on the Reynolds equation may be only marginally sensitive to TL in flow fields dominated by large-scale channeling, such as that used by Brown et al. [1998] . This conjecture is further supported by a recent investigation of partiallysaturated fracture flow, where long-wavelength channels induced by the entrapped air were the dominant factor in determining relative permeability [Nicholl et al., 2000] . Threedimensional variability of the fracture centerline (see figure 1b) may also play a major role in determining applicability of the Reynolds equation [Ge, 1997; Watie et al., 1999] . Based on these varied results, it appears that saturated flow through a variable-aperture fracture may be dominated by local aperture variability, large scale channeling, or tortuosity about the mean plane. In the latter two cases, simulation of flow and transport using two-dimensional depth averaged approaches is expected to be relatively straightforward; however, if local variability is a dominant factor in determining flow, we may need to resort to the full three-dimensional Stokes equations, or develop a more rigorous correction factor for the Reynolds equation that incorporates the influence of short-wavelength variability.
In lieu of improved two-dimensional formulations, we must exercise caution in applying the Reynolds equation to simulate processes (e.g., solute transport) in discrete fractures. For example, Detwiler et al. [2000] avoided overestimating mean solute velocity by employing a specified flux boundary condition, and predicting the velocity field within the fracture according to the Reynolds equation; in this way, errors caused by the Reynolds equation result in local perturbations about an accurate mean velocity. However, if specified head boundary conditions are used (as in this investigation), the shortcomings of the standard Reynolds equation will not only result in underestimation of DL, but also overestimation of the mean solute velocity, and thus Pe. The local modification to the numerical formulation of the Reynolds equation both improves estimates of DL in the fracture, and reconciles the discrepancy between mean gradient and mean velocity through the fracture.
