Abstract. We consider the generalized BBM (Benjamin-Bona-Mahony) equations:
Introduction
We consider in this paper the generalized BBM equations (gBBM henceforth) (1.1)
(1 − ∂ 2 x )u t + (u + u p ) x = 0, (t, x) ∈ R × R, u(0, x) = u 0 (x), x ∈ R, where p ∈ N, p 2, as introduced by Peregrine [19] and Benjamin, Bona and Mahony [2] . The Cauchy problem associated to (1.1) is globally well posed in H 1 (R) (see [2] ), and H 1 solutions are such that (1.2) E(u(t)) = 1 2 u 2 (t, x)dx + 1 p + 1 u p+1 (t, x)dx = E(u 0 ),
The quantity u(t) is also formally conserved. However, there is no value of p such that the gBBM equation admits more conserved quantities. In particular, the gBBM equation is not completely integrable, for any value of p. As a consequence no inverse-scattering theory can be developed for this equation, see [15] and [18] . This situation is in contrast with the generalized Korteweg-de Vries equations (gKdV equations):
(1.4) u t + (u xx + u p ) x = 0, which is completely integrable for both p = 2 and 3 (but not for other values of p).
As the gKdV, the gBBM equation has a two parameter family of solitary wave solutions: for any c > 1 and x 0 ∈ R, u(t, x) = ϕ c (x − ct − x 0 ) is a traveling wave solution of (1.1) if ϕ c is solution of The H 1 nonlinear stability of a solitary wave solution ϕ c (x − ct − x 0 ) of (1.1) was studied by Weinstein [21] and Souganidis and Strauss [20] . We say that ϕ c is stable if:
For any γ > 0, there exists δ > 0 such that u 0 − ϕ c H 1 < δ implies that there exists r(t) such that for all t ∈ R, u(t, . − r(t)) − ϕ c H 1 γ.
From [21] and [20] , it turns out that ϕ c (x − ct − x 0 ) is stable if the following condition is satisfied:
and is unstable if d dc m(ϕ c ) < 0. Indeed, condition (1.6) was found to be a natural condition under which stability is true, not only for the Schrödinger, gKdV and gBBM equation ([21] ) but also for other nonlinear dispersive equations. In the case of the gBBM equation, we have by straightforward calculations (1.7) m(ϕ c ) = (c − 1) 0 j t − x 0 j ) of (1.1) which are stable. We prove that their sum is also stable, in an appropriate sense, provided that the solitary waves are sufficiently decoupled. Our main result is the following. 
Remark 1. A similar result was proved by Martel, Merle and Tsai [14] for the generalized KdV equations. Here, we combine a generalization of the argument of [14] with some tools developed by El Dika [5] - [7] for the gBBM equation. This paper is thus an illustration of the fact that the approach in [14] does not depend on specific calculations for the gKdV equation, but is a general method for proving the stability of the sum of N solitary waves of a nonlinear dispersive equation as a consequence of two basic properties: -a dynamical proof of the stability of solitary waves solutions, as provided in [21] for several dispersive equations, -a property of almost monotonicity of a local version of an invariant quantity, see Lemma 2.1.
We expect that these two properties hold not only for the gKdV and the gBBM equations, but also for several other nonlinear dispersive equations, for example : the fifth-order KdV equation, the Benjamin-Ono equation, and the ILW equation (see [21] ). Let us give some details for the fifth-order KdV equation: (1.11) u t + (u xx − u xxxx + u 2 ) x = 0, (t, x) ∈ R × R, u(0, x) = u 0 (x), x ∈ R.
For this equation, the monotonicity property is easily checked (as for the gKdV equation, see Corollary 1 in [12] ), and a proof of stability of solitary waves is available (using numerical calculations), see Il'ichev and Semenov [9] . Now, we turn to the question of asymptotic stability. Recall that the first result of asymptotic stability of solitary waves for the gBBM equation (for p = 2, 3) in the energy space has been proved by the first author ( [5] , [6] ) and independently by Mizumachi [17] . Their work is in the same spirit as asymptotic stability results for the generalized KdV equations by Martel and Merle [12] (see also [13] for a simplified proof).
A direct corollary of the asymptotic stability result for one solitary wave and the stability of the sums of N solitary waves (Theorem 1.1) is the following result of asymptotic stability of the sums of N solitary waves in the energy space. 
such that the solution u(t) of (1.1) satisfies:
Remark 2. Note that the asymptotic stability in H 1 (R) (1.13) has a local in space sense. As for the gKdV equation, we cannot have in general convergence in H 1 (R), since almost all solutions have dispersion for x < t, see Remark 5.
Remark 3. The restriction c 0 j ∈ E is probably a technical condition, due to the use of a spectral result by Miller and Weinstein [16] , as in the asymptotic stability result of [6] . In fact, the conclusion of Theorem 1.2 would be true in general provided that for any c 0 j , a linear rigidity condition related to ϕ c 0 j is satisfied (see [6] , Theorem 6.1 and section 4.1 of this paper).
Finally, we state another result related to N -solitary waves for the gBBM equations. Being given 1 c
N ∈ R, we prove that there exists a unique solution U (t) of (1.1) such that (1.14) lim
A similar result was proved by the second author for the generalized KdV equations, see [11] . There exists a unique function U ∈ C(R, H 1 (R)) which is solution of (1.1) and satisfies
Moreover, U (t) is such that, for any s 1, for any t 0,
where γ > 0, and A s > 0. 2. Preliminaries 2.1. Modulation. The aim of this section is to prove that if u is a solution of the gBBM equation which remains close to the manifold of the sum of N solitary waves for t ∈ [0, t 0 ], then for the same time interval we can decompose u as the sum of N modulated solitary waves plus a function ε(t) which remains small in H 1 (R) :
Henceforth we fix an integer p 2, and N velocities
is, as noted in the Introduction, the critical speed for stability. We also fix
We denote by U(α, L) the neighborhood of size α of all the sum of N solitary waves of speed c 0 j such that the distance between their spatial shifts x j is larger then L,
then there exist unique C 1 functions
such that if we define ε by
then the following properties are satisfied for all j ∈ {1, · · · , N }, for all t ∈ [0, t 0 ] :
Proof. First, we prove the decomposition result for general function u ∈ U(α, L), i.e., with no time dependency. Let L > 0,
We denote by B(R X 0 , α) the ball in H 1 (R) of center R X 0 and radius α, and we define the mapping :
and
By the dominated convergence theorem and the smoothness of ϕ c , it can be seen that Y is a C 1 -mapping. In view of applying the implicit function theorem, let us compute the partial derivatives of Y at the point M 0 = (c
Using the identity
and integrating by parts, we find that
Remark that
j , see the Introduction and [20] , [21] . Moreover, we deduce from the above identity that
−C 1 , where C 1 > 0 depends only on the (c 0 j ). We also integrate by parts to compute :
where C 2 > 0 depends only on the (c 0 j ). Remark now that there exists C > 0, such that for all j = 1 · · · N ,
this allows one to compute, for j = k
In the same way we compute, for j = k
We deduce that D (c1,··· ,cN ,y1,··· ,yN ) Y(M 0 ) = D + P , where D is an invertible diagonal matrix with ||D|| C 3 , where C 3 > 0 depends only on the (c 0 j ), and ||P || Ce −σ0L/2 . Hence there exists
) is invertible and its norm is larger than C 3 /2. The implicit function theorem implies the existence of α 0 > 0, and
It is crucial, for the next step, to note that α 0 and K 1 are independent from
We are now able to define the modulation of u ∈ U(α, L) for L L 1 and 0 < α α 1 , α 1 to be chosen later. Indeed, for α α 1 one can cover U(α, L) as follows :
where α 1 ρ 0 α 0 , and ρ 0 is chosen such that if u ∈ B(R X , ρ 0 ) ∩ B(RX , ρ 0 ), then the modulation of u is uniquely defined thanks to the uniqueness in the implicit function theorem. Now, we define the modulation of u solution of (gBBM) such that u(t) ∈ U(α, L) for all t ∈ [0, t 0 ], by setting for j = 1, · · · , N and t ∈ [0, t 0 ] c j (t) = c j (u(t)) and x j (t) = x j (u(t)),
These functions clearly satisfy properties (2.4) and (2.5). To establish estimates (2.6) we argue as in the case of a single solitary wave ( [6] ). Indeed, substituting u(t, x) = N j=1 ϕ cj (t) (x − x j (t)) + ε(t, x) in the gBBM equation and using the equation of ϕ cj (t) , we find that ε(t) satisfies for all t ∈ [0, t 0 ],
Now remark that thanks to estimate (2.5), one can choose α 1 sufficiently small such that for all j,
this implies that
Taking the inner product in L 2 (R) of equation (2.10) with R j and ∂ x R j , integrating by parts and using the decay of R j and its derivatives, we find
Using this inequality, the choice of σ 0 , estimates (2.9) and (2.8), one can take α 1 small enough and L 1 large enough such that |x k (t) − x j (t)| L/2 + σ 0 t ; this and estimate (2.13) imply (2.6) and achieve the proof of Proposition 2.1.
Monotonicity property.
We introduce in this section a main tool in the proof of the stability result. It is an adaptation of the monotonicity result in the case of single perturbed solitary wave (Proposition 3.1 in [6] ) or H 1 -localized solutions of the gBBM equation (Lemma 2.1 in [7] ) to the case of solutions near the sum of N solitary waves.
Before introducing this tool, we recall two fundamental identities (see proofs of Propositions 3.1 and 4.2 in [6] and proof of Lemma 2.1 in [7] ) which are based on the conservation laws: For any solution u(t) of (1.1), and any C 1 function g = g(x), the following holds:
where
Consider the function ψ :
where Q is defined in the Introduction. Note that ψ is positive, increasing, ψ(x) goes to 1 when x goes to +∞, and ψ and its derivatives satisfy an exponential decay on the left :
for x 0. We introduce for all j ∈ {2, · · · , N } :
Note that I j (t) is close to
. The following lemma claims that for a solution u of the gBBM equation such as in Proposition 2.1, the function I j is almost decreasing with respect to time :
Proof. Since the proof is very similar to the one of Lemma 2.1 in [7] , we only give the main steps. From (2.11), we deduce that for all j ∈ {1, · · · , N }, c j (t) − 1. Thus, using estimate (2.6), one can choose in Proposition 2.1 a value of α 1 sufficiently small and L 1 sufficiently large such that
Using this estimate and following the same steps as in the proof of Lemma 2.1 in [7] , we compute :
Next we introduce the functionh
, this change of variable and the estimate
(see [7] ). It remains to deal with the nonlinear terms, the idea is to decompose each of them as the sum of two integrals, one of them being over a region where u is small. To do this, we set
sufficiently large, and a 0 = a 0 (σ 0 ) sufficiently small, we have by the expression of ϕ c (x),
8 .
This implies that (2.19)
Remark that from (2.6) and (2.11), we can choose in Proposition 2.1 the parameter α 0 sufficiently small so thatẋ j (t) −ẋ j−1 (t) σ 0 . Thus, for x ∈ I C , we have
This estimate and the exponential decay of ψ ′ imply that (2.20)
The second nonlinear term, uψ
dx, is also decomposed as above, using the same estimates as the ones of the proof of Lemma 2.1 in [7] , we get
Hence, gathering estimates (2.19), (2.20) and (2.21), we obtain
This implies, after integration between 0 and t, that
where C is independent of t. Thus, Lemma 2.1 is proved.
Linearization of the energy and coercivity.
Lemma 2.2. There exists K 3 > 0 and L 3 > 0 such that the decomposition of u given in Proposition 2.1 satisfies the following : if for all j,
Proof. The proof consists in writing the energy of u as the sum of the energies of the modulated solitary waves and a quadratic form of ε, which is done using the decomposition of u and the orthogonality conditions satisfied by ε. Indeed, using the decomposition of u (2.1), a straightforward calculation gives :
First, thanks to the equation of ϕ c (1.5) and the orthogonality condition (2.4) we obtain for all j
Now, recall that with our choice of σ 0 , |R j (t, x)| Ce −σ0|x−xj(t)| , and on the other hand |x
Finally, for the nonlinear terms : for all 1 k p − 1,
. To obtain (2.23), it suffices now to use the energy conservation E(u(t)) = E(u(0)). Thus Lemma 2.2 is proved.
Finally, we give a generalization of a positivity lemma proved by Weinstein [21] , Proposition 5.2. The quadratic form L N that we consider has a suitable form around each solitary wave, which requires localization arguments. 
). The proof of Lemma 2.3 is given in Appendix A.
Stability proof
This section is devoted to the proof of the main result i.e. Theorem 1.1. We follow the strategy described in the Introduction. For A 0 , L, α > 0, we define
We claim that there exists
, it is a consequence of the following proposition.
Proof of Proposition 3.1. Let A 0 > 0 to be fixed later. Since by (3.3), u(t) is close in H 1 to a sum of N sufficiently decoupled solitary waves, we may apply Proposition 2.1 on [0, t ⋆ ]. It follows that there exist c j , x j as in the statement of the proposition. Since (3.3) involves the constant A 0 to be chosen, we obtain estimates on ε(t), |c j (t) − c 0 j |, and the quantities in (2.6) all depending on A 0 . However, for the initial data, i.e., at t = 0, assumption (3.2) implies directly
with no dependency on A 0 , using the first part the proof of Proposition 2.1. We choose α 0 , L 0 such that we can apply Lemmas 2.1-
Let us define
The proof proceeds in two steps ((i) and (ii) in the next lemma) : first, we control the variations of the c j (t). Second, we estimate ε(t) H 1 , which gives the stability result.
(ii) There exists
Proof of Lemma 3.1. We recall the three estimates that will be used in the proof: (a) The conclusion of Lemma 2.2:
12 L , (3.9) (b) From Lemma 2.1 and the orthogonality conditions on ε(t):
We also write an identity that relates ∆
Proof of (i). We combine (3.9)-(3.11) and the above identity to obtain (i). Let
From (3.9), we have
and so using (3.11) and (3.12), we obtain
Note that directly from (3.10), for all j ∈ {1, . . . , N }, we have
Using this estimate for j 2 in (3.13), we deduce
Similarly, for j ∈ {2, . . . , N }, we have from (3.13),
and so, for all j ∈ {1, . . . , N }, we have |∆
Thus (i) is proved.
Proof of (ii). We use again (3.9)-(3.12) together with Lemma 2.3 to obtain (ii).
Recall that in Lemma 2.3, we have defined
where c(t, x) = c 1 (t) + N j=2 (c j (t) − c j−1 (t))ψ j (t, x). In the following we set c 0 ≡ 0 and ψ 1 ≡ 1 for the reader convenience. Inserting (3.9) and (3.12) into (3.11), and then using (i), we have
Thus, by (3.10), and c j (t) − c j−1 (t) > σ 0 , we obtain
H 1 , and so we obtain (ii). Thus Lemma 3.1 is proved.
Conclusion of the proof of Proposition 3.1. By (3.5) and Lemma 3.1, we have
where K > 0 is a constant independent of A 0 . Thus the proposition is proved with A 0 = 2K, and A 0 α 0 small enough.
4. Proof of the asymptotic stability 4.1. Rigidity property. Together with the monotonicity property described in Lemma 2.1, the second main ingredient of the proof of the asymptotic stability of the family of solitary waves in [6] , [17] is the following rigidity property.
Theorem 4.1 ([6] , [17] ). Let p = 2, 3. Let u 0 ∈ H 1 (R). There exists a set E ⊂ (1, +∞) without accumulation points (E may be empty) such that, for any c 0 ∈ (1, +∞) \ E, there exists α 1 > 0 such that if
and if the corresponding solution u(t) of (1.1) satisfies : for all δ > 0, there exists B δ > 0 such that for all t ∈ R,
for some function y(t), then there exists x 1 ∈ R, and c 1 > 1 such that
An analogous result, without the restriction of the set E, was proved in [12] for the subcritical gKdV equations. Recall that property (4.2) implies (without assumption (4.1) of closeness to ϕ c0 ) complete smoothness and exponential decay of the solution u(t) of the gBBM equation (see Theorem 1.1 in [7] ).
Recall also that the proof of Theorem 4.1 is mainly based on a rigidity property of a linear equation:
The proof of this linear property in [6] uses a spectral result due to Miller and Weinstein [16] , and for this reason requires the introduction of the set E. For the gKdV equation, the proof of the linear rigidity property is obtained in a different way, see [12] .
We turn now to the proof of Theorem 1.2. By Theorem 1.1, the solution u(t) is close to the sum of N solitary waves for all time t 0, and admits a decomposition as in Proposition 2.1. The proof of Theorem 1.2 then proceeds into two steps. First, using Theorem 4.1 and monotonicity properties, we prove the convergence of ε(t) to 0 around each solitary wave ( §4.2). Second, we prove convergence of ε(t) in H 
Proof. Proposition 4.1 is a property of the flow of the gBBM equation around the solitary waves, which is a consequence of the rigidity property Theorem 4.1. We sketch the argument, which follows the strategy of section 4 of [6] , and we refer to [6] for more details. Let j ∈ {1, . . . , N }.
First, we prove that ε(t, . + x j (t)) ⇀ 0 in H 1 (R). For the sake of contradiction, assume that there existsε 0 ∈ H 1 (R),ε 0 ≡ 0, andc 0 > 1, such that for a sequence t n → +∞,
Consider the solutionũ(t) of the gBBM equation with initial dataũ 0 ≡ ϕc 0 +ε 0 . It also admits a decomposition, with parametersc(t),x(t) andε(t). By weak convergence and uniqueness of the decomposition ofũ 0 , we haveε(0) =ε 0 ,c(0) =c 0 andx(0) = 0. u(t n + t, . + x(t n + t)) →ũ(t, . +x(t)) in H 1 loc as n → +∞. Here, we obtain convergence in H 1 loc from a convergence in H 1 weak, which is a special feature of the gBBM equation, described in the proof of Lemma 4.2 in [6] . The main ingredient is that if u(t n ) converges weakly in H 1 then by the equation of u, u t (t n ) converges weakly in H 2 . This convergence result and the monotonicity property (Lemma 2.1) imply thatũ satisfies the assumptions of Theorem 4.1, and thus is equal to a solitary wave solution. We omit the detail of the proof since it is similar to Proposition 4.1 in [6] . Sinceũ(0) = ϕc 0 +ε 0 = ϕ c * (. − x * ), for some c * > 1, x * ∈ R, by uniqueness of the decomposition ofũ(0), we have c * =c 0 andε 0 ≡ 0, which is a contradiction.
Second, from the weak convergence to zero, we obtain as in (4.5) a strong convergence result:
Finally, the convergence of c j (t) to some limit value c +∞ j is a consequence of another monotonicity property of the gBBM equation, true on quantities related to the energy conservation:
We refer to Proposition 4.2 in [6] for the proof. → 0 as t → +∞.
The proof of this Proposition is based only on Proposition 4.1 and monotonicity properties. It is very similar to the proof of Proposition 3 in [14] , but we repeat the proof for the reader's convenience.
Proof. Set γ 0 = σ 0 /24. Let y 0 > 0. First, using the arguments of the proof of Lemma 2.1, we have
Therefore, by the decay properties of ϕ c , we obtain
Since, for fixed y 0 , xN (t)<x<xN (t)+y0 (ε 2 + ε 2 x )(t, x)dx → 0 as t → +∞ (by Proposition 4.1), we obtain lim t→+∞ x>xN (t) (ε 2 + ε 2 x )(t, x)dx = 0. Now, we prove that for all j, x>xj(t) (ε 2 + ε 2 x )(t) → 0 as t → +∞, by backwards induction on j. Assume that for j 0 ∈ {1, . . . , N }, we have x>xj 0 (t) (ε 2 + ε 2 x )(t) → 0 as t → +∞. For t 0 large enough, there exists 0 < t ′ = t ′ (t) < t, satisfying
Indeed, for t large enough, x j0 (t) − x j0−1 (t) σ0 2 t 2y 0 , and
Since t ′ (t) → +∞ as t → +∞, by H 1 loc convergence of ε(t, . + x j0 (t)) and the induction assumption, we have, for fixed y 0 ,
Therefore, by Proposition 4.1,
Moreover, by the decomposition of u(t),
and since c k (t) → c +∞ k , we obtain by (4.8):
and so
Thus the induction argument yields
Finally, we prove
enough, applying the arguments of Lemma 2.1, we obtain
The conclusion is obtained as before.
Existence and uniqueness of N solitary waves
The aim of this section is to prove Theorem 1.3, i.e. the existence and uniqueness of an asymptotic N solitary wave solution. It follows the strategy of [11] .
The existence part is done into three steps. First, we consider an increasing sequence S n → +∞, and a sequence (u n ) n∈N of global solutions of (1.1) such that u n (S n ) is equal to the sum of N solitary waves. The desired solution is obtained as the limit of the sequence (u n (t)), provided we have uniform estimates in H s . The second step is devoted to the proof of the H 1 uniform estimate, which is an adaptation of the stability result (section 3). Then, for s 2, H s -estimates are deduced by computation of the variation in time of norms of (u n ) n∈N .
Finally, the uniqueness part is proved using a refined version of the mass monotonicity. 5.1. Construction of a solution assuming uniform estimates. Let (S n ) n∈N be an increasing sequence of R + such that S n → +∞ as n → +∞. For n > 0 integer, we define u n (t), the solution of
), for all s 1. We claim that this sequence satisfies the following uniform estimates :
Proposition 5.1. Consider the sequence (u n ) n∈N of solutions of (5.1). There exist γ 1 , T 1 > 0 such that : for any s 1 there exists a constant A s > 0, for which u n satisfies the following estimates for all n > 0 and for all t ∈ [T 1 , S n ] :
This result is the main step of the proof of the existence in Theorem 1.3, it is proved in sections 5.2, 5.3. We assume that S n T 1 , by possibly taking a subsequence of (S n ) n∈N satisfying this property. Note that the constants A s do not depend on n. Thus, assuming this Proposition we prove that the sequence (u n (T 1 )) n∈N is H 1 -localized. This allows us to construct the N -solitary wave solution as the solution of the gBBM equation emanating from the limit of (u n (T 1 )) n∈N when n → +∞. More precisely, u n (t 0 ) 2 H 1 (|x|>B1) < δ/2. We fix such value of B 1 and t 0 and we study the evolution of the 2] , and sup x∈R |g ′ (x)| 2. We introduce for B > 0, to be fixed later,
Differentiating J n (t) with respect to time, using the gBBM equation, and integrating by parts, we find :
Note that u n (t) is bounded in H 1 uniformly in t and n. This implies that for all n ∈ N and for all t ∈ [T 1 , t 0 ], |J ′ n (t)| C 2 /B, where C 2 is independent of n. Thus, taking B = max 1, B 1 ,
, and so
2 H 1 (|x|>B1) + δ/2 δ. To achieve the proof of Lemma 5.1, we note that u n (T 1 )
We are now able to construct the N -solitary wave solution. Indeed, from the uniform H 2 -estimate, (corresponding to the case s = 2 in (5.2)), and the fact that R(t) in uniformly bounded in H 2 (R), it follows that (u n ) n∈N is uniformly bounded in H 2 (R). Thus there exists
Note also that by (5.2), (u n ) n∈N is uniformly bounded in H s (R), for all s 1. Thus by interpolation between H 1 (R) and H 2s−2 (R) for s 2, we deduce that U T1 ∈ H s (R), and
Now, we define the N -solitary waves solution U , as the unique solution of
The Cauchy problem of this equation is globally well posed in H s (R) for all s ∈ R, thus U ∈ C(R, H s (R)). Recall that the Cauchy problem is solved via the contraction principle, which ensures the continuity of the flow of the gBBM equation in H s (R). It follows from (5.6) that for all t, U n (t) → U (t) in H s , and so passing to the limit as n → +∞ in (5.2), we get, for all s 1, for any t T 1 , 
This implies (5.2) for s = 1. Indeed, if we assume Proposition 5.2, since u n (S n ) = R(S n ), by continuity of u n (t) and R(t) in time in H 1 (R), there exists τ 0 = τ 0 (n) > 0 such that (5.9) is true on the interval [S n − τ 0 , S n ]. Let
Looking for contradiction, we assume that t * > T 1 , then by Proposition 5.2, we have
, which is a contradiction with the definition of t * . Therefore, t * = T 1 and (5.10) holds on [T 1 , S n ].
Proof of Proposition 5.2. The proof follows the same lines as the proof of the H 1 stability result (Proposition 3.1). However, we point out two main differences : first, we consider here stability of solution emanating exactly from the sum of Nsolitary waves u n (S n ) = R(S n ), i.e. ε(S n ) ≡ 0. Second, the H 1 estimate is proved backwards in time on [t * , S n ]. Since the gBBM equation is invariant under the transformation x → −x, t → t, if we simply reverse time, the solitary waves are sorted by decreasing sizes, and we cannot apply directly the proof of Section 3.
In what follows, u n will be denoted by u for the sake of simplicity. We assume that (5.9) holds. Then, assuming α 1 small enough and T 1 large enough, we use the results of Section 2 concerning the modulation of the solution. We obtain: -There exist unique C 1 functions
then the following properties are satisfied for all j ∈ {1, · · · , N }, for all t ∈ [t * , S n ] :
Following the strategy of section 3, we first control the variation of the velocities: there exist C 1 > 0, such that for all t ∈ [t * , S n ], (5.14)
To conclude the proof, it remains to estimate ε(t) H 1 , this is the main difficulty in the proof of Proposition 5.2. We need to introduce a new monotonicity property.
First, we introduce some notations. For j = 2, · · · , N , and ψ j defined as in section 2.2, we set
In the same way we introduce for j = 1,
. In order to write a new monotonicity property, we introduce
and we define
Observe that locally around x j (t), ρ is close to 
This is crucial in the definition of H(t). Note also that
is decreasing with respect to j, and thus ρ is decreasing in x.
We can write H in terms of m L j and E 
It is easy to check thatL satisfies the same positivity property as L N under the orthogonality conditions on ε(t) (see Lemma 2.3), thus there exists λ 1 > 0 such that
2 H 1 . Now we define, for γ > 0 :
In order to fix γ, we need to remark that using (5.14), there exists
We now fix γ min(1, Let us assume for the moment this lemma and prove the control of the H 1 -norm of ε. Therefore, by calculations similar to the ones in the proof of Lemma 2.2 we obtain from (5.21)
This implies, thanks to (3.11) and (5.14), that
Using (5.20) , the fact that ε(S n ) = 0, and (5.19) we find that
Now, using our choice of γ, we deduce that
Proof of Lemma 5.2. Thanks to identities (5.18), (5.16) and the conservation of mass and energy, we find that
Remark that from the monotonicity results related to mass (Lemma 2.1) and energy (Proposition 4.2 in [6]), we know that m R j is almost decreasing with respect to time and −E R j is almost increasing with respect to time. This prevents us to conclude directly using H.
However, with γ > 0 we can prove that H γ (t) is almost increasing. Indeed, using identities (2.14) -(2.15), and setting
, we find as in the proof of Proposition 4.2 in [6] :
As in Lemma 2.1, Similarly, using also (5.13) and (5.24), we find
The last two identities imply that A consequence of Proposition 5.2 and its proof, which is also an important tool in the proof of the uniqueness, is the following :
then there exists C > 0 such that for all t > 0,
Proof. Let T > 0 be such that
where α 1 is as in Proposition 5.2. Remark that it suffices to prove estimate (5.30) for t ∈ [T, +∞[. Consider a sequence (t n ) n∈N such that t n ∈ [T, +∞[ for all n ∈ N, and t n → +∞ when n → +∞. Following the proof of Proposition 5.2, we can prove that for all t ∈ [T, t n ],
For t T , taking the limit as n → +∞, we obtain ε(t) H 1 Ce −σ 2 0 t/24 . We conclude as before.
Estimates of higher Sobolev norms.
Proposition 5.4. For any s 1, there exists
Proof. We follow the strategy of [11] , Proposition 5. We have already established in the previous section:
In what follows, u n will be denoted by u. To treat the case s = 2, we consider
Differentiating G 2 (t), using (1.1), and integrating by parts, we find
Replacing u = v + R in the above expression of G ′ 2 (t), we find
jx dx = 0, and recall that the N solitary waves R j are sufficiently decoupled, thus we deduce that
We decompose
Recall that we have
Thus, using the Gagliardo-Nirenberg inequality :
, we find that for all t ∈ [0, S n ],
By direct integration, since
is uniformly bounded, we find that G 2 is uniformly bounded on [0, S n ]. The function G 2 being bounded, integrating between t and S n , we find, for all t ∈ [0, S n ],
On the other hand, replacing u = v + R in the expression of G 2 , then integrating by parts, we find
Using this identity, (5.34) and v(S n ) ≡ 0, we compute
Using estimates (5.33), (5.35) , and the exponential decay of the N decoupled solitary waves R j , we find that there exists a constant A 2 > 0 such that for all
This proves the case s = 2.
We prove by induction on s that the following holds for all s 3:
We have already proved that (5.37) is true for s = 2. Now, we assume that it is true for s − 1, for s 3, and we prove that it also holds for s.
We write the equation of v = u − R:
We compute F ′ s (t):
After integrations by parts, we observe that derivatives of v of order s disappear, and that the second-hand term is controlled by K(F s−1 (t) + e −4γ1t ), and thus, using the induction assumption, is controlled by Ke −4γ1t . Integrating between t and +∞, we obtain (5.37) for s. Thus, the proof of Proposition 5.4 is complete.
Uniqueness.
We denote by U (t) the solution of (1.1) constructed in Sections 5.1 and 5.2. Recall that it satisfies, for γ 1 = σ 2 0 /96, and A s > 0, for all s 0, for all t 0,
In this section, we prove the following result, which implies the uniqueness part of Theorem 1.3.
Proposition 5.5. Let u(t) be an H 1 solution of (1.1) on R. Assume that u(t) satisfies
Proof. Assume (5.39). By Proposition 5.3, for all t > 0,
We write the equation of z(t):
Step 1. Monotonicity property of the energy. The function ψ being defined in section 2.2, just before Lemma 2.1, we set
2 .
Observe that the functionρ takes values close to , and has large variations only in regions far away from the solitary waves (for instance we have for all j, for all t T 0 , R j (t)ρ x (t) L ∞ Ce −γ1t ). We also define a quantity related to the energy for z:
Note that
-Third, we consider the following terms in the expression of dH dt :
The first term becomes:
it will be combined with some other term later on. The second term can be controlled completely. Indeed, we have −a xx +a = z and so −(a
Therefore, this second term is
-Fourth, we consider the term −2 (
The first and the third terms are controlled by U − R H 2 Ce −γ1t . For the second term, we have ( 
By integration in time between t and +∞, since lim t→+∞ z(t)(1 − ∂ 2 x )R j (t) = 0, we obtain (5.48).
Step 3. Control of the (1 − ∂ 2 x )R jx directions and conclusion. Now, we definẽ
Note that for some C 1 , C 2 > 0,
We claim the following lemma.
Lemma 5.4. For all t 0,
Assuming this claim, we have z(t)
H 1 for all t large enough, which implies z ≡ 0 and thus u(t) ≡ U (t).
Proof of Lemma 5.4. This proof proceeds in two steps. First, we prove the estimate of z(t) , and second we consider |a j (t)|.
Let
whereρ is defined in Step 1. We have, by direct calculations
xx . Since R jRjx = 0 by parity properties, we have z(t)R j (t) = z(t)R j (t) + k=1,...,N ;k =j a k (t) R j (t)R kx (t), and so N j=1 z(t)R j (t) Ce −γ1t sup t ′ t z(t ′ ) H 1 . By a property similar to Lemma 2.3, we have, for λ 2 > 0,
Now, we have
Therefore by (5.51), the orthogonality z(1 − ∂ 2 x )R jx = 0, and the control on z(1 − ∂ 2 x )R j , we obtain z(t)
Second, we prove (5.49) for a j (t), using the equation ofz and integration in time. Note thatz satisfies Thus, |a ′ j (t)| Ce −γ1t z(t) H 1 , for any j ∈ {1, . . . , N }, and by integration between t and +∞, since lim t→+∞ a j (t) = 0, we obtain |a j (t)| Ce −γ1t sup
which completes the proof of (5.49). Let us estimate the third term in the above decomposition. Remark that |x − x j (t)| kB implies that for all i |x − y i (t)| kB since |x j − y j (t)| L 4 /2 2kB ; hence the decay of ψ and 1 − ψ imply that for |x − x j (t)| kB |ζ j (t, x) − 1| + This achieves the proof of Lemma 2.3.
