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Abstract
In this paper, we consider a nonstandard elliptic eigenvalue problem on a rectangular domain, consisting of two overlap-
ping rectangles, where the interaction between the subdomains is expressed through an integral coupling condition on their
intersection. For this problem we set up /nite element (FE) approximations, without and with numerical quadrature. The
involved error analysis is a3ected by the nonlocal coupling condition, which requires the introduction and error estimation
of a suitably modi/ed vector Lagrange interpolant on the overall FE mesh. As a consequence, the resulting error estimates
are sub-optimal, as compared to the ones established, e.g., in Vanmaele and van Keer (RAIRO – Math. Mod. Num. Anal
29(3) (1995) 339–365) for classical eigenvalue problems with local boundary or transition conditions. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Problem setting
1.1. Introduction
In this paper, we consider a coupling eigenvalue problem (EVP) on a two-component rectangular
domain, with a nonlocal (integral) side condition on the overlapping part of the subdomains. The
study of such a “contact problem” could be motivated physically by the occurrence of various
nonstandard boundary and coupling conditions in modern engineering disciplines, as for instance in
soil venting, see [2], or in heat conduction, see [3]. However, we want to emphasize that the main
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Fig. 1. The domain , its subdomains and its boundary parts.
purpose of this paper is not to model a realistic application, but to study the /nite element (FE)
analysis of the considered mathematical model problem.
An outline of the paper is as follows.
In the remainder of this section, we precisely formulate the variational EVP considered, in a
suitable space of trial and test functions, which incorporates a nonlocal coupling condition. This
variational EVP is seen to /t into the general framework of abstract, elliptic EVPs for symmetric,
bounded and (strongly) coercive bilinear forms in Hilbert spaces, studied, e.g., in [5], from which
we directly infer the existence of exact eigenpairs, showing some suitable properties. Next, we
determine the di3erential equations and the natural boundary conditions for the components of the
vector eigenfunction, underlying the variational form considered, and we brieIy indicate a possible
physical background for it.
In Section 2, the variational EVP serves as the starting point for proper FE-approximations, both
with and without numerical quadrature. First, we introduce suitable approximation spaces Vh. Due
to the nonlocal coupling condition, an essential diJculty arises, as the vector piecewise Lagrange
interpolant of a test function v with smooth components will, in general, not belong to Vh. Hence,
classical interpolation theory, underlying the usual convergence and error analysis of the FEM, is
no longer applicable. To overcome this problem, a suitably modi/ed interpolant is introduced by
the adaptation of one single nodal value. For this imperfect vector interpolant, the corresponding
estimates are derived. As compared to the ones in [1] for the classical Lagrange interpolant, one
order of convergence is lost in terms of the mesh parameter h. As a consequence, the corresponding
error estimates for the approximate eigenpairs are found to be sub-optimal. To conclude this section,
we pay some attention to the computational aspects of the method, in particular to the identi/cation
of a suitable basis.
Finally, in Section 3, we consider an illustrative numerical example in 1D on two overlapping
intervals, using both a quadratic and a linear mesh
1.2. Formulation of the variational EVP
To /x the ideas, let 1 and 2 be overlapping rectangles with respective boundaries @1 and @2,
and suppose that , de/ned by K = K1 ∪ K2 is again a rectangle, with boundary @. Next, let i
and ′i be complementary parts of @i; i = 1; 2, chosen as in Fig. 1.
We introduce the spaces
Vi = {v ∈ H 1(i) | 
v= 0 on i}; i = 1; 2 and V˜ = V1 × V2;
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where 
(≡ 
i) denotes the trace operator and where H 1(i) is the usual /rst-order Sobolev space
on i, with norm ‖ · ‖1;i . The space V˜ is endowed with its natural inner product and product norm,
denoted by (:; :)1; and ‖ · ‖1;, respectively. Likewise, we consider the product Lebesgue space
H˜ = L2(1) × L2(2), endowed with the natural product norm | · |, derived from the natural inner
product (:; :). Moreover, we de/ne the space V to be the following subspace of V˜ :
V =
{
v ∈ V˜
∣∣∣ ∫
1∩2
(v1 − v2) dx = 0
}
; (1)
i.e., V incorporates an essential, nonlocal coupling condition on the intersection of the domains.
Notice that V is closed in V˜ . Moreover, V is a Hilbert space for the (:; :)1;-inner product, and is
compactly embedded in H , the latter space being de/ned as the closure of V in H˜ .
We consider the variational EVP
Find [; u] ∈ R× V : a(u; v) = (u; v) ∀v ∈ V; (2)
where
a(u; v) =
2∑
i=1
∫
i
 2∑
l;m=1
a(i)lm
@ui
@xl
@vi
@xm
+ a(i)0 uivi
 dx + ∫
′i
(i)uivi ds
 : (3)
The coeJcient functions, appearing in (3), are assumed to be such that the bilinear form a(:; :) is
bounded, symmetric and strongly coercive on V ×V . A possible set of suJcient conditions, ensuring
these properties, see [6], is given by, for i = 1; 2,
a(i)lm ∈ L∞(i); (l; m= 1; 2); a(i)12 = a(i)21 ; a:e: in i;
∃ ∈ R:
2∑
l;m=1
a(i)lmlm¿(
2
1 + 
2
2) ∀(1; 2) ∈ R2; a:e: in i;
a(i)0 ∈ L∞(i); a(i)0 ¿0; a:e: in i;
(i) ∈ L∞(′i); (i)¿0; a:e: in ′i :
The above-mentioned properties of the space of trial and test functions V and of the bilinear form
a(:; :) ensure that the EVP (2) /ts into the framework of abstract elliptic EVPs in Hilbert spaces,
studied, e.g., in [5, Section 6:2]. Thus, we have
Theorem 1.
(1) The EVP (2) has an in5nite sequence of eigenvalues with no 5nite accumulation point. All
eigenvalues are strictly positive and have 5nite multiplicity; they can be arranged as
0¡1626 · · · → +∞;
where each eigenvalue occurs as many times as given by its multiplicity.
(2) The corresponding eigenfunctions (ul)∞l=1 can be chosen to be a Hilbert basis of V; orthonormal
w.r.t. a(:; :); (1=2l ul)
∞
l=1 then constitutes a Hilbert orthonormal basis for H .
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Remark 2. When at least one of the coeJcient functions a(i)0 or 
(i) (i = 1; 2), fails to be positive,
the bilinear form a(:; :) will in general only be coercive. In this case, the theorem above must be
properly adapted, cf. [5, Remark 6:2:2]. When (1) ¡ 0 or (2) ¡ 0, one must rely upon an improved
trace inequality, see [4, (I.1.15)], to ensure the coercivity.
1.3. Interpretation in di8erential form
In what follows, we denote by [Hs(); s ∈ N0, the product space Hs(1)×Hs(2), endowed with
the natural product norm ‖ · ‖
ŝ;
and the product seminorm | · |
ŝ;
.
We consider the second-order EVP for [; u1; u2] ∈ R × [H 2(), consisting of the di3erential
equations (DEs)
L(i)ui + (−1)i1∩2C = ui in i; i = 1; 2; (4)
along with the classical Robin=Neumann and Dirichlet BCs
@ui
@ai
+ (i)ui = 0 on ′i ; i = 1; 2 and ui = 0 on i; i = 1; 2; (5)
and accompanied of the nonlocal coupling condition∫
1∩2
(u1 − u2) dx = 0; (6)
where C is a real number, the explicit (homogeneous) expression of which in terms of u is derived
below. The di3erential operator L(i) is given by
L(i) ≡ −
2∑
l;m=1
@
@xl
(
a(i)lm
@
@xm
)
+ a(i)0 ; i = 1; 2:
Moreover, 1∩2 denotes the characteristic function of 1 ∩ 2 and @ui=@ai stands for the usual
conormal derivative of ui w.r.t. the coeJcient matrix a
(i)
lm.
We directly obtain
Proposition 3.
C ≡ F(u) =
[∫
1∩2
(a(1)0 u1 − a(2)0 u2) dx −
∫
@(1∩2)
(
@u1
@a1
− @u2
@a2
)
ds
]
2meas(1 ∩ 2) : (7)
Proof. It suJces to integrate the DEs (4) over 1 ∩2, to apply Green’s theorem and to take into
account the coupling condition (6).
In order to prove the — at least formal — equivalence of the variational problem (2) with the
EVP (4)–(7), we /rst need some auxiliary results.
Lemma 4. Let D be an open; bounded domain in R2 and let
D(0)(D) =
{
’ ∈ D(D)
∣∣∣∣∫
D
’ dx = 0
}
;
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where D(D) ≡ C∞0 (D). Then; for f ∈ L2(D); the following two statements are equivalent:
(i)
∫
D f’ dx = 0 ∀’ ∈ D(0)(D);
(ii) f is constant in D.
Proof. Let L(0)2 (D)={f ∈ L2(D) |
∫
D f dx=0}. Taking into account that the dual space of L(0)2 (D) is
the quotient space L2(D)=R, it suJces to prove the density of D(0)(D) in L(0)2 (D). To this end, take
f(0) ∈ L(0)2 (D) and  ¿ 0 arbitrarily. By the density of D(D) in L2(D), there exist functions ’1 and
’2 in D(D), such that ‖f−’n‖L2(D) ¡ =2n+1, n=1; 2. Moreover, denoting
∫
D ’n=an, these functions
can be constructed in such a way that constants kn can be found with |kn|62, n = 1; 2, for which
k1a1 + k2a2 = 0. The function ’∗= k1’1 + k2’2 clearly belongs to D(0)(D), while ‖f−’∗‖L2(D) ¡ .
Lemma 5. Let D be an open; bounded domain in R2; with Lipschitz continuous boundary and let
D0 be an open subdomain of D. Moreover; let ⊂ @D; such that  ∩ KD0 = ∅; and put
V =
{
v ∈ H 1(D) | 
v= 0 on  and
∫
D0
v dx = 0
}
:
Then; W = 
V ≡ {
v|@D\ | v ∈ V} is dense in L2(@D\).
Proof. Recall that W (0) = {
v|@D\ | v ∈ H 1(D); 
v = 0 on } is dense in L2(@D\), see [7, P94].
We show that W (0)⊂W . To this end, take w ∈ W (0). By de/nition, w = 
v|@D\, for some function
v ∈ H 1(D), with 
v = 0 on . Assume that ∫D0 v dx = av = 0. Consider an arbitrary function
’ ∈ D(D0), with
∫
D0
’ dx= a’ = 0, and consider the function v∗= v− (av=a’)’∗, where ’∗=’ on
D0 and zero elsewhere. Clearly, v∗ ∈ V, while 
v∗|@D\ = w.
From these lemmas, we have
Theorem 6. The EVPs (2) and (4)–(6) are formally equivalent.
Proof. First, let [; u1; u2] obey (4)–(6). In the usual way, i.e., multiplying the DEs (4) with the
components of a suitable testfunction from V , integrating over the respective domains i, applying
Green’s theorem and taking into account the boundary conditions (5) and the coupling condition
(6), incorporated in V , we arrive at (2). Conversely, consider an eigenpair [; u] of (2) and assume
that u ∈ [H 2(). We will recover the underlying DEs and natural BCs in several steps, by deliberate
choices of the vector test function v.
(a) First, for arbitrary ’1 ∈ D(1\ K2) and ’2 ∈ D(2\ K1), we de/ne
v1 =
{
’1 on 1\ K2
0 on 1 ∩ 2 and v2 =
{
0 on 1 ∩ 2;
’2 on 2\ K1:
By the density of D(i\ Kj) in L2(i\ Kj), taking v= [v1; v2] in (2), we already /nd
L(i)ui = ui in i\ Kj; i = 1; 2; j = i: (8)
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(b) Next, we take ’i ∈ D(1 ∩ 2), i = 1; 2, with
∫
1∩2 (’1 − ’2) dx = 0, and we put
v1 =
{
0 on 1\ K2
’1 on 1 ∩ 2 and v2 =
{
’2 on 1 ∩ 2;
0 on 2\ K1:
Taking v= [v1; v2] in (2), we have∫
1∩2
[(L(1)u1 − u1)’1 + (L(2)u2 − u2)’2] dx = 0: (9)
Subsequently choosing ’1 = 0 and ’2 = 0, we arrive at
L(i)ui = ui + Ci in 1 ∩ 2; i = 1; 2; (10)
on account of Lemma 4. Moreover, by the substitution of (10) in (9), we infer that C1 + C2 = 0.
Clearly, the DEs (8) and (10) can be combined as in (4).
(c) Finally, applying Green’s formula to (2) and invoking the DEs (4), we obtain∫
@1\1
(
@u1
@a1
+ (1)u1
)
v1 ds+
∫
@2\2
(
@u2
@a2
+ (2)u2
)
v2 ds= 0 ∀v ∈ V;
from which we recover the natural BCs on @i\i, i = 1; 2, on account of Lemma 5.
This type of nonlocal, coupled EVP is related to a BVP in 1D, considered in [3], and arising from
a heat conduction problem in two overlapping rods (or plates) with equal average temperatures.
2. Finite element approximations
2.1. The approximation space Vh
We consider a regular family of triangulations (Tihi)hi of i, i=1; 2, consisting of either triangular
or rectangular elements, and being quasi-uniform, see [1, (3.2.28)], as well as mutually quasi-uniform,
see [6, (3.4)]. The triangulations are constructed in such a way that for each element K either
K ⊂1 ∩ 2 or K ∩ 1 ∩ 2 = ∅.
For a /xed integer k, we consider the /nite dimensional spaces X ihi = {v ∈ C0( Ki) | v|K ∈
P(K); ∀K ∈ Tihi}⊂H 1(i), i = 1; 2, as well as their product space Xh = X 1h1 × X 2h2 . Here, h1 and
h2 are the respective mesh parameters and h = max{h1; h2}. Moreover, P(K) stands for the space
Pk(K) (of polynomials of degree 6k) or the space Qk(K) (of polynomials of degree 6k in each
variable), in the case of triangular or rectangular elements, respectively.
Next, we introduce the spaces
Yh = {v ∈ Xh | vi = 0 on i; i = 1; 2}⊂ V˜ ; (11)
Vh =
{
v ∈ Yh
∣∣∣∣∫
1∩2
(v1 − v2) dx = 0
}
⊂V: (12)
The space Vh will serve as the approximation space in the /nite element discretisations of the
problem (2).
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2.2. Imperfect interpolation
Let v ∈ V ∩ [H 2(). Then we may consider its vector piecewise Lagrange interpolant .hv on the
global mesh, de/ned by
.hv ≡ [.h1v1; .h2v2] ∈ Xh; .hivi(a(i)l ) = vi(a(i)l ); l= 1; : : : ; Ni; i = 1; 2;
where a(i)l (l= 1; : : : ; Ni), are the nodes in Ki, i = 1; 2, associated to the space X
i
hi , chosen as in [1,
pp. 43–60]. The corresponding cardinal basis of X ihi is denoted by (’
(i)
l )
Ni
l=1, i = 1; 2.
By the nonlocal coupling condition, incorporated in Vh, we will, in general, have that .hv ∈ Vh.
Hence, we are confronted with the problem that standard interpolation theory, usually underlying
the error analysis of the FEMs, is no longer applicable. To overcome this diJculty, we de/ne an
imperfect interpolant .˜hv of v, by properly modifying one nodal value of one component .hivi.
To this end, we renumber the nodes a(i)l , (l=1; : : : ; Ni), in such a way that the /rst Ii of them do
not belong to 1 ∩ 2, i = 1; 2, and we put
1(i)l =
∫
1∩2
’(i)l dx; l= Ii + 1; : : : ; Ni; i = 1; 2:
De!nition 7. Let v=[v1; v2] ∈ C0( K1)×C0( K2). Its imperfect vector piecewise Lagrange interpolant
.˜hv on the global FE-mesh is de/ned as
.˜hv ∈ Xh; (.˜hivi)(a(i)l ) = vi(a(i)l ); when i = 2 or l = N2;
and
(.˜h2v2)(a
(2)
N2 ) =
1
1(2)N2
[
−
N2−1∑
l=I2+1
v2(a
(2)
l )1
(2)
l +
N1∑
l=I1+1
v1(a
(1)
l )1
(1)
l
]
:
We have, by construction, that .˜hv ∈ Vh, ∀v ∈ V ∩ [H 2(). For the error in the imperfect
interpolation, we obtain
Proposition 8. Let r = 0; : : : ; k − 1; then there exists a constant C = C(k)¿ 0, independent of h;
such that; for m= 0; : : : ; r + 1, 2∑
i=1
∑
K∈Tihi
|vi − .˜Kvi|2m;K

1=2
6Chr+1−m‖v‖ [r+2; ∀v ∈ V ∩ [Hr+2(): (13)
Here; | · |m;K denotes the mth-order Sobolev semi-norm on K and .˜Kvi ≡ .˜hivi|K , i = 1; 2.
Proof. Let .Kvi ≡ .hivi|K , i = 1; 2. Clearly, the local interpolants .Kvi and .˜Kvi only di3er when
i = 2 and a(2)N2 ∈ K . Consider such an element K . From De/nition 7, we obtain
.Kv2 − .˜Kv2 = [v2(a(2)N2 )− .˜Kv2(a(2)N2 )] Ka(2)N2 =
1
1(2)N2
[∫
1∩2
(.h2v2 −.h1v1) dx
]
 a(2)N2
;
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where  K
a(2)N2
denotes the shape function on K , associated to the node a(2)N2 . Hence,
|.Kv2 − .˜Kv2|m;K6 1|1(2)N2 |
| Ka(2)N2 |m;K
∫
1∩2
2∑
i=1
|.hivi − vi| dx ∀v ∈ V: (14)
We provide upper bounds for the three factors at the right-hand side. First, from [1, Section 2.3],
we have | K
a(2)N2
|m;K6Ch1−m, m = 0; : : : ; k. Next, by the mutual quasi-uniformity of the families of
triangulations, we obtain |1(2)N2 |¿Ch2. Finally, from classical interpolation theory, see [1, Theorem
3.2.1], we get∫
1∩2
2∑
i=1
|.hivi − vi| dx6Chr+2‖v‖ [r+2; ∀v ∈ V ∩ [Hr+2(); r = 0; : : : ; k − 1:
Combining these estimates with (14) and moreover invoking standard results for |vi −.Kvi|m;K , see
[1, Theorem 3.1.5], we arrive at (13).
Note that, in the proposition above, r runs from 0 to k − 1 only (instead of k), leading to
sub-optimal error estimates in terms of h, as compared to the ones in [1, Theorem 3.2.1]. This will
be reIected systematically in the results below, leaning upon (13).
2.3. Preliminary results
In the following subsection, we will set up FE-approximations of the EVP (2). In view of the
convergence and the error analysis of these FEMs, we need to establish some preliminary results.
First, leaning upon (13), we can prove
Proposition 9. The FE space Vh⊂V satis5es the approximation property
inf
vh∈Vh
{|v− vh|+ h|v− vh|1̂;}6Chr+1‖v‖ [r+2; ∀v ∈ V ∩ [Hr+2(); r = 0; : : : ; k − 1; (15)
where the constant C = C(k) is independent of h.
Next, we de/ne the elliptic projector P : V → Vh by
a(v− Pv; w) = 0 ∀v ∈ V ∀w ∈ Vh: (16)
Adapting the arguments of [6, Section 3:3], now invoking (15), we can prove
Proposition 10. For the elliptic projector P; (16); the following estimates hold:
‖v− Pv‖
1̂;
6Chr‖v‖ [r+2; ∀v ∈ V ∩ [Hr+2(); r = 0; : : : ; k − 1; 2∑
i=1
∑
K∈Tihi
|(Pv)i|2r;K

1=2
6C‖v‖ [r+1; ∀v ∈ V ∩ [Hr+1(); r = 0; : : : ; k;
where the constant C = C(k) is independent of h.
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Finally, also a density property in the space of trial and test functions is crucial.
Proposition 11. Let the space V be given by (1). Then [Hs() ∩ V is dense in V; s ∈ N0.
Proof. Denote [C∞( K) = C∞( K1) × C∞( K2). We will prove that [C∞( K) ∩ V is dense in V . To
this end, take v ∈ V and  ¿ 0 arbitrarily and denote ∫1∩2 v1 dx(= ∫1∩2 v2 dx) = a. From the
density of C∞( K1) in H 1(1), we infer the existence of a function ’1 ∈ C∞( K1), such that ‖v1 −
’1‖1;1 ¡ =3
√
2. Denote
∫
1∩2 ’1 dx = a’1 and assume that a’1 = a. Then, there exists a function
’′1 ∈ C∞( K1), for which ‖v1 − ’′1‖1;1 ¡ =6
√
2 and, moreover, |a’′1 − a|¡ |a’1 − a|=2. From the
latter inequality, we infer the existence of constants s and t, with max{|s|; |t|}62, such that sa’1 +
ta’′1 = a. For the function ’
∗
1 = s’1 + t’
′
1 ∈ C∞( K1), we have that ‖v1 − ’∗1‖1;1 ¡ =
√
2 and∫
1∩2 (v1 − ’∗1) dx = 0. Repeating this procedure for v2, we arrive at [’∗1 ; ’∗2 ] ≡ ’∗ ∈ [C∞( K) ∩ V ,
for which ‖v− ’∗‖
1̂;
¡  .
2.4. Finite element approximations
The consistent mass approximation of the EVP (2) reads
Find [h; uh] ∈ R× Vh: a(uh; vh) = h(uh; vh) ∀vh ∈ Vh: (17)
The results of the previous subsection ensure the convergence of the FEM considered, when we
adapt the arguments of [5, Section 6:5]. Compared to the error analysis in [6, Section 4] for the
approximation of eigenpairs of EVPs in a composite structure with local TCs, we only achieve
sub-optimal convergence in terms of h, on account of (13).
In practice, instead of the consistent mass approximation (17), we will consider the EVP
Find [˜h; u˜ h] ∈ R× Vh: ah(u˜ h; vh) = ˜h(u˜ h; vh)h ∀vh ∈ Vh; (18)
where ah(:; :) corresponds to a(:; :) through Gauss–Legendre quadrature per element and (:; :)h corre-
sponds to (:; :) through Lobatto quadrature. The quadrature rules used have precision 2k−1 (Lobatto)
and 2k + 1 (Gauss–Legendre), respectively, where k is the polynomial degree speci/ed in Section
2.1. These precisions are required to guarantee that the rate of convergence of the approximated
eigenpairs is not a3ected by the numerical quadrature error. In fact, for the case of a triangular
mesh, the use of a Lobatto quadrature formula with precision 2k − 1 is suJcient for the bilinear
form as well. For details we refer to [6, Section 5:3].
On account of the preliminary results above, the operator method of [6] can be adapted to the
present type of EVPs and of approximation spaces. Again, sub-optimal estimates hold. In particular,
for the case of a multiple exact eigenvalue, we obtain, for instance:
Theorem 12. Assume that a(i)lm ∈ Wk+1;∞(i); l; m = 1; 2; that a(i)0 ∈ Wk;∞(i); and that (i) ∈
Wk+1;∞(′i), i = 1; 2. Let l be an (L + 1)-fold exact eigenvalue; i.e.; l−1 ¡l = l+1 = · · · =
l+L ¡l+L+1; (L = 0). Let; moreover; ˜l+t; h, t = 0; : : : ; L, be the corresponding approximate eigen-
values of (18); with associated eigenfunctions u˜ l+t; h; orthonormalised in H. Assume the eigenspace
associated to the exact eigenvalue l to belong to [Hk+1(). Furthermore; assume that the associ-
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ated BVP is regular in the sense of [1, p. 138]. Then; a set of exact eigenfunctions (Ul+t(h))Lt=0
exists; associated to l and being orthonormal in H; such that
‖Ul+t(h)− ul+t; h‖0̂;6Chk; t = 0; : : : ; L;
where C is a constant; independent of h.
Moreover, we may formulate similar results for a 5xed set of exact eigenfunctions as well; how-
ever, for a particular sequence of values of h, (h → 0), cf. [6, Theorem 5:6].
2.5. Some computational aspects
We need to construct a suitable basis for the FE-space Vh (11). As in Section 2.2, we denote by
(a(i)l )
Ni
l=1 the respective global sets of nodes in i, numbered in such a way that a
(i)
1 ; : : : ; a
(i)
Ii do not
belong to 1∩2. By (’(i)l )Nil=1 we denote the corresponding cardinal bases of X ihi , i=1; 2. Moreover,
we assume that in each of the subdomains i, the /rst si nodes belong to i, i = 1; 2.
One readily obtains
Proposition 13. The space Vh; (11); can be decomposed as Vh =Wh ⊕ Zh; where
Wh = {v ∈ Xh | vi = 0 on 1 ∩ 2 ∪ Ki; i = 1; 2};
Zh =
{
v ∈ Xh | vi(a(i)l ) = 0 when a(i)l ∈ K1 ∩ 2 and
∫
1∩2
(v1 − v2) dx = 0
}
:
The vector functions
8l =
 [’
(1)
s1+l; 0]; l= 1; : : : ; I1 − s1;
[0; ’(2)s2+s1−I1+l]; l= I1 − s1 + 1; : : : ; I1 + I2 − (s1 + s2)
constitute a (tensor product) basis of the space Wh. It remains to identify suitable basis functions
for the space Zh, which ful/ll in a nontrivial way the nonlocal coupling condition. To this end, let
9j =
[
’I1+j;
1(1)I1+j
1(2)N2
’(2)N2
]
; j = 1; : : : ; N1 − I1
and
9˜m =
[
0; ’I2+m −
1(1)I2+m
1(2)N2
’(2)N2
]
; m= 1; : : : ; N2 − I2 − 1:
Proposition 14. The set of Iˆ ≡ (N1 + N2)− (s1 + s2)− 1 vector functions
{(8l)I1+I2−(s1+s2)l=1 ; (9j)N1−I1j=1 ; (9˜m)N2−I2−1m=1 };
constitutes a basis for Vh; (11).
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Renumbering the basis functions as (:l)Iˆl=1 and denoting uh =
∑Iˆ
l=1 cl:l, the EVP (17) may be
rewritten as
Find [h; ch] ∈ R× RIˆ :Kch = hMch;
where ch = [c1; : : : ; cNd]
T and where K and M are the sti3ness and mass matrix, respectively, de-
/ned in the usual way, and taking a transparent structure, due to the speci/c construction of the
basis.
3. An illustrative numerical example in 1D
We illustrate the approach above -to some extent- by an example in 1D, which, on one hand, is
closely related to the contact problem, considered in [3], and, on the other, the exact eigenpairs of
which can be determined. This model EVP reads
Find [; u1; u2] ∈ R× H 2(]0; 2[)× H 2(]1; 3[):

−u′′1 = u1 + C]1;2[ on ]0; 2[;
u1(0) = u′1(2) = 0;
−u′′2 = u2 − C]1;2[ on ]1; 3[;
u2(3) = u′2(1) = 0;∫ 2
1
(u1 − u2) dx = 0:
As in Section 1.3, C can be determined in terms of u1, u2, u′1 and u
′
2. We obtain C=(u
′
1(1)+u
′
2(2))=2.
The exact eigenvalues are found to be of the form
=
(2k + 1)22
16
; k ∈ N and = t
2
4
with tan t = t; t ¿ 0:
For the consistent mass FE-approximation, we will use both a linear and a quadratic mesh. To this
end, we consider partitions of both domains in 2n identical subintervals. Thus the mesh parameter
h equals 1=n. Moreover, for the quadratic mesh, the intermediate nodes are chosen to be the mid-
points of each interval. As the respective FE-bases are constructed similarly as in Section 2.5, the
resulting mass and sti3ness matrices can be assembled easily, starting from the “classical” ones for
separate EVPs on each of the domains. The results for the /rst three exact eigenvalues are displayed in
Table 1. Here, R= hi =i − 1 denotes the relative error.
Observe that the consistent mass eigenvalues approximate the corresponding exact ones from
above, as it should. Moreover, when the number of elements is doubled, the relative error R is seen
to decrease by a factor of 4 for the linear mesh and by a factor of 16 for the quadratic mesh,
respectively, revealing the optimal convergence rates O(h2) and O(h4). Thus, for this example, the
actual convergence of the approximation scheme is better than the one expected from the theoretically
established estimates, the latter providing only an upper bound for the errors involved. This is also
illustrated in Figs. 2 and 3 for the second exact eigenvalue.
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Table 1
Linear Quadratic
n hi R (%) 
h
i R (%)
1 = 0:61685028
4 0.61883461 0.3269 0.61685155 2× 10−4
8 0.61734588 0.0803 0.61685036 10−5
16 0.61697415 0.0201 0.61685028 0
32 0.61688124 0.0050 0.61685028 0
64 0.61685802 0.0013 0.61685028 0
128 0.61685218 0.0003 — —
2 = 5:04768214
4 5.19570054 2.9324 5.04836693 1:3566× 10−2
8 5.08428129 0.7251 5.04772554 8:598× 10−4
16 5.05680626 0.1808 5.04768486 5:40× 10−5
32 5.04996156 0.0452 5.04768231 3:4× 10−6
64 5.04825189 0.0113 5.04768215 2× 10−7
128 5.04782457 0.0028 — —
3 = 5:55165248
4 5.71396463 2.9237 5.55256434 1:6425× 10−2
8 5.59189879 0.7249 5.55171023 1:040× 10−3
16 5.56169274 0.1808 5.55165610 6:52× 10−5
32 5.55416114 0.0452 5.55165270 4× 10−6
64 5.55227956 0.0113 5.55165249 2× 10−7
128 5.55180923 0.0028 — —
Fig. 2. Approximation of 2 by subsequent mesh re/nement.
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Fig. 3. The relative error R (%) versus n (logarithmic scale) for 2.
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