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Abstract
We classify a large set of melonic theories with arbitrary q-fold interactions, demonstrating
that the interaction vertices exhibit a range of symmetries, always of the form Zn2 for some
n, which may be 0. The number of different theories proliferates quickly as q increases
above 8 and is related to the problem of counting one-factorizations of complete graphs.
The symmetries of the interaction vertex lead to an effective interaction strength that enters
into the Schwinger-Dyson equation for the two-point function as well as the kernel used for
constructing higher-point functions.
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1
1 Introduction
Melonic theories [1, 2, 3, 4, 5] are an interesting class of quantum field theories whose
essential property is that in an appropriate large N limit, the dominant Feynman diagrams
can be generated by iterating on the replacement of a propagator by a melonic insertion, as
shown in figure 1 for a melonic version of scalar φ4 theory. Melonic theories are interesting
for two related reasons: 1) The melonic large N limit is relatively tractable because its
Green’s functions can be determined through functional techniques including Schwinger-
Dyson equations; and 2) The simplest Green’s functions are the same as for the Sachdev-
Ye-Kitaev (SYK) model [6, 7], widely studied because of its proposed relationship to AdS2.
It is well recognized that melonic theories theories exist not just with quartic interactions,
but also higher order interactions [8, 9, 10, 11]. However, in the literature to date there is
not much systematic understanding of what sort of higher order interactions are possible.
The aim of this article is to take some steps toward such an understanding in the context
of higher order versions of the Klebanov-Tarnopolsky model [5] where the interaction is
of order q—meaning that q propagators meet at each interaction vertex. Inquiries in this
direction were initiated in [12]. Starting at q = 8, the number of different interaction vertices
proliferates quickly. Some of them are symmetrical under a subgroup of permutations of the
propagators leading into them; other have no such symmetry. Interaction vertices do not
mix with one another in the leading melonic limit: The diagrams that would permit this are
subleading. We are therefore content to restrict to theories with only one type of interaction
vertex—and each different interaction vertex gives a different theory. An interaction vertex
of order q can be constructed starting from a coloring of the complete graph with q vertices
such that each of q − 1 colors is incident once on each vertex. The questions we wish to
settle regarding these interaction vertices are:
1. What are the possible symmetry groups of these interaction vertices?
2. How does the number of distinct interaction vertices grow with q?
We claim in sections 3 and 4 to completely settle question #1: The possible symmetry
groups are Zn2 , where 0 ≤ n ≤ v if q = 2v and 0 ≤ n < v if q = u2v where u is odd and larger
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Figure 1: A melonic insertion.
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than 1. (It is easy to show that q must be even.) Our demonstration is constructive, in that
we produce vertices with each possible symmetry. Question #2 turns out to be difficult,
and it is essentially the problem of counting so-called one-factorizations of complete graphs,
where results are generally available up to q = 14 [13, 14, 15, 16, 17, 18, 19]: results spanning
over a century! In section 5, we summarize how these results can be combined and modestly
extended to give complete results on the number of distinct interaction vertices up to q = 14.
Our symmetry analysis suggests a new twist on the counting problem: In addition to counting
all one-factorizations, one can count one-factorizations with a given symmetry group. An
explicit example of this symmetry-constrained counting is presented in appendix B, and
some additional conceptual points are discussed in appendix C.
The symmetry group of the interaction vertex leads to an effective coupling that enters
into the Schwinger-Dyson equation for the two-point function and the ladder operator used
for computing the four-point function, which we exhibit explicitly in all cases in sections 6
and 7.1 We work out all our results for theories not only over the reals R, but also over
the p-adic numbers Qp, where as already shown in [20], there is quite a variety of melonic
theories, depending on what sign function one chooses over Qp. For approximately half of
these melonic theories over Qp, the Schwinger-Dyson equation can be solved exactly, not
just in the infrared, but at all scales, in terms of the solution to a q-th order polynomial
equation. Remarkably, as shown in section 7.1, there is an adelic product formula relating
the eigenvalues of the ladder operator integral equation across real and p-adic theories.
2 Structure of higher melonic theories
The action of the simplest Klebanov-Tarnopolsky model [5] is
S =
∫
R
dt
[
i
2
ψa0a1a2∂tψ
a0a1a2 +
g
4
ψa0a1a2ψa0b1b2ψc0a1b2ψc0b1a2
]
, (1)
where each index a0, a1, a2, which we can think of as a color index, runs independently
from 1 to N , and each ψa0a1a2 is a Majorana fermion. There is a different O(N) for each
index position, so that the whole of ψa0a1a2 transforms in the tensor product of the funda-
mental representations of three copies of O(N). We are interested in the color structure for
higher rank models with higher degree interactions. We also want to generalize to models
defined over the p-adic numbers Qp and to models with O(N) or Sp(N) indices, as in [20].
1All indications are that every interaction vertex we construct leads to a theory with a melonic limit;
however, we do not have a fully rigorous proof of this claim.
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Schematically, the lagrangians we will consider take the form
S = σψ
∫
K
dω
1
2
ψA(−ω)ψB(ω)|ω|s(sgnω)ΩAB
+ (σψ)
q
4
∫
K
dt
g
|G|
(
q−1∏
i=0
ψA
(i)
(t)
)
ΩA(0)A(1)...A(q−1) ,
(2)
where K is either R or Qp (or possibly some larger vector space, for instance C or a field
extension of some Qp) and G is the automorphism group of the interaction vertex, to be
discussed further in section 3. The spectral parameter s would usually be chosen to be 1 for
fermionic theories over R or 2 for bosonic theories over R, but for theories over Qp it is more
natural to let it vary continuously over positive real values. We set σψ = −1 for fermionic
theories, and σψ = +1 for bosonic theories. By sgnω we mean a sign character, which is to
say a multiplicative homomorphism of non-zero elements of K to {1,−1}. Capital indices
are really groups of q− 1 lowercase indices, each N -valued. For example, to recover (1) as a
special case, we would set q = 4, so that A = a0a1a2; we would set ΩAB = δa0b0δa1b1δa2b2 ; we
would set
ΩABCD = δa0b0δa1c1δa2d2δb1d1δb2c2δc0d0 ; (3)
and of course we would set K = R and s = 1. It is well recognized (see e.g. [2, 4, 5]) that
the structure ΩABCD in (3) corresponds to a coloring of the edges of the tetrahedron so that
only three colors are used, and opposite edges have the same color.2
When considering theories over Qp, as explained in [20], we must allow ΩAB to be sym-
metric (σΩ = 1) or anti-symmetric (σΩ = −1); and we must choose sgnω to be one of the
several multiplicative sign characters over Qp, which are in one-to-one correspondence with
the quadratic extensions of Qp. To get a real, non-vanishing kinetic term, ΩAB must be
Hermitian, and we must have
σψσΩ = sgn(−1) . (4)
(Surprisingly, non-trivial sign characters over Qp can have either sgn(−1) = −1 or +1.)
For q = 4, still following [20], the obvious adaptation of the Klebanov-Tarnopolsky model
2It is useful to clarify here one point of terminology: We use the terms “vertex” and “edge” to describe
the inner structure of an interaction vertex like ψa0a1a2ψa0b1b2ψc0a1b2ψc0b1a2 . From this point of view, an
interaction vertex is a graph unto itself, with q vertices when the interaction term has q powers of ψ. A
full Feynman diagram consists of propagators connecting interaction vertices, and as is familiar from earlier
work including [2], the inner structure of a propagator is q − 1 threads which flow into the edges inside an
interaction vertex.
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to a theory over Qp is to set ΩAB = Ωa0b0Ωa1b1Ωa2b2 where
Ωab =
1N×N for σΩ = 1σ2 ⊗ 1N
2
×N
2
for σΩ = −1 ,
(5)
and to set
ΩABCD = Ωa0b0Ωa1c1Ωa2d2Ωb1d1Ωb2c2Ωc0d0 . (6)
(Note that if σΩ = −1, then because of (5), N must be even.) If indeed Ωab is antisymmetric,
then one needs a direction on all the edges of the tetrahedral graph in order to decide the
order of the indices in each factor on the right hand side of (6). However, flipping the direction
on any one edge flips the sign of ΩABCD, and so can be compensated for by changing the
sign of g.
Generalizing the kinetic term to q > 4 is easy: We need only set
ΩAB =
q−2∏
i=0
Ωaibi . (7)
Generalizing the interaction tensor turns out to be more subtle, and laying the groundwork
for finding suitable generalizations is the focus of the rest of this section.
Up to the minor issue of directedness, constructing a rank q interaction tensor ΩA(0)A(1)...A(q−1)
as a product of q(q−1)/2 factors Ω
a
(i)
r a
(j)
r
corresponds to a coloring problem on the complete
graph of q points (and therefore q(q − 1)/2 edges), where we use q − 1 colors (each one
labeled by a value of r) and require that each of the q − 1 links incident on a given vertex
(each one labeled by a value of i) must be a different color. A special case of Baranyai’s
theorem guarantees that this can always be done provided q is even. It is impossible when q
is odd. One can map the problem onto the scheduling of a round-robin tournament, where
each link is one game, each vertex is a contestant, and each color is a round, during which
each contestant plays exactly one game. This phrasing makes it obvious that no coloring is
possible for q odd, because in a given round one must pair up all q contestants in two-person
games. For q even, there is a canonical solution, which is
rij ≡ i+ j (mod q − 1) if 0 ≤ i < q − 1, 0 ≤ j < q − 1, and i 6= j
ri,q−1 ≡ 2i (mod q − 1) for 0 ≤ i < q − 1 .
(8)
Here, rij is the color of the edge from vertex i to vertex j. Vertex labels i and j take values
from 0 to q−1, while color labels r run from 0 to q−2. The corresponding interaction tensor
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is
ΩA(0)A(1)...A(q−1) =
∏
0≤i<j≤q−1
Ω
a
(i)
rij
a
(j)
rij
. (9)
In (9), we took care of the directedness issue by requiring i < j, which is the same as
alphabetizing the lowercase indices in (6).
For q = 2, 4, and 6, the canonical solution (8) is the only solution. Starting at q = 8,
there are multiple solutions: That is, rij can be chosen differently from (8) but still consistent
with the requirement that we use only q − 1 colors and have one edge of each color coming
together at each vertex. For any such rij, we can still use (9) to construct the interaction
tensor. We exhibit the six different solutions for q = 8 in figure 2. By “different,” we mean
that there is no way to relabel the colors and/or the vertices to map any of the six rij into one
another. A striking point is that the solutions have different symmetry groups, composed of
up to three factors of Z2.3
For q = 10, there are (we claim) 396 different interaction vertices, and none of them
have any symmetry. To justify this claim, and to proceed to larger q, we need to give a
more conceptually organized presentation. We do so in the next three sections, starting with
constraints on the symmetry group in section 3, continuing with an explicit construction in
section 4, and concluding with a summary of the problem of counting distinct interaction
vertices in section 5.
3 Symmetry groups of interaction vertices
In ordinary scalar field theory where the scalar φ is real-valued, the symmetry group of a q-
fold interaction vertex φq is the permutation group Sq, with order q!, because all propagators
leading into the interaction vertex are equivalent and can be permuted arbitrarily without
changing the structure of the interaction. In a matrix field theory based on a Hermitian
N × N matrix Φ, the symmetry group of a tr Φq interaction vertex is the group Zq of
cyclic permutations of the propagators. In the q = 4 Klebanov-Tarnopolsky model, the
symmetry group is Z2 × Z2 (not Z4), generated by the permutations (12)(34), and (13)(24)
and sometimes referred to as the Klein group. As should be clear from figure 3, a permutation
in the Klein group reorders propagators leading into the interaction vertex in such a way that
we get back to exactly the same diagram that we started with. This sort of permutation is
what we will call a coloring automorphism. If we look at the inner structure of the interaction
vertex, we see that a coloring automorphism permutes the vertices (each one corresponding
3By Z2 we mean the integers modulo 2, or equivalently the multiplicative group {1,−1}—not the 2-adic
integers.
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Figure 2: The six inequivalent melonic interactions and their symmetry factors for
q = 8. Each interaction can be identified with an isomorphism class of one-
factorizations, and we also list the number of one-factorizations in each class
as well as |Aut(F)|, the number of permutations in S8 that preserve the one-
factorizations in a given isomorphism class (see section 5 for an explanation of
this notation). The canonical coloring is the bottom right.
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Figure 3: Left: The symmetry group of φ4 theory is the symmetric group S4. Middle: The
symmetry group of tr Φ4 theory is the cyclic group Z4. Right: The symmetry
group of the quartic tensor interaction is the Klein group Z22.
to an incoming propagator) in such a way as to preserve the colors of each edge.
To be precise: When we say that rij is a coloring of the complete graph Kq with q vertices,
what we mean is that ij labels an edge (so i 6= j), and each rij is chosen from the set of
“colors” {0, 1, . . . , q − 2}, with the constraints that rij = rji and that for fixed i, rij is a
bijection from the q − 1 vertices that remain after i is omitted to the set of colors. In other
words, each edge leading into a given vertex is a different color. A coloring automorphism is
defined as a map i → pi(i) such that rpi(i)pi(j) = rij for all i and j. Let the group of coloring
automorphisms be G. The main purpose of the rest of this section is to limit the possibilities
for G. Then in section 4 we will show that all groups G not ruled out by the arguments of
this section actually can be realized.
Our first claim is that any coloring automorphism is an involution. Denote the coloring
automorphism by pi. Assume that pi is not the identity, since otherwise the claim is trivial.
For some vertex i, we have j ≡ pi(i) 6= i. Then rij = rpi(i)pi(j) = rjpi(j), where in the
first equality we remembered that pi is a coloring automorphism. From rji = rjpi(j) we can
conclude that i = pi(j) because, as noted previously, the coloring r must be a bijection, for
fixed j, from vertices i 6= j to colors.
Next we remember an elementary result of group theory: Any finite group G consisting
only of involutions is isomorphic to Zn2 for some n. First let’s show that the group is
abelian. Therefore let g and h be group elements. Because g and h are involutions, we have
(gh)−1 = h−1g−1 = hg. But because gh is also an involution, (gh)−1 = gh. So gh = hg
as required. Now the fundamental theorem of finite abelian groups tells us that G must be
a direct product of cyclic subgroups of prime-power order. Because all elements of G are
involutions, any cyclic subgroup must be a copy of Z2, and the result is proven.
Another elementary point to note is that if a coloring automorphism preserves any vertex,
then it is necessarily the trivial automorphism that maps all vertices to themselves. To
see this, suppose pi(i) = i for some vertex i, and consider any other vertex j. We have
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Figure 4: The first three instances of maximally symmetrical interaction vertices, with
q = 2v and G = Zv2. We omitted one color from the q = 8 case, namely a seventh
color with edges running from each corner to the diametrically opposite corner,
for example from 0 to 6.
rij = rpi(i)pi(j) = ripi(j), and because r is a bijection, for fixed i, from vertices j 6= i to
colors, we can conclude pi(j) = j. It follows that any permutation that gives a coloring
automorphism consists of q/2 two-cycles.
We also note that color automorphisms that have a two-cycle in common must be identi-
cal. For suppose there are color automorphisms pi and p˜i and a vertex i such that pi(i) = p˜i(i).
Then for any j we have that rij = rpi(i)pi(j) = rp˜i(i)pi(j) but also rij = rp˜i(i)p˜i(j). Since r is a
bijection, it follows that pi(j) = p˜i(j) for all j.
It helps our imagination to think of the group G = Zn2 of coloring automorphisms as
reflections through n orthogonal planes which do not pass through any vertices. If q = 2v
and n = v, this line of thinking suggests that we can produce a coloring of Kq whose
automorphism group is Zv2: See figure 4 for the first few instances.
With these preliminaries in hand, we now come to the main result of this section: If
q = u2v where u is odd, then the largest that G can be is Zv2 if u = 1, or Zv−12 if u > 1. The
arguments in the remainder of this section do not demonstrate the existence of interaction
vertices with any particular symmetry groupG; rather, they rule out larger symmetry groups.
The proof of our main result relies on the orbit-stabilizer theorem, which we summarize
here for the purposes of a self-contained presentation. If a group G acts on a set X, then
the stabilizer stab i of an element i ∈ X is the subgroup of G of elements which preserve i.
Meanwhile, the orbit orb i is the subset of X consisting of all images of i under the action
of elements of G. The theorem says
| orb i|| stab i| = |G| . (10)
As a first application, let X be the set of q vertices, assume that G = Zn2 . The stabilizer of a
9
vertex i is the trivial group: This is because any pi ∈ G that maps i to itself must also map
all other vertices to themselves. Invoking (10) we see that each orbit contains 2n points. The
union of all vertex orbits is all of X, and so there must be
q˜ ≡ u2v−n (11)
distinct vertex orbits. Already, (11) shows that G cannot be larger than Zv2, because if n > v,
q˜ is not an integer.
To finish proving the main result, all we need to do is to exclude the possibility that
G = Zv2 when u > 1. This turns out to require somewhat more subtle reasoning than we
have used so far, but the essential idea is to consider the quotient of the interaction vertex by
G and show that, as a graph with q˜ = u vertices, it leads to an impossible coloring problem.
Clearly, we could just set v = n throughout the following paragraphs, but we refrain from
doing so because keeping n ≤ v general allows us to see some first hints on how to actually
construct graphs with any allowed symmetry.
Let’s start with a second application of the orbit-stabilizer theorem. Consider the set of
all edges of a fixed color. For any fixed color, there are q/2 such edges. Edges of a fixed color
are permuted among themselves by coloring automorphisms, and for each edge we have
| orb e|| stab e| = |G| . (12)
Following a standard trick, we divide both sides of (12) by | stab e| and then sum over all
distinct orbits to get
q
2
=
∑
orbits
|G|
| stab e| . (13)
This can be written more usefully as
u = 2n−v+1
∑
orbits
1
| stab e| . (14)
To get proper mileage out of (14), we need some knowledge of the values of | stab e|—which
need not be unity! Consider however the following division of edges (still of any fixed color)
into two classes. There are edges which join two vertices which are in the same vertex orbit;
we will call these “internal” edges. All other edges we will refer to as “external” edges. We
observe that stab e is the trivial group for any external edge, because if it weren’t, then there
would be some coloring automorphism that exchanges the edge’s two ends, and that would
make the edge internal. So | stab e| = 1 for external edges.
Next we want a count of external edges of a fixed color. It’s easier to start by considering
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external edges of any color, i.e. the disjoint union of external edges of each fixed color. There
are
(
q˜
2
) · 22n such edges, because to specify one we must choose a pair of vertex orbits, and
then from each of those two vertex orbits we must choose one vertex. Because the stabilizer
of an external edge is trivial, its orbit must have 2n elements. So the count of external edge
orbits of any color is
Ne =
(
q˜
2
)
· 2n = q
(
u2v−n−1 − 1
2
)
. (15)
Suppose now 0 ≤ n < v. Then 2v−n−1 is a whole number, and because we have only q − 1
colors to work with, there must be at least one color—call it red—with at least u2v−n−1
external edge orbits. Restricting to red edges only, we recall that | stab e| = 1 for each
external edge, and so at least u2v−n−1 terms in the sum on the right hand side of (14) must
be unity. Comparing to (14), we see that—for red edges—the sum over orbits works out
perfectly with only external edges, implying that there can’t be any red internal edges. This
is informative and useful for constructing examples.
Now suppose n = v. If also u = 1, then from (15) we see that Ne = 0: There are no
external edges at all! This makes sense because there is only one vertex orbit, and indeed
the cubical vertex illustrated in figure 4 shows that it is entirely consistent to have n = v and
u = 1. Where things get dangerous is if n = v and u > 1. Then, from (15), Ne = q(u− 1)/2.
Since we have only q − 1 colors to work with, there must be at least one color—again call
it red—with at least (u + 1)/2 external edge orbits. Considering only red edges the sum
on the right hand side of (14) restricted to external edges gives u + 1. This is disastrous,
because adding in the contribution of internal edges (if any) results in the absurd inequality
u ≥ u+ 1. Another way to put it is that if n = v and u is odd and greater than 1, then we
can’t color even the external edges consistently with only q− 1 colors—let alone the internal
edges. See figure 5.
4 Construction of interaction vertices
Since for any q we can construct an interaction vertex with the canonical ordering, which
has no coloring automorphisms, what remains to be shown is that for q equal to twice times
an even number, it is always possible to construct an interaction vertex with any allowed
non-trivial symmetry group. Figure 2 explicitly shows that this is true for q = 8. We now
prove inductively that it is also true for q > 8.
Let q′ = q/2 and assume that rij is a coloring of Kq′ with symmetry group G′ (which may
be the trivial group). Split the q vertices into two sets of q′ vertices; notationally this can be
done by identifying a vertex first by indicating which set it’s in, say with a Greek index α = 0
11
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Figure 5: A partial coloring for q = 6 which illustrates what goes wrong when one de-
mands too much symmetry. Here we propose Z2 symmetry, which according
to our general result is too much. On the left we show a partial coloring with
Z2 symmetry. On the right, we show the same coloring modded out by the
Z2 symmetry. The dots on the right are vertex orbits, and the double lines
of each color are edge orbits. The problem is that we need two edge orbits
between each pair of vertex orbits, and all of them (in this simple case) must
have different colors. That means we need six colors just for the external edges,
and we only have five to work with—leaving us without a second color to use
in connecting the 01 and 34 orbits. Internal edges would run within a vertex
orbit, for example from 0 to 1.
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(c)
Figure 6: Constructing an interaction vertex with q = 12 and G = Z2 in three steps.
(a) Separate the vertices into two groups of 6, shown here as inner and outer
rings. We’ve connected each group only cyclically in order to avoid clutter, but
in the full construction, we start with two copies of the complete graph K6,
one colored according to rij and the other according to r˜ij = rij + q − 1. (b)
Reconnect the 12 vertices according to the prescription shown in the first two
lines of (16). (c) Add the last color according to the third line of (16). In the
parlance of section 3, these last edges are the internal edges, while the ones
colored in the previous step are the external edges.
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or 1, and then which vertex within the set it is, say with a Roman index i ∈ {0, 1, . . . , q−1}.
Let r˜ij ≡ rij + q − 1. We now claim that the coloring rαi,βj of Kq defined by
r0i,0j = r1i,1j = rij ,
r0i,1j = r1i,0j = r˜ij ,
r˜0i,1i = r˜1i,0i = q − 1 ,
(16)
has symmetry group G = G′ × Z2. See figure 6 for a diagrammatic illustration of how this
coloring is generated. That the coloring (16) inherits the G′ symmetry is clear from the fact
that, for any pi ∈ G′, we have that
rαpi(i),βpi(j) = rαi,βj . (17)
But by construction the coloring (16) is also invariant under the permutation τ that acts on
the Greek indices as
α→ α + 1 (mod 2) , β → β + 1 (mod 2) , (18)
while leaving the Roman indices unchanged. Furthermore, the coloring (16) has no other
symmetries. For coloring automorphisms that only swap around Roman indices are in one-to-
one correspondence with the coloring automorphisms of rij. And if a coloring automorphism
σ changes the Greek index of any index pair αi such that σ(0i) = 1i′, then for any j
rσ(0i),σ(0j) = r1i′,σ(0j) . (19)
But since r0j,0k 6= r1j′,0k′ for all j, j′, k, k′, it follows that σ must change the Greek index of
all index pairs and so must be of the form σ = pi ◦ τ for some pi ∈ G′. This completes the
inductive proof.
In general, for a given symmetry, there are multiple interaction vertices different from
the one generated by the prescription (16). An exception, however, occurs for the maximally
symmetric vertex when q = 2v. In this case there is only one vertex with G = Z v2 . For G
consists of the identity element and q − 1 permutations that commute amongst each other
and each consists of q/2 two-cycles. And amongst permutations in Sq consisting of q/2
two-cycles, one can at most form a set of q − 1 elements that commute amongst each other
but don’t share a two-cycle; and any two such sets are equivalent by conjugation. But if
we consider the edges of a given color, say red, in a maximally symmetric colored graph,
then this sub-graph is invariant under the permutation pi that swaps vertices connected by
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a red edge. But pi must commute with all permutations in G, and so it follows that pi ∈ G.
Moreover, if we explicitly write pi = (a0a1)(a2a3) . . . (aq−1aq), then we recognize that each
two-cycle in pi corresponds to a red edge; in other words, each non-trivial element of G is
precisely associated with a one-factor. Since there are q − 1 non-trivial elements of G, the
one-factors are all specified once G is specified. And we have argued that G is essentially
unique.
5 One-factorizations and equivalent interaction terms
In this section we determine the conditions under which two theories with actions of the
form (2) are equivalent. As discussed briefly in section 2, the choice of an interaction tensor
ΩA(0)A(1)···A(q−1) corresponds to a coloring problem on the complete graph Kq on q vertices.
More precisely, these interaction tensors are in one-to-one correspondence with ordered
one-factorizations of Kq. A one-factor of Kq is a set F of edges such that each vertex of Kq
belongs to a unique edge in F . A one-factorization of Kq is a partition of the edge-set of Kq
into q − 1 one-factors Fi. We denote a one-factorization as F = {F0, . . . , Fq−2}, and when
speaking of one-factorizations we do not distinguish between different orderings of the Fi.
An ordered one-factorization is a (q − 1)-tuple F = (F0, . . . , Fq−2), i.e. we have imposed a
particular order on a one-factorization. To see that ordered one-factorizations correspond to
interaction vertices, recall that the fields ψa0...aq−2 don’t have any built-in symmetry under
interchange of indices ai. Each such index is associated with a definite color: For example,
we could say that red is associated with the first index a0, then green with a1, blue with a2,
and so forth. And each color is associated with a one-factor: red for F0, green for F1, blue
for F2, etc.
One can check that any graph automorphism pi : Kq → Kq carries (ordered) one-factori-
zations into other (ordered) one-factorizations via the actions piF = (pi(F0), . . . , pi(Fq−2)) and
piF ≡ piF , respectively. Two ordered one-factorizations F and G are said to be isomorphic
if there exists a graph automorphism pi such that F = piG. Similarly, F ' G means there
exists pi so that F = piG. We can also consider the natural action of any τ ∈ Sq−1 on
ordered one-factorizations τF = (Fτ(0), . . . , Fτ(q−2)). This action simply permutes the colors
associated to each one-factor. In this language, F ' G if and only if there exists a graph
automorphism pi and a permutation of colors τ such that piF = τG.
Given an ordered one-factorization F , we can form the following interaction tensor:
ΩFA(0)...A(q−1) ≡
q−2∏
r=0
∏
〈ij〉∈Fr
Ω
a
(i)
r a
(j)
r
, (20)
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where 〈ij〉 is the edge in Kq running between the vertices i and j and ar is the color index
associated to the one-factor Fr. In writing 〈ij〉, we implicitly assume i < j. Conversely, any
degree q interaction term in which each constituent ψA has a single color index contracted
with each other ψA arises from an interaction tensor of the form (20).
Note that for distinct ordered one-factorizations F and G we end up with distinct inter-
action tensors ΩF 6= ΩG. We will however show that if their underlying one-factorizations
F and G are isomorphic then ΩF and ΩG give rise to equivalent theories. Our argument
proceeds in two parts: First we discuss equivalence under the action of τ ∈ Sq−1 permuting
colors, and then we consider the action of a permutation pi ∈ Sq of vertices.
Suppose we make the following field redefinition: φA = ψτ
−1A, where τ−1 ∈ Sq−1 and
τA ≡ aτ−1(0) . . . aτ−1(q−2). Then:
ΩFA(0)...A(q−1)φ
A(0) · · ·φA(q−1) = ΩτFA(0)...A(q−1)ψA
(0) · · ·ψA(q−1) . (21)
So, modulo a linear field redefinition implemented by a permutation matrix, the interaction
term only depends on the underlying one-factorization F .
Now view a graph automorphism as a permutation on q vertices, pi ∈ Sq. With the
change of indices B(i) = Api(i) one can show:
(σψ)
piΩFA(0)...A(q−1)ψ
A(0) · · ·ψA(q−1) = ΩFA(0)...A(q−1)ψA
pi−1(0) · · ·ψApi−1(q−1)
= ΩpiFB(0)...B(q−1)ψ
B(0) · · ·ψB(q−1) .
(22)
So any two isomorphic ordered one-factorizations give the same interaction term, up to a
sign.4 We can get rid of this sign by sending g → −g.5
We should point out here that isomorphic one-factorizations give equivalent interactions
to all orders in N . As we will show in sections 6 and 7, even non-isomorphic one-factorizations
lead to the same two-point and four-point functions in the melonic limit, up to a rescaling
of g by a power of the order of the coloring automorphism group G.
For future reference, we note that by Aut(F) we mean all graph automorphisms pi such
that piF = F . Aut(F) is the exactly the vertex automorphism group described in section
3. In contrast, Aut(F) consists of all graph automorphisms pi such that piF = F , that
4In the presence of multiple interaction terms in the lagrangian, this argument that a permutation of
vertices does not lead to a new theory continues to hold true. But it will no longer be true that an interaction
term only depends on the underlying one-factorization F , see appendix C.
5See [21] and [22] for a careful discussion, in the context of the q = 4 fermionic tensor model, of how the
Hamiltonian even at the quantum level transforms in the degree 1 sign representation under permutations
of indices and of how this affects the spectrum of the theory.
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G
q 2 4 6 8 10 12 14
1 0 0 1 2 396 526,910,769 ∼ 1.13× 1018
Z2 1 0 0 1 0 4851 0
Z22 0 1 0 2 0 0 0
Z32 0 0 0 1 0 0 0
Table 1: The number of isomorphism classes of one-factorizations of Kq with given sym-
metry group G = Aut(F). The values for q = 12 and 14 were determined using
[18] and [19], respectively; the exact count for q = 14 is quoted in the main text.
is all pi that can be undone by a permutation τ ∈ Sq−1 of the colors piF = τF . Clearly
Aut(F) ≤ Aut(F). In general Aut(F) has a much richer group structure than Aut(F). See
for instance table 3 in appendix B where, for q = 12, we list the ten possible values for
|Aut(F)| when |Aut(F)| = 2.
In the case q = 12, the vast majority of isomorphism classes of one-factorizations have
trivial Aut(F). It is known in the literature [18] that there are a total of 526,915,620 non-
isomorphic one-factorizations (the sum of the two entries in the q = 12 column in figure
1) and exactly 252,282,619,805,368,320 distinct one-factorizations of K12. Implementing the
orderly algorithm used in [17] and [18] on the set of one-factors invariant under a given
involution pi ∈ S12, we find that there are 1,008,649,635,840 one-factorizations of K12 with
Aut(F) = Z2 and that they fall into 4851 isomorphism classes under permutations of vertices,
see appendix B.
For q = 14, Aut(F) can only be trivial and there are 1,132,835,421,602,062,347 noniso-
morphic one-factorizations of K14 [19].
For q ≤ 14, a summary of the number of isomorphism classes of one-factorizations and
therefore the number of inequivalent interaction terms is given in table 1. It is known
that for sufficiently large q, the number of non-isomorphic one-factorizations N(q) satisfies
logN(q) ∼ 1
2
q2 log q [23]. In particular, N(q)→∞ as q →∞.
6 The two-point function and the Schwinger-Dyson
equation
The kinetic term in the action (2) gives rise to a free propagator that in momentum space
is given by
G
a0a1...aq−2b0b1...bq−2
0 (ω) =
√
sgn(−1) sgn(ω)|ω|s
q−2∏
i=0
Ωaibi ≡ G0(ω)
q−2∏
i=0
Ωaibi , (23)
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where the matrix Ωab is the inverse of Ωab, that is, ΩabΩ
bc = δca. With the normalization of
the kinetic term as given in (2), we must choose
√
sgn(−1) =
1 if sgn(−1) = 1i if sgn(−1) = −1 . (24)
Once we include an interaction term, the propagator picks up loop corrections, but in the
limit where g → 0 and N →∞ such that g2N (q−1)(q−2)2 is kept fixed, only melonic diagrams
survive. The melonic contributions to the free propagator can all be obtained by iteratively
applying the melonic insertion to the free propagator as shown on figure 7.
Adding together the free propagator and all the melonic corrections yields the dressed
propagator
Ga0a1...aq−2b0b1...bq−2(ω) ≡ G(ω)
q−2∏
i=0
Ωaibi . (25)
Just as in the cases of the SYK model [24] and the Klebanov-Tarnopolsky tensor model
with q = 4 [5], the dressed propagator satisfies the Schwinger-Dyson equation depicted
schematically in figure 8. It first seems surprising that the right-most propagator in figure 8
has no melonic insertion. This is correct because any Feynman diagram contributing to the
dressed propagator must have a right-most melonic insertion, and a free propagator attaches
to it from the right.
To work out the exact mathematical expression for the Schwinger-Dyson equation, it is
necessary to consider the automorphism group of the interaction as well as the number of
sign flips involved in index contraction.
The first melonic correction to the free propagator, depicted on the right-hand side of
figure 7, contains two interactions each of which is described by a colored graph with vertices
labeled from 0 to q − 1. For a given Feynman diagram corresponding to the first melonic
i σ(i)
j
k
σ(j)
σ(k)
i σ(i)
j
k
σ(j)
σ(k)
...
...︸ ︷︷ ︸
q− 1 undressed propagators
= +
...
...
︸ ︷︷ ︸
q− 1 dressed propagators
1
Figure 7: A melonic insertion.
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i σ(i)
j
k
σ(j)
σ(k)
...
...︸ ︷︷ ︸
q− 1 undressed propagators
= +
...
...
︸ ︷︷ ︸
q− 1 dressed propagators
1
Figure 8: The Schwinger-Dyson equation for the dressed propagator.
correction, define a permutation σ ∈ Sq by requiring that if an external propagator enters the
left interaction vertex at vertex i, then an external propagator enters the right interaction
vertex at vertex σ(i); and likewise requiring that an internal propagator connected to vertex
j in the left interaction vertex connects to vertex σ(j) in the right interaction vertex. See
figure 9.
We claim now that such a Feynman diagram is melonic if and only if σ belongs to
the automorphism group G of the interaction. The claim can be proved by the following
reasoning:
• The two interactions are connected by q − 1 internal propagators, each of which carry
q − 1 threads, giving a total of (q − 1)2 internal threads.
• The q− 1 threads of the left external propagator must connect to the q− 1 threads of
the right external propagator, so there are at most (q− 1)(q− 2) internal threads that
can partake in index loops.
i σ(i)
j
k
σ(j)
σ(k)
i σ(i)
j
k
σ(j)
σ(k)
...
...︸ ︷︷ ︸
q− 1 undressed propagators
= +
...
...
︸ ︷︷ ︸
q− 1 dressed propagators
1
Figure 9: To get a melonic diagram, the external legs must be connected to vertices in
the two interactions that are related by an automorphism.
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i σ(i)
j
k
σ(j)
σ(k)
i σ(i)
j
k
σ(j)
σ(k)
...
...︸ ︷︷ ︸
q− 1 undressed propagators
= +
...
...
︸ ︷︷ ︸
q− 1 dressed propagators
1
Figure 10: All index loops can be brought to have a uniform orientation by an even
number of arrow flips. To get a uniform orientation of any external thread an
odd number of arrows flips are requisite.
• Since at least two internal threads are needed for an index loop, there can be at
most (q − 1)(q − 2)/2 index loops—the number required for a melonic diagram. This
maximum number of loops is achieved when and only when the external threads only
pass once through the internal propagators and the each index loop contains exactly
two internal threads.
• Labeling the vertex that the left external propagator is incident to by i, the fact that
the external threads must pass only once through the internal propagators is equivalent
to the statement that rij = rσ(i)σ(j) for all j 6= i.
• The fact that each index loop must contain exactly two internal threads is equivalent
to the statement that for any two indices j and k different from i, rjk = rσ(j)σ(k).
We see then that the melonic diagrams are exactly those for which rlm = rσ(l)σ(m) for all
l,m, ie. those for which σ ∈ G. Since in writing down the Feynman diagram corresponding
to the first melonic correction we may take the left external propagator to be incident to
any vertex i, while the right external propagator can only be incident to vertices i′ for which
i′ = σ(i) for some σ ∈ G, the total number of Feynman diagrams contributing is q|G|. And
for each additional melonic insertion we pick up an extra copy of this factor.
The other subtlety to consider before writing down the Schwinger-Dyson equation is
whether the contraction of index loops causes a sign difference between O(N) and Sp(N)
symmetric models. To account diagrammatically for the possibility of Sp(N) symmetry, we
replace each thread with an arrow. The orientation of any arrow can be flipped at the cost
of a factor of σω, and index loops of arrows with uniform orientation can be contracted to
give a factor of N without picking up a sign.
For the first melonic correction to the free propagator we may take the threads of all
propagators to point from left to right as in figure 10. For a given Feynman diagram described
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by a permutation σ ∈ G as explained above, we may for any l and m take the the arrow
between vertices l and m to have the same orientation as the arrow between vertices σ(l)
and σ(m) since any automorphism involves an even number of arrow flips. In this case, all
index loops consist of two arrows with one orientation and two arrows with the opposite
orientation, and so all the loops may be contracted without picking up a sign. But to obtain
a uniform orientation of the external threads running from left to right and recover the index
structure of the free propagator, it is necessary for each of the q− 1 colors to flip one thread
in one of the two interactions. Hence, we must in total flip an odd number off arrows, and
so we conclude that we pick up a factor of σΩ with each melonic insertion. This fact was
shown in [20] to apply for q = 4, but we see now that it holds true for all q.
Taking into account the symmetry of the interaction and the index structure of the
corrections, we arrive finally at the Schwinger-Dyson equation
G(t1 − t2) = G0(t1 − t2)
+ q|G|
(
g
|G|
)2
σΩ N
(q−1)(q−2)
2
∫
dt dt′G(t1 − t)G(t− t′)q−1G0(t′ − t2) .
(26)
To slightly shorten expressions and remove the explicit dependence on G, we find it useful
to introduce the definition
g˜ ≡
√
q
|G|N
(q−1)(q−2)
2 g . (27)
6.1 The IR solution
The Schwinger-Dyson equation can be expressed in term of convolutions as
G(t) = G0(t) + σΩg˜
2(G ∗Gq−1 ∗G0)(t) . (28)
In the infra-red limit, g˜ is large, and to leading order in 1/g˜ we can set G(t) = 0. To solve
(28) in the IR, we will adopt the methodology of [20], and so we introduce multiplicative
characters defined as
pis(t) ≡ |t|s, pis,sgn(t) ≡ |t|s sgn(t) . (29)
The Fourier transform of these multiplicative characters are given by
F [pis](ω) = Γ(pis+1) pi−s−1(ω) , F [pis,sgn](ω) = Γ(pis+1,sgn)pi−s−1,sgn(ω) , (30)
where Γ(pis) and Γ(pis,sgn) are instances of Gel’fand-Graev gamma functions, see appendix
A. Using the above, we may express the bare propagator in momentum and position space
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as
G0(ω) =
√
sgn(−1) pi−s,sgn(ω) , G0(t) =
√
sgn(−1) Γ(pi1−s,sgn) pis−1,sgn(t) . (31)
As an ansatz for solving (28) with the left-hand side set to zero, we choose
G(t) = b pi− 2
q
,sgn(t) , (32)
and so the IR Schwinger-Dyson equation in position space reads
−pi1−s,sgn = σΩ g˜2 bq pi− 2
q
,sgn ∗ pi 2(1−q)
q
,sgn
∗ pi1−s,sgn . (33)
Using (30) to Fourier transform the multiplicative characters, we get the momentum space
Schwinger-Dyson equation
−pis,sgn = σΩ g˜2 bq Γ(pi q−2
q
,sgn)Γ(pi 2−q
q
,sgn) pi 2−q
q
,sgn ∗ pi (q−2)
q
,sgn
∗ pis,sgn . (34)
The multiplicative characters all cancel, and we read off directly that
bq =
−1
σΩ g˜2 Γ(pi q−2
q
,sgn)Γ(pi 2−q
q
,sgn)
. (35)
The s dependence is seen to cancel out entirely. Insofar as the ansatz (32) describes the true
IR behavior, the dressed propagators of the various non-local theories with different values
of s all flow to the same function in the IR. In the case of bosonic theories, however, where
the potential can be unbounded from below, the physical significance of the IR solution (32)
is uncertain. Nonetheless, we explicitly include bosonic theories under the scope of theories
we are subjecting to formal perturbation theory since bosonic theories are required in order
to write down an adelic relation connecting Archimedean and p-adic theories, as we will see
in section (7.1).
In section 6.3 we will see that for a large subset of the p-adic theories, the full Schwinger-
Dyson equation (26) can be solved exactly, and in these cases one can verify by inspection of
the full solution that the two-point function flows to the IR solution described by equations
(32) and (35).
6.2 The zoo of theories
As we are working in Euclidean space, the reality of the action (2) dictates that G(t) should
be real too. The ansatz (32) can therefore only provide an accurate description of the IR
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K condition τ Γ(pi q−2
q
,sgn)Γ(pi 2−q
q
,sgn) σΩ σψ explanation
R 1 − 2piq
q−2 tan
(
pi
q
)
1 1 O(N) bosonic
R −1 − 2piq
q−2 cot
(
pi
q
)
1 −1 O(N) fermionic
C 1 − pi2q2
(q−2)2 1 1 O(N) bosonic
Qp p odd 1 − (p2/q−1)(p2−p2/q)p(p−p2/q)2 1 1 O(N) bosonic
Qp p odd  (p
2/q+1)(p2+p2/q)
p(p−p2/q)2 −1 −1 Sp(N) fermionic
Qp p ≡ 1 (mod 4) p 1/p −1 −1 Sp(N) fermionic
Qp p ≡ 1 (mod 4) p 1/p −1 −1 Sp(N) fermionic
Qp p ≡ 3 (mod 4) p −1/p 1 −1 O(N) fermionic
Qp p ≡ 3 (mod 4) p −1/p 1 −1 O(N) fermionic
Q2 1 −5·41/q−4−161/q2(41/q−2)2 1 1 O(N) bosonic
Q2 −1 −1/4 1 −1 O(N) fermionic
Q2 2 1/8 −1 −1 Sp(N) fermionic
Q2 −2 −1/8 1 −1 O(N) fermionic
Q2 3 −1/4 1 −1 O(N) fermionic
Q2 −3 (1+41/q)(4+41/q)2(2+41/q)2 −1 −1 Sp(N) fermionic
Q2 6 −1/8 1 −1 O(N) fermionic
Q2 −6 1/8 −1 −1 Sp(N) fermionic
Table 2: Table of melonic theories, Archimedean or ultrametric. Shaded rows indicate
theories for which an exact solution to the Schwinger-Dyson equation is given in
subsection 6.3.
behavior if b is real, that is, if the right-hand side of (35) is positive. In other words, the sign
of Γ(pi q−2
q
,sgn)Γ(pi 2−q
q
,sgn) must be opposite to that of σΩ. For any choice of number field R
or Qp and any choice of sign function in the action, this requirement together with the sign
constraint (4) uniquely specifies whether the theory must be bosonic or fermionic and O(N)
and Sp(N) symmetric. Generalizing the table of theories in [20] to all values of q, table 2
lists the melonic theories with renormalization group flow from a free theory in the UV to a
strongly interacting fixed point in the IR. The choice of τ in table 2 amounts to a choice of
the sign function, as explained in appendix A. Often, the value of τ involves , which stands
for any integer that is not a square modulo p.
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6.3 Full solution to the Schwinger-Dyson equation for direction-
dependent theories
Any p-adic number x can be represented by a series expansion
x = pv(x)
∞∑
m=0
cm p
m (36)
where cm ∈ {0, 1, ..., p− 1} and c0 6= 0.
It was shown in [20] for q = 4 that the Schwinger-Dyson equation (28) can be solved
exactly for p-adic theories when the sign function is direction-dependent, that is, when the
sign function sgn(x) depends not only on the norm |x| but also on the first p-adic digit c0 in
the expansion (36). These theories are indicated by shaded rows in table 2, and the solutions
of [20] generalize straightforwardly to higher values of q.
For each of the theories, the solution can be written as
G(t) = G(|t|) sgn(t) , (37)
where G(|t|) is the unique real root of a q-th order polynomial.
For the direction-dependent theories with odd p, ie. those with a sign function defined
by τ = p or τ = p, G(|t|) is given by the real solution to the equation
G(|t|) =
√
sgn(−1)Γ(pi1−s,sgn)|t|s−1
(
1− g˜
2
p
|t|2 G(|t|)q
)
. (38)
For p = 2 and τ = −1 or τ = 3, G(|t|) is given by the real solution to
G(|t|) =
√
sgn(−1)Γ(pi1−s,sgn)|t|s−1
(
1− g˜
2
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|t|2 G(|t|)q
)
. (39)
And p = 2 and τ = ±2 or τ = ±6, G(|t|) is given by the real solution to
G(|t|) =
√
sgn(−1)Γ(pi1−s,sgn)|t|s−1
(
1− g˜
2
23
|t|2 G(|t|)q
)
. (40)
In all cases, we choose
√
sgn(−1) as in (24).
23
7 The four-point function
As shown in [5], the four-point function of the Klebanov-Tarnopolsky tensor model with rank
three fermions has the same structure as the SYK model [24], and this result generalizes to
values of q > 4 [8]. Working to sub-leading order in the melonic limit, the four-point
correlator can be decomposed as
ΩA1A2ΩA3A4
〈
T (ψA1(t1)ψ
A2(t2)ψ
A3(t3)ψ
A4(t4))
〉
=
N2(q−1)G(t12)G(t34) +N q−1
(
Γ(t1, t2, t3, t4) + σψΓ(t1, t2, t4, t3)
)
+O(N q−2) ,
(41)
where Γ stands for a sum of so-called ladder Feynman diagrams that can be expanded
as Γ =
∑
n Γn according to the number n of sets of q − 2 rungs in the ladder diagrams.
Schematically, for q = 8:
Γ(t1, t2, t3, t4) =
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A3
A4
...
...
A1
A2
i j
σ(i) σ(j)
k
l
σ(k)
σ(l)
1
+
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
1
2
A3
A4
A1
A2
A3
A4
A3
A4
...
...
A1
A2
i j
σ(i) σ(j)
k
l
σ(k)
σ(l)
1
+
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A3
A4
...
...
A1
A2
i j
σ(i) σ(j)
k
l
σ(k)
σ(l)
1
+ ...
(42)
Here black lines represent propagators while gray lines stand for contraction through the
matrix ΩAB. But for a more exact understanding of the four-point function, we must also
consider the threads running within each interaction vertex and endow each line with an
orientation. For the index contraction in (41), the arrows of the first ladder diagram are
oriented as
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A3
A4
...
...
A1
A2
i j
σ(i) σ(j)
k
l
σ(k)
σ(l)
1
. (43)
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A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A3
A4
...
...
A1
A2
i j
σ(i) σ(j)
k
l
σ(k)
σ(l)
1
Figure 11: Insertion of an extra set of rungs in an oriented ladder. Not all internal threads
in the interactions nor all rungs have been drawn so as to not clutter up the
figure.
By flipping two arrows, each corresponding to q − 1 interchanges of indices in a matrix Ωab
or Ωab, we get an oriented diagram,
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A1
A2
A3
A4
A3
A4
...
...
A1
A2
i j
σ(i) σ(j)
k
l
σ(k)
σ(l)
1
. (44)
Since an even number of arrow flips were performed, there is no σΩ dependence so that
Γ0(t1, t2, t3, t4) = σψG(t1 − t3)G(t2 − t4) . (45)
The absence of a factor of σΩ in (45) owes directly to the choice of contraction with ma-
trices ΩA1A2ΩA3A4 rather than say ΩA1A2ΩA4A3 in (41), and so is ultimately the result of a
convention. The important question to ask is whether the insertion of each new set of rungs
in a ladder diagram leads to a factor of σΩ. Consider therefore, as in figure 11, the diagram
obtained by appending an extra set of rungs to some oriented ladder diagram.
The propagator that forms part of the top rail of the ladder immediately to the left of the
newly appended set of rungs may be incident to any vertex i of the top interaction vertex.
The propagator that forms part of the top rail immediately to the right of the appended sets
of rungs may be incident to any other vertex j 6= i of the topmost interaction vertex. But
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for a given choice of i and j, in order to get a ladder diagram that is not suppressed in the
melonic limit, the two propagators of the bottom rail immediately to the left and right of
the bottom interaction vertex must be given, respectively, by σ(i) and σ(j) for some σ ∈ G.
And similarly the appended rungs must connect vertex l of the top interaction vertex to
vertex σ(l) of the bottom one for all l 6= i, j. These facts follow immediately from the above
discussion of the two-point function once we note that 1) the threads of the propagators
incident to vertices i and σ(i) all partake of the same index loops; and 2) from the point of
view of index contraction we may look upon the propagators incident to vertices i and σ(i),
the arrows running to and between A3 and A4, and the two appended interaction vertices
and the rungs running between them as all forming part of a melonic insertion into one single
propagator. Since there are q choices of vertex i, (q− 1) choices of vertex j, and |G| choices
of permutation σ, the total number of melonic Feynman diagrams that contribute to the
ladder diagram in question is q(q − 1)|G|.
As in our consideration of the two-point function, we can assume that the orientation
of an arrow between any two vertices i′ and j′ of the top interaction vertex is the same as
the orientation of the arrow between σ(i′) and σ(j′) since automorphisms induce an even
number of arrow flips. As to the q−2 arrows that make up the rungs, these all have the same
orientation prior to flipping any arrows, as one can find by computing the four-point function
via functional differentiation. As in figure 11 we will take these arrows to point downwards
rather than upwards, but this is an arbitrary choice that does not affect the parity of arrow
flips needed to make all index loops have a uniform orientation of arrows.
To determine whether appending an extra set of rungs gives rise to an overall factor of
σΩ, we need to consider all the index loops involved. These fall into four types:
1. The index loops running from i through one of the rungs of the ladder and through
σ(i) without passing through A3 and A4, as illustrated in blue on figure 11. Because
there are q−2 such loops and they all require the same number of arrow flips to obtain
uniform orientation, no net factor of σΩ is introduced on account of these index loops.
2. The index loops running from j through A3 and A4 and back to j through one of the
rungs in the ladder, illustrated in red on figure 11. Again these q− 2 loops are even in
number and require the same number of arrow flips for uniform orientation, so again
no net factor of σΩ is introduced.
3. The index loops that run between the two interaction vertices and consist of four
threads each, two in two rungs and two within the two interaction vertices. There are
(q − 2)(q − 3)/2 such loops, an example of which is illustrated in yellow on figure 11.
Each of these index loops consists of two threads with one orientation and two index
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loops with the opposite orientation, so once again no net factor of σΩ is introduced in
bringing about uniform orientation.
4. Lastly, there is the index loop that runs between i and j and σ(i) and σ(j), illustrated
in green on figure 11. Since we are assuming that the index loops of the original ladder
diagram, prior to insertion of an extra set of rungs, each had a uniform orientation of
arrows, two arrows must be flipped in order to give this index loop a uniform orientation
(the arrow between σ(i) and σ(j) and the arrow between σ(j) and A4 on figure 11)
and again we do not pick up any net factor of σΩ.
In summary, there are no relative sign differences in ladder diagrams between SO(N) and
Sp(N) symmetric tensor models.
Having worked out the subtleties relating to Sp(N) symmetry and the automorphism
group of the interaction vertex, we are ready to write down the recursive relation describing
ladder diagrams:
Γn+1(t1, t2, t3, t4) =
∫
dt dt′K(t1, t2, t, t′)Γn(t, t′, t3, t4) (46)
where the integration kernel is given as
K(t1, t2, t, t
′) = σψq(q − 1)|G|
(
g
|G|
)2
N
(q−1)(q−2)
2 G(t1 − t)G(t2 − t′)G(t− t′)q−2
= σψ(q − 1)g˜2G(t1 − t)G(t2 − t′)G(t− t′)q−2 .
(47)
In the IR, we can plug in the expression for the dressed propagator derived in section 6.1
to obtain
K(t1, t2, t3, t4) =− σψσΩ(q − 1)
Γ(pi q−2
q
,sgn)Γ(pi 2−q
q
,sgn)
pi− 2
q
,sgn(t13) pi− 2
q
,sgn(t24)pi 2(2−q)
q
,sgn
(t34) . (48)
Following [25] and [5] and defining
v(t1, t2) ≡ pih− 2
q
,sgn(t12), (49)
the integral eigenvalue-equation to solve in order to find the scaling dimensions of two-particle
operators is given by
v(t1, t2) =
1
g(h, q)
∫
dt3 dt4K(t1, t2, t3, t4) v(t3, t4) . (50)
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Changing variables to
u ≡ t13 , v ≡ t42 , (51)
makes it manifest that the integral in the eigenvalue equation is a convolution since∫
dt3 dt4 pi− 2
q
,sgn(t13) pi− 2
q
,sgn(t24) pih+ 2(1−q)
q
−h,sgn(t34) =
sgn(−1)
∫
du dv pi− 2
q
,sgn(u) pi− 2
q
,sgn(v) pih+ 2(1−q)
q
,sgn
(t12 − u− v) .
(52)
Invoking the sign constraint (4), the eigenvalue equation can therefore be written as
pih− 2
q
,sgn = −
(q − 1)
g(h, q)Γ(pi q−2
q
,sgn)Γ(pi 2−q
q
,sgn)
pi− 2
q
,sgn ∗ pi− 2
q
,sgn ∗ pih+ 2(1−q)
q
,sgn
. (53)
Fourier-transforming this equation using (30), the multiplicative characters cancel, as do two
of the gamma functions, and we find that
g(h, q) = −(q − 1)
Γ(pi q−2
q
,sgn)Γ(pih+ 2−q
q
,sgn)
Γ(pi 2−q
q
,sgn)Γ(pih+ q−2
q
,sgn)
. (54)
This formula is valid for real as well as p-adic numbers, and for an action (2) with a kinetic
term with any sign function.
On the real numbers, selecting the usual sign function in the action (2), the above equa-
tion reproduces the fermionic result of the SYK and melonic tensor models, equations (3.73)
in [25] and (6.8) in [8]. Selecting the trivial sign on the reals, the above equation reproduces
the bosonic result, equation (4.14) in [5] with d = 1.
On the p-adic numbers, there are multiple inequivalent sign functions, each of which
can be labeled by a p-adic number τ as explained in appendix A. For the sign functions
characterized by τ = p or τ = p, g(h, q) reduces to 1 − q. For τ = , g(h, q) is a non-
constant function in h, but the equation g(h, q) = 1 never has a solution for the p-adic
theories.
7.1 Adelic product formula for the integral eigenvalues
In [26] it is demonstrated how, by invoking the functional equations of suitably chosen
Dirichlet L-functions, one can derive an adelic product formula for the signed Gel’fand-Graev
gamma functions. By selecting a fixed rational number τ , one picks out a sign function for
each of the number fields R and Qp. For each of these fields with associated sign function
sgnτ (x) there is a signed character pis,sgn(x) and an associated gamma function Γ(pis,sgn).
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Taking the product over all these gamma functions for any fixed complex number s, one gets
the usual sign function of τ :
∏
K=R,Qp∀p
Γ(pis,sgn) =
1 for τ > 0−1 for τ < 0 . (55)
Note that for any choice of τ there will be many fields K for which sgnτ (x) is the trivial
sign character, ie. unity, so that pis,sgn reduces to pis. For example, this happens for K = R
when τ is positive.
As an immediate consequence of (55), we find that for fixed rational τ , complex h, and
even number q, the integral eigenvalues g(h, q) satisfy the adelic product formula
∏
K=R,Qp∀p
g(h, q)
1− q = 1 . (56)
For most choices of τ , this product mixes bosonic and fermionic, and O(N) and Sp(N)
symmetric theories.
8 Conclusions
Given the relative uniqueness and simplicity of melonic theories with quartic and sextic
vertices, it is surprising that melonic theories proliferate and diversify for larger orders q of
the interaction vertex. Already at q = 8, there are six different types of vertices, with up to
Z32 symmetry. The situation can be compared with matrix models, where if we restrict to
quartic vertices, the most commonly studied interactions are tr Φ4 and (tr Φ2)2. The first of
these has Z4 symmetry, and the second has Z32 symmetry. If we restrict to only one of these
two vertices, then we get remarkably different behavior in the large N limit: tr Φ4 leads to a
planar limit, while (tr Φ2)2 leads to bubble diagrams. Mixing the two gives some interesting
modifications of scaling exponents of the pure tr Φ4 theory [27, 28, 29, 30]. For melonic
theories, our story so far is less featured, in that the treatment of the two-point and four-
point functions proceeds almost identically for the myriad theories we can construct. The one
salient difference among the theories we consider is that the effective coupling constant that
enters into the self-consistent treatment of two- and four-point functions includes the inverse
half power of the order of the symmetry group of the interaction vertex. An interesting
question for future work is to see whether combining different interaction vertices could
significantly alter the analysis, for example through some cancellations or modified infrared
scaling. Another interesting question for future work is to examine the extent to which the
29
operator counting of [21] generalizes to higher melonic theories.
Our construction of q-fold interaction vertices is, by necessity, somewhat detailed, amount-
ing to a coloring of the complete graph of q vertices with q−1 colors so that all edges meeting
at a vertex have different colors. The combinatorial problem of counting all such colorings is
formidable, and it is related to the problem of one-factorizations of the complete graph, for
which results are available only for modest values of q. We have however demonstrated the
existence of colorings with all possible symmetries groups, namely Zn2 with n bounded above
by v if q = 2v and by v − 1 if q = u2v with odd u greater than 1. While our construction
of interaction vertices is rooted in the natural generalizations of the Klebanov-Tarnopolsky
model [5], we cannot claim to have exhausted all possible generalizations with melonic limits.
Here is a useful way to frame the question: If we restrict the field content to a single real
field ψa0a1...aq−2 with q − 1 N -valued indices all of which must be contracted amongst each
other, is the most general interaction vertex with a melonic limit a linear combination of
the interaction vertices that can be described in terms of colorings of a complete graph of q
vertices? We hope to see progress on this and related issues in future work.
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A Gel’fand-Graev gamma functions
In this appendix we review the Gel’fand-Graev gamma functions associated with certain
additive and multiplicative characters defined over a locally compact field K that can be
either R, C, or Qp and with an associated norm | · | that can be either the absolute value or
the p-adic norm.
For a given additive character χ : K → C, the Gel’fand-Graev gamma function associated
with a multiplicative character pi : K → C is defined by
Γ(pi) =
∫
K
dx
|x| χ(x) pi(x) . (57)
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The additive character χ : K → C we are working with is
χ(x) ≡
e2piix for K = R,Ce2pii{x} for K = Qp (58)
where {x} denotes the fractional part of x.
The multiplicative characters that are relevant to this paper are the ones given in equation
(29),
pis(t) ≡ |t|s , pis,sgn(t) ≡ |t|s sgn(t) . (59)
Defining the Fourier transform F [f ] : K → C of a function f : K → C by
F [f ](ω) =
∫
K
dxχ(xω)f(x) , (60)
it is straightforward to show using the definition (57) that the Fourier transforms of the
multiplicative characters (59) are given by
F [pis](ω) = Γ(pis+1) pi−s−1(ω) , F [pis,sgn](ω) = Γ(pis+1,sgn) pi−s−1,sgn(ω) . (61)
In order to write down explicit expressions for the Gel’fand-Graev gamma functions
associated with R and Qp and the multiplicative characters (59), it is expedient to introduce
the local zeta functions ζ∞, ζp : C→ C:
ζ∞(s) = pi−
s
2 ΓE
(s
2
)
, ζp(s) =
1
1− p−s , (62)
where ΓE(s) is the familiar Euler gamma function.
For K = R, the Gel’fand-Graev gamma functions are given by
Γ(pis) =
ζ∞(s)
ζ∞(1− s) , Γ(pis,sgn) = i
ζ∞(1 + s)
ζ∞(2− s) . (63)
For K = C there are no sign functions, and the Gel’fand-Graev gamma function is given
by
Γ(pis) = (2pi)
−2s (ΓE(s))
2 sin(pis) . (64)
For K = Qp, there are multiple inequivalent sign functions each associated with a
quadratic extension Qp(
√
τ) formed by the field extension of Qp of with respect to
√
τ ,
where τ is some p-adic number that is not a square of a p-adic number. For any z ∈ Qp(
√
τ),
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there exists unique x, y ∈ Qp such that
z = x+
√
τy . (65)
For any z ∈ Qp(
√
τ) it is therefore possible to define a conjugate element z∗ ∈ Qp(
√
τ) by
z∗ = x−√τy , (66)
and for any quadratic extension Qp(
√
τ) one can define a sign function sgnτ : Q×p → {1,−1}
by
sgnτ (x) =
1 if there exists z ∈ Qp(
√
τ) such that x = z∗z
−1 otherwise .
(67)
An obvious point is that if τ˜ = τa2, where τ , τ˜ , and a are all non-vanishing p-adic numbers,
then τ and τ˜ define the same sign character.
For each sign function, labeled by a p-adic number τ , we can define a multiplicative
character
pi(τ)s (x) ≡ |x|s sgnτ (x) . (68)
This definition extends to x ∈ R by letting sgnτ (x) denote the usual sign function for
τ < 0 and the trivial sign function sgnτ (x) = 1 for τ > 0.
For p = 2, there are seven distinct non-trivial sign functions corresponding to τ = −1,
±2, ±3, and ±6, and the gamma functions evaluate to
Γ2(pis) =
ζ2(s)
ζ2(1− s) ,
Γ2(pi
(−3)
s ) =
ζ2(1− s)ζ2(2s)
ζ2(2− 2s)ζ2(s) ,
Γ2(pi
(−1)
s ) = Γ2(pi
(3)
s ) = i
4s
2
,
Γ2(pi
(−2)
s ) = −Γ2(pi(6)s ) = i
8s√
8
,
Γ2(pi
(2)
s ) = −Γ2(pi(−6)s ) =
8s√
8
.
(69)
For p > 2 there are three distinct non-trivial sign functions, which can be labeled by τ
equal to p, , and p, where  is an integer that is not a square modulo p. The Gel’fand-Graev
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gamma functions are given by
Γp(pis) =
ζp(s)
ζp(1− s) , Γp(pi
()
s ) =
ζp(1− s)ζp(2s)
ζp(2− 2s)ζp(s) ,
Γp(pi
(p)
s ) =

ps√
p
,
−i p
s
√
p
,
Γp(pi
(p)
s ) =

− p
s
√
p
for p ≡ 1 (mod 4) ,
i
ps√
p
, for p ≡ 3 (mod 4) .
(70)
B Finding the number of isomorphism classes of one-
factorizations for q = 12 using the orderly algorithm
In this appendix we discuss in detail how to find the numbers of melonic interactions with
trivial and non-trivial automorphism groups for q = 12.
We have seen that melonic interaction vertices can be identified with isomorphism classes
of one-factorizations of complete graphs. For q = 12 the total number of isomorphism
classes was found in [18]. To classify melonic theories it is desirable to also know how
many of these isomorphism classes correspond to melonic interactions with a non-trivial
automorphism group. A one-factorization corresponds to such an interaction if there exists
a vertex permutation pi ∈ S verticesq that leaves all one-factors invariant. We will now show,
for q = 12, how to employ the orderly algorithm of [17] and [18] to find the total number
of isomorphism classes of one-factorizations as well as the number of isomorphism classes
corresponding to melonic interactions with non-trivial automorphisms.
A one-factor Fi can be represented by a set of six pairs
Fi =
{{a0, a1}, {a2, a3}, {a4, a5}, {a6, a7}, {a8, a9}, {a10, a11}} (71)
where all the ai are distinct and belong to the set {0, 1, ..., 11}.
By forming a set of I pair-wise disjoint one-factors, we get a partial one-factorization HI ,
HI = {F0, F1, ..., FI−1} (72)
where 1 ≤ I < 12. A (full) one-factorization is a partial one-factorization with I = 11. In
the notation of section 5, H11 = F .
A key point in implementing the orderly algorithm consists in imposing a lexicographic
order amongst partial one-factorizations. One first imposes an order amongst the one-factors
as follows:
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• Associate to each one-factor Fi a unique ordered 12-tuple F˜i by writing it in the form
(71) with a2i < a2i+1 and a2i < a2i+2 for all i. Then take F˜ to be given by
(a0, a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11) . (73)
• Given two distinct one-factors Fi and F ′i , we impose an order such that Fi < F ′i if the
left-most digit ai by which F˜i and F˜
′
i differ is smaller for F˜i.
Having ordered the one-factors, we can now order the partial one-factorizations:
• Associate to each partial one-factorization HI a unique ordered I-tuple H˜I by writing
it in the form (72) with Fi < Fi+1 for all i. Then take H˜I to be given by
(F˜0, F˜1, ..., F˜I−1) . (74)
• Given two distinct partial one-factorizations HI and H ′I , we impose an order such that
HI < H
′
I if the left-most digit ai by which H˜I and H˜
′
I differ is smaller for H˜I .
Now, given a partial one-factorization, we can act on it with a permutation pi ∈ S12 by
permuting the digits of all the one-factors:
ai → pi(ai) . (75)
With these preliminaries in place, we are ready to describe the orderly algorithm. The
algorithm works by constructing non-isomorphic partial one-factorizations HI and then us-
ing these to construct larger non-isomorphic partial one-factorizations HI+1. The way one
ensures that all constructed partial one-factorizations HI are non-isomorphic is by always
selecting from any isomorphism class only the one with the lowest lexicographic ordering.
The steps of the algorithm can be described as follows:
1. Consider all partial one-factorizations H1 containing exactly one-factor and discard the
ones for which there exists a permutation pi ∈ S12 such that piH1 < H1. Denote the
set of remaining partial one-factorizations H1 by H1.
2. Consider all partial one-factorizations H2 obtained by adjoining to each member H1 of
H1 a one-factor disjoint from the one-factor in H1. Discard the ones for which there
exists a permutation pi ∈ S12 such that piH2 < H2. Denote the set of remaining partial
one-factorizations H2 by H2.
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3. Continue on as in step 2 to obtain sets Hn of ordered partial one-factorizations for
n = 3, 4, . . . , 10.
4. Consider all one-factorizations H11 obtained by adjoining to each member H10 of H10
a one-factor disjoint from all the one-factors in H10. Discard the ones for which there
exists a permutation pi ∈ S12 such that piH11 < H11. Denote the set of remaining one-
factorizations H11 by H11. This set will contain exactly one one-factorizations for each
isomorphism class of one-factorizations, namely the one with the lowest lexicographic
ordering.
The efficiency of the above algorithm can be improved in several ways. In considering in
step 1 the partial one-factorizations H1 containing one one-factor, one can restrict consider-
ation to one-factors containing the pair {0, 1}. For the one-factors adjoined to the members
of H1 in step 2, one can restrict consideration to one-factors containing the pair {0, 2}. Sim-
ilarly one can consider restricted sets of one-factors in implementing the rest of step 3 as
well as step 4, where one needs only adjoin one-factors containing {0, 11} to the members of
H10.
The algorithm as described above will find all isomorphism classes of one-factorizations as
was done in [18]. To find only the isomorphism classes corresponding to melonic interactions
with non-trivial automorphism groups, the algorithm must be modified. As we have seen
in section 3, for q = 12 the only possible non-trivial automorphism group is Z2. So for any
one-factorization there can be at most a single non-trivial permutation pi ∈ S12 that leaves
all one-factors invariant, and we have also seen in section 3 that such a permutation must
consist of six two-cycles. Let S˜12 denote the subset of permutations in S12 that consist of six
two-cycles. In total there are 11!! such permutations.
For any one-factorization H11 whose one-factors are invariant under a permutation pi ∈
S˜12, one can act on it with some permutation σ ∈ S12 to generate a one-factorization σH11
whose one-factors are invariant wrt. any other permutation pi′ ∈ S˜12. The isomorphism
classes of one-factorizations corresponding to a melonic vertex with G = Z2 each contains
a number of elements divisible by 11!! as each of them contains the same number of one-
factorizations for each member of S˜12. For the purpose of finding the number of such isomor-
phism classes by constructing exactly one example from each class, we can therefore restrict
attention to one-factors invariant under one specific permutation p˜i ∈ S˜12, say
p˜i = (0, 1)(2, 3)(4, 5)(6, 7)(8, 9)(10, 11) . (76)
The modifications by which we need to adjust steps 1 to 4 above, then, consist of:
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|Aut(F)| 2 4 6 8 10 12 16 24 48 240
n 3697 944 13 104 1 38 36 10 6 2
Table 3: The number of non-isomorphic one-factorizations n with |Aut(F)| = 2 for each
automorphism group order.
• Throughout the implementation of the algorithm, one should only consider one-factors
that are invariant under the permutation (76). In total there are 331 such one-factors.
• Throughout steps 1 to 4, when checking for each partial one-factorization HI whether
there exists a permutation pi such that piHI < HI , one should only consider permu-
tations pi that respect the symmetry under (76), ie. permutations that only mix the
331 one-factors invariant under p˜i amongst themselves, i.e. permutations that commute
with p˜i. This subgroup of S12, the centralizer CS12(p˜i), contains 46,080 =
12!
11!!
= 6! · 26
permutations.
These two restrictions make the orderly algorithm run much faster. One finds that the to-
tal number of isomorphism classes corresponding to G = Z2 melonic interaction vertices is
4851. Having generated one representative of each of these classes, one can act on the rep-
resentatives with permutations in S˜12 and delete duplicates to find that there are 97,032,192
one-factorizations consisting of one-factors that are each invariant under (76). Multiplying
this number with 11!! one finds the total number of one-factorizations all of whose one-factors
are invariant with respect to some non-trivial permutation, namely 1,008,649,635,840.
An alternative way to obtain this number of one-factorizations is to use the orbit-stabilizer
theorem in the form (13). Acting on the 4851 non-isomorphic one-factorizations with the
centralizer CS12(p˜i), one can find the order of the automorphism group Aut(F) for each of
these one-factorizations. One can then carry out the sum
4851∑
i=1
|S12|
|Aut(F i)|
, (77)
and recover the number 1,008,649,635,840. The terms in the sum (77) assume but ten
different values, and the sum can be evaluated straightforwardly using the data in table 3,
which lists the number of non-isomorphic one-factorizations corresponding to interaction
vertices with Z2 symmetry for any order of Aut(F).
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C Isomorphism classes of ordered one-factorizations
for q = 12
For a complete graph of order q, we can consider the set of all ordered one-factorizations.
The orbits of this set under permutations τ ∈ Sq−1 of the one-factors are equal to the one-
factorizations of the graph. The orbits of the one-factorizations under permutations pi ∈ Sq of
the vertices are equal to the isomorphism classes that we identified with melonic interaction
vertices and tabulated in figure 1. But another set one can consider is the orbits of ordered
one-factorizations under permutations pi ∈ Sq of the vertices. The relations between these
sets and orbits are depicted diagrammatically in figure 12.
Figure 1: The number of equivalence classes of ordered on -factorizations under permutations
of edges and vertices for q = 12.
automorphism group of
he interaction vertex 1 Z2
rdered one-factorizations 11! · 252,281,611,155,732,480 11! · 1,008,649,635,840
one-factorizations 252,281,611,155,732,480 1,008,649,635,840
isomorphism classes of
ordered one-factorizations 21,023,467,596,311,040 168,108,272,640
isomorphism classes of
one-factorizations 526,910,769 4851
ordered one-factorizations
S one-factorsq−1
S one-factorsq−1
one-factorizations
S verticesq S
vertices
q
ordered one-factorizations
isomorphism classes of isomorphism classes of
one-factorizations
1
Figure 12: The relationship between ordered one-factorizations, one-factorizations, and
their isomorphism classes under vertex permutations. An arrow labeled by a
group indicates that the set at the head end can be identified with the orbits
of the set at the tail end under the action of the group.
We argued in section 3 that while an ordered one-factorization of a graph can imme-
diately be translated into a melonic interaction vertex, permutations of the vertices of the
graph correspond to commuting fields past each other, and permutations of the one-factors
correspond to field redefinitions, neither of which operations yield physically distinct theo-
ries, so that in counting the number of theories via ordered one-factorizations one should
mod out by S verticesq and S
one-factors
q−1 . But this reasoning only applies to lagrangians with a
single interaction term. For theories with multiple interaction terms, one can still commute
the fields around in each interaction term, and so one should still mod out by S verticesq . But
field-redefinitions can only be applied globally, and so one should no longer count the number
of interaction terms by modding out by S one-factorsq−1 . A crude upper bound on the number
of distinct theories with n interaction vertices of order q is the n-th power of the number
of isomorphism classes of ordered one-factorizations. The number of isomorphism classes
37
of ordered one-factorizations, call it C, is therefore not without interest in the context of
melonic models. In the remainder of this appendix we will derive this number in the case of
q = 12 and for interaction vertices with and without trivial automorphism groups.
Letting X denote a set acted on by a finite group G, Xg denote the set of elements in X
that are left invariant by g ∈ G , and X/G denote the set of orbits of X under G, Burnside’s
lemma tells us that
|X/G| = 1|G|
∑
g∈G
|Xg| . (78)
By taking X to be the set of ordered one-factorizations and G to be S12 acting on vertices,
we can use Burnside’s lemma to find C. If in the sum over g ∈ G in (78) we take g to be
the identity element, then |Xg| is equal to |X| itself, that is the total number of ordered
one-factorizations, which in turn is equal to 11!M , where M is the total number of one-
factorizations. From [18] we know that
M = 252,282,619,805,368,320 . (79)
If in the sum over g ∈ G in (78) we consider the sum over the permutations g ∈ S˜12, with S˜12
defined in appendix B, then this partial sum will count each ordered one-factorization whose
one-factors are all invariant under some permutation g ∈ S˜12 exactly once. This number is
equal to 11!M2, where M2 is the total number of one-factorizations whose one-factors are
all invariant under some permutation g ∈ S˜12. We found in appendix B that this number is
equal to
M2 = 1,008,649,635,840 . (80)
If in the sum over g ∈ G in (78), g is not the identity element nor belongs to S˜12, then
|Xg| = 0.
In conclusion, Burnside’s lemma tells us that
C =
1
12!
(11!M + 11!M2) = 21,023,635,704,583,680 . (81)
This, the number of isomorphism classes of ordered one-factorizations, can be split into C1,
the number of classes corresponding to interaction vertices with trivial automorphism group,
and C2, the number of classes corresponding to interaction vertices with automorphism group
Z2,
C = C1 + C2 . (82)
To find out how C splits into C1 and C2 we can use the orbit-stabilizer theorem in the form
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of (13) and (77),
|X| =
∑
orbits o
|G|
|stab(o)| . (83)
The orbits of ordered one-factorizations under S12 acting on vertices fall into two sets. There
are C1 orbits o for which |stab(o)| = 1 and C2 orbits o for which |stab(o)| = 2. Hence,
11!M = 12!
(
C − C2
1
+
C2
2
)
. (84)
Solving for C2, one finds that
C2 = 168,108,272,640 . (85)
The numbers of ordered and un-ordered one-factorizations and the numbers of isomorphism
classes of these under vertex permutations for q = 12 are summarized in the table in table 4.
automorphism group of
the interaction vertex trivial Z2
ordered one-factorizations 11! · 252,281,611,155,732,480 11! · 1,008,649,635,840
one-factorizations 252,281,611,155,732,480 1,008,649,635,840
isomorphism classes of
ordered one-factorizations 21,023,467,596,311,040 168,108,272,640
isomorphism classes of
one-factorizations 526,910,769 4851
Table 4: The number of equivalence classes of ordered one-factorizations under permuta-
tions of one-factors and vertices for q = 12.
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