Abstract. We study the two-dimensional generalized Lans alpha magnetohydrodynamics system. We show that the solution pairs of velocity and magnetic fields to this system preserve their initial regularity in two cases: dissipation logarithmically weaker than a full Laplacian and zero diffusion, zero dissipation and diffusion logarithmically weaker than a full Laplacian.
Introduction
We study the following two-dimensional Lans-alpha magnetohydrodynamics (MHD) system (2) We denote by v the two-dimensional velocity vector field, u the filtered velocity, b the two-dimensional magnetic vector field and π the pressure scalar field. We also denote ν, η ≥ 0 the viscosity and diffusivity constants respectively and Fourier operator defined through a Fourier transform by Lf (ξ) = m(ξ)f (ξ), m(ξ) ≥ |ξ| g(|ξ|)
.
Lastly, α > 0 is the length-scale parameter representing the width of the filters. For simplicity we write ∂ t = We briefly discuss the rich history concerning the Lans-α MHD system. Firstly, the authors in [6] introduced the Lans-α model, the system (1a)-(1b) at b ≡ 0, g ≡ 1, which is well-known for its remarkable performance as a closure model of turbulence in infinite channels and pipes. The authors in [7] also proposed the Leray-α model, the system (1a)-(1b) at b ≡ 0, g ≡ 1 and without 2 k=1 v k ∇u k , and showed that it also compares successfully with empirical data from turbulent channel and pipe flows for a wide range of Reynolds numbers. Subsequently, the authors in [15] proposed the systems (1a)-(1b) at g ≡ 1.
As the Lans−α and Leray−α models introduced in [6, 7] modeled the NavierStokes equations (NSE), the system (1a)-(1b) models the MHD system. The MHD system describes the motion of electrically conducting fluids and has broad applications in applied sciences. It has been studied mathematically by many mathematicians for long time (e.g. [19] ); in particular, recently the global regularity issue of the two-dimensional case has attracted much attention (cf. [2, 3, 10, 22, 23, 26, 28, 30, 32] ). We also mention that these regularized models have had much influence in the study of related equations, e.g. active scalars (e.g. [14] ).
We now motivate our study. The authors in [15] proved the existence of the unique weak solution pair to the three-dimensional analog of the system (1a)-(1b) at ν, η > 0, g ≡ 1 and also obtained some convergence result as α → 0 + . In fact, it was shown in [36] that when ν, η > 0, g ≡ 1, this global well-posedness result remains valid even in four-dimensional case (cf. also [34] ). In [17] , the fractional Laplacians with various powers were taken into account in the study of such regularized models. In [8] , the authors in particular obtained the global regularity results of the system (1a)-(1b) in case ν > 0, η = 0, g ≡ 1 and ν = 0, η > 0, g ≡ 1. We mention that in [35] , the global regularity results in a similar case of ν > 0, η = 0, g ≡ 1 and ν = 0, η > 0, g ≡ 1 for the solution to the two-dimensional Leray-alpha MHD system were also obtained. We also refer to [29, 31, 33, 37] for related results.
The purpose of this manuscript is to extend the global regularity results of the systems (1a)-(1b) by [8] logarithmically. We present our results: Theorem 1.1. Suppose ν > 0, η = 0 and g : R + → R + is a radially symmetric, non-decreasing function such that g ≥ 1 and satisfies
, ∃ ! classical solution pair to the system (1a)-(1b), (2). Theorem 1.2. Suppose ν = 0, η > 0 and g : R + → R + is a radially symmetric, non-decreasing function such that g ≥ 1 and satisfies
(1) Global regularity results in the logarithmically supercritical regime was initiated by the author in [20] on the defocusing nonlinear wave equation and [21] on the NSE and inspired many others to extend these results to different models: e.g. [4, 9, 18, 24, 25] . (2) While our proof is inspired by the work in [24] , the proof in [24] does not go through due to the fact that we are interested in the endpoint case while the results in [24] required both ν, η > 0. Moreover, while appropriate modifications of the proof in [27] leads to the desired result in Theorem 1.1, some non-trivial extension of the idea from [27] was required to achieve the result in Theorem 1.2. Indeed, for the Lans-α MHD system, upon v L 2 -estimate, although (u·∇)v vanishes, 2 k=1 v k ∇u k does not. This is precisely the problem stated in Remark 1.2 in [31] .
In an accompanying paper [13] , the Leray−α MHD system is treated; however, the proof therein is not sufficient to obtain the result of Theorem 1.2 in the current manuscript. The proof of Theorem 1.1 is similar to that in [13] ; nevertheless we present its detail for for completeness as it describes well the difference and difficulty in the proof of Theorem 1.2. To achieve Theorem 1.2, we obtain a key estimate of Lb 2 L 2 (see Proposition 4.1). (3) As remarked in [27] , while the author in [24] applied Littlewood-Paley operator on the system of equations itself and hence required Bony's paraproduct decomposition to estimate non-linear terms, we apply the decomposition from within. We believe that this method has further applications to other systems of partial differential equations. (4) In contrast to the classical MHD system, v(t) L 2 is not conserved for the solutions to (1a)-(1b). Moreover, due to the structure of (1a)-(1b), namely (b · ∇)b and (b · ∇)u, which do not allow a simple commutator estimate, the a priori estimates for this system must be done in several steps. We note that in the previous results, e.g. on the logarithmically supercritical NSE in [21] and the logarithmically supercritical MHD system in [24] , the authors necessarily estimated the H s -norm for s > 0 large immediately.
In the Preliminaries section, we set up notations, state some key lemmas. Thereafter, we prove our claims.
Preliminaries
Without loss of generality, let us assume α = ν = η = 1. Let us use the notation A a,b B, A ≈ a,b B to imply that there exists a non-negative constant c that depends on a, b such that A ≤ cB, A = cB respectively. We write fractional Laplacians Λ := (−∆) 1 2 , vorticity and current density by w := ∇ × v, j := ∇ × b. We now state some key lemmas, specifying dimension when it is important.
Let us recall the notion of Besov spaces in R 2 (cf. [5] ). We denote by S(R 2 ) the Schwartz class functions and S , its dual. We define
Its dual S 0 is given by S 0 = S/S ⊥ 0 = S /P where P is the space of polynomials. For k ∈ Z we define
It is well-known that there exists a sequence {Φ k } ∈ S(R 2 ) such that
Consequently, for any f ∈ S 0 ,
To define the inhomogeneous Besov spaces, we let Ψ ∈ C ∞ 0 (R 2 ) be such that
for any f ∈ S . With that, we set
and define for any s ∈ R, p, q ∈ [1, ∞], the inhomogeneous Besov spaces
The following lemmas will be useful in obtaining upper and lower estimates:
with 1 ≤ p ≤ q ≤ ∞ and 0 < r < R. Then for all k ∈ Z + ∪ {0}, and λ > 0, there exists a constant
and if we replace the derivative D γ by the fractional Laplacian Λ γ , the inequalities remain valid only with trivial modifications.
A priori estimates for Theorem 1.1
We first obtain the basic energy conservation: taking L 2 -inner products on (1a)-(1b) at ν = 1, η = 0 with (u, b) and integrating in time we obtain
L 2 -estimate for Theorem 1.1. Proposition 3.1. Suppose ν = 1, η = 0 and g : R + → R + is a radially symmetric, non-decreasing function such that g ≥ 1 and satisfies (4) . Then the solution pair to the system (1a)-(1b), (2) 
. We take L 2 -inner products on (1a)-(1b) with (v, −∆b), sum, integrate by parts and use incompressibility to obtain
by Hölder's inequalities and (7). Using Littlewood-Paley decomposition (6) and Bernstein's inequalities, we obtain for some M > 1 to be determined subsequently
We further bound using Plancherel theorem, (3) and the fact that g is non-decreasing:
We also used the fact that ∆u L 2 v L 2 . Finally, we bound this by
Thus, taking (9) into (8) we obtain, choosing M = cA(t) for c sufficiently large,
by Young's inequalities. Absorbing the dissipative term, we obtain
which implies for any t ∈ [0, T ],
by (7). This implies according to (4) sup
Going back to (10) and integrating in time over [0, T ], using (7) and (11) completes the proof of Proposition 3.1.
L 2 -estimate for Theorem 1.1. Proposition 3.2. Suppose ν = 1, η = 0 and g : R + → R + is a radially symmetric, non-decreasing function such that g ≥ 1 and satisfies (4) . Then the solution pair to the system (1a)-(1b), (2) 
Taking a curl on (1a) leads to
Taking L 2 -inner products of (12) with w, applying Λ 2 on (1b) and taking L 2 -inner products with Λ 2 b, we obtain
We estimate
by (6), Bernstein's inequalities, (3) and Hölder's inequalities. Thus, we deduce
due to Hölder's inequality, (14) , Sobolev embedding of (7), Proposition 3.1 and Young's inequality.
Next,
L 2 ) by divergence-free property of u, Hölder's inequality, Lemma 2.3, Gagliardo-Nirenberg inequality, Proposition 3.1 and Young's inequality. Now we estimate
by (6), Bernstein's inequality, Plancherel theorem and Hölder's inequality. Therefore, by applying (17) in (16) we obtain In sum of (13a), (13b), (15) , (18) and (19), we obtain after absorbing, 
where we used the incompressibility of u. Firstly,
by Hölder's inequality, Lemma 2.3, Sobolev embedding of
, Gagliardo-Nirenberg inequalities, (7), Proposition 3.2 and Young's inequalities.
by Hölder's inequality, Lemma 2.2, Sobolev embeddding of
, Gagliardo-Nirenberg and Young's inequalities.
, Gagliardo-Nirenberg inequalities, Propositions 3.1 and 3.2 and Young's inequalities.
by Hölder's inequality, Lemma 2.2, Gagliardo-Nirenberg inequalities, Sobolev embedding of (7), Propositions 3.1 and 3.2 and Young's inequalities.
Finally,
by Hölder's inequality, Lemma 2.2, Sobolev embedding of
, Propositions 3.1, 3.2 and Young's inequalities.
By (22), (23), (24), (25), (26) applied to (21), Gronwall's inequality implies in particular the H 4 -bound of (v, b).
A priori estimates for Theorem 1.2
We denote B(t) := e + Lb 2 L 2 (t). Analogously to (7) we have 
Our first key observation is that while the system (1a)-(1b) has a disadvantage in the v L 2 -estimate, it actually has an advantage in the w L 2 -estimate due to the simplicity of its vorticity formulation (see (37) ). However, we cannot estimate w L 2 without improving our estimate on b due to the term (b·∇)j. We must achieve an estimate on b without coupling by an estimate on v L 2 and it must be sufficient to lead to higher regularity. We prove the following proposition: Proposition 4.1. Suppose ν = 0, η = 1 and g : R + → R + is a radially symmetric, non-decreasing function such that g ≥ 1 and satisfies (5) . Then the solution pair to the system (1a)-(1b), (2) 
Proof. We take L 2 -inner products on (1b) with L 2 b to estimate
by Hölder's inequality and Lemma 2.2. We first note that by the Sobolev embedding of
Now we estimate with M > 1 to be determined subsequently
by Bernstein's inequality, Plancherel theorem, (3) and Hölder's inequalities. We note that clearly by (3)
On the other hand,
by Bernstein's inequality, Plancherel theorem, (3) and Hölder's inequalities. Thus, from (29) and (30) applied to (28) there exists a constant c 0 > 0 such that
We take M = cB(t) for c > 0 large so that
Moreover, we apply Young's inequalities to deduce
We apply (32) , (33) and (34) in (31), absorb the diffusive term to obtain
Thus, integrating, we obtain
1 (36) by Hölder's inequality and (27) . By (5), we obtain the bound on sup t∈[0,T ] Lb 2 L 2 (t) from which integrating in time on (35) completes the proof of of Proposition 4.1. 1 -estimate; moreover, we do not even have L 2 -bound on v. However, it is enough to let us obtain higher regularity due to the favorable structure of the vorticity formulation of (1a). We set E(t) : Proposition 4.2. Suppose ν = 0, η = 1 and g : R + → R + is a radially symmetric, non-decreasing function such that g ≥ 1 and satisfies (5) . Then the solution pair to the system (1a)-(1b), (2) 
Proof. We take L 2 -inner products on the vorticity formulation of (1a),
apply ∆ on (1b), take L 2 -inner products with ∆b and sum to obtain
Firstly,
by Hölder's and Young's inequalities where we estimate
by (6), Bernstein's inequality, Plancherel theorem, (3), Hölder's inequalities and Proposition 4.1. Thus,
Next, due to the incompressibility of u, we can first rewrite and estimate
by Hölder's inequality and Lemma 2.3, Gagliardo-Nirenberg inequalities and (27) . We estimate
by (6), Bernstein's inequality, Plancherel theorem, (3) and Hölder's inequalities. Thus,
by (42) and Lemma 2.7. Next, we could have estimated as in (42)
L 2 (45) by (44) and Lemma 2.7. Therefore, taking into account of (43) and (45) in (41), we have
by Hölder's inequality and Lemma 2.2. From the estimates as in (41), (42) and (43) we see that we have the bound of
by Gagliardo-Nirenberg inequality and (27), where we estimate
L∆b L 2 by (6), Bernstein's inequality, Plancherel theorem, (3) and Hölder's inequalities. Thus, L 2 . In sum of (40), (46) and (51) into (38), we have shown that there exists c 0 > 0 such that
+ E L 2 )(t) and not its dissipation. Thus, we obtain the higher regularity estimate needed for Theorem 1.2.
Proofs of Theorems 1.1 and 1.2
The local existence and uniqueness of the solution pair (v, b) to (1a)-(1b) with (v 0 , b 0 ) ∈ H 4 (R 2 ) may be shown following the work in [16] on the NSE. We can use mollifiers to regularize the system (1a)-(1b), use Picard's theorem to establish the global existence of the unique solution to the regularized system and use Alaoglu's theorem to obtain the existence of the unique local solution to the system (1a)-(1b). We refer to [13, 29] for details on very similar models. This completes the proofs of Theorems 1.1 and 1.2.
