This paper describes a structural method for object alignment by pose clustering. The idea underlying pose clustering is to decompose the objects under consideration into k-tuples of primitive parts. By bringing pairs of k-tuples into correspondence, sets of alignment parameters are estimated. The global alignment corresponds to the set of parameters with maximum votes. The work reported here oers two novel contributions. Firstly, we impose structural constraints on the arrangement of the k-tuples of primitives used for pose clustering. This limits problems of combinatorial nature and eases the search for consistent pose clusters. Secondly, we use the EM algorithm to estimate maximum likelihood alignment parameters. Here we ®t a mixture model to the set of transformation parameter votes. We control the order of the underlying mixture model using a minimum description length criterion. The new alignment method is illustrated on the matching of optical and radar images of aerial scenes. Ó
Introduction
Pose clustering (Stockman, 1987; Stockman et al., 1982; Hel-Or and Werman, 1995; Olson, 1995) is a voting method that allows recognition to be achieved via object alignment. Although it shares the feature of voting with techniques such as geometric hashing (Woolfson, 1990 ) and the generalised Hough transform (Ballard, 1981) , it has the unique feature of explicitly recovering the transformation parameters required to align the component parts of shapes. The idea underpinning the method is to construct a distributed object representation. Both model and data are decomposed into subparts or k-tuples of object-primitives. By bringing each data k-tuple into correspondence with each k-tuple of the model, a set of alignment parameters is generated. The different parameter values resulting from the putative k-tuple correspondences are used as votes from the global alignment parameters. Recognition is effected by searching for local maxima in the vote accumulator. The main advantage over direct alignment or template matching methods (Ullman, 1989; Viola and Wells, 1995; Moss and Hancock, 1997 ) is robustness to the addition of clutter or partial occlusion and the use of a distributed object representation.
One of the problems which limits pose clustering is of a combinatorial nature. The main problem stems from the fact that all model and data k-tuples must be permuted and compared in order to explore the set of potential primitive correspondences before the set of alignment votes can be accumulated. This not only implies a www.elsevier.nl/locate/patrec Pattern Recognition Letters 20 (1999) 1093±1101 considerable computational overhead, it also means that considerable ingenuity must be expended in searching for the set of consistent alignment parameters which may become swamped by background. The aim in this paper is to consider how relational constraints on the arrangement of the k-tuples can be used to control the problems of background.
The idea underpinning our method is as follows. We commence by imposing a graph-structure on the raw image primitives used to construct the k-tuples. If the primitives are represented by points (e.g. corners, line-centres or region centroids) then the graph could be a neighbourhood structure such as the N-nearest neighbour graph, the Delaunay triangulation, the Gabriel graph or the relative neighbourhood graph. If the primitives are line-segments, then the constrained Delaunay graph or a Gestalt arrangement graph would be more appropriate. Once the relational graph has been computed, then it may be used to impose constraints on the arrangement of primitives into k-tuples. We investigate two alternatives here. The simplest is to restrict our search to pairs of primitives connected by edges in the relational graph. A more sophisticated alternative is to use the cyclic ordering of the edges in the neighbourhood graph as a constraint. By imposing structural constraints on the set of votes we can both limit the amount of computation required and reduce the degree of ambiguity. Once the restricted set of votes is to hand, then the search for consistent sets of modelvotes can be posed as a statistical density estimation process. Here we use the EM algorithm (Dempster et al., 1977) to ®t a Gaussian mixture model to the local maxima of the vote accumulator.
Representation
The task confronting us is to ®nd all the ways in which a set of model primitives can be aligned with their counterparts in a set of data. The model-primitives have index-set M while the dataprimitives have index-set D. Each primitive is characterised by a vector of attributes; in the case of the data-primitives the attributes are denoted by the set e D fx D i Y i P Dg, while in the case of the model the attribute-set is e M fx M j Y j P Mg. As a concrete example, in the case where the primitives are points, then the attribute-vector represents coordinates in 2D or 3D. In the case of lineprimitives, the attribute vector could be conveniently represented using the line centre-points and the line-orientation (Moss and Hancock, 1997) .
We would like to transform the attribute information into a space of transformation parameters which can be used for the purposes of recognition. These parameters represent possible transformations that bring the model and data primitives into alignment with one-another. To meet this goal we proceed as follows. We ®rst select an appropriate image transformation. The transformation / is speci®ed by a vector of parameters /. Depending on the chosen transformation and the nature of the image attributes, the transformation can be estimated using appropriately sized subsets of the model and data primitives. For instance, in the case of ane transformations between 2D point-sets, three primitives are sucient. We extract all tuples of the appropriate size from the data and model primitive sets.
Suppose that k primitives are necessary to estimate the parameter-vector / for the transformation T. Furthermore, let t The idea underpinning pose clustering is to pair each of the data and model k-tuples with one-another in turn. However, ad initio we do not know the correspondences between individual primitives constituting the dierent k-tuples. In order to estimate the relevant transformation parameters we must therefore explore the permutation structure between the dierent data and model k-tuples under study. The procedure is as follows. For each pair of k-tuples we generate a set of correspondence assignments between the individual primitives. For the k-tuples t
is itself a set of Cartesian pairs which associate the individual primitives in the two k-tuples. According to this notation, the Cartesian pair u l Y v m means that data-primitive u l P D is paired with the model primitive v m P M by the permutation j. In other words, j is a set of correspondence assignments between data and model primitives. The individual correspondences, i.e., u l Y v m , are found by permuting the order of the model k-tuple primitives with respect to those in the data k-tuple. The complete set of k-tuple correspondences available for estimating the set of transformation parameter votes is therefore
For every k-tuple permutation belonging to P, we use the set of correspondences between the data and model primitives to estimate a vector of transformation parameters. In other words, the putative set of correspondences j between the data k-tuple t D i and the model k-tuple t M j is used to estimate the parameter vector / j that brings the individual primitives forming the two k-tuples into alignment. The measurements used to compute the parameter-vector are
Hence, the individual attributes vectors for the paired primitives satisfy the equation
The entire set of available pairwise transformation parameter estimates is denoted by U f/ j Y j P Pg.
It is the process of exploring the permutation structure of the set of k-tuple correspondences that poses the main computational bottleneck to pose clustering. The alternative ways of constructing the correspondence-set P is the subject of the next section of this paper.
Tuple pairing
The idea underpinning this paper is to investigate whether relational constraints can be used to restrict and re®ne the set of transformation votes belonging to the set U. To commence we must establish a relational structure on the set of primitives in the model and the data. There are a number of alternatives reported in the literature. For point-features, these include the N-nearest neighbour graph, the Delaunay graph, together with the Gabriel graph and the relative neighbour graph (which are both obtained by pruning the Delaunay graph). However, as recently demonstrated by Tuceryan and Chorzempa (1991) , it is the Delaunay graph that is the most robust of these structures. That is to say, the edge-set of the Delaunay graph is the least sensitive to the addition and deletion of random nodes. Moreover, since the Delaunay graph is planar, we can exploit the cyclic ordering of edges as an additional structural constraint.
We have investigated three dierent strategies for generating the set of measurement tuple pairings v. These are listed below. · Permutations. Here the set tuple primitive-pairings is constructed by taking the complete set of possible permutations of the individual k-tuples. This is the conventional strategy adopted in the literature. There is no attempt to either impose structure on the feature-sets nor to impose constraints on the consistency of the pairings. · Structural gating. The aim here is to impose a neighbourhood structure on the feature-sets. For instance, if we are dealing with point-sets, then we commence by either constructing an N-nearest neighbour graph or a Delaunay triangulation. The edges of the graph are adjacency relations. Suppose that q D DY i D is the graph representing the model feature points, where i D is the set of edges of the neighbourhood graph. Similarly, let q M MY i M represent the neighbourhood graph for the modelpoints. We exploit the graph structure in two ways. Firstly, the sets of primitives used to construct the dierent k-tuples are interconnected by edges, i.e.,
Secondly, the set of putative correspondences P is constructed so that the edge structure of the graphs is used as a constraint. In other words, edges in the data-graph are mapped onto edges in the model graph. As a result
· Cyclic ordering. The aim here is to preserve the cyclic ordering of the edges in the neighbourhood graphs when pairing the tuples to estimate pose parameters. Here we appeal to the idea recently developed by Wilson and Hancock (1997) of using a dictionary of structure preserving mappings as a constraint representation for matching relational graphs. Each k-tuple now consists of a centre-node together with the set of nodes connected to it by edges of the Delaunay graph. In other words, t
The set of correspondences is generated so that both the edge-structure and the cyclic ordering of the non-centre nodes is preserved. This process is realised by placing the non-centre nodes in a list. The ordering of this list is the cyclic order of the primitives on the image plane around the centre-node. Each set of k-tuple correspondences is such that the centre nodes are always paired with one another. The neighbourhood nodes are paired so that the cyclic ordering of the two lists is preserved. In order to illustrate the eects of the dierent constraints, we now show some examples of the pose-votes accumulated using each of the schemes described above. We choose as our example the problem of estimating the parameters of Euclidean transformation from point-sets. In Fig. 1 we show the set of accumulated votes in the scale and rotation dimensions of the transformation-space. Speci®cally, Fig. 1(a) shows the set of votes obtained with the permutation set, Fig. 1(b) is the result obtained using structural gating, and Fig. 1(c) is the result obtained with cyclic ordering constraints. In each plot there is a clear spike due to a single dominant pose cluster. The main eect of each of the re®nements is to increase the strength of the cluster with respect to the background. This means that the transformation parameters are more easily estimated. In the simple example shown here, a straightforward thresholding procedure would suce. However, even with the use of structural constraints in some pose parameter estimation tasks, the structure of the votes may be more complicated due to multiple model instances. For this reason, in the next section of this paper we present a mixture model which can be used to ®t Gaussian kernels to the accumulator peaks and hence locate consistent sets of pose parameters.
Estimating pose parameters
Our aim is to model the distribution of estimated transformation parameters that result from the pose clustering process. Each element of the set U represents a vote for a particular alignment hypothesis. The modes of the distribution represent instances where several paired k-tuples vote for the same hypothesis. If there are several instances of the model contained within the data, then multiple modes can be anticipated. Our aim in this paper is to model this multi-modal structure using a mixture model. Suppose that we have K mixing components modelling the dierent modes of our transformation parameter-space. The mixture distribution for the observed parameter-vector / is
In the above formula p/jx a Y h a is the conditional density function and h a is the class-prior for the component of the mixture model indexed a. The conditional density function is modelled by the kernel-function g/Y x a . The choice of kernelfunction depends on the problem in-hand and is deferred until later. Suce to say that the shape kernel is controlled by a hyper-parameter vector x a which regulates position and width. Finally, the class-prior is modelled by the mixing proportion p a . The process of model alignment is couched as one of estimating the set of kernel hyperparameters X fx a Y a 1Y ug. We pose this problem as one of maximising the likelihood function
We solve this density estimation problem (Silverman, 1986 ) using the EM algorithm (Dempster et al., 1977) . The steps are as follows: · Expectation. In this step we compute the a posteriori measurement probabilities using the most recently available estimates of the kernelfunctions,
The mixing proportions are found by averaging the a posteriori probabilities over the set of observations i.e., p a
In the maximisation step we seek the set of kernel parameters X n1 arg max X XjX n that maximise the expected log-likelihood function
· Mixture kernels. If we assume that measurement errors in the raw attribute information follow a multivariate Gaussian distribution, then provided that we are using a linear co-ordinate transformation, the distribution in the parameter-vectors will also be Gaussian. This is certainly the case for the Euclidean and ane transformation of point-sets. Moreover, certain non-linear transformations such as that resulting under perspective geometry, can be approximated in a linear fashion. Notwithstanding these diculties and in the interest of tractability, we pursue the Gaussian case using kernel-functions of the following form:
where l a is the mean parameter-vector, R a is the variance±covariance matrix for the mixing kernel indexed a and d is the length of the parameter vector /. · Model-order selection. The ®nal issue that remains to be addressed is that of model-order selection (Geman et al., 1992; Silverman, 1986) . As with all density estimation problems, we must provide a means of selecting the number of parameters, or kernels, that we use to model the data. Here we use the minimum description length (MDL) criterion (Rissanen, 1987) . Suppose that r 2 is the total sample variance and r 2 a is the variance for the mixing component indexed a, then the MDL criterion for K mixing components is given by
The model order is selected by varying K until MDLu is minimised.
Experiments
Our experimental evaluation of the new matching scheme is based on matching 2D linesegment patterns under Euclidean transformation. Details of the transformation process are outside the space limitations of this paper. However, a full description can be found in a recent account which involves the application of a conventional EM approach to image registration in low quality radar imagery (Moss and Hancock, 1997) . Each line segment is characterised by its centre-point location x i Y y i and its orientation h i . From the relative position and relative orientation of pairs of linesegments drawn from the model and data images, we estimate the four parameters of Euclidean transformation, i.e., the two components of translation together with the isotropic scale and the overall rotation. In other words, our alignment problem involves applying the EM algorithm to a 4D parameter-space. In order to provide structural constraints for the alignment process, we have seeded Delaunay triangulations from the centrepoints of the lines.
There are two aspects of our evaluation of the alignment process. The ®rst of these involves aligning a digital map against linear structures segmented from radar images. The data used in this study is described fully in a recent paper by Wilson and Hancock (1997) . Here the line-segments represent hedge-structures in a rural landscape. The problem is a challenging one since there is signi®cant clutter and the segmentation process used to locate the line segments is far from perfect. To underline this point, there are 95 line segments in the radar data and only 30 segments in the digital map. The radar data is shown in Fig. 2(a) , the extracted linear segments are shown in Fig.  2 (b) and the digital map is in Fig. 2(c) . In Fig. 2(d) we show the ®nal alignment of the map and radar data. Despite the relatively poor radar-image segmentation and the high degree of clutter, the overall alignment is good.
The second aspect of experimental study involves matching in 2D scenes that contain multiple instances of the same object. Here we use an image of a scene that contains a number of¯oppy discs. The discs are in various poses and some are partially occluded by one-another. The scene under study is shown in Fig. 3 . Here we have applied edge-detection and straight line-extraction to the raw image to locate the outlines of the discs. Superimposed on the line-features is the associated Delaunay graph. The highlighted set of lines is one of the identi®ed instances of the¯oppy disc. The object shown corresponds to the principal mode of the mixture model.
Conclusions
We have presented a new pose clustering algorithm for object alignment. There are two novel ideas underpinning the work. Firstly, we use structural constraints provided by a Delaunay triangulation to limit the set votes that are used in the voting process. Two sets of constraints are used. The ®rst of these is provided by graph-edges. The second set is provided by cyclic ordering constraints on the graph neighbourhoods. In practice, it is the second set of constraints that prove to be the most eective in limiting the combinatorial problem in the voting process. Secondly, we adopt a density estimation framework and use the EM algorithm to locate pose clusters.
There are a number of ways in which we intend to extend the ideas presented in this paper. The most pressing of these is to consider the issue of model-order selection more closely. Here we have used an MDL criterion (Rissanen, 1987) . We have two avenues in mind for future investigation. Firstly, we intend to explore the bias-variance structure of the mixture model and to set the model-order so as to provide the best tradeo between model-bias and ®t-variance. The second avenue is more ambitious. Richardson and Green (1997) have recently shown how reversiblejump Markov chain Monte-Carlo can be used to stochastically sample variable order mixture models. This would provide a principled way of locating alignment parameters that are globally optimal.
Discussion
Sagerer: The examples you used were objects which are near to planar. Did you ever test your method on real three-dimensional objects? Hancock: We have not done that yet. We can extend the geometry to 3D, in a straightforward way. This can be done by increasing the size of the k-tuples to give the requisite number of points. The work reported here provides a proof of concept of the technique and I think these data sets are pretty demanding; 2D image matching is by no means a trivial problem.
Kanal: To comment further on that: you have taken the pose clustering approach and added this statistical and constrained methodology to it. There exist prior contributions on pose clustering for 3D objects. So I think your comment is correct that you can just extend your approach to 3D. It's going to be a little bit more complicated, that's all. My question is: how much of the methodology is present in your earlier papers, because I would like to get a feeling for how much more has been presented here?
Hancock: I think the idea of using this cyclicity constraint is really central to what Wilson did in his PAMI 97 paper (Note of the editors: see Wilson and Hancock (1997) in this paper). There he showed how to produce a dictionary of cyclic orderings of a Delaunay-graph to do inexact graph matching. This is a computationally expensive process, since we explored all the correspondences that the cyclic permutations allowed. The idea here was to try to get a more condensed algorithm. We were not explicitly doing graph matching, we were using graph-constraints implicitly to control the process. The motivation for doing this was that Andrew Cross has shown that using relational constraints improved the process of template matching (maximum likelihood template matching) using an EM algorithm. We wanted to explore a voting scenario and to see whether relational constraints could help improve algorithm performance.
Gimel'farb: When you showed alignment, the Delaunay graphs were almost the same size for both images. So even if you have big troubles with edge detection, the Delaunay graphs are almost the same. But if we need to align small pieces of imagery with a large image, how can we rely on graph alignment in such situations?
Hancock: In some examples that I showed, the size of the graphs is very dierent. In some cases we have a sub-graph. There are quite a lot of structural dierences between the two Delaunay graphs. In some cases only about 70% of the edges agree.
Gimel'farb: This is a key question, because it seems that if you use larger images, due to dierences in the Delaunay graphs, there can be false detections of dierent parts of the same image.
Hancock: One way to judge the performance is to inspect the sensitivity plot. This plot gives the matching instability as a function of the fraction of clutter-points. The error onset does not occur until more than 50% of the scene is added background clutter.
Kamel: I have a question about the computational complexity of the algorithm. Can you give us a feeling for the improvement in terms of computational complexity with respect to exhaustively searching the alignment?
Hancock: The advantage of the new method is that it does not explore the complete set of permutations between the k-tuples in the model and the data. The number of data k-tuples is k3ah3h À k3 and there are k3aw3w À k3 model k-tuples. For each pair of k-tuples, there are k! permutations. So, there are k3 3 ah3w3h À k3 w À k3 entries in the pose histogram. By comparison, in the case of the edge-based method, the number of entries is k3i D i M entries, which is smaller.
