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Abstract
This paper summarizes the presentations and discussions
in the session on theory and simulation at the interna-
tional workshop on Two-Stream Instabilities, held at KEK
September 11–14, 2001.
1 INTRODUCTION
In the session covering electron-cloud theory and simula-
tion the following 10 talks were given:
• Simulations of Electron-Cloud Effects, F. Zimmer-
mann
• Longitudinal Wake Field due to Electron Cloud,
F. Zimmermann
• A 3D Model for the ep Instability in Proton Accumu-
lator, V. Danilov
• Fast Single Bunch Instabilities in Storage Rings,
D. Pestrikov
• Head-Tail Instability Caused by Photoelectron Cloud,
E. Perevedentsev
• Study for Tune Shift Caused by Electron Cloud,
K. Ohmi
• Simulation Studies of the Two-Stream Instability in
Intense Particle Beams Based on the Vlasov-Maxwell
Equations, H. Qin
• Updated Simulation Results of the Electron Cloud for
the PSR and Secondary-Electron Energy Spectrum
Model, M. Pivi
• 3D Simulation of Electron Cloud Effects, L. Wang
• Simulation of Multipactoring Effects, Y. Suetsugu
I will briefly describe the contents and highlights of each
talk, then address the present level of understanding, and
finally discuss the open questions.
2 PRESENTATIONS
2.1 Electron-Cloud Simulations
F. Zimmermann discussed the electron-cloud simulation
studies performed at CERN [1]. Two simulation pro-
grams are being used. The first programme models the
build-up of the cloud; the second programme the single-
bunch instability that arises from the interaction on suc-
cessive turns of a single bunch with the cloud generated
by the previous bunches. He described the ingredients of
the first program, and emphasized the importance of elas-
tically reflected electrons on addition to the true secon-
daries. Simulation results for the SPS, KEKB, and two
linear-collider damping rings (CLIC and NLC) indicates
that for all these accelerators the electron cloud is a poten-
tial problem. F. Zimmermann then discussed the single-
bunch instability modelled by the second programme. The
simulation results suggest a strong synergy between space
charge (or beam-beam interaction) and the electron cloud.
The space charge qualitatively changes the instability char-
acteristics. A simplified 4-particle model may explain the
large impact of space charge, which is seen in the simu-
lation. A concern for the LHC is the additional heat load
deposited by the electron cloud on the beam screen inside
the cold magnets which is held at a temperature of 4–20
K. Simulation results illustrated this point. Also the pre-
dicted LHC heat load sensitively depends on details in the
assumed parametrization of the secondary emission yield.
The simulations for an LHC dipole magnet show the ex-
istence of two vertical stripes of enhanced electron den-
sity. These stripes correspond to regions where the beam-
induced multipacting primarily occurs and where thus the
maximum heat load is expected. The horizontal position
of these stripes depends on the bunch intensity and several
other parameters. The exact position and size of the stripes
are critical, since the stripes should not lie on top of the
beam-screen pumping slots, which would provide for a di-
rect passage of electrons onto the 1.9 K cold bore of the
magnet.
2.2 Longitudinal Wake Field due to Electron
Cloud
F. Zimmermann showed how the single-bunch longitudi-
nal wake field can be extracted from 2-dimensional simu-
lations of a single bunch passing through an electron cloud,
by identifying the time of passage with the longitudinal po-
sition along the bunch [2]. The longitudinal wake field was
shown to be of the order of 1–10 V/m and therefore in-
significant for both SPS and KEKB.
2.3 A 3D Model for the ep Instability in Proton
Accumulator
V. Danilov discussed two mechanisms of electron accu-
mulation [3]. The single-pass accumulation occurs due to
trailing-edge multipacting where electrons are accelerated
and lost when the bunch intensity decreases. An effec-
tive trailing-edge multiplication factor was computed as a
function of the maximum secondary emission yield of the
vacuum chamber, considering various longitudinal bunch
profiles. The amplification factor for the SNS accumula-
tor by far exceeds that for the PSR. The multi-pass effect
assumes the survival of electrons in the gap. V. Danilov
then showed that single-pass accumulation would saturate
when the electron density reaches the density of the pro-
ton beam, while multi-pass accumulation saturates at about
1% of the proton density. The latter value is quite close to
the observed value at the LANL PSR, which may indicate
that multi-pass accumulation is important. Coating of the
SNS vacuum chamber with TiN is highly recommended.
To more accurately predict the occurrence of ep instability
in the SNS, a complete 3D simulation code is under devel-
opment including the 3D space charge force of the proton
beam, a 2D space charge field of the electrons, and a de-
tailed model of secondary emission.
2.4 Fast Single Bunch Instabilities in Storage
Rings
D. Pestrikov discussed fast single-bunch instabilities,
whose rise time is short compared with a synchrotron oscil-
lation period [4]. Considering an example wake field with
exponential decay and solving the equations of motions for
this model, he showed that these instabilities are character-
ized by two time scales. During a first transient period the
instability resembles the beam break up. The oscillations in
this period exhibit neither eigenvalue spectra nor threshold
currents, and can be suppressed by Landau damping, e.g.,
by the ring chromaticity. The second phase corresponds to
the self-consistent period, with well separated eigenmodes.
This period will correspond to reality only if the transient
oscillation amplitudes remain so small that the perturba-
tion theory still applies. D. Pestrikov found that very high
values of chromaticity would be required to damp the two
fastest-growing modes of the self-consistent oscillations.
2.5 Head-Tail Instability Caused by Photoelec-
tron Cloud
E. Perevedentsev presented several analytical estimates for
the single-bunch instability driven by the electron cloud
[5]. He discussed the two-stream equations of motion,
the electron decoherence and parametrization of the wake
force, the strong head-tail instability with a fast oscilla-
tion wake field, the effect of diffusion on the higher-order
head-tail modes, and a simple model of the transverse feed-
back. Instability thresholds were computed as a function
of the wake-field and beam parameters. For a ‘magical’
chromatic phase shift of χ = 1/
√
2 all the principal beam
modes are damped. E. Perevedentsev recommended to op-
timize feedback settings and chromaticity together so as to
minimize the vertical beam blow up at KEKB. In particular,
he stressed that a partially reactive feedback may be better
than a purely resistive one. The presently favored TMCI
model of the electron-cloud instability predicts the correct
threshold, but at KEKB direct evidence of the head-tail in-
stability (‘banana’ oscillations, or merging of synchrotron
sidebands) is still missing.
2.6 Study for Tune Shift Caused by Electron
Cloud
K. Ohmi studied the characteristics of the beam-cloud in-
teraction, in particular the coherent tune shift and the trans-
verse wake field induced by the cloud [6]. For a small size
of the electron cloud, the tune shift should vary with the
bunch length. However, for a large cloud this is no longer
the case, and the tune shift agrees with the ‘naive’ estimate,
computed for a frozen electron distribution. This implies
that electrons which are several rms beam sizes away from
the beam contribute to the tune shift. Electrons respon-
sible for the head-tail wake field are confined to smaller
amplitudes. The simulated horizontal wake field is of sim-
ilar magnitude as the vertical wake. The wake fields can
be parametrized by a damped resonator. Simulations us-
ing a rigid Gaussian model of the beam show a chromatic
l = 1 head-tail instability for positive chromaticity, even
for low electron densities. This regular higher-order head-
tail instability is not observed in PIC simulations. The lat-
ter show a clear instability threshold at a cloud density of
ρe ≈ 5 × 1011 m−3 for KEKB, corresponding to the on-
set of the strong head-tail instability. The difference may
be due to additional frequency spread present in the PIC
simulation.
2.7 Simulation Studies of the Two-Stream Insta-
bility in Intense Particle Beams Based on
the Vlasov-Maxwell Equations
H. Qin discussed computer simulations of two-stream in-
stabilities applied to the PSR parameters [7]. These simu-
lation are based on a solution of the Vlasov-Maxwell equa-
tions using the code BEST. In order to reduce the statistical
noise, a δf method is employed, studying the evolution of
a perturbation around the stationary equilibrium solution.
For the coasting beam model considered, such a stationary
solution is known. The simulation results illustrate the Lan-
dau damping due to momentum spread and space-charge
induced tune spread, and reveal the energy exchange medi-
ated by collective eigenmodes. The PSR problem requires
‘large scale’ computing, which means that the growth rate
is much smaller than the oscillating frequencies. Perhaps
most noteworthy among the results presented are the sharp
resonance (in longitudinal wave number) at the onset of
instability, which is consistent with observations, the pre-
diction of a well-defined instability threshold varying with
the degree of neutralization and with the beam momentum
spread, and the existence of a late-time nonlinear phase of
the instability, where the growth rate is even faster than in
the linear phase.
2.8 Updated Simulation Results of the Electron
Cloud for the PSR and Secondary-Electron
Energy Spectrum Model
M. Pivi described the ingredients of the program POSINST
developed at LBNL, and showed simulation results for the
PSR [8]. The electron kinematics is treated in 3D, but at the
moment only 2D forces are calculated. Primary electrons
are generated at the chamber wall, representing beam loss.
The simulated number and time structure of the electrons
hitting the wall is consistent with PSR observations. The
simulated electron energy spectrum extends to 200 eV, a
factor two smaller than the measured maximum of 400 eV.
A possible explanation is that electrons from gas ioniza-
tion are not yet included, and might reach higher energies.
Assuming the secondary emission yield of TiN the simu-
lated electron density is reduced by 3 orders of magnitude.
The simulation indicates a strong effect of the re-diffused
and elastically reflected electrons. It also shows ‘micro-
bursts’ lasting for a couple of turns, similar to those seen
with Rosenberg-type electron-cloud monitors at the PSR.
In the future, M. Pivi plans to include the effect of gas ion-
ization, to check the dependence of the simulated incident
electron flux on the beam intensity, and to study the beam
dipole motion.
2.9 3D Simulation of Photo-Electron Cloud in
KEKB LER
L. Wang described a newly developed 3D simulation pro-
gram for the electron cloud build up [9]. The code feature
include a 3D space-charge solver, the treatment of various
(arbitrary) magnetic field configurations, and a charge al-
location either by finite elements or via a Green’s function.
Cloud patterns, electron build up and electron decay can be
simulated. L. Wang’s simulations show that of all magnetic
fields studied the longitudinal solenoid gives the maximum
suppression of the cloud build up. He finds that electron
space charge is not important if secondary emission is not
included. Most intriguingly, the simulation shows the ex-
istence of magnetic bottles, which can trap electrons for
arbitrarily long times after the passage of a bunch train.
The highest number of trapped electrons, almost 50% of
the total, is simulated for quadrupole magnets. The simula-
tion also suggests that short trains reduce the average cloud
density. The simulated electron energy spectrum is smooth,
and shows little sructure.
2.10 Simulation of Multipactoring Effects
At KEKB a nonlinear pressure rise with beam current is
observed, which varies with the bunch spacing. One ex-
planation is beam-induced multipacting. Y. Suetsugu [10]
presented a simulation model of the beam-induced multi-
pacting process combined with electron-induced gas des-
orption, by which he can predict the nonlinear pressure rise
as a function of beam current for various filling patterns.
The agreement between prediction and measurement is ex-
cellent. The simulation model reproduces the dependence
of the measured pressure rise on the bunch filling pattern,
on the bunch current, and on the strength of a solenoid field.
Y. Suetsugu also showed tantalizing evidence that the on-
set of the nonlinear pressure rise is strongly correlated with
the threshold for the vertical beam-size blow up. His ob-
servations and simulation results indicate that the blow up
at KEKB may be dominated by multipacting.
3 ACHIEVEMENTS AND OPEN
QUESTIONS
Simulations and analytical estimates can quantitatively re-
produce and ‘explain’ many of the observations at KEKB
LER, the LANL PSR, and the CERN SPS, such as the
value of the electron cloud density, the coherent tune shift,
the total number of electrons incident on the wall and their
time structure, the decay and build-up times of the electron
cloud, the existence of two electron stripes inside an SPS
dipole and the distance between these stripes, the mode
spectrum of the electron-cloud driven coupled-bunch in-
stability at the KEK photon factory and BEPC, the single-
bunch instability threshold at KEKB, and the possible syn-
ergy between space charge forces or beam-beam interac-
tion and the electron-cloud driven single-bunch instability.
Despite of these successes, a large number of open ques-
tions remain. These include the following:
• PEP-II observes a large horizontal blow up, but at
KEKB the beam blows up only in the vertical plane.
• At PEP-II the number of bunches in a train after which
the beam blows up does not change with the solenoid
field, at KEKB there is a strong dependence (for short
trains).
• Multipacting is measured in the PEP-II arcs, although
simulations had predicted there should be no problem
after TiN coating.
• After the installation of the KEKB solenoids, there
is still a persistent slow blow up, starting after about
30 bunches. Perhaps the new simulation results by
L. Wang here give a first hint to a possible explana-
tion.
• Also observed at KEKB is a significant hysteresis of
the blow up, with a time constant of 100 s. It is hard
to conceive any physical process with this time con-
stant, except for gas ionization — which, however, in
simulations was shown to be unimportant — or some
thermal effect.
• Why do DAFNE and BEPC not observe multipacting,
despite of an aluminium vacuum chamber?
• At KEKB the solenoid field strongly alters the fre-
quencies of unstable multibunch modes, in a way
which appears to be opposite to the expected (with
solenoids active the unstable modes concentrate at low
freqencies).
• Why do the solenoids reduce the coherent tune shift
only by 30% and not more?
• How can we extend the wake concept so as to bet-
ter model the electron-cloud response, for which time
invariance and superposition principle are not strictly
fulfilled?
• Different simulations and theories give different and
even contrary predictions for the effect of chromatic-
ity.
• Can the electron cloud support collective plasma
waves, and, e.g., give rise to a ‘magnetron effect’ [11]
(thus quenching the LHC magnets)?
• At the SPS, the multipacting threshold measured in a
dipole field is lower than that in a field-free region,
which seems to be in contrast to the simulation.
• The LHC heat loads simulated at CERN and LBNL
differ strongly, when elastically reflected electrons are
taken into account.
• What determines the equilibrium beam size [12]? At
KEKB it is indepedent of the radiation damping time.
• Can a reactive feedback reduce the blow up [5]?
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Longitudinal Wake due to Electron Cloud
G. Rumolo and F. Zimmermann, CERN, Geneva, Switzerland
Abstract
We describe a procedure for computing the longitudinal
short-range wake field due to the electron cloud using a
2-D simulation of the beam-electron interaction. Its appli-
cation to the SPS and KEKB yields a longitudinal electric
field of the order of 1–10 V/m, which appears negligible.
1 INTRODUCTION
The electron cloud gives rise to a significant transverse
head-tail wake field [1, 2, 3, 4]. The associated transverse
electric field may approach several kV/m [4, 5]. The elec-
tron cloud will also generate a longitudinal wake field, and
thus may give rise to potential-well distortion and eventu-
ally to a longitudinal microwave instability. The longitu-
dinal field arises primarily from the accumulation of elec-
trons near the center of the bunch during its passage. Es-
timating the size and the effect of the longitudinal wake is
the subject of this report.
In plasma physics, the term ‘cold wavebreaking’ limit
refers to the maximum wave amplitude that can be sup-
ported by a plasma [6, 7]. It is defined as E ≈ mecωp/e,
where ωp is the plasma frequency ωp =
√
ρee2/(0me)
and ρe is the electron density. For a typical electron den-
sity of ρe ≈ 1012 m−3, we obtain ωp ≈ 5.7 × 107 s−1,
and E ≈ 100 kV/m. If the electric fields become com-
parable to the cold wavebreaking, the electron cloud could
exhibit collective excitations, which to a large extent are
neglected in our programs ECLOUD [8, 9] and HEAD-
TAIL [10, 11] simulating the electron-cloud build-up and
the single-bunch instability.
The longitudinal electric fields excited by a beam pass-
ing through an electron cloud are under study with the 3-
dimensional plasma particle-in-cell (PIC) code OSIRIS [6].
In this report, we follow a different simplified approach,
namely we estimate the longitudinal electric field for a pure
electron cloud, i.e., without any ions, from the transverse
electron distribution recorded at various time steps during
a bunch passage. The time evolution of the transverse elec-
tron density is simulated using the 2-dimensional PIC code
HEADTAIL [11], that was written specifically for electron-
cloud studies. We present example simulation results for a
proton beam in the CERN SPS and for a positron beam in
the KEKB LER, assuming parameters as listed in Table 1.
Note that our computation approach only considers the ef-
fect of the transverse electron motion, and, thus, ignores
the longitudinal ‘pinching’ of the electrons.
Table 1: Parameters of SPS and KEKB.
variable symbol SPS KEKB
bunch population [1010] Nb 10 3.3
beam momentum [GeV/c] p 26 3.5
circumference [km] C 6.9 3.0
electron density [1012 m−3] ρe 1 1
rms bunch length [mm] σz 300 4
rms hor. beam size [mm] σx 3 0.4
rms vert. beam size [mm] σx 3 0.06
2 COMPUTATIONAL APPROACH
The code HEADTAIL simulates the transverse motion of
the electrons during the bunch passage and the resulting
single-bunch instabilities. To this end it calculates the
transverse electric fields of both electrons and beam. For
the electric field calculation, HEADTAIL presently em-
ploys a particle-in-cell module written by D. Schulte for
another application [12]. The code does not directly com-
pute the longitudinal electric field. However, we can obtain
the latter from the time evolution of the transverse elec-
tron distribution. As elaborated further below, by iden-
tifying the time during the bunch passage with the lon-
gitudinal position along the bunch, we reconstruct the 3-
dimensional electron distribution, from which we can com-
pute the longitudinal field on a 3-dimensional grid, using a
post-processor.
Figure 1 shows the simulated electron distribution in the
horizontal phase space at various times during a proton
bunch passage in a field-free region of the CERN SPS. The
simulation of Fig. 1 includes the electron self field, i.e., the
effect of the electric field of the electrons onto the electron
motion. Figure 2 shows the same picture, if the electron
self field is not included. The difference between the two
figures is almost invisible. From this we may deduce that
during the passage of the bunch, the electric field of the
bunch is the dominant effect, and that a collective interac-
tion between the electrons is unlikely.
In the 2-D PIC simulation discussed here, the macro-
electrons are concentrated at a single longitudinal point in
the ring. The beam passes through this ‘point-cloud’ of
electrons. The bunch is split into longitudinal slices of
length ∆z each, and the interaction of beam and electrons
is calculated slice by slice. In reality the electrons are not
localized at one location, but are distributed more or less
uniformly around the ring. Thus, when computing the elec-
tric field generated by the electrons, we need to normalize
the result to the actual density of the electrons.
Figure 1: Snap shots of horizontal electron phase space
during the passage of an SPS proton bunch computed by
a 2-D PIC simulation (Nb = 1011, σx,y = 3 mm, σz = 0.3
m, ρe = 1012 m−3). Electron self-field is included.
Figure 2: Snap shots of horizontal electron phase space
during the passage of an SPS proton bunch computed by
a 2-D PIC simulation (Nb = 1011, σx,y = 3 mm, σz = 0.3
m, ρe = 1012 m−3). Electron self-field is not included.
The key idea for computing the longitudinal field is the
identification of different time steps with different longitu-
dinal positions along the bunch, z. Using this equality, the
transverse electron distribution sampled at different time
steps directly yields the 3-dimensional spatial distribution.
The transverse electron distribution for different times is
obtained from the 2-D PIC simulation. The charges of the
macro-electrons are distributed on a 3-dimensional grid,
using a cloud-in-cell algorithm. We assume that the ini-
tial electron distribution is unperturbed and uniform, and
assign a homogeneous charge distribution to the region of
the grid which lies in front of the bunch. Next, the field is
computed on a second grid, which we displace longitudi-
nally by half the length of a bunch slice with respect to the
Figure 3: Horizontal electron distribution projected over
±2σz and±10σy about the bunch center. Only every 250th
of the simulated macro-electrons is shown.
first, in order to avoid singularities. Multiplying the fields
calculated on the second grid by the factor ∆z/C accounts
for fact that the real electrons are distributed all around the
circumference C, and gives the actual electric field.
3 RESULTS
Figure 4 displays the longitudinal electric field due to the
electron cloud simulated for a Gaussian bunch in the SPS.
The bunch profile is also indicated. The field is negligibly
small, less than 10 V/m except for a deep dip just in front
of the bunch, which we interpret as an effect of the elec-
tron ‘pinching’, which rapidly increases the electron den-
sity inside the bunch1. Near the end of the bunch, the field
changes sign and becomes accelerating. Here, in the de-
creasing beam potential, formerly trapped electrons escape
to larger amplitudes, which causes a negative gradient in
the electron density.
To estimate the possible bunch distortion due to this
field, we assume a Gaussian energy distribution and
compute the longitudinal bunch profile expected for the
electron-cloud potential well cloud using
































1However, we caution the reader that this result is preliminary, and that
the dip could be an artifact of our calculation method.
Figure 4: Longitudinal electric field due to electron cloud
for a Gaussian bunch in the SPS. Bunch head is on the left.
where the longitudinal wake W (z) is related to the longi-
tudinal electric field by







We like to call Eq. (1) the ‘quasi-Haissinski equation’. Un-
like the real Haissinski equation [13] for an ordinary wake-
field, Eq. (1) is not self-consistent, since the field Ez(z) on
the right hand side varies with the beam distribution in an
unknown way. On the other hand, for a regular wake one
can express this term as an integral over the product of dis-
tribution function and Green function wake, and solve for
ρ(z) numerically. For the electron cloud such Green func-
tion wake is not only not known, but may not even exist,
due to the violation of linearity and time invariance.
Nevertheless, we can use Eq. (1) to compute the bunch
profile which would be formed under the influence of the
additional electric field Ez , and compare this with the ini-
tial distribution. A discrepancy would indicate a significant
potential-well distortion.
However, Fig. 5 shows that the initial and predicted dis-
tributions are very similar, and hence we do not expect a
large effect of the electron cloud on the longitudinal bunch
shape in the SPS. We note that the modified distribution
is shifted slightly in the forward direction, which compen-
sates for the additional energy loss to the cloud.
If instead of a Gaussian, we consider a flat rectangular
bunch profile, we simulate the longitudinal field shown in
Fig. 6. Again there is a sharp negative peak near the head
of the bunch.
Figure 7 shows the longitudinal electric field computed
for a Gaussian bunch in KEKB. The field is only 1V/m.
The corresponding energy loss per turn of 3 keV per turn
appears absolutely insignificant compared with a loss of
more than 1 MeV per turn from synchrotron radiation. The
quasi-Haissinski beam profile in Fig. 8 is indistinguishable
from the initial Gaussian distribution, which confirms the
smallness of the longitudinal perturbation.
Figure 5: Equilibrium bunch density computed from the
wake for a Gaussian bunch in the SPS. The Gaussian is
slightly shifted.
Figure 6: Longitudinal electric field due to electron cloud
for a flat bunch in the SPS. The beam profile is superim-
posed. The bunch head is on the left.
4 CONCLUSIONS
We have computed the longitudinal electric field due to the
electron cloud by post-processing simulation results from a
2-dimensional transverse PIC code. The longitudinal wake
field so obtained is of the order of 1 to 10 V/m. Its effect
appears to be negligible for both SPS and KEKB.
The real fields could be slightly higher due to a longi-
tudinal acceleration of the electrons, not included in the
2-dimensional simulation.
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Figure 7: Longitudinal electric field due to electron cloud
for a Gaussian bunch in the KEKB LER. The beam profile
is superimposed. The bunch head is on the left.
Figure 8: Equilibrium bunch density computed from the
wake for a flat bunch in the KEKB LER. The potential well
distortion due to the cloud is insignificant.
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Electron Cloud Instability with Space Charge or Beam Beam
G. Rumolo and F. Zimmermann, CERN, Geneva, Switzerland
Abstract
Simulations of the single-bunch instability due to the elec-
tron cloud reveal a significant further destabilization, if a
proton space-charge or beam-beam force is also taken into
account, and a resulting qualitative change in the instabil-
ity behaviour. The synergy between these phenomena is
possibly consistent with a simplified analytical few-particle
model, in which the effect of space charge (or beam-beam)
is represented by a z-dependent parabolic betatron tune
variation along the bunch, and that of the electron cloud by
a constant transverse wake and a linear tune variation. We
show that in this model the combination of electron cloud
and space charge can sustain larger growth rates.
1 INTRODUCTION
In this report, we discuss the interplay between the single-
bunch electron-cloud instability and a transverse space-
charge force or beam-beam interaction. The only effect
of space charge (or beam-beam) that we consider is the
quadratic variation of the betatron tune with the longitu-
dinal position along the bunch. Transversely the force is
assumed to be perfectly linear.
In Section 2 we compare the results of multi-particle
computer simulations for an LHC bunch in the CERN SPS
which do or do not include the space-charge or beam-beam
force. In the simulation, tune shift due to space-charge
or beam-beam are treated differently. To model the space
charge force, we apply on each turn an additional (inco-
herent) betatron rotation around the center of each longi-
tudinal bunch slice. In the case of beam-beam, we instead
rotate all particles around the bunch centroid, or around the
closed orbit. In all cases, the rotation angle varies with the
longitudinal position, according to the Gaussian beam pro-
file.
In Section 3 we develop 3 and 4-particle models, by
which we analytically study the combined effect of the
electron cloud, represented by a constant dipole wake and
a linear tune shift due to the electron pinch, and the space-
charge tune shift. For ease of calculation, we approximate
the Gaussian beam profile by an inverse parabola. We eval-
uate the final analytical expressions for the CERN SPS.
Results are summarized and conclusions are drawn in
Section 4.
2 SIMULATIONS
The effect of the electron cloud on the single bunch stabil-
ity is modelled by a dedicated simulation program, called
HEADTAIL [1]. This simulation code studies the turn-
by-turn interaction of a single bunch with an electron
cloud, which is assumed to be produced by the preceding
bunches. Both the bunch and the electrons are modelled by
macroparticles. The electric force that the electrons experi-
ence during the beam passage as well as the converse forces
that the electrons exert on various longitudinal slices of the
beam are computed using a PIC module. The interaction
between electrons and the beam is computed successively
for different longitudinal slices of the bunch.
In the simulation, the interaction between the beam and
the electrons occurs at one or more locations of the ring. In
between the beam is propagated around the arcs of the stor-
age ring. The betatron motion in both planes is modelled
by a rotation matrix. On each turn the bunch interacts with
a new, unperturbed electron distribution. The synchrotron
motion is included and the beam macro particles slowly ro-
tate in synchrotron phase space and interchange their longi-
tudinal positions. The effect of chromaticity is modelled by
an additional rotation matrix which depends on the energy
of each particle. Finally, a regular transverse impedance,
represented by a broadband resonator, as well as a proton
space-charge force or beam-beam interaction can option-
ally be taken into account.
More precisely, we model the transverse motion of
macroelectrons as follows. At each passage through the
electron cloud a particle of the bunch receives both a ver-
tical and a horizontal deflection, ∆x′ and ∆y′, which, if
selected, include the effect of the broadband impedance as
well. The particles are next propagated through the ring, by
means of (1) a matrix Mring describing the nominal phase
advance as determined by the betatron tune, (2) a matrix
Mchr modelling the effect of chromaticity and depending
on the particle’s momentum, and (3) a space-charge rota-
tion which varies with the particle’s longitudinal position,
according to the longitudinal density profile of the bunch.
The space-charge rotation is performed around the center
of a bunch slice, the other two around the closed orbit.


















and the corresponding transformation is applied in the ver-
tical plane. On each turn the beam macroparticles are re-
grouped into longitudinal slices, whose average sizes and
centroid positions are calculated.
We have performed a series of simulations for the LHC
beam at injection into the SPS. Table 1 lists the bunch pa-
rameters assumed, and table 2 gives further simulation pa-
rameters.
Figures 1–5 present the simulated beam size increase and
centroid motion for an LHC bunch passing for 500 turns
through the SPS. The figures refer to different represen-
tations of the space-charge or beam-beam force. In the
simulation of Fig. 1 only the effect of the electron cloud
is considered in addition to the linear ring optics. In the
second simulation, illustrated in Fig. 2, the effect of a con-
stant proton-space charge at 26 GeV is taken into account
as well. Comparison of Figs. 1 and 2 reveals that the space
charge renders the beam motion more unstable and more
violent. In particular, it leads to slice centroid oscillations
inside the bunch. On the other hand, the simulation without
space charge shows a persistent emittance growth, more or
less uniform along the bunch.
For the simulation reported in Fig. 2, the tune variation
due to space charge was computed from the initial trans-
verse beam size, neglecting the beam-size growth as a re-
sult of the instability. Since the bunch transverse size sen-
sibly increases over the simulated 500 turns, another simu-
lation was run where always the actual local beam size of
each bunch slice was assumed in the computation of the
space-charge force, with results as shown in Fig. 3. The
growing beam size reduces the space-charge force at later
times, and almost completely suppresses the coherent mo-
tion of the bunch centroid.
Figure 4 is the same as Fig. 2, except that the addi-
tional space-charge rotation was applied around the cen-
troid of the bunch and not around the center of each bunch
slice. This would model the effect of a hypothetical proton-
proton beam-beam collision. This case was included to de-
termine whether the rotation center is of importance, and
the comparison of Figs. 4 and 2 suggests it is. Figure 4
shows less perturbations inside the bunch, but large cen-
troid oscillations. Finally, Fig. 5 is the same as Fig. 4, ex-
cept that it uses the instantaneous average beam size over
the bunch for computing the beam-beam tune shift. As a
result the centroid motion, which was visible in Fig. 4, has
almost disappeared. This last case might approximate a
situation as in KEKB, where the beam size of the opposing
(electron) beam is always matched by an automatic feed-
back to the beam size of the positron beam, which is blown
up by the electron cloud. As in Fig. 4 the tune-shift rota-
tion is performed around the bunch centroid instead of the
slice center. However, a more realistic simulation of the
beam-beam force would rotate around the closed orbit.
The different signatures of the simulated instabilities
might explain differences between the actual beam obser-
vations at SPS and KEKB, since at the SPS injection mo-
mentum of 26 GeV/c the beam is still affected by space
charge forces.
3 3 AND 4-PARTICLE MODELS
In this section, we construct a few-particle model, in or-
der to study the interplay of space charge forces and the
electron cloud. This model includes the two primary ef-
fects of the electron cloud, which is (1) a transverse wake
Table 1: SPS parameters.
variable symbol value
bunch population Nb 1011
beam momentum p 26 GeV/c
circumference C 6900 m
synchrotron frequency fs 200 Hz
beam momentum p 26 GeV/c
electron-cloud density ρe 1012 m−3
rms bunch length σz 30 cm
rms energy spread σδ 0.002
betatron tunes Qx,y 26.6
average beta function βx,y 40 m
rms hor. beam size σx 3 mm
rms vert. beam size σx 2.3 mm
hor. & vert. chromaticity ξx,y 0
tune shift due to el. cloud ∆Qec 0.0077
space-charge tune shift ∆Qsc −0.0365
wake field — none
Table 2: Simulation parameters.
variable value
Size of the electron cloud 20σx×20σy
Size of the grid 1.1× cloud
Number of horizontal cells 128
Number of vertical cells 128
number of macroparticles 3×105
number of macro-electrons 105
number of bunch slices 50
longitudinal extent of bunch 1.2 m
longitudinal profile Gaussian
number of ep interactions per turn 1
field excited by transverse displacement between head and
tail of the bunch, and (2) a positive tune shift which in-
creases almost linear along the bunch. We now make the
assumption that the further ingredient introduced by the
space-charge force (or equivalently by a beam-beam inter-
action), is an additional variation of the betatron tune along
the bunch. Ignoring transverse nonlinearities, we assume
that the space-charge betatron tune shift only depends on
the longitudinal coordinate, and for simplicity we approxi-
mate the bunch profile by an inverse parabola.
A two particle-model does not predict a head-tail insta-
bility caused by the variation of the tune as a function of
longitudinal position. The situation here is different from
the regular head-tail instability at nonzero chromaticity. In
the latter case the betatron tune varies with momentum de-
viation δ, whereas here it depends on z. According to
Ref. [4] (see the footnote on page 198) for a z-dependent
tune no instability is expected from a 2-particle model.















Figure 1: Simulated vertical bunch shape (centroid and rms
beam size) after 0, 250, and 500 turns in the CERN SPS
















Figure 2: Simulated vertical bunch shape (centroid and rms
beam size) after 0, 250, and 500 turns in the CERN SPS
assuming an electron cloud density ρe = 1012 m−3 with
proton space charge at 26 GeV/c. In this simulation, the
space-charge force is computed from the initial beam size.
the half period of oscillations where one particles is trail-
ing behind the other. In order to model the instability we
must consider 3 or more particles, where we do have a net
phase advance between the different particles. Such usage
of a multi-particle to model the single-bunch electron-cloud
effects was proposed by K. Cornelis [5].
In the following we first describe a 3-particle model, and
then extend it to 4-particles in order to study the variation
with particle number.
3.1 3 Particles
The bunch is modelled by 3 particles, distributed with a
constant oscillation amplitude zˆ and uniform spacing in
synchrotron phase space. We assume that each model par-
ticle carries a charge Nbe/3 and that particles excite a con-















Figure 3: Simulated vertical bunch shape (centroid and rms
beam size) after 0, 250, and 500 turns in the CERN SPS
assuming an electron cloud density ρe = 1012 m−3 with
proton space charge at 26 GeV/c. In this simulation, the

















Figure 4: Simulated vertical bunch shape (centroid and rms
beam size) after 0, 250, and 500 turns in the CERN SPS
assuming an electron cloud density ρe = 1012 m−3 with
a hypothetical pp beam-beam interaction of ξ = −0.037.
The beam-beam force is computed from the initial beam
size.
hind. This is of course a simplified description, and a re-
fined analysis should take into account the strong variation
of the wake with distance and with the longitudinal posi-
tion. Some particles exchange their position every 6th syn-
chrotron period, where the average phases of different par-
ticles are different.
The longitudinal positions of the particles evolve as







































Figure 5: Simulated vertical bunch shape (centroid and rms
beam size) after 0, 250, and 500 turns in the CERN SPS
assuming an electron cloud density ρe = 1012 m−3 with
a hypothetical pp beam-beam interaction of ξ = −0.037.
The beam-beam force is computed from the actual average
beam size.
where zˆ ≈ σz . Positive z indicates a position in front of
the bunch center.
We approximate the dependence of the angular betatron





























where the first linear term represents the effect of the
electron cloud, the second quadratic one the space-charge
force, and we have introduced coefficients, which repre-
sent the maximum relative tune shift from electron cloud
and space charge, respectively.
Considering free betatron oscillations, the betatron













































We have absorbed the non-oscillating term in the average
betatron phase advance ω¯β sc ,
ω¯β ≡ ωβ,0 − bωβ,02 , (10)

















Including the wake field, the betatron equation of motion












where the sum extends of the particles in front of particle
n.
We need to evaluate the equations of motion for a third
period of the synchrotron oscillation. The solutions for the
other two thirds then simply follow by cyclic permutation.
The initial ordering of the particles is (1,3,2), i.e., by which
we indicate that the first particle is in front, followed by
particle no. 3, and particle 2 is at the end. After a sixth pe-
riod it changes to (3,1,2), and, thereafter, to (3,2,1), (2,3,1),
(2,1,3), and (1,2,3). We solve the equation of motion for
the first two sixths of a synchrotron period.
To this end, we write the solution for the nth particle as
yn = y˜n exp [−iφi(s)] , (13)
where the amplitude y˜n is assumed to be slowly varying
due to the effect of the electron wake field.







y˜n′ exp [−i∆φn′(s) + i∆φn(s)]
(14)




Assuming that the phases ∆φn(s) are much smaller than
unity, we expand the exponential and can integrate the




















































[cos (2π/3 + 2φn,0)− cos 2φn,0]
]
.
It was pointed out by K. Oide that this expansion and inte-
gration is only valid, if the phase differences |∆φn′(s) −
∆φn(s)| remain small compared with 1. Otherwise, the in-
tegration could be done numerically, possibly also includ-
ing a more realistic shape of the wake field. For ease of
notation, we introduce the three abbreviations
C¯ ≡ D πc
3ωs
(17)
A¯ ≡ D aωβ,0c
ω2s
(18)
B¯ ≡ D bωβ,0c
8ω2s
, (19)
where A¯ refers to the tune shift from the electron cloud and
B¯ to that from the space charge. Explicitly, the Eq. (16)
amounts to
y˜1(π/3) ≈ y˜1(0)





















The corresponding equations for the second sixth syn-
chrotron period are
y˜3(2π/3) ≈ y˜3(π/3)
























We can rewrite these transformations as a matrix equations
relating the initial and final 3-component amplitude vectors
#y(s) ≡ (y¯1(s), y¯2(s), y¯3(s)),
#y(π/3) = Mπ/3#y(0) (22)
and
#y(2π/3) = M2π/3#y(π/3). (23)




 1 0 0iC¯ − 3B¯ 1 iC¯ + 32 (A¯− B¯)












After the second sixth synchrotron period the ordering of
the 3 particles changes as (3 → 1), i.e., now particle 3 is








and the total matrix for one full synchrotron period is ob-
tained by taking the 3rd power of the product matrix
Mtot ≡ (PM2π/3Mπ/3)3. (27)
In order to study the linear stability of this system, and to
determine possible growth rates, it is sufficient to find the
eigenvalues of the matrix
M1/3 ≡ PM2π/3Mπ/3. (28)
Only keeping terms of first and second order in A¯, B¯, and
C¯ , and also neglecting all higher-order cross products, we
evaluate the matrix M1/3 as
M1/3 ≈ (29)




Y¯ ≡ (iC¯ + 3B¯)(−3
2
(A¯+ B¯) + iC¯
)
(30)
The eigenvalues follow from the zeroes of the character-
istic polynomial p(λ),
p(λ) = 1 +
(









+3iC¯λ2 − λ3 (31)
In the absence of an electron cloud, we have X¯ = C¯ = 0,
the equation reduces to (1 − λ3) = 0 with the three solu-
tions λ1,2,3 = exp(i2π/3), exp(i4π/3), exp(i2π). Since
|λ1,2,3| = 1, there is no growing solution and the motion is
stable. With an electron cloud, but without pinch and with-
out space charge, we would have X¯ = 0 and B¯ = X¯ = 0.
We note that the terms representing the tune variation along
the bunch, C¯ and X¯ , only enter in second order.
We find the solution to the general equation p(λ) = 0
numerically.
3.2 4 Particles
We now extend the model to 4 particles, in order to study
the change in the growth rates with the number of parti-
cles considered. We naturally assume that each of the 4
model particles carries a charge Nbe/4 and we again take
the same constant wake force W0. Some particles now ex-
change their position after every 8th synchrotron period,
where the average phases of different particles are differ-
ent.
The longitudinal positions of the particles evolve as




























where zˆ ≈ σz .
We need to evaluate the equations of motion for a fourth
period of the synchrotron oscillation. The solutions for
the other 3 fourths then again follow by cyclic permuta-
tion. The initial ordering of the particles is (1,4,2,3). After
an eight period it changes to (4,1,3,2), and, thereafter, to
(4,3,1,2), etc. We solve the equation of motion for the first
two eightths of a synchrotron period.
We proceed exactly as for the 3-particle model. Making








































[cos (π/2 + 2φn,0)− cos 2φn,0]
]
.
where we have adjusted the definition of D to the reduced
particle charge:
D4 ≡ Nr0W0c8γCωβ . (37)
C¯4 ≡ D4 πc4ωs (38)
A¯4 ≡ D4 aωβ,0c
ω2s
(39)
B¯4 ≡ D4 bωβ,0c8ω2s
, (40)
Explicitly, the Eq. (36) amounts to
y˜1(π/4) ≈ y˜1(0) (41)
y˜4(π/4) ≈ y˜4(0) + y˜1(0)
[
iC¯4 − 1A¯4 − 2B¯4
]




























The corresponding equations for the second eight syn-
chrotron period are
y˜4(π/2) ≈ y˜4(π/4) (42)
y˜1(π/2) ≈ y˜1(π/4) + y˜4(0)
[
iC¯4 + A¯4 + 2B¯4
]



























As before, we can rewrite these transformations as a ma-
trix equations relating the initial and final (4-component)
amplitude vectors #y4(s) ≡ (y¯1(s), y¯2(s), y¯3(s), y¯4(s)),
#y4(π/4) = Mπ/4#y4(0) (43)
and
#y4(π/2) = Mπ/2#y4(π/4). (44)
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0 iC¯4 + A¯4 + 2B¯4
iC¯4 +
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2A¯4 − 2B¯4 iC¯4 + A¯4










0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

 (47)
and the total matrix for one full synchrotron period is ob-
tained by taking the 4th power of the product matrix
M4,tot ≡ (P4Mπ/2Mπ/4)4. (48)
We now need to determine the eigenvalues of
M1/4 ≡ P4Mπ/2Mπ/4, (49)
which can be computed numerically.
3.3 Application to the CERN SPS
We use typical SPS parameters listed in Table 1 and ap-





the centroid tune shift due to the electron cloud
∆Qec ≈ rp2γ βyρeC (51)
where C is the ring circumference, and the space-charge
tune shift
∆Qsc ≈ − βyrpCNb
γ3(2π)3/2γ3σzσy(σx + σy)
. (52)
We start by evaluating the expressions derived from the























where we have approximated ωβ ≈ ωβ,0 and used the
equality ∆ωβ/ωβ = ∆Q/Q (the symbol Q denotes the
betatron tune).
Assuming the parameter values of Table 1, we then ob-
tain W0 ≈ 2 × 106 m−2, ∆Qec ≈ 0.008, ∆Qsc ≈ 0.037,
and
C¯ ≈ 2.4 (56)
A¯ ≈ −3.8 (57)
B¯ ≈ 2.3 (58)
For the nominal SPS parameters, the two coefficients
multiplying the sinusoidal functions in the expression for
∆φi(s), Eq. (11), are almost equal to 2, and, hence, the
linear expansion of the exponential in Eq. (16), which as-
sumes |∆φn − ∆φn′ | to be much smaller than 1, is not a
good approximation. As mentioned earlier, this problem
could be overcome by numerically computing the integrals
in Eq. (16). In that case one might also replace the constant
wake field by a more accurate resonator approximation, or
even by a simulated wake field. However, we do not pur-
sue these questions in the present report, and simply evalu-
ate the formulae which we have derived above. We expect
that this still gives a meaningful estimate of the instabil-
ity growth rate and of its qualitative dependence on vari-
ous parameters, since for tune shifts 3 or 4 times smaller
than nominal, our treatment is perfectly valid. The formu-
lae would also be valid with the nominal tune shifts but a
higher synchrotron tune, e.g., for the B factories.
We first numerically solve the equation p(λ) = 0 for a
case with the electron-cloud wake field W0 = 0, but with-
out the electron pinch and the space charge tune shifts, i.e.,
we consider C¯ = 2.4, B¯ = 0, A¯ = 0. The magnitude of the
maximum eigenvalue is |λ|max ≈ 6.65. The corresponding
instability rise time is
τ =
Ts/3
ln |λ|max , (59)
which yields about 0.88 ms. The factor 3 enters, since we
analyse the matrix describing the amplitude evolution over
a third of the synchrotron period Ts.
Next, we include the tune variation due to the electron
pinch, i.e., we compute the eigenvalue for C¯ = 2.4, B¯ = 0,
A¯ = −3.8, and find |λ| ≈ 6.69 and still τ ≈ 0.88 ms.
Finally, we also add the space-charge force, i.e., C¯ =
2.4, B¯ = 2.3, A¯ = −3.8, which yields |λ| ≈ 6.19 or τ ≈
0.91 ms. The addition of the space charge decreases the
growth rate by about 7%. However, if we assume a larger
value for the tune shift −∆Qsc, the growth rate increases.
Next, we perform the same calculations for the 4-particle
model. In this case, with wake field only, C¯4 = 1.80, we
have |λ|max = 6.31 or τ = 0.68 ms; with wake field and
electron pinch, C¯4 = 1.80, A¯4 = −2.87, we find |λ|max =
5.75 or τ = 0.71 ms; and with wake field, electron pinch
and space charge, C¯4 = 1.80, A¯4 = −2.87, B¯4 = 1.71,
we obtain |λ|max = 6.71 or τ = 0.66 ms. Thus, in the
4-particle model, the space charge reduces the rise time by
about 8%.
We have also computed the eigenvectors for the different
cases. The components of the eigenvector corresponding
to the largest eigenvalue are large for the particles 2 and
3, in the 3-particle model, and for particles 3 and 4, in the
4-particle model. In both models the relative phase shift
between the last and the second last particle reverses, if
space charge detuning is included. With space charge the
oscillation phase of the last particle is lagging behind that
of the second last. Without space charge it is the opposite.
In other words, our simplified 3 and 4-particle models
indeed suggest that the tune shift variation along the bunch
due to space charge may change the instability growth rate
and possibly the instability pattern. The predictions of the
4-particle model appear closer to the simulation results of
Section 2 than those of the 3-particle model.
To better understand the difference between the 3 and 4-
particle models, we have explored a larger range of space-
charge tune shifts ∆Qsc. Figure 6 illustrates the change in
the instability rise time with ∆qsc, which is predicted by
Figure 6: Instability rise time vs. maximum space-charge
tune shift ∆Qsc, for the SPS parameters of Table 1, assum-
ing a constant electron-cloud wake field W0 ≈ 1.7 × 106
m−2, which corresponds to ρe ≈ 1012 m−4, and an elec-
tron pinch resulting in ∆Qec ≈ 0.0077 at the center of
the bunch. Physical space-charge tune shifts correspond to
negative values of ∆Qsc; positive values would model the
beam-beam interaction in an e+e− or pp¯ collider.
the two models, if we keep all other parameters constant.
Again we see that the additional parabolic tune variation
due to the space-charge force can have a noticeable effect,
and it acts destabilizing over most of the parameter range,
and, in particular, for the model using a larger number of
particles. This appears consistent with the computer simu-
lations. Increasing the number of model particles from 3 to
4 shifts the value of ∆Qsc where the maximum rise time is
assumed towards 0, and it also decreases the predicted rise
time for all values of ∆Qsc.
It has been remarked by K. Oide [6] that the 3 or 4-
particle model does not predict any threshold current or
threshold impedance. This is also true if there is only
a wake field but no pinch and no space charge, i.e., for
A¯ = 0, B¯ = 0, and C¯ = 0.
By contrast, an exact threshold is always found in stan-
dard mode-coupling calculations based on a perturbative
solution of the Vlasov equation, which consider a con-
tinuous beam distribution, and also in a 2-particle model
[4]. Figure 7 displays the growth rates predicted by the
3 and 4-particle models as a function of the wake-field
strength. The figure suggests that for an increasing num-
ber of model-particles the growth rate approaches a thresh-
old near W0 ≈ 2 × 105 m−2. For comparisom, the exact





which, in our example, yields W thr,20 ≈ 3.3 × 105 m−2,
about 30% higher than the approximate threshold obtained
for 3 or 4 particles.
Figure 7: Growth rate vs. strength of electron wake-field
W0, for the SPS parameters of Table 1, without electron
pinch and without space charge.
4 CONCLUSION
Transverse space-charge forces and the beam-beam colli-
sion both introduce a Gaussian variation of the betatron
tune along the bunch. Computer simulations of the single-
bunch electron-cloud instability show that including this
tune variation may enhance and alter the instability driven
by the electron cloud.
In order to explore possible mechanisms by which the
tune variation may affect the instability, we have developed
two analytical few-particle models. In these models, we
represent the bunch by either 3 or 4 particles, the electron
cloud by a constant wake field and by a linear tune change
along the bunch, and the space charge (or beam-beam inter-
action) by a parabolic tune change. Both models show that
the space-charge or beam-beam tune shift may act destabi-
lizing, in a large range of the parameter space. The agree-
ment between the analytical model and simulation appears
to improve with an increasing number of model particles.
Finally, in both few-particle models, the sign of the
parabolic tune shift that would represent a beam-beam in-
teraction for oppositely charged bunches results in slightly
faster instabilities than the other sign corresponding to the
space-charge tune shift, but the difference appears to de-
crease with the number of model particles.
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Electron-Cloud Simulations
G. Rumolo and F. Zimmermann, CERN, Geneva, Switzerland
Abstract
At CERN we presently perform two types of electron-cloud
simulations. The first addresses the build-up of the elec-
tron cloud during the passage of a bunch train, the second
the single-bunch instability which is induced by these elec-
trons. We describe the essential ingredients and the un-
derlying physics models for these simulations, and then
present example results, such as the electron build up in the
CERN SPS and the KEKB LER, the electron-cloud heat
load in the LHC arcs, the electron densities in the damping
rings of future linear colliders, and the short-range wake
field for the CERN SPS.
1 INTRODUCTION
We model two different aspects of the electron-cloud phe-
nomenon, for which we have written the programmes
ECLOUD and HEADTAIL [1], respectively.
The first program ECLOUD simulates the build up of
the electron cloud during the passage of a bunch train. It
renders informations on the transverse electron distribu-
tion inside the vacuum chamber, the time evolution of both
the total number of electrons and the electron density near
the beam, the energy spectrum of electrons impinging on
the wall, as well as their dose and azimuthal distribution,
and the corresponding heat load, which is a concern for
the LHC. The code allows the modelling of various mag-
netic (dipoles, quadrupoles, solenoids,...) and electric field
patterns (clearing electrodes) as well as different vacuum
chamber geometries. The simulated electron flux and en-
ergy spectrum are of interest for scrubbing-time estimates.
The program can also be used to compute the bunch-to-
bunch wake field due to the electron cloud, and indeed it
was originally developed exactly for this purpose [2]. The
bunch-to-bunch wake allows us to estimate the growth rate
of the coupled bunch instability.
The second program HEADTAIL models the interac-
tion of a single bunch with an electron cloud on succes-
sive turns. The cloud is assumed to be generated by the
preceding bunches, and is taken to be initially uniform.
Its density is inferred from parallel simulations with the
ECLOUD code. The electrons give rise to a head-tail wake
field, which amplifies any initial small deformation in the
bunch shape, e.g., due to the finite number of macropar-
ticles. Without synchrotron oscillations, the resulting in-
stability resembles the beam break up in a linac. If syn-
chrotron motion is included, the instability becomes similar
to the regular mode coupling instability. It induces a trans-
verse centroid motion of the longitudinal bunch slices and
also a substantial emittance growth. Both the bunch and
the electrons are represented by macroparticles. A fresh
uniform electron distribution is created prior to each bunch
passage. For the purpose of the simulation, the electron
cloud is concentrated at one (or more) locations around the
ring. The interaction between the beam and electrons is
calculated by computing the electric fields of either species
on a two-dimensional grid, from which we then deduce the
force exerted on the macroparticles of the opposite species.
The interaction is calculated in steps, corresponding to the
passage of the different bunch slices. Between turns, the
beam macroparticles move from one slice to the next, as
a consequence of their synchrotron motion. The program
optionally includes the effect of nonzero chromaticity in
both planes, the additional effect of a regular impedance,
represented by a broadband resonator, and an additional
betatron rotation which is proportional to the local beam
density. Depending on whether this last rotation is applied
around the center of the chamber, or around the center of
each individual bunch slice, it models either a beam-beam
interaction or a space-charge force.
The second program can be used to compute the single-
bunch wake field, the single-bunch instability threshold,
the instability growth rate above the threshold, the coher-
ent tune shift and the incoherent tune spread. It also con-
tains all informations necessary to extract the longitudinal
wake field and the resulting potential-well distortion, as
we illustrate in a companion paper [3]. In addition, syn-
ergetic effects between the electron cloud instability and
beam-beam, space-charge, or impedance are studied easily.
These studies show tantalising results; see Ref. [4], also in
these Proceedings.
2 ELECTRON-CLOUD BUILD UP
2.1 Ingredients
The simulation programme for the electron-cloud build up
has been described in Refs. [5, 6]. Figure 1 recalls the
recipe and the main ingredients.
The primary photo-electrons (or ionization electrons) are
represented by macroparticles. A typical number of 2000
macroelectrons is generated per bunch. Both the bunch and
the interbunch gap are split into slices. During the pas-
sage of each bunch slice, new photoelectrons are created,
in proportion the beam charge in that slice, and the existing
macroelectrons are accelerated in the field of the beam and
its image. The image forces are important for non-round
vacuum chambers and if the beam is off-center. Whenever
an electrons hits the wall, it is replaced by a secondary elec-
tron, and the charge of the electron is changed according to
the secondary emission yield at the energy of the incident
electron. In each inter-bunch gap the electrons are propa-
gated in the external magnetic field. We always take into
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Figure 1: Schematic of simulation recipe.
account the electron space-charge field, which ultimately
leads to a saturation of the electron build up, as well as the
electron image charges.
Figure 2 displays the aperture considered in simulations
of the LHC arc. It is a nearly round ellipse, which is flat-
tened in the vertical direction. We do not have an exact
analytical expression for the image charges in this geome-





Figure 2: Transverse aperture in the LHC arcs. The solid
line describes the actual cross section of the LHC beam
screen. Sometimes we approximate it by the inscribed el-
lipse, e.g., for accurate modelling of image charges.
For simulations of electron cloud in a dipole magnet,
an important simulation parameter is the reflectivity R of
the chamber wall. Most synchrotron radiation photons are
emitted inside a narrow cone in the horizontal outward di-
rection. In the presence of a vertical magnetic field, the
photoelectrons emitted from this primary region of im-
pact cannot approach the beam, since their motion is con-
strained to the vertical direction. The reflected photons can
impinge on the top and bottom of the vacuum chamber,
where photoelectrons can be directly accelerated towards
the beam. If most of the circumference is occupied by
dipole magnets, as in the LHC, only the fraction (1−R) of
the primary photoelectrons will contribute to the electron-
cloud build up. We typically assume that the reflected pho-
tons are distributed uniformly as a function of the azimuthal
angle φ (see Fig. 2), measured from the center of the cham-
ber, where φ = 0 means horizontally outward and φ = π
inward. However measurements done at BINP on a proto-
type LHC vacuum chamber suggest that the real distribu-
tion of the reflected photons is of the form cos2[(π−φ)/2]
or even cos3[(π − φ)/2] [7].
The initial angular distribution of the newly generated
primary photo-electrons is assumed to be uniform in the
two spherical coordinates θ and ψ, defined with respect to
the surface normal. The energy distribution of the emit-
ted photoelectrons is modelled as a truncated Gaussian cen-
tered at 7 eV, with a standard deviation of 5 eV. This dis-
tribution does not approach zero for zero energies, which
corresponds to a singularity in phase space, and may thus
be in conflict with kinematic considerations, as has been
pointed out by A. Chao [8]. However, the experimental
data suffer from resolution limits near zero energy.
During a bunch passage electrons which are close to the
center of chamber acquire a typical energy of up to a few
hundred eV.
If the electrons are subjected to a strong magnetic field,
they perform cyclotron oscillations. The number of cy-
clotron periods per bunch crossing can be large, e.g.,
eBc/(mec2)σz/π ≈ 120 in an LHC dipole field at top
energy (B = 8.4 Since, in addition, the Larmor radius is
small, e.g., 6 µm for a 200 eV electron in our LHC ex-
ample, we often speed up the simulation by applying only
a vertical acceleration during a bunch passage and ignor-
ing the cyclotron motion in the orthogonal plane altogether.
This simplification has first been proposed by S. Heifets
[9].
In addition to the cyclotron motion, electrons can also
oscillate in the beam potential, if they are close to the
bunch. By contrast, electrons at sufficiently large ampli-
tudes do not move during the bunch passage and simply re-
ceive a kick when the bunch passes by. The two situations
have been called ‘autonomous region’ and ‘kick region’,
respectively, by S. Berg [10], who has also computed the
minimum number of simulation steps required for the au-
tonomous region.
As a consequence of the oscillations in the beam poten-
tial, electrons starting near the bunch do not gain arbitrarily
much energy during the bunch passage, but actually may
be left with little energy after the bunch has gone. S. Berg
[10] has computed the net energy gain of electrons as a
function of their radial starting position, considering var-
ious bunch profiles. Following a similar line of thought,
B. Richter [11] has pointed out that electrons can survive
in the vicinity of the beam for a long time, if the bunch
charge is high enough that electrons perform several oscil-
lations inside the bunch, and the beam line density changes
adiabatically.
Secondary electron energy distributions measured in the
laboratory reveal reveal three components [12, 13]: (1) true
secondaries at energies of a few eV, (2) elastically scattered
electrons, whose energy is equal to the energy of the inci-
dent electron, and (3) re-diffused electrons, at intermediate
energies.
The distinct contributions of true secondaries and re-
flected electrons can also be recognised in the measured
curves of secondary emission yield versus primary electron
energy. This is illustrated by a schematic in Fig. 3. The
elastically reflected electrons are the more important the
lower the primary energy. At very low energies, the elas-
tic electrons completely dominate the secondary emission
yield. A large probability of elastic reflection at low en-
ergies can significantly alter the simulation results. It also
increases the minimum gap required to remove the electron
cloud.
Figure 3: Secondary emission yield for perpendicular inci-
dence vs. primary electron energy with and w/o elastically
scattered electrons. The parametrization is based on recent
measurements for a copper surface at CERN [13].
The term ‘secondary emission yield’ refers to the num-
ber of re-emitted electrons per incident electron. It is a
function of the angle of incidence, the energy of the inci-
dent electron, and of the surface properties of the material.
In particular the yield is not a constant in time, but may
decrease due to electron bombardment or increase due to
contamination. In the simulation, we treat the secondary
emission yield as a sum of two components
δse = δtse + δel, (1)
representing true secondaries and elastically scattered elec-
trons, respectively. We do not separately consider the re-
diffused electrons, but we assume a value for the yield in
Eq. (1), which is consistent with the total yield measured.
In the past, the emission yield for the true secondaries
has been approximated by the so-called Seiler formula [14]




exp (0.5 (1− cos θ)) , (2)
where θ denotes the angle with respect to the surface nor-
mal, and [15]
x = Ep (1 + 0.7(1− cos θ))/max . (3)
There are only two parameters in this expression, the max-
imum yield at perpendicular incidence, δmax, and the pri-
mary energy at which the yield is maximum, max.
The yield for the elastic part was parametrized as [15]








Whenever an electron hits wall, we throw a coin, that
is we pick a random number r between 0 and 1. If the
random number r < δel/δse, we select an elastic reflection,
in the other case, we generate one or more true secondaries.
The code generates more than one true secondary, in case
the product of yield and incident charge is larger than the
charge of the initial primary macroelectrons.
The recent measurements on copper surfaces [13] were
fitted using an alternative expression for the ‘true secon-
daries’ due to M. Furman [15]:
δtse(Ep, θ) = δmax
sx
s− 1 + x exp (0.5 (1− cos θ)) (5)
where s ≈ 1.35 (N. Hilleret [13]), θ again denotes the angle
with respect to the surface normal, x = Ep (1 + 0.7(1 −
cos θ))/max as before.
Newly introduced was also an alternative expression for
the yield of the elastically scattered electrons, which is
written as a product of a function f and the true secondary
yield [13]
δel(Ep) = f(Ep)δse(Ep, θ) (6)
where the function f is obtained from measurements. For
copper it has been parametrized as [16, 13]
f = exp (A0 +A1 ln(Ep + E0)
+A2(ln(Ep + E0))2 +A3(ln(Ep + E0))3
)
.
For Ep < 300 eV, the optimum coefficients are A0 = 20.7,
A1 = −7.08, A2 = 0.484, A4 = 0, E0 = 56.9 eV, while
for larger energies, up to 2 keV, a better fit is obtained with
A0 = −5.1, A1 = 5.6, A2 = −1.62, A3 = 1.1 × 10−5,
E0 = 29 eV. These revised formulae have recently been
implemented in our simulation programme.
The emission angles of the true secondaries are dis-
tributed according to dN/dθ ∝ cos θ sin θ, or dN/dΩ ∝
cos θ, where Ω is the solid angle and θ the emission an-
gle with respect to the surface normal. The initial energy
distribution of the true secondaries is usually taken to be
a half-Gaussian (centered at 0) with rms spread 5 eV. The
same argument as made earlier for the energy distribution
of the photoelectrons applies also here. Any distribution
which does not decrease towards zero for zero energies vi-
olates kinematic constraints and appears unphysical [8].
Figure 4 displays four different initial energy distribu-
tions of secondary electrons, which can be optionally se-
lected in the code. They correspond to a Gaussian, an expo-
nential, a Lorentzian, and a distribution of shape Ee−E/E0
(E0 is some reference energy). The last distribution was
proposed by M. Furman and it is the only one of tehse four
which fulfills the kinematic constraints. The Lorentzian ap-
pears to be in best agreement with the measurements [17].
Figure 4: Four energy distributions of true secondaries
which can be optionally selected.
We can try to derive an expression for the energy and an-
gle distribution of the secondary electrons near energy zero.
We assume that the inside the metal the relevant part of the
energy distribution is a pure exponential ∝ exp(−E¯/E0),
characteristic of the scattering cascade, and that the angu-
lar distribution inside the metal is a cos θ¯ sin θ¯ distribution,
as found for higher energies. In order to overcome the
surface potential the electron energy normal to the surface
p¯2z/(2me) must exceed the work function eφ of the metal
[17]. The tangential momentum component is unchanged
when leaving the metal. The angles θ¯ inside and θ outside
the metal are related via
θ¯ =
θ√
1 + eφE (1 + θ
2)
(7)
whereE is the energy outside the metal. For energies much
larger than the work function, the two angles are the same.
Under the above assumptions, we find the following distri-
bution function for the secondary electrons
ρ(E, θ) ∝ exp(−E/E0) cos θ¯ sin θ¯∣∣∣∣∣∣∣
1 + eφE(




where θ¯(E, θ) was given in Eq. (7), and the normalization
constant has been dropped for simplicity. Equation (8) in-
dicates a strong correlation between energies and angles for
energies of the order of the work function. To which extent
this correlation would be washed out by surface roughness
is not clear. Equation (8) also suggests that for emission
energies smaller than the work function, the density ρ in-
creases approximately linearly with energy.
A recent empirical fit by N. Hilleret [18] of the measured
energy spectra for the true secondaries emitted from copper
to the formula [16]







yields a good representation of the measurements for C ≈
0.2, E0 ≈ 1.8 eV, and τ ≈ 1 [18]. Equation (9) shows the
correct asymptotic behaviour at low energy, namely ρ(E)
approaches zero if E goes to zero.
Finally, we mention that the electrons also move longitu-
dinally. The main contributions to this motion come from
the initial longitudinal emission angle, the beam magnetic
field, and, in a dipole magnet, from the E× B drift. Typical
longitudinal velocities are of the order 105–106 m/s. The
larger values apply to a field-free region, the smaller to a
dipole field. Although this longitudinal motion is included
in the code, it has no effect on the electron-cloud build up,
since longitudinal distances travelled between the passages
of subsequent bunches are much smaller than typical mag-
net lengths.
2.2 Results
Table 1 summarizes typical simulation parameters for var-
ious accelerators. Figure 5 shows the simulated electron-
cloud build up for the LHC beam in the SPS. Only if the
elastically scattered electrons are included, does the sim-
ulation predict a significant electron build and saturation
at the center of the batch, in agreement with observations
[19].
The saturation of the electron-cloud build up occurs at a
line density of about
λe,sat ∼ Nb/Lsep ≈ 1.3× 1010 m−1, (10)




≈ 3× 1012 m−3, (11)





≈ 0.01− 0.04, (12)
where hx and hy denote the chamber half apertures.
Figures 6–9 shows simulation results for the KEKB
LER. The first figure illustrates that the saturation density
Table 1: Simulation parameters for various storage rings.
symbol LHC (init.) LHC (fin.) SPS PS KEKB
E [GeV] 7000 7000 26 26 3.5
Nb 1011 1011 1011 1011 3.3× 1010
σx,y [mm] 0.3 0.3 3.0, 2.3 2.4, 1.3 0.6–1.0, 0.06–0.1
σz [cm] 7.7 7.7 30 30 0.4
βx,y [m] 80 80 40 15 15
Lsep [m] 7.48 7.48 7.48 7.48
hx,y [mm] 22, 18 22, 18 70, 22.5 70, 35 47
δmax 1.9 1.1 1.9 1.9 1.8
max [eV] 240 170 300 300 300
R [%] 10 5 100 100 10–100%
dλe/ds 1230 615 0.25 0.05 2000–50000
[10−6 m−1 ]
Figure 5: Simulated electron-cloud build up for an SPS
dipole chamber, with and without elastic electron reflection
[5].
increases in proportion to the bunch charge. Figures 7 and
8 compare the electron build up in a field-free region with
that in a quadrupole and solenoid field. The solenoid sup-
presses the central cloud density by more than two orders
of magnitude compared with the field-free case. The elec-
tron removal by a 1-kV clearing electrode is illustrated in
Fig. 9.
Since the electron cloud presently limits the performance
and blows up the positron beam sizes in the two B factories,
it appears likely that it will also affect the positron beams
in the damping rings of future linear colliders, which aim at
generating beams of much smaller transverse emittances.
To investigate this possibility, we consider a set of typi-
cal parameters listed in Table 2, representing damping rings
for CLIC [24] and NLC [23]. In the case of CLIC, we as-
sume that both wiggler and arcs are equipped with an an-
techamber, which absorbs 95% of the photons. Only the
remaining 5% contribute to the electron cloud generation
via photoemission, with a supposed photoelectron yield of
5% per absorbed photon. We further assume that 10% of

















Figure 6: Simulated electron-cloud build up (total charge
per meter) vs. time (s) in a field-free region of the KEKB
LER for Nb = 5× 109, 1.5× 1010, 2.5× 1010), 4-bucket







0 5e-08 1e-07 1.5e-07 2e-07 2.5e-07 3e-07 3.5e-07
4 bucket spacing, no field, 14-bunch  trains, 32-bucket gap
at moment of bunch passage
Figure 7: Electron density near beam per cubic meter for a
field-free region as a function of time in seconds, during the
passage of two bunch trains (4 bucket spacing) with a train-
to-train gap of 32 buckets [20]. The simulation assumes
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0 2e-08 4e-08 6e-08 8e-08 1e-07 1.2e-07 1.4e-07 1.6e-07 1.8e-07 2e-07
4 bucket spacing, solenoid, with z dependence
at bunch position
Figure 8: Simulated electron cloud density [m−3] vs. time
(s) in a periodic quadrupole configuration, with peak gra-
dient of 0.5 T/m, minimum gradient 0.1 T/m and period
10 cm (top) and in a sinusoidal solenoid field with a peak
field of ±50G and 1-m longitudinal period (bottom), of
the KEKB LER for Nb = 3.3 × 1010, 4-bucket spacing,
Y = 0.005/e+/m and R = 100% [21].
the top and bottom of the beam pipe, whereas the other
90% remain confined within a narrow outward cone. A
photoelectron which impinges on the wall may be lost, re-
flected or produce true secondary electrons. The maximum
secondary emission yield for perpendicular incidence will
vary as a function of the electron dose already deposited.
We consider values of δmax between 1.7 and 1.1.
In the CLIC damping rings, the dominant region of syn-
chrotron radiation will be the long wiggler sections. Typ-
ical wiggler parameters are also listed in the table. In ad-
dition, there is of course synchrotron radiation in the arcs
as well. We have simulated the electron-cloud build up for
(1) a field-free region, (2) a bending field, (3) a periodic
wiggler field, in all three cases considering a beam pipe il-
luminated by the wiggler radiation, and (4) for an arc dipole
section, where the number of photoelectrons is reduced.
We have also performed a simulation for a field-free bel-
lows section in the NLC damping ring. In this case we con-
sider rather pessimistic parameters, provided by M. Pivi. In
particular, no antechamber is considered, the photoelectron
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field-free region, 1 clearing electrode, -1 kV
Figure 9: Electron line density in units of m−1 in a 1-m
long magnetic field-free region vs. time in seconds, during
and after the passage of a 40-bunch train without clearing
electrodes (top), and with a single clearing electrode near
the top of the chamber at approximately −1 kV (bottom)
[22].
imum secondary emission yield is assumed to be as high as
δmax = 2.75.
Results of the simulations for CLIC are displayed in
Figs. 10–11. Figure 10 shows the evolution of the line den-
sity along the bunch train. It saturates at values of order
1010 m−1. The electron density in the wiggler is higher
than that in the arc (the latter not shown), due to the larger
number of primary photoelectrons. The difference between
the periodic wiggler magnet and a uniform dipole field is
small, assuming the same primary electron production rate.
Figure 11 displays the central cloud density near the beam.
This central density assumes values up to a few 1014 m−3,
which is hundred times higher than the simulated and mea-
sured densities for the SPS or the two B factories, indicat-
ing that the electron cloud might pose a severe problem for
the damping ring.
Figure 12 shows the simulated evolution of the electron
line density for the NLC damping ring. It saturates around
3 × 1010 m−1 and thus is of similar size as for CLIC. The
figure also demonstrates that the electron density decreases
by about a factor of 3, if elastically reflected electrons are
not taken into account in the simulation.
Table 2: Simulation parameters for future linear-collider damping rings [24, 23].
variable symbol CLIC NLC
beam energy E 3.5 GeV 1.98 GeV
bunch population Nb 4.2× 109 1.5× 1010
number of bunches per train nb 154 100
rms bunch length σz 5 mm 3.6 mm
rms transv. beam size σx,y 18, 1.5 µm 41.5, 9.0 µm
average beta function βy 5 m 5 m
norm. hor. emittance γx 4.5× 10−7 m 3× 10−6 m
norm. vert. emittance γy 3× 10−9 m 3× 10−8 m
bunch spacing Lsep 0.2 m 0.84 m
wiggler pole length lpole 5 cm
wiggler period lw 20 cm
peak wiggler field Bw 1 T
wiggler deflection θw 4.1 mrad
arc field Ba 0.015 T
chamber radius hx,y 5 mm 16 mm
primary electron rate in wiggler dλe/ds 0.075 /e+/m
primary electron rate in arc dλe/ds 0.0025 /e+/m 6.1 /e+/m
photon reflectivity R 10% 10%–100%
maximum secondary emission yield δmax 1.1–1.7 2.75
energy of maximum sec. em. yield max 300 eV 315
probability of elast. reflection for Ep ≈ 0 δel,E 0.56 0
width of elastic reflection σel 52 eV –
The simulated electron densities imply severe conse-
quences on the beam stability. The threshold density for
the single-bunch TMCI instability driven by the electron





Assuming cT0 ≈ 6 km, βy ≈ 5m,E = 3.5GeV, andQs ≈
0.02, we estimate for CLIC a threshold density of ρTMCe,th ≈
1012 m−3, hundred times smaller than the electron density
simulated.
The coherent tune shift due to the cloud is [26, 27]
∆Qx,y ≈ βx,yCreρe2γ (14)
which, with C ≈ 6 km, βx,y ≈ 5 m, E ≈ 3.5 GeV, and
ρe ≈ 1014 m−3, evaluates to ∆Qx,y ≈ 0.6! The incoherent
tune spread can be several times larger still [26, 27].
In view of these numbers, it is likely that the electron-
cloud issues will affect the overall design parameter opti-
mization of a future linear collider.
Fortunately, the multipacting process itself reduces the
secondary emission yield in the course of time, a phe-
nomenon referred to as ‘surface scrubbing’. The electrons
incident on the chamber wall condition the surface in such
a way that the secondary emission yield decreases. Thus,
the electron yield depends on the electron dose that has
previously been deposited on the surface [13]. Only elec-
trons with sufficiently high energy contribute to the scrub-
bing. The simulated effective electron bombardment rate
for an LHC beam in the SPS is shown in Fig. 13. Together
with laboratory measurements of the conditioning effect as
a function of dose, simulations like this can be used to es-
timate cleaning times and to decide about commissioning
scenarios.
The energy spectrum of the incident electrons deter-
mines the efficiency of the surface scrubbing. Figure 14
shows, for an SPS example, that the energy spectrum
changes with the bunch length.
Figure 15 illustrates the variation of the energy spectrum
with the vacuum-chamber radius, using simulations for the
LHC interaction regions as an example [29].
Figures 16 shows that in the LHC the magnetic field of
the beam noticeably affects the electron impact angles. In
the code, the effect of the beam magnetic field was added to
the deflections arising from the electric field (super-index

























In particular, the beam magnetic field introduces a longitu-
dinal deflection which the electric field does not.
Figure 10: Electron line density in units of 1010 m−1
vs. time in µs, for the periodic wiggler in the CLIC damp-
ing ring (top) and the field-free region behind the wiggler
(bottom) [24].
Figure 11: Evolution of central electron density in units of
1014 m−3 vs. time in µs, for a field-free region behind the
CLIC wiggler. [24].
Figure 12: Electron line density in units of 1010 m−1
vs. time in µs, for a bellows section in the NLC damping
ring.
Figure 13: Simulated number of electrons per meter with
energy E > 20 eV hitting the chamber wall during the
passage of the 81-bunch LHC batch through an SPS dipole
chamber, for Nb = 4.3× 1010 (May 2000 parameters).
Figure 14: Simulated electron-cloud energy spectrum for



































Figure 15: Energy distribution of electrons incident on
LHC chamber wall for a chamber radius r = 158 mm (left)
and 29 mm (right) [29].
Figure 17 demonstrates that the energy of the impinging
electrons is strongly correlated with their angles of inci-
dence.
The heat load deposited by the electron cloud on the
beam screen inside the superconducting LHC magnets is
of considerable concern, and during commissioning it may
well constrain the operating parameters. Figure 18 com-
pares the simulated average heat load per unit length in the
LHC arcs, plotted as a function of bunch intensity, together
with the cooling capacity available for the electron cloud.
The various curves refer to different values of the maxi-
mum secondary emission yield. The cooling capacity was
computed by subtracting from the total capacity the cool-
ing needed for synchrotron radiation and impedance, which
both increase with intensity. Figure 18 suggests that a max-
imum secondary emission yield not much larger than 1.1 is
required in order to reach the design value of 1.1 × 10 11
protons per bunch.
Electron cloud heat loads were also calculated for shorter
bunch spacing as part of ongoing studies towards LHC lu-
minosity upgrades [30]. Figures 19 and 20 show the simu-
lated heat loads for various bunch spacings and intensities.
In particular, they suggest a strong increase in the heat load
if the bunch spacing is reduced from 25 ns to 10–15 ns. The
heat load moderately improves for bunch spacings of less
Figure 16: Angular distribution of electrons hitting the
LHC beam pipe, simulated with (red) or without (black)
including the beam magnetic field. [28].
Figure 17: Angular distribution for different electron ener-
gies and LHC beam parameters [28]. Each curve refers to
an energy interval of 7 eV.
than 5 ns, where the gap is small compared with the bunch
length.
In the limit of a constant current density and zero gap
between the bunches, we reach the situation of a continu-
ous beam. If the continuous beam is of finite length, e.g.,
confined by rf barrier buckets, we may talk of a superbunch
[31]. The electron-cloud heat load per proton in the beam
for a superbunch is much smaller than for regular short
bunches. In the ideal case of a coasting beam with constant
line density, an electron emitted from the wall does not gain
any energy in the static beam potential, but impinges on the
opposing chamber wall exactly with its emission energy.
The latter value is of the order of a few eV, for which the
true secondary emission yield is negligible. Therefore, for
a coasting beam the heat load due to the electron cloud is
insignificant.
Figure 18: Average arc heat load and cooling capacity as a
function of bunch population Nb, for various δmax. Other
parameters are max = 240 eV, R = 5%, Y = 5%, and
elastic electron reflection is included [5].
Figure 19: Average LHC arc heat load as a function of
bunch population for bunch spacings of 12.5 ns, 15 ns, and
25 ns, and a maximum secondary emission yield δmax =
1.1. Elastically reflected electrons are included.
Figure 20: Average LHC arc heat load as a function of
bunch spacing, for δmax = 1.1 and various bunch popu-
lations.
If the beam does not occupy the entire circumference,
but instead consists of one or more superbunches, electrons
emitted near the end of the bunch may still acquire energy
and initiate multipacting. However, if the superbunch is
long with a constant current over most of its length, the
fraction of multipacting electrons is small.
Figure 21 displays the simulated average electron energy
deposition per passing proton and per meter length of beam
line as a function of the full superbunch length, where we
have considered a flat distribution with a linearly rising and
falling edge of 10% each. For longer bunches the heat load
per proton decreases clearly. This confirms the expected
effectiveness of superbunches in suppressing the heat de-
position from the electron cloud.
Figure 21: Average energy deposition per passing proton
as a function of the full bunch length for an LHC dipole
magnet, considering a constant flat top line density λ =
1012 m−1 with 10% linearly rising and falling edge.
The LHC beam screen operates at a temperature of 5–20
K. It contains two rows of pumping slots, through which
multipacting electrons could impinge on the cold bore of
the magnet at 1.9 K, where little heat can be absorbed, and
thus a magnet quench may easily be induced. The exact
position of the multipacting electrons with respect to the
foreseen location of the pumping holes is therefore an im-
portant design issue.
Already the earliest electron-cloud simulations have
shown that in an LHC dipole magnet the electrons are
not uniformly distributed, but concentrated in two vertical
stripes [2]. This is illustrated in Figs. 22 and 23. The hori-
zontal separation of the two stripes increases with increas-
ing bunch population. For nominal intensities, correspond-
ing to about 1011 protons per bunch and a chamber radius
of about 2 cm, the horizontal distance between a stripe and
the beam is 0.5–1 cm. For bunch populations of less than
5× 1010 protons, the two stripes merge into a single stripe
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Figure 22: Snapshot of transverse e− distribution in an
LHC dipole chamber, simulated in 1997 [2]. Parame-
ters were δmax = 1.3, max = 450 eV, R = 0.1, and
Y ∗ = 0.025.
Figure 23: Projected horizontal electron charge density af-
ter 60 bunches in an SPS dipole chamber. Vertical peaks
correspond to regions with large secondary emission. Pa-
rameters: δmax = 1.3, max = 300 eV, R = 1, pressure 50
nTorr, and 500 bins.
3 SINGLE-BUNCH EFFECTS
3.1 Ingredients
The simulation programme HEADTAIL for the single-
bunch instability has been described in Refs. [32, 34]. The
simulation models the turn-by-turn interaction of a single
bunch with an electron cloud, which is assumed to be pro-
duced by the preceding bunches, and is newly generated on
each turn, prior to the bunch arrival. Both the bunch and
the electrons are represented by macroparticles. The elec-
tric forces acting between the two particle species are com-
puted on a grid, using a Particle-in-Cell algorithm, that was
originally written by D. Schulte for another purpose [33].
The momentum changes of electrons and beam macropar-
ticles due to their mutual attraction are computed in time
steps that correspond to the different longitudinal slices
into which the bunch is subdivided. In the simulation, the
interaction between beam and electrons occurs at one or
more locations of the ring. In between the beam is propa-
gated around the arcs of the storage ring, where the beta-
tron motion in both planes is modelled by a rotation ma-
trix. The synchrotron motion is included. Hence, the beam
macroparticles slowly interchange their longitudinal posi-
tions, and in particular can move from one bunch slice to
the next between turns. The effect of chromaticity is mod-
elled by an additional rotation matrix which depends on the
energy of each particle.
Finally, a regular transverse impedance, represented by
a broadband resonator, as well as a proton space-charge
force or beam-beam interaction can optionally be included,
as discussed in Ref. [4], which also includes a table with
typical simulation parameters.
3.2 Results
Figure 24 shows the transverse wake field induced by the
electron cloud. In the simulation, the wake is computed
by displacing a bunch slice transversely and calculating the
resulting force on later portions of the bunch. The figure
clearly demonstrates that the wake field depends on the lon-
gitudinal position. This is different from a regular wake
field arising from the impedance of the vacuum chamber.
For larger perturbations, the electron-cloud wake field also
violates the superposition principle. Hence, the concepts
developed for ordinary wake field and instabilities can only


















Figure 24: Simulated vertical wake field in V/m/C, excited
by displacing various longitudinal slices inside the Gaus-
sian bunch, vs. position in m, for an SPS field-free region.
The bunch center is at−0.6 m, the bunch head (2σz) on the
right.
In order to convert the wake field from the units V/C/m
to m−2, the numbers displayed must be multiplied by
4π/(Z0c) ≈ 10−10 Ω−1sm−1.
We have also evaluated the wake function for a bunch
with uniform profile, i.e., with a constant line density. The
result is plotted in Fig. 25. The parameters are again those
of the SPS, but the bunch population was adjusted so as to
obtain the same electron oscillation frequency as found at
the center of the Gaussian bunch in Fig. 24. The shape of
the wake field does not much differ from that obtained for
a Gaussian bunch, and the damped oscillation starts to ap-
proach the noise level after two full periods. In Fig. 25, the
frequency of the wake oscillation is identical to the electron
oscillation frequency, which for a uniform bunch of length






K. Ohmi has also computed the wake in a similar way
for a uniform beam, i.e. and has then approximated the
result by a broadband resonator, which is characterized
by three parameters: quality factor QR, shunt impedance
RS/Q, and angular resonance frequency ωR [35]. Given
this type of parametrization, the TMCI threshold can be es-
timated using a formula derived by B. Zotter in 1982. For

























Transverse wake function for a uniform bunch
Bunch longitudinal profile
T = 3.74 ns   (1.12m)
Figure 25: Simulated wake function excited by displacing
the first slice of a 3m long uniform bunch for an SPS field-
free region.
Figure 26 shows the simulated vertical bunch centroid
motion and beam-size evolution over 12 ms for the CERN
SPS, comparing a case with zero chromaticity and one with
ξy = 0.2. The measured conventional SPS broadband
impedance [37] was also included in this simulation.
In the SPS and LHC most of the circumference is oc-
cupied by dipole magnets. This has some consequences
on the single bunch instability. Figure 27 compares the
short range wake field simulated for a dipole field with
that for a drift space, assuming the same initial electron
































No chromaticityWith positive chromaticity (0.2)
Figure 26: Simulated centroid motion and vertical beam
size with zero and positive chromaticity (ξy = 0.2) in the
SPS. A conventional wake field representing the machine
broadband impedance is included in addition to the electron
cloud [34].
the magnetic field, which will introduce further differences
between field-free regions and dipoles. Regardless, the
Fig. 27 shows that for the nearly round beam of the SPS
the vertical wake field is weakened by the magnetic field.
We attribute this to the absence of an electron pinch in the
horizontal plane. The horizontal wake (not shown) is al-
most completely suppressed by the vertical magnetic field
[38].
Figure 28 displays the simulated horizontal and vertical
emittance growth in a dipole field and in a field-free region.
As expected the dipole field suppresses the horizontal emit-
tance growth and slows down the vertical.
It is also of interest to study the effect of a weak solenoid
field on the interaction between a single bunch and the elec-
tron cloud, since presently solenoids have been wound over
most of the circumference in KEKB and PEP-II to reduce
the electron-cloud build up. The single-bunch simulation
can show how such solenoid fields will affect the bunch
evolution. Another motivation is the possibility of a ‘con-
trolled’ experiment, which uses a detuned electron cooler
to produce an ‘electron cloud’ of known density. Figure 29
shows the simulated electron phase space and the projec-
tion onto the x/σx axis, i.e., the horizontal line density, a
time t = 1.2σz/c after the passage of the bunch center, for
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Figure 27: Simulated vertical wake field in V/m/C ex-
cited by displacing the 1st and 41st slice inside the Gaus-
sian bunch, vs. position in m, for an SPS field-free re-
gion (left) and dipole field (right) and an electron density
ρe = 1012 m−3. The bunch center is at −0.6 m, the bunch

































Figure 28: Simulated emittance growth in the SPS com-
paring a field-free region (blue) and a dipole field (black).
Space charge is included, and an electron density of ρ e =













































Figure 29: Electron phase spaces and horizontal line den-
sities at 1.2σz behind the bunch center, for solenoid fields
Bz = 0, 2.5, 10 mT.
The decrease of electron pinching with increasing
solenoid strength is especially evident in Fig. 30, where all
three horizontal projections have been superimposed on the
same graph. The consequences still need to be studied by a
full simulation of the bunch evolution, which is not limited
to a single bunch passage.
However, we can already make a prediction by com-
puting the short-range wake function in a solenoid field.
The solenoid couples the horizontal and vertical motion of
the electrons, and thus induces a normal wake and a skew
















Figure 30: Electron densities along the x-axis at 1.2σz be-
hind the bunch center, for solenoid fields of Bz = 0, 2.5,
and 10 mT.
electron cloud in a solenoid, we displace a bunch slice in
the horizontal direction only, and then compute both the
vertical and the horizontal forces acting on the following
parts of the bunch. Results for two solenoid field strengths
are shown in Figs. 31 and 32. The wake function evaluated
by horizontally displacing the first bunch slice is about one
or two orders of magnitude lower than the one obtained
in the case without a solenoid field. In this case both the
horizontal and vertical trailing fields are normalized by the
horizontal offset when computing the wake functions. The
skew wake field, W1y , is clearly nonzero and has a positive
average value along the bunch, which is consistent with the
expected effect of a solenoid coupling the horizontal and





















Figure 31: Transverse wake functions excited by horizon-
tally displacing the first slice of a Gaussian bunch in a re-
gion with a 2.5 mT solenoid field.
4 CONCLUSIONS
We have discussed electron-cloud simulations modelling
























Figure 32: Transverse wake functions excited by horizon-
tally displacing the first slice of a Gaussian bunch in a re-
gion with a 10 mT solenoid field.
elling the single-bunch instability that the electrons in-
duces. Example results were presented for both types of
studies.
The simulated accumulation of electrons due to beam-
induced multipacting and photoemission is roughly con-
sistent with observations. For several operating storage
rings (SPS, PS, KEKB), the observed build-up time, elec-
tron density, and the number of electrons incident on the
chamber wall are well reproduced in the simulation.
The simulation results for the single-bunch instability
are also promising. The beneficial effect of a positive chro-
maticity found experimentally has been reproduced in the
simulation [34]. Good agreement was achieved between
K. Ohmi’s PIC code and the program HEADTAIL written
at CERN [39].
Space charge strongly modifies the effect of the electron
cloud, as we discuss in a compagnion paper [4]. A similar
synergy is expected for the beam-beam interaction.
A dipole field changes the single-bunch wake field and
the instability. It completely suppresses the horizontal in-
stability and also weakens the vertical. Also a solenoid
field reduces the magnitude of the wake field, and, in addi-
tion, it gives rise to a skew wake, whereby, e.g., a horizontal
offset generates a vertical field.
We have presented preliminary evidence from our simu-
lation that the electron cloud could become a major prob-
lem for future linear colliders.
In a dipole magnet and at sufficiently high bunch charge,
two vertical stripes of enhanced electron density are formed
inside the vacuum chamber by a beam-induced multipact-
ing process. The measured horizontal positions of these
stripes seem to agree with those predicted by simulations.
However, not every aspect of the measurements is well
understood. For example, in the simulation we could not
yet reproduce the SPS observation that the multipacting
threshold is lower in a dipole magnet than in a field-free
region. If this discrepancy is confirmed and cannot be ex-
plained by a weak residual stray field, it might indicate that
the electron build-up simulation still misses some impor-
tant physics.
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