Abstract. We give a new construction of overconvergent p-adic Hilbert modular forms for an arbitrary totally real field F based on the theory of perfectoid Hilbert modular varieties at infinite level. We show that our definition varies in p-adic weight families, and compare it to an earlier construction due to Andreatta, Iovita and Pilloni. This extends recent work of Chojecki, Hansen and Johansson. In particular, in the elliptic case, we explain how to deal with ramification at the cusps by using the anticanonical locus of the modular curve at infinite level.
Introduction
In a first introduction, modular forms are usually defined as certain holomorphic functions f : H → C on the complex upper half-plane H satisfying a transformation property of the form γ * f = (cz + d) k f ∀γ = a b c d ∈ Γ where Γ is some arithmetic level subgroup. There are many equivalent definitions, though; for instance one can consider them more algebraically as sections of automorphic line bundles on modular curves. This equivalent definition admits a p-adic interpretation, giving rise to the theory of overconvergent modular forms varying in p-adic families, which has proved extremely important with wide-ranging applications in algebraic number theory and arithmetic geometry.
An analytic definition of p-adic overconvergent modular forms has however proved elusive. In this paper, we give such a definition for Hilbert modular forms for an arbitrary totally real field. This extends work of Chojecki, Hansen and Johansson, who in [CHJ17] give a strategy to do this in the case of elliptic modular forms. Since they only carry it out in detail for quaternionic modular forms, where there are no problems arising from ramification at the cusps, the first goal of our paper is to explain how to deal with the boundary, thus completing the construction in the elliptic case. The second goal is to generalise the construction to Hilbert modular forms.
The key idea of all of these approaches is to work over a perfectoid base field L and use perfectoid (Hilbert) modular varieties over L and their period maps, introduced in [Sch15] . These modular varieties of "infinite level" arise as tilde-limits of rigid analytic Hilbert modular varieties as the wild level grows. Their significance for the theory of modular forms stems from the following observation: in the complex situation, the pullback of the automorphic bundle ω along the covering map H → SL 2 (Z)\H = Y (1) can be canonically trivialised, and the descent back to Y (1) gives rise to the usual definition of complex modular forms.
In the p-adic situation, the infinite level modular varieties can be thought of as p-adic analogues of H, and indeed the automorphic bundle ω on the finite level modular curve can be canonically trivialised after pullback to infinite level. In particular, our overconvergent modular forms of radius ǫ > 0 will simply be analytic functions on a certain open subspace X * Γ(p ∞ ) (ǫ) a of the infinite level Hilbert modular variety which satisfy a transformation property under a level subgroup. More precisely, for any weight character κ : Z × p → L × , we will define modular forms of weight κ and radius of overconvergence ǫ to be functions f ∈ O(X * Γ(p ∞ ) (ǫ) a ) satisfying γ * f = κ(cz
where κ(cz + d) is a factor of automorphy to be defined.
1.1. Elliptic modular forms via the anticanonical locus. Our approach, while clearly following that of [CHJ17] , is in a sense orthogonal to that op. cit.: we choose to work with the anticanonical locus over the canonical one since this makes controlling the boundary easier and simplifies the comparison to previous notions of overconvergent forms. To explain what this means, let us first summarise the results of their paper. Let L be any perfectoid field over Q cyc p . The authors work with an infinite level (compact) Shimura curve X Γ(p ∞ ) over L (which they denote X ∞ ) and the Hodge-Tate period map π HT : X ∞ → P 1 . They define a natural family of open balls in P 1 , and pull this back under π HT to define a family of subsets X Γ(p ∞ ),w ⊂ X Γ(p ∞ ) , parametrised by w ∈ Q >0 . By also pulling back the natural parameter on the subspace A 1,an ⊆ P 1 away from (0 : 1), they also obtain an analytic parameter z on X ∞,w . For a suitable p-adic weight κ, and some w sufficiently small with respect to κ, they then define the space of "w-overconvergent" forms to be the set of f ∈ O(X Γ(p ∞ ),w ) satisfying
where Γ 0 (p) ⊂ GL 2 (Z p ) is the subset of matrices that are upper-triangular modulo p.
The results of [CHJ17] are not explicitly proved in the modular curve case (where the Shimura curve is not compact), though they do mention that in this setting their methods generalise to the compactification using "soft" techniques. We expand on this remark, covering the modular curve case. To be consistent with the notation of [Sch15] , we henceforth use X * for compactified Shimura curves (and the associated curves at infinite level). The way we deal with the boundary is by using adic analytic Tate curve parameter spaces to analyse the situation near the cusps.
Instead of considering the family of spaces (X * Γ(p ∞ ),w ) w one can instead work with the cofinal system of the canonical locus of ǫ-neighbourhoods X * Γ(p ∞ ) (ǫ) c of the ordinary locus of the infinite level Shimura curve, thus recovering the usual notion of ǫ-overconvergent modular forms. One can instead make the opposite definitions and work with the anticanonical locus X * Γ(p ∞ ) (ǫ) a everywhere. This definition is equivalent, for instance because the two loci of the infinite level modular curve can be interchanged via the action of the Atkin-Lehner matrix 0 1 p 0 . We thus define the sheaf of overconvergent modular forms of character κ to be
1.2.2. The Hilbert Hodge-Tate period map. One also needs a Hilbert version of the HodgeTate period map. In the case of elliptic modular forms, this takes values in P 1 ; if C is a complete algebraically closed field, then on (C, O C )-points it can be described through the moduli interpretation, sending an an elliptic curve to the line in C 2 ∼ = T p E ⊗ Zp C cut out by the Hodge filtration. In the Hilbert case, one now works with HBAVs; again, a C-point of the infinite level space corresponds to an HBAV A and comes with a Hodge filtration 0 → Lie(A)(1) −→ T p A ⊗ Zp C
and we can define a Hodge-Tate period map π HT taking values in a Grassmannian G g 2g by sending this point to the g-dimensional subspace Lie(A)(1) of the 2g-dimensional vector space T p A ⊗ Zp C, where g = [F : Q]. In fact, this can be refined as follows. If we let Σ be the set of embeddings v : F ֒→ C, then the above short exact sequence is equivariant for the action of O F ⊗ C = Σ C. For each v ∈ Σ, the factor O F ⊗ C πv − → C gives rise to a 'partial' Hodge-Tate map π HT,v taking values in P 1 , such that
takes values in the subspace (P 1 ) g . The upshot of this is that we obtain a canonical parameter z = (z v ) v on the target of π HT by taking g copies of the parameter considered in the classical case. Pulling this back under π HT , we obtain a canonical parameter z on X c,Γ * 0 (p ∞ ) (ǫ) a . 1.2.3. Defining overconvergent modular forms. Given a p-adic Hilbert weight κ, one can find ǫ > 0 such that for any element of γ = a b c d ∈ Γ * 0 (c, p) we can make sense of κ(cz + d) as an invertible function on X c,Γ * (p ∞ ) (ǫ) a . Using this as the factor of automorphy, we define: Definition 1.3. The space of c-polarised overconvergent Hilbert modular forms (for G * ) of weight κ, tame level n ⊂ O F and radius of overconvergence ǫ is
Like before, this definition localises to give a corresponding automorphic bundle ω κ c .
Remark 1.4.
A classical c-polarised Hilbert modular form of level K and weight κ can be defined as a holomorphic function f on H g , where H is the usual complex upper half-plane and
for all γ in an appropriate arithmetic subgroup of GL 2 (F ) (that depends on K and c). We see that as in the elliptic case, our definition is a p-adic analogue of this classical analytic definition of Hilbert modular forms.
1.2.4. Overconvergent Hilbert modular forms in families. Whilst so far for simplicity of the exposition we have presented the theory for a point in weight space, in the main text we also develop the technical constructions required to give a definition of these objects in p-adic families as the weight varies. More precisely (recalling that L is our perfectoid base field):
Definition 1.5. Define weight space for G * , denoted W, to be the rigid space
Note that the single weights κ we were considering above are closed points of W. Now consider an affinoid open U ⊂ W, to define modular forms over U , we need the functions to also vary analytically in U . To make this precise geometrically, we use the sous-perfectoid adic space
Any affinoid open U ⊂ W comes equipped with a universal character
By reinterpreting this geometrically, for any such U there exists a sufficiently small ǫ > 0 such that for any a b c d ∈ Γ * 0 (c, p ∞ ), we can make sense of κ U (cz + d) as a unit on X c,U ,Γ * 0 (p ∞ ) (ǫ a ). This allows us to make the following definition. Definition 1.6. The space of c-polarised overconvergent Hilbert modular forms of tame level n ⊂ O F and radius of overconvergence ǫ, with weight varying over U , is
This definition localises on X c,U ,Γ * (p) (ǫ) a to define a corresponding automorphic bundle ω U c . One can then define a sheaf of overconvergent modular forms for G, rather than G * , using the techniques described in those papers.
In a follow-up paper, we hope to use the results of this paper to prove an overconvergent Eichler-Shimura isomorphism in the Hilbert setting, that is, an isomorphism between the coherent sheaves on the eigenvariety given by the overconvergent modular forms of this paper and by overconvergent cohomology.
1.3. Acknowledgements. We would like to think Christian Johansson for answering all our questions and for many helpful conversations. We also thank David Hansen and Vincent Pilloni for useful discussions. B.H. was supported by the Engineering and Physical Sciences Research Council [EP/L015234/1], the EPSRC Centre for Doctoral Training in Geometry and Number Theory (The London School of Geometry and Number Theory), University College London.
1.4. Notation. We fix the following notational conventions throughout the paper. For the Shimura data involved, we fix a totally real field F , with ring of integers O F . Let H denote either G or G * (as defined in §1.2 above). We fix a rational prime p and, once and for all, a tame level K p , which is an open compact subset of q =p H(Z q ). Typically, level groups denoted by K will be adelic, by Γ will be p-adic, and by G will be global.
We fix throughout a perfectoid field extension L of Q cyc p . For instance, we could take L to be the completion C of an algebraic closure of Q cyc p . When discussing Shimura varieties, we work in the setting of analytic adic spaces over L. The letter X typically refers to modular curves and Hilbert modular varieties. We use latin letters X to refer to schemes, gothic letters X to refer to formal schemes, and calligraphic letters X to refer to analytic adic spaces, like rigid and perfectoid spaces. If X is a modular curve of some tame level, we specify the wild level of a modular variety by a subscript on the appropriate X. We will use a superscript * to denote the minimal compactification X * and a superscript tor to denote a toroidal compactification X tor .
The Hodge-Tate period map for modular curves
Before we look at modular forms, in this section we define the subspaces of the modular curve at infinite level that we will use later, and discuss how they behave with respect to the Hodge-Tate period map.
2.1. Modular curves and their canonical and anticanonical loci. Let X be the modular curve over L of level Γ(N ) for some integer N ≥ 3 coprime to N , which represents the functor sending an L-algebra R to the set of isomorphism classes of elliptic curves E/R together with an isomorphism of group schemes α N : (Z/p n Z) 2 ∼ − → E[p n ]. We could also work with any other level structure at N , but for simplicity we choose to work with Γ(N ) since this simplifies the situation at the cusps. We will often ignore the N -level structure from our discussion.
We denote by X the rigid analytification, considered as an adic space. (We note that this is the only way in which our notation deviates from that in [Sch15, §III] , where X denotes the good reduction locus.) The space X also has a moduli interpretation ([Heu, Lemma 2.1]); for any adic space S → Spa(L, O L ), we have X (S) = X(O S (S)), that is, S-points of X correspond to elliptic curves over O S (S) with level structure. The same is true for higher level structures. Let X * be the compactification of X, with analytification X * . Note that due to our assumption on the tame level, the divisor of cusps is a disjoint set of closed points, and this remains true for higher finite level structures.
For any 0 ≤ ǫ with p ǫ ∈ |L|, we denote by X * (ǫ) ⊆ X * the open subspace of the modular curve where | Ha | ≥ |p| ǫ , where | Ha | is any local lift of the Hasse invariant. For any analytic adic space Y → X * , we write Y (ǫ) ⊆ Y for the preimage of X * (ǫ). We call the elliptic curves parametrised by this open subspace ǫ-nearly ordinary.
Let X * Γ(p ∞ ) ∼ lim ← − X * Γ(p n ) be the perfectoid modular "curve" at infinite level as defined in [Sch15] . By our above notational convention, we in particular have
Recall that for any n ∈ N, the modular curve X Γ 0 (p n ) → X of level Γ 0 (p n ) relatively represents the choice of a cyclic rank p n subgroup scheme D n ⊆ E[p n ]. If 0 ≤ ǫ < 1/2, then by the theory of Lubin's canonical subgroup, any elliptic curve corresponding to a morphism S → X (p −n ǫ) admits a canonical cyclic subgroup scheme H n ⊆ E[p n ] of rank p n , which in the case of good reduction reduces to the kernel of the n-th iterate of Frobenius on E modulo p 1−ǫ . This defines a canonical section X Γ 0 (p) (ǫ) ← X (ǫ) which in fact extends to the cusps. As a consequence, the space X * Γ 0 (p) (ǫ) decomposes into two connected components 
We now want to recall how these loci behave under the Hodge-Tate period map
Zp . For this we first note that for any perfectoid (Q
, where E is an elliptic curve over R, α N is some tame level level structure depending on K p , and α : Z 2 p ∼ − → T p E is a trivialisation of the Tate module (see [Heu, Cor. 3 .2]). For notational convenience we also fix the following. Write e 1 , e 2 for the standard basis of Z 2 p .
(i) For any triple (E, t, α) as above we denote by α Γ 1 (p ∞ ) the element α(e 1 ) ∈ T p E. Equivalently, this is a monomorphism f :
Definition 2.1. Let E be an ǫ-nearly ordinary elliptic curve. Then we say that a p-divisible
Definition 2.2. Let E be an ordinary elliptic curve. Then E has canonical subgroups H n of rank p n for all n. We call the p-divisible group
2.2. The Hodge-Tate period map around ∞ ∈ P 1 . By [Sch15, Lemma III.3.6 ], the preimage of P 1 (Z p ) under π HT is given by the closure of X * Γ(p ∞ ) (0). In other words, it parametrises (E, α N , α) with E ordinary. The preimage of ∞ = (1 : 0) can be described as follows.
away from the cusps correspond to (E, t, α :
where E is ordinary and Γ 0 (p ∞ )(α) is the canonical p-divisible subgroup.
Proof. It suffices to check this on fibres, and thus on (C, C + )-points where C is complete algebraically closed. Then E is necessarily ordinary. The Hodge-Tate filtration is therefore rational, and by definition π HT (x) ∈ P 1 (Z p ) is given by the line
p , the condition π HT (x) = (1 : 0) means precisely that α(e 1 ) generates T p H. In particular, α Γ 0 (p ∞ ) is the canonical subgroup.
When we now pass to open neighbourhoods of ∞ ∈ P 1 , then these correspond to trivialisations α that are "near to canonical". We fix some notation to make this precise:
Definition 2.4. Let z be the canonical parameter at ∞ ∈ P 1 given by the identification of schemes A 1 ∼ − → P 1 \ {0}, z → (1 : z) that sends 0 → ∞. We note that this is not the parameter that [CHJ17] choose; they work with (1 : −z), for reasons we discuss in Remark 2.7 below.
In terms of the parameter z, being "close to canonical" means that |z| is small. The relevance of this for the theory of modular forms is that for the definition, we will want to make sense of the expression κ(cz + d) for z the parameter on the image of the Hodge-Tate period map, which in general will only make sense for small z. This motivates examination of the image of
Definition 2.5. Let w ∈ Q ≥0 . Let B w (1 : pZ p ) ⊆ P 1 Zp be the affinoid subspace defined as the union of all balls B w (a) of radius w around points (1 : a) with a ∈ pZ p . We note that in [CHJ17] this is simply denoted by P 1 w , but for the comparison with the anticanonical locus we wish to emphasise that it is a neighbourhood of ∞ ∈ P 1 . Lemma 2.6. The action of Γ 0 (p) fixes the subspace B w (1 : pZ p ) ⊆ P 1
Zp . In terms of the parameter z, the action is
Proof. To see that the space is fixed by the action, it suffices to check this on C-points for C any non-archimedean field extension of Q p . It is then a consequence of the fact that
(also mentioned in [CHJ17, p. 209]) which is straightforward to see. The action is as stated since
and thus (1 : z) → (1 : (c + dz)/(a + bz)).
Remark 2.7. In the definition of modular forms in [CHJ17] , the scaling factor features (bz + d) rather than the factor (cz + d) arising in the complex case. This is ultimately due to equation (1) deviating from the usual Möbius transformation action given by a b c d · z = (c + dz : a + bz); More precisely, the authors use the right action by z · γ → γ ∨ z, and combined with the different choice of parameter (1 : −z), this gives the mentioned factor of (bz + d).
Proposition 2.8 ( [CHJ17] ). For any w > 0, there exists ǫ ≥ 0 such that π HT (X Conversely, for any 0 ≤ ǫ < 1/2 there is w > 0 such that
Proof. The first part is a consequence of [CHJ17, Theorem 2.17]. The second part is a combination of Theorem 2.17.(2) and the last paragraph of p. 219 in loc. cit. where we set n = 1, v = ǫ, and w = 1 − ǫ (we note that what is denoted by X in loc. cit. is our X * Γ 0 (p) ). 2.3. The Hodge-Tate period map around 0 ∈ P 1 . In this section, we look instead at the anticanonical locus, and show that π HT sends it to the ball B 1 (0) ⊆ P 1 of radius 1 around 0 = (0 : 1). When we use the canonical parameter at 0, the action of Γ 0 (p) on B 1 (0) is the usual Möbius transformation z → (az + b)/(cz + d). Ultimately, this results in a scaling factor (cz + d).
Definition 2.9. Let z be the parameter on P 1
Zp at 0 arising from the canonical isomorphism of schemes A 1
Zp ∼ − → P 1 Zp \{∞}, z → (z : 1), and let
Zp (|z| ≤ 1). Explicitly, the (C, C + )-points of B 1 (0) in P 1 (C) are given by (a : 1) with a ∈ C such that |a| ≤ 1.
The following lemma says that contrary to the situation near ∞, the action of Γ 0 (p) on the parameter near 0 is indeed via Möbius transformations.
Lemma 2.10. The action of Γ 0 (p) fixes B 1 (0) ⊆ P 1 . In terms of the parameter z, the action is
p , and |ax + b| ≤ 1. Thus γz ∈ B 1 (0). In order to define modular forms on X * Γ(p ∞ ) (ǫ) a of weight κ, we need to make sense of the expression κ(cπ HT 
Similarly to the situation above, this means that we further need to shrink the open neighbourhood of 0 ∈ P 1 in a way that it still contains the image under π HT of the anticanonical locus, but such that κ is defined on cz + d.
Zp be the affinoid subspace defined as the union of all balls B w (a) of radius w around points (a : 1) ∈ P 1 (Z p ) with a ∈ Z p . Lemma 2.12. The action of Γ 0 (p) fixes B w (Z p : 1).
Proof. This is a consequence of equality (2).
The following proposition is the main result of this section. Its technical significance is that it implies that for any weight κ, there is ǫ > 0 such that for any x ∈ X * Γ(p ∞ ) (ǫ) a and any
For the proof we first note the following lemma:
Proof. Since Γ 0 (p) fixes B w (1 : pZ p ), it suffices to prove this for a set of coset representatives of GL 2 (Z p )/Γ 0 (p). For this we may choose the matrices 1 0 a i 1 for a set of representatives a 1 , . . . , a p−1 of (Z p /pZ p ) × , plus the matrix ( 0 1 1 0 ). Furthermore, it suffices to prove that for any non-archimedean field C and any b ∈ pZ p and r ∈ C such that |r| ≤ |p w |, the point (1 : b + r) is sent by any of the above matrices to a point of B w (Z p : 1). This is an easy calculation.
We can apply this lemma as follows. By the second part of Proposition 2.8, we know that there is ǫ > 0 such that
. A similar argument shows that for every point x ∈ X * Γ(p ∞ ) (ǫ) a there exists γ such that γ · x ∈ X * Γ(p ∞ ) (ǫ) c is in the canonical locus. This combines to show that
where we have chosen a set of representatives 1 = γ 0 , γ 1 , . . . , γ n for the coset space GL 2 (Z p )/Γ 0 (p), and the trivial class γ 0 is left out. Since π HT is GL 2 (Z p )-invariant, we conclude:
where in the last step we have used Lemma 2.14. This proves Proposition 2.13.
Modular forms via the anticanonical locus
When [CHJ17] define modular forms at infinite level, they essentially use the canonical locus X * Γ(p ∞ ) (ǫ) c of the infinite level modular curve. In some sense, this is opposite of the direction in which [AIP15a] go when they use the anticanonical tower to define their "perfect modular forms". We now show that the approach of [CHJ17] also works on the anticanonical locus. This makes it easier to compare to the work of [AIP15a] , and gives a new way to tell whether a perfect modular form is a "usual" p-adic overconvergent form.
Let κ : Z × p → L × be a continuous character. In this chapter we define line bundles of overconvergent modular forms of weight κ over L and, more generally, for a family of weights in weight space. These bundles are defined by taking the structure sheaf of the modular curve of level Γ(p ∞ ), and then taking invariants under a group action with a factor of automorphy that mirrors the "classical" definition of modular forms.
In order to make sense of families of modular forms we will first need some background on sousperfectoid spaces. More precisely, for any open subspace U ⊆ W of weight space, we would like to define a family of overconvergent modular forms on U to be a function on U × X Γ(p ∞ ) (ǫ) a . For this to work, we need to make sure that the latter is well-defined as an adic space. This is guaranteed by the theory of sousperfectoid spaces.
3.1. Sousperfectoid spaces. Let us briefly recall from [SW17] what sousperfectoid means.
Definition 3.1.
(1) A complete Tate Z p -algebra R is called sousperfectoid if there is a perfectoid R-algebra R such that R ֒→ R splits in the category of topological R-modules. where R is sousperfectoid.
The technical importance of sousperfectoid spaces stems from the following result. Proof. By [Hub13, Corollary 1.6.10], the smooth rigid space Y can be covered by open subspaces which areétale over some disc B n = Spa(L X 1 , . . . , X n ). We may without loss of generality assume that Y is of this form, and that X = Spa(S, S + ) is affinoid perfectoid. The fibre product X × L B n then exists and is sousperfectoid because the algebra S X 1 , . . . , X n is sousperfectoid by [SW17, Proposition 6.3.3.(i) and
now exists and is sousperfectoid because algebrasétale over a sousperfectoid algebra are again sousperfectoid (Proposition 6.3.3.
(ii) op. cit.).
Definition 3.4. By a smooth weight over L we shall mean a smooth rigid space U over L together with a map U → W.
Corollary 3.5. If U be a smooth weight, then the fibre product
as an adic space and is sousperfectoid. Moreover,
Proof. The first statement is immediate from the last Corollary. The second statement follows from the observation that when (A n ) n∈N is a direct system of Tate algebras, and A ∞ is a Tate algebra with compatible morphisms
also has dense image, as can be seen by pointwise approximation.
Lemma 3.6. Let Y be an affinoid adic space over L that is either a smooth rigid space or a perfectoid space. Let G be a profinite group. Let X ∈ Y proét be an affinoid perfectoid pro-étale G-torsor. Let U be a smooth weight and set
Proof. As the statement is local on Y U , it suffices to check that for an affinoid open V ⊆ Y with affinoid perfectoid preimage 
If Y is instead a perfectoid space, the same argument still works when we instead work in the pro-étale site Y proét in the sense of [Sch17] .
Proposition 3.7. Let U be a smooth adic space over L. For any n ≥ 1 denote by h :
Proof. Over the open subset away from the cusps, the map h :
By Lemma 3.6, we thus have
We are left to extend this to the cusps. Let us first look at the case that U is a single point. For this we can use the Tate curve parameter discs of [Heu] . For any cusp c of X * there is an open immersion D ֒→ X * of the open disc D ⊆ L q defined by |q| < 1, sending the origin to c.
there is also such a Tate parameter disc D ֒→ X * Γ 0 (p n ) (ǫ) a , but since the cusps in the anticanonical tower are purely ramified, the induced morphism over X * Γ 0 (p n ) (ǫ) a → X * is D → D, q → q p n by Proposition 2.10 loc. cit. Equivalently, we may instead rewrite this as the open disc D n ⊆ L q 1/p n . By Theorem 3.7 loc. cit. In particular, after taking tilde limits, we obtain a perfectoid disc
is the associated profinite perfectoid space. By Theorem 3.20 loc. cit.,
Going back to the case of general weight U , we may without loss of generality assume that U is affinoid. The same argument then still works when we add a fibre product with U everywhere in the above discussion and work with q-
Remark 3.8. We emphasise here that this proposition is the main point at which we go further than [CHJ17] by treating the boundary.
3.2. Convergent modular forms. In order to motivate the discussion, let us first define the sheaf of convergent modular forms of weight κ.
Zp be the union of all balls B w (a) of radius w around points (a : 1)
The adic space B w (Z × p : 1) inherits the structure of an adic group from G an m = P 1 \{0, ∞} ⊆ P 1 . Note that for w > 1/p, on Z p -points we have B w (Z × p : 1)(Z p ) = Z × p compatible with the group structure. We can thus see B w (Z × p : 1) as an adic analytic thickening of Z × p . The character κ has a geometric incarnation; it can be seen as a morphism
Indeed, by the universal property of G an m , any such morphism corresponds to an element of
. In order to define convergent modular forms, one composes this morphism with the Hodge-Tate morphism as follows:
Definition 3.10. Let z be the parameter on X * Γ(p ∞ ) (0) a obtained by pullback of the parameter
Since π HT is GL 2 (Z p )-equivariant, Lemma 2.10 says that the action of Γ 0 (p) on z is given by
Definition 3.11. The space of convergent modular forms of weight κ is the L-vector space
3.3. Overconvergent modular forms. We could now simply define overconvergent modular forms to be those convergent modular forms which extend to X * Γ(p ∞ ) (ǫ) for some ǫ > 0; however, one would like to give a more conceptual definition like Definition 3.11. For this, we need to extend the function κ(cz + d) over some ǫ-neighborhood. Concretely, we want there to exist some w > 0 (depending on κ) and ǫ > 0 such that κ extends from
It is a result from [Buz07] that κ has an analytic continuation to B w (Z × p : 1) for small enough w and ǫ > 0. In fact, this holds more generally: let U be any open subspace of W (see Definition 1.5). This corresponds to a morphism
. Let us from now on assume that U is already contained in some quasi-compact subspace of W. In other words, when we picture W as a finite disjoint union of open discs of radius 1, we want U to be contained in some disjoint union of closed balls of radius r < 1. Under this assumption, we have the following.
Proposition 3.12. For w > 0 small enough there is a unique morphism of rigid spaces
Proof. If U is affinoid this is a special case of [Buz07, Proposition 8.3] . In general, the assumption that U is bounded ensures that U is contained in some affinoid open subspace of W.
Using this and Proposition 2.13 we can then make the following definition:
Proof. This is a consequence of Proposition 3.12 and equation (5).
We can now give the definition of sheaves of overconvergent modular forms.
Definition 3.15. For n ∈ Z ≥1 ∪ {∞}, we define a sheaf ω
to obtain a sheaf on the tame level modular curve as usual.
For n = ∞ this defines a sheaf of modular forms on X * U ,Γ 0 (p ∞ ) (ǫ) a which, by analogy to [AIP16a] , we call the sheaf of perfect modular forms. We will later see that this is a line bundle.
Definition 3.16. Let U be a point or a quasi-compact open subspace of W and let n ∈ Z ≥1 ∪ {∞}. We define the space of overconvergent modular forms of weight U , level Γ 0 (p n ), and radius of overconvergence ǫ to be the L-vector space
Motivated by the Atkin-Lehner isomorphism, we also set
, but for n = ∞ there is no such isomorphism any more.
In the case where U is a point {κ}, we simply write ω U n as ω κ n .
3.4.
Comparison to overconvergent modular forms of classical weights. Recall that on X * we have the usual differential bundle ω, defined to be the extension to the cusps of the analytification of the bundle π * Ω E univ |X on X, where π : E univ → X denotes the universal elliptic curve. By a slight abuse of notation we denote by the same symbol its pullback to
In this section, we show that, as the notation suggests, for characters κ of the form x → x k the sheaf ω κ can be identified with ω ⊗k . This shows that our definition agrees with the usual spaces of overconvergent modular forms for classical weights κ. In particular, they contain the spaces of classical modular forms at such weights.
Throughout we closely follow [CHJ17] , the only difference being that we work with the anticanonical locus and therefore need to make the opposite definitions. The key to the comparison is the isomorphism of line bundles Recall that the line bundle O(1) on P 1 is the dual of the tautological bundle O(−1). The total space T (−1) → P 1 of O(−1) can be seen on C-points as a moduli space of pairs (L, x) of a line L ⊆ C 2 together with a point x ∈ L. Recall that the C-points of the total space T (1) → P 1 of the dual line bundle O(1) parametrise pairs (L, y) of a line L ⊆ C 2 together with a point y ∈ C 2 /L on the quotient. Equivalently, this is the data (ϕ, y) of a linear projection ϕ : C 2 ։ Q with kernel of rank 1, and a point y ∈ Q.
Using this description of O(1), one can now illustrate equation (6) as follows.
Let HT E : T p E → ω E be the Hodge-Tate map of E. Then in terms of the moduli interpretations of the total spaces T (q * ω) → X * Γ(p ∞ ) and T (1) → P 1 , the isomorphism q * ω = π * HT O(1) is given in the fibre of x by the morphism
Following [CHJ17] , we now compare ω κ for κ = id to the bundle of differentials ω = π * Ω E univ |X by choosing an explicit trivialisation of O(1) over B w (Z p : 1), and comparing the pull-back to X * Γ(p ∞ ) (ǫ) to local trivialisations of the differential bundle ω.
Definition 3.18. Let s be the global section P 1 → T (1) given by
where the second component lies in C 2 / ( x y ) . This section is non-vanishing away from the point (1 : 0) = ∞ ∈ P 1 , and in particular it is invertible over B w (Z p : 1) ⊆ P 1 .
We need to compute the action of Γ 0 (p) on s over B w (Z p : 1) in terms of the parameter (z : 1). To this end we first note that the natural equivariant action of Γ 0 (p) on O(1) is given by 
where we recall z is the pullback of the parameter z to a function on X * Γ(p ∞ ) (ǫ) a . We note:
where e 1 = (1, 0) ∈ Z 2 p and where HT E : T p E → ω E is the Hodge-Tate map. Proof. This is a consequence of Lemma 3.17.
Proof. Since s is a non-vanishing section of q * ω over X * Γ(p ∞ ) (ǫ) a , the sections of q * ω ⊗k are all of the form f · s ⊗k for f ∈ O(X * Γ(p ∞ ) (ǫ) a ). Of these sections, the ones coming from sections of ω ⊗k , that is sections defined already over X * Γ(p n ) (ǫ) a , are exactly the Γ 0 (p)-equivariant ones. But
Remark 3.22. While the analogy to the complex situation is very close, one notable difference is that on the complex upper half plane H the canonical differential η can satisfies γ * η can = (cz + d) −1 η can , whereas on X * Γ(p ∞ ) (ǫ) a one has γ * s = (cz + d)s. The different signs can be explained as follows: both constructions of modular forms depend on a canonical trivialisation of the automorphic bundle ω on the covering space, which is H in the complex case and X * Γ(p ∞ ) (ǫ) a in the p-adic case. But there is a sign difference in the canonical trivialisation: consider the universal trivialisation α : Z 2 ∼ − → H 1 (E, Z) on H and let α i denote the image of the standard basis vector e i of Z 2 . Then the canonical non-vanishing differential η can is defined via the pairing :
to be the unique differential such that α 1 η can = 1. As a consequence, when we denote by q * ω the pullback of ω via H → Y = SL 2 (Z)\H, then using the natural period map ι : H ֒→ P 1 , α → α 2 w can : α 1 w can we have a natural isomorphism
On the other hand, in the p-adic case, the trivialisation is given using the image α 1 of e 1 under the Hodge-Tate map α : Z 2 p → T p E. The canonical differential is then the image of α 1 under HT : T p E = Hé t 1 (E, Z) → ω E ∨ = ω E and as discussed earlier, the period map π HT : X * Γ(p ∞ ) (ǫ) a → P 1 therefore induces an isomorphism q * ω E = π * HT O(1). In summary, in the complex case one trivialises ω ∨ E whereas in the p-adic case it is ω E ∨ , therefore one description of ω E is by comparing to O(−1) whereas the other uses O(1), and it is this difference that ultimately leads to the different signs in the definition of modular forms.
Comparison with the modular forms of Andreatta-Iovita-Pilloni
In the last section, we have seen that for classical weights, our definition of modular forms can be identified with the classical definition. In this section, we extend this and compare with the definition of p-adic overconvergent modular forms of overconvergent p-adic modular forms in [AIP15a] . More precisely, this section will be dedicated to the proof of the following theorem.
Theorem 4.1. Let U be any smooth weight over L. Then there is a natural isomorphism
where ω U AIP is the bundle of overconvergent p-adic modular forms of weight U on X * (p −1 ǫ) as defined in [AIP15a] . In particular, the sheaf ω U is a line bundle on X * (p −1 ǫ) × U . There is also an infinite level version of this result: after base change to L and passage to the generic fibre, the bundle w U ∞ of perfectoid modular forms of weight U defined in [AIP15a] can be equivalently regarded as a line bundle ω U AIP,∞ on the sousperfectoid space X * Γ 0 (p ∞ ) (ǫ) a × U . We then show: Theorem 4.2. Let U be any smooth weight over L. Then there is a natural isomorphism
Before we prove the theorems, we shall briefly recall the construction of ω U AIP . 4.1. Comparison with the Pilloni-torsor. The construction of ω U AIP relies on the Pilloni torsor, which lives over the Igusa tower. By identifying Igusa curves with the anticanonical locus of modular curves of level Γ 1 (p n ), we will show how the section s from the last section induces a natural map from X * Γ(p ∞ ) (ǫ) a into the Pilloni torsor, allowing a direct comparison of the modular forms in [AIP15a] with those defined in Definition 3.15 of this paper. This is similar to §2.7 in [CHJ17], but we have to take additional care over the boundary; in the quaternionic case treated op. cit., every false elliptic curve has good reduction. Once this is dealt with, the comparison is in fact slightly easier because the anticanonical locus admits a map into the Pilloni torsor which directly compares the two definitions.
For any n ∈ N, recall that for ǫ < 1/2p n the universal elliptic curve E univ → X (ǫ) admits a canonical subgroup H n → E univ of rank p n , characterised on the good reduction locus by the property that its reduction mod p 1−ǫ is given by ker F n , where F is Frobenius. It isétale locally isomorphic to µ p n . Moreover, the group H n canonically extends to a finiteétale rigid group over X * (ǫ): one way to see this is to use the canonical subgroup of the semi-abelian scheme [AIP15a] . Another way is to work with the generalised elliptic curves of Conrad [Con07] . Alternatively, one can simply see this explicitly: the group H n over X (0) is non-canonically isomorphic to µ p n , which can be canonically extended to the group µ p n over X * (ǫ).
Definition 4.3. Let ǫ < 1/2p n . Then the Igusa curve X * Ig(p n ) (ǫ) → X * (ǫ) is the finiteétale (Z/p n Z) × -torsor relatively parametrising isomorphisms of group schemes Z/p n Z → H ∨ n . Consider now the pullback of the differential bundle ω to X * Ig(p n ) (ǫ), and denote the total space of this pullback by T n (ǫ) → X * Ig(p n ) (ǫ). In terms of moduli, this parametrises triples (E, ψ, w), where ψ : Z/p n Z ∼ − → H n (E) ∨ is a trivialisation and w ∈ ω E . Following [Pil13] , the Pilloni-torsor is now an open subspace
defined as follows. It suffices to say for any algebraically closed field extension C of L what the C-points of F n (ǫ) are. For any C-point x of X * Ig(p n ) (ǫ), let E 0 be the corresponding semi-abelian scheme over O C , obtained from pullback of the universal semi-abelian scheme over
. This is an elliptic curve over O C in the case of good reduction, and is G m over the cusps. Away from the cusps, the generic fibre of E 0 is the elliptic curve E corresponding to x. In any case, in the integral setting over O C , there is now a "finite level version" of the Hodge-Tate map, namely HT :
Note that on the generic fibre we have ω Hn(E) = 0 since it is a p-torsion C-vector space, so one really has to work with the integral model H n (E 0 ) here. The inclusion H n (E 0 ) → E 0 induces on differentials a map (10)
is the open subspace of T n (ǫ) whose C-points correspond to triples (E, ψ, w) where ψ : Z/p n Z ∼ − → H n (E) ∨ and w ∈ ω E such that w ∈ ω E 0 ⊆ ω E and the image of w under ω E 0 → ω Hn(E 0 ) is the same as HT •ψ(1). In other words, relatively over X * Ig(p n ) (ǫ) the space F n (ǫ) parametrises lifts of HT •ψ(1) ∈ ω Hn(E 0 ) to ω E 0 . The bundle ω U AIP is then defined in [Pil13] and [AIP15a] as follows: one shows that the G m action on T n (ǫ) restricts to a Z × p (1 + p w G a )-action for some w > 0 small enough. Using the same analytical continuation argument as in Proposition 3.12, one shows that
One can see this construction from a slightly different viewpoint as follows. From now on, let ǫ < 1/2. Then we can "mirror" the whole construction through the Atkin-Lehner isomorphism
where away from the cusps, D n ⊆ E[p n ] is an anticanonical subgroup. Over the cusps, the bottom line is to be suitably interpreted, for instance in terms of generalised elliptic curves, by sending (T ate(q), q 1/p n ) to T ate(q 1/p n ). The dual of the isogeny E → E/D n is given by quotienting by the canonical subgroup H n (E/D n ). Emphasising the relation to Frobenius and Verschiebung, we denote the isogeny E/D n → E by F n and E → E/D n by V n . We then have a short exact sequence 0
In particular, the isomorphism from (11) extends to give:
Lemma 4.5. There is a commutative diagram with horizontal isomorphisms 
Note that this relative moduli interpretation also works over the boundary, using the extension of D n to the cusps. For any n, sending E → E/D n induces a "Verschiebung" isomorphism
We denote its inverse by F −n . Verschiebung then lifts to a canonical isomorphism
The comparison with the Pilloni torsor now relies on the following lemma (cf [AIP15a, p 31]):
Lemma 4.6. There is a natural morphism
Proof. Note that the description of HT ∞ also makes sense over the cusps, when we interpret E/D n appropriately using generalised elliptic curves. It therefore defines a morphism
where we recall that by definition T n (ǫ) is the total space of the pullback of ω to X * Ig(p n ) (p −n ǫ). It now suffices to check on C-points that the image of this morphism lands in the F n ⊆ T n (ǫ).
For this we need to work with semi-abelian models, by definition of the Pilloni torsor. Let x be a C-point of X * Γ 1 (p ∞ ) (ǫ) a and let E/C be the associated generalised elliptic curve. To keep notation light, we write
Let E ′ 0 be the associated semi-abelian scheme over O C . Then by definition, the point
where β := F −n • α. It suffices to prove that this is the same as the image of Z/p n Z
In the case of good reduction, this is indeed the map F n because under D n = H ∨ n , it is induced by F n : E/D n → E. In any case, by functoriality of the Hodge-Tate map we get a commutative diagram
The bottom line of this evaluated at 1 is HT ∞ (x) by definition. On the other hand, since F n • β = α, the upper line of this diagram is equal to the morphism HT • α n used in the definition (10) of the Pilloni torsor. This shows that HT ∞ (x) is indeed a lift of HT • α n (1).
Using the natural isomorphism
Lemma 4.7. As sections of ω over X * Γ(p ∞ ) (ǫ) a we have HT ∞ = s. In particular, we may regard s as the map
But when regarded as a section of ω E over X * Γ(p ∞ ) (ǫ) a , this agrees with s by Proposition 3.20.
Proving Theorems 4.1 and 4.2.
Proof of Theorem 4.1. Let f be a section of ω U AIP . For simplicity of notation, let us assume that f is a global section, even though the proof works for any sections. We may then regard f as a function F n (ǫ) × U → A an . To see that s * f = f • s is a section of ω U , we use the following diagram
for any γ ∈ Γ 0 (p n ), where m denotes the natural scalar multiplication map. Here the right square is commutative by definition of ω U AIP , and the left square commutes by equation (8). The commutativity of the outer square then means that
We are left to see that this is an isomorphism. Since ω U AIP is a line bundle, we can construct a section of ψ as follows: tensor both sides with (ω U AIP ) −1 to get a morphism
where q :
Since the composition is the identity, it suffices to check that
is injective. But this is easily checked locally: over any open subset
(ǫ)a×U is trivial, we have to show that the map
is injective. But this follows because f is non-vanishing and thus invertible. 
where q and q ′ are the respective forgetful maps to
. which follows from Lemma 3.6.
Hilbert modular varieties
Notation 5.1.
(1) Let F be a totally real field of degree g over Q and let d denote the absolute different of F/Q. Let Σ denote the set of infinite places of F . (2) Let p be a rational prime and
For a fractional ideal r, let r + denote the totally positive elements in r; in general '+' will denote 'totally positive'. Moreover, let r * denote r −1 d −1 . We then have a trace pairing Tr F/Q : r × r * → Z.
where the map G → Res F/Q G m is given by the determinant morphism and G → Res F/Q G m is given by the diagonal morphism. (6) Let h 0 : S := Res C/R → G C be the map sending a + ib ∈ S(R) = C × to a b −b a . Let X denote the conjugacy class of h 0 under conjugation by G(R). Note X is isomorphic to (H ± ) Σ and the connected component of the identity X + is isomorphic to H Σ .
Remark 5.2. Note that G der = G * ,der = Res F/Q SL 2 and G ad = G * ,ad . 5.1. Hilbert modular varieties as Shimura varieties. The Hilbert modular varieties we consider in this paper have the structure of Shimura varieties: Definition 5.3. Let K be an open compact subgroup of G(A ∞ ). Let Sh K (G, X) denote the Shimura variety of level K over Q whose C-points can be described as the double quotient
where G(Q) acts by left translation on both G(A ∞ ) and X, and K acts by right translation on G(A ∞ ). Similarly, if K * is an open compact subgroup of G * (A ∞ ), there exists a Shimura variety Sh K * (G * , X) over Q whose C-points are given by
where G * (Q) + denotes the elements of G * (Q) with totally positive determinant. These Shimura varieties (for both G and G * ) admit models over Q.
We also recall the following definition:
Definition 5.4. (i) A Shimura variety is said to be of Hodge Type if it can be realised as a closed subspace of a Siegel Shimura variety.
(ii) A Shimura datum (G, X) is called of abelian type if there exists a Shimura datum (G 1 , X 1 ) of Hodge type, together with a central isogeny G der 1 → G der which induces an isomorphism between the associated adjoint Shimura data (G ad 1 , X ad 1 ) → (G ad , X ad ).
The Shimura varieties Sh K * (G * , X) are of PEL type, and therefore in particular of Hodge Type. The Shimura varieties Sh K (G, X) are of abelian type, where in the definition we can take (G 1 , X 1 ) to be (G * , X) by Remark 5.2.
The group we are most interested in is G, because it gives rise to the usual definition of Hilbert modular forms. However, when defining perfectoid versions of the above spaces it will be convenient to work with the stronger condition that our spaces are of Hodge type, and consequently we will mainly work with G * and later deduce the required results for G.
We work mainly with the following level groups.
Definition 5.5. (Level groups for G). Let n be an ideal in O F .
(
Definition 5.6. (Level groups for G * ). Let c be a fractional ideal in O F , and define
where g c = ( 1 0 0 c ) for c ∈ A ∞ F with associated fractional ideal c. We define K * 0 (c, n) and
In general, the Shimura variety Sh K 0 (n) (G, X) is disconnected. Let h + denote the narrow class number of F and let {c i } denote a full set of representatives for the narrow class group. On C-points, we have
By contrast, the Shimura varieties Sh K * 0 (c,n) (G * , X) are connected, and we have Sh
In particular, this can be realised as a quotient of a connected component of the C-points of Sh K 0 (n) (G, X).
5.2.
Hilbert modular varieties as moduli spaces. Hilbert modular varieties for G * arise as solutions to a certain moduli problem of abelian varieties.
Definition 5.7.
(1) An abelian variety with real multiplication (AVRM /S ) by F over a scheme S is an abelian scheme A → S together with an embedding of algebras ι A : O F ֒→ End(A/S). We denote by g the relative dimension of A.
(this is implicitly saying that the Deligne-Pappas condition holds). (3) A Hilbert-Blumenthal abelian variety over S (HBAV /S ) is a triple (A, ι A , λ) , where (A, ι A ) is an AVRM /S and λ is a c-polarisation.
Remark 5.8. If the discriminant of F is invertible in S then the Deligne-Pappas condition is equivalent to the Rapoport condition, which asks that for π : A → S the sheaf π * Ω 1 A/S is (Zariski) locally free of rank 1 over
Definition 5.9. Following [Hid04], we consider the following fibred category A F , whose objects are triples (A, ι A , λ) /S where A is a HBAV /S with a c-polarisation λ, real multiplication given by ι A and the fibre functor is (A, ι A , λ) /S → S. The morphisms are given by O F -linear morphisms
5.3. Level structures for Hilbert-Blumenthal abelian varieties.
Definition 5.10. Let (A, ι, λ) in A F . Let n be a non-zero ideal with n ∩ Z = (N ). We have the following level structures for G * :
(1) A Γ * 0 (n)-level structure is a choice of a subgroup scheme C n ⊂ A which is a submodule for the O F -action, and whichétale locally is isomorphic as an O F -module to O F /n. 
such that there is b ∈ (Z/N Z) × for which the following diagram commutes:
In other words, α is an isomorphism that induces a similitude of pairings, where e N is the Weil pairing.
We define a moduli problem as follows. Let n be a non-zero ideal with n ∩ Z = (N ) and N > 3 coprime to p. Now consider the functor
where E µn,Kp (S) is the set of isomorphism classes of (A /S , ι, λ, Φ n , K p ), with λ a c-polarisation, Φ n a Γ * 1 (n)-level structure and K p a choice of level structure at p. For us K p will always be one of Γ *
• (p n ) for • ∈ {∅, 0, 1} and n ∈ Z ≥0 ∪ {∞}. We will call K p the wild level and µ n the tame level. It is well-known that for Γ * and Γ * 1 level structures, this functor is representable. We let X(c, µ n , K p ) Z[1/N ] denote the Hilbert moduli scheme over Z[1/N ] representing this functor, and by X(c, µ n , K p ) R the base change to any Z[1/N ]-algebra R. We write X(c, µ n ,
One can relate these moduli spaces to the Shimura varieties above. Let us, for example, consider the case with trivial wild level. Then we have
so that one has X(c, µ n )(C) = G * 1 (c i , n)\H Σ . As noted above, this can be realised as a quotient of the connected component of Sh K 1 (n) (G, X) at c. We make this more explicit. Note that multiplication by ǫ ∈ O ×,+ F gives an isomorphism (A, ι, λ, µ n ) ∼ = (A, ι, ǫ 2 λ, ǫµ n ). Consider the action of O ×,+ F on X(c, µ n ) Z[1/N ] by ε(A, ι, λ, µ n ) = (A, ι, ελ, µ n ). The above then shows that this action factors through O n := O ×,+ F /(1 + nO F ) 2 . By analogy with the decomposition of Shimura varieties above, define
where {c i } is a fixed set of representatives for the narrow class group of F . Then X 1 (n)/O ∼ = Sh K 1 (n) (G, X). From this description it is also easy to see how one can descend from Hilbert modular forms for G * to arithmetic Hilbert modular forms (for G) by using the action of O n .
Remark 5.11. The map (G * , X) ֒→ (GSp 2g , X 2g ) realising the former as a Shimura datum of Hodge type admits a simple moduli description. Indeed, the Siegel Shimura variety of genus 2g parametrises abelian varieties of dimension g together with a polarisation. The moduli problem we have just described is precisely this data with an additional O F -linear action on the abelian variety, such that the polarisation is compatible with this action in a manner that depends on c. The map is given by forgetting this additional O F -structure.
6. The Hilbert-Blumenthal variety at infinite level Notation 6.1.
(1) To ease notation, for p unramified in F , we let X Kp = X(c, µ n , K p ) and for p ramified we let X Kp = X(c, µ n , K p ) R , where X(c, µ n , K p ) R denotes the maximal open subscheme where the Rapoport condition holds (see Remark 5.8). . Let X tor → X and X * → X denote the corresponding compactification of X over L obtained by base change to L. Similarly, by base change to O L and p-adic completion we obtain formal schemes X * , X tor over Spf(O L ) with adic analytic generic fibres X * , X tor that coincide with the analytifications of X tor and X * .
Remark 6.2. Our notation suppresses the dependence on c (and on the tame level). If required, we will make the dependence clear by denoting the above objects by X * c,Kp ,X tor c,Kp , X * c,Kp , X tor c,Kp ,. . . .
Let A univ denote the universal semi-abelian scheme over X Kp and let ω A univ = e * Ω A univ /X Kp where e is the zero section. As before, we have a decomposition ω A univ = v∈Σ ω A univ ,v .
We let Ha denote the Hasse invariant and let X tor (ǫ) denote the admissible open subset of X tor defined by | Ha | ≥ |p| ǫ . Now, for n ∈ Z ≥0 take ǫ ∈ [0, (p − 1)/p n ) ∩ Q. Then by [AIP16a, Section 3.2] we have an integral model X tor (ǫ) of X tor (ǫ). Moreover, abelian schemes parametrised by X tor (ǫ) have a canonical subgroup of level n which agrees with kernel of the n-th iterated power of the Frobenius map modulo p 1−p n−1 ǫ . Following [Sch15] , we let X tor Γ 0 (p n ) (ǫ) a denote the anticanonical locus. Let 
(ii) There is a unique perfectoid space 
given by taking the quotient by the anticanonical subgroup of level n. We have formal models X tor (p −n ǫ) of X tor (p −n ǫ) and Frobenius lifts
given by taking the quotient by the canonical subgroup of level 1, which reduces to ker F modulo p 1−ǫmax . The proof then proceeds exactly as op. cit. Part (ii) follows since "tilde-limits commute with fibre products over open immersions", [SW13, Lemma 2.4.3]: the pullback of the tower over
which via pullback allow us to define 
a is just the pullback of this morphism over
, and thus alsoétale. We now have the following diagram
Since perfectoid tilde-limits of inverse systems of perfectoid spaces with affinoid transition maps exist, we obtain a perfectoid space
Similarly, one has a perfectoid space
which by the universal property of the perfectoid tilde limit agrees with the infinite level HilbertBlumenthal variety constructed in [CS17] . From now on, assuming that F = Q, we will not work with the compactified Hilbert modular varieties as by the Koecher principle (see [AIP16a, Section 8.4]) it suffices to work with the uncompactified spaces.
Remark 6.4. As in the elliptic case, we have a moduli description of the (C, O C ) points of X c,Γ * (p ∞ ) (ǫ). They are in functorial one-to-one correspondence with isomorphism classes of tuples (A, ι, λ, α, µ n ) where (A, ι, λ, µ n ) is a c-polarised HBAV over C with tame level µ n , together with a symplectic similitude
6.1. The Hodge-Tate period morphism. By [CS17] , there is a Hodge-Tate period map
g which we can restrict to X Γ * (p ∞ ) (ǫ) a . The period map can be described more explicitly as follows; let C/Q p be a complete algebraically closed field and A/C an abelian variety of dimension g. Then we have a Hodge-Tate decomposition
Now, a point x in the infinite level Siegel Shimura variety corresponds to a symplectic isomorphism T p A ∼ → Z 2g p ; then the above sequence cuts out a subspace Lie(A) ⊂ C 2g , which gives π HT (x) in the Grassmannian Gr 2g g . In the case of a HBAV, [CS17, Section 2.1] tells us we land in the smaller space (P 1 ) g ⊂ Gr 2g g . This is essentially due to the fact our abelian varieties have real multiplication. More precisely, we may interpret Σ as the set Hom Z (O F , C), from which we see 
This also allows us to compute the
. Consequently, the action on (P 1 (C)) g is the one inherited from the right action of
The following diagram summarises the relationship between the various objects defined above:
Here the dotted arrows denote the Galois group and, to simplify notation, we set
7. Overconvergent Hilbert modular forms for G * 7.1. Convergent Hilbert modular forms. In parallel to §1, we would like to work out what π HT looks like more explicitly. Like before, we begin with the ordinary locus.
Definition 7.1. We denote by P 1 (O p ) ⊆ (P 1 (C)) Σ the subset of points of the form [x v : y v ] v∈Σ for x, y ∈ O p . The subspace P 1 (O p ) is profinite, and therefore the inclusion P 1 (O p ) ⊆ (P 1 (C)) Σ has a natural geometric incarnation as a morphism
We denote by Lemma 7.2. The image of X Γ(p ∞ ) (0) under π HT is contained in P 1 (O p ). The restriction of π HT to X Γ(p ∞ ) (0) factors uniquely through a morphism
The image of X Γ(p ∞ ) (0) a is moreover already contained in the subspace
Proof. Let (A, ι A , λ) be an HBAV over C and assume that A is ordinary. Then A admits canonical subgroups H n of order p n for arbitrary n, and we obtain a rank g sublattice T p H ⊆ T p A which is a O F -submodule and isomorphic to O p . In particular, we can find a Γ * (p ∞ )-level structure α :
Moreover, in the ordinary case, T p H generates the kernel of the Hodge-Tate morphism over C. We conclude that if x is the point of X Γ * (p ∞ ) (0) corresponding to (A, ι A , λ, α), 
The last part follows from Lemma 7.6 which we shall discuss later.
At this point we can already define the sheaf of convergent Hilbert modular forms: let κ : O × p → C × be a weight. As we have done in the case of modular forms in equation (4), we can associate to this a morphism of adic spaces
p and κ a weight, we define an invertible function
Here z is the parameter on X Γ * (p ∞ ) (ǫ) a obtained by pullback of the parameter z on O p via π HT . Then since π HT is G * (Q p )-equivariant, as in Lemma 2.10, the action of γ = a b c d ∈ G 1 on z is given by
At this point we can already define the space of p-adic Hilbert modular forms (for G * ) of weight κ.
Definition 7.4. The space of (c-polarised, convergent) p-adic Hilbert modular forms (for G * ) of weight κ and tame level µ n is the L-vector space M κ,c (n, 0) := {f ∈ O(X c,Γ * (p ∞ ) (0) a ) | γ * f = κ −1 (cz + d)f for all γ ∈ G 1 }.
7.2. Overconvergent Hilbert modular forms. As in the modular forms case, for overconvergent Hilbert modular forms we need to consider analytic continuations of the weight character to be able to extend the function κ(cz + d) over the ordinary locus. For this we use the following generalisation of the spaces B w (Z p : 1) and B w (Z × p : 1) from the discussion on overconvergent elliptic modular forms.
Definition 7.5. Let w ∈ [0, 1] Σ . We define the subspace B w (1 : pO p ) ⊆ (P 1 C ) Σ to be the union of the polydiscs B wv (1 : a v ) of polyradius w for all a ∈ pO p . On C-points, this is the open subspace of (P 1 (C)) Σ consisting of those points [1 : x v ]) v∈Σ for which there is a ∈ O p such that |x v − a v | ≤ w v for all v.
We define the subspace B w (O p : 1) ⊆ (P 1 C ) Σ to be the union of the polydiscs B wv (a v : 1) of polyradius w for all a ∈ O p . On C-points, this is the open subspace of (P 1 (C)) Σ of points (x v : 1)) v∈Σ for which there is a ∈ O p such that |x v − a v | ≤ w v for all v . Similarly, we define the subspace B w (O × p : 1) ⊆ (P 1 C ) Σ to be the union of the polydiscs B wv (a v : 1) of polyradius w for all a ∈ O × p . Lemma 7.6. Let w = (w) v be parallel with 1/p > w ≥ 0. Then for any ǫ such that ǫ ≤ w/p for all, we have π HT (X Γ * (p ∞ ) (ǫ) c ) ⊆ B w (1 : pO p ). For the lemma it thus suffices to prove that |b v /a v | ≤ w for all v ∈ Σ. To this end, consider the following commutative diagram:
The reduction of e 1 ∈ T p A 0 mod p n lands in 
Proof.
Deduce from Lemma 7.6 analogously to the proof of Proposition 2.13.
Let U → W be a smooth rigid analytic space. As before the universal character then gives rise to a morphism
From now on assume that U is already contained in some quasi-compact subspace of W. One can then find an analytic continuation of κ U to a neighbourhood of O × p ⊆ C × p . More precisely: Proposition 7.8. For w U > 0 small enough, κ U extends to a unique morphism of rigid spaces Proof. This is completely analogous to Proposition 3.12.
From now on let ǫ be such that Proposition 7.7 holds. We will suppress the dependence on U to ease notation. As before, the fibre product X Γ * (p ∞ ) (ǫ) a × L U exists as a sousperfectoid adic space. Proposition 7.8 then gives: One can now define overconvergent Hilbert modular forms for G, for finite level forms. By Theorem 7.14 show that the spaces of finite level overconvergent Hilbert modular forms for G * agree with those defined in [AIP16a] . From this one can follow the same construction as in loc.cit. to define overconvergent Hilbert modular forms for G (of finite level) as well as defining Hecke operators and constructing the relevant eigenvarieties.
