I use a parametric, bijective transformation to generate heavy tail versions Y of an arbitrary random 1 variable (RV) X ∼ F X , by similar concepts as in Goerg (2011) can be used to remove skewness and heavy tails from data and then apply standard methods and models 6 to this so obtained "nice" (Gaussianised) data. The optimal inverse transformation can be estimated by 7 maximum likelihood. This transformation based approach to heavy tails also yields analytical, concise and 8 simple expressions for the cumulative distribution (cdf) G Y (y) and probability density function (pdf) g Y (y).
Contents
(1) use W τ (·) to back-transform y to latent "Normally" tailed data x τ , (2) use model M N of your choice (regression, time series models, hypothesis test, quantile estimation, graph estimation, etc.) to make inference on x τ , and (3) convert results back to the original "heavy-tailed world" of y.
any fixed parametric transformation, but it suffers from two drawbacks: i) non-parametric methods have 94 slower convergence rates compared to parametric techniques, and ii) one identifiability condition for f (·) is 95 that Ef (Y ) ≡ EY and Vf (Y ) ≡ VY . While the first point is the inherent cost for non-parametric generality, 96 the second requires Y to have finite mean and variance, which is especially limiting for heavy-tailed data 97 where this condition is often not met. Thus here we will study parametric transformations which are not as 98 general as a non-parametric variant, but do not rely on such a restrictive identifiability condition and also 99 work well for small sample sizes. a transformation based method -rather than a particular density shape -it is possible to Gaussianise even 2 Modelling heavy tails using transformations 132 As discussed in the previous section, many statistical methods have to be adapted in presence of heavy tails 133 in the data. Random variables exhibit heavy tails if more mass than for a Gaussian RV lies at the outer end only moments up to order a exist.
138

Tukey's h distribution
139
A transformation based approach to heavy tails as discussed in the Introduction is the basis of Tukey's h RVs (Tukey, 1977 )
where U is standard Normal and h is the heavy tail parameter. Tukey's h RVs are parametric heavy tail versions of a Gaussian RV with tail parameter a = 1/h (Morgenthaler and Tukey, 2000) , which reduce to the Gaussian for h = 0. Morgenthaler and Tukey (2000) extend the h distribution to the skewed, heavy-tailed family of hh RVs
where again U ∼ N (0, 1). Here δ ≥ 0 and δ r ≥ 0 shape the left and right tail of Z, respectively; thus 140 transformation (2) can model skewed and heavy-tailed data -see Fig. 3a .
141
Their use in statistical practice is limited however, as the inverse of (1) or (2) have not been available in explicit, closed form. Consequently, no closed-form expressions for the cdf or pdf are available. Although Morgenthaler and Tukey (2000) express the pdf of (1) as (h ≡ δ)
they fall short of explicitly specifying H −1 δ (z). So far this inverse has been considered analytically intractable 
143
Thus parameter estimation and inference relies on matching empirical and theoretical quantiles (Field, 2004 ; Here I provide this inverse transformation and thus also an easily computable cdf and pdf, which can be 1 There are various similar, but not exactly equivalent definitions of heavy-tailed RVs / distributions; for the context of this work these differences are not essential.
detail for the symmetric case δ = δ r = δ; analogous results for δ = δ r will be stated without a detailed 153 analysis.
154
Heavy tail Lambert W Random Variables
155
Tukey's h transformation (1) is strongly related to the approach taken by Goerg (2011) to introduce skewness 156 in continuous RVs X ∼ F X (x). It even holds that if Z ∼ Tukey's h, then Z 2 has a skewed Lambert W ×χ 2 1
Definition 2.1 (Non-central, Non-scaled Heavy-tailed Lambert W × F X Random Variable). Let U be a continuous RV with cdf F U (u | β) and pdf f U (u | β), where β is a possible parameter vector of F X (u).
Then,
is a non-central, non-scaled heavy tail Lambert W × F X RV with parameter vector θ = (β, δ), where δ is 161 the tail parameter.
162
Tukey's h distribution results for U being a standard Gaussian N (0, 1). For location-scale input, e.g. a
163
general Gaussian RV it is necessary to extend Definition 2.1.
164
Definition 2.2 (Location-scale Heavy-tailed Lambert W × F X Random Variable). For a continuous location-
with parameter vector θ = (β, δ), where U = (X − µ x )/σ x is the zero-mean, unit variance version of X.
165
The input is not necessarily Gaussian but can be any other location-scale continuous RV, e.g. uniform
166
X ∼ U (a, b). For scale family input -such as X ∼ Γ(a, b) -the following definition will be used.
167
Definition 2.3 (Scaled Heavy-tailed Lambert W × F X Random Variable). Let X be a continuous RV from a scale-family distribution F X (x/s | β). Let σ x be the standard deviation of X and U = X/σ x . Then,
is a scaled heavy-tailed Lambert W × F X RV with parameter vector θ = (β, δ).
168
Let τ := (µ x (β), σ x (β), δ) be the parameter vector 3 that defines transformation (5). For simplicity and 169 readability let H δ (u) := u exp δ 2 u 2 .
170
2 Most concepts, terminology, and methods of the skew Lambert W case relate one-to-one to the heavy tail Lambert W RVs presented here. Thus for the sake of concision I refer to Goerg (2011) for a detailed account and background information of the Lambert W framework.
3 For non-central, non-scale input set τ = (0, 1, δ) and for scale-family input let τ = (0, σx, δ). 
175
The Lambert W formulation of heavy tail Modelling is more general than Tukey's h distribution in the 176 sense that X can have any distribution F X (x), not necessarily Gaussian (Fig. 4) .
177
Remark 2.4 (Only non-negative δ). Although δ < 0 leads to interesting properties of Y I will not discuss it
178
any further: δ < 0 results in a non-bijective transformation and consequently to parameter-dependent support 179 and non-unique input. Thus for the rest of this study I will tacitly assume δ ≥ 0, unless stated otherwise.
180
In this case, if X has support on (−∞, ∞), then for all δ ≥ 0 also the location-scale 
191
Lemma 2.5. The inverse transformation of (5) is
where
and sgn(z) is the sign of z. The function W δ (z) is bijective for all δ ≥ 0 and all z ∈ R.
192
Proof. See Appendix B.
193
Lemma 2.5 gives for the first time an analytic, bijective inverse of Tukey's h transformation:
of (Morgenthaler and Tukey, 2000 ) is now analytically available as (7). Bijectivity implies that for a given 195 dataset y and parameter vector τ , the exact corresponding input x τ = W τ (y) with cdf F X (x) can be obtained.
196
In view of the importance and popularity of Gaussianity, we clearly want to back-transform skewed, heavy-197 tailed data to something Gaussian rather than yet another heavy-tailed distribution. Typically tail behaviour
198
of RVs are compared by their fourth central standardized moment γ 2 (X) = E(X −µ x ) 4 /σ for a Gaussian RV γ 2 (X) = 3. Hence it is natural to set 3 as the reference value, and for the future when we "normalize the data y" we not only subtract the mean, and divide by the standard deviation, but also transform it to data x τ with γ 2 (x τ ) = 3 -a "Normalization" in the true sense of the word (see Fig. 2b ).
202
This data-driven view of the Lambert W framework can also be useful for non-parametric density estimation,
203
where multivariate data is often pre-scaled to unit-variance, so a kernel density estimator (KDE) can use the 204 same bandwidth h in each dimension (Hwang, Lay, and Lippman, 1994; Wasserman, 2007 
207
Corollary 2.6 (Inverse transformation for Tukey's hh). The inverse transformation of (2) is 
213
Remark 2.7 (Generalized transformation). Transformation (1) can be generalized to
The inner term U 2 guarantees that the transformation is bijective for all α > 0. The inverse transformation is
For the sake of comparison with Tukey's h distribution I will here consider the α = 1 case only. For 
Distribution and Density Function
For ease of notation let
Theorem 2.8 (Distribution and Density of Y ). The cdf and pdf of a location-scale heavy tail Lambert W × 218
and
where the second equality follows as by definition
222
223
For the cdf and pdf of scale family or non-central, non-scale input set µ x = 0 or µ x = 0, σ x = 1 in Theorem 224 2.8.
225
The explicit formula (14) allows a fast computation and theoretical analysis of the likelihood for any input 
233
Corollary 2.9 (Cdf and pdf of the double-tail (hh) Lambert W × F X RV). The cdf and pdf of Z in (2) 
Quantile Function
237
The quantile function Tukey's h RV Y has been very important in statistical practice, as quantile fitting has been the standard procedure to estimate µ x , σ x , and δ (or δ and δ r ). In particular, the median of Y equals the median of X. Thus for symmetric, location-scale family input the sample median of y is a robust estimate for µ x for any δ ≥ 0 (see also Section 5). General quantiles can be computed via (Tukey, 1977) 
where u α := W δ (z α ) are the α-quantiles of the input distribution F U (u). 
, if n is even and n <
which in particular implies (Todd C. Headrick and Sheng, 2008)
Thus the kurtosis of a heavy tail Lambert W × Gaussian RV Y equals (see Fig. 5 )
For δ = 0 expressions (21) and (22) 
reduce to the familiar Gaussian values. Expanding (22) around this
Gaussian point δ = 0 yields
Ignoring O(δ 3 ) and solving the quadratic equation (taking the positive root) gives a rule of thumb estimate
where γ 2 (y) is the sample kurtosis estimate from data y and [a] + = max(a, 0).
Corollary 3.1 (Cdf and pdf of Tukey's h distribution). The cdf of Tukey's h distribution equals
where Φ(u) is the cdf of a standard Normal. The pdf equals (for δ > 0)
Proof. Take X ∼ N µ x , σ 2 x in Theorem 2.8.
250
Section 4.1 studies functional properties of g Y (y | θ) in more detail. 
Tukey's h versus student's t 252
Student's t ν distribution with ν degrees of is often used to model heavy-tailed data (Wong, Chan, and Kam, 2009; Yan, 2005) , as its tail index equals ν. Thus the nth moment of a student t RV T exists if n < ν. In particular,
and kurtosis
Comparing the second expression of (28) 
Maximum Likelihood Estimation
The MLE is that θ = (β, δ) which maximizes (29), i.e.
, the MLE depends on the specification of the input density.
Due to the multiplicative term in (14), expression (29) can be decomposed in two additive terms
is the log-likelihood of the back-transformed data x τ and
Note that R (µ x , σ x , δ | y i ) only depends on µ x (β) and σ x (β) (and δ), but not necessarily on every coordinate 270 of β.
271
Decomposition (30) shows the difference between the exact MLE β, δ based on y and the approximate 272 MLE β based on back-transformed data x τ : if we knew τ = (µ x , σ x , δ) beforehand, then we could back-273 transform y to x τ (no τ since the inverse transformation is assumed to be known) and compute β M LE
274
based on x τ (maximize (31) with respect to β). In practice, however, τ must also be estimated and this 275 enters the likelihood via the additive term R (τ | y). It can be shown that for any y i ∈ R the expression 
Properties of the MLE for the heavy tail parameter 297
Without loss of generality (and for better readability) let µ x = 0 and σ x = 1. In this case the likelihood function simplifies to
Theorem 4.1 (Unique MLE for δ). Let Z have a Lambert W × Gaussian distribution, where µ x = 0 and 298 σ x = 1 are assumed to be known and fixed. Also consider only the case δ ∈ [0, ∞).
c) There is only one such δ satisfying (37), i.e. δ M LE is unique.
302
Proof sketch. See Appendix B for a detailed proof. Condition (36) says that the MLE only yields positive estimates if the data is heavy-tailed enough. Points 311 b) and c) guarantee that there is no ambiguity in the heavy tail estimate. This is an advantage over student's 312 t distribution, for example, which has numerical problems and local maxima for unknown (and small) ν (↔ 313 5 While for some samples z the MLE also exists allowing all δ ∈ R, it can not be guaranteed for all z. The reason lies again in special properties of the Lambert W function. If δ < 0 (and z = 0), then W δ (z) is either not unique in R (principal and non-principal branch) or may not even have a real-valued solution.
Algorithm 1 Find optimal δ: function delta GMM(·) in the LambertW package.
Input: standardized data vector z; theoretical kurtosis γ 2 (X) Output: δ GM M as in (38) 
314
The global maximum property of δ M LE holds for any δ ≥ 0.
315
For future theoretical analysis regarding the MLE it is worthwhile to point out that the log-likelihood and 316 its gradient depend on δ and z only via W δ (z). Given the heavy tails in z (for δ > 0) we might expect that 317 larger δ lead to difficulties in the evaluation of integrals (e.g. expected log-likelihood, Fisher information). 
321
A disadvantage of the MLE is the mandatory a-priori specification of the input distribution. Especially for 322 heavy-tailed data the eye is a bad judgement to choose a particular parametric form of the input distribution.
323
It would be useful to estimate τ directly from the data, without the intermediate step of estimating θ first 324 (and thus no distributional assumption for the input is necessary). 
Iterative Generalized Method of Moments (IGMM)
326
Here I present an iterative method to obtain τ , which builds on the input/output aspect and relies upon 327 theoretical properties of the input X. For example, if a random variable should be exponentially distributed 328 (e.g. waiting times), but the observed data shows heavier tails then it is natural to estimate σ x = λ −1 and 329 δ such that the back-transformed data has skewness 2, as this is a particular property of exponential RVs
330
-independent of the rate parameter λ; to remove heavy tails in y we should choose τ such that the back-
331
transformed data x τ has sample kurtosis 3; or for uniform input, we can try to find a τ such that x τ has a 332 flat density estimate.
334
Here I describe the estimator to remove heavy-tails in location-scale data, in the sense that the kurtosis of 335 the input equals 3. It can be easily adapted to match other properties of the input as outlined above.
336
For a moment assume that µ x = µ (0)
x and σ x = σ (0) x are known and fixed; only δ has to be estimated.
A natural choice for δ is the one that results in back transformed data
x , δ)) with sample kurtosis γ 2 (x τ ) equal to the theoretical kurtosis γ 2 (X). Formally,
where ||·|| is a proper norm in R.
While the concept of this estimator is identical to its skewed version (Goerg, 2011) , it has one important 338 advantage: the inverse transformation is bijective. Thus here we do not have to consider "lost" data points 339 when applying the inverse transformation.
340
Algorithm 2 Iterative Generalized Method of Moments: function IGMM(·) in the LambertW package.
Input: data vector y; tolerance level tol; theoretical kurtosis γ 2 (X)
x , δ (0) ), where µ (0)
x =ỹ and σ (0)
are the sample median and standard deviation of y divided by the standard deviation factor (see also (21)), respectively.
66 γ 2 (y) − 162 − 6 → see (24) for details.
Update parameters: µ
9:
10:
Discussion of Algorithm 1: The kurtosis of Y as a function of δ is continuous and monotonically in-341 creasing (see (22)). Also u = W δ (z) has a smaller slope than the identity u = z, and the slope is decreasing 342 as δ is increasing. Thus if the kurtosis of the original data is larger than the objective kurtosis of the back-343 transformed data, γ 2 (y) > γ 2 (X), then there always exists a δ ( * ) that achieves γ 2 (x τ ) ≡ γ 2 (X) for the 344 back-transformed data.
345
By re-parametrization toδ = log δ the bounded optimization problem can be turned into an unbounded 346 one, and solved by standard optimization algorithms.
348
In practice, µ x and σ x are rarely known but also have to be estimated from the data. As y is shifted and 349 scaled ahead of the back-transformation W δ (·), the initial choice of µ x and σ x affects the optimal choice of 350 δ. Therefore the optimal triple τ = ( µ x , σ x , δ) must be obtained iteratively.
351
Discussion of Algorithm 2: Algorithm 2 first computes z
x and σ (k)
x from 352 the previous step. This normalized output can then be passed to Algorithm 1 to obtain an updated δ
, and consequently obtain 354 a better approximation to the "true" latent x by
x . However, δ (k+1) -and therefore 355 x (k+1) -has been obtained using µ (k)
x , which are not necessarily the most accurate estimates in light
. Thus Algorithm 2 computes new estimates µ
by the sample mean and standard deviation of
, and starts another iteration by passing the
to Algorithm 1 to obtain a new δ (k+2) .
359
It returns the optimal τ IGMM once the estimated parameter triple does not change anymore from one iter-360 ation to the next, i.e. if τ
An advantage of the IGMM estimator is that it requires less specific knowledge about the input, and can
363
Algorithm 3 Random sample generation: function rLambertW(·) in LambertW package.
Input: number of observations n; parameter vector θ; specification of the input distribution F X (x) Output: random sample (y 1 , . . . , y n ) of a Lambert W × F X RV.
be just seen as a data transformation rather than an accurate, "true" statistical model for the data. Usually,
364
it is also faster than the MLE. Once τ IGM M has been obtained, the latent input data x can be recovered 365 via the inverse transformation (7). This new data x τ IGMM can then be used to check if X has characteristics 366 of a known parametric distribution F X (x | β), and thus is an easy test if y follows a particular heavy-tail
367
Lambert W × F X distribution. It must be noted that tests are too optimistic as x τ will have "nicer"
368
properties regarding F X than the true x would have. However, estimating the transformation requires only 369 three parameters and for a large enough sample, losing three degrees of freedom of the test-statistics should 370 not matter in practice.
371
Remark 4.2 (IGMM for double-tail Lambert W × F X ). For a double-tail fit the one-dimensional optimization in Algorithm 1 has to be replaced with a two-dimensional optimization
Algorithm 2 remains unchanged. 
379
All results shown below are based on n = 1, 000 replications. shows that the MLE of δ is unique: either a boundary extremum at δ = 0 or the globally optimal solution 384 to (37). The results reported in Table 1 were obtained via numerical optimization restricted to δ ≥ 0. This restricted optimization problem was again transformed into an unrestricted one, usingδ = log δ. Then the function nlm in R was used to obtain the global optimumδ * , which then was transformed back to δ * = eδ * . Table 1 : Finite sample properties of δ M LE . For each N , δ was estimated n = 1, 000 times from a random sample z ∼ Tukey's h. The left column for each δ shows the average bias, δ M LE − δ ; each right column shows the root mean square error (RMSE) times √ N .
I consider various sample sizes N = 50, 100, 400, 1000, and 2000 as well as a wide range of δ ∈ {0, 1/10, 1/3, 1/2, 1, 2, 5}.
386 Table 1 shows that the MLE gives unbiased results for every δ and settles down (about N = 100) to an 387 asymptotic variance, which is increasing with δ. Assuming µ x and σ x to be known is unrealistic and thus 
392
Hence as long as δ is in a sufficiently small neighborhood of the true δ (34) and (37) are functions of almost
393
Gaussian RVs and thus standard asymptotic results still apply. 
Estimating all parameters jointly
395
Here we consider the more realistic scenario where also µ x and σ x are unknown. Similarly to the previous 396 section, we consider various sample sizes (N = 50, 100, 250, and 1000) and different degrees of heavy tails, 397 δ ∈ {0, 1/10, 1/3, 1, 1.5}, each one representing a particularly interesting situation: i) Gaussian data (does 398 additional -superfluous -estimation of δ affect other estimates?), ii) slightly heavy-tailed data, all moments 399 < 10 exist, iii) fourth moments do not exist anymore, iv) non-finite variance, v) non-existing mean, vi) 400 extremely heavy-tailed data (does the MLE provide useful estimates at all?).
401
Remark 5.1 (Computational problems with Lambert's W function). For the joint estimation, numerical 402 overflow problems became much more frequent in the estimation if the true δ was set to larger values than 2.
403
Hence the largest δ considered here is δ = 1.5. While this issue has been reported to the authors of the gsl 404 package, it still remains unresolved.
405
Again optimization is restricted to δ ≥ 0 for Lambert W MLE and IGMM. Due to numerical problems in 406 IGMM, it is also restricted to a search in δ ≤ 10. (e) Extreme heavy tails: δ = 1.5 Table 2 : Based on n = 1, 000 replications each. In each sub-table: (first rows) average, (middle rows) proportion of estimates below true value, (bottom rows) empirical standard deviation times √ N .
For IGMM the tolerance level was set to tol = 1.22 · 10 −4 and the Euclidean norm was used. 
. Some entries in the σ y column contain
416
"∞", even for δ which still imply finite variance. This can occur if at least one of the 1, 000 estimates for δ 417 is greater or equal to 1/2. In this case the implied estimate σ y = ∞ and thus the average over all n = 1, 000 418 estimates is also "∞".
419
The location parameter is the same for the input as for the output for any δ < 1, µ x = µ y , thus they can Table 2a shows that under Gaussianity all estimators are unbiased and quickly tend to a large-sample have smaller empirical standard deviation for the location parameter than the Gaussian MLE or the median.
435
Also using Lambert W estimators does not give worse estimates for σ y .
436
No fourth moment: δ = 1/3. The true standard deviation of the output equals σ y (δ, σ x = 1) = 2.2795.
437
For this degree of heavy tails fourth moments do not exist anymore, which reflects in an increasing empirical 438 standard deviation of σ y as N grows. In contrast, estimates for σ x are not drifting off. In presence of these 439 large heavy tails the median outperforms the Gaussian MLE and IGMM as it is much less variable than the 440 latter two. However, it is not as good as the Lambert W × Gaussian MLE for µ x .
441
Non-existing mean: δ = 1. Here not only the standard deviation but also the mean is non-finite. Thus 442 both sample moments diverge, and their empirical standard deviation is also growing very quickly with √ N .
443
The median still provides a very good estimate for the location, but is again inferior to both Lambert W 444 estimators, which are unbiased and seem to converge to an asymptotic variance at rate √ N .
445
Extreme heavy tails: δ = 1.5 As in Section 5.1, IGMM and Lambert W MLE still provide unbiased estimates, even though the data is extremely heavy-tailed. The Lambert W MLE is not only unbiased but 447 also has the smallest empirical standard deviation amongst all alternatives. In particular, the Lambert W
448
MLE for the location has an approximately 20% lower standard deviation than the median.
449
The last column shows that for some N about 1% of the n = 1, 000 simulations generated invalid likelihood 450 values (NA and ∞) since the search for the optimal δ lead into regions which lead to a numerical overflow in 451 the evaluation of W δ (z). For an informative summary table, these few cases were omitted and new simulations 452 added until a full n = 1, 000 finite estimates were found. Since this only happened in 1% of the cases and 453 also such heavy-tailed data is rarely encountered in practice, this numerical issue is not a real limitation for 454 statistical practice. This simulation study confirms well-known facts about the sample mean, standard deviation, and median
457
and compares them to finite sample properties of the two Lambert W estimators. The median is known to 458 be a robust estimate of location, which shows here as its quality does not depend on the thickness of the 459 tails.
460
IGMM is unbiased estimator for τ independent of the value of δ. As expected the Lambert W MLE for 461 θ has the best properties: it is unbiased for all δ, and has the same empirical standard deviation as the
462
Gaussian MLE for small δ, and lower empirical standard deviation than the median for large δ. 
474
This section shows the usefulness of the presented methodology on simulated as well as real world data:
475
Section 6.1 demonstrates the Gaussanizing 7 capabilities on a Cauchy random sample from the Introduction,
476
Section 6.2 shows that heavy tail Lambert W × Gaussian distributions provide an excellent fit to daily S&P 477 500 log-return series, and finally Section 6.3 shows that removing heavy tails reveals hidden patterns in 478 power-law type data.
479
7 Function Gaussianise in the LambertW package.
Estimating the location of a Cauchy using the sample mean
It is well-known that the sample mean y is a poor estimate of the location parameter of a Cauchy distribution, since the sampling distribution of y is again a Cauchy; in particular, its variance does not go to 0 for n → ∞. Although being a toy example, it shows that removing (strong) heavy tails from data works and provides 505 new "nice" data which can then be used for more refined models. Figure 7a shows the S&P 500 log-returns with a total of N = 2, 780 daily observations. 9 Table 3c (Table 4c ) and student-t fit (Table 4d) Table 3c also 560 shows that Lambert W "Gaussianiziation" was successful: empirical kurtosis is close to 3, and although the 561 sample skewness is still negative, a value of −0.039 is within the typical variation for a Gaussian sample. 
is an adequate (unconditional) model for the S&P 500 log-returns y. For the trading decision this means 563 that the expected return is significantly different from zero, and thus a trading certificate should be bought
564
( µ x = 0.055 > 0). -and thus t and p-values -should be closer to the "truth" (Table 4c and 4d) than a Gaussian MLE on the 570 non-Gaussian y (Table 4e ). Table 4f shows that the standard errors for µ x are indeed much closer; they are 571 even a little bit too small compared to the heavy-tailed versions. Since the "Gaussianising" transformation 572 was estimated, treating x τ M LE as if it was original data is too optimistic regarding its Gaussianity (compare 573 to the penalty term (32) in the overall likelihood (30)).
575
This example confirms that if a model and its theoretical properties are based on Gaussianity, but the 576 observed data is heavy-tailed, then Gaussianising the data first gives more reliable inference than applying 577 the Gaussian methods to the original, heavy-tailed data (Fig. 1) . Clearly, a joint estimation of the model The previous section focused on Lambert W × F X distributions as a "true" model for the data y. Here I 585 consider it merely as a data transformation to remove heavy tails. In the same way as scaling y to zero-mean, 586 unit-variance data (y − y)/ σ y does not necessarily mean we believe the underlying process is Gaussian, we 587 can also convert y to x τ = W τ (y) without assuming that the data is actually Lambert W × Gaussian. While 588 x τ might not be as easily interpretable as the original data, it can be helpful for exploratory data analysis 589 (EDA), as the eye is a bad judgement to detect regularities corrupted by heavy tails. Removing them can 590 reveal hidden patterns and thus greatly improve the accuracy of statistical models for y. It is also worth pointing out the educational value of this transformation based approach, as it can be 643 taught in introductory classes and thus already early on promote heavy-tailed statistics with enduring value. δz 2 (1+W (δz 2 )) and re-factorising gives (67).
788
A.3 Properties of the Gaussian log-likelihood evaluated at W δ (z)
789
The next lemma shows that increasing δ always increases the input log-likelihood (δ | u δ = W δ (z)) -see also 
Proof. The log of the standard Gaussian pdf evaluated at the Gaussianised data W δ (z) simplifies to log 1
The rest follows by Lemma A.3. 
i.e. actually transforming the data (choosing δ > 0) increases the overall likelihood only if the data is 808 heavy-tailed enough. It is important to point out that the sum of squares is not squared again. Hence 809 the condition is not equivalent for the data having empirical kurtosis larger than 3. i) Since lim δ→∞ W δ (z) = 0 for all z ∈ R, (84) is also true in the limit; however, we can ignore this 813 solution as we require δ M LE ∈ R.
814 ii) By continuity and lim δ→∞ W δ (z) = 0 it also follows that for sufficiently large δ M , W δ M (z i ) < 1 for all z i ∈ R. Hence W δ M (z i ) 4 < W δ M (z i ) 2 and therefore 1 2
which shows that D(δ | z) | δ≥δ M < 0. That is D(δ | z) is approaching 0 from below for δ → ∞. 
