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THE AVERAGE NUMBER OF INTEGRAL POINTS ON ELLIPTIC CURVES IS
BOUNDED
LEVENT ALPOGE
ABSTRACT. We prove that, when elliptic curves E/Q are ordered by height, the average
number of integral points #|E(Z)| is bounded, and in fact is less than 66 (and at most 8
9
on the minimalist conjecture). By “E(Z)” we mean the integral points on the corresponding
quasiminimal Weierstrass model EA,B : y
2 = x3 + Ax + B with which one computes the
naı¨ve height. The methods combine ideas from work of Silverman, Helfgott, and Helfgott-
Venkatesh with work of Bhargava-Shankar and a careful analysis of local heights for “most”
elliptic curves. The samemethodswork to bound integral points on average over the families
y2 = x3 +B, y2 = x3 + Ax, and y2 = x3 −D2x.
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1. INTRODUCTION
The question of counting the number of integral solutions to an equation of shape y2 =
x3 + Ax+ B goes back at least to Fermat, who, on considering this question for specific A
and B (e.g. one of his challenge problems to the English was to find all integral solutions
to y2 = x3 − 2), developed his method of descent. Fermat also applied this method to
show certain such equations had no nontrivial rational solutions (famously, y2 = x3 − x,
showing that 1 is not the area of a right triangle with rational sides), leading to the question
of counting the number of rational solutions to such equations as well.
This last question has seen great progress. Certainly the number of solutions is either
infinite or finite, and density considerations ([15]) imply that 0% of curves with finitely
many rational points have any at all. Recent work of Bhargava-Shankar [5] and Bhargava-
Skinner-Zhang [9] implies that, in fact, both possibilities — infinitely many and none at
all — occur with positive probability. This agrees with the expectation derived from the
Birch and Swinnerton-Dyer conjecture of each possibility occurring with probability one
half (the “minimalist conjecture” of Goldfeld and Katz-Sarnak).
Progress has also been made for equations of shape y2 = f(x)with f ∈ Z[x] of fixed odd
degree 2g + 1 > 3. Here, by Faltings’s theorem, one cannot have infinitely many solutions,
and indeed one expects none with probability 1. In fact Poonen-Stoll [31], building onwork
of Bhargava-Gross [3], were able to prove that such a curve has no rational solutions with
probability at least 1− (12g + 20)2−g, which is quite close to 1 for g very large.
But the analogous question for integral points on elliptic curves does not yield to these
methods. By a theorem of Siegel there are only finitely many solutions to y2 = x3+Ax+B
if A and B are such that the discriminant of the cubic, −4A3 − 27B2, is nonzero, so that
the equation defines an elliptic curve. Therefore we are in a situation like that of Poonen-
Stoll/Bhargava-Gross, and similarly we expect to have no integral solutions with proba-
bility 1.1 But despite the expected paucity of curves with integral points, until now it was
not known whether the average number of integral points on elliptic curves is bounded.
In this paper we show that it is indeed bounded — in fact, by 66.
Let us now be more precise. An elliptic curve E/Q has a unique Weierstrass model of
the form EA,B : y
2 = x3 + Ax + B, where A and B are such that p4|A =⇒ p6 ∤ B and
−4A3 − 27B2 6= 0. Given a Weierstrass model, we define the set of integral points on the
curve as
EA,B(Z) := {(x, y) ∈ Z2|y2 = x3 +Ax+B},
and write #|EA,B(Z)| for its cardinality. To produce probabilistic statements, we need a
notion of density. We write H(EA,B) := max(4|A|3, 27B2) 16 for the naı¨ve height of EA,B .
Note that our normalization is slightly different from that of Bhargava-Shankar.
Given a family F of elliptic curves and a function f on this family, we define
Avg
E∈F≤T
(f(E)) :=
∑
E∈F ,H(E)≤T
f(E)
∑
E∈F ,H(E)≤T
1
.
1Indeed, this expectation dates back at least to 1986: see page 269 of the first edition of Silverman’s Arithmetic
of Elliptic Curves [35].
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Thus for instance Bhargava-Shankar [5] have shown that
lim sup
T→∞
Avg
E∈F≤T
(5rank(E)) ≤ 6
for F the family of all elliptic curves.
Let now Funiversal be the family of all elliptic curves, FA=0 be the family of Mordell
curves y2 = x3 + B (B sixth-power free), FB=0 be the family of curves y2 = x3 + Ax (A
fourth-power free), and Fcongruent be the family of congruent number curves y2 = x3−D2x
(D squarefree). With this notation in hand, we may state our main result.
Theorem 1. Let k ≥ 0. Let F = Funiversal,FA=0,FB=0, or Fcongruent.
Then:
lim sup
T→∞
Avg
E∈F≤T
(#|E(Z)|k) ≤ O(1)k · lim sup
T→∞
Avg
E∈F≤T
(3k·rank(E)),
where the implied constant is effective and absolute.
Work of Bhargava-Shankar [5] implies that, for F = Funiversal,
lim sup
T→∞
Avg
E∈F≤Tuniversal
(5rank(E)) ≤ 6,
whence the right-hand side of the theorem is ≪ 1 when k = 1 and indeed when k ≤
log 5
log 3 = 1.4649.... (Hence e.g. the proportion of curves with at least n integral points is
o(n−1.4649...).) For this family we optimize our bound to get:
Theorem 2. When all elliptic curves E/Q are ordered by height, the average number of integral
points #|E(Z)| is less than 65.8457. Moreover, if the minimalist conjecture2 is true, 65.8457 may
be replaced by 89 .
That is,
lim sup
T→∞
Avg
E∈F≤Tuniversal
(#|E(Z)|) < 65.8457,
and this upper bound may be replaced by ≤ 89 if the minimalist conjecture holds.3
In Section 5.3 we describe how to extend work of Heath-Brown in [17] to prove that, for
F = Fcongruent,
lim sup
T→∞
Avg
E∈F≤Tcongruent
(krank(E))≪ O(1)(log k)2 .
From this it follows that:
Corollary 3. When the congruent number curves E : y2 = x3 −D2x (D ∈ Z+ squarefree) are
ordered by height, the k-th moment of the number of integral points#|E(Z)|k is bounded above by
O(1)k
2
, where the implied constant is effective and absolute. In particular, the proportion of curves
with at least n integral points decays like n−Ω(logn).
2Here by the “minimalist conjecture” we mean not only that the ranks of elliptic curves in F≤Tuniversal are
distributed 50/50 between 0 and 1 in the limit T →∞, but also the same statement for the subfamily of (A,B) 6≡
(2, 2) (mod 3). Otherwise 8
9
should be replaced by another constant smaller than 1.
3This 8
9
results from being unable to rule out the possibility of almost every rank one curve having an integral
generator in the subfamily (A,B) 6≡ (2, 2) (mod 3).
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In Section 5.2 we describe how to extend work of Kane [24] and Kane-Thorne [25] to
prove that, forF = FB=0, there is a very large (wewill quantify this in the proof) subfamily
F˜B=0 ⊆ FB=0 for which
Avg
E∈F˜≤T
B=0
(krank(E))≪ O(1)(log k)2 .
From this it will follow that:
Corollary 4. When the curves E : y2 = x3 + Ax (A ∈ Z+ fourth-power free) are ordered by
height, the k-th moment of the number of integral points #|E(Z)|k is bounded above by O(1)k2 ,
where the implied constant is effective and absolute. In particular, the proportion of curves with at
least n integral points decays like n−Ω(logn).
The subfamily F˜B=0 will essentially be the subfamily determined by the conditions that A
be almost squarefree, have a number of prime factors bounded above by a large constant
times log logA (the expected number), and not be a multiple of a modulus supporting a
character with a problematic Siegel zero.
Finally, in the case of F = FA=0, work of Ruth [32] bounds the average of #|Sel2(E)|,
but a bound on the average of 3rank(E) is not yet known.4
Having stated our main results, let us now detail the organization of the paper. In Sec-
tion 3 we set notation, state previous results towards these theorems, and give a detailed
argument (leaving inessential details to references to Section 4 along the way) towards The-
orem 2, proving boundedness by O(1) rather than an explicit constant. We do this because
the length of the argument in Section 4 potentially obscures the main ideas, which are al-
ready present in the proof of boundedness. In Section 4 we prove Theorem 2, leaving the
discussion of the optimization of our bounds to Appendix A. In Section 5 we then prove
Theorem 1 for the remaining three families by following the general method used to prove
Theorem 2. We also prove Corollaries 3 and 4 by adapting the methods of Heath-Brown
and Kane-Thorne to control sizes of Selmer groups in these families. Finally, in Appendix
A we provide details of the optimization for Theorem 2.
2. ACKNOWLEDGEMENTS
Theorem 2, without the explicit constant, was the subject of my senior thesis at Har-
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4However, to show boundedness of the average of #|E(Z)| over this family, one may proceed as follows.
Integral points on y2 = x3 + B give solutions to −(4a3 + 27b2) = 108B via a := −3x, b := 2y, whence also
binary cubics x3+axy2+by3 with discriminant 108B. Now, by Davenport-Heilbronn, the number of binary cubic
forms f(x, y)with discriminant |∆| ≪ X , when taken up toGL2(Z) equivalence, is≪ X . (See e.g. Theorem 5 of
[8].) It therefore suffices to show that there are≪ 1many forms f of shape x3 + axy2 + by3 in each equivalence
class. If an equivalence class has no such forms, then we are done. Otherwise, we need only check that there are
≪ 1many γ ∈ GL2(Z) that take x3 + axy2 + by3 to a form of shape x3 + a′xy2 + b′y3. Note that, given such a
γ =:
(
p q
r s
)
, (f ◦ γ)(1, 0) = 1, so that f(p, r) = 1. Moreover, the condition that the x2y term be zero gives a
cubic or linear equation in q depending on whether or not r = 0 upon imposing ps−qr = ±1. Hence the number
of such γ is at most six times the number of solutions of f(p, r) = 1 with p, r ∈ Z. But, by Thue’s theorem in the
strengthened form of e.g. Bennett (who gives an upper bound of 10) in [2], this is uniformly bounded, completing
the argument.
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and Yukihiro Uchida for answering questions related to this work. Finally, I would like to
thank Michael Stoll for pointing out a mistake in a previous version of this paper.
3. NOTATION, PREVIOUS RESULTS, AND OUTLINE OF THE ARGUMENT
3.1. Notation. Let us now set notation. By f ≪θ g we will mean that there exists some
positive constant Cθ > 0 depending only on θ such that |f | ≤ Cθ|g| pointwise. If θ is
omitted (i.e. we write f ≪ g), then the implied constant will be absolute. By f ≍θ g wewill
mean f ≫θ g and f ≪θ g. By Oθ(g) we will mean a quantity which is≪θ g, and by Ωθ(g)
we will mean a quantity that is ≫θ g. By o(1) we will mean a quantity that approaches
0 in the relevant limit (which will always be unambiguous). By f = o(g) we will mean
f = o(1) · g, and by f ≍ g we will mean f = (1+ o(1))g. We will write (a, b) for the greatest
common divisor of two integers a, b ∈ Z, ω(n) for the number of prime factors of n, vp for
the p-adic valuation, |·|v for the absolute value at a place v of a number fieldK (normalized
so that the product formula holds), and h(x) for the absolute Weil height of x ∈ Q— i.e.,
h(x) :=
∑
w
[Kw : Qv]
[K : Q]
log+ |x|w ,
the sum taken over all places w of K with v := w|Q and log+(a) := max(log a, 0). Similarly
H(x) := exp(h(x))will denote the multiplicative Weil height of x ∈ Q. Note that, for a
b
∈ Q
in lowest terms, H(a
b
) = max(|a|, |b|). Given a rational point P = (x, y) on EA,B : y2 =
x3 +Ax+B, h(P ) andH(P ) will denote h(x) andH(x), respectively.
hˆ(P ) := lim
n→∞
h(2nP )
4n
will denote the canonical height of P , with Ne´ron local heights λˆv such that∑
v
λˆv = hˆ.
We will similarly write
λv(·) := log+ | · |v.
By ∆ or ∆A,B we will mean −16(4A3 + 27B2), the discriminant of EA,B . We will write
NA,B for the conductor of EA,B , defined by
NA,B =
∏
p|∆
pep ,
with ep = 1 if p has multiplicative reduction at p, and otherwise ep ≥ 2 with equality if
p 6= 2, 3. The definitions of e2 and e3 are more complicated, but we will only use that e2 ≤ 8
and e3 ≤ 5. By ψn(P ) we will mean the n-th division polynomial of EA,B , with zeroes at
the nonidentity n-torsion points and of homogeneous degree n
2−1
2 when x is given degree
1, y degree 32 , A degree 2, and B degree 3. Note that multiplication by n is then given by
nP =
(
x(P )− ψn−1(P )ψn+1(P )
ψn(P )2
,
ψ2n(P )
2ψn(P )4
)
.
In general ψ2n+1(P ) is a polynomial of degree 2n
2 + 2n in x,A,B with leading coefficient
(in x) equal to 2n+ 1, and ψ2n(P ) is y times a polynomial in x,A,B of degree 2n
2 − 2with
leading coefficient (in x) equal to 2n. By homogeneity, both these polynomials in x have no
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term of one degree less in x (i.e., they are of the form cdx
d + cd−2xd−2 + · · · + c0). Finally,
we will abuse the word “average” to mean “limsup of the average” throughout.
3.2. Previous results. Now fix A and B for which ∆A,B 6= 0. The first general result
bounding integral points on the curve EA,B is Siegel’s famous finiteness theorem:
Theorem 5 (Siegel). EA,B(Z) is finite.
Next Baker, as an application of his theory of linear forms in logarithms, gave an effec-
tive upper bound on the heights of the integral points on EA,B :
Theorem 6 (Baker, [1]). Write H := H(EA,B). Let P ∈ EA,B(Z). Then:
|x(P )| ≤ e(107H)10
7
.
This of course gives a bound on the number of integral points on EA,B .
As in the case of Roth’s theorem in Diophantine approximation, effectively bounding the
number of solutions is much easier than bounding their heights. Indeed, Siegel’s argument
was already effective, and Silverman and Hindry-Silverman were the first to use it to give
an explicit upper bound. They obtained:
Theorem 7 (Silverman, [33]).
#|EA,B(Z)| ≪ O(1)rank(EA,B)+ω(∆).
In fact, one can further reduce ω(∆) to ω(∆ss), the number of primes of semistable bad reduction.
Theorem 8 (Hindry-Silverman, [22]).
#|EA,B(Z)| ≪ O(1)rank(EA,B)+σEA,B ,
where
σEA,B :=
log |∆A,B|
logNA,B
is the Szpiro ratio of EA,B (here NA,B is the conductor of EA,B).
Conjecturally the Szpiro ratio is at most 6+o(1). This is equivalent to the ABC conjecture.
In any case, the implied constants in both theorems are on the order of 1010, even if one
uses recent improvements to the arguments in Hindry-Silverman (namely, Petsche’s [30]
improved lower bound on the canonical height of a nontorsion rational point on EA,B),
one cannot reduce the constants to below this order of magnitude. On the other hand it is
quite easy to show that most curves have Szpiro ratio at most, say, 100, so one might think
that this makes the second bound amenable to averaging.
But finiteness of the average of (1010)rank(EA,B) is far out of the reach of current tech-
niques.5 Recent spectacular results of Bhargava-Shankar (which will feature centrally in
this argument) have proven that the average of 5rank(EA,B) is finite (it is at most 6), and this
is the extent of current techniques. Specifically, Bhargava-Shankar have shown:
Theorem 9 (Bhargava-Shankar, [6, 7, 4, 5]). Let n = 2, 3, 4, or 5. Then when all elliptic curves
E/Q are ordered by height, the average size of the n-Selmer group Seln(E) is σ(n), the sum of
divisors of n.
5Heath-Brown [19] has proved, assuming the Grand Riemann Hypothesis and the Birch and Swinnerton-Dyer
conjecture, that the proportion of curves with rank R is≪ R−Ω(R) , whence we may average (1010)rank(EA,B).
Thus our result follows from combining this theorem of Heath-Brown with the work of Hindry-Silverman for
curves of nonnegligible conductor, and the pointwise bound of Helfgott-Venkatesh (stated below) for those curves
of negligible conductor.
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Note that nrank(E) ≤ #|Seln(E)| via Galois cohomology, whence the average of nrank(E) is
at most σ(n) for n ≤ 5.
Another result crucial to us is the pointwise bound of Helfgott-Venkatesh, who obtain:
Theorem 10 (Helfgott-Venkatesh, [21]).
#|EA,B(Z)| ≪ O(1)ω(∆) · (log |∆|)2 · 1.34rank(EA,B).
From this it follows that (see Lemma 14):
Corollary 11.
Avg
E∈F≤Tuniversal
(#|E(Z)|) ≪ǫ T ǫ.
To the author’s knowledge, except for a potentially small improvement (e.g. exp
(
O
(
log T
log log T
))
instead of T ǫ), this is the best result derivable directly from the literature in this direction.6
This sort of result will allow us to restrict our attention to subfamilies of density 1−T−Ω(1),
which will be quite useful in what follows.
3.3. Detailed sketch of proof of boundedness. Let us now give an argument proving The-
orem 2 without an explicit constant. (To lower the constant to 66 we will have to be much
more careful.)
Sketch of proof that lim supT→∞ AvgE∈F≤Tuniversal
(#|E(Z)|) <∞. The first thing to note is that
the size of F≤Tuniversal is ≍ T 5. (Indeed, the bound H(EA,B)≪ T is equivalent to the bounds
A≪ T 2 and B ≪ T 3.)
By Corollary 11, we may restrict to any subfamily of density at least 1 − T−Ω(1).7 Fix a
δ > 0. We will restrict to the subfamily F∗ ⊆ Funiversal with:
• |A| ≫ T 2−δ, |B| ≫ T 3−δ.
• (A,B) ≤ T δ.
• ∏vp(∆)≥2 pvp(∆) ≤ T δ.8
On this subfamily we break the integral points into three classes:
E(Z) = E(Z)small ∪ E(Z)medium ∪ E(Z)large,
where:
E(Z)small := {P ∈ E(Z)|h(P ) ≤ (5 − δ) logT },
E(Z)medium := {P ∈ E(Z)|(5 − δ) logT < h(P ) ≤ δ−1 logT },
E(Z)large := {P ∈ E(Z)|δ−1 logT < h(P )}.
We will call these the “small”, “medium”, and “large” ranges, respectively.
By explicit counting, we obtain the bound
∑
A≪T 2,B≪T 3 #|EA,B(Z)small| ≪ T 5−δ.9 There-
fore the small range does not contribute to the average.
6There has been extensive work by Heath-Brown [18], Bombieri-Pila [10], and others on bounding the number
of rational points of small height, but this does not improve the above bound.
7See Lemma 14.
8To see that this has the desired density, see Lemma 15.
9See the proof of the second part of Lemma 16.
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To bound the points in the medium range, we prove a gap principle (analogous to the
Mumford gap principle for rational points on higher genus curves) which seems to have
first appeared in work of Silverman [33] and Helfgott [20].10
Lemma 12 (Helfgott-Mumford gap principle). Let P,R ∈ E(Z)medium ∪E(Z)large. Let θP,R be
the angle between them in the Mordell-Weil lattice E(Q)/tors ⊆ E(Q) ⊗Z R (with respect to the
canonical height). Then:
cos θP,R ≤ 1
2
max
(√
h(P )
h(R)
,
√
h(R)
h(P )
)
+O(δ).
Therefore, via P 7→ 1√
hˆ(P )
⊗ P , the number of points P ∈ E(Z)medium with canonical
height in the range [X, (1 + δ)X ] is
≪ A(rank(E), θ0),
where θ0 =
π
3−O(δ), andA(n, θ) is themaximal number of unit vectors inRn with pairwise
angles at least θ. It is a well-known problem in the theory of sphere packing to provide a
good upper bound for this quantity. For our purposes we will be interested in an upper
bound for large n, and one is provided by the work of Kabatiansky-Levenshtein:
Theorem 13 (Kabatiansky-Levenshtein, [23]).
A(n, θ)≪ exp
(
n ·
[
1 + sin θ
2 sin θ
log
(
1 + sin θ
2 sin θ
)
− 1− sin θ
2 sin θ
log
(
1− sin θ
2 sin θ
)
+ o(1)
])
.
For θ0 =
π
3 −O(δ), this tells us that
A(n, θ0)≪ 1.33n
once δ ≪ 1.
Therefore the number of integral points with canonical height in the interval [X, (1+δ)X ]
is≪ 1.33rank(E). Since we can cover E(Z)medium with O(δ−1) such intervals, we obtain the
bound
#|E(Z)medium| ≪ δ−1 · 1.33rank(E).
Since, by Bhargava-Shankar, the average of 2rank(E) is bounded over this family, themedium
range contributes O(δ−1) to the average.
Finally, to the large range. The claim is that there are O(δ−1 log (δ−1) · 1.33rank(E))many
points of E(Z)large in each coset of E(Q)/3E(Q). To see this, let R be a minimal element
(with respect to height) of E(Z)large in its coset modulo 3. By the same argument as for
the medium range, there are O(δ−1 log (δ−1) · 1.33rank(E)) integral points P with h(P ) <
δ−1h(R). For those points P ≡ R (mod 3) with h(P ) ≥ δ−1h(R), we write P =: 3Q + R
with Q ∈ E(Q). Then since P is very close to∞ in the Archimedean topology, Q must be
very close to a solution of 3R˜ = −R as well. That is, x(Q)must be very close to an x(R˜) ∈ Q
solving x(3R˜) = x(R). After making this precise11, we find that:
9
2
−O(δ) ≥ log |x(Q) − x(R˜)|
−1
h(Q)
10The difficulty in proving this in fact lies in handling the error term, which relies in a careful estimation of the
difference between the Weil and canonical height on this curve. (This is the reason for restricting to the subfamily
F∗: the difference between the two heights is much better controlled in this case.) See Lemma 19.
11See (4.5) and take C,D ≫ δ−1.
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for some such R˜. Therefore
|x(Q)− x(R˜)| ≤ H(Q)− 92+O(δ).
Thus x(Q) is a Roth-type approximation to x(R˜). Moreover since h(x(Q)) = h(Q) ≫
δ−1h(R˜) = δ−1h(x(R˜)), we see that x(Q) is a “large” rational approximation, in the sense
of Bombieri-Gubler [11]. As they prove12, there are only O(1) such approximations once
δ−1 ≫ 1. Therefore each coset modulo 3 contributes at most O(δ−1 log (δ−1) · 1.33rank(E))
to#|E(Z)large|, whence we obtain the bound
#|E(Z)large| ≪ δ−1 log (δ−1) · 3.99rank(E).
Again by Bhargava-Shankar the average of 4rank(E) is bounded, so that the large range
contributes O(δ−1 log (δ−1)) to the average.
Therefore, in sum, we have found that the average is at most O(δ−1 log (δ−1)) for any
δ ≪ 1 sufficiently small. Choosing such a δ ≍ 1 then gives the result. 
Having given a sketch of an argument proving the weaker theorem that the limsup of
the average is bounded, let us now give the full proof of Theorem 2.
4. PROOF OF THEOREM 2
We will follow the structure of the argument given in the previous section reasonably
closely, deviating only in the specific details of the application of sphere-packing bounds
(for numerical reasons), and in being entirely explicit. We work only with the average (i.e.,
k = 1) — there are only a fewmodifications required for the case of general k, and they are
all clear.
Proof of Theorem 2. As noted,
#|F≤Tuniversal| ≍ T 5.
To obtain a good estimate on the difference between the Weil height and the canonical
height, we will restrict to a subfamily F∗ ⊆ F≤Tuniversal which omits a set of density O(T−c)
for some positive c > 0. The following lemma shows that we may do this.
4.1. Restricting to a subfamily and handling small points.
Lemma 14. Let G ⊆ F≤Tuniversal. Then, for all ǫ > 0,∑
E∈G
#|E(Z)| ≪ #|F≤Tuniversal| ·
(
#|G|
#|F≤Tuniversal|
)Ω(1)
· exp
(
O
(
logT
log logT
))
.
Proof. By Ho¨lder’s inequality, it suffices to show that
Avg
E∈F≤Tuniversal
(#|E(Z)|1.0001)≪ exp
(
O
(
logT
log logT
))
.
By Helfgott-Venkatesh (Theorem 11), we have that∑
E∈F≤Tuniversal
#|E(Z)|1.0001 ≪ (logT )2.0002 ·
∑
E∈F≤Tuniversal
O(1)ω(∆E) · 1.35rank(E).
We apply the crude bound ω(n)≪ log nlog logn and Bhargava-Shankar to conclude. 
12See e.g. their (6.23).
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Fix a δ > 0 to be chosen later. We will take δ ≍ 1 independent of T . Let us apply this to
first restrict to the subfamily F• ⊆ F≤Tuniversal defined by the conditions:
(1) |A| ≥ T 2−δ.
(2) |B| ≥ T 3−δ, and B is not a square.
(3) (A,B) ≤ T δ.
(4) |∆| ≥ T 6−2δ.
(5)
∏
p2|∆ p
vp(∆) ≤ T 4δ.
To see that we may, we prove:
Lemma 15. Let G be the complement of F• in F≤Tuniversal. Then:
#|G|
#|F≤Tuniversal|
≪ T−Ω(δ).
Proof. It suffices to impose each condition one by one and check that we throw out a density
≪ T−Ω(δ) subset at each step. For the first and second conditions this is immediate. For
the third condition, the number of A≪ T 2, B ≪ T 3 with (A,B) > T δ is at most
≪
∑
T δ<n≪T 2
T 2
n
· T
3
n
≪ T 5−δ.
So we may assume the first, second, and third conditions. Given these, for the fourth
condition, if |∆| < T 6−2δ, then
A =
(
−27
4
B2 +O(T 6−2δ)
) 1
3
= − 3
2
2
3
B
2
3 +O
(
T 6−2δ
B
4
3
)
= − 3
2
2
3
B
2
3 +O
(
T 2−
δ
3
)
.
Therefore the number of A,B with |∆A,B| < T 6−2δ is
≪
∑
B≪T 3
T 2−
δ
3 ≪ T 5− δ3 .
Finally, for the fifth condition given the other four, the argument will be a bit longer.
Our strategy will be to show that we may take the radical of ∆ to be reasonably large, and
then we will establish that we may take ∆ to not have any nonnegligible square divisors.
Then we may bound the “nonsquarefree part” of ∆ in terms of square divisors of ∆ only,
which thus forces it to be small.
We first show that we may assume the conductor of EA,B is at least T
4.08. To see this, by
Theorem 4.5 of Helfgott-Venkatesh [21], the number of curves of conductor N is≪ N0.224.
Therefore the number of (A,B) with conductor at most T 4.08 is ≪ T 1.224·4.08 < T 4.999,
giving the claim.
Now note that EA,B has additive reduction at p if and only if p|(A,B). Therefore
NA,B ≪
 ∏
p6=2,3,p|∆
p
 ·
 ∏
p6=2,3,p|(A,B)
p
≪ rad(∆) · T δ,
where rad(n) :=
∏
p|n p is the radical of n. Therefore rad(∆)≫ T 4.05 once δ ≪ 1.
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Let us now show that we may assume that if n2|∆ and n ≪ T 1.99 then n ≤ T δ. To see
this, note that n2|∆ implies that −64A3 ≡ 432B2 (mod n2). The first claim is that, for fixed
A, the number of B ≪ T 3 solving this equation modulo n2 is
≪ O(1)ω(n) · (A 32 , n) ·
(
1 +
T 3
n2
)
,
where (xα, yβ) :=
∏
p|(x,y) p
max(αvp(x),βvp(y)). Indeed, at a prime power pe with p > 3,
the number of square roots of − 4A327 is at most 2p
3vp(A)
2 by Hensel’s lemma. When p = 3
it is instead at most ≪ 3 3v3(A)2 for the same reason, but the implied constant is different.
Similarly at p = 2 it is≪ 2 3v2(A)2 . Moreover if 3vp(A) ≥ e, then the number of solutions for
B is instead at most const ·p e2 , with const≪ 1 and equal to 1 if p > 3. Therefore the number
of solutions modulom is
≪ O(1)ω(m) ·
 ∏
p|(A,m)
pmin(vp(A),
1
3vp(m))

3
2
.
Hence the number of B ≪ T 3 such that n2|∆A,B is
≪ O(1)ω(n) · (A 32 , n) ·
(
1 +
T 3
n2
)
.
But then the number of A≪ T 2, B ≪ T 3 for which there exists an n2|∆ with T δ < n≪
T 1.99 is at most∑
A≪T 2
∑
B≪T 3
∑
T δ<n≪T 1.99,n2|∆A,B
1 =
∑
T δ<n≪T 1.99
∑
A≪T 2
#|{B ≪ T 3 : n2|∆A,B}|
≪
∑
T δ<n≪T 1.99
O(1)ω(n)
(
1 +
T 3
n2
) ∑
A≪T 2
(A
3
2 , n).
By examining the residue of the relevant Dirichlet series at s = 1, one finds that
∑
A≪T 2
(A
3
2 , n)≪ O(1)ω(n) ·
∏
p2|n
pvp(n)

1
3
· T 2.
We will again use the bound O(1)ω(n) ≪ǫ nǫ to conclude that our sum is at most
≪ǫ T 2+ǫ ·
∑
T δ<n≪T 1.99
∏
p2|n
p
vp(n)
3
 ·(1 + T 3
n2
)
≪ T 3.99+ǫ + T 5− 2δ3 ,
as desired.
Therefore we may assume that the only square divisors n2 of ∆ with n ≪ T 1.99 are
smaller than T 2δ. But now
(∏
p2|∆ p
)2
and
(∏
p2|∆ p
⌊
vp(∆)
2
⌋)2
are square divisors of ∆.
12 LEVENT ALPOGE
Moreover,
∏
p2|∆ p and
∏
p2|∆ p
⌊
vp(∆)
2
⌋
divide ∆rad(∆) ≪ T 1.95. Therefore these square divi-
sors must both be of size at most T 2δ! Hence since
∏
p2|∆ p
vp(∆) divides∏
p2|∆
p
2 ·
∏
p2|∆
p
⌊
vp(∆)
2
⌋2 ≤ T 4δ,
we are done. 
Wewill further restrict to a subfamily of curves with no small integral or rational points.
Specifically, let F∗ ⊆ F• be the subfamily defined by the conditions:
(1) EA,B(Q)tors = 0.
(2) If P ∈ EA,B(Z), then h(P ) > (5− δ) logT .
(3) If Q ∈ EA,B(Q), then h(Q) >
(
1
2 − δ
)
logT .
Let us now prove that we may restrict to this subfamily.
Lemma 16. Let G be the complement of F∗ in F•. Then
#|G|
#|F•| ≪ T
−Ω(δ).
Proof. Theorem 1.1 in Harron-Snowden [15] allows us to impose the first condition. For the
second condition, the number of A ≪ T 2, B ≪ T 3 such that there is at least one integral
point P ∈ EA,B(Z) with h(P ) ≤ (5− δ) log T is at most
#|{(x, y, A,B) ∈ Z4 : |x| ≤ T 5−δ, A≪ T 2, B ≪ T 3, y2 = x3 +Ax+B}|
= #|{(x, y, A,B) : |x| ≤ 1010T,A≪ T 2, B ≪ T 3, y2 = x3 +Ax+B}|
+
∑
1010T≤|x|≪T 5−δ
#|{(y,A,B) : A≪ T 2, B ≪ T 3, y2 = x3 +Ax +B}|.
To bound the first sum, note that, given (x, y, A), B = y2−x3−Ax is determined. Moreover
y2 ≪ |x|3 + T 2|x|+ T 3 ≪ T 3,
so that y ≪ T 32 . Therefore the number of (x, y, A,B) is at most
≪ T · T 32 · T 2 = T 4.5.
For the second sum, note that in this range
|y2 − x3| ≪ T 2|x|+ T 3 ≪ T 2|x|,
whence y ≍ |x| 32 . Now, if (y,A,B) and (y′, A′, B′) lie in the solution set and (without loss
of generality) y, y′ > 0, then
y2 − y′2 = x(A−A′) + (B −B′),
so that
|y − y′| ≪ T
2|x|+ T 3
|x| 32 ≪
T 2
|x| 12 .
Therefore the number of y for which there exist A,B making (x, y, A,B) a solution is at
most
≪ 1 + T
2
|x| 12 .
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Next, given x and y, if (x, y, A,B) and (x, y, A′, B′) are solutions, then (A−A′)x = B′−B,
so that
|A−A′| ≪ T
3
|x| ,
whence the number of A for which there exists a B making (x, y, A,B) a solution is at most
≪ 1 + T
3
|x| .
Putting these together, the second sum is bounded above by∑
1010T≤|x|≪T 5−δ
#|{(y,A,B) : A≪ T 2, B ≪ T 3, y2 = x3 +Ax+B}|
≪
∑
1010T≤|x|≪T 5−δ
(
1 +
T 2
|x| 12
)(
1 +
T 3
|x|
)
≪ T 5−δ,
as desired.
Finally, for the third condition, note, as above, that the number of A≪ T 2, B ≪ T 3 such
that there is at least one rational point Q =
(
x
d2
, y
d3
) ∈ EA,B(Q) with h(Q) ≤ ( 12 − δ) logT
is at most
#|(x, y, d, A,B) : y2 = x3 +Ad4x+Bd6, |x| ≤ T 12−δ, |d| ≤ T 14− δ2 , A≪ T 2, B ≪ T 3}.
Note that if (x, y, d, A,B) is a solution, then y ≪ T 32 d3. Moreover, (x, y, d, A) determines
B. Hence this count is at most:
≪ T 12−δ ·
(
T
3
2 · T 34− 3δ2
)
· T 14− δ2 · T 2 = T 5−3δ,
whence we are done. 
4.2. Local heights and a gap principle. The purpose of restricting to this subfamily is to
be able to give a very strong estimate on the difference between the Weil and canonical
heights on the curves in this family. Specifically,
Lemma 17. Let E ∈ F∗. Let h, hˆ be the Weil and canonical heights on EA,B , respectively. Let
Q ∈ E(Q). Then
hˆ(Q)− h(Q) = log+ |∆− 16x(Q)|+ 1
6
log |∆| − log+ |x(Q)| +O(δ log T ).
In particular,
h(Q) ≤ hˆ(Q) + O(δ logT )
and, if |x(Q)| ≥ |∆| 16 ,
hˆ(Q)− h(Q) = O(δ logT ).
Proof. Write hˆ−h =∑v λˆv−λv , where λv := log+ | · |v, λˆv are the Ne´ron local heights, and
v runs over the places of Q. At a prime p 6= 2, 3 of good reduction, by e.g. Theorem 4.113 in
[34], the local heights are equal. At a prime p of additive reduction (so p|(A,B)) or at p = 2
or 3, by the same theorem we see that
0 ≤ λˆp − λp ≤ −1
6
log |∆|p.
13Note: our normalization differs from Silverman’s by a factor of 2.
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Since p|(A,B) implies p2|∆, we see that∏
p|6(A,B)
pvp(∆) ≤ 6
∏
p2|∆
pvp(∆) ≪ T 4δ,
whence the sum of these contributions is
0 ≤
∑
p|6(A,B)
λˆp − λp ≪ δ logT.
At a prime p 6= 2, 3 of multiplicative reduction, by Chapter III Theorem 5.1 of [26], since
vp(∆) = 1 (whence α = 0 in Lang’s notation), we see that
λˆp − λp = −1
6
log |∆|p.
Finally, at the infinite place, since j(EA,B)≪ TO(δ), by combining Proposition 5.4 and (31)
of [34] we find that
λˆ∞(Q)− λ∞(Q) = log+ |∆− 16x(Q)| − log+ |x(Q)|+O(δ logT ).
Summing these all up and using the product formula gives the result. 
Given that the Weil and canonical heights are so close, we may now prove a bound on
the angle between two integral points by proving a corresponding boundwithWeil heights
replacing canonical heights. Specifically,
Lemma 18 (Helfgott-Mumford gap principle, cf. [20]). Let E ∈ F∗. Let P 6= R ∈ E(Z) with
h(P ) ≥ h(R) (recall that automatically h(P ), h(R) > (5− δ) log T ). Then:
hˆ(P +R) ≤ 2h(P ) + h(R) +O(1).
Proof. Write P =: (X,Y ) and R =: (x, y) with |X | ≥ |x|. Note that since |X |, |x| ≥ T 5−δ,
we have that |Y | ∼ |X | 32 and |y| ∼ |x| 32 . Now
x(P +R) =
(Y − y)2
(X − x)2 −X − x
=
X2x+Xx2 − 2Y y +A(X + x) + 2B
(X − x)2 .
The numerator has absolute value at most≪ |X |2|x| by hypothesis. The denominator has
absolute value at most≪ |X |2. Therefore, since cancelling common factors will only make
the numerator and denominator smaller, we see that h(P + R) ≤ 2h(P ) + h(R) + O(1). If
|x(P + R)| ≥ |∆| 16 , then this completes the proof, by Lemma 17. Otherwise, write x(P +
Q) = W
Z
in lowest terms. Then
hˆ(P +R) = h(P +R) +
1
6
log |∆| − log+ |x(P +R)|+O(δ logT )
= max(log |W |, log |Z|) + logT −max(log |W | − log |Z|, 0) +O(δ logT )
= logT + log |Z|+O(δ logT ).
Since as we saw |Z| ≪ |X |2, we find that hˆ(P +R) ≤ logT +2h(R)+O(δ logT ). Observing
that h(P ) ≥ (5− δ) logT finishes the result. 
This results in a lower bound on the angle of integral points close in absolute value:
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Lemma 19. Let E ∈ F∗. Let P 6= R ∈ E(Z). Let θP,R be the angle between P and R in the
Euclidean space E(Q)⊗Z R. Then:
cos θP,R ≤ 1
2
max
(√
h(P )
h(R)
,
√
h(R)
h(P )
)
+O(δ).
Proof. By definition,
cos θP,R =
hˆ(P +R)− hˆ(P )− hˆ(R)
2
√
hˆ(P )hˆ(R)
.
By Lemma 17 and the fact that h(P ), h(R) > (5 − δ) logT , we find that
cos θP,R =
hˆ(P +R)− h(P )− h(R)
2
√
h(P )h(R)
+O(δ).
Applying Lemma 18 then concludes the argument. 
4.3. Decomposing the set of integral points into classes: I–IV. Fix now a parameterD >
1. We will take D to be≪ 1 in the end. Let
D˜ :=
D +
√
D2 + 4
2
,
so that
D˜2
(D˜2 − 1)2 =
1
D2
. (4.1)
Fix E ∈ F∗. Let r := rank(E). Note that we may assume r > 0 since E(Q)tors = 0 and so
#|E(Z)| = 0 if r = 0. So choose P1, . . . , Pr ∈ E(Q) such that P1 6= 0 has minimal canonical
height (recall that E has no rational torsion) and Pi has minimal canonical height among
points not inside spanZ(P1, . . . , Pi−1) + 3E(Q). Note that since
hˆ(Pi ± Pj) ≥ hˆ(Pmax(i,j))
it follows that
|〈Pi, Pj〉| ≤
hˆ(Pmin(i,j))
2
.
It follows that, for any ǫi = ±1,
hˆ
(
k∑
i=1
ǫiPi
)
≤
k∑
i=1
(k − i+ 1)hˆ(Pi). (4.2)
Next note that P1, . . . , Pr is an F3-basis for E(Q)/3E(Q). Given Q ∈ E(Q), write i(Q) :=
min{i|Q ∈ spanZ(P1, . . . , Pi) + 3E(Q)}— i.e., i(Q) is the least i for which Q is congruent to
an element of the Z-span of P1, . . . , Pi modulo 3. (Note that i = 0 implies Q is a multiple of
3.) Write
H1 := max
(
(5−O(δ)) log T, hˆ(P1)
)
,
where, say, the implied constant is larger than one plus twice the implied constants in
Lemma 17, and
Hi := max
(
hˆ(Pi), D˜
2 ·Hi−1
)
.14
14For instance, the condition h(P ) > D˜2 · Hi implies h(P ) > D˜
2(i−j+1)hˆ(Pj) for every j ≤ i, and it also
implies h(P ) > D˜2i · (5− O(δ)) log T .
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Then if r > 1write
E(Z) = 3E(Q) ∩ E(Z)
∪
r⋃
i=1
{P ∈ E(Z), Hi ≤ hˆ(P ) ≤ D˜2 ·Hi}
∪
r⋃
i=1
{P ∈ E(Z), i(P ) = i, hˆ(P ) > D˜2 ·Hi}
=: I ∪
r⋃
i=1
II
(i)
D ∪
r⋃
i=1
III
(i)
D ,
(Note that our notation I, II, III is slightly different from the outline, since we have already
gotten rid of “small” points.)
In words, what we have done is broken E(Z) into multiples of rational points (which
will be easy to handle)15, points of “medium” height in their respective cosets, and then
points of “large” height in their respective cosets. (The curves with points of small height
have already been thrown out.) Note that this decomposition is complete because if P ∈
E(Z) lies outside the union, then i(P ) =: i > 0 and hˆ(P ) ≤ D˜2Hi, so hˆ(P ) < Hi. There-
fore, since i(P ) = i, we must have Hi = D˜
2Hi−1 by minimality of Pi. Thus Pˆ < Hi−1.
Proceeding inductively, we eventually find that Pˆ < (5−O(δ)) log T , contradicting h(P ) >
(5− δ) log T combined with Lemma 17.
Let us further write
III
(i)
D =
⋃
~a∈{−1,0,1}i:ai>0
{P ∈ III(i)D , P ≡
i∑
j=1
ajPj (mod 3)}
=:
⋃
~a∈{−1,0,1}i:ai>0
III
(i,~a)
D .
In words, we are breaking the points of “large” height into their congruence classesmodulo
3. (Since we will be counting points and their negatives together below, we have forced
ai > 0 rather than ai 6= 0.)
Given ~a ∈ {−1, 0, 1}i with ai 6= 0, we will write R~a :=
∑i
j=1 ajPj . Let us further
break III
(i,~a)
D into a set we will show is empty and a set to which we can apply Roth-like
15In the rank 1 case all points are multiples of a rational point, so in some sense “E(Z) =: I” would be
consistent notation here, but we have not bothered because it would be unnecessarily confusing.
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techniques. Specifically, write
III
(i,~a)
D =
{
P ∈ III(i,~a)D : ∃!Q ∈ E(Q) : P = 3Q+R~a;
∀R˜ ∈ E(Q) with 3R˜ = −R~a, we have |x(Q)− x(R˜)| > 1
2
min
3R˜′=−R~a,R˜′ 6=R˜
|x(Q)− x(R˜′)|
}
∪
⋃
R˜∈E(Q):3R˜=−R~a
{
P ∈ III(i,~a)D : ∃!Q ∈ E(Q) : P = 3Q+R~a;
|x(Q)− x(R˜)| ≤ 1
2
min
3R˜′=−R~a,R˜′ 6=R˜
|x(Q) − x(R˜′)|
}
=: IVi,~aD ∪
⋃
3R˜=−R~a
III
(i,~a,R˜)
D .
In words, we have written P ∈ III(i,~a)D as P = 3Q + R~a, and split the points up based on
the element of the nine-element set − 13R that Q is close to. IV
(i,~a)
D is the set of points with
Q not close to any point in − 13R, which will be empty once D is sufficiently large. (This is
because x(P ) is large, so P is close to the origin, so that Q is close to such a solution.)
4.4. I is small: multiples of rational points are rarely integral. Let us now begin bound-
ing the sizes of each of the sets I, . . . , IV. The sets I and IID require almost no work. The
following lemma expresses the fact that rational points rarely have integral multiples: in
the rank one case, at worst one has the generator and its negative as integral points (via the
theory of lower bounds on linear forms in elliptic logarithms), and in the higher rank case
no triple of a rational point is integral on a curve in our family.
Lemma 20. Let E ∈ F∗. Then: #|E(Z)| ≤ 2 when r = 1, and I = ∅ otherwise.
Before we prove this lemma, we will prove a preparatory lemma on the coefficients of the
division polynomials of E. Recall that the denominator of the multiplication-by-n map,
ψn(P )
2, is homogeneous in x,A,B of degree n2 − 1 with the usual grading. Write
ψn(P )
2 =:
∑
~f∈N3:fx+2fA+3fB=n2−1
c~f · xfxAfABfB ,
with c~f ∈ Z. The claim is that these c~f do not grow too fast as fx decreases. More precisely,
Lemma 21.
c~f ≪ nO(1)O(1)(log n)
2·(n2−1−fx).
It is a theorem of Lang that c~f ≪ O(1)n
2
in general (which is only weaker for fx ≥ (1 −
o(1))n2), but this is not enough for our purposes.
Proof of Lemma 21. Write
ψn(P ) =: y
1−n mod 2 ∑
~f∈N3:fx+2fA+3fB=2
⌊
n2−1
4
⌋C~f · xfxAfABfB .
We will show that
C~f ≪ nO(1)O(1)
(log n)2·
(
2
⌊
n2−1
4
⌋
−fx
)
,
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fromwhich the bound for c~f follows. That is, we will show that there are absolute constants
K1,K2, andK3 such that, for all ~f ,
C~f ≤ K1nK2K
(logn)2·
(
2
⌊
n2−1
4
⌋
−fx
)
3 . (4.3)
First choose K1 > 1 so large that for n ≤ 1010 the bound |C~f | ≤ K1 holds. Take K2 = 1.
Take K3 so large that 10
10K31n
4K2+10 < K
log (1.9)·logn
3 for all n > 10
10. The bound will then
follow by induction. Specifically, recall the recursive formulas for the division polynomials:
for odd indices,
ψ2m+1 = ψm+2ψ
3
m − ψm−1ψ3m+1,
and, for even indices,
ψ2m =
(
ψm
2y
)(
ψm+2ψ
2
m−1 − ψm−2ψ2m+1
)
.
So suppose we have proved (4.3) for all n′ < n. From the recursions and induction it
follows immediately that the leading coefficient of ψn is n, which satisfies the claimed
bound since K1 > 1,K2 = 1. Hence we may assume
fx < 2
⌊
n2 − 1
4
⌋
.
For n of the form n =: 4m+ 1, using the recursive formula, we find that
ψ4m+1 = −ψ2m−1ψ32m+1 +
(
ψ2m+2
y
)(
ψ2m
y
)3
(x3 +Ax+B)2.
Expanding and applying the induction hypothesis, we find that the coefficient of xfxAfABfB
in ψ4m+1 is, in absolute value, at most a sum of at most n
6 terms (corresponding to decom-
positions ~f = ~e1 + · · ·+ ~e4), each at most
100K41n
4K2K
log (2m+2)2(8m2+4m−fx)
3 .
But log (2m+ 2) ≤ logn− log (1.9), so that
log (2m+ 2)
2 ≤ (logn)2 − log (1.9) · log n.
Inserting this into the inequality and using fx < 2
⌊
n2−1
4
⌋
, we find that
|C~f | ≤ K1nK2K
(logn)2
(
2
⌊
n2−1
4
⌋
−fx
)
3
[
100K31n
3K2+6K
− log (1.9)·logn
3
]
,
and the factor in brackets is smaller than 1 by hypothesis. For n not congruent to 1 mod 4
the argument is exactly the same, using the other recursive relation when n is even. 
This finishes our preparations. Let us now prove Lemma 20.
Proof of Lemma 20. For the first bound, note that if nP is integral for some n ≥ 1, then P
must be integral. To see this, write P =
(
x
d2
, y
d3
)
in lowest terms and suppose d > 1. Then
since
x(nP ) =
xψn(P )
2 − ψn+1(P )ψn−1(P )
ψn(P )2
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is the quotient of two homogeneous polynomials of degree n2 and n2 − 1, respectively
(again, x, y, A,B are given degrees 1, 32 , 2, and 3, respectively) with the numerator having
leading term xn
2
, we see that, on clearing denominators,
x(nP ) =
xn
2
+ (∈ dZ)
(∈ dZ) ,
which is not an integer since (x, d) = 1 by hypothesis.
So if P = P1 is not integral we are done for the rank 1 case. If it is integral, then the claim
is that none of its multiples nP , n > 1, are also integral. Indeed, since P is integral, we find
that h(P ) > (5− δ) logT since E ∈ F∗.
Let us first show that nP is not integral for 1 < n ≪ O(1)
√
log T . Of course it suffices
to show that the denominator d2n in lowest terms of x(nP ) is larger than 1 for these n. But
Lemma 29 of [36] (or, equivalently, Proposition 4.2.3 in [28]) allows us to do this. Indeed,
we find that
log (d2n) ≥ log (ψn(P )2)−
n2
4
log |∆| ≥ log (ψn(P )2)− 3n
2
2
logT −O(1).
By Lemma 21, the coefficient of xk is at most
≪ nO(1)
(
O(1)(log n)
2
T
)n2−1−k
.
Hence since |x(P )| ≥ T 5−δ is much larger than T , we find that ψn(P )2 is dominated by its
top term. Specifically, for n≪ O(1)
√
log T ,
ψn(P )
2 ≥ |x(P )|n2−1
(
1− nO(1)O(1)(log n)2T−Ω(1)
)
≫ |x(P )|n2−1,
so that
log (d2n) ≥ (n2 − 1)h(P )−
3n2
2
logT −O(1) ≥ (9−O(δ)) logT −O(1),
which is positive. Thus dn > 1 and so x(nP ) is not integral for n≪ O(1)
√
log T . This in fact
completes the first estimate since it shows that no integral point is thrice a rational point
in general as well (for this application we could simply use Lang’s coefficient bound, of
course).
Thus it remains to show that nP is not integral for n≫ O(1)
√
log T . This will follow from
David’s bounds on linear forms in elliptic logarithms — in fact we will show that nP is not
integral for n≫ logT√log logT log log logT . To do this we apply the Corollary of equation
(26) in [14]. Let us translate their notation into ours. Recall that, for us, r = 1, so that their
C ≪ 1. Moreover, since our curves have no torsion, their g = 1. Their N is our n. Their
µ∞ = logmax(|A| 12 , |B| 13 ) ≤ logT +O(1).
They define the real period ω1 to be
ω1 := 2
∫ ∞
ρ
dx√
x3 +Ax+B
,
where ρ ∈ R is the largest real solution of ρ3 +Aρ+B = 0. Let us show that
T−
1
2 ≪ ω1 ≪ T− 12+O(δ).
Let ρ′, ρ′′ ∈ C be the other two roots. Since A and B satisfy
T 1−O(δ) ≪ |A| 12 , |B| 13 ≪ T,
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it follows by the reverse triangle inequality that the same bounds hold for |ρ|, |ρ′|, and |ρ′′|.
Now the integral over [1010T,∞) is≍ T− 12 since x3+Ax+B ≫ |x|3 there. Hence, since the
integrand is positive, the lower bound on ω1 follows. For the upper bound, we split into
cases. If ρ′, ρ′′ are not real, then Re(ρ′) = Re(ρ′′) = − ρ2 and Im(ρ′) = − Im(ρ′′) = ρ
′−ρ′′
2 . In
this case, on (ρ, 1010T )
x3 +Ax +B ≫ (x− ρ)|ρ′ − ρ′′|2.
If ρ′, ρ′′ are real, then on (ρ, 1010T )
x3 +Ax+B = (x− ρ)(x − ρ′)(x − ρ′′) ≥ (x− ρ)(ρ− ρ′)(ρ− ρ′′).
Since the discriminant of x3+Ax+B is≫ T 6−O(δ), applyingMahler’s bound on the bottom
of page 261 in [29], in both cases it follows that
x3 +Ax +B ≫ (x− ρ) · T 2−O(δ)
on the interval. Hence the integral over the interval is∫ 1010T
ρ
dx√
x3 +Ax+B
≪ T−1+O(δ)
∫ 1010T
ρ
dx√
x− ρ ≪ T
− 12+O(δ),
completing the argument.
It follows that their c′1 ≫ T
1
2−O(δ). Note also that their h≪ logT . The bound |ρ|, |ρ′|, |ρ′′| ≪
T implies that their ξ0 ≪ T . Finally, we turn to the expression 3π|u1|
2
ω21 Im(τ)
defining their log V1.
Since we may take τ in the classical fundamental domain for SL2(Z) acting on the upper
half plane, we have Im(τ) ≫ 1. Now, u1, the elliptic logarithm of our P = P1 =: (ξ, η),
satisfies
u1 =
1
ω1
∫ ∞
ξ
dx√
x3 +Ax+B
≪ ξ− 12 T 12+O(δ).
Thus
3π|u1|2
ω21 Im(τ)
≪ |u1|
2
ω21
≪ |x(P )|−1T 2+O(δ).
But |x(P )| ≫ T 5−δ implies that this is
≪ T−3+O(δ).
Therefore their logV1 satisfies
logV1 ≪ hˆ(P1).
Finally, their λ1 = hˆ(P1) in the rank one case.
This completes the translation of their notation. Their Corollary now reads (since cer-
tainly any integral point P ′ satisfies the hypothesis of their Proposition, which is x(P ′)≫ T
— x(P ′) is positive since x(P ′)3 +Ax(P ′) +B is):
Corollary 22 (Cf. equation (26) of [14].). For E ∈ F∗ of rank one and generator P = P1, if nP
is integral and n≫ 1, then
n2 ≪ (logT )2 logn(log logn)2.
It follows that, if nP is integral, then n ≪ logT√log logT log log logT . Since we have
already shown that if n > 1 then n≫ O(1)
√
log T , this completes the argument. 
Note that we have now completely handled the cases of rank(E) = 0 or 1. Hence from
now on we may assume rank(E) ≥ 2.
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4.5. II is small: integral points repel in the Mordell-Weil lattice. Let 1 < J < 2 be a
parameter which we will choose at the end (J will depend on r for r ≪ 1). Write J =:
2 cos θ. We encode the fact that integral points repel in the Mordell-Weil lattice with the
following lemma.
Lemma 23.
#|II(i)D | ≤ 2
⌈
log D˜
logJ
⌉
max
S⊆RPr−1:∀v 6=w∈S,|〈v,w〉|≤cosθ+O(δ)
#|S|.
Wewill bound the maximum occurring in this bound with a bound on codes in RPn via
linear programming techniques for n≪ 1 and a simpleminded volume estimate for n≫ 1.
Proof. It suffices to prove that the number of points with height in an interval [m,M ] is
≤ 2
⌈
log
(
M
m
)
2 log J
⌉
max
S⊆RPr−1:∀v 6=w∈S,|〈v,w〉|≤cosθ+O(δ)
#|S|.
To see this, note that
[m,M ] ⊆
⌈
log (Mm )
2 log J
⌉
⋃
i=1
[m(J2)i,m(J2)i+1],
so that it suffices to prove this bound for an interval of the form [m,J2m]. But now if
h(R) ≤ h(P ) ≤ J2h(R), then by Lemma 18,
cos θP,R ≤ J
2
+O(δ) = cos θ +O(δ).
Therefore the map {P ∈ E(Z) : h(P ) ∈ [m,J2m]}/± → RPr−1 via ±P 7→ {±P ⊗ 1√
hˆ(P )
}
(the projection to RPr−1 of the nonzero point P ∈ Rr ∼= E(Q) ⊗Z R) is injective (since
cos θP,R < 1 if P 6= R once δ ≪J 1). Moreover the image satisfies the condition that for
every v 6= w in the image, |〈v, w〉| = cos θv,w ≤ cos θ +O(δ), as desired. This completes the
proof of the second bound. 
4.6. III is small and IV is empty: an explicit bivariate Roth’s Lemma. For III
(i,~a,R˜)
D and
IV
(i,~a)
D we will follow Siegel’s proof of his finiteness theorem. Write C := (5− δ)D˜2, so that
for every P ∈ III(i,~a)D we have h(P ) > C logT . Note also that
Lemma 24. Let P ∈ III(i,~a)D . Then:
h(R~a), hˆ(R~a) ≤
(
1
D2
+O(δ)
)
h(P ).
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Proof. Observe that
hˆ
 i∑
j=1
ajPj
 ≤ i∑
j=1
(i− j + 1)hˆ(Pi)
≤
i∑
j=1
i− j + 1
D˜2(i−j+1)
hˆ(P )
=
 i∑
j=1
jD˜−2j
 (1 +O(δ))h(P ),
where the first step follows from (4.2) and the second follows from the definition of III
(i)
D ,
plus Lemma 17. But in general
k∑
ℓ=1
ℓx−ℓ ≤ x
(x− 1)2 ,
so that we find that
h(R~a) ≤
(
1
D2
+O(δ)
)
h(P )
by (4.1) and Lemma 17, as desired. 
Having established this estimate, let us now prove:
Lemma 25. Let P ∈ III(i,~a)D . Then:
log
∏
3R˜=−R~a
∣∣∣x(Q)− x(R˜)∣∣∣−1
h(P )
≥ 1
2
−max
(
19 logT
h(P )
,
19
D2
)
−O(δ),
and
(
1 +D−1 +O(δ)
)−2 ≤ h(P )
9h(Q)
≤ (1−D−1 −O(δ))−2 .
Proof. Observe that
1
2
=
log |x(P )| 12
h(P )
=
log |x(3Q+R~a)| 12
h(3Q+R~a)
. (4.4)
Let us examine the numerator and denominator of this expression.
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First, the denominator. Note that√
h(P ) =
√
h(3Q+R~a)
≥
√
hˆ(3Q+R~a)−O(δ logT )
=
√
hˆ(3Q+R~a) (1−O(δ))
≥
(
3
√
hˆ(Q)−
√
hˆ(R~a)
)
(1−O(δ))
≥
(
3
√
h(Q)−
√
h(P )
D
)
(1−O(δ)) ,
where we have used the triangle inequality for
√
hˆ and Lemma 24.
Therefore √
h(P ) ≥ 3
√
h(Q)
(
1 +D−1 +O(δ)
)−1
.
The same argument works to prove that√
h(Q) ≥ 1
3
√
h(P )
(
1−D−1 −O(δ))
as well. This proves the second statement of the Lemma.
Now we move to the numerator in (4.4). Observe that
x(3Q) =
x(Q)ψ3(Q)
2 − ψ2(Q)ψ4(Q)
ψ3(Q)2
.
Note also that
9
∏
3R˜=−R~a
(x(Q)− x(R˜)) = ψ3(Q)2
(
x(Q)− ψ2(Q)ψ4(Q)
ψ3(Q)2
− x(R~a)
)
= ψ3(Q)
2 (x(3Q)− x(R~a)) ,
since both are polynomials in x(Q) of degree 9 with leading coefficient 9 and roots exactly
at x(Q) = x(R˜) for some R˜ with 3R˜ = −R~a. But then, since in general
x(W + Z) =
(y(W )− y(Z))2 − (x(W ) + x(Z))(x(W ) − x(Z))2
(x(W ) − x(Z))2 ,
we have that
x(3Q+R~a) ·
9 ∏
3R˜=−R~a
(x(Q) − x(R˜))
2
= ψ3(Q)
4
(
(y(3Q)− y(R~a))2 − (x(3Q) + x(R~a))(x(3Q)− x(R~a))2
)
.
Now from the equation y2 = x3 +Ax+B, we find that y ≪ (|x|+ T ) 32 in general. Also,
|x(R~a)| ≤ exp(h(R~a))
≤ exp
(
h(P )
D2
(1 +O(δ))
)
= |x(P )| 1D2+O(δ).
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Therefore, as we saw in the proof of Lemma 18, by writing out the numerator and de-
nominator, |x(3Q)| = |x(P − R~a)| ≪ |x(R~a)| since x(R~a) is much smaller than x(P ) in
absolute value. But if |x(Q)| ≥ 1010T , then |x(3Q)| ≫ |x(Q)| since it is a quotient of
two polynomials dominated by their leading terms. Therefore we find that in general
|x(Q)|, |x(3Q)| ≪ |x(R~a)|+ T and so |y(Q)|, |y(3Q)| ≪ (|x(R~a)|+ T ) 32 .
Therefore∣∣∣∣∣∣∣x(3Q +R~a) ·
9 ∏
3R˜=−R~a
(x(Q)− x(R˜))
2
∣∣∣∣∣∣∣
=
∣∣ψ3(Q)4 ((y(3Q)− y(R~a))2 − (x(3Q) + x(R~a))(x(3Q) − x(R~a))2)∣∣
≪ (|x(R~a)|+ T )19
≪ max
(
T 19, |x(P )| 19D2+O(δ)
)
.
Written another way,
log |x(3Q+R~a)| 12 ≤ log
∏
3R˜=−R~a
∣∣∣x(Q)− x(R˜)∣∣∣−1 +max(19 logT, 19h(P )
D2
+O(δ)
)
+O(1).
Therefore, returning to (4.4), we find that:
1
2
≤
log
∏
3R˜=−R~a
∣∣∣x(Q)− x(R˜)∣∣∣−1
h(P )
+ max
(
19 logT
h(P )
,
19
D2
)
+O(δ).
This completes the proof. 
Let us now show that, once D is suitably chosen, IV
(i,~a)
D is empty. (Recall that C =
(5− δ)D˜2.)
Lemma 26. Suppose
576
C
+
72
D2
+max
(
19
C
,
19
D2
)
<
1
2
.
Then IV
(i,~a)
D = ∅.
Proof. Suppose P ∈ IV(i,~a)D . Then, by definition,∏
3R˜=−R~a
∣∣∣x(Q)− x(R˜)∣∣∣−1 ≪ min
R˜ 6=R˜′,3R˜=3R˜′=−R~a
|x(R˜)− x(R˜′)|−9.
Now, as we saw in the previous lemma, as polynomials in x(Q),
9
∏
3R˜=−R~a
(x(Q) − x(R˜)) = ψ3(Q)2x(Q)− ψ2(Q)ψ4(Q)− ψ3(Q)2x(R~a).
This is homogeneous of degree 9 in x(Q), x(R), A,B when the variables are given degrees
1, 1, 2, 3, respectively. Therefore the coefficients of x(Q) in the first two terms (namely,
ψ3(Q)
2x(Q) − ψ2(Q)ψ4(Q)) are bounded in absolute value by≪ T 8. Thus the polynomial
has naı¨ve height, in the sense of Bugeaud andMignotte [12], at most 8 logT +h(R~a). To see
this, clear the denominator of x(R~a) so that the polynomial is an integral polynomial and
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then the estimate is clear. Therefore by the estimate on page 262 of Mahler [29], we find
that
min
R˜ 6=R˜′,3R˜=3R˜′=−R~a
|x(R˜)− x(R˜′)| ≫ T−64H(R~a)−8,
and hence that ∏
3R˜=−R~a
log
∣∣∣x(Q) − x(R˜)∣∣∣−1 ≤ 576 logT + 72h(R~a) +O(1).
Therefore by Lemma 25 it follows that
1
2
≤ 576 logT + 72h(R~a) +O(1)
h(P )
+ max
(
19 logT
h(P )
,
19
D2
)
+O(δ).
Applying Lemma 24, we see that
1
2
≤ 576 logT
h(P )
+
72
D2
+max
(
19 logT
h(P )
,
19
D2
)
+O(δ).
The desired contradiction now follows (once δ ≪ 1) by using the inequality h(P ) >
C logT . 
Finally we will bound the size of III
(i,~a,R˜)
D for D suitably chosen. The idea here is that,
roughly, we have obtained the inequality
log
∏
3R˜=−R~a
∣∣∣x(Q)− x(R˜)∣∣∣−1
h(Q)
≥ 4.49,
and now Q is very close to some R˜. Therefore, roughly, this tells us that |x(Q) − x(R˜)| ≤
H(Q)−4.48, and so x(Q) is a Roth-type rational approximation to x(R˜). But Roth’s theorem
requires many such rational approximations to reach a contradiction, and hence provides
a poor bound on their number for our purposes. In fact x(Q) is also a Siegel-type rational
approximation, in the sense that x(R˜) is of degree 9 over Q, and
√
2 deg x(R˜) =
√
18 =
4.24... < 4.48. Moreover x(Q) has very large height compared to x(R˜), so if we are very
careful with how we prove Siegel’s theorem on Diophantine approximation (namely, via
Roth’s lemma for bivariate polynomials), we will be able to conclude.
So let c < 1 be another parameter (which we will choose such that 1 − c ≫ 1). Given c
andD, we may bound the size of III
(i,~a,R˜)
D as follows.
Lemma 27. Suppose s ∈ Z+ is such that(√
2c
3
− 1
(κ− 1)s
)
κ−
1 + 1(κ−1)s
(D − 1)2
(
9 +
κ+ 1
(c−2 − 1)
)
> 2.
Then#|III(i,~a,R˜)D | ≤ 2s.
Proof. Let P ∈ III(i,~a,R˜)D . Note that, for all R˜′ 6= R˜ such that 3R˜′ = −R~a,
|x(Q)− x(R˜′)| > 1
2
|x(R˜)− x(R˜′)|
by the triangle inequality. Therefore∏
3R˜′=−R~a,R˜′ 6=R˜
∣∣∣x(Q)− x(R˜′)∣∣∣≫ ∏
3R˜′=−R~a,R˜′ 6=R˜
|x(R˜)− x(R˜′)|.
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By a bound of Mahler (the last line on page 262 of [29]),∏
3R˜′=−R~a,R˜′ 6=R˜
|x(R˜)− x(R˜′)| ≫ T−56H(R~a)−7.
Hence, by Lemma 25,
log
∣∣∣x(Q)− x(R˜)∣∣∣−1
h(P )
≥ 1
2
−max
(
19
C
,
19
D2
)
− 56
C
− 7
D2
+O(δ).
Next, applying the second part of Lemma 25, we therefore find that
log
∣∣∣x(Q)− x(R˜)∣∣∣−1
h(Q)
≥
(
9
2
−max
(
171
C
,
171
D2
)
− 504
C
− 63
D2
+O(δ)
) (
1 +D−1 +O(δ)
)−2
.
(4.5)
Write
κ :=
(
9
2
−max
(
171
C
,
171
D2
)
− 504
C
− 63
D2
)(
1 +D−1
)−2
+O(δ).
Then
|x(Q)− x(R˜)| ≤ H(Q)−κ.
That is, x(Q) ∈ Q is a rational approximation to x(R˜) ∈ Qwith exponent κ. Moreover,
h(Q) ≥ 1
9
h(P )
(
1−D−1 −O(δ))2
≥ (D − 1−O(δ))
2
9
hˆ(R~a)
≥ (D − 1−O(δ))2hˆ(R˜)
≥ (D − 1−O(δ))2h(R˜) (4.6)
so that x(Q) is a “large” rational approximation of x(R˜) as well. To bound the number
of these, we will run through the usual argument for Siegel’s theorem on Diophantine
approximation via Roth’s lemma, except we will be explicit and careful in our bounds.
Write α := x(R˜) (whence degα ≤ 9 and |α| ≪ T + |x(R~a)|) and let us suppose there
were s+ 1 such approximations — i.e. λi 6= λj satisfying:
(1) λi ∈ Q,
(2) |λi| ≪ T + |x(R~a)|,
(3) |λi − α| ≤ H(λi)−κ,
(4) h(λi) ≥ (D − 1−O(δ))2h(α),
(5) h(λi) ≥ C9 (1−D−1 −O(δ))2 logT .
Let us also suppose, without loss of generality, thatH(λs+1) ≥ H(λs−1) ≥ · · · ≥ H(λ1).
Note that, by rationality of the βi we have that
1
H(λi−1)H(λi)
≤ |λi−1 − λi| ≤ 2H(λi−1)−κ.
Hence
H(λi) ≥ 1
2
H(λi−1)κ−1
— i.e.,
h(λi) ≥ (κ− 1)h(λi−1) +O(1).
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Therefore
h(λs+1) ≥ (κ− 1)sh(λ1) +O(s).
Hence λs+1 and λ1 are very far apart in height, and it is these rational approximations that
we will use. We will write β2 := λs+1 and β1 := λ1.
Now let d1 > d2 ∈ Z+ be such that∣∣∣∣d2d1 − h(β1)h(β2)
∣∣∣∣ ≤ 1d21 .16
We will take d1, d2 → ∞ at the end of the argument, so any error terms suppressed by
factors of d1 or d2 will be negligible.
Let t := c
√
2
3 and let
degα ·K := degα · d1d2 · t
2
2
· (1 + t−1(d−11 + d−12 ))2
= d1d2c
2
(
1 +
3
cd1
√
2
+
3
cd2
√
2
)2
≤ d1d2(c+O(δ))2
once d1, d2 ≫c,δ 1. An application of Siegel’s lemma gives us the following:
Claim 28. There is a nonzero p ∈ Z[x, y] such that
(∂kx∂
ℓ
yp)(α, α) = 0
for all nonnegative integers k, ℓ with
k
d1
+
ℓ
d2
≤ t,
and such that
H(p) ≤ O(H(R˜))
d1+d2
c−2−1−O(δ) .
Proof of Claim. We apply Siegel’s lemma in the form of Bombieri-Gubler Lemma 2.9.1 [11].
Indeed, we are imposing the conditions
∑
0≤i≤d1,0≤j≤d2 aijα
i+j−k−ℓ(d1
k
)(
d2
k
)
= 0 on the
coefficients aij ∈ Z of P . But recall that we have the relation
den · αdegα = f(α)
with
f(z) := den · zdegα − den · g(z),
and g(z) ∈ Q[z] the minimal polynomial of α (here den is the least positive integer such
that den · g ∈ Z[z]). Multiplying our relations through by dend1+d2−degα+1 and repeatedly
applying this relation reduces us to forcing degα times as many conditions (but now with
integral coefficients) for each condition with coefficients in Q(α). Importantly, since the
coefficients of f(z) ∈ Z[z] are all of absolute value at most O(H(α)) and we apply the
relation≤ d1+ d2 times, the resulting linear conditions on aij have coefficients bounded in
absolute value by
≪ O(1)d1+d2H(R˜)d1+d2 ,
where we get an O(1)d1+d2H(R˜)d1+d2 from the αi+j−k−ℓ terms, and an O(1)d1+d2 from the
binomial coefficients and the sum.
16Of course infinitely many such d1 and d2 exist if
h(β1)
h(β2)
is irrational, but since we do not require (d1, d2) = 1,
such d1, d2 exist in case the ratio of heights is rational as well!
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To conclude, we note that the number of variables aij is (d1+1)(d2+1), and the number
of equations is degα ·#
∣∣∣{ kd1 + ℓd2 ≤ t}∣∣∣, which is at most degα ·K by Bombieri-Gubler page
158 [11]. Now apply Lemma 2.9.1 of [11]. 
So let p be such a polynomial. Following Bombieri-Gubler, we define the index of van-
ishing of a polynomial q ∈ Z[x, y] at a point (ξ1, ξ2) to be
ind(q, ~ξ) := min
{
k
d1
+
ℓ
d2
: k, ℓ ≥ 0, (∂kx∂ℓyq)(ξ1, ξ2) 6= 0
}
.
As Bombieri-Gubler note, ind(·, ~ξ) is a non-Archimedean valuation on Z[x, y], and
ind(∂ax∂
b
yq,
~ξ) ≥ ind(q, ~ξ)− a
d1
− b
d2
.
By construction ind(p, (α, α)) ≥ t. To show that ind(p, (β1, β2)) is small, we will use an
improved bivariate form of Roth’s lemma. Specifically, we will prove:
Claim 29.
ind(p, ~β) ≤ d2
d1
+
(1 + d2
d1
)
(c−2 − 1)(D − 1)2 +O(δ).
We will simply follow Bombieri-Gubler and be more careful in the bivariate case.
Proof of Claim. Write
U(x) := det
 ∑
0≤k≤d1
(
k
i
)
akjx
k−i

0≤i,j≤d2
. (4.7)
Note that
U(x) = det
(
∂ix∂
j
yp
i!j!
)
0≤i,j≤d2
(4.8)
as polynomials in Z[x, y], since the latter is simply U(x) times det
((
j
i
)
yj−i
)
0≤i,j≤d2 = 1.
But (4.8) is proportional to the Wronskian of p, whence it does not vanish identically as a
polynomial in x, y (i.e., in x) by Wronski’s theorem.
Now, by expanding out the determinant in (4.7) as a sum over permutations, we find
that
degU ≤ d1 + (d1 − 1) + · · ·+ (d1 − d2) = (d2 + 1)
(
d1 − d2
2
)
.
Also, by examining the absolute value of the coefficients of U via the same sum over per-
mutations, we find that
H(U) ≤ O(1)d1d2H(p)d2+1
≤ O(1)d1d2H(R˜)
(d1+d2)(d2+1)
c−2−1−O(δ) .
But now for a univariate polynomial f(x) ∈ Z[x], (qx− p)k|f(x) (which implies H(f) ≥
H
(
p
q
)k
) if f vanishes to order k at p
q
. Hence
H(U) ≥ H(β1)d1ind(W,~β)−1,
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or, written another way,
ind(W, ~β) ≤ h(U)
d1h(β1)
+O
(
1
d1
)
.
But, applying the fact that ind(·, ~β) is a non-Archimedean valuation,
ind(W, ~β) = ind(U, ~β) ≥ min
σ∈Sd2+1
d2∑
a=0
ind(∂ax∂
σ(a)
y p,
~β).
But
ind(∂ax∂
σ(a)
y p,
~β) ≥ max
(
ind(p, ~β)− a
d1
, 0
)
− σ(a)
d1
,
so that this sum is simply
− d2(d2 + 1)
2d1
+
∑
0≤a≤min(d2,d1·ind(p,~β))
ind(p, ~β)− a
d1
= −d2(d2 + 1)
2d1
+
(d2 + 1)
(
ind(p, ~β)− d22d1
)
ind(p, ~β) > d2
d1
,(⌊
d1ind(p, ~β)
⌋
+ 1
)
· ind(p, ~β)− ⌊d1ind(p,~β)⌋(⌊d1ind(p,~β)⌋+1)2d1 ind(p, ~β) ≤ d2d1 .
In the first case we derive the inequality
ind(p, ~β) ≤ d2
d1
+
(1 + d2
d1
) · h(R˜)
h(β1)
c−2 − 1−O(δ) +O(δ).
In the second case we start with the inequality ind(p, ~β) ≤ d2
d1
anyway.
Therefore
ind(p, ~β) ≤ d2
d1
+
(1 + d2
d1
) · h(R˜)
h(β1)
c−2 − 1−O(δ) +O(δ).
Recall that h(β1) = h(Q) ≥ (D − 1−O(δ))2h(R˜) by (4.6), so that our bound reads
ind(p, ~β) ≤ d2
d1
+
(1 + d2
d1
)
(c−2 − 1)(D − 1)2 +O(δ),
as desired. 
Therefore there are a, b such that (∂ax∂
b
yp)(β1, β2) 6= 0 and
a
d1
+
b
d2
≤ d2
d1
+
(1 + d2
d1
)
(c−2 − 1)(D − 1)2 +O(δ).
Let now
q(x, y) :=
(∂ax∂
b
yp)(x, y)
a!b!
∈ Z[x, y].
Notice that
H(q) ≤ O(1)d1+d2H(p) ≤ O(H(α))
d1+d2
c−2−1−O(δ)
as well. Moreover
ind(q, (α, α)) ≥ ind(p, (α, α)) − a
d1
− b
d2
≥ t− d2
d1
− (1 +
d2
d1
)
(c−2 − 1)(D − 1)2 +O(δ).
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Let now k∗, ℓ∗ ≥ 1 be such that
k∗ − 1
d1
+
ℓ∗
d2
,
k∗
d1
+
ℓ∗ − 1
d2
≤ ind(q, (α, α))
but
k∗
d1
+
ℓ∗
d2
> ind(q, (α, α)).
Then observe that
q(x, y) =
∫ x
α
· · ·
∫ wk∗−1
α
∫ y
α
· · ·
∫ zℓ∗−1
α
(∂k∗x ∂
ℓ∗
y q)(wk∗ , zℓ∗)dw1 · · · dwk∗dz1 · · · dzℓ∗ .
Therefore
|q(x, y)| ≤ |x− α|k∗ |y − α|ℓ∗ sup
(w,z)∈[α,x]×[α,y]
∣∣∣∣∣ (∂k∗x ∂ℓ∗y q)(w, z)k∗!ℓ∗!
∣∣∣∣∣ .
Hence q(β1, β2) 6= 0 is bounded above in absolute value by
|q(β1, β2)| ≤ H(β1)−κk∗H(β2)−κℓ∗O(H(α))
d1+d2
c−2−1−O(δ)O(T + |x(R~α)|)d1+d2 .
But it is also a nonzero rational with denominator at most H(β1)
d1H(β2)
d2 , so that
|q(β1, β2)| ≥ H(β1)−d1H(β2)−d2 .
Therefore (using d1h(β1) = d2h(β2) +O
(
h(β2)
d2
)
) we have derived the inequality
−2d1h(β1) ≤ −κd1h(β1)
(
k∗
d1
+
ℓ∗
d2
)
+
(d1 + d2)h(α)
c−2 − 1−O(δ) + (d1 + d2)max(log T, log |x(R~α)|) + O(d1 + d2).
Using
k∗
d1
+
ℓ∗
d2
>
√
2c
3
− d2
d1
− (1 +
d2
d1
)
(c−2 − 1)(D − 1)2 +O(δ)
and dividing through by d1h(β1), we find that(√
2c
3
− d2
d1
)
κ−
(
(1 + d2
d1
)
(c−2 − 1)(D − 1)2
)
(κ+ 1)− 9(1 +
d2
d1
)
(D − 1)2 < 2 +O(δ).
Finally, recall that d2
d1
= h(β1)
h(β2)
+O
(
1
d21
)
≤ (κ− 1)−s+O(δ). Inserting this into the bound
we get that (√
2c
3
− 1
(κ− 1)s
)
κ−
1 + 1(κ−1)s
(D − 1)2
(
9 +
κ+ 1
(c−2 − 1)
)
< 2 +O(δ).
This contradicts the hypothesis once δ ≪c,D 1, and so we are done. 
4.7. Conclusion of proof. Summarizing, we have proved:
Proposition 30. Let c < 1,D > 1, D˜ := D+
√
D2+4
2 , C := 5D˜
2, and s ∈ Z+ be such that
576
C
+
72
D2
+max
(
19
C
,
19
D2
)
<
1
2
and (√
2c
3
− 1
(κ− 1)s
)
κ−
1 + 1(κ−1)s
(D − 1)2
(
9 +
κ+ 1
(c−2 − 1)
)
> 2,
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where
κ :=
(
9
2
−max
(
171
C
,
171
D2
)
− 504
C
− 63
D2
)(
1 +D−1
)−2
.
Let δ ≪c,D 1. Let T ≫c,D,δ 1. Let 1 < J < 2. Let E ∈ F∗. Then:
(1) If rank(E) = 0 then#|E(Z)| = 0.
(2) If rank(E) = 1 then#|E(Z)| ≤ 2.
(3) If rank(E) = r > 1 then:
#|E(Z)| ≤ 2r
⌈
log D˜
log J
⌉
· max
S⊆RPr−1:∀v 6=w∈S,|〈v,w〉|≤J2+O(δ)
#|S|
+ 9s(3r − 1).
Note that, of course, this implies that if the density of curves with ranks 0 and 1 are both
1
2 , then lim supT→∞ AvgF≤Tuniversal
(#|E(Z)|) ≤ 2, as claimed. (To see this, the only question
is the contribution from the density zero higher-rank curves. To bound this, use the propo-
sition and the Kabatiansky-Levenshtein bound (Theorem 13) and then combine Ho¨lder’s
inequality with Bhargava-Shankar as usual.)
In any case, the details of the optimization procedure given this bound are given in
the appendix since the rest of the argument is unrelated to Diophantine geometry. This
completes the argument. 
5. PROOF OF THEOREM 1 AND ITS COROLLARIES
To get inexplicit bounds we may simply follow the general procedure of the proof of
Theorem 2. On examination, to prove Theorem 1 for a family F , it is clear that the only
estimates required are:
(1) An estimate on small points:
lim sup
T→∞
Avg
F≤T
(#|{P ∈ E(Z) : h(P ) ≤ C logT +O(1)}|)≪ 1,
(2) and a repulsion estimate on larger points: if P 6= R ∈ E(Z) with h(P ), h(R) ≥
C logT +O(1) and h(R) ≤ h(P ) ≤ (1 + Ω(1))h(R), then
cos θP,R ≤ 0.88,
where the 0.88 has come from the Kabatiansky-Levenshtein bound (Theorem 13) — specif-
ically, the solution to
exp
(
1 + sin θ
2 sin θ
log
(
1 + sin θ
2 sin θ
)
− 1− sin θ
2 sin θ
log
(
1− sin θ
2 sin θ
))
= 3
has cos θ = 0.898....
From there one bounds the small points by the first part, the medium points by pro-
jecting those in an interval of shape [X, (1 + Ω(1))X ] to the unit sphere and applying
Kabatiansky-Levenshtein, and the large points by using Siegel’s argument, exactly as we
did in the proof of Theorem 2. So to prove Theorem 1 we will provide exactly these ingre-
dients. Since the families will be getting thinner and thinner (from ≍ T 5 for F≤Tuniversal to
≍ T 3 for F≤TA=0 to ≍ T 2 for F≤TB=0 to ≍ T for F≤Tcongruent), our constants C in the small points
esimates will get worse and worse (in fact we will always have C = log (#|F|)log T
17), which
17However, for congruent number curves, Le Boudec [27] has obtained a bound with C = 2, which is much
stronger than the C = 1 we get with our methods.
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will lead us to be a bit cleverer with our repulsion estimates each time. Note that the main
issue in establishing the repulsion estimate is that the discriminants of the curves in these
families are nowhere near squarefree, so the methods that allowed us to treat the canonical
and Weil heights as roughly the same in the proof of Theorem 2 do not apply here.18
5.1. y2 = x3 +B.
Proof of Theorem 1 for FA=0. Of course
#|F≤TA=0| ≍ T 3.
To count points with |x| ≤ 1010T , note that y ≪ T 32 and that x and y determine B.
Therefore the number of solutions (x, y,B) with |B| ≪ T 3 and |x| ≤ 1010T is at most the
number of |x| ≤ 1010T and |y| ≪ T 32 , which is≪ T 2.5.
Otherwise, |y| ≍ |x| 32 . But now given an x, if (x, y,B) and (x, y′, B′) are both solutions
and (without loss of generality) y, y′ > 0, then
y2 − y′2 = B −B′,
whence
|y − y′| ≪ T
3
|x| 32 .
Hence, given an 1010T ≤ |x| ≪ T 3, the number of y such that |x3 − y2| =: |B| ≪ T 3 is
≪ 1 + T
3
|x| 32 .
Therefore, taking these together, the number of solutions (x, y,B) with |x| ≪ T 3 is
≪ T 2.5 +
∑
T≪|x|≪T 3
1 +
T 3
|x| 32 ≪ T
3.
This contributes≪ 1 to the average.
So we have proved the first necessary result. For the second, again restrict (by Helfgott-
Venkatesh, Ho¨lder, and now Fouvry [13] instead of Bhargava-Shankar) to the subfamily
with the largest square divisor of B at most ≪ T δ and with |∆| ≍ |B|2 ≫ T 6−δ. Now
j(E0,B) = 0, so that, by Lang [26] (Chapter III, Section 4), at p > 3 such that vp(B) = 1,
λp(Q)− λˆp(Q) = log+ |x(Q)|p − log+ |B− 13x(Q)|p,
where λp and λˆp are the local heights for h and hˆ, respectively, and we have written Q for
a rational point on E. (Note that Lang’s normalizations are different from ours by a factor
of 2.)
Now this expression for λp− λˆp is 13 log |B|p unless vp(x(Q)) ≥ 13vp(B) = 13 — i.e., unless
vp(x(Q)) ≥ 1. But
y(Q)2 = x(Q)3 +B
18As a sidenote, one could also proceed by noting that the curves in each of these families are all twists of
one another, and then estimating effects of twisting on the heights precisely. This reduces to a roughly similar
computation, though we proceed via local heights in order to also introduce the idea of establishing repulsion
between 2P and 2R for integral points P andR. In fact, at least for the families y2 = x3+Ax and y2 = x3−D2x,
since we have such good control on the ranks of the curves in these families one could also simply apply the
theorem of Hindry-Silverman (Theorem 8) after throwing out those curves with large Szpiro ratio, but the implied
constants would be tremendous.
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and vp(x(Q)) ≥ 1, vp(B) = 1 implies vp(y(Q)) ≥ 1, so vp(B) ≥ 2, a contradiction. Thus this
expression is always equal to
1
3
log |B|p
when vp(B) = 1.
For primes such that p2|B (or p = 2, 3), Lang also proves that
|λp(x(Q)) − λˆp(x(Q))| ≪ − log |∆|p.
Thus the sum over these primes is O(δ logT ).
Finally, for the infinite prime, Lang proves that
λ∞(Q)− λˆ∞(Q) = log+ |x(Q)| − log+
(
|∆|− 16 |x(Q)|
)
.
Therefore, exactly as before,
hˆ(Q)− h(Q) = log+
(
|∆|− 16 |x(Q)|
)
+
1
6
log+ |∆| − log+ |x(Q)|+O(δ logT )
by the product formula. Therefore we may simply repeat the proof of Lemma 18 verbatim.
This completes the ingredients necessary for this family. 
5.2. y2 = x3 +Ax. Now let us move to the family y2 = x3 +Ax.
Proof of Theorem 1 for FB=0. The family is of size
#|F≤TB=0| ≍ T 2.
Fixing y, since x, x2 + A are both divisors of y2, the number of (x,A) pairs such that
(x, y, A) is a solution is at most the number of pairs of divisors (d1, d2) of y
2, which is
τ(y2)2 ≪ǫ yǫ. Therefore the number of (x, y, A) such that |x| ≤ T 43−ǫ and |A| ≪ T 2 is at
most (since |y| ≪ T 2− 32 ǫ in this case)
≪
∑
|y|≪T 2− 32 ǫ
y
ǫ
2 ≪ T 2− ǫ2 .
For |x| ≥ T 43−ǫ (so that |y| ≍ |x| 32 ), fix x and note that if (x, y, A) and (x, y′, A′) are both
solutions and y, y′ > 0without loss of generality, then
y2 − y′2 = x(A −A′),
so that
|y − y′| ≪ T
2
|x| 12 .
Thus all the |y| live in an interval of length
≪ T
2
|x| 12 .
Note also that y2 ≡ 0 (mod x), which has∏p|x p⌊ vp(x)2 ⌋ solutions modulo x. Therefore the
number of y given x is at most
≪ 1 +
T 2 ·∏p|x p⌊ vp(x)2 ⌋
|x| 32 .
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Thus, taking these together, the number of solutions (x, y, A) with |x| ≪ T 2 and |A| ≪
T 2 is at most
≪ T 2− ǫ2 +
∑
T
4
3
−ǫ≪|x|≪T 2
1 + T 2 ·∏p|x p
⌊
vp(x)
2
⌋
|x| 32

≪ T 2.
Thus we have counted small points. For the second ingredient, we would again (with
more difficulty) be able to prove a repulsion bound in terms of h(P ) and h(R), but esti-
mating the error in this bound for points of small height would give us serious difficulty.
Moreover, these methods would not work for the next case where we restrict to square A.
So we introduce another idea.
First restrict to A that have largest square divisor at most T δ and such that |A| ≥ T 2−δ.19
Note that j(EA,0) = 1728 ∈ Z, so that again Lang applies, whence once p > 3 and vp(A) = 1
the difference of local Weil and canonical heights is
λp(Q)− λˆp(Q) = log+ |x(Q)|p − log+ |A− 12 x(Q)|p,
which is
1
2
log |A|p
unless
vp(x(Q)) ≥ 1
2
vp(A) =
1
2
— i.e., unless vp(x(Q)) ≥ 1. In this case the expression is 0, which we will write as
1
2
log |A|p − 1
2
log |A|p.
Again, at p = 2, 3 or p such that p2|A, the difference of local heights is≪ − log |∆|p. At the
infinite place, as before the contribution to the difference is
log+ |x(Q)| − log+
(
|A− 12 | · |x(Q)|
)
.
Therefore we have found that (applying the product formula as before)
hˆ(Q)− h(Q) = log+
(
|∆|− 16 · |x(Q)|
)
+
1
6
log |∆| − log+ |x(Q)|+ 1
2
∑
p||A,vp(x(Q))≥1
log |A|p +O(δ logT ).
(5.1)
Since the log |A|p terms are simply − log p, this gives us a way of getting an upper bound
on hˆ:
hˆ(Q)− h(Q) ≤ log+
(
|∆|− 16 · |x(Q)|
)
+
1
6
log |∆| − log+ |x(Q)|+O(δ logT ).
Now for the new idea. Let P 6= ±R ∈ E(Z) with h(P ) ≥ h(R) ≥ 2 logT . Write instead
cos θP,R =
hˆ(2P + 2R)− hˆ(2P )− hˆ(2R)
2
√
hˆ(2P )hˆ(2R)
.
From the above we have the upper bound hˆ(2P + 2R) ≤ h(2P + 2R) +O(δ logT ).
19To do this, see Lemma 32.
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Moreover, writing P =: (x, y), if p||A and vp(x(2P )) ≥ 1, then since
x(2P ) =
(3x2 +A)2
4y2
− 2x = x
4 − 2Ax2 +A2
4y2
,
we see that p|x. But then p|y since y2 = x3 + Ax. Hence p2|4y2. Since vp(x(2P )) ≥ 1, we
see that p3|x4 − 2Ax2 + A2, whence p3|A2, which is to say p2|A, a contradiction. The same
holds for R, so that we have found (by (5.1)) that
hˆ(2P ) = h(2P ) +O(δ logT )
and
hˆ(2R) = h(2R) +O(δ logT ).
Also note that h(2P ) ≤ 4h(P )+O(1) since the expression for x(2P ) has numerator at most
O(x4) and denominator at mostO(x3), and upon cancelling common terms these estimates
still hold.
Finally, let us write out x(2P + 2R) in terms of x(2P ) and x(2R). Write 2P =:
(
α
β2
, α˜
β3
)
and 2R =:
(
α′
β′2
, α˜
′
β′3
)
. Recall that |x(2P )| ≍ |x(P )| and similarly forR since |x(P )|, |x(R)| ≥
1010T . Thus certainly |α| ≥ |β|2 and similarly for R, so that H(P ) = |α| and H(R) = |α′|.
Moreover for the same reason |y(2P )| ≍ |x(2P )| 32 , so that |α˜| ≍ |α| 32 = H(α) 32 and similarly
for R.
Now
x(2P + 2R) =
x(2P )2x(2R) + x(2P )x(2R)2 + 2y(2P )y(2R) +Ax(2P ) +Ax(2R)
(x(2P ) − x(2R))2
=
α2α′β′2 + αα′2β2 + 2α˜α˜′ββ′ +Aαβ2β′4 +Aα′β4β′2
(α − α′)2 .
By using the first expression and the fact that |x(2P )| ≍ |x(P )| (and similarly for R) it
follows that the first term in the numerator is the largest (up to O(1)) among those in the
numerator or denominator since h(P ) ≥ h(R). Therefore
H(2P + 2R)≪ |α|2|α′||β′|2
=
H(2P )2H(2R)2
|x(2R)|
≍ H(2P )
2H(2R)2
|x(R)|
=
H(2P )2H(2R)2
H(R)
,
which is to say h(2P +2R) ≤ 2h(2P )+2h(2R)−h(R)+O(1). Since 4h(R) ≥ h(2R)−O(1),
this reduces to
h(2P + 2R) ≤ 2h(2P ) + 7
4
h(2R) +O(1).
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Therefore, putting these together and arguing as in Lemma 18, we find that
cos θP,R =
hˆ(2P + 2R)− hˆ(2P )− hˆ(2R)
2
√
hˆ(2P )hˆ(2R)
≤ hˆ(2P + 2R)− h(2R)− h(2R) +O(δ logT )
2
√
h(2P )h(2R)
≤ 1
2
√
h(2P )
h(2R)
+
3
8
√
h(2R)
h(2P )
+
O(δ logT )
2
√
h(2P )h(2R)
.
Now suppose we could show any nontrivial (i.e., not x = 0) rational point on y2 =
x3 + Ax must have height at least c logT for some c ≫ 1 a (very small) positive constant.
Then this upper bound would read:
cos θP,R ≤ 1
2
√
h(2P )
h(2R)
+
3
8
√
h(2R)
h(2P )
+O(δ).
Hence this would complete the proof of the second necessary ingredient, since 12 +
3
8 =
7
8 = 0.875 < 0.88. This is because the number of points P with h(P ) ≥ 2 logT + O(1) and
h(2P ) ∈ [X, (1 + γ)X ] is then
≪ γ−1 · 3rank(E)
once γ ≪ 1. Hence since
h(2P ) ≥ c logT ≫ logT,
the number of points P with h(P ) ≥ 2 logT +O(1) and h(2P ) ≤M logT is
≪ log (M) · 3rank(E).
But h(P ) ≥ 14h(2P ) − O(1), so the number of points with h(P ) ≤ M log T is in fact also
≪ log (M) · 3rank(E), which is all we need to conclude the argument.
Thus it suffices to show that the smallest nontrivial rational point has height at least
c logT for some positive c ≫ 1. Actually it suffices to do this for a large enough subfam-
ily of curves, by the usual Ho¨lder, Helfgott-Venkatesh, and then Bhargava-Shankar-type
procedure.20 We will show that the density of curves with a nontrivial rational point of
multiplicative height smaller than T
1
100 =: T c is T−Ω(1).
Now if
(
m
n2
, m
′
n3
)
is a point on y2 = x3 + Ax with |m| ≤ T c, |n| ≤ T c2 , then (m,m′) is an
integral point on y2 = x3 + An4x with |m| ≤ T c. Note that |m′| ≪ T 1+ 32 c. The number
of such pairs (m,m′) is at most T 1+3c. Moreover since (m,m′) determine A and n (up to
sign) since A is fourth-power free by minimality, we see that the number of A with EA,0
with a nontrivial rational point of height at most T c is at most the number of such rational
points on an EA,0 for some A, which is at most the number of (m,m
′) pairs, which is at
most T 1+3c. Thus the density is T−1+3c, which is of the desired shape.
This completes the argument. 
Having proven this, let us now explain how to use the methods of Kane [24] and Kane-
Thorne [25] to deduce Corollary 4. We will freely use their notation throughout, and for
ease of reading one should at least go through their arguments to understand the effects of
our modifications.
20Again, see Lemma 32 for details.
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Proof of Corollary 4. Let us quickly show that to control an average of e.g. 2k·rank(E) it suf-
fices to control moments of Selmer groups on the curves. Let ϕA : EA,0 → E−4A,0 be the
2-isogenies on the curves. Let SelϕA(EA,0) be the associated Selmer groups. Note that the
isogeny dual to ϕA is simply ϕ−4A. Hence ϕ−4A ◦ϕA = 2·, multiplication by 2 on EA,0. The
following Lemma (combined with Cauchy-Schwarz) shows that to control the average of
2k·rank(E) ≤ #|Sel2(E)|k it is enough to control the moments of #|SelϕA(EA,0)|.
Lemma 31. Let E
α−→ E′ β−→ E′′ be a sequence of isogenies between elliptic curves over Q. Then
#|Selβ◦α(E)| ≤ #|Selα(E)| ·#|Selβ(E′)|.
Proof. Consider the long exact sequence in Galois cohomology associated to 0 → kerα →
ker (β ◦ α) → kerβ → 0. It induces a sequence Selα(E) → Selβ◦α(E) → Selβ(E′) which is
exact at the middle term. (Surjection onto the kernel follows from exactness onH1 and the
fact that the left-hand map is induced by the identity map E → E so only locally trivial
classes map to one another.) The result follows. 
Hence we will concentrate on bounding moments of #|SelϕA(EA,0)|, as Kane-Thorne do.
The next claim is that for this family we may improve Lemma 14 to:
Lemma 32. Let G ⊆ F≤TB=0. Then, for all ǫ > 0,∑
E∈G
#|E(Z)| ≪ #|F≤TB=0| ·
(
#|G|
#|F≤TB=0|
)Ω(1)
· (logT )O(1).
Proof. The only change in the proof of Lemma 14 is that ω(∆) is replaced by ω(A) and
now we may use the bound rank(EA,0) ≪ ω(A) as well (this comes from a descent by 2-
isogeny: see Proposition 4.9 in Chapter X, Section 4 of [35]). Instead of using the bound
ω(∆)≪ log Tlog log T , we instead use
∑
n≤X O(1)
ω(n) ≪ X(logX)O(1). 
Hence we may restrict to a subfamily of density 1− O ((log T )−M) onceM ≫ 1. Hence
we may further impose the restriction that ω(A) ≤ M log logA for some sufficiently large
constant M on our curves (on top of the usual restriction that A have non-squarefree part
at most T δ), since the number of n ≤ X withm prime factors is at most
≪ X
logX
· (log logX +O(1))
m
m!
.
Moreover, suppose there is a real character χ of modulus D ≪ T with L(s, χ) having a
real zero βχ with 1 − βχ ≤ (logT )δ. Then since (by Siegel’s theorem on Siegel zeroes)
1 − βχ ≫ǫ D−ǫ for all ǫ > 0, we find that D ≫δ (logT )M+1, for instance. Hence once
T ≫δ 1 (with ineffective implied constant) we may remove all A divisible by D as well.
As Kane notes on page 17 of [24], this implies 1 − βχ ≫ (logT )−1 for any real zeroes βχ of
L(s, χ) with χ of modulus not divisible byD and at most T .
Call the resulting subfamily F˜B=0 ⊆ FB=0. Let us now indicate the necessary changes
to Kane’s argument in [24] in order to get a bound of shape
lim sup
T→∞
Avg
E∈F˜≤TB=0
(krank(E))≪ O(1)(log k)2 .
We first fix a positive integer F ≤ T δ such that p|F =⇒ p2|F for all primes p > 2 and re-
strict our attention to the subfamily of D with F = 2v2(D)sq(D) := 2v2(D)
∏
p2|D:p>2 p
vp(D).
The claim is that the restrictions log logN2 < n < 2 log logN may be replaced by n <
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M log logN , where M is the sufficiently large constant arising in the definition of F˜B=0.
To prove this, we change the following in Kane’s argument. In Proposition 11 we replace
O
(
N√
log logN
)
by maxn˜≤n πn˜(N), where πn˜(N) is the number of integers in [1, N ] with ex-
actly n˜ prime factors. This improves Lemma 17 to a bound of shape
≪ max
n˜≤n
πn˜(N) ·
((
O(log logB)
L
)k
+ · · ·
)
.
In the proof of Proposition 9 we instead obtain a bound of shape
≪ O(1)k ·
(
max
n˜≤n
πn˜(N)
)
·
((
ǫ log logN
n
)k
+ (logN)−C
)
.
If n≫ log log logN and N ≫c,k 1, then this is≪ N · cm, as in Kane. If n≪ log log logN ,
then
max
n˜≤n
πn˜(N) = πn(N) ≍ (log logN)
n
n!
· N
logN
≪ N
logN
·O(1)(log log logN)2 .
Hence the resulting bound in this case is
≪ N
logN
·O(1)(log log logN)2
((
log logN
n
)k
+ 1
)
≪ N
logN
·O(1)(log log logN)2 , (5.2)
since k ≤ n ≪ log log logN . This is again≪ N · cn ≪ N · cm once N ≫c 1 since N · cn ≫
N(log logN)−O(log c).
Thus we have the necessary improvement to Kane’s Proposition 9 to feed into the anal-
ysis in Kane-Thorne. As they note, the contribution of terms with m > 0 is (once N ≫k 1
and e.g. c = 2−2k−1)
≪k N2−kn
n∑
m=1
(
n
m
)
(2k − 1)n−m4kmcmω(F )
≤ N · (1− 2−k−1)nω(F )
≤ N · (logN)−Ω(2−k) · ω(F )
if n≫ log log logN . When n≪ log log logN we use the stronger bound in (5.2) to obtain
≪k N
logN
O(1)(log log logN)
2
2−kn
n∑
m=1
(
n
m
)
(2k − 1)n−m4kmω(F )
≤ N
logN
O(1)(log log logN)
2
O(1)knω(F )
≪ N · (logN)2−1 · ω(F )
once N ≫k 1. So we may ignore the terms withm > 0.
Also, as in Kane-Thorne, the sum over terms withm = 0 is
≪ O(1)k2 · O(1)ω(F ) ·#|{|x| ≤ N : F |x, ω(x) = n, 2vp(x)sq(x) = F}|,
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where sq(x) is the “odd squarefull” part of x:
sq(x) =
∏
p2|x:p>2
pvp(x).
Summing over all n ≪ log logN , we find that the sum of 2k·rank(E) over those E with
2v2(D)
∏
p2|D p
vp(D) = F is
≪ O(1)k2 ·O(1)ω(F ) ·#|{|x| ≤ N : F |x, 2v2(x)sq(x) = F}|
≪ O(1)k2 · O(1)
ω(F )
F
·#|{|x| ≤ N : 2v2(x)sq(x) ≤ T δ}|,
whence the contribution to the average of those D with “even/squarefull part” F is ≪
O(1)k
2 · O(1)ω(F )
F
.
Summing over F ≤ T δ such that p|F =⇒ p2|F for all p > 2 gives the result. Indeed,∑
F≤T δ :F odd squarefull
O(1)ω(F )
F
≪ 1.

5.3. y2 = x3 −D2x.
Finally, we handle the congruent number curves.
Proof of Theorem 1 for Fcongruent. The family is of size
#|F≤Tcongruent| ≍ T.
First, the small points. We will in fact drop the restriction that D be squarefree when
counting the small points since it will not be necessary, but we may, and will, assume
|D| ≥ T 1−δ. Fix x 6= 0. Break up the set of solutions (x, y,D) with y,D > 0 and D 6= ±x
(without loss of generality) into two classes: those with |D − |x|| ≤ T 13 |x| 13 and those with
|D − |x|| > T 23 .
Let (y,D), (y′, D′) be two solutions. As usual, by taking differences,
|y − y′| ≪ |D −D
′||x|
|y| .
Now
|x(x −D)(x+D)| ≫ |x||D||D − |x||,
so
|y| ≫ |x| 12 |D| 12 |D − |x|| 12 .
Thus
|y − y′| ≪ |D −D
′||x| 12
|D − |x|| 12 |D| 12 .
Hence if (x, y,D) and (x, y′, D′) are solutions of the first class, then D and D′ are close,
so that
|y − y′| ≪ T 13 |x| 13 .
If (x, y,D) and (x, y′, D′) are solutions of the second class andD is maximal among all such
solutions, then
|y − y′| ≪ D 12 |x| 12T− 16 |x|− 16 ≪ T 13 |x| 13 .
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Thus in general
|y − y′| ≪ T 13 |x| 13 .
Now also y2 ≡ 0 (mod x), which has∏p|x p⌊ vp(x)2 ⌋ solutions modulo x. Therefore since
the y for which there exists a D making (x, y,D) a solution all lie in at most four intervals
(depending on sign and class) of length at most≪ T 13 |x| 13 and since (x, y) determine ±D,
we find that there are at most
≪ 1 +
T
1
3
∏
p|x p
⌊
vp(x)
2
⌋
|x| 23
solutions with fixed x.
Therefore we find that the number of (x, y,D) with |x| ≤ 1010T and |D| ≪ T is at most
≪
∑
|x|≤1010T
1 +
T
1
3
∏
p|x p
⌊
vp(x)
2
⌋
|x| 23 .
But the Dirichlet series
∑
n≥1
∏
p|n p
⌊
vp(n)
2
⌋
ns+
2
3
=
∏
p
(1 + p−s−
2
3 + p−2s−
1
3 + p−3s−1 + · · · )
=
∏
p
1 + p−s−
2
3
1− p−2s− 13
=
ζ
(
2s+ 13
)
ζ
(
s+ 23
)
ζ
(
2s+ 43
)2
has its rightmost pole at s = 13 , of order two. Thus
∑
n≪T
∏
p|n p
⌊
vp(n)
2
⌋
n
2
3
≪ T 13 logT,
whence ∑
|x|≤1010T
1 +
T
1
3
∏
p|x p
⌊
vp(x)
2
⌋
|x| 23 ≪ T + T
2
3 logT,
which finishes the small point counting.21
Now for the repulsion estimate. The argument is exactly the same as in the case y2 =
x3+Ax—the only difference is that in the beginning of the argumentwe derive vp(x(Q)) ≥
vp(D) rather than
1
2vp(A), but we only use the consequence that this implies vp(x(Q)) ≥ 1.
The rest goes through completely, so that it suffices to show that on a density 1 − T−Ω(1)
subfamily there are no nontrivial rational points of height smaller than c logT for some
(small) positive constant c, by the same argument as in the case y2 = x3 + Ax. We will
again take c := 1100 .
21In fact, by using Proposition 1 in [27], we may count small points of height≪ T 2(log T )−O(1) instead of
≪ T !
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But, as before, a rational point
(
m
n2
, m
′
n3
)
with |m| ≤ T c, |n| ≤ T c2 on y2 = x3 − D2x
corresponds to the integral point (m,m′) on y2 = x3 − (Dn2)2x. Write D˜ := Dn2 — note
that the information of D˜ is equivalent to that of (D,n2) since D is taken to be squarefree.
Note also that in this case |m′| ≍ |D˜||x| 12 .
Now fixm. From the same argument as in the small point counting above (as we noted,
we didn’t needD squarefree), we find that the number of (m′, D˜) is at most
≪ 1 +
T
1+c−ǫ
2
∏
p|m p
⌊
vp(m)
2
⌋
|m| 12 .
Summing this up to |m| ≤ T c gives a bound on the number of very small rational points
on these curves of
≪ T c + T 12+c− ǫ4 ,
which completes the argument. 
To deduce Corollary 3 we will have a slightly easier time than we did for Corollary 4,
since Heath-Brown’s methods in [17] control the moments of 2rank(E) over the family quite
well. Again, we use his notation freely throughout, and urge the reader to go through the
original argument to understand our modifications.
Proof of Corollary 3. Theorem 1 of Heath-Brown [17] gives us the claimed bound
lim sup
T→∞
Avg
E∈F≤Tcongruent,odd
(krank(E))≪ O(1)(log k)2
over the subfamily Fcongruent,odd ⊆ Fcongruent of curves y2 = x3 − D2x with D odd. But
extending this to D ≡ 2 (mod 4) (recall D is restricted to be squarefree) is no problem,
since we only need an upper bound on the average of (in Heath-Brown’s notation) 2k·s(D)
of shape O(1)k
2
, where s(D) is the 2-Selmer rank of y2 = x3 −D2x. Specifically, for these
D Heath-Brown’s quadratic form P controlling the appearance of a Legendre symbol does
not change — in fact we need only change R, which does not affect the shape of the upper
bound.
Let us indicate the necessary changes in the argument. Lemma 1 of [17] changes into an
upper bound of shape (hereD = 2v2(D) ·Dodd):
2s(D) ≤
∑
Dodd=
∏
1≤i≤4,0≤j≤4,i6=j Dij
(−1
α
)(
2
β
) 4∏
i=1
4−ω(Di0)
∏
0≤j≤4,j 6=i
4−ω(Dij)
∏
k 6=i,j
∏
ℓ
(
Dkℓ
Dij
)
·
[
1 +
(
2
D21D23D31D32D41D42
)
+
(
2
D12D14D31D34D41D43
)
+
(
2
D13D14D23D24D42D43
)
+
(
2
D12D13D21D24D32D34
)]
.
The only changes required to obtain this bound are that in [16] Heath-Brown chooses a
(unique) representative of a point P ∈ E(Q)/tors with |x|2 = 1 and x > 0 — instead one
has to change the 2-adic condition to |x|2 = |D|2. Also, instead of worrying about the
condition for local solubility of the equations resulting from the 2-descent at p = 2 (which
Heath-Brown handles by a trick reducing to Hilbert’s reciprocity law), wemay simply drop
the condition since we are only concerned with an upper bound on 2s(D). The rest of the
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argument proceeds in exactly the same way, except we trivially bound the sum remaining
in Section 5 (“the leading terms”) of [17]. This completes the proof. 
APPENDIX A. OPTIMIZING THE BOUND FOR THEOREM 2
Let us now describe the optimization procedure for Theorem 2. Recall the explicit bound
that we had proved (we have shifted J by O(δ) for computational purposes below):
Proposition 33. Let c < 1,D > 1, D˜ := D+
√
D2+4
2 , C := 5D˜, and s ∈ Z+ be such that
576
C
+
72
D2
+max
(
19
C
,
19
D2
)
<
1
2
and (√
2c
3
− 1
(κ− 1)s
)
κ−
1 + 1(κ−1)s
(D − 1)2
(
9 +
κ+ 1
(c−2 − 1)
)
> 2,
where
κ :=
(
9
2
−max
(
171
C
,
171
D2
)
− 504
C
− 63
D2
)(
1 +D−1
)−2
.
Let δ ≪c,D 1. Let T ≫c,D,δ 1. Let 1 < J < 2. Let E ∈ F∗. Then:
(1) If rank(E) = 0 then#|E(Z)| = 0.
(2) If rank(E) = 1 then#|E(Z)| ≤ 2.
(3) If rank(E) = r > 1, then:
#|E(Z)| ≤ 2r
⌈
log D˜
logJ
+O(δ)
⌉
· max
S⊆RPr−1:∀v 6=w∈S,|〈v,w〉|≤J2
#|S|
+ 9s(3r − 1).
The first question is how to get an explicit bound on maxS⊆RPr−1:∀v 6=w∈S,|〈v,w〉|≤J2 #|S|
for r very large. (Kabatiansky-Levenshtein gives an asymptotic, but this is not enough.)
Since we can take r extremely large (e.g., r ≥ 13) and Bhargava-Shankar guarantee that the
proportion of curves with rank at least r is ≪ 5−r, the following simpleminded estimate
will suffice.
Lemma 34. Let θ0 > 0, let r ≥ 3, and let S ⊆ Sr−1 be such that for every v 6= w ∈ S, θv,w ≥ θ0.
Then
#|S| ≤ 2
√
3r sin
(
θ0
2
)1−r
cos
(
θ0
2
)−1
.
Proof. Note that balls of radius θ02 (in the spherical distance) about the points of S do not
intersect. Thus
vol(Sr−1) ≥ #|S| · vol
(
B θ0
2
((1, 0, . . .))
)
.
But the ball of radius θ02 about (1, 0, . . .) is the spherical cap x1 ≥ cos
(
θ0
2
)
. The surface area
of such a cap is
1
2
vol(Sr−1)I
sin2 ( θ02 )
(
r − 1
2
,
1
2
)
,
where Ix(a, b) is the regularized incomplete beta function.
But
Ix(a, b) =
xa(1− x)b
aB(a, b)
1 +∑
n≥0
B(a+ 1, n+ 1)
B(a+ b, b+ 1)
xn+1

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where B(w, z) is the usual beta function. Thus in particular Ix(a, b) ≥ x
a(1−x)b
aB(a,b) , so that we
have found:
#|S| ≤ (r − 1)B
(
r−1
2 ,
1
2
)
sinr−1
(
θ0
2
)
cos
(
θ0
2
)
≤ r√π · Γ
(
r−1
2
)
Γ
(
r
2
) · sin1−r (θ0
2
)
cos
(
θ0
2
)−1
.
Therefore it suffices to show that
Γ
(
r−1
2
)
Γ
(
r
2
) ≤ 2√3√
πr
.
But this follows via induction (with equality at r = 3). 
Note that this implies that
max
S⊆RPr−1:∀v 6=w∈S,|〈v,w〉|≤J2
#|S| ≤
√
3r sin
(
θ
2
)1−r
cos
(
θ
2
)−1
=
√
3r
(
1
2
− J
4
) 1−r
2
(
1
2
+
J
4
)− 12
,
where as usual we have written J = 2 cos θ.
Now notice that we have left the r = 2 case on its own. This is because in this case the
unit sphere is simply the circle and we can give a very good estimate for the maximum (the
idea is the same):
Lemma 35. Let S ⊆ RP1 be such that for every v 6= w ∈ S, θv,w ≥ θ0. Then
#|S| ≤
⌊
π
θ0
⌋
.
Proof. Let T := {ϕ ∈ [0, π) : eiϕ ∈ π−1(S)}, where π : S1 → RP1 is the projection. (Note
that #|T | = #|S|.) Without loss of generality 0 ∈ T . Then the union⋃
16=t∈T
(
t− θ0
2
, t+
θ0
2
)
∪
(
π − θ0
2
, π
)
∪
(
0,
θ0
2
)
is disjoint. On taking measures we find the desired inequality. 
Now for 3 ≤ r ≤ 13 we use a program written by Henry Cohn to find optimal linear
programming bounds on these maxima. This allows us to compile a table of bounds for
given θ ranging from slightly larger than 0 to slightly smaller than π3 . Then for each fixed r
we choose c,D, s, J making the upper bound on #|E(Z)| as small as possible. This choice
of J corresponds to a θ via J = 2 cos θ, and one needs only check the sphere packing upper
bound we use with rigorous arithmetic for this J .22
In any case, what is left is simply a Mathematica calculation, and the relevant Math-
ematica document used to optimize the bound has been included. As a final note, ob-
serve that if (A,B) ≡ (2, 2) (mod 3), then EA,B(Z) = ∅. Thus we may restrict to the sub-
family G of (A,B) not congruent to (2, 2) modulo 3. Inside this subfamily, we use the
methods of Bhargava-Shankar (and Bhargava-Skinner-Zhang) to compute lower bounds
22We end up simply choosing c = 0.998114, D = 612.117, s = 3 and instead only optimizing J for each
3 ≤ r ≤ 13.
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for the proportions of curves with rank 0, 1, and either 0 or 1. For reference, denote by
F˜1, . . . , F˜4, F˜
+, F˜−, and F˜ the subfamilies of curves with (A,B) 6≡ (2, 2) (mod 3) corre-
sponding to the large families F1, . . . , F4, F
+, F−, and F constructed in [5]. Then F˜2, F˜3, F˜4
have unchanged densities, and F˜1 has density
9
8µ(F1)− 18 ≥ 66.45% (we are lucky because
the local root number at 3 does not vary when v3(A) = v3(B) = 0). Here we have written µ
to mean the density of a subfamily (where the ambient family is understood). This results
in lower bounds of µ(F˜+) ≥ 41.15% and µ(F˜−) ≥ 65.56%. Therefore the union of these
families has density µ(F˜ ) ≥ 60.67%. Following Bhargava-Skinner-Zhang, this results in a
proportion of at least 22.821% of curves in G having rank 1. Following Bhargava-Shankar,
this also results in a proportion of at least 22.75% of curves having rank 0, and at least
84.22% having rank either 0 or 1. Since G has density 89 in Funiversal, we in effect gain a
factor of 89 (as well as slightly more from the improved lower bounds on rank ≤ 1 curves)
due to these considerations. The remaining optimization is in the Mathematica file.
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