Predisposition to a disease is usually caused by cumulative effects of a multitude of exposures and lifestyle factors in combination with individual susceptibility. Failure to include all relevant variables may result in biased risk estimates and decreased power, whereas inclusion of all variables may lead to computational difficulties, especially when variables are correlated. We describe a Bayesian Mixture Model (BMM) incorporating a variable-selection prior and compared its performance with logistic multiple regression model (LM) in simulated case-control data with up to twenty exposures with varying prevalences and correlations. In addition, as a practical example we reanalyzed data on male infertility and occupational exposures (Chaps-UK). BMM mean-squared errors (MSE) were smaller than of the LM, and were independent of the number of model parameters. BMM type I errors were minimal (p1), whereas for the LM this increased with the number of parameters and correlation between exposures. The numbers of type II errors were comparable. Reanalysis of Chaps-UK data demonstrated more convincingly than by using a LM that occupational exposure to glycol ethers and VOCs are likely risk factors for male infertility. This BMM proves an appealing alternative to standard logistic regression when dealing with the analysis of (correlated) exposures in case-control studies.
INTRODUCTION
Epidemiological studies linking the effects of environmental or occupational pollutants on human health often only assess the effect of single exposures on health analogous to toxicological models. 1 Additional risk factors, including other exposures, are usually considered, but generally only because they might be confounders. 2 However, in this approach, potential risk factors can only be identified because they have been added to the model based on prior knowledge in combination with compelling evidence from the data at hand. 3 A common approach to modeling with multiple exposures is to use standard variable-selection techniques such as forwards selection or backwards elimination. This is not desirable as it may lead to different models and different conclusions about the exposures of interest in different studies. From a statistical perspective this strategy may further produce confidence intervals that are too narrow because the uncertainty associated with the selection of the model is not taken into account. 4 An alternative approach is to assess the cumulative effects of joint exposures (in combination with individual susceptibility). 5 Using this framework one would like to estimate the independent effects of multiple, often correlated, exposures, confounders and their interactions to elucidate biological mechanisms and obtain unbiased risk estimates. 6 An alternative aim is to perform a ''screening analysis'' to generate new hypotheses. 7 Furthermore, the ability to statistically analyze the effects of multiple exposures and their interactions is required to integrate exposure from different exposure routes (inhalation, dermal and ingestion). 8 Failure to include all important variables may result in bias in the effects of interest, while including too many variables may cause inflated estimates and standard errors and decreased power. 9 In addition, including too many variables can lead to computational difficulties caused by issues of high dimensionality and collinearity between parameters. 10 Improvements in the assessment of exposure by the introduction of ''-omics'' data 11 has further increased the challenge in adequately analyzing epidemiological data.
As such, improvements in statistical methods to simultaneously analyze the effects of a wide variety of (correlated) exposures has been identified as an important step forward in understanding how these affect disease risk. 12 A commonly used method is to collapse specific exposure information into summary scores. However, this results in a loss of information, does not allow inference for the effects of each exposure, and can be sensitive to the chosen summary score. 4, 13 Instead, (Bayesian) hierarchical modeling is a statistical technique that can help to address these difficulties, essentially by carrying out shrinkage of the parameters. Said another way, hierarchical modeling is a way to provide penalized estimation. The coefficients of the disease model are treated as random variables and assigned a ''random effects'' distribution. The resulting shrinkage estimates are moved away from the asymptotically unbiased maximum likelihood estimates and toward zero, which is the mean of the prior distribution. As such, although the estimators are now biased they can have smaller mean-squared errors (MSE) and can incorporate external, prior information.
14 Hierarchical models can also be used when the parameter estimates are correlated. 13, 15 Yet despite these advantages, which have been extensively described from a statistical perspective, 7, 16, 17 Bayesian or semiBayes hierarchical models have not replaced conventional methods in environmental (and occupational) epidemiology. 7 To assess its advantages and advocate its use, we will describe a Bayesian hierarchical mixture model in which a variable selection prior distribution is incorporated to address issues related to variable selection when a proportion of the exposures, potential confounders and the interactions have no (strictly, little) effect on the odds of disease. Mixture models such as the one we describe have a long history in both the statistical and epidemiological literature. Mitchell 20 being another notable contribution. In the epidemiology literature, mixture models were suggested by Thomas et al 17 and have recently been described in the gene--environment context by Conti et al. 10 A comparable approach was described in the context of gene--environment interactions. 15 We will first illustrate the use and benefits of the mixture model approach using simulated data. These data are representative of real data from environmental and occupational settings but allow us to avoid problems with empirical comparisons on real data in which the ''truth'' is unknown. 7 To illustrate the benefits of this methodology in a real context, previously published data from a multi-center study on male infertility and occupational exposures (Chaps-UK) 21 will be re-analyzed.
MATERIALS AND METHODS

Statistical Methodology
We briefly describe traditional statistical approaches in the scenario outlined in the introduction, but first define notation. Let y i be the binary response of individual i, with 0/1 representing disease-free/disease, and x ij be the measurement of exposure j on individual i (i ¼ 1,y,n, j ¼ 1,y,J). A ''traditional'' single-exposure logistic regression model (LRM) can be described as:
where exp(a) is the baseline odds and exp(b j ) is the increase in the odds of disease associated with a unit increase in exposure j. A clear problem with this model is that there is no adjustment for confounding. This deficiency can be alleviated by adding confounders to the model which may be selected on scientific grounds and/or statistical criteria. 2 However, pre-testing which confounders to include will depend on the criteria used to identify confounders 7 and will lead to problems in determining the correct frequentist properties of hypothesis tests and confidence intervals as the data are driving the hypotheses that are being tested. To address the problem of adjusting for confounders, model (1) may be expanded. Let z ik represent confounder k on individual i. A fully adjusted logistic multiple regression model is:
where exp(g k ) is the change in the odds associated with confounder k. A drawback of this approach is that in the presence of correlated exposures (x i1 ,y, x iJ ), which is usually the case in the general environment or in an occupational setting, the collinearity between parameter estimates can lead to instability (leading to algorithms failing to converge) and inflated estimates and standard errors. 9 The latter problem occurs because the data often do not contain sufficient information to estimate all parameters simultaneously, and so greater uncertainty in estimation results as the information is ''shared'' between parameters. This suggests some kind of penalization is required, which lies at the heart of the approach we will describe shortly.
To properly assess the presence of effect-modification from other exposures, model (2) can be expanded to include their interactions (for simplicity without confounders z). We assume two-way interactions with additive effects on the log-odds scales (higher-order interactions are, however, a straightforward extension). Therefore, the model is:
As an alternative, when the primary focus is on the interaction between exposures and confounding factors only, we may fit the model:
where exp(d jk ) denotes the change in the odds associated with the interaction corresponding to exposure j and confounder k. Unfortunately, this extension to the ''full model'' further increases the aforementioned difficulties of collinearity and numerical stability issues.
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The methodology we describe is based on a three-stage hierarchical mixture model with a prior distribution that assumes that a proportion of the exposures, as well as a proportion of the interactions, has no effect on the odds of disease. We further assume a common prior for the sizes of the effects of exposures, a second common prior for the sizes of the effects of interactions, and a prior distribution with its mass close to zero for exposures and interactions that have no significant effect on the odds of disease.
Stage 1 of this model is the conventional fully adjusted logistic multiple regression model described above in Equation (3), in which we have main effects of exposures b j and their interactions g kl combined with a binomial likelihood. The extension to other models (such as model (4)) is obvious.
Stage 2 subsequently describes the prior distributions for the main effects of each exposure (b j ) and for all interactions between exposures (g kl ) as follows:
The indicator variable I takes the value 1 when a variable is associated with the disease and 0 otherwise. We describe the meaning of the parameters for the main effects part of the model, with analogous descriptions being available for the interaction part. If I j ¼ 1, we assume that the effect of exposure j arises from a normal distribution Nð0; s 2 j Þ . In contrast, when I j ¼ 0 the association is absent, in which case we assume the effect arises from a normal distribution with a narrow spread: Nð0; s 2 e0 Þ . Hence, the variances s 2 j and s 2 e0 represent the distributions of ''significant'' effect sizes and null effect sizes, respectively. The null effect sizes could be set to 0, similar to the approach suggested by George and McCulloch, 19 but we allow a little variability about zero to acknowledge that even if the effects are truly zero, they may appear to be non-zero due to residual confounding; in addition, we are not interested in effects that are ''close'' to zero. In the example presented in this paper we specify s 2 e0 such that the null odds ratios (ORs) lie in the range (0.98--1.02) with probability 90%. The variability in the non-null effects s At the third stage of the model, we place priors on the indicator variables. We assume that the prior for a generic indicator variable I given probability p is:
So that p is the a priori expected proportion of exposures or interactions that have an effect on the outcome (note that p ¼ 0 implies that effects are absent and p ¼ 1 equates to a regular (non-mixture) Bayesian model). Depending on the study, we may assume that the number of exposures related to the disease is not large and that the number of multiplicative interactions between exposures is also small. Therefore, we choose to fix p a priori rather than it being estimated from the data (since there will often be insufficient data for accurate estimation 
e ¼ (I 1 ,y,I J ) represents the collection of indicators for the main effects, and I ee ¼ (I 12 ,I 13 ,y.,I J,JÀ1 ) represents the collection of indicators for the interactions. This posterior distribution is analytically intractable, and so we turn to a simulation-based technique known as Markov chain Monte Carlo. This computer intensive approach simulates values from the posterior by running a Markov chain (see, e.g., Gilks et al. 23 ).
Simulations
We evaluated the performance of the Bayesian mixture model (BMM) with comparison to a fully adjusted multiple LRM, fitted using maximum likelihood estimation, by means of two series of simulated case--control studies: (1) We assume a case--control with 500 cases and 500 controls. As we are interested in assessing multiple exposures, the number of distinct exposures varies between 4 and 20; which is a reasonable approximation to the number of exposures that are collected in studies of the effects of environmental pollution. At stage 1, the model is described by Eq. (3). Consequently, the number of two-way interactions varies between 6 ( ¼ 4 Â 3/2) and 190 ( ¼ 20 Â 19/2). We further assume that the exposures are binary. The prevalence of exposure in the population (controls) varies between 10 and 75% (s j 2 B0.24). Furthermore, in each simulation we assume that the exposures are correlated with the correlation coefficient (r) ranging between 0.20 and 0.80. These correlations are typical with, for example, air pollutants in the outdoor 24 and indoor environments 25 and their ratios 26 having correlations that are of this order, as do urinary biomarkers of PAH exposures in workers exposed to hot asphalt. 27 Regardless of the number of exposures and interactions in the model, two exposures were associated with an increased risk of the disease with ORs of 2.0. Up to two interaction terms were associated with disease with ORs of 4.0. An overview of the simulation parameters is provided in Table 1. (2) As in series 1, we simulated case--control studies with 500 cases and 500 controls (Table 2 ). However, in these simulations we assumed that instead of cases and controls being classified as exposed or non-exposed, five continuous exposures were available and were simulated from a normal distribution with mean 0 and standard deviations in the range 1.14--1.26. Such (normalized) exposure data are also common for measured exposure to air pollutants, chemicals in the workplace or measured levels of biomarkers of exposure (often after prior log-transformation). Comparable to simulation series 1, the correlation (r) between exposures was 0.20 and 0.80. In addition, sets of 5 or 15 dichotomous variables with a prevalence of 0.20, 0.50 or 0.70 were also simulated, similar to series 1. These will be regarded as dichotomous potential confounding factors (e.g., gender, social class, etc.). Hence, we have a mix of continuous and discrete covariates available. Multiplicative interactions between continuous and dichotomous confounders were modeled as in Eq. (4). Four main effects (two continuous exposures and two dichotomous confounders) and two of their interactions were associated with the disease, with ORs of B2.0. In both simulation series, we assumed that no information is available about the proportion of non-null exposures in order to aid in setting the prior distributions for the Bayesian model. Therefore, we assumed there is a 50% chance that each exposure might be related to the disease. Similarly, in the simulations we assumed a 50% probability of an interaction between two exposures. These are the p parameters. However, for specific studies where more prior information is available these should be context-specific based on, for example, the current knowledge on the number of known and suspected risk factors from published review studies relative to all exposures and confounders for which data is available in the study.
The ] with probability 0.9.
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To illustrate the sensitivity of the BMM to the choice of priors, we have analyzed two additional data sets, both with 12 dichotomous exposure variables (and 66 interactions) with a prevalence of 30% of which two nonnull effects (ORB2.0) and two non-null interactions (ORB4.0), and with moderate (rB0.50) and high (rB0.75) correlations between the exposure variables while using a range of different priors on the probability of a non-null effect (0.05rpZ1.00) and on the sizes of the null (taking 2
. Initial values for the sampling Markov chain for I e , I ee , a, b and g were all set to 0, corresponding to the absence of any exposures or interaction effects in the model. Dependent samples from the posterior distribution were generated without thinning (which is the operation of only taking samples every t-th iteration for some t41). Numerical results were based on 5000 samples from the posterior after a 15,000-sample ''burn-in'', using JAGS version 2.2.0 (http://www-ice.iarc.fr/~martyn/software/jags/). The R2jags R package (http://cran.r-project.org/web/packages/R2jags/R2jags. pdf) was used to assess convergence based on assessment of the autocorrelations in the chain, the Monte Carlo errors and Geweke's diagnostics after initial exploratory evaluation of a single model using multiple chains to determine ''burn in'', thinning, and Gelman and Rubin diagnostics. We computed point estimates,b j andĝ kl , as the median of the samples and constructed 95% credible intervals by extracting the 2.5 and 97.5% points of the samples.
Results will be presented as the number of type I and type II errors, as well as the MSE of all main effects and interactions in each of the models. Type I (false positives) and type II (false negatives) errors were derived by evaluating whether the true value lay in the confidence or credible interval estimate or not. The MSE is given by:
The MSE over all parameters is a good summary as it is equal to the sum of the variance and the bias squared, and hence reflects what we would like to see in practice: estimates that have low bias and low variance. This is in general difficult to achieve because of the ubiquitous bias-variance trade-off.
Chaps-UK data
The case-referent study has been described in more detail in Cherry et al. 21 In summary, 2249 men attending any of 14 fertility clinics in 11 centers across the UK were recruited between 1999 and 2002 of whom 2118 were in employment and are used in this analysis. Cases (n ¼ 874) were defined as those with low (o12 Â 10 8 for 3 days of abstinence) motile sperm concentration and referents were defined as other men attending any of these clinics. Exposure and confounder information was obtained through self-completed and nurse-interviewer questionnaires and job-specific questionnaires were assessed by a panel of occupational hygienists blind to case status. Data on 18 occupational exposures assessed by the hygienists were re-coded from a 4-point ordinal scale (unexposed (0) to high exposed (3)) to a dichotomous variable indicating low (categories 0 þ 1) or high (2 þ 3) exposed subjects to make these analyses comparable to the simulation studies described above. Correlations between recoded exposure variables ranged between rBÀ0.01 and rB0.66, with 64% of correlations having a coefficient (r) below 0.10, 28% between 0.10 and 0.25, 7% between 0.25 and 0.50, and 1% higher than 0.50. Data were analyzed using the BMM and the multiple LRM, but the models also included other confounding factors, namely surgery to the testis, previous conception, use of alcohol, wearing boxer shorts and center, comparable to the original modeling strategy. To illustrate the impact of specification of the priors in this real-data example, additional sensitivity analyses were conducted assuming either (1) a prior assumption that an association between any of the exposures or confounders and sperm motility is less likely (p ¼ 0.25), (2) a prior assumption that the associations were more likely (p ¼ 0.75), (3) a value in between, but with an assumption that the effect size is small (so that s jk 2 is chosen such that OR lie in the range (0.67--1.50) with probability 90%), and (4) similar to (3), but we assume that effect size may be large (OR in the range (0.20--5.00) with probability 90%).
RESULTS
The results of the simulations for the dichotomous classification of exposure are presented in Table 1 . The MSEs using the LRM ranged from 0.446 to over 4000 and the algorithm failed to converge for three simulations. In contrast, the MSEs using the BMM all converged and ranged from 0.050 to 0.636. The ratios of the MSEs of the BMM and LRM (MSE BM /MSE LM ) ranged from 0.61 to o0.01 for all simulations. Whereas the MSE of the LRM increased with the number of parameters in the model and with increasing correlation between parameters, it remained relatively stable with increasing numbers of null-exposures in the BMM. We would not extrapolate from this result, however, as the Bayesian approach would obviously deteriorate at some point. Furthermore, within the simulated data scenarios considered the number of type I errors was minimal (0 or 1) for the BMM, whereas the number of false-positive findings for the LRM ranged between 0 and 53 and increased with the number of model parameters. The LRM performed similarly or better with respect to type II errors. The ratios of the false-positive and the false-negative findings (FP:FN) 28 ranged from 0 to 29 for the LRM but were minimal (range 0--1) for the BMM.
The results for the simulations involving both continuous Gaussian exposure distributions, dichotomous exposures and their interactions are presented in Table 2 and show similar results to the simulations for dichotomous exposures. The MSEs of the BMM are 46--97% lower than for the LRM (MSE BM /MSE LM ) and in contrast to the LRM, the MSE of the BMM get smaller with increasing number of parameters. No false-positive results were found when using the BMM, whereas the proportion of false positives for the LRM in these simulations could be as high as 11%, and depended on both the number of model parameters and the correlation of the exposures, but not on the prevalence of the dichotomous exposures. The number of type II errors was comparable between the two approaches and independent of the number of parameters in both modeling approaches. Similarly, the FP:FN ratio ranged from 0 to 7 for the LRM, but remained 0 regardless of the data for the BMM.
Additional analyses indicate that the performance of the BMM is sensitive to the exact choice of the priors with respect to MSE, false-positive and false-negative findings (Table 3) , and suggest that for the data set with rB0.50, a somewhat higher probability of non-null effect (p ¼ 0.75) would have been beneficial. For the data set with correlations rB0.75 either a non-mixture model (p ¼ 1.00) or a fixed prior for the null effect size (b j and g kl ¼ 0) improved the discovery of an additional interaction. However, in contrast, the use of a non-mixture model or fixing the prior for the null effect size leads to a greater number of false-positive findings for the data set with rB0.50. The results of the re-analysis of the Chaps-UK data using the BMM and LRM are presented in Figure 1 for the main effects of exposures and confounding factors (32 parameters), after initial analysis (data not shown) did not indicate any interactions between exposures or between exposures and confounders were present. In addition, for the BMM the posterior probabilities of an effect (indicator I ¼ 1) for each exposure are shown in Table 4 . Although all credible and confidence intervals include unity, both methods indicate increased risk associated with occupational exposure to glycol ethers (ORs ¼ 1.54 (0.98--1.54) and 1.55 (0.92--2.61) for the BMM and the LRM, respectively) and to all other volatile organic compounds (VOCs; ORs ¼ 1.18 (0.98--2.02) and 1.49 (0.96--2.31), again for the BMM and LRM, respectively). These data further surprisingly indicate a protective effect of exposure to non-ionizing radiation, which is significant at the 5% level for the LRM (ORB0.65 (0.42--0.99)) and close to significant using the BMM (ORB0.83 (0.49--1.02) ). These analysis further indicate the advantage of using the BMM over the LRM in that the risk estimates are easier to interpret and are surrounded by much less uncertainty (note that MSE cannot be calculated here because ''the truth'' is unknown). Additional sensitivity analyses based on four alternative prior assumptions are presented in Table 4 , and indicate that the results are fairly robust to the exact chosen priors. In any case, the association between glycol ethers and sperm motility would have been detected. However, less strong associations, such as in this study increased risk associated with all other VOCs and reduced risk associated with non-ionizing radiation, would not have been detected using either a low prior probability of associations (alternative scenario 1) or wide, almost non-informative priors for effect sizes (alternative scenario 4).
DISCUSSION
We have described a Bayesian hierarchical mixture model in which a variable-selection prior distribution has been included, and have demonstrated its advantages over fully adjusted multiple LRMs when analyzing simulated data with multiple correlated exposures, confounders and their interactions, such as is typically encountered in environmental epidemiological studies. 24--27 A similar approach was suggested by Thomas et al. 17, 29 in a multiple testing scenario, for correlated exposures by MacLehose et al. 13 and in the context of gene--environment interactions by Conti et al. 10 and Wakefield et al. 15 A number of other approaches have also been suggested in this context, including semi-Bayes strategies, 7 non-parametric Bayes shrinkage 4 and risk profile analysis. 30 Bayesian hierarchical models require a high computational burden and their implementation may be difficult because they are not part of standard statistical packages. 11 We hope to have lowered the barrier by including a stand-alone WinBUGS example, 31 which is comparable to JAGS, in the online Supplementary Material.
We have demonstrated the practical benefit of the BMM by reanalyzing previously published data from a multi-center study on occupational risk factors for male infertility and demonstrating more convincingly than by using a LRM that, after adjustment for other occupational exposures and confounders, occupational exposure to glycol ethers and other VOCs are likely risk factors for male infertility, even when only a binary exposure metric is used. Although this study was not aimed to investigate occupational risk factors for male infertility, but aimed to describe and evaluate a BMM in the context of environmental and occupational exposure epidemiology, these results confirm conclusions from the original analysis, 21 and also from other studies. 32, 33 Occupational exposures to carbon disulfide and styrene, for which trends with increased exposure were observed in the original singleexposure models, 21 were not identified as risk factors when adjusted for other exposures and confounders. Interestingly, the significant LRM results that non-ionizing radiation was related to decreased risk for male fertility remained, although slightly weakened when using the BMM. This may be explained as a false-positive finding resulting, for example, from confounding or simply random chance. However, the simulations presented in this paper do indicate that false-positive findings are rare for the BMM at least in the simulation scenarios considered. Alternatively, although not much data are available on the effect of 50/60 Hz non-ionizing radiation on male fertility, these have been reported to improve human spermatozoa motility in vitro. 34 Whereas ''traditional'' solutions of dealing with correlated exposures using maximum likelihood estimation and variable selection methods have a tendency to fail because only one or few exposures are included in the model, the BMM described here enables the inclusion of a large number of exposures and their interactions without convergence problems. Obviously, in a very highly correlated mixture (rZ0.80) the Bayesian model will also face challenges. In contrast to the LRM in the situations considered here, the BMM tends to favor false-negative findings over false positives. This may be a favorable property when dealing with the results of individual observational epidemiological studies, which have been shown in many cases to favor falsepositive findings 35, 36 due to a variety of factors including issues of multiple comparisons, ex post facto subgroup analyses and publication bias. 37, 38 Alternatively, this may lead to problems in hypothesis-generating analyses, in which sensitivity may be more important. Regardless, the FP:FN ratios for the LM are in the order of those reported for traditional, well-powered but with substantial bias, case--control studies, whereas the ratios for the BMM more closely resemble those reported for late confirmatory and unbiased epidemiological studies. 28 We have shown that there is sensitivity to the priors on the proportions of null signals and the variances in the prior. The priors that are used should be based on the best available data, and be context specific. Further sensitivity analyses are a good idea, however, as the specification of priors is not straightforward.
In the simulations, we allowed for the presence of interactions in the absence of main effects. It is fairly straightforward extension to the model to ensure the ''hierarchy principle'' is obeyed, that is, interactions are only included in the model if the main effects are present. 20 However, in some instances one may not want to obey this principle, and allow for the detection of interactions between exposures when no effect of both exposures itself is evident. For example, in cancer epidemiology this might occur when coexposure to a cancer initiator and a promoter occurs 39 and in the context of gene--environment interaction studies when a particular risk-related gene, may not lead to disease in the absence of exposure (Gustafson and Burstyn 40, 41 ). This may also occur when exposures are measured with a high level of error-preventing detection of weak main effects, but may be able to detect strong interaction effects that would not have been evaluated when applying the hierarchy principle. For the purpose of this evaluation issues of latency, dose dependency or exposure misclassification 42, 43 has not been considered. As such, similar to all epidemiological modeling, this mixture model should not be used without attempting to understand the underlying biology. Furthermore, although the proposed method, as well as alternatives, improves the way epidemiologists can deal with random error, systematic biases cannot be alleviated post hoc.
11
We normalized exposure data and in the simulations generated from a normal exposure distribution. The use of normally distributed measurement data in environmental epidemiology is in agreement with prior data showing that measurement data from turbulent dilution processes in air and water typically follows a skewed distribution that generate a log-normal distribution, which generally is then log transformed before statistical analysis. 44 We have only considered up to 20 exposures, and currently would not recommend increasing this number too greatly, unless the numbers of cases and controls are very large. Even in this case the computational burden will be high. A possible model extension includes the specification of specific prior distributions for different groups of exposures depending on a priori similarities in, for example, chemical structure or expected etiological mechanism. 45 Additionally, one might incorporate a reduced probability for an interaction, relative to the product of the main effects. 20 An alternative, and more computationally complex, approach could be to use reversible jump MCMC to enable the model dimensions to change as terms are ''dropped'' or ''added'', 46 although the computation is increased if this path is taken. Additionally, the BMM may be extended to adjust for measurement error in dichotomous 47 or continuous 48 exposure variables.
In conclusion, the described Bayesian mixture framework proves an improved method for the statistical analysis of correlated exposures and their interactions in case--control studies compared with standard LRMs. The method can easily be adapted to specific study characteristics, with, at least in theory, prior beliefs on effect sizes being included and information that group exposures are thought to have similar sizes. In addition, measurement error issues in the data can also be addressed. 49, 50 ABBREVIATIONS BMM, Bayesian mixture model; LRM, logistic regression model; MSE, mean-squared errors; VOC, volatile organic compound.
