Abstract. This paper presents the proof of the relative Oka-Grauert principle for holomorphic submersions over 1-convex spaces using conic neighbourhoods of holomorphic sections over 1-convex spaces. A proof of a version of Cartan's Theorem A for 1-convex spaces is also given.
Introduction and the main theorem
The Oka-Grauert principle says that on Stein spaces cohomologically formulated analytic problems have only continuous obstructions. In particular, if there exists a continuous solution of such a problem, then there is also an analytic one, and the two can be joined by a homotopy. Oka was the first to get the results of this type for solutions of Cousin problems. A solution of the second Cousin problem on a Stein manifold X can be viewed as a (global) holomorphic section of a holomorphic C * -bundle over X. This was generalized by Grauert to sections of holomorphic bundles with complex homogeneous fibres. Many other generalizations followed (Gromov [Gro] , Forstnerič [F1] , [F2] , , Forstnerič-Slapar [FS] ), but in all these cases the base space was still Stein.
The relative Oka-Grauert principle for a holomorphic vector bundle over a 1-convex manifold was proved by Henkin and Leiterer ([HL] ). Recently, Leiterer and Vâjâitu ([LV] ) proved the validity of the relative Oka-Grauert principle for a holomorphic bundle over a 1-convex space, the characteristic fibre of which is a complex Lie group.
Recall that a complex space X is 1-convex if it possesses a plurisubharmonic exhaustion function which is strictly plurisubharmonic outside a compact set. It is known that the Remmert reduction of a 1-convex space X is Stein. Therefore the following conclusion can be expected: if h : Z → X is a holomorphic submersion from a complex space to a 1-convex space and a : X → Z is a continuous section of the submersion which is already holomorphic on a neighbourhood of the exceptional set, then a is homotopic to a holomorphic one. This is a formulation of the relative Oka-Grauert principle for sections of holomorphic submersions (compare [LV] ). For more details on 1-convex spaces we refer the reader to the following papers: Andreotti, Grauert ([AG] ), Cartan ([Ca] ), Camacho, Movasati ([CM] ), Colţoiu ([Co] ), 2 JASNA PREZELJ Demailly ( [De] ), Grauert ([G1] , [G2] ), Leiterer-Vâjâitu ([LV] ), Siu ([S1] ), Vâjâitu ([Va] ).
The main result of the present paper is the following:
Theorem 1.1 (The relative Oka-Grauert principle for 1-convex spaces). Let X be a reduced 1-convex space, S its exceptional set, Z a complex space and h : Z → X a holomorphic submersion having the Runge property over the set X \ S (see the definition below). Let K ⊂ X be a holomorphically convex compact subset of X containing S and a 0 : X → Z a continuous section of the submersion, holomorphic on a neighbourhood of K. Then there exists a homotopy a t : X → Z such that
(1) a t (x) = a 0 (x) for x ∈ S, (2) the sections a t are holomorphic on a neighbourhood of K and approximate a 0 on K as well as desired, (3) a 1 is holomorphic on X.
Remark 1.2. The set S may be empty. Then the theorem provides a proof for the h-principle for submersions with sprays over Stein spaces. (smooth) in parameter p, satisfies a 0,p (x) = a 0,q (x) for p, q ∈ P, x ∈ G, we get a homotopy a t,p : Remark 1.4. The set P 0 is called a nice compact set (see definition 1.4 in [FP2] ).
Theorem 1.3 (Generalizations of the main theorem). Let X, S, K be as in Theorem 1.1, h : Z → X a holomorphic submersion with a locally dominating spray over (X \ S), P a compact, T
Remark 1.5. The condition that the initial sections must coincide on G is only needed for Lemma 4.1. It may not be necessary.
Remark 1.6. Assume that S is empty. Then we may take for example g i = 1 and therefore impose no conditions on the initial sections. In this case Theorem 1.3 says that every holomorphic section of Z defined over Stein space X ⊂ X of an arbitrary complex space X has a holomorphic extension to a thin (Stein) neighbourhood of X in X since there is always a continuous extension to some neighbourhood of X in X. [Gro] , [FP2] ), (c) X is a reduced Stein space and h : Z → X a stratified submersion (F. Forstnerič, work in preparation) .
One of the main tools in proving the Oka-Grauert principle for Stein spaces is the existence of Stein neighbourhoods of embedded Stein spaces ( [De] , [S2] ). This cannot be generalized to the 1-convex case in the sense that there is a 1-convex neighbourhood of embedded 1-convex space. Since it is known that by removing an appropriate analytic set from X we get a Stein space, one would try to use this fact for construction of Stein neighbourhoods of a certain shape. The main technical contribution of the paper is the theorem on the existence of conic Stein neighbourhoods (see the definition in section 2) of Stein sets of the form a(U \ g −1 (0)), where U is 1-convex, a : U → Z a holomorphic section and g : X → C a holomorphic function such that g(S) = 0 (keep in mind that S denotes the exceptional set). The term conic refers to the shape of the neighbourhood of a(U \ g −1 (0)) when approaching a(g −1 (0)): the width of the neighbourhood (in the vertical direction) should not decrease faster than polynomially, i.e. it should lie between two cones. The existence of such neighbourhoods enables us to make small perturbations of the section a, fixing S as images of small sections of a trivial bundle over a(U ) obtained by integrating holomorphic vector fields with zeroes on S. If the order of the zeroes is high enough, then there exists a small t 0 such that the flows of the vector fields do not escape from the conic neighbourhood for times smaller than t 0 (details are in section 3). It should be mentioned that the Demailly and Siu result gives a Stein neighbourhood of the set a(U \ g −1 (0)), but in general the width of it decreases exponentially when approaching g −1 (0). The structure of the paper is the following: in the second section some tools such as the Runge theorems and Cartan's Theorems A and B are presented for 1-convex spaces. The third section consists of the theorem on existence of conic neighbourhoods and the fourth section contains the proof of the main theorem.
Tools
From now on we assume that (X, O X ) is a reduced 1-convex space, S its exceptional set and π : X → Y the Remmert reduction.
Proposition 2.1 (Lemma 3.3 in [LV] (1) There are finitely many sections in Γ(X, Q), the restrictions of which gen-
Remark 2.2. Let K ⊂ U be a compact set of the form K = π −1 (π(K)). The second assertion in the case of vector bundles says that if V → X is a holomorphic vector bundle, then any vector field over U can be approximated on K by a global one. Proof. According to the classical theory the set M has a basis of holomorphically convex neighbourhoods in Y. The rest follows from Proposition 2.1. Theorem 2.4 (Theorem B for 1-convex spaces, [G1, Satz 2, p. 357] ). Let Q be a coherent analytic sheaf on X, J = J (S), the ideal generated by S and let U X be a strictly pseudoconvex set containing S. There exists a positive integer n 0 such that H k (U, QJ n ) = 0 for all k ∈ N and n ≥ n 0 .
In the case of Stein spaces Theorem A is a consequence of Theorem B as proved in Theorem 2, p. 101 in [GR1] . Following the proof of Theorem 2, we can also get a following version of Theorem A: Theorem 2.5 (Theorem A for 1-convex spaces). Let X be a 1-convex space with an exceptional set S, U X a strictly pseudoconvex set containing S, J = J (S) the ideal sheaf generated by the set S and Q a coherent sheaf on X. There exists an n 0 ∈ N such that for n ≥ n 0 the sheaf QJ n is locally generated by
Proof. Choose an arbitrary strictly pseudoconvex set U such that V U. We divide the proof into three steps. For each
(1) There exists an n x 0 such that for n ≥ n x 0 there are finitely many global sections of QJ n that generate the sheaf QJ n at x 0 .
Proof. The short exact sequence
generates the long exact sequence
By Theorem 2.4 there exists n
is surjective. The quotient QJ n /N (x 0 )QJ n is 0 for x = x 0 and a finite dimensional vector space for x = x 0 . By Nakayama's lemma ([GR1] , p. 101) there are finitely many sections from Γ(U, QJ n ) that generate the sheaf QJ n at x 0 .
(2) The proposition holds for Q = J .
) with the set π(S) as their common zero set. Then the functions g j • π ∈ Γ(X, J n ) have S as their common zero set and generate J n on X \ S. Now we have to produce functions defined on U that would generate the sheaves J n on S for all large n's. Take an arbitrary x ∈ S and let n x ∈ N be such that
This means that there exist finitely many holomorphic functions
By the argument above, we may assume
Then the sheaf Coker(F ) is coherent, and its support consists of points where the map
is not generated by sections f 1 , . . . , f k . The set supp(Coker(F )) is then an analytic subset of a compact analytic set S and therefore has only finitely many irreducible components
. . , k} j be a j-tuple of integers and
Then the functions f α generate the sheaf J N off supp(Coker(F )). The set where the functions f α , together with f k+1 , . . . , f m , do not generate the sheaf J N is again an analytic subset of supp(Coker(F )) with dimension smaller than dim supp(Coker(F )). The rest follows by induction.
We have produced a finite number of (global) holomorphic functions generating J N on U for some large N > n x . Their mutual products then generate the sheaves
e. all the sheaves J k , k ≥ jN , are generated on U x by finitely many global sections over U.
The set S has a finite open covering with the sets
(3) The proposition holds for an arbitrary coherent sheaf Q.
By the direct image theorem (or Proposition 2.1) any coherent sheaf on X is locally generated by finitely many global sections off the exceptional set.
Fix such an n. There exist finitely many sections g 1 , . . . , g l generating QJ
n on some open neighbourhood U x of x. According to (2) there exists an m S ∈ N such that for each m ≥ m S there exist finitely many functions f
By compactness of S we conclude that the proposition holds for all coherent sheaves.
Remark 2.6. Notation as in (3) above. Note that by Nakayama's lemma the map
is surjective, and consequently we have
Remark 2.7. Notice that for each n ∈ N the set
is not generated by Γ(X, QJ n )} is analytic and contained in S. The set
is analytic. Since A n = m∈N A n,m , the set A n is analytic also.
Conic Stein neighbourhoods
We are interested in the following situation: let X be 1-convex space with an exceptional set S, let Z be a complex space equipped with a metric d compatible with the complex space topology, and let h : Z → X be a holomorphic submersion. Let A ⊂ X be compact and holomorphically convex with A ⊃ S, possessing a basis of relatively compact 1-convex neighbourhoods {U l } in X and C ⊂ A a compact set, let C ∩ S = ∅ and let g : X → C be a holomorphic function with g(S) = 0 and
Remark 3.1. In our application this situation occurs when gluing sections over Cartan pairs. The gluing takes place over the set C.
Let a : X → Z be a continuous section of the submersion, holomorphic on a neighbourhood U of A. We want to find a Stein neighbourhood V of a(U \ g −1 (0)), such that the width of V in the fibre direction decreases at most polynomially with the distance from g −1 (0). We call this type of a neighbourhood a conic neighbourhood (along g −1 (0)). To obtain a conic neighbourhood we modify Demailly's theorem on neighbourhoods of q-complete spaces. 
The idea of the construction is the following: since U is 1-convex, it posesses a nonnegative plurisubharmonic exhaustion function ϕ, such that ϕ −1 (0) = S, ϕ is strictly plurisubharmonic outside S and such that Lϕ is bounded from below by a positive constant near ∂U. We take the function ϕ to be a pull back by the Remmert reduction π of a strictly plurisubharmonic nonnegative exhaustion function ϕ on π(U ) with zeroes only on π(S) with prescribed minimal growth. Because π is holomorphic, we have Lϕ (v, v) 
, so the Levi form of ϕ decreases polynomially with the distance from S. Note that the rate of degeneracy is determined by the geometry of X. The functions ϕ and g can be regarded as functions on a(U ) and a(U ), respectively. We extend them constantly along fibres to (holomorphic) functions on Z U and denote the extensions by the same letters, ϕ and g. The function g is holomorphic, and the function ϕ is plurisubharmonic. It is strictly plurisubharmonic in the horizontal directions and degenerate in the vertical directions. We would like to correct it to a strictly plurisubharmonic exhaustion function on a suitable conic neighbourhood. This can be done in two steps. 1. First, we add to the function ϕ a function of type f = f i f i , which is defined on an open neighbourhood of a(U ), where f i − s are 'holomorphic to a high degree' in the fibre directions and zero on h −1 (S) ∪ a(U ), in order to obtain a strictly plurisubharmonic function on a conic neighbourhood, which is 'an exhaustion in the horizontal direction'. 2. The function log f has logarithmic poles (only) along a(U )∪h −1 (a(S)). In a suitably chosen conic neighbourhood of a(U \S) (conic along a(S)) the negative part of its Levi form decreases polynomially with the distance from a(S), so for M big enough, the function G = ϕ + f − log |g| 2M +2 + log f is plurisubharmonic and for each z 0 ∈ h −1 (a(S)) \ a(S) the limit lim z→ z 0 G(z) > 0. Now consider the sublevel set G −1 ([−∞, c) ). For c 0, the sublevel set is conic along g −1 (0) and lies in the conic neighbourhood where the function is plurisubharmonic. Compose G with a convex function χ with a pole in c which is zero on (−∞, 2c]. The function χ • G is plurisubharmonic and 'exhausts the conic neighbourhood in the vertical direction'. The function ϕ + f − log |g| 2M +2 + χ • G is then a strictly plurisubharmonic exhaustion function on a conic neighbourhood of a(U \ g −1 (0)).
3.1. Construction of f i 's and their common zero set. If U was Stein, there would be (finitely many) holomorphic functions f i on a Stein neighbourhood of a(U ) in Z, such that their zero set would be precisely a(U ). In general, this does not hold, but in the 1-convex case we can hope for 'functions, holomorphic to a high degree' defined on a conic neighbourhood of a(U ) \ h −1 (S) with zero set a(U ) \ h −1 (S), where S is the exceptional set of U.
Consider the ideals F = J m+1 (a(U )) and is exact, each section s ∈ Γ(a(U ), G/F) can be lifted locally to a section of G, i.e. it can be represented locally as a holomorphic function on Z. By construction, such local lifts will coincide to the m-th order in the fibre directions (on a(U )).
The next problem is to find global sections that generate Q locally. In general, they do not. Such sections, however, exist if we allow multiple zeroes on the exceptional set. We may assume that U is relatively compact.
By Theorem 2.5, there exist a n 0 ∈ N such that for n ≥ n 0 there are finitely
To construct a conic neighbourhood of a(U ) we need the functions defined on a neighbourhood of a(U ). To obtain such functions we patch together their local holomorphic lifts. There exists a locally finite covering of a(U ) by product neighbourhoods {U j } such that eachf i has a holomorphic lift f ij on U j .
Assume for a moment that X and S are manifolds. Let (z, w) be local coordinates on U j , z = (z 1 , z 2 ) in the a(U ) direction and w in the fibre direction; moreover, let a(S) ∩ U j = {(z 1 , z 2 , 0), z 2 = 0} (when the intersection is not empty). The monomials w α z
k on a neighbourhood of a(U ); here k = 0 if |z 2 | = 0 and k = n otherwise. Then the lifts can be chosen to be of the form
](w) (polynomials in w of degree m − 1 with coefficients in O(z)). Let {χ j } be a partition of unity subordinate to {U j ∩ a(U )} and let
By construction we have the estimate f (z, w) ≥ C j |w| 2 |z 2 | 2k on U j for some suitably chosen positive constant C j (depending on U j ). This also means that there exists an open neighbourhood V ⊂ Z of a(U ), such that f
). In the case of complex spaces we have the following local coordinates. Let T X be a Zariski tangent space. Choose x ∈ X and let N = dim T x X be the embedding dimension of X at x. Then there exists an open subset U x of X and a proper holomorphic embedding h x : U x → B N (0, δ) ⊂ C N , h x (x) = 0; our local coordinates will be the coordinates of C N .
Definition 3.3. Let X, x, U x , h x and N be as above. An upper semicontinuous function f :
if there exists an upper semicontinuous (strictly) plurisubharmonic functionf :
Denote by z the coordinates in the horizontal (e.g. a(U )) direction and by w the coordinates in the vertical direction. The coordinates can be chosen such that a(U ) ∩ U j = {(z, 0) ∈ U j }. Let ζ = (ζ 1 , . . . , ζ λ ) be generators of the sheaf J (S) near x. Then the monomials w α ζ β , |α| = 1, |β| = k generate the O Z -coherent ideal GJ (h −1 (S)) k on a neighbourhood of a(U ). Here we can take k = 0 if a neighbourhood of point from a(U \ S) is considered (in local coordinates this means a point of the form (z, 0) with |ζ|(z) = 0) and k = n for neighbourhoods of points from a(S). 
The Levi forms of
By construction the Levi form Lf (v) is strictly positive in the fibre directions on a(U \ S), zero on a(S), and its negative part is locally bounded and goes to 0 as we approach a(U ). We will show that Lf (v) is strictly positive in the fibre directions on a neighbourhood of a(U \ S), which is conic along a(S).
. . , ζ λ ) are the generators of the sheaf J (S). Then a(S)
. Near a point from a(S) the functions f i can be written in the form
where c iαβ and c ijαβ are holomorphic. As a result the following holds true:
If we consider points in a conic neighbourhood along S, |w| ≤ c|ζ| for some positive constant c, we obtain
The negative part of Lf is hidden in the terms
Lf i (v)f i + f i Lf i (v) and is therefore bounded by c 1 |ζ| m+1+2n . Since the functions f i are locally generating the ideal QJ n (a(S)), the term |Df i (v)| 2 has the expansion
where c β , c αβ > 0, so it is bounded from below by c 2 |ζ| 2n . The expansions and estimates for functions near points from a(U \ S) are essentially the same. We just have to take the generator ζ = 1. Then we have
Hence f is strictly plurisubharmonic in the fibre directions on an open neighbourhood of a(U \ S) which is conic along a(S).
All the directions where the Levi form is negative have a nonzero projection to the horizontal direction, and on each relatively compact subset of U the norms of projections of unit vectors in these directions are bounded from below by a strictly positive constant. In the horizontal directions we have Lϕ = O(|ζ| 2μ ), so the function ϕ + f is strictly plurisubharmonic on an open neighbourhood of a(U \ S) which is conic along a(S) and L(ϕ + f ) = O(|ζ| 2μ ) for m large enough.
Now we claim that log f is almost plurisubharmonic on an open neighbourhood of a(U \ S) which is conic along a(S).
Let v ∈ T X be a unit tangential vector and
Then L log f (v) = A+B+C +D. For f we have the estimate f ≥ c 3 |w| 2 |ζ| 2n , c 3 > 0. The terms B and D are nonnegative. Using estimates above we obtain
the term D is zero in some directions and grows as |w| −2 in some other. For m ≥ μ the negative part of the Levi form goes to 0 when approaching a(U ). Therefore, the function ϕ + f + log f is strictly plurisubharmonic on a neighbourhood of a(U \ S). We claim that the neighbourhood can be chosen conic along a(S). Because we have assumed that |w| ≤ c 1 |ζ|, the negative part of L log f is O(|ζ| m−1 ).The same estimate is obtained on neighbourhoods of points from a(U \ S). Since L(ϕ + f ) = O(|ζ| 2μ ) the sum ϕ+f +log f is strictly plurisubharmonic on a conic neighbourhood of a(U \ S) along a(S), provided that m ≥ 2μ + 2.
Proof of the theorem on existence of conic neighbourhoods.
With all the ingredients at our disposal we can now complete the proof of the Theorem 3.2. The sublevel sets of the function ϕ + f + log f contain the fibres above S. To correct that, we choose a function g ∈ O(a(U )), such that N (g) ⊃ a(S), and g −1 (0) ∩ a(C) = ∅. Consider the function
for some l ≥ n + 1. It is easy to see that for z 0 ∈ h −1 (S) \ a(S) the limit lim z→ z 0 G(z) = ∞ (the order of zeroes of |g| 2l is larger than the order of zeroes of f ). Since log |g| 2l is pluriharmonic, the function G remains strictly plurisubharmonic in a conic neighbourhood. For the sublevel set
Near a point from a(S) the following holds:
This means that such sublevel sets are conic along a(S) (lie between two polynomial cones). On the complement of the set a(S) the neighbourhood is of the form |w| ≤ β|g| 2l . For l large enough (and c small enough) the sublevelset also lies in the conic neighbourhood where G is plurisubharmonic. Compose G with a convex function χ with a pole in c which is zero on (−∞, 2c]. The function χ • G is plurisubharmonic and exhausts the conic neighbourhood in the vertical direction. The function ϕ + f − log |g| 2l + χ • G is then a strictly plurisubharmonic exhaustion function on a conic neighbourhood of a(U \ g −1 (0)).
Proof of the main theorem
4.1. Scheme of the proof of Theorem 1.1 in the case where X is a manifold and h : Z → X is a fibre bundle. If X is a manifold and h : Z → X a holomorphic fibre bundle, the scheme of the proof is significantly simpler than in the general case, and it is explained separately for the sake of clarity. The scheme follows the one described in [FP1] .
(1) Choose a locally finite open covering {U i } of the space X and holomorphic
ε) the common zero set of the functions g 1 , . . . , g m is S, and for i ≥ 1 there exists j ∈ {1, . . . , m} such that
(2) Using the Remmert reduction choose a plurisubharmonic exhaustion function ρ : X → R such that ρ −1 (0) = K and ρ is strictly plurisubharmonic outside K. (3) Construct a sequence of strongly pseudoconvex compact sets
, where B i ⊂ U j is either a pseudoconvex bump on A i or a thin handle attached to A i (Lemma 12.3 in [HL] , Theorem 3.1 in [F3] ). These sets are sublevel sets of appropriate plurisubharmonic functions, which are strictly plurisubharmonic outside K.
(4) Enlarge the region where the continuous section is holomorphic, inductively. Assume that a 0 is holomorphic on a neighbourhood A = A i and continuous elsewhere. Construct a homotopy a t of continuous sections such that each a t approximates a 0 on A and such that a 1 is holomorphic on a neighbourhood of A∪B = A i+1 .
(a) There exists a local spray on A which dominates on A \ S and keeps S fixed. In other words, there exists a fibre-preserving holomorphic map
If B is a bump, then the approximation is possible because of the Runge condition on the submersion. Recall that if B is a bump, then C is holomorphically contractible in B and Z| U B is trivial. This provides the holomorphic homotopies needed for the application of the Runge condition. If B is a thin handle, the existence of approximation is given by Theorem 3.2 in ([F3]) . The theorem provides an approximation over a thin handle B attached to C. In principle it might be thinner than B. If this is the case, we can get from B to a neighbourhood of B using bumps which give a map
This defines a holomorphic section a 1 over A∪B, homotopic to a 0 on a neighbourhood of A∪B. Outside A ∪ B the section a 1 can be glued to the section a 0 by a homotopy, thus yielding a continuous section a 1 , holomorphic on a neighbourhood of A∪B, homotopic to a 0 and approximating a 0 on A. Since F (x, t) = F (x, 0) for all x ∈ S we also have a t (x) = a 0 (x) on S (a t is the homotopy). 
. We extend these vector fields on V and integrate them. Since V is conic, the fields can be integrated for sufficiently small times t ≤ t 0 for all x ∈ A \ S (provided k is large enough). Because of the zeroes on a(g −1 (0)), we can extend the flows of the fields on a(g −1 (0)), thus obtaining a map F : U A × B n (0, δ) → Z fulfilling all the requirements. Note that this construction also works for a complex space.
(4c) Since U C is Stein, we have a decomposition
) which is close to the identity for δ 1 sufficiently small. Obviously, the maps γ t are holomorphic in all variables, and define the map γ : U C × B n (0, δ ) → U C × B n (0, δ ) for sufficiently small δ . If F and G coincide, then we have γ = id. The desired decomposition of γ is obtained from an implicit function theorem (Proposition 5.2 in [FP1] ). In this theorem a solution of a ∂ equation with uniform estimates on a neighbourhood of a strictly pseudoconvex set A∪B with support disjoint from A\B is used where A∪B is a subset of a Stein manifold. In the 1-convex case the same can be done with uniform estimates using the Remmert reduction, since the supports of the forms we deal with do not intersect S. In addition, we can require that the solutions of the ∂ equation are zero on S without spoiling the uniform estimates.
4.3. Proof of Theorem 1.3 if X is a complex space and h : Z → X is a submersion. In this case we cannot directly use the Henkin-Leiterer bump method (Cartan pairs) . The notion of Cartan pairs can (and will be) generalized to the case of a complex space, but even with this generalization we will still be in trouble when trying to use the Runge property. Let us recall that in section 4.1 (4)(b) it was the structure of the manifold that provided the homotopies necessary for the application of the Runge property. Here we have to start in such a way that we have all the homotopies needed at our disposal from the very beginning. This is the reason why we have to use holomorphic complexes, prisms and Cartan strings as in ([FP2] ) and have to follow the procedure described there. The aim of this section is not to present the complete proof of the Theorem 1.3 but merely to explain those parts of the proof which differ from the proof in [FP2] in the 1-convex case.
Let us recall the initial data: X ⊂ X is an analytic set, S ⊂ X the exceptional set, the parameter space P a Hausdorff compact set, P 0 ⊂ P 1 ⊂ P, P 0 a closed set, P 1 an open set and P 0 a nice subset of P, g 1 , . . . , g m : X → C holomorphic functions with S as a common zero set, G = g −1 i (0), a 0,p : X → Z, p ∈ P a given family of continuous sections, holomorphic on a neighbourhood of a holomorphically convex compact set K ⊃ S and such that a 0,p (x) = a 0,q (x) for each p, q ∈ P , x ∈ G, a 0,p | X is holomorphic and a 0,p is holomorphic for p ∈ P 1 . We will also assume that X ⊃ G.
The scheme: 1. Construct the initial 1-prism using Cartan strings. 2. Construct a continuous family of local sprays. 3. Enlarge the region where the initial sections are holomorphic, inductively (compare 4.1 (4)). 4. Modify the prisms in order to obtain a continuous family of holomorphic sections.
(1) To begin with, choose a locally finite covering {U i } of X as in 4.1 (1), skipping the condition (δ). For every relatively compact Stein open set L ⊂ π(X) there exists an embedding of L into a Euclidean space. Using this fact we can for every open covering with the above mentioned conditions construct an increasing sequence of holomorphically convex subsets
(2) For every n ∈ N there exists an embedding ι n of a neighbourhood of
The sequence A 0 , . . . , A n will also be called a Cartan string of length n + 1. If X is a manifold, then this definition of a Cartan string coincides with the initial one.
Since we are dealing with a submersion Z → X, we can construct the initial holomorphic complex similarly as in [FP2] , Proposition 4.7. The only thing needed there is a local product structure of the submersion, and this is independent of the fact that in this case the base space was a manifold. It should be mentioned though that the family of the initial complexes must be continuous with respect to parameter p and that the small holomorphic sections must coincide with the initial ones on X . To achieve this we have to impose some additional conditions on the initial open covering. For x ∈ X \ K choose an open neighbourhood U x ⊂ X of x ∈ X such that there exist finitely many open sets V i ⊂ Z and holomorphic
Then construct an open covering
Let {Q i } be a covering with closed sets such that Q i ⊂Q i and P 0 ⊂ intQ 0 . Let {χ i } be a partition of unity on P such that suppχ 0 = Q 0 and
The result is a continuous family of holomorphic sections. To keep the sections fixed on X , we have to correct the sections using a bounded linear extension operator given by Lemma 3.1 in [FP3] . First, we embed U x into C N . Denote the embedding by ι and let ι(x) = 0. There exists a bounded linear extension operator
(2) Construction of a continuous (smooth) family of local sprays. Proof. The lack of compactness of the set p a p (U \ g −1 (0)) is compensated by the fact that a p (x) = a q (x) for p, q ∈ P, x ∈ G. Then every covering of p a p (U \g −1 (0)) by conic neighbourhoods has a finite subcovering. The rest of the proof is the same as in Proposition 4.3 of [FP1] . u) ), ψ p (x , 0) = 0 for x ∈ X and ψ p (x, u) = u for p ∈ P 1 . With some additional work (see the proof of Proposition 5.2 of [FP1] ) we may assume that the gluing maps are close to (x, u) → u for x ∈ C. The next step is the splitting. To do the splitting (Proposition 4.1 in [FP3] ) the base space has to be a manifold because of solving the ∂-equation. We now transfer our gluing maps to Euclidean space. By the definition of a Cartan pair there exists a Cartan pair (Â,B) in some C m and an embedding ι of an open neighbourhood U of π(A ∪ B) into C n such that ι(π(A)) =Â ∩ ιU and ι(π(B)) =B ∩ ιU. Using the bounded linear extension operator constructed in Lemma 3.1 of [FP3] , we extend the maps ψ p (which are close to (x, u) → u) to some small neighbourhood ofÂ ∩B such that the extensions still are sufficiently close to (x, u) → u. Moreover, by shrinking P 1 the extensions for p ∈ P 1 may be assumed to be (x, u) → u. We now apply Proposition 4.1 in [FP3] to get the continuous family of splittings. The operators A and B yielded by this proposition satisfy the following. If we denote α p := A (ψ p ) : U → C N and β p := B (ψ p ) : V → C N , then α p | U∩X = 0 and β p | V ∩X = 0. Define a 1,p (x) := s p (x, α p (x)) for x ∈ U and a 1,p (x) = t p (x, β p (x)) for x ∈ V . Because we have ψ p (x, α(x)) = β(x), both definitions coincide on U ∩ V and define a global section of Z| U∪V . Consequently we obtain a continuous family of holomorphic sections of h : Z → X defined over a neighbourhood of A ∪ B and approximating the sections a p on A and keeping the sections fixed for x ∈ X or p ∈ P 1 .
(4) Modifying the prisms to get homotopies of sections is now a purely combinatorial problem and does not have anything to do with the structure of the base space (see section 5 in [FP2] ).
