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SUMMARY
This thesis investigates information-theoretic tools for detecting and describing causal influences
in embodied agents. It presents an analysis of philosophical and statistical approaches to caus-
ation, and in particular focuses on causal Bayes nets and transfer entropy. It argues for a novel
perspective that explicitly incorporates the epistemological role of information as a tool for in-
ference. This approach clarifies and resolves some of the known problems associated with such
methods.
Here it is argued, through a series of experiments, mathematical results and some philosophical
accounts, that universally applicable measures of causal influence strength are unlikely to exist.
Instead, the focus should be on the role that information-theoretic tools can play in inferential tests
for causal relationships in embodied agents particularly, and dynamical systems in general. This
thesis details how these two approaches differ.
Following directly from these arguments, the thesis proposes a concept of “hidden” inform-
ation transfer to describe situations where causal influences passing through a chain of variables
may be more easily detected at the end-points than at intermediate nodes. This is described us-
ing theoretical examples, and also appears in the information dynamics of computer-simulated
and real robots developed herein. Practical examples include some minimal models of agent-
environment systems, but also a novel complete system for generating locomotion gait patterns
using a biologically-inspired decentralized architecture on a walking robotic hexapod.
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1Chapter 1
Introduction
Seldom do more than a few of nature’s secrets give way at one time. It will be all too
easy for our somewhat artificial prosperity to collapse overnight when it is realized
that the use of a few exciting words like information, entropy, redundancy, do not
solve all our problems.
– Claude Shannon (1956)
In 1969 Clive Granger, building on a suggestion of Norbert Wiener, proposed a method for
discovering causal influences based on temporal prediction (Granger, 1969): if a variable X can
be used to predict future states of Y , above and beyond the prediction of Y that could be obtained
from all prior information not including X , then X is said (in modern parlance) to Granger cause
Y . Granger’s application for this tool was in econometrics, but in recent years Granger causality
and related approaches, notably transfer entropy (Schreiber, 2000), have proliferated in a variety
of fields, including but not limited to the study of autonomous robotic systems.
A somewhat distinct but related development is the increasing application of information the-
ory to the study of complex systems. A number of measures based on information theoretic con-
cepts such as entropy (the level of “uncertainty” in a random variable) and mutual information
(the extent to which two random variables are related to each other) have been used to describe
the complexity of a physical process. Indeed there are a number of such proposals, going back
at least to the Kolmogorov-Chaitin complexity, which is closely related to entropy for certain sys-
tems (Cover and Thomas, 2006), a notable more recent (and substantially different) model is the
statistical complexity introduced by Crutchfield and Young (1989). Related information theor-
etic complexity measures have found particular application in characterising autonomous agents
(Klyubin et al., 2005; Bialek et al., 2001; Der et al., 2008). Similarly, and perhaps in more direct
2comparison to Shannon’s oft-cited use of information theory to study digital and analogue com-
munication systems (Shannon, 1948), such tools are often used to describe physical systems in
computational terms – specifically to decribe features such as information storage and retrieval,
communication and processing (Lizier, 2010).
The aforementioned transfer entropy measure is one of the primary objects of study for this
thesis, and lies within the intersection of these two areas: as an information theoretic statistic, it is
widely seen as a measure of complexity or computation, but it is also a generalisation of Granger’s
causality measure, and thus relates to causality in much the same way. However, both views of
transfer entropy, as representing either causation or computation, have their own drawbacks.
Here we consider the application of transfer entropy to robotic locomotion (and to an extent
autonomous robotic systems more generally). This offers a convenient and intuitive basis for
explicating these approaches, and is used to develop a deeper understanding of them.
1.1 Robotics: Computation or dynamical systems?
The roots of our approach to autonomous robotics goes back at least to the work of Rodney
Brooks (Brooks, 1986), and perhaps the “thought experiments” proposed by Valentino Braiten-
berg (Braitenberg, 1984) to describe how simple feedback connections could produce apparently
autonomous behaviour. At its heart is a distinction between two radically different approaches to
robot design.
What might be called “traditional” approaches to robotics regard the problem of robot control
as requiring, in effect, the mathematical solution to a geometric puzzle (various introductions to
these techniques are available, for example Craig, 2005; LaValle, 2011). A robot exists in a world
defined by an n-dimensional state space, known as a configuration space or C-space. For example
the position of each joint actuator, and the physical location of the robot (for a mobile system) con-
stituting one dimension each. Many locations in this space are unreachable (certain combinations
of joint actuator positions may be physically barred, for example in a robotic arm). In many cases
movement through the space can only be achieved continuously or in certain directions. Further,
the C-space maps onto the “workspace” – another space in which desirable outcomes for the robot
can be defined. For example, a robotic arm must move its end-effector to a particular location:
the location is specified in the workspace. The control system follows a methodology known as
sense-plan-act:
• The system senses its current state in C-space. In some cases it may have to also “sense” its
own problem definition (for example by sensing the position of an object to be manipulated
3by a robotic arm).
• The system plans its solution to the problem: the problem specification (the workspace)
must be mapped to the C-space. A valid path must be found between the robot’s current
position in C-space to its desired position.
• The robot must act out the plan – commands are sent to servo motors or other actuators such
that the desired path through C-space is taken. After this, the problem has been solved.
There are multiple difficulties with this approach, identified by Brooks, particularly in the
context of autonomous robots – where it is desired that the robot perform its tasks in unpredictable
environments with minimal human intervention. In order to, for example, navigate to a particular
location in a room, a sense-plan-act system must either be programmed with, or create from
sensor data (and complex computational analysis) some kind of internal map or computational
representation of the room. If someone moves a table in the room, a robot with a pre-programmed
C-space will attempt to pass through the table (thinking it is a valid trajectory when it no longer
is), or must expensively recalculate its internal map and re-plan its solution.
These problems led autonomous robotics research to investigate radically different approaches
to solving problems in unpredictable environments. Behaviour-based robotics (Arkin, 1998) – a
term used to describe robotic systems designed in the vein of Brooks (1986) – emphasises the use
of combinations of very simply defined behaviours. For example, it is in fact quite straightforward
for a mobile robot to avoid obstacles immediately in front of it, by simply turning away when
forward proximity sensors report a close by object. This simple behaviour can be “mixed” with
other behaviours – navigating towards a light for example, to produce an effective solution with
relatively low computational costs. Evolutionary robotics (Floreano et al., 2008; Harvey et al.,
2005) takes a slightly different tack – again the sense-plan-act cycle is discarded, this time in
favour of developing a controller by specifying a class of possible controllers, then generating a
population of candidate controllers from within that class which are then evaluated by a specified
goal function (measuring the success of the robot in achieving its task). Those controllers which
achieve less optimal results according to the goal function are discarded, and those which are more
successful are maintained, duplicated, randomly mutated and sometimes combined in a process
somewhat analogous to biological evolution. This method can be used to find controllers which
solve complex problems in ways not obvious to human designers.
What these approaches have in common, in contrast to the sense-plan-act methodology, is
the absence of internal representations or maps of the problem space from which computational
algorithms calculate solutions. Rather, they emphasise that the robot interacts continuously with
4its physical environment, often purely “reactively” (without even any explicit internal memory).
In Brooks’s words, “the world is its own best model” (Brooks, 1990). This attitude has been
described as the “dynamical systems” approach to robotics (Beer, 1995; Harvey et al., 2005) –
autonomous robots are viewed primarily as physical systems which respond in defined ways to
perturbations or external stimuli, rather than as computational systems which calculate and plan
solutions to problems defined using internal representations. It is worth pointing out that there is a
related body of work which aims to characterise human and animal cognitive function in similarly
dynamical systems, or non-computational, terms (Clark and Toribio, 1994; Van Gelder, 1995;
Chemero, 2009).
1.2 Synchrony in robotic gaits
Following this approach, we will treat a robotic gait generation system in dynamical systems terms.
A consequence of this is that we will have particular interest in the phenomenon of synchronisa-
tion. This is a well-studied feature of physical systems (for a general discussion see Pikovsky et al.,
2001), and has been used to model flocking and schooling in birds and fish, biological rhythms
such as circadian rhythms and the synchronous behaviour of fireflies to name a few examples
(Strogatz, 2004). Furthermore, synchronisation has been hypothesised to play a role in animal and
robot gait generation – gaits incorporate patterns of spatio-temporal symmetries which can be gen-
erated by symmetrically connected networks of coupled oscillators (Collins and Stewart, 1993).
This paradigm has been used to develop models of central pattern generators (Ijspeert, 2008) –
neural systems which use synchronisation to coordinate motor patterns of limbs or other actuat-
ors. For this reason, synchronisation (in the general sense of coupled dynamical systems which
mutually influence each other to produce similar dynamics) will be a substantial area of study for
later chapters in this thesis (including those which do not directly address gait generation).
Dynamical synchrony typically arises when one oscillatory system exerts a small but signi-
ficant influence on another (the influence may be one-way or mutual depending on the circum-
stances). As a result, small deviations between the two systems produce forces which act to bring
the two trajectories in line with each other (see figure 1.1).
Synchrony presents a particular problem for the use of transfer entropy. Mutually synchronised
oscillators may trace out identical trajectories, meaning that although they are interacting, the past
states of the two systems are identical. This means that the state of a driving oscillator cannot
improve the prediction of a driven oscillator beyond the prediction obtained from the past of the
driven oscillator alone, since the two states are identical. In other words, the information from the
cause is non-separable from the information about the past of the effect. This is one of the main
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Figure 1.1: Dynamical synchronisation. An example of this phenomenon involving two simple
oscillators can be seen in the system given by the differential equations
x¨1 = q1x˙1 − x1 − 0.1x˙31 − γx2
x¨2 = q2x˙2 − x2 − 0.1x˙32 − γx1
Where q1, q2 and γ are fixed parameters and dots represent differentiation with respect to time
t. The first three terms of each equation define a self-sustaining oscillation provided q1 and q2
are positive. That is, with γ set to 0, x1 and x2 are the states of distinct (uncoupled) dynamical
systems. If we set q1 and q2 to different values (in this example we use q1 = 1 and q2 = 1.5),
the two systems will oscillate at slightly different frequencies. This is illustrated by the time
series traces in the left hand column, generated by numerically integrating these equations with
the starting value of x1 = x2 = 0.1 – though x1 and x2 are similar, the latter oscillates at a slightly
lower frequency. The different can be seen more clearly in the trace of the sum x1 + x2, which
“beats” as the two oscillators run in-phase and out of phase with each other over time. However, if
we set γ = 0.5 (right hand column), the value of x2 influences the changes in x1 and vice versa –
as a result, the two oscillators stay in-phase with each other producing a constant amplitude trace
when we add the two signals together.
6difficulties with the interpretation of transfer entropy as a measure of causation.
1.3 Information dynamics in agents
The dynamical systems approach (more than, say, purely stochastic models that are more closely
comparable to communication systems) also presents a problem for the interpretation of transfer
entropy as a measure of computation – as discussed, we are interested in robots which do not have
explicit internal representations of their problem space, and do not calculate solutions from such a
representation. Thus in a classical sense, such systems are often argued to be non-computational
(Chemero, 2009). On the other hand, this boundary is blurred somewhat by the morphological
computation approach advocated by Pfeifer et al. (2006). This refers to the capacity of the body
itself to perform a kind of computation, for example one can grip an object by simply contracting
one’s fingers around it – without explicitly calculating the correct configuration of each joint. This
makes use of the inherent compliance of human joints and muscles to “offload” computation that
might otherwise have to be performed in the brain to the body’s own morphology.
This concept of morphological computation is more reminiscent of Brooks’s view that the
“world is its own best model” than the classical sense-plan-act paradigm. In fact, the concept
of information itself has proven useful in describing this type of computational “offloading”. In-
formally, we can think of Brooks’s autonomous robots as acquiring information about the world
through constant sensor feedback, almost as a substitute for an accurate internal map – a correct
internal map is harder to come by practically speaking, but the point is that the robot must have ac-
cess to certain information to achieve its goals, whatever way such information is obtained. More
formally, Touchette and Lloyd (1999) showed that the maximal amount by which a control system
can reduce the entropy of the system it controls is limited by the information it receives about that
system. This argument is very similar to that made in an earlier paper entitled “Every good regu-
lator of a system must be a model of that system” by Conant and Ashby (1970). A “regulator” here
refers to a system which keeps another system in a certain desired or “good” state by perturbing it
in just the right way to combine with external perturbations to the target system. The point made
by Conant and Ashby is that as the complexity of the system being regulated increases, the com-
plexity of the regulator must also increase to match this. If there are more ways that the system
can respond to external perturbations, then there must be more ways that the regulator can react to
and counteract those responses. This argument formalises a relationship between information and
control that has inspired the development of autonomous systems from information theoretic prin-
ciples (Klyubin et al., 2005; Zahedi et al., 2010; Der et al., 2008). There has also been a great deal
of interest in “quantifying” or otherwise studying what is often termed information dynamics – i.e.
7investigating the connection between information relationships and the behaviour of autonomous
systems (Lizier, 2010; Lungarella and Sporns, 2006; Moioli et al., 2012; Schmidt et al., 2012;
Zahedi and Ay, 2013).
1.4 Inference of causation
Granger’s proposal of a measure of temporal causation has long been seen as “not really causation”
– hence the introduction of the language “X Granger causes Y ”, rather than simply “X causes
Y ”. We have already noted one reason for concern, namely the issue of non-separability (at the
end of section 1.2).
Despite this and other practical problems, not to mention a host of thorny metaphysical issues,
causation has recently become a major field of study. A notable development has been the graph-
ical modelling approaches based on directed acyclic graphs (DAGs) known as causal Bayes nets
(Pearl, 2009; Spirtes et al., 2001). These enhance a concept of causation based on probabilistic
association, derived from Reichenbach’s principle of the common cause (Reichenbach, 1956) –
loosely stated, a statistical association between to variables must arise either because one causes
the other or there is a third factor which causes both. However they have also allowed for in-
troducing causal concepts beyond this – Pearl in particular introduces the do() operator, which
represents “intervention” in a causal system. This bears close resemblance to the “manipulability”
account of causation (causes are those things which can be altered in order to change their effects,
Woodward, 2004).
Granger’s approach is also closely related to the principle of the common cause (Holland,
1986), and by extension so is its information-theoretic equivalent transfer entropy. The literature
reveals a number of objections to the various accounts of causation in terms of the principle of the
common cause, causal graphical models and the Granger method (Sober, 1984, 2001; Cartwright,
1994; Dawid, 2009). Nonetheless, Granger causality and transfer entropy have recently been
applied in a number of fields including neuroscience (Vicente et al., 2011; Seth et al., 2011),
economics (Marschinski and Kantz, 2002), climate physics (Runge et al., 2012b) and artificial life
(Schmidt et al., 2012).
Graphical causal modelling in particular has inspired many recent developments in causal
inference, including variations on transfer entropy (Runge et al., 2012b) and indeed alternatives to
transfer entropy aimed at solving its apparent drawbacks such as non-separability (Ay and Polani,
2008; Janzing et al., 2013; Sugihara et al., 2012).
81.5 Thesis overview
This thesis is about causality in the sensorimotor loop – it addresses the questions of what we
mean by causality and what its relevance is for agent behaviour. It aims primarily to explicate
and study the apparent problems with treating transfer entropy and related information theoretic
statistics as “measuring” or “quantifying” causation. This is achieved through a combination of
theoretical analysis (part I of the thesis) and practical examples on autonomous simulated and real
robotic systems (part II).
Beginning with part I, chapter 2 addresses the topic of causation in detail. It gives an overview
of recent developments and debates in this area, aiming to translate them into terms of particular
relevance when we are looking at autonomous agents and complex systems. There are a number
of alternative approaches to causation which have been suggested by a variety of authors, and this
chapter describes various relationships and important distinctions between them. It focusses in
particular on the probabilistic and Bayes nets approaches that form the basis of much of the theory
used later in this thesis. It does not, however, discuss in great detail transfer entropy or Granger
causality – these are introduced subsequently and seen as variants of the probabilistic causation
introduced in chapter 2, rather than a separate entity.
Chapter 3 serves several functions. Within the context of the thesis it is the first example of an
empirical use of transfer entropy that will provide some context for later applications. However,
its novel contribution is the proposal of a distinct method for calculating transfer entropy based on
examining the phase data of oscillatory systems alone, rather than by incorporating the entire state
of the oscillator (i.e. it discards amplitude information). It is argued that where we are interested
in synchronising systems, looking at the phase information preserves the aspects we are interested
in and discards the irrelevant amplitude dimension, thus reducing the complexity of the data used
in the transfer entropy calculation.
Chapter 4 sharpens the formal approach to causality taken here. It constructs from first prin-
ciples the relationship between singular causal hypotheses (e.g. X causes Y ) and information
theoretic statistics in the context of a given background network of “known” causal relationships
modelling using Bayes net methods. This presents an account of the relationship between mutual
information and causal networks that explicitly models the inferential role of the information stat-
istic. We argue that it is crucial to maintain a distinction between measurement of causal strength
and complexity. By analogy with the Neyman-Pearson model of statistical testing, we see that
information can be used to evaluate something akin to the epistemological clarity of a particular
causal hypothesis. The model introduced in this chapter is further extended to the context of time
series and it is shown how transfer entropy fits within the more general model of causal inference.
9A significant aim of the first part of this thesis is to critically evaluate claims of potentially
superior (and at least distinct) approaches to causal inference other than transfer entropy. Chapter
4 addresses one proposal, the information flow proposed by Ay and Polani (2008). Furthering this
project, chapter 5 considers the convergent cross-mapping proposal of Sugihara et al. (2012). This
alternative is based on somewhat different foundations than transfer entropy, however chapter 5
demonstrates that it is closely related to a form of mutual information. In fact, as we show, it
can therefore be subsumed in the same information theoretic framework used to describe transfer
entropy. This provides a beneficial and novel analysis of the relationship between information
theoretic and cross-mapping based approaches.
The closing chapter of part I, chapter 6 returns to the subject of the distinction between strength
and inference based understandings of information transfer. We consider the relationship between
the new outlook proposed in chapter 4 to information dynamics, particularly in the context of
autonomous agents. This chapter introduces a distinct phenomenon of such information dynamics
that we can predict in light of the earlier discussion – namely that of “hidden” information transfer.
Certain patterns of synchrony can enable information to pass from one node to another (physically)
very far away, with the information not manifesting in intermediate nodes, even though it must
pass through them. In other words, we can have a chain of causal influences, where A affects
B which effects C, but where the causal influence is manifested by high information transfer (is
“epistemologically clear”) between A and C, but not between A and B. We demonstrate how
this phenomenon appears in a theoretical model of communication through synchronised chaotic
systems, and predict that it may also occur in agent-like physical systems.
In part II, we aim to apply the theory and concepts developed in part I to robot control, particu-
lar gait generation for a legged robot. We start by reviewing some important topics in the design of
gait generation systems in chapter 7. There are a number of possible techniques, and this chapter
describes in brief the comparisons and reasons for taking the approach we do. We investigate
approaches that incorporate dynamical synchronisation as a tool for generating spatio-temporal
patterns of symmetry, and particularly wherein feedback from the environment and body plays a
role in determining the overall behaviour.
We start with a minimal example in chapter 8. This chapter is the first identified example
of the hidden information transfer phenomenon in an embodied robotic system. In this minimal
example, the true causal roles of the various elements of the system can be made explicitly clear
with relatively little difficulty. This contributes a significant demonstration of the relevance of the
hidden information transfer concept in an embodied system, and indeed provides a clear example
in part by virtue of the relative simplicity of the system under study.
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More complex examples are developed in chapter 9 and 10. Here we develop a distributed
architecture for gait generation in a real hexapod robot in parallel with a closely matched computer
simulation. Our gait generation architecture, though based on similar models such as Walknet
(Cruse et al., 2002), represents a novel engineering approach making use of position sensing in
the robot’s joint servos to provide physical feedback to the distributed controller systems. As a
result, the architecture presented has the unique ability to generate a stable tripod gait without any
internal (electronically mediated) coordination between the left and right-hand limbs – instead,
synchronisation can be achieved purely through mechanical coupling along the contralateral axis.
The information theoretic analysis of causation in this system is presented in chapter 10. We
develop here a set of statistical tools based on our understanding of information as a tool for
inference, giving a more principled way to interpret transfer entropy results taken from a single
experiment. This allows us to again investigate the presence of hidden information transfer, this
time in the context of a more sophisticated and multi-faceted network of causal influences. Here
we have two primary channels for causal influences to pass between the several limbs of the
robot: mechanical (through the body and ground) and electrical (internal connections in the control
system). We investigate how changes in both these coupling systems affect the recorded transfer
entropy between variables affecting limb oscillators.
1.6 Original contributions
The major contributions of this thesis are summarised here:
• We introduce two novel tools based on theories of causal influence: first the stroboscopic
transfer entropy (chapter 3) is a variant of transfer entropy based purely on the phase rela-
tionship data in a time series. Second the cross embedded mutual information (chapter 5) is
an information-theoretic tool based on the same theory that underlies the (regression-based)
convergent cross-mapping approach.
• The development of a well-founded and novel theory of the use of information transfer as
a tool for inferring the presence of causal influences. While the idea that information may
be an indicator of causation has been considered by many authors, previous proposals have
tended to either adopted a naive interpretation of an inferential statistic as akin to something
that measures strength of causation – an approach shown here to have intrinsic failings –
or to simply hedge causal claims and side-step any formal justification. What is needed is
the principled connection of statistical inference techniques and the metaphysical theories
underlying causal Bayes nets introduced in chapter 4.
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• We describe a general framework of causal inference and show how existing proposals for
measuring causal influences (information flow, chapter 4, and convergent cross-mapping,
chapter 5) can be situated within this theoretical framework, alongside our formal causal
interpretation of information transfer. This significantly adds to our understanding of all
approaches by allowing direct comparison according to a theory which applies equally to
all methods.
• This thesis identifies the concept of “hidden information transfer” as a very general schema
of information dynamics, and proposes certain scenarios where we might expect this phe-
nomenon to occur in autonomous agents. Chapter 6 introduces the theoretical basis of this,
practical demonstrations are given in chapters 8 and 10.
• We introduce a novel hexapod gait generation algorithm as a test-bed for the statistical
techniques used in this paper. This algorithm is capable of producing multiple gaits through
emergent synchronisation between distributed oscillators, and demonstrably incorporates
information feedback through mechanical coupling. This is introduced in chapter 9.
According to the interpretation I will advance here, statistics such as transfer entropy are well
understood as tools for causal inference. This means that rather than seeing higher transfer entropy
as indicating higher causal strength, we should see it as a way of testing particular causal claims.
Thus the overarching theme of this thesis is the juxtaposition of two views of information and
causation. The first we can call the causal strength (CS) interpretation, wherein we look for
information theoretic tools which will measure strength of causation. The second is the causal
inference (CI) approach that I am advocating here. The goal of this thesis is to provide a convincing
argument that the latter is a substantially different and useful alternative to the former. Not only is it
more strongly philosophically justified, but we will see that it has a number of specific advantages
over the causal strength interpretation from the point of view of understanding causation in the
sensorimotor loop.
1.7 Glossary of terms
A number of terms are used in the literature in both specific technical as well as “informal” senses.
In this thesis it should be clear where a term has a technical meaning and where it is used in the
more informal sense. This section will help to clarify some particularly important points from the
outset.
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Information Informally, the precision or certainty about a variable or state
provided by another variable or state. Alternatively, might refer
to a richer concept of meaning or utility attached to some data.
Formally, this thesis is only concerned with definitions based on
probabilities, specifically mutual information as defined by Shan-
non (1948), or the related conditional mutual information. The
“information” defined by Kullback (1959) is referred to here in
common with most modern literature as Kullback-Leibler diver-
gence.
Information transfer Informally, any probabilistic description of the influence (causal
or merely correlative) of the state of one variable on the state of
another, typically over time. Formally, defined in chapter 4 as
a conditional mutual information satisfying particular conditions
with respect to a causal graph making it suitable for the evaluation
of a causal hypothesis.
Information flow Informally synonymous with information transfer (we avoid this
use). Formally, defined by Ay and Polani (2008) again with re-
spect to causal graphs but also considering interventions.
Complexity An informal term describing systems whose behaviour is in some
sense difficult to predict in spite of not being (entirely) random,
such systems may well be defined in terms of relatively simple
structural components.
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Stability Informally often refers to systems with have static or
thermodynamic-equilibrium dynamics (i.e. the state of the sys-
tem, or the distributions of states of an ensemble, is unchanging
over time) – this use is avoided here. There are two technical uses
here: in robotics, refers to a gait or other behaviour which can
persist over time without catastrophic failure (e.g. a robot would
be unstable if it fell irrecoverably onto its side whilst walking).
In dynamical systems theory, Lyapunov stability refers, technic-
ally, to volumes in a dynamical system which shrink over time
(Strogatz, 2000). An intuitive way to think of this is that a stable
attractor is a region of state space within which all trajectories
that start in this region will remain in the same region, generally
approaching a smaller and smaller subset of the region. Note in
particular that for example repetitive cyclic and chaotic dynam-
ics may be stable by this definition but not by the more informal
definition described above.
Ergodicity Has multiple technical definitions depending on context. Notably,
an ergodic Markov chain is a Markov chain which has no periodic
cycles or disconnected subgraphs. Ergodicity for dynamical sys-
tems is defined with respect to ensembles of dynamical systems
(a set of solutions to a dynamical system over which a probab-
ility measure is given), and specifies conditions under which the
statistics calculated by averaging over time series data taken from
one member of the ensemble converge to the equivalent statistic
taken over the entire ensemble at any particular point in time.
Formal definitions are given in Shannon (1948), see also further
discussion in chapter 4. Ergodicity should not be confused with
stationarity which refers to systems which behave similarly over
time. Stationarity is a necessary but not sufficient condition for
ergodicity.
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Part I
Theory
15
Chapter 2
Causation and inference
How do we account for the behaviour of an artificial or biological agent? A common view is
that agents can be seen as systems, that take an input (in the form of sensor data), perform some
processing and produce an output (motor actions). A recent trend has been to characterise such a
systems approach in specifically causal terms – changes in inputs cause changes in outputs, via
networks of causal connections within the “processing” component. It is also common to find
talk of agents obtaining and using information – which may mean information about the “outside
world” obtained via the sensors, or perhaps the information shared between social animals for
example. This thesis focuses on the connection between causation and information, and so to
begin with, this chapter will introduce the necessary background to develop a coherent “causal”
view of agent behaviour.
Most of the literature surveyed in this chapter addresses causation from the perspective of
either philosophy of science – applied often to economics, social sciences and epidemiology – or
machine learning and artificial intelligence. The literature generally does not pertain directly to
robotics or agent behaviour (though I will aim to discuss concepts using simple robotic systems as
examples). This is simply where the literature on causation has historically been targeted – the ap-
plication of these ideas to agent behaviour seems to be a relatively new phenomenon. The reason
for introducing this background is to establish a firm description of causation that is consistent and
will be applicable in later chapters. Without this foundation, one is liable to get confused by differ-
ing intuitions and interpretations around these somewhat complex (and sometimes controversial)
topics. Much of the difficulty with interpreting the extant literature that does directly discuss agent
behaviour (which we will come to in the next chapter) arises from the fact that in that area, the
concept of causation is often loosely and quite poorly defined.
As we will see, causation can usefully be thought of in a number of different ways. This
chapter will outline the approach that I will adopt and develop in this thesis, which consists of a
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dual system of physical models and Bayes nets. This chapter shows how this system relates to the
common approaches to causation found in the literature.
2.1 Why complex systems confound “naive” causation
To some, it may seem surprising to insist on elaborating substantially on the question of causation.
Although it is uncontroversial to distinguish causation from “mere” correlation, many argue that
modern scientific practise has more-or-less resolved the question of how to find out about causes.
Specifically, X is a cause of Y just when changing X , while keeping everything else the same,
results in a change in Y (Woodward, 2004, ch. 2). All we need are methods that establish causal
connections by this logic.
The prototypical modern method for determining such relationships is the randomized con-
trolled trial (RCT). This is an experiment where a number of subjects (e.g. human participants in
a psychology experiment or drug trial) are divided by random assignment into two or more groups.
Different groups are given different treatments, and an outcome measure is taken for each subject.
One can then determine statistically whether the outcome measure varies between each group (for
example by comparing group means, though the statistical techniques are usually more involved).
The technique aims to satisfy the condition of keeping “everything else” (other than the treatment)
identical between the groups, the randomization being a key element of this. Thus if the outcome
changes between groups, we can infer that the treatment is a cause of that outcome.
This method is in some senses a relatively recent invention. Its earliest roots are often traced
back to James Lind (1716-1794), sometimes called the “father of the clinical trial” (Twyman,
2004). Lind experimented on various different methods of preventing scurvy among sailors, but
he introduced only one significant aspect of the RCT – namely the introduction of various control
groups for comparison. C. S. Pierce (1839-1914) is credited with introducing randomization in
a series of psychological experiments conducted in the 1880s (Stigler, 1978), though this aspect
of his work seems to have been largely forgotten for some 30 years until R. A. Fisher (1890-
1962) developed the modern form of the RCT (Hacking, 1988). Fisher’s 1935 book The Design
of Experiments (Fisher, 1935) introduced the RCT to a wider audience, and from there it has
come to be seen as “the most rigorous scientific method for evaluating the effectiveness of health
care interventions” (Akobeng, 2005), the “gold standard” (Sackett et al., 1996; Akobeng, 2005;
Henderson, 2012, p. 129) and the “best way of determining if a policy is working” (Haynes et al.,
2012).
Thus it is tempting to stop at that and take the ideal, well-conducted RCT as all there is to
causation. Colquhoun (2011) describes the Fisherian RCT as “the essential underlying condition
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of causal inference. . . Everything else is worse.” From such a perspective an extended discussion
of the philosophy underlying causation seems rather pointless – certainly, there are cases where
RCTs are impractical (because we physically cannot intervene on the relevant variables) or simply
have not been done yet, and thus we might have to rely on the “worse” inferences we might make
from observational studies. Nonetheless the (well-conducted) RCT is still the ideal goal of causal
inference.
There is plenty of criticism to be found of what one might call “RCT exceptionalism” in the
vein of Colquhoun. But this typically focuses on questions of external validity (the applicability of
results obtained in highly-controlled experiments in untested situations) and the sometimes over-
looked importance of observational evidence (Cartwright, 2007a; Cartwright and Munro, 2010)
– while that may be important in many areas such as social science and economics, it is not a
key problem in the current context. For our purposes, the inability to intervene is hardly a prob-
lem – this thesis is primarily focussed on artificial systems, where we have essentially a limitless
capacity to modify and tweak the systems under study, simply by altering variables or code in a
computer program.
Rather, the problem for us with attempting a naive interpretation of causation is the tendency of
complex systems to confound the straightforward approaches to causation. By “complex systems”,
I mean systems characterised by networks of causal influences including feedback loops that dy-
namically evolve in non-linear ways.1 Section 2.3 discusses various cases, including a relatively
basic robotic example, that do not fit the simple model of cause and effect. The interventions we
make to causal variables do not have to always change their effects, and in a complex system we
cannot a priori know how any given causal relationship may be contingent on background factors
being arranged in just the right way.
The chapter will build towards a formalisation of causal systems based on the concepts of
physical models and causal Bayes nets. I aim to distinguish what we can rely upon in these
theories, and what we must be more cautious about, especially in the context of complex systems.
2.2 Control, regularities and counterfactuals
One of the primary reasons for being interested in causation is control of some sort or another:
“causal and explanatory claims are informed by our interest as practical agents in changing the
1There is no precise definition of a “complex system” (Ladyman et al., 2013). I use the term in this chapter in a
loose sense, but primarily to mean dynamical rather than compositional complexity as described by Kuhlmann (2011)
– systems characterised by emergent dynamical features that arise from non-linear interactions, rather than those that
are complex by virtue of having many “fine details” to their description.
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world.” (Woodward, 2004, p. 25). In the context of robotics, the importance of control is clear:
perhaps we want to make a mobile robot change direction, which part of the system should we
modify to achieve this? What external stimuli would cause particular changes in behaviour? Pre-
sumably that part of the system which we can modify to effectively control the robot’s heading
could reasonably be called a cause of the overall heading.
On the other hand, causal explanation could be viewed simply as an important component of
scientific understanding, it is not necessarily the case that one is practically able to use it for any
sort of control. Perhaps in principle some control or intervention could be made, but we might
want to say for example what area of the brain is ‘responsible’ for some higher level behaviour
without ever intending to actually change that behaviour by (directly) influencing that brain region.
These two types of cause are nonetheless similar, in that they focus on general properties: causal
influences which are “always” present.2
Dawid (2000) calls general causal descriptions of this sort Effects of Causes (EoC), as opposed
to specific questions about what event caused what other event: Causes of Effects (CoE). Dawid
gives by way of example the distinction between the questions, “does aspirin cure headaches?” (a
general EoC) and “did the headache I had go away as a consequence of taking an aspirin?” (CoE).
Answering these different questions requires very different thinking though they are sometimes
mixed up: indeed there are ways in which we can form at least loose connections between the two.
Cause-as-general-regularity (or EoC in Dawid’s taxonomy) is a concept associated with the
Scottish philosopher David Hume (1711-1776). Hume was an empiricist who argued that causal
relations cannot be directly observed – all we have access to is the observation of a recurring
association. Observing a (putative) cause in conjunction with its effect (many times over) is what
leads us to believe that it is the cause.3
Specific questions or CoE are often viewed in terms of counterfactuals – for example A is the
cause of B when “if A had not occurred, B would not have occurred”. This type of approach is
usually traced back to John Stuart Mill (1806-1873) (Menzies, 2009):
Thus, if a person eats of a particular dish, and dies in consequence, that is, would not
have died if he had not eaten of it, people would be apt to say that eating of that dish
was the cause of his death. (Mill, 1843, ch. V, §3)
2“Always” is in quotes because as has already been discussed, most causal relationships are contingent. Usually
“always” in this context would be understood to mean “whenever relevant background factors are organised appropri-
ately”.
3Hume covers the subject extensively in An Enquiry Concerning Human Understanding (Hume, 2006, original
posthumous publication 1777), especially sections IV to VII. See also Simon (1977); Morris (2013); Winship and
Sobel (2004).
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Later, counterfactual logic was adopted by statisticians as a way of analysing causal effects.
Jerzy Neyman4 introduced a mathematical model of counterfactual analysis, which became well
known after being developed by Donald Rubin and Paul Holland in the 1970s and ’80s (Rubin,
1974; Holland, 1986; Winship and Sobel, 2004). It is now usually known as the Neyman-Rubin
model.
The model can be introduced as follows. Imagine we have a population of simple phototactic
robots – two wheeled agents which navigate towards the light (the exact mechanism is unimportant
for now). Call the population U . Each robot in the population, u ∈ U , is experimented on
separately – at the start time of a given experiment, call it t1, the current robot u is set to a pre-
defined starting state – initial position and heading – identical for all experiments. We then apply
one of two possible stimuli, either L – a light on the left hand side of the robot or R – a light on
the right hand side. The two possible stimuli produce two potentially different outcome functions
YL and YR which map from an instance u to some outcome measure taken at a later time t2. For
example, the heading of the robot relative to its starting heading a second after the initial stimulus.
Thus if we measure angles as increasing for clockwise rotation, perhaps we have:
YR(u) = 10
◦
YL(u) = −10◦
That is, if we present a light on the front-right the robot turns 10◦ clockwise in a second, and
correspondingly for the left hand stimulus it will turn 10◦ anti-clockwise. If this model is accurate
then it would appear that we do indeed have a successful phototactic robot. The causal effect of
changing from the left-hand to right-hand stimulus is defined simply as:
YR(u)− YL(u) = 20◦
However, we run up against what Holland (1986) calls the fundamental problem of causal
inference. This is that we cannot observe YR(u) and YL(u) at the same time for any particular
member u of the population U . Of course in the case of these simple robots there seem to be
obvious ways to get around this: the absolute time (we suppose) is probably not important, so we
could just present R for one second to measure YR, then take it away and present L to find YL.
But in principle the battery might run out as soon as the first part of the experiment is finished, so
in the second part we would not see any movement and would measure a 0◦ change in heading. In
any case, the robot may have noisy sensors and imprecisely controlled motors, so maybe it doesn’t
turn exactly 10◦ per second: sometimes it turns 10◦, sometimes 11◦, sometimes 9◦. So if we use
4Neyman (1923) (original in Polish, a translation appears in Dabrowska and Speed, 1990)
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the one-after-the-other strategy, and present the left hand light at t3 > t2, the robot still might
move slightly differently to how it would have moved if we had presented the left hand light at t1.
The point is that we can never observe the response of a given unit to both of the stimuli –
since in reality we must choose to present one or the other. We can however use some sensible
assumptions and a bit of logic to make certain inferences. If, for example, the robots all behave
in approximately the same way, then surely we could just assign one subset of the population UR
to receive stimulus R and the other UL = U \ UR to receive L. We have already said that there
is some random perturbation specific to each trial, but across this large population that can be
averaged out. The differences of the mean outcomes
1
NR
∑
u∈UR
YR(u)− 1
NL
∑
u∈UL
YL(u)
can be seen under some reasonable assumptions to approximate the central tendency or av-
erage causal effect, defined as the expectation of the difference between the treatment outcomes
across the population.
EU [YR(u)− YL(u)]
This takes us quite easily from the Neyman-Rubin model back to a general regularity or EoC:
the average causal effect quantifies something that (essentially by assumption) is broadly the same
across the population. If both stimuli cause the robot to turn in the appropriate direction, on
average, by 10◦ (but plus or minus in each case some random perturbation with zero mean), then
the average causal effect (comparing L to R in totality) is clearly 20◦ and we should observe this
from a large trial of similar robots.
Yet for causes of effects – specific questions about particular robots – we still have not really
answered the question of what this robot would do if it had been presented with something other
than what it was in fact shown. If we let one robot u receive stimulus R and see it turn 11◦ to
the right, how do we know what it would have done if we presented L instead? Perhaps the 11◦
turn was the sum of a 10◦ deterministic effect and a 1◦ influence from “random noise” (the latter
could in principle have been 0◦ or −1◦ by chance, but in the current instance it was 1◦). Thus,
perhaps we think that if the stimulus L had been presented instead only the deterministic effect
would have been changed (to−10◦) and the random component would have remained “the same”,
to give a net heading of−9◦. In other words, we take YR(u) and subtract the average causal effect
to determine YL(u).
However, one could surely argue that by its nature, the actual random perturbation has not
been determined for the case of the untested stimulus. It is not obviously any less reasonable to
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argue that the response YL(u) (which has not been observed) could still in principle take one of
several values depending on how the random perturbation would have come about. Although we
can find the average causal effect by testing different robots with either L or R, we can never
answer this question about whether, if we swapped the treatment given to a particular robot, the
random influence would be exactly the same. This objection is one Dawid (2000) raises to the
use of counterfactual models such as this. He points out that two statisticians could disagree on
whether the noise added under the L condition is the same as that added under R5 and have no
empirical way to resolve the question.
Dawid views this question of the relation between the noise under the two treatments as “meta-
physical” and inherently undecidable. On the other hand, Pearl (2000) compares Dawid’s objec-
tions to what he calls “red scares” about metaphysics in statistics. Karl Pearson (1857-1936) is
quoted by Pearl: “Beyond such discarded fundamentals as ‘matter’ and ‘force’ lies still another
fetish amid the inscrutable arcana of modern science, namely, the category of cause and effect”
(Pearson, 1911). Pearl agrees that there is a real distinction between EoC and CoE questions
(“does aspirin cure headaches” versus “did the aspirin I took cure my headache”), but challenges
Dawid “to express [CoE], let alone formulate conditions for its estimation in a counterfactual-free
language” (Pearl, 2000, p. 429). Pearl also claims that the conditions needed to answer CoE
questions can not only be formulated but empirically tested.
To summarise: EoC questions can potentially be formulated in a counterfactual language (the
above definition of average causal effect started with counterfactual notation but resulted in de-
scribing a general regularity), but some authors such as Dawid argue counterfactuals are to be
avoided. CoE questions, it seems, are very difficult to formulate without recourse to some kind of
counterfactual language: for Dawid this is a major problem, for Pearl it is not. For our purposes
what can be agreed is that EoC questions are less problematic, since whether we describe them
with counterfactual language or not it is at least in some cases possible to measure an average
causal effect more or less directly. This is fortunate in a sense: recall that we are largely interested
in questions of control. EoC is the relevant type of question here, since we would like to know
whether making a certain change in the future will generate different outcomes.
2.3 Connections, lesioning and physical models
If we view agents as physical systems, one of the most intuitive ways to think of EoC is in terms of
connections between components (or the removal of components or connections, i.e. lesioning).
5Indeed, as Dawid points out, there could in theory be any degree of correlation between the random component of
YR and the equivalent in YL, so there is an infinity of possible positions for different statisticians to take.
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Figure 2.1: Top view of a phototactic Braitenberg vehicle. The semicircles represent light sensors
at the front of the robot, and the elliptical shapes are wheels. The connection from the light sensor
to the attached wheel is excitatory – i.e. the wheel will turn faster when more light is visible.
Thus if a light is presented on the left hand side, the right hand wheel will turn faster than the left
hand wheel, resulting in a left turn. Various “vehicles” of this sort were proposed by Valentino
Braitenberg (Braitenberg, 1984) to demonstrate how simple connections from sensors to motors
could produce seemingly purposeful, autonomous behaviour.
Slightly more generally, we can think of physical coupling strength, which may take different
values (rather than simply connected or not connected). For example, our phototactic robots could
be Braitenberg vehicles (Braitenberg, 1984) as illustrated in Figure 2.1. Since the left hand light
sensor is connected to the right hand motor and vice versa the robot will turn towards any single
light source presented.
Suppose we “lesioned” (i.e. removed) the connection from the left hand sensor – the right
hand motor will no longer turn, and so the robot can only change direction towards the right. This
gives a simple demonstration of the role of the lesioned connection, both in terms of its most
direct effect (it allows light on the left to cause the right hand motor to turn) and more indirectly
its connection to the overall behaviour (it allows light on the left to cause the agent as a whole to
turn left).
We can also quantify the strength of connection: for example perhaps there is an approximately
linear relation between the intensity of the light I and the rotation speed of the motor ω according
to some coefficient a:
ω = aI
Lesioning the entire connection corresponds to setting a = 0, but of course it could simply be
adjusted, so there is a range of connection strengths.
The “cause” here is the light intensity I , and the effect is the motor speed ω. The above
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equation does not make this clear however: it could obviously be re-arranged I = ω/a. To be
interpreted causally, there must surely be some kind of directionality: either I causes ω or ω
causes I , but not both. We ought to adopt some different notation then to indicate what is the
cause and what is the effect, for example:6
ω ← aI (2.1)
This can be thought of in terms of atomic manipulations. If we make a small change to I , so
that the light intensity becomes I + ∆I , then clearly the resulting speed changes by a∆I . On the
other hand consider what happens if we alter the speed ω by some method other than changing
the light intensity (this is what we mean by the manipulation being atomic – we suppose that at
least in principle we can enter the system and change a variable by some means other than altering
its causal antecedents within the system). For example most motors can be pushed externally to
go faster than they would under their own power, but clearly doing this would not alter the light
intensity.
Thus equation 2.1 is a simple causal model. From it, we can make several predictions, which
we could group into two categories:
• Effect of manipulating the inputs and outputs of the system:
– Altering I will alter ω proportionally.
– Altering ω will not change I .
• Effects of changing the system itself :
– Modifying a alters the strength of the influence of I on ω.
– As a special case, setting a = 0 will result in ω = 0 at all times.
6This general point is often made in the literature on causation, but the specific notation used for disambiguation
varies. Pearl (2009, ch. 5, pp. 159-60) addresses the point but continues to use the equality (=) sign in his structural
equation models, taking this caveat as read. Others adopt various notations, c= for example. I use← which is familiar
to computer scientists as representing “assignment” – the operation which places the quantity on the right into the
variable on the left, which is distinct from mathematical equality. For example, x← x+ 1 can be naturally read as an
assignment that increments the value of x, whereas x = x + 1 is an equation with no solutions. As well as making it
clear that a ← b means changes to b affect a but not vice versa, this notation imports another useful implication from
its interpretation as assignment, viz. a global ordering on the variables. That is, the net effect of combining a ← b,
c← a and b← c clearly depends on the order in which the operations are performed (as it would if they were a listing
of a computer program). Likewise a set of variables has a “causal” ordering – the order imposed when we place causes
before their effects.
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The symbols ω and I are viewed as variables: values that change during the normal course of
operation of the system, whereas a is a parameter – describing the system itself – which is usually
fixed. We could make this more explicit in the model by writing it as:
ω ← f(I; a)
The symbols after the semicolon are parameters – these describe the system itself rather than
variables processed by the system. These could come in various forms:
• Constants (a in the current example) being the most obvious kind.
• Changing but independent parameters: some parameters might change over time during the
operation of a system, but independently of the variables that the system operates on.
• Adaptive parameters: those which change in response to changes in the system variables.
It is primarily the variables that are considered as potential causes and effects: the light in-
tensity causes the motor rotation, but the parameter a is a measure of the strength of this causal
influence, rather than a cause in and of itself. This jars with the fact that equation 2.1 shows no
obvious difference between a and I – given that equation alone it would seem reasonable to call
a a cause of ω just as much as I . The distinction between variables and parameters is for the most
part down to semantics: it is up to us to judge what constitutes a variable and what constitutes a
parameter, a judgement which comes down to what is an input or output of the system (i.e. a vari-
able) and what is part of the description (a parameter) of the system. Yet it would also be perfectly
reasonable according to a slightly different perspective to consider the connection strength a be a
variable, particularly in the following example where a is modified to determine its causal role.
Of course a system can be composed of multiple variables – in a more complete model of the
Braitenberg vehicle we would have at least two equations, one for the left wheel and one for the
right. In such systems, as we have noted, it is natural to consider lesioning or direct intervention on
either the system components or parameters to investigate causal relationships. Broadly speaking,
this approach corresponds to what is known as “Mill’s Method of Difference” after J. S. Mill7. That
is, if we take a system, then vary some aspect (whilst keeping everything else as much as possible
the same), then the effect of that intervention should tell us the causal role of that component
which we varied.
Convenient as this is, it is known to have a number of problems, due to the complex relation-
ships between input variables and output results that can easily occur in systems with multiple
7See e.g. Cartwright and Munro (2010) or Mill (1843, ch. VIII). Recall also the logic of the RCT discussed in
section 2.1.
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components. For example, take a simple model of the phototactic Braitenberg vehicle where the
left sensor activates the right hand wheel and vice versa:
ωL ← aLIR
ωR ← aRIL
Such as system with a light source at a given location can be simulated with a differential
equation model.8 This time, we treat the connection strengths aL and aR as variables (rather than
parameters) which will be varied to investigate their causal effects.
To start with, set the connection strengths aL = aR = 6 which results in the robot following
the path to the light shown in Figure 2.2. However we can significantly inhibit the left hand sensor
to right hand motor connection by setting variable aR to only 1 whilst keeping aL the same. The
result of this is also shown in Figure 2.2. Since the right hand motor turns a little slower in general,
the robot veers slightly to the right of its target at first, but as it gets closer, this effect is naturally
corrected by the feedback loop in the system. This is of course a useful effect – it means that in
general we do not need the connection strengths aR and aL to take exactly the same value (which
would be difficult to achieve in a real robot). But it also means that the causal significance of the
inhibited connection could easily be underestimated – we know (by construction of the example)
that both connections are important, but the system as a whole acts almost as if it is obscuring
this fact from us when we attempt to study those connections by varying them. If we looked
only for example at the final position of the robot relative to the light source, it would appear that
inhibiting the left hand connection had almost no “causal effect”, at least not until the inhibition
was extremely severe (as we noted at the start of this section, total lesioning of the connection
would of course mean that the right hand motor would not turn at all).
8Specifically, let the distance and direction to the light source relative to the current position of the robot be s and
θs. The robot has a current heading θh. Let the overall forward speed of the robot be v = (ωL + ωR)/2 (assuming the
wheels are of equal radius which we will call 1 in arbitrary units). The system can be described by the time differentials
s˙ = −v cos(θs − θh), θ˙s = ωs = v sin(θs − θh)/s and θ˙h = ωh = (ωL − ωR)/d where d is the diameter of the
robot, dots represent differentiation with respect to time. Solutions to the initial value problem for these three equations
give the trajectory the robot takes when the light source is placed at an initial location (s(0), θs(0)) and the robot starts
with heading θh(0). The values of ωL and ωR are obtained from the causal model given in the text which chosen
parameters aR, aL. To get the light intensity values IR, IL, we model the total light intensity as decreasing according
to an inverse square law and directional light sensors with maximum response at a given angle relative to the heading of
the robot. The equation used in the current example is Ii = exp(−w(θs − θh − θi)2)/s2, i ∈ L,R where w is a fixed
shape parameter (value 6) and θi is the direction of maximum response for sensor i, namely θR = 0.7 and θL = −0.7
(radians).
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Figure 2.2: Inhibition experiment. The path traced by a phototactic vehicle from its start location
to a light source is shown for both a standard connection between sensors and motors, and when
the connection from the left hand sensor to the right hand motor is significantly inhibited. Even
with inhibition, the behaviour is broadly the same, (the robot still navigates quite successfully to
the light source), which would seem to underestimate the causal significance of the connection.
This shows how with only a fairly straightforward system we can get complex and non-linear
input-output relationships that create problems for attempting to make causal inferences in a reduc-
tionist manner. In practice, systems can exhibit a variety of behaviours as a result of these complex
relationships. A classic lesioning experiment in cats showed that while lesioning one brain area
(the right occipito-temporal cortex) impairs vision in the left-hand visual field, subsequently re-
moving another one (the left colliculus) can restore it (Sprague, 1966). Another example is that of
gene “knock-out” experiments (Mitchell, 2009, ch. 4) – similar in principle to lesioning experi-
ments, techniques for knocking out genes (i.e. replacing a particular chromosomal sequence with
another, inactive one) have been developed in order to infer which bits of genetic material produce
which phenotypic traits. However, there is so much robustness in the developmental processes that
produce macroscopic traits from combinations of genetic sequences that such experiments have
identified the influences of far fewer genes than was expected – much of the time, knocking out a
gene just has no effect.9
9The proportion reported by Mitchell (2009, p. 67) is 30% of gene knock-outs have no effect. Of course it is difficult
to say why such knock-outs have no effect – perhaps in some cases those genes really do nothing, that is to say, have
no causal influence on phenotypic outcomes. However Mitchell and others argue that biological systems often exhibit
considerable robustness to such interventions, which plausibly results from their having evolved to mitigate deleterious
mutations that might occur naturally (Kitano, 2004; Edelman and Gally, 2001). This means even when a given gene has
a role in producing a given trait under “normal conditions” (and thus can be appropriately considered causal), it might
still be the case that knocking out that gene may not destroy the phenotypic trait, because some other (set of) gene(s)
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To summarise this section: physical models can potentially be used to describe causal rela-
tions, but while we could use parameter values to measure “strength” of causal influences, we
should be cautious as changes in parameter values will not always lead to linear changes to ob-
servable outcomes.
2.4 Probabilistic cause
So far the discussion of causation has been mostly limited to scenarios that are easily modelled
as deterministic effects. In the Humean formulation, causes always precede their effects, giving
a strong regularity: if A is always followed by B, then A is a cause of B. However many causal
relationships do not fit easily within this structure, motivating the use of probabilistic definitions
of causality.
The theories we will discuss in this section derive from the work of Hans Reichenbach (1891-
1953), in particular his concepts of “screening-off” and the well known “principle of the common
cause” which we will come to shortly (Reichenbach, 1956). Similar concepts were developed in
the same era by Good (1961a,b) and Suppes (1970). Probabilistic causation is closely related,
as we will see later in this section, to causal Bayes nets, and also to Granger causality (Granger,
1969; Holland, 1986; Seth, 2007) which will not be discussed in detail in this chapter, but appears
later in this thesis.
As a start, we define probabilistic causation by the claim that causes raise the probabilities of
their effects. Put symbolically, event c is a cause of e when:
P (e|c) > P (e|¬c) (2.2)
Where P (e|c) means the conditional probability that event e (the effect) occurs given that the
event c has already occurred. The event ¬c is defined as the non-occurrence of event c.
Immediately we have solved one problem with the pure-regularity approach to causation: for
example, smoking is thought to be a cause of lung cancer, but it is not the case that smoking
invariably leads to lung cancer. This is not a problem for the probabilistic account provided that
smoking increases the probability of lung cancer.
However this does not solve the problem of spurious correlations. Events might occur together
without one being a cause of the other: in a deterministic setting, perhaps an incandescent bulb
always produces light and heat at the same time, but one is not a cause of the other, they are both
common effects of the electric current passing through the filament. Similarly, one might try to
“takes over” that same role.
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“explain away” the increased probability of lung cancer in smokers by arguing that there might
be a common cause, perhaps some genetic factor, which leads people both to smoke and gives a
propensity to lung cancer.10
Let us modify the definition of probabilistic cause then, to try and avoid the problem of spuri-
ous correlations. We can do this by adding a ceteris paribus or all else equal clause, that is:
all else equal, causes raise the probabilities of their effects. Symbolically, introduce an event ki
which represents the event that “all relevant background factors obtain a particular combination of
values” (c.f. Cartwright, 2007a) where each combination of values for the background factors has
been indexed by i, so:
∀ki : P (e|c, ki) > P (e|¬c, ki) (2.3)
is our new definition of probabilistic cause. In the case of smoking and lung cancer, this is
akin to requiring that the probability of lung cancer is higher for smokers whenever any possible
genetic common causes are the same. This appears to be a much more satisfactory definition,
though it still has its problems. The most obvious being that it may be difficult to determine what
the “relevant background factors” are, much less to ensure that they have been kept fixed. If we
include too many background factors, for example each ki is restricted to the exact circumstances
of a particular individual, this definition would require that the probability of lung cancer would be
increased for every single individual if they smoke. This raises first an epistemological problem,
much like the “fundamental problem of causal inference” we saw earlier – there is a sample size
of one for each ki, and in each case we will only observe either c or ¬c. Moreover, even if we had
some oracle which tells us the relevant probabilities, this overly restrictive choice of background
factors would not really address the question we are interested in, which is whether smoking
generally causes lung cancer, rather than whether it does so for every particular individual.11
2.4.1 Common causes
Thus to make further progress we ought to consider in more detail how to handle common causes.
In this section we will look at Reichenbach’s principle of the common cause (Reichenbach, 1956)
and the related causal Markov condition. Intuitively, these principles encapsulate the view that
although dependence of two variables clearly does not guarantee that one causes the other, there
must be some kind of causal explanation. In other words, (true) dependencies do not simply
happen “due to chance”. Formally, the principle of the common cause (PCC) can be stated:
10 See Pearl (2009, pp. 83-85) for a discussion of this scenario.
11See Cartwright (1994, pp. 55-58), for further discussion of this definition of probabilistic causation and the diffi-
culty of choosing appropriate background factors.
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(PCC) If X and Y are statistically dependent, then either X causes Y , Y causes X
or there is a common cause Z of both X and Y such that X and Y are statistically
independent given Z.
It is important in the formal definition to refer to “statistical dependence” rather than correl-
ation. The latter may have a number of confusing interpretations, and moreover generally only
refers to linear relationships. We will also treat the above definition in terms of variables X , Y , Z
etc rather than individual events. A random variable is simply an assignment of particular events
to values. Formally, define an event space Ω which contains events ω, a random variable X is
simply a function of the event space which has a range known as its support, e.g. X : Ω → X .
Particular values taken by the random variable will be written in lower-case, and probabilities are
assigned to values according to the probabilities of their underlying events. So the probability that
X takes some value x is the probability of the preimage of x in X:
P (X = x) = P (Ωx) where Ωx = {ω ∈ Ω : X(ω) = x}
When we talk of X causing Y in the sense of variables then, we are not restricting ourselves
to particular events like the cause and effect events c and e from the previous section, though the
conceptions are broadly equivalent, since events can simply be thought of as “the event (or set of
events) that occur(s) when variable X takes the value x”.
Now we can formally write statistical independence of X and Y as
∀x, y ∈ X × Y P (X = x, Y = y) = P (X = x)P (Y = y) (2.4)
Or in less cumbersome notation simply
P (X,Y ) = P (X)P (Y ) (2.5)
where it is implicit that the relation holds for all possible combinations ofX,Y values. P (X,Y )
is called the joint probability of X and Y , and represents the probability of a particular combina-
tion of values occurring together, whereas P (X) is the marginal probability of X represents the
probability that X occurs irrespective of the value of Y . Probabilistic variables that satisfy equa-
tion 2.5 are said to be statistically independent, those that do not are statistically dependent. A
shorthand notation for statistical independence is X ⊥⊥ Y , i.e.
X ⊥⊥ Y ⇔ P (X,Y ) = P (X)P (Y )
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For example, two separate fair coin tosses are statistically independent, because the probability
of a heads on either coin (the marginal probability) is 1/2, and the probability of heads on both coins
(the joint probability) is 1/4 (i.e. the product of the marginal probabilities – clearly this holds for all
combinations of heads and tails results, satisfying equation 2.5). On the other hand, suppose two
archers stood next to each other shoot at two separate targets, and we model this as two random
variables Hi, i ∈ {1, 2} which take the value 1 if archer i hits the target and 0 otherwise. Each
archer may have an average probability pi that they will hit the target, and for the sake of argument
let both probabilities by 1/2 as before. In this case we would not expect the probability that both
archers miss to be 1/4 if some of their misses are due to random gusts of wind that affect both
archers – if one archer misses due to a gust of wind, then the same gust of wind will affect the
other archer. As a result the joint probability of both of them missing, P (H1 = 0, H2 = 0), will
be greater than the product of the marginal probabilities. This means that the variables H1 and
H2 are not statistically independent, and so PCC says that either one causes the other or there is a
common cause – in this case we are supposing that the wind is the common cause.
The PCC also makes a further claim in the case of common causes, namely that if X and Y
are statistically dependent due to a common cause Z, then Z should “screen off” X from Y , that
is to say, X and Y should be conditionally independent given Z, written X ⊥⊥ Y |Z. In terms of
probabilities, conditional independence is defined as:
X ⊥⊥ Y |Z ⇔ P (X,Y |Z) = P (X|Z)P (Y |Z)
Dividing the above by P (Y |Z)12 and using the probabilistic identity
P (X,Y |Z)
P (Y |Z) ≡ P (X|Y,Z)
we see that conditional independence is equivalent to:
P (X|Y,Z) = P (X|Z)
This second formulation (though mathematically identical to conditional independence) cap-
tures what is meant by “screening off” – the conditional distribution of X is unaffected by the
value of Y once Z is known, thus Z “screens off” X from Y when X ⊥⊥ Y |Z. Note from the
above definition of conditional independence it is clear that conditional independence is symmetric
in the sense that:
X ⊥⊥ Y |Z ⇔ Y ⊥⊥ X|Z
12We have to assume here that P (Y |Z) is always greater than zero.
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so we could equally say that Z screens off Y from X whenever Z screens off X from Y .
In the case of the archers, say that we only look at cases where there is no wind, for example a
third “wind variable” W takes the value 0. Now the probability of either archer missing the target
will be lower than the average: say P (Hi = 0|W = 0) = 1/4. The PCC states that since the
wind is held fixed (and assuming wind accounts for all the common causes of both variables), the
probability of both of the archers hitting the target is just (1/4)2 – i.e. 1/16. That is, holding the
common cause variable fixed should lead to statistical independence in the remaining system.
There is no “proof” of the PCC – is it not a mathematical theorem, rather, it captures a cer-
tain intuition about causation, as stated at the beginning of this section, that strong probabilistic
relationships between events (beyond mere coincidence) must have some underlying causal ex-
planation. There is a great deal of utility in this principle: supposing the two archers’ shots are
statistically related, what reason could there be for this other than some causal explanation? Non-
etheless, there are a few caveats and “stock objections” to the general principle. A review can be
found in Arntzenius (1992). Here I will describe two general classes of objection relating to ways
in which variables might be probabilistically related in spite of no causal connection, thus violat-
ing the PCC: first, variables which are constrained by some non-causal requirement, and second
variables which are correlated in time series despite not having a common cause. 13
The first general class of objection then comes about where variables have some non-causal
constraint. There are a few subtly different ways in which such a constraint might come about,
but consider the following examples:
• A specific particle of an ideal gas x is moving around inside an enclosed space S. Define
a binary partition of the enclosure as two spaces S1 and S2 such that S1 and S2 do not
intersect. Then the joint probability of finding the particle x in both of the partitions, P (x ∈
S1, x ∈ S2) is necessarily zero, but the marginal probabilities P (x ∈ S1) and P (x ∈ S2)
are in general non-zero (if S1 and S2 both define volumes where it is possible to find x),
thus the product of the marginal probabilities is strictly positive and does not equal the joint
probability of zero.
• A resistor with Ohmic resistance R has a current I flowing through it, where I is drawn
from some probability distribution fI(I), for the sake of argument a uniform distribution
over the interval (0, 1). Ohm’s law then tells us that the voltage across the resistor V is
distributed as fV (V ) which in this case is uniform over the interval (0, R), since V = IR.
We can again construct two marginal probabilities the product of which does not equal
the joint probability – for example with the intervals I0 = (0, 12), V0 = (
R
2 , R), we have
13A third category that is not discussed here is non-local correlations in quantum systems (Hitchcock, 2012).
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P (I ∈ I0) = P (V ∈ V0) = 12 , so the product of marginal probabilities is 14 . But we know
from Ohm’s law that the current and voltage cannot be in I0 and V0 at the same time, thus
the joint probability P (I ∈ I0, V ∈ V0) = 0.
• For a standard deck of playing cards, consider the random variables for suit S with possible
values {♣,♠,♦,♥} and color C which is drawn from {R,B} (red and black). Now if we
pick a card at random, we have P (S = ♥) = 14 and P (C = R) = 12 , thus the product of the
marginal probabilities is 18 . However, the probability of picking a red heart is clearly equal
to the probability of drawing a heart, thus 14 (since all hearts are red) – thus again the joint
probability is not equal to the product of marginal probabilities.
These examples all describe situations in which case we have a joint probability that is not
generally equal to the product of the equivalent marginal probabilities, which the PCC would
have us believe implies a causal relationship. But in fact the relationship is a result of external
non-causal constraints on the behaviour of the systems.
In the first case, the constraint is due to the stipulation that S1 does not intersect S2, thus
precluding the possibility of finding x in both regions at the same time. The second example
invokes a physical law which we take to be inviolable (V = IR), and the third relies on the (again
we take it inviolable) definition of a standard deck of playing cards.
One might object that these examples do in fact involve a common cause in the sense that they
describe alternative readouts of a genuine common cause, comparable to recording the same sound
with two microphones (a case of a common cause – the sound – creating statistically dependent
readings on the two outputs). Similarly, perhaps the actual position of the particle in the first
example is being read out by two different measures – is it in S1 and is it in S2, the resistor
example might be seen as having a true microscopic state (the velocities and potential energies
of the electrons involved), where voltage and current are two ways to measure this state, and the
particular card picked (like the particular location of the particle) is the true common cause of the
suit and colour of the card.
The first problem with such an approach is that the invoked common cause does not temporally
precede the subsequent variables at all. If the particle is in location x1 at time t1, then it is also in,
or not in, space S1 at that very same time, which violates the intuition that causes should precede
their effects. One might counter that we can jettison the temporal precedence requirement but
maintain the PCC. However, this could lead to an infinite regress – if we have chosen the true
common cause as being the particular location of the particle (or the collective microscopic states
of some electrons, or the particular card chosen), and we call that common cause eventX , then we
can also arbitrarily define the microscopic event ¬X as the event that happens whenever X does
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not – and a statistical dependence obtains in the same was as it did for x ∈ S1 and x ∈ S2 in the
first example. Thus we require a micro-microscopic event X ′ that is the common cause of X and
¬X , ad infinitum.
The important point about these examples is that the statistical dependence is occurring due
to the way in which the events are defined rather than as a result of reading out the same event
with multiple instruments. Note for example that the second example should be taken in the sense
that we know the exact voltage and current, and thus their relation is due to the nature of currents
and voltages on a resistor. If instead we considered an experiment where we use two pieces of
laboratory equipment to make separate measurements of current and voltage, then the common
cause description is appropriate: the states of the measuring devices are causal descendents of the
effects of currents and voltages. 14
A second common category of objection relates to time series analysis. This is of much greater
interest here since much of this thesis will be concerned with examining time series. The objection,
most notably raised by Sober (1984, 2001), is that there are many pairs of time series that have
similar rising or falling trends but which have no common cause. The prototypical example being
British bread prices and Venetian sea levels – both of these have risen consistently over time yet
clearly neither one causes the other nor is there a common cause. However, this objection confuses
an association in some data with a genuine probabilistic relationship. For example, suppose bread
costs 10p in year 1, and 11p in year 2, and the sea level goes from 0cm to 1cm over the two years
(relative to its position in year 1). The fact that we have only two data points is unimportant (it
may be a poor sample, but the same logic would apply if hundreds of data points were collected).
Sober appears to regard the probabilities thus:
P (Bread price in year 1 = 10) = 12
P (Sea level in year 1 = 0) = 12
P (Bread price in year 1 = 10 and sea level in year 1 = 0) = 12
The logic being that 1/2 is the “proportion of the time” that the given values are observed in the
data. Clearly if we allow this then we have statistical dependence and thus the PCC requires that
we find a common cause.
However, there is no justification for regarding these probabilities as correct: the probability
that bread costs 10p in year 1 has been estimated by comparison to what it costs in both years 1
14For further discussion of this objection see Arntzenius (1992). In a similar vein, Lewis (1986) requires that “events”
not be defined disjunctively – for example the event red could be viewed as the disjunction of the events hearts and
diamonds (disjunction meaning “or”, as in “red is hearts or diamonds”) – in a sense this is why the spurious correlation
arises.
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and 2. Such an estimate relies on an assumption referred to as ergodicity – a system is said to be
ergodic if the proportion of time it spends in a particular region of its state space (over a relatively
speaking long period of time) approaches the probability of that system being in that region of
state space.
The example of the bread prices and sea levels is a system which does not appear to be ergodic
– it belongs to one large class of non-ergodic systems, namely non-stationary systems, where there
is a long term trend in the data.
The stationarity problem is discussed by Hoover (2003), but we should remark that the more
fundamental problem is not the absence of stationarity, but the failure of the assumption of er-
godicity (and non-stationarity implies non-ergodicity). It is due to non-ergodicity that we cannot
esimate the probability distribution of the price of bread in a given year from the historical record,
because for each given year we have a sample size of one (no matter how many years in total we
record). But the same problem can arise for somewhat different reasons – there are other ways
in which a system may be non-ergodic (while still potentially being stationary), a notable class of
such systems being those with uniform repeating cycles, which will be seen several times in the
course of this thesis (see for example section 4.5.1).
A common way to deal with the problem, as noted by Hoover (2003), is to find a related time
series that is ergodic. For example, we could differentiate the two time series and look at how
much they change year-on-year: in other words, subtract the constant rising trend from each series
and look at the dependence between the “remainders”. Provided we have a good justification
for our probability estimates in the first place (in the case of time series, the justification is the
ergodicity of the underlying system), we do not seem to run up against this particular issue with
the PCC.
2.5 Causal Bayes nets
Notwithstanding these objections, the principle of the common cause appears to have at least some
validity, but it is limited to (at most) “three-variable” systems. The recent development of causal
Bayes nets can be thought of as a generalisation of Reichenbach’s logic to more complex sys-
tems of causal interactions, involving potentially arbitrary numbers of causal variables. Causal
Bayes nets are related to the structural equation models introduced by Sewell Wright (1889-1988)
(Wright, 1921) – Wright realised that the structure of causal relationships between several vari-
ables (the facts about what causes what) could be used to determine various statistical properties
irrespective of the exact nature of that relationship. The modern formalisms, as we will see, are
based on a very similar principle.
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First, a note on etymology. The term “Bayes net” derives from Bayes’ theorem, which is
succinctly stated as the following relation between conditional probabilities:
P (A|B) = P (B|A)P (A)
P (B)
Bayes’ theorem relates a conditional probability to its “inverse” – P (A|B) to P (B|A) in this
case. It should not be confused with Bayesianism, which is a philosophy of statistical inference
(Fienberg, 2006).15 Bayes’ theorem allows one to calculate a conditional probability based on
either its inverse as above, or perhaps more directly from the definition of conditional probability:
P (A|B) = P (A,B)
P (B)
IfA andB are statistically independent, this calculation becomes rather trivial, since statistical
independence means P (A,B) = P (A)P (B):
P (A|B) = P (A)P (B)
P (B)
P (A|B) = P (A)
Thus the independence relationship can be useful for simplifying the calculation of a condi-
tional probability. For our purposes a Bayes net is a directed acyclic graph (DAG) that can be used
to encode the statistical dependence relationships between any number of variables, by assigning
each variable a vertex, and drawing an edge between a parent and a child vertex if the parent vari-
able is not statistically independent of the child variable when conditioning on any other set of
variables. This will become clearer in the following discussion.
However, a given set of statistical independences can generally be encoded using multiple
different Bayes nets. A causal Bayes net is a Bayes net where not only are the statistical in-
dependences encoded, but arrows are drawn only from “causes to effects”. That is, the causal
ordering of the variables is respected. In ideal circumstances, this leads to only one possible “cor-
rect” Bayes net, which is inferred as the true set of causal relationships, though as we will see this
is not always trivial.
The constructions of causal Bayes nets used by Spirtes et al. (2001) and Pearl (2009) differ in
detail, but both begin by developing a more complete version of the PCC for arbitrary numbers of
15Bayes nets are frequently referred to as Bayesian net(work)s, which is confusing, since there is nothing about Bayes
nets that necessitates Bayesianism (Murphy, 1998). A Google Ngram search reveals that Bayesian network seems to
be a far more common term as of December 2013 http://bit.ly/1bEWr4v, I will stick with Bayes net which
seems less misleading, and since the methodology I am proposing to use is not explicitly Bayesian.
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Figure 2.3: A phototactic robot with two light-sensors in an environment with three lamps.
variables, namely the causal Markov condition. To see how this works, we first need to construct
the concept of a causal graph – a DAG where vertices represent variables and directed edges
represent causal influences between variables. In the following discussion I will illustrate the
causal Markov condition in a manner comparable to (though not identical to) the formulation used
by Pearl (2009).
As an example, consider another phototactic robot, this time placed in an environment with
three lamps in a row in front of the robot’s starting position as illustrated in Figure 2.3. The three
lamps can be given labels A, B and C.
Now let us imagine that the robot has two light sensors arranged at the front-left and front-right
of its body. These have conical gain patterns such that the left sensor SL can detect the light of
either lamp A or lamp B, and the right sensor SR can detect the light from either lamp B or lamp
C. The arrangement is illustrated in Figure 2.3. Let us further assume that as before each light
sensor drives the motor on the opposite side. So there is a torque for the left motor TL driven by
SR and likewise a torque for the right motor TR driven by SL.
The arrangement suggests a physical model, defined similarly to the models we used in section
2.3. If we suppose we are considering a particular instantiation of the system, we can write the state
of each of the components in lower-case (i.e. a is the state of lamp A in the current experiment).
The physical model assigns values to each of the variables according to their causes. Assume that
a function f is defined to perform the mapping for each variable:
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sl ← fsl(a, b)
sr ← fsr(b, c)
tl ← ftl(sr)
tr ← ftr(sl)
Now, suppose that each of the variables in the physical model has some associated “noise”
factor – that is, an argument is added to each of the functions representing some random influence.
In the following we label the noise terms ε in the physical model:
a ← εa sl ← fsl(a, b, εsl)
b ← εb sr ← fsr(b, c, εsr)
c ← εc tl ← ftl(sr, εtr)
tr ← ftr(sl, εtl)
The noise terms serve a number of different functions although they are modelled in the same
way. Supposing we are modelling an experiment where each of the lamps is switched on inde-
pendently and at random, then the noise terms we have just added for the lamps, εa, εb, εc perhaps
model some system which makes the random choice as to whether to turn each lamp on.
On the other hand, the noise terms added to the rest of the model appear to represent something
quite different – the noise εsl for example models the imperfections of the sensor system, perhaps
due to electrical noise or any other random physical impediment that stops the production of a
certain amount of light (represented by the lamp states a and b) being enough to determine exactly
whether or not the sensor will become active. Likewise εtl represents some collection of random
factors which influence the torque applied to the left motor, apart from the deterministic influence
of the right hand sensor.
We can equally model the system using a distribution over random variables. For example,
we have noted that the exact value of a is not fully determined by the physical model – there is a
random influence. Thus we can designate a random variableA and give it a probability distribution
– that is to say we include in the model the probability that A takes any given allowable value a,
written P (A = a).16 Generally we denote the distribution as simply P (A). Likewise, we have
16We will assume in this example that all probability distributions are over discrete variables. If A is a continuous
valued variable then P (A = a) gives a probability density. The distinction is not important for the present argument –
we will stick to discrete valued variables for the sake of simplicity.
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marginal distributions for all the variables: P (B), P (C), P (SL) and so on. However, the complete
model is given by the joint distribution over all the variables:
P (A,B,C, SL, SR, TL, TR)
More generally, assume that there is a variable set V – the probability model is a joint distri-
bution P (V). This joint probability model encapsulates the probabilities of all the possible states
of the entire system. Notice that if the physical model is fully specified (i.e. if we knew all the
functional relationships f and the distributions that all the noise terms ε are taken from), then the
probability model can clearly also be exactly obtained.
The causal Markov condition (CMC) tells us that certain conditional independence relation-
ships must exist in the probability model (that is, the joint probability distribution) given only some
limited information about the form (rather than the exact specification of) the physical model (that
is, the set of equations that describe the behaviour of the system). By form I mean that we can
see the causes of a variable looking at the right hand side of the assignment for that variable in
the physical model equations. Using the current example, we can see that sl is a function of a,
b and εsl so we call a, b and εsl the (direct) causes of sl. We know this even if we do not know
the exact definition of the function fsl (nor do we know what value parameters to fsl , if there are
any, might take – note that in the above model I have neglected to include any parameters in the
physical model, since the CMC only requires information about the variables).
We begin by drawing a DAG G where the vertices of the graph are the variables from the
probability model, and an edge exists fromX to Y (pointing at Y ) if and only if x is a direct cause
of y in the physical model (i.e. we have a rule like y ← fy(. . . , x, . . .) in the physical model).
Thus each edge in the graph represents a causal influence – the edge from A to SL for example
shows that lamp A is a cause for the left sensor. For the phototactic robot, the DAG is shown in
Figure 2.4.17
There is a significance to the use of a directed and acyclic graph in this context. The direction
of the arrows show the direction of causes to effects, and the lack of cycles encodes the assumption
that it is not possible for something to “cause itself”. This is perhaps natural in the phototactic
robot example described here, but one may question how it could apply to systems that appear to
mutually interact over continuous time – for example the trajectories of the earth and the moon
through space are (presumably) “caused” by (among other things) the mutual influence of the
gravity of each body on the other. This might lead us to imagine either an undirected connection
between the bodies, or two directed connections (going each way and creating a cycle). However,
17Note that the random variables ε are not included in the DAG.
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TLTR
Figure 2.4: Causal DAG showing the influences between the components of the phototactic robot
model.
if we view these interactions as causal, it still makes sense to refer in any given instance to one
cause and one effect, without a loop that would seem to create an infinite regress. The typical
solution to scenarios of constant mutual interaction is to “unroll” the causal DAG through time,
and assign different nodes for different time points, with all directed connections pointing forwards
in time (again, this fits a natural intuition that causes precede their effects). This approach will be
seen several times later in this thesis, beggining in chapter 4.
The CMC, as formulated by Pearl (2009, p. 30 – Theorem 1.4.1), states that a given variable in
the probabilistic model will be conditionally independent of its non-descendants18 given its parents
in the DAG, provided that all the error terms in the physical model are statistically independent of
each other. We can write this more formally as:
∀(M,G = Cause(M), P = Prob(M), X ∈ V (G))
Markov(M) =⇒ X ⊥⊥P Nd(X;G))|Pa(X;G)
(2.6)
Where M is any physical model, Cause(M) is the causal DAG associated with M as de-
scribed above, Prob(M) is the probabilistic model associated with M , V (G) is the set of vertices
of DAG G, Nd(X;G) is the set of non-descendants of X in G and Pa(X;G) is the set of parents
of X in G. The condition Markov(M) is the requirement that all noise terms in M are statistic-
ally independent of each other – when this is satisfied we callM a Markovian model. The notation
⊥⊥P is used to mean “statistical independence according to the probability model P ”. That is, if
P is a joint distribution, then X ⊥⊥P Y means we can derive P (X,Y ) = P (X)P (Y ) from the
18Descendants of a vertex X are those vertices which can be reached by following directed edges from X without
passing in the reverse direction along an edge. The set of non-descendant vertices of a vertex X is the complement of
the set of descendants of X minus X itself. Note that X is not normally regarded as a descendant of itself, and thus
the complement of the descendants of X would include X . The term “non-descendants” is thus perhaps somewhat
confusing, but it is the term used by Pearl and others. It is clearly intended that a vertex should not be considered a
non-descendent of itself, since if it were, this formulation of the CMC would be trivially false – a variable is generally
not statistically independent of itself, irrespective of conditioning.
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distribution19.
The CMC is a generalisation of the PCC in at least as much as it makes similar predictions in
the three-variable common cause scenario. Recall the example of two archers and the variables
representing whether they hit their targets –H1 andH2 – with a common cause being the windW .
The PCC says that any dependence of H1 and H2 should be screened off by W – H1 ⊥⊥ H2|W .
To apply the CMC to the same example, we can construct a model with w as a cause of both h1
and h2:
w ← εw
h1 ← fh1(w, εh1)
h2 ← fh2(w, εh2)
Assuming the model is Markovian, the CMC predicts directly thatH1 ⊥⊥ {H2,W}|W – since
{H2,W} are the non-descendants of H1 and W is the only parent of H1. This can be shown to
also mean that H1 ⊥⊥ H2|W – i.e. the CMC predicts the same conditional independence as the
PCC:
H1 ⊥⊥ {H2,W}|W ⇔ P (H1, H2,W |W ) = P (H1|W )P (H2,W |W )
Using P (A,B|C) ≡ P (A|B,C)P (B|C) :
⇔ P (H1, H2|W,W )P (W |W ) = P (H1|W )P (H2|W,W )P (W |W )
Using P (A|A) ≡ 1 and P (A|B,B) ≡ P (A|B) :
⇔ P (H1, H2|W ) = P (H1|W )P (H2|W )
⇔ H1 ⊥⊥ H2|W
The CMC as I have formulated it here (following Pearl) is in fact very distinct from the PCC,
because the CMC is a mathematical theorem and the PCC is not. In fact, the significant content of
the CMC is not really in the mathematical implication shown in equation 2.6 – read literally, this
states that if the physical model is Markovian, then any variable is conditionally independent of
its non-descendants given its parents. The fuller meaning of the CMC (as commonly understood)
is that all models should be Markovian. To Pearl (2009, p. 30), this reflects two points – first
that a good model incorporates all common causes of any variables in the model (so for any two
variables X and Y on a graph, all the common causes of X and Y should also be on the graph).
This first requirement is sometimes called the causal sufficiency of a model. The second element
of the CMC, and this is the real relation to the PCC, is the belief that if we do incorporate all
common causes then it will be the case that the model is Markovian. In the archer example, we
19Just ⊥⊥ without the subscript is used when the joint distribution referred to is clear.
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do not believe there is a way that H1 and H2 could be dependent except that one causes the other
or there is common cause (that is the PCC). Thus if in our model we do not have one causing
the other, and we have also included the common cause as a separate variable w, the remaining
random elements εh1 and εh2 must be independent of each other so as not to add a statistical
dependence not accounted for by the common cause.
The consequence of this is that we can confidently argue that one cannot accept the PCC
applies in some scenario and not also accept the CMC (in its full interpretation) – the latter only
extends the former by rather incontrovertible logic. However, it also means that the CMC is subject
to very similar limitations to the PCC. In the card selection example, there is no common cause
of colour and suit, yet they are statistically dependent. Assuming we do not permit the actual card
selected to be a prior event in the model (because it does not happen prior to the selection of the
card’s colour and suit), the physical model would simply be:
colour ← εcolour
suit← εsuit
The associated DAG of course has only two vertices with no edges. If the model were
Markovian, equation 2.6 would predict Colour ⊥⊥ Suit (unconditionally, since there are no par-
ent vertices). Of course the model is not Markovian (εcolour and εsuit are not independent), so it
is not the CMC-as-theorem in equation 2.6 that is incorrect, rather it is the CMC-as-intuition that
it should be possible to construct a Markovian physical model including all common causes that
fails.
2.5.1 The CMC and d-separation
There is a second, somewhat more practical way to read the CMC. We have already seen for
example that in the case where W was a common cause of H1 and H2, our current form of the
CMC says that H1 ⊥⊥ {H2,W}|W directly, but from this we can also derive H1 ⊥⊥ H2|W . In
general, the CMC can be rewritten in a way that allows us to directly read off all the conditional
independence relationships that exist in a graph of a Markovian model. This is a ternary relation
known as d-separation, which describes all the conditional independences encoded in a graphical
model (Geiger et al., 1990). In terms of d-separation, the CMC can be rewritten as follows:
(CMC) Given a Markovian model M with its associated graph G and probability
model P , if a set of variables X is d-separated in G from some other set Y by a third
set Z (written X ⊥G Y|Z, call Z the “conditioning set”), then X is conditionally
independent of Y given Z.
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X ⊥G Y|Z =⇒ X ⊥⊥P Y|Z (2.7)
Whether or not d-separation holds for a given choice of variables is a matter of whether there
are paths between the two variables using the edges in the graph, and if so, whether members of
the conditioning set appear along the paths. To begin with, consider the case of d-separation of
two variables (rather than two sets of variables). By definition variable X is d-separated from
variable Y by set Z – X ⊥ Y |Z – if any path from X to Y in the graphs is blocked by some
member z ∈ Z, where a path is “blocked” if it satisfies at least one of these conditions:
1. The path contains a chain A → B → C or a fork A ← B → C with the “separating
variable” B being an element of Z.
2. The path contains a collider A → B ← C where neither B nor any descendent of B is an
element of Z.
This allows us to arrive atH1 ⊥⊥ H2|W in the archery example directly, because the only path
from H1 to H2 is H1 ← W → H2. Since W is in the middle of a “fork” on the only path from
H1 to H2, condition 1 above tells us that H1 ⊥ H2|W and this new version of the CMC gives the
conditional independence directly.
The utility of this formulation is more obvious with more complex models: looking at Fig-
ure 2.4 again, there are a variety of conditional independence relationships we can expect by
d-separation. For example, SL ⊥ SR|B by the path SL ← B → SR, and C ⊥ TL|SR because
the only path is C → SR → TL. These all rely on condition 1 of the d-separation rules above
– this condition can be thought of as requiring that to d-separate two variables, we must “block”
all paths that represent one of the variables causing the other (by conditioning on some mediating
component), or those variables having a common cause (by conditioning on the common cause).
The second condition is more subtle. For the phototactic robot, we clearly expect thatB ⊥⊥ C,
since we have decided that the lamps B and C will be activated independently. We have B ⊥ C
(equivalent to B ⊥ C|∅ – B and C are d-separated by the empty set) because the only path is
B → SR ← C – we have a “collider” and (importantly) the vertex in the middle in not a member
of the conditioning set, thus satisfying condition 2 of the d-separation criteria. However, B and C
are not d-separated by SL, i.e. if we include SL in the conditioning set, then neither condition for
d-separation is met for the path B → SL ← C and we have ¬(B ⊥ C|SL).
In this way, the d-separation requirement guards against “selection bias”. The reasoning is
illustrated in Figure 2.5. Suppose for a moment that the two lamps are switched on to an intensity
level between 0 and 1, chosen independently at random for B and C. Then a scatter plot of 100
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Figure 2.5: Illustration of selection bias. If we condition on a function of two random variables
(e.g. by considering only those cases where the sum of two variables B and C is greater than 1),
then we may “introduce” a statistical dependence between the variables.
experiments with the two lamps looks like Figure 2.5a – there is clearly no dependence between the
two variables. However, if the sensor SR switches on, say, just when the sum of the light intensity
from B and C is greater than 1, then if we only look at cases where the sensor is switched on (i.e.
we look at the distribution P (B,C|SR = on)), we see a clear negative correlation between B and
C (Figure 2.5b). In other words, if we know that the right hand sensor is switched on, then the
light intensity of lamp B is predictive of the intensity of lamp C in the sense that the value of C
must be at least 1 − B. The second criteria of the d-separation definition ensures that we do not
predict a statistical independence via CMC when we are conditioning on a “common descendent”
such as the sensor state.
The rules of d-separation are straightforwardly extended to apply to entire sets of variables.
We say that sets X and Y are d-separated by Z if for every pair of variables from X and Y the
d-separation criteria hold, i.e.
X ⊥ Y|Z :=
∧
Xi∈X,Yj∈Y
(Xi ⊥ Yj |Z)
Chapter 4 returns to the topic of d-separation and the CMC. To summarise this section, the
succinct way to think of the CMC is as the implication in equation 2.7, which can be read as saying
that (for Markovian systems), two variables must be independent when one conditions all common
and mediating causes, provided one does not introduce “spurious” (non-causal) dependencies via
selection bias. We have not, so far, discussed in much detail how this can be put to practical use
in statistics – i.e. what can we tell about causes by looking at empirically collected data. This will
be addressed later in this chapter. I will now turn to a rather critical point regarding causal Bayes
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Birth-control pills
Pregnancy
Thrombosis
Figure 2.6: Graphical representation of the causal relationships between birth-control pills, preg-
nancy and thrombosis, following Hesslow (1976).
nets, namely that the CMC alone is not usually taken as the only assumption. In most applications,
a complementary principle known as stability is also required.
2.5.2 Stability and faithfulness
Stability and faithfulness are the terms used by Pearl (2009) and Spirtes et al. (2001) respectively
to refer to (roughly) the same concept – namely the “complement” of the CMC:20
X ⊥⊥ Y|Z =⇒ X ⊥ Y|Z (2.8)
That is, where the CMC says that d-separation in the graph implies conditional independence,
stability states that if a conditional independence holds, then the associated d-separation criteria
should be met. The peculiar thing about stability as compared to the CMC is that it is trivially false,
even for Markovian systems. An oft-cited counter-example to stability derives from a scenario
suggested by Hesslow (1976) is the effect of birth-control pills on thrombosis. Suppose that it
is the case that taking birth-control pills increases the probability of thrombosis, yet it is also the
case that birth-control pills reduce the probability of pregnancy, which is itself a potential cause of
thrombosis. We can picture this as the causal DAG in Figure 2.6.
It is at least possible to conceive of a parametrisation of the system such that the probability of
thrombosis would be the same irrespective of whether a person has taken birth-control pills. That
is, we can have P (Thrombosis|Birth-control pills) = P (Thrombosis), or:
Birth-control pills ⊥⊥ Thrombosis
If stability is true, then it follows from this that taking birth-control pills is d-separated from
20Both Pearl (2009) and Spirtes et al. (2001) regard stability/faithfulness as essentially a complement of the CMC.
But recall that they define the CMC in slightly different ways and I have been discussing the CMC primarily in the form
used by Pearl, therefore I will refer to the complementary principle as stability.
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thrombosis by the empty set. However according to our current model they clearly are not – in Fig-
ure 2.6 there are two paths from birth-control pills to thrombosis that do not fulfill the d-separation
conditions with respect to the empty set. The problem is that the two causal chains “cancel out”,
giving no net effect. We therefore have a system which has a conditional independence that does
not correspond to a d-separation in the causal DAG.
Note that it is quite possible for such a system to be Markovian. Supposing we have three
real-valued variables x, y and z with independent Gaussian noise on each:
x ← εx (2.9)
y ← αx+ εy (2.10)
z ← βx+ γy + εz (2.11)
If we set γ = −β/α then the net result is that z = (−β/α)εy + εz . Since the system is
Markovian, εy and εz are statistically independent of εx so we see that Z ⊥⊥ X even though
there is a path from X to Z since x appears on the RHS of the causal rule for z (this example is
conceptually similar to the birth-control example).
In these examples there is no problem with the CMC, which recall only requires that any d-
separations that appear in the graph have a matching conditional independence in the probability
model – X and Z for example are not d-separated, and the CMC does not say anything about
whether X ⊥⊥ Z. It is stability that says that in the absence of d-separation there must be a
corresponding statistical independence (this being the contrapositive of equation 2.8).
Assuming or claiming that stability holds (let us call this the stability assumption) is therefore
very different to claiming that the CMC applies. The two often appear side by side, and both
are important parts of the frameworks used by Pearl (2009) and Spirtes et al. (2001), yet they are
clearly logically distinct. Recall that the CMC effectively states that
d-separation implies conditional independence
whereas the stability assumption can be seen as a claim or requirement that
conditional independence implies d-separation.
These are logically unrelated, in the same sense that the statement
all presidents of the USA are persons born in the USA
is unrelated to the statement
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all persons born in the USA are presidents of the USA
Why, then, should we be interested in stability, when it seems clear from the outset that it is
not nearly as reliable an intuition as the CMC, and nor is it in any sense logically related to the
CMC? Its primary role is to disambiguate possible causal graphs that can be inferred from a given
set of conditional independences. I have presented the theory of causal Bayes nets above in terms
of claims we can make about probability distributions assuming that we know the causal model or
DAG. However, the end goal is in fact to be able to infer facts about the causal relationships in the
world assuming that we have access to probability distributions (or at least approximate estimates
probability distributions taken from data collected in the “real-world”).
As a rudimentary example, suppose that we find that a robot’s heading appears to be statist-
ically independent of any light sources. Intuitively, the light source is not a cause of the robot’s
heading, but the CMC does not allow us to infer this directly – since it does not say anything about
what we should infer about the causal graph when we see a statistical independence. It would still
be consistent with the CMC if the light source was a cause of the heading even though the two are
statistically independent. The stability assumption says that such a statistical independence will
only occur if the light source and the robot’s heading are d-separated in the causal graph – and this
allows us formally to make the apparently intuitive inference of no causal connection.
From this we see that stability has the benefit that it may drastically narrow down the inferences
that we might make. Inferences are made from facts about probability distributions to compatible
causal graphs – stability states that if a probabilistic independence is present, it must have an
equivalent d-separation in the graph – X ⊥⊥ Y |Z =⇒ X ⊥ Y |Z. On the other hand, the CMC
states that a given observed probabilistic dependence implies that the associated d-separation is
not present, via the contrapositive of equation 2.7, i.e. ¬(X ⊥⊥ Y |Z) =⇒ ¬(X ⊥ Y |Z).
Requiring both conditions to be satisfied narrows down the inferred causal graphs, as illustrated
in Figure 2.7. A significant part of the literature on causal Bayes nets is devoted to algorithms that
take the CMC and stability as assumptions and derive possible causal graphs in this way.
However, this does not negate the drawback that we do not have much reason to think that
stability is true in the general case. For the phototactic robot it might seem quite reasonable:
suppose that the light source is truly a cause of the robots heading, how could the two possibly be
statistically independent if that is the case? In the case of the birth-control pills and thrombosis,
we had a situation where one causal pathway “cancels out” the other one. For the phototactic
robot, we expect that if the position of the light affects the robots heading at all, it will cause it to
move one way or the other, rather than (via one causal pathway) make it move left and (via another
pathway) make it move right an exactly equal amount.
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Figure 2.7: Using both the CMC and stability allows possible causal graphs to be narrowed down.
Problems with stability are often cited by critics of causal Bayes nets as a methodology.
Cartwright (2007b, ch. 6) points to the birth-control-thrombosis example among others as prob-
lems with Bayes nets. Dawid (2009) notes that close mathematical relationships between variables
(which we have already seen can be a problem for the CMC) can also create difficulties for the
stability assumption. This is because we can easily find examples where stability contradicts itself
if we require all conditional independences to be modelled by d-separation. One example given
by Dawid is based on Boyle’s law for isothermal (constant temperature) changes in pressure and
volume of an ideal gas in a closed box:
PV = c (2.12)
This states that pressure P and volume V are inversely proportional with proportionality con-
stant c (this example has a similar form to the Ohm’s law example in section 2.4.1, but here we
are interested in how this relates to stability rather than the principle of the common cause.) If
the pressure and volume are manipulated with a piston (carefully designed to avoid introducing
temperature changes), which has state F , then we would find that
P ⊥⊥ F |V
V ⊥⊥ F |P
These independences occur because pressure and volume are exactly related according to
Boyle’s law, and thus once, for example, the volume is known, the pressure can be determined
from equation 2.12. Since a given pressure only allows one possible volume, clearly the volume is
conditionally independent of the piston state given the pressure: V ⊥⊥ F |P . A similar argument
produces P ⊥⊥ F |V . However, since we also have ¬(P ⊥⊥ V ), the CMC requires that P and V
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not be d-separated. There is no three-variable causal DAG for P , V and F that simultaneously
satisfies this and the d-separations required by stability:
¬(P ⊥ V )
P ⊥ F |V
V ⊥ F |P
That is, there is no causal DAG which fulfils both the CMC and the stability assumptions.
Perhaps the most intuitive graph would be one in which F is a common cause of P and V (P ←
F → V ), but that satisfies neither of the d-separations inferred from stability. Otherwise, we
would have to make either P a cause of V or V a cause of P – but neither of these makes intuitive
sense, and even if we do, it is impossible to simultaneously satisfy P ⊥ F |V and V ⊥ F |P with
a single DAG.
Consider again the DAG for the phototactic robot in the three-lamp scenario (Figure 2.4).
Imagine that the wiring between sensors and motors is made deterministic rather than probabilistic
– so that the left motor TL is active at exactly the same time as SR, and inactive whenever SR is
inactive. In other words, remove the “noise” term from the TL ← rule. We would now have for
example SR ⊥⊥ B|TL, since TL tells us exactly whether SR is active, irrespective of the otherwise
causally-relevant state of B. Yet in the “correct” causal DAG in Figure 2.4 we can see that we do
not have B ⊥ SR|TL – i.e. the stability assumption fails in this scenario.
How do we know when stability is a reasonable assumption? Recently some have developed
empirical methods for validating the assumption of stability from data (Zhang and Spirtes, 2008).
More traditionally, some arguments have been given by proponents of causal Bayes nets as to why
stability can be assumed in the absence of any particular evidence.
Pearl (2009) and Spirtes et al. (2001) give similar arguments, I will start with Pearl’s. Pearl
initially gives a weaker form of stability which is true. This can be phrased as follows: suppose
that a given Markovian model M has a set of parameters Θ which determine the precise rela-
tionships between each of the variables. The exact distribution P generated by the model is thus
also dependent on Θ. We know by the CMC-as-theorem that the distribution will have all the
conditional independences required by d-separation, irrespective of Θ:
∀Θ, X ⊥G(M) Y |Z =⇒ X ⊥⊥P Y |Z
That is, d-separation is a sufficient condition for conditional independence according to the
CMC. The weak version of stability (Pearl, 2009, Theorem 1.2.4, p. 18) says that there must be a
choice of values for the parameters where d-separation is also a necessary condition for conditional
independence:
49
∃Θ, X ⊥⊥P Y |Z =⇒ X ⊥G(M) Y |Z (2.13)
That is, given that the parameters are chosen in the right way, all of the conditional independ-
ences in P will be “represented” by equivalent d-separation relationships in the graph. By contrast
the strong (but false) stability assumption says that
∀Θ, X ⊥⊥P Y |Z =⇒ X ⊥G(M) Y |Z (2.14)
(c.f. equation 2.8, where we neglect ∀Θ.) By way of example, recall that in equations 2.9
to 2.11 we had a model where stability was violated only when the parameters Θ = {α, β, γ}
obey the exact relationship γ = −β/α. When we use these parameters there is an independence
in the probability distribution that is not represented in graph. However for any other choice of
parameters, stability will hold. Pearl gives this explanation:
The converse part of Theorem 1.2.4 [i.e. “weak” stability – equation 2.13] is in fact
much stronger – the absence of d-separation implies dependence in almost all dis-
tributions compatible with G. The reason is that a precise tuning of parameters is
required to generate independence along an unblocked path in the diagram, and such
tuning is unlikely to occur in practise. (Pearl, 2009, p. 18)
Pearl’s use of the language almost all (emphasis in original) and the phrase “unlikely to occur
in practise” suggest that he is thinking of the parameters in a probabilistic or measure theoretic
sense. The logical “for all parameters” (∀Θ in equation 2.14) is replaced with the probabilistic
“for almost all parameters”. In our example with the parameters {α, β, γ}, if these parameters are
all allowed to take any real value, and we imagine that the “true” value is drawn from a continuous
probability distribution, it follows that the probability of the exact relationship γ = −β/α is zero.
All other choices of parameter values produce “stable distributions” (distributions which satisfy
equation 2.8 with respect to the causal DAG), hence stable distributions occur with probability one
– this seems to be what Pearl means by “almost all” distributions being stable.
Spirtes et al. (2001) make a very similar argument, saying that in many cases linear parameters
“form a real space, and the set of points in that space that create vanishing partial correlations not
implied by the Markov condition have Lebesgue measure zero”.21 Cartwright objects to the appeal
21The Lebesgue measure is the “volume” of a set in a measure space. A flat dartboard for example has a given area
A = pir2 which can be thought of as a Lebesgue measure of the set of all points on the dartboard. The bullseye is
a smaller area Ab = pir2b . But the exact centre of a dartboard has Lebesgue measure zero since it is a point with no
radius. An analogy to the Spirtes et al. argument would be that it is “impossible” for a dart to land on the exact centre
of the dartboard, though it can obviously land somewhere inside the bullseye.
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to Lebesgue measure, saying:
I gather we are to conclude that it is unlikely that any causal system to which we
consider applying our probabilistic methods will involve genuine causes that are not
prima facie causes [prima facie causes are causes that result in statistical associations]
as well.
But this conclusion would follow only if there were some plausible way to connect a
Lebesgue measure over a space of ordered n-tuples of real numbers with the way in
which parameters are chosen or arise naturally for the causal systems that we will be
studying. I have never seen such a connection proposed; that I think is because there
is no possible plausible story to be told.
Cartwright (2007b, p. 68)
Making a similar argument, Andersen (2013) points out that “[the rational numbers] are also
measure 0 with respect to the real numbers, while irrational numbers are measure 1 ... However,
this does not imply that rational numbers are unlikely to be encountered simpliciter”.
Indeed why should we consider the parameters in terms of a measurable space at all? Notably,
Cartwright’s second paragraph appears to be worded carefully: there are numerous connections
between parameter values and measurable spaces that have been proposed, namely any statist-
ical methodology that comes under the rubric of Bayesianism assigns probability distributions
(and thus measure spaces) to parameter values (it is unlikely that Cartwright is unaware of this).
It seems plausible that Bayesian methodology informs Pearl’s thinking in his previously quoted
comment about “almost all” distributions. But perhaps it is telling that if Pearl and Spirtes et
al. are thinking of any such appeal to Bayesianism, they leave it implicit. Bayesianism typically
assigns measure spaces to parameters as a tool for inferring what they are (from the point of view
of an agent who does not already know what they are), not for how they are “chosen or arise
naturally,” the words Cartwright uses. Indeed it is how parameter values arise in nature, not how
they are inferred, that would be significant in determining whether or not the stability assumption
holds.
Nonetheless, let us permit that it is unlikely that such “unstable” parameter values would occur
at least in some cases. Perhaps the birth-control-thrombosis example seems implausible, since it
does seem to be the case (per Pearl) that the net negative influence of the birth control pill on
thrombosis (via reducing the probability of pregnancy) would be very unlikely to coincide exactly
with the direct positive influence. But what allows us to view this as a typical example? In fact
we have already seen one violation of stability that is not at all unlikely or implausible in the
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inhibition experiment shown above in Figure 2.2. There we saw that changing the strength of an
internal connection had almost no effect on the final position of the robot, in spite of the fact that
surely the position of the robot is caused by the internal connections between sensors and motors.
To give perhaps a more intuitive example, your internal body temperature is more or less “de-
coupled” from the environment around you. It stays broadly fixed, though changes slightly in
accordance with biological cycles and any illnesses you might have. But if you were to measure
the temperature around you and your internal temperature you would find almost no statistical
dependency – certainly none as strong as you would find between whether you have the flu or
not and your temperature. But it is hardly reasonable to claim that the ambient temperature is
not a cause of your body temperature – clearly it is, but your body has an internal homoeostatic
mechanism which, as a rule, “functions” to cancel out any effect that the ambient temperature
might have. Such regulation creates a circumstance much like the birth-control-thrombosis ex-
ample – since the outside temperature is typically lower than your body temperature, it acts to
cool you down, but your metabolism acts to heat you up, in a way that almost exactly cancels the
external cooling. The net effect of zero does not seem at all implausible, since it is in fact indis-
putably part of typical operation of the of the system under study. Biological systems, by virtue
of having evolved to maintain themselves against environmental perturbations, would seem likely
to instantiate many stability/faithfulness violating systems (Andersen, 2013). Autonomous robots,
inasmuch as they might self-regulate in a manner comparable to biological organisms, have a clear
potential to produce similar problems.
There is a third principle that we have not discussed, somewhat related to stability, known as
minimality. This says that when inferring a causal graph, one should not include any connections
that are not required to make the graph compatible with the known probabilistic dependencies as
per the CMC. Minimality requires that we do not have any “redundant” paths in our causal graph.
There are cases where minimality alone (without stability) is sufficient to narrow down the causal
graph to a single possible inference.
Thus minimality is another tool that (like stability) can exclude possible causal explanations.
Pearl justifies this by appeal to Occam’s razor – the principle that there is no good reason to
add additional complexity where it is not needed. Thus minimality, like stability, can be used to
“prune” unwanted connections from a causal graph. Some authors, such as Spohn (2001), consider
minimality to be a more fundamental component of causal Bayes nets than stability. Dawid’s
Boyle’s law example discussed above can equally be seen as a problem with minimality though
– without requiring stability as such, we can still find minimal causal graphs for the variables P ,
V , and F – the problem is only that there are multiple such graphs which have the same number
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of arrows and satisfy ¬(P ⊥ V ) as required by the CMC (P → F → V and V → F → P for
example are equally minimal). Pearl gives a second presentation of stability (Pearl, 2009, p. 48)
where it is seen as a sufficient condition for guaranteeing a unique minimal graph to exist. That is,
if the observed dependencies have been generated from a stable distribution, then it follows fairly
immediately that any arrows not required to produce known dependencies will be removed in the
minimal graph, resulting in the same inference as the one obtained by using the stability-based
methodology.
In this sense stability can also be seen as related to Occam’s razor. The argument being that
if there is no dependence between A and B, then we have no reason to think that there should
be an arrow from A to B, therefore we do not add one (even though the CMC does not say that
there cannot be a causal relationship in such a case). Thus we do not add additional “complexity”
to the graph without justification. The problem remains that, as we have seen from the above
examples, we do not in reality have any justification to say that there is not a causal connection
either, and so we have no clear reason to think that this approach will lead to the inference of a
graph representing the actual causal influences involved.
2.6 Summary
I have introduced graphical models of the sort advocated by Pearl (2009) as a primary tool for de-
scribing causal relationships. I have nonetheless taken care to highlight known issues surrounding
this approach. Some of these are the subject of debates that are only tangentially relevant to the
current work, but there are some points which will be critical for interpreting the remainder of this
thesis.
First, we are concerned here with control and general causal relationships, rather than the
specific questions about “what caused what” (recall the distinction between effects-of-causes and
causes-of-effects). My position is that a reasonable framework for modelling such general rela-
tionships are what I have called physical models (conceptually very similar to what Pearl (2009)
calls structural equation models.) It is important to bear in mind that models are, by their nature,
idealizations – we assume that they are approximate and contingent on (often implicit) background
factors being arranged in just the right way. As such, the models should be thought of convenient
representations of the true causal relationships in the world.
Second, the form or structure (facts about what causes what) of such physical models can
be captured in a causal DAG, which when interpreted as a Bayes net can inform us about inde-
pendence properties we can expect from the probability distributions induced by a system. The
PCC and CMC are useful concepts in this respect. This means that we can at least in some cases
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make inferences by starting with some empirical data, determining the statistical dependencies,
and working backwards to allowable causal DAGs.
Third, and significantly, this framework is far from perfect. There are clear cases where a
naive interpretation of Bayes nets does not work. Problems with stability, far from being a “patho-
logical” case, are extremely relevant. Systems that regulate their outputs via negative feedback
(such as the Braitenberg vehicle or a thermostat) can lead to counter-intuitive results.
This framework will simplify later discussion of causality in this thesis, particularly in the
contexts of transfer entropy and Granger causality.
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Chapter 3
Stroboscopic transfer entropy
Synchronisation is a phenomenon of dynamical systems whereby oscillators, including chaotic
oscillators, achieve a matched state when coupled (Pikovsky et al., 2001). Chaotic oscillators can
match completely such that the trajectories of the two systems are identical (complete synchron-
isation) or only in terms of phase (phase synchronisation) (Rosenblum et al., 1996). By analogy
to this distinction between the complete and phase-only information in a signal, this chapter pro-
poses a method of calculating transfer entropy that incorporates only the phase information. We
hypothesise that this method is of interest in the study of synchronising oscillators – relevant for
this thesis because of our intention to use synchronisation as a method for generating robotic gaits
– however, we find that this approach is still vulnerable to the non-separability problems relating
Granger-type statistics to causal influences.
In relation to robotic gait generation, the model studied here is intended as an abstract model
of an “active” dynamic walker (in contradistinction to a passive dynamic walker – see chapter
7). The system consists of active oscillators and passive resonant components. We consider the
type of physical dynamics present in such a system, and perform “lesioning” experiments on the
coupling influences to investigate the relationship between transfer entropy and causal influence.
This chapter is based on the paper published in the proceedings of the 2011 European Confer-
ence on Artificial Life (Thorniley, 2011).
3.1 Background
Central pattern generator (CPG) synchronisation is thought to underlie animal gaits (Collins and
Stewart, 1993) and therefore the general phenomenon of synchronisation is of interest for this
thesis. However, in a complex synchronising system it is often difficult to determine the nature
of the interactions between oscillators. Ceguerra et al. (2011) approached this problem by using a
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F
Figure 3.1: Illustration of coupled oscillator system. An electronic oscillator is attached to a mass-
spring-damper system, providing force actuation and incorporating the resultant extension of the
spring into the feedback path of the oscillator circuit. The model is extended by duplicating the
system (dashed box) and coupling via the mechanical component.
form of transfer entropy to analyse the synchronisation process in networks of coupled oscillators,
which was shown to be more effective than other methods.
This chapter investigates information transfer between oscillators coupled by non-trivial phys-
ical mechanisms. This is similar to the study by Pitti et al. (2009), in which simulated biped
walkers were coupled to oscillators. There, it was shown that at optimal values of the coupling
(where the best walking behaviour is achieved) there is an increase in information transfer from
the body to the oscillator. Thus the information transfer is thought to correlate to the successful
entrainment of the body and controller dynamics.
Transfer entropy (Schreiber, 2000) is the information gained from conditioning the entropy
rate of a time dependent variable on a secondary historical variable as well as its own past. It is a
directional measure, and is often interpreted as signifying causal links (Pitti et al., 2009; Lungarella
and Sporns, 2006), however when used to analyse finite experimental time series data there is a
risk of over- and under-estimating such causal influences (Marschinski and Kantz, 2002; Lizier
and Prokopenko, 2010).
The method of calculating transfer entropy presented here uses a novel approach to producing
a discrete time series, inspired by the stroboscopic analysis of Scha¨fer et al. (1998). Other than
that, the method follows Marschinski and Kantz (2002) by conditioning on the longest practicable
history of the target variable (a requirement that is sometimes neglected).
The effect of oscillator coupling on transfer entropy is investigated in a continuous time system
composed of either a single oscillator and passive body model, or a pair of two such systems (see
Figure 3.1). The following sections will first introduce the models studied, and later develop the
transfer entropy calculation based on time series data from simulations of these models. The
relationship between transfer entropy and the dynamical process of synchronisation is discussed.
It is argued that a state of synchronisation will not always lead to increased transfer entropy, but
during an ongoing process of weak synchronisation transfer entropy will be found, and in such
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cases will show causal relationships.
3.2 Model construction
The model developed here is intended to be a minimal first approximation to a physically realizable
modular active dynamic walker. That is, is deliberately bears some conceptual similarity to the real
robotic control algorithms described later in this thesis, but we focus for now on something much
more easy to analyse. The fundamental components of the system are: a chaotic oscillator that
can be implemented as an electronic circuit, and a simple mass-spring-damper system analogous
to a passive compliant robot body. This structure makes it comparable to the architecture of Pitti
et al. (2009), except that the neural controller here is a continuous time analog circuit, rather than
a discrete time map, and the physical component does not include a full environment.
3.2.1 Chaotic oscillator
The oscillator design developed by Sprott (2000) and improved on in Kiers et al. (2004) was
chosen. It is simple to implement using widely available electronic components, and can easily be
tuned to produce chaotic or periodic behaviour. These features mean that although the experiment
here was conducted using numerical integration (i.e. in a simulation) at least in principle the same
experiment could plausibly be conducted with a physical system. We aim to demonstrate the meth-
ods developed here on a system that could potentially be part of a real robotic system (we could,
for example, use an analog implementation of this circuit as a component of the gait generator for
a real robot, although the robot presented later in this thesis ultimately used a traditional computer
to generate oscillations). This section introduces both the ordinary differential equation form of
the system, and discusses briefly the potential implementation as an analog circuit coupled to a
physical resonant system.
The dynamics of the oscillator in isolation are well documented by Kiers et al. (2004), but it
is useful to recap them here. The circuit diagram is given in Figure 3.2. The circuit consists of
three op-amp integrators producing anti-derivative signals in a chain, with the output of the final
integrator being fed back through a non-linear amplifier and combined with the output of the other
integrators with a summing amplifier. The circuit effectively implements the following third-order
“jerk” function in which D(x) = −6 min(x, 0) and Q and α are constants.
...
x = −Qx¨− x˙+D(x)− α (3.1)
The constant bias α is provided by the voltage source, and for a range of small positive values
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t
V(out)
Figure 3.2: Chaotic oscillator based on Kiers et al. (2004). (Resistor values in Ω, capacitor values
in F) (a) Positive feedback based circuit design. (b) Non-linear sub-circuit component D. (c)
Representative steady state periodic output simulated using LTSpice, with resistor Rv set to 50kΩ
(periodic solution) and (d) 77kΩ (chaotic solution).
(e.g. α = 0.1 works well) it will allow oscillatory behaviour. Tuning Rv in the circuit will
vary the Q parameter, which will result in chaotic and periodic solutions at different values, as
shown in Figures 3.2c and d, generated by simulating the circuit with LTSpice1. The fundamental
frequency of the oscillations is related to the time constants of the integrators, that is 1ω0 = τ0 =
RC = 47kΩ × 470nF ≈ 0.022s in the example circuit of Figure 3.2. Equation 3.1 is a non-
dimentionalised description of the circuit attained by taking the derivatives with respect to ω0t (so
if t is in seconds, equation 3.1 will effectively have a natural frequency of ω0 = 1rad s−1). Thus
control of the fundamental frequency in the numerical solution of equation 3.1 is achieved, when
required, by rescaling the time variable by the desired value of ω0.
Figure 3.3a shows the effect of Q on the dynamics of the system, by showing the maxima of
1http://www.linear.com/designtools/software/#LTSpice
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Figure 3.3: Maxima of the oscillator variable x1 at different values of Q. The fixed parameters are
α = 0.1, ζ = 0.3 and the coupling is (a) γ = 0 (no coupling), (b) γ = 0.1, (c) γ = 0.3
x1 over time at different values of Q. The diagram can be obtained by numerically integrating
equation 3.1 with a computer library such as LSODE (Hindmarsh, 1983), as was used here, or by
using a SPICE simulation of the circuit in Figure 3.2. The system follows a period doubling route
to chaos asQ decreases, with a notable periodic island aroundQ ≈ 0.58 and returns to periodicity
via a further bifurcation near Q ≈ 0.47.
3.2.2 Coupled mass-spring-damper
The dynamics of an ideal mass-spring-damper (MSD for brevity) can be expressed in terms of the
time dependent extension of the spring x using the second order differential equation 3.2 with m
being the mass, k the spring constant and c the damping coefficient.
x¨+
c
m
x˙+
k
m
x = 0 (3.2)
Alternatively define the angular velocity ω0 =
√
k
m and the damping ratio ζ =
c
2
√
mk
, take
derivatives with respect to ω0t as in equation 3.1 (see above) and rearrange to get:
x¨+ 2ζx˙+ x = 0 (3.3)
To couple the two systems together, the oscillator variable is added to the acceleration of the
spring system after subtracting 0.5 (to make the influence of the oscillator approximately sym-
metric around zero, as it normally oscillates between around 0 and 1), and the spring extension
is added to the feedback path of the oscillator after multiplying by a coupling parameter γ. Thus
the complete system is given by equations 3.4 and 3.5, with x1 and x2 being the time varying
oscillator variable and spring extension respectively.
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...
x1 = −Qx¨1 − x˙1 +D(x1 + γx2)− α (3.4)
x¨2 = −2ζx˙2 − x2 + (x1 − 0.5) (3.5)
Note that the derivatives in both equations are taken with respect to the same time variable ω0t
and thus the oscillator and MSD systems always have identical natural angular velocities. This
implies RC =
√
m
k – that is, the natural frequency of the spring is tuned to the natural frequency
of the oscillator (it would be slightly unrealistic to achieve this in a physical implementation of the
system, but it will serve as an approximation).
The coupling could be achieved electronically by adding a voltage signal into the input of the
non-linear feedback amplifier in the circuit in Figure 3.2 via a series variable resistor such that
when the diodes are switched off the op-amp in the non-linear sub-circuit D acts as a summing
amplifier and the variable resistor allows control of the coupling strength.
With no coupling (γ = 0) clearly the oscillator drives the MSD but will not be influenced by
it, thus the bifurcations of the oscillator dynamic will remain as in Figure 3.3a. With γ > 0 the
bifurcation structure changes dramatically, as shown in Figures 3.3b and 3.3c.
3.2.3 Synchronisation vs. resonance
Is the change of the dynamics as coupling is increased shown in Figure 3.3 a form of synchron-
isation? When coupling (here meaning the feedback coefficient γ) is zero an engineer might call
the MSD system a passive resonant filter – remember that is it still driven by the electronic os-
cillator, so the frequency spectrum of the spring extension will appear to be a filtered version of
the oscillator output. With feedback however, the oscillator changes its behaviour noticeably as
we have seen, so perhaps there is something more than simple resonance happening – a form of
synchronisation.
This appears to be the view taken by Pitti et al. (see Figure 3 in Pitti et al., 2009), who suggest
that resonance is the forward process (from oscillator to dissipative system) and synchronisation
occurs along the feedback path. However this seems to contradict the view of Pikovsky et al.
(2001, pp. 14–17) and Ceguerra et al. (2011), who require that synchronisation only applies to
synchronous variation of systems that are capable of oscillating independently.
Pikovsky et al. give the example of an ecological system such as hare-lynx populations, where
both variables (the populations of the two species) oscillate in a phase locked manner, but the
system cannot be decomposed into isolated subsystems. Assuming the lynxes eat only hares, then
an isolated lynx population with no access to hares would simply die out, not oscillate at some
60
natural frequency. Likewise an isolated mass-spring-damper not stimulated by an appropriate
oscillator will die down as its energy dissipates.
Of course some mechanical systems can oscillate independently – think of a passive dynamic
walker (McGeer, 1990, see also chapter 7), a biped structure that walks down a hill, obtaining
its energy purely from gravitational potential. As long as the slope is present, the passive dy-
namic walker could be considered to have its own natural oscillation. If this were the system
being coupled to a neural oscillator, then it would seem that true synchronisation could be dis-
cussed. However the current scenario of an isolated mass-spring-damper is unambiguous – there
is no decomposition of the combined system that leaves two distinct oscillators and hence no syn-
chronisation as a “complex dynamical process, not a state” (Pikovsky et al., 2001). In the later
experiments of Pitti et al. (2009) there are multiple neural oscillators in a single system, so the
notion of synchronisation becomes more applicable. This scenario will also be investigated later
in this chapter.
3.3 Transfer entropy
This section will develop a measure of transfer entropy that can be meaningfully applied to con-
tinuous time oscillators.
Initially, assume we have two discrete time series x and y of finite length. The value of x at
time n ∈ {1, 2, . . . , N} is xn, discretised such that xn ∈ X , where X is a finite set of symbols.
Apply the same notation to y.
The k-history of x at n, i.e. {xn, xn−1, . . . , xn−k+1} is written x(k)n , and likewise the l-history
of y is y(l)n . We treat the time series x and y as samples of equivalent random variables X and Y
The transfer entropy from series Y to series X , written TY→X , is the information gained about
Xn+1 in moving from prior knowledge of X
(k)
n alone to also having Y
(l)
n . This is given by the
Kullback-Leibler divergence, or equivalently the conditional mutual information, calculated using
the summation in equation 3.6.
TY→X = I(Xn+1;Y
(l)
n |X(k)n )
= DKL(P (xn+1|x(k)n , y(l)n )||P (xn+1|x(k)n ))
=
∑
X
P (xn+1, x
(k)
n , y
(l)
n ) log
P (xn+1|x(k)n , y(l)n )
P (xn+1|x(k)n )
(3.6)
The probabilities are estimated from observations of a single instance over a long time series.
This is similar to the methods of Pitti et al. (2009) and Marschinski and Kantz (2002). It is
very important therefore that the time series is statistically stationary over the period of interest,
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which can be a practical problem with transfer entropy calculations. It is also possible to calculate
similar information transfer statistics from ensembles of non-stationary systems by calculating
probabilities from the ensemble at each point in time (e.g. Ceguerra et al., 2011; Williams and
Beer, 2010a). The time average approach was chosen here because there is at least potential
applicability to complex real systems (e.g. a real robot) where experiments cannot be repeated in
such a way that the entropy calculation would be possible and valid.
The following sections consider further practical issues regarding the application of this meas-
ure to the simulated time series in these experiments. Since these time series are continuous,
sensible discretisations must be established. Further, appropriate values of k and l need to be
chosen.
3.3.1 Stroboscopic discretisation
The time series are first analysed using a stroboscopic method similar to that of Scha¨fer et al.
(1998). Consider again the continuous time series generated by the coupled oscillator-MSD sys-
tem in equations 3.4 and 3.5: x1(t) and x2(t). The series of maxima of the oscillator voltage are
xˆ1 and the time of the nth maximum of x1 is tˆ(n;x1). Figure 3.4 shows the phase of x2 plotted at
each maximum of x1.
Figure 3.4: Stroboscopic visualization of the spring extension at each maximum of the oscillator
in the coupled oscillator-MSD system. Top: The solid blue line is the oscillator voltage x1, and
the dashed green line is the spring extension x2. Bottom: The points represent the phase of x2 (in
radians) taken at each maximum of x1. The oscillator is set to a chaotic mode with Q = 0.67, the
remaining system parameters are α = 0.1, ω0 = 1rad s−1, ζ = 0.3 and γ = 0.01.
The phase of the spring extension is calculated here on a “peak-to-peak” basis. That is, the
phase of the spring at the nth maximum of the oscillator x1 is taken to be the (linear) proportion
of the time between the last and the next maximum of the spring extension x2 that has already
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elapsed, written φ(n;x2, x1), normalised to the interval [−pi, pi]. Alternative methods of calculat-
ing the phase were considered, such as using the Hilbert transform as per Scha¨fer et al. (1998).
This was found to be problematic due to the chaotic nature of the signals here, hence the sim-
pler peak-to-peak method was chosen, but in other applications the Hilbert transform might well
provide useful phase values to use with this transfer entropy method.
For each phase angle of x2, φ(n;x2, x1) with n > 1, the time period of the most recent
oscillation of x1 can also be calculated by:
∆tˆ(n;x1) = tˆ(n;x1)− tˆ(n− 1;x1) (3.7)
Thus the two continuous time series x1 and x2 can be converted to “stroboscopic” discrete
time representation: ∆tˆ(n;x1) and φ(n;x2, x1), usually defined for all n ∈ {2, 3, . . . , N} (with
the proviso that φ is only defined when the nearest maxima of x2 are known).
It would of course have been possible to simply discretise x1 and x2 by choosing arbitrary
time intervals. The advantage of the stroboscopic method is that the time intervals are determined
naturally by the dynamics of the system. Furthermore, the time series being compared here have
a natural interpretation in terms of synchronisation, which is well documented in the literature. In
what follows the “stroboscopic” transfer entropy is effectively the influence of the phase difference
on the future frequency of oscillation. This will be denoted STA→B as shorthand for transfer
entropy after the stroboscopic conversion has been applied, i.e. Tφ(·;A,B)→∆tˆ(·;B).
3.3.2 Simulation method
The “stroboscopic” time series defined above can easily be obtained from numerical simulation of
the oscillator-MSD system. First LSODE was used to obtain a solution to the initial value problem
given by equations 3.4 and 3.5 via numerical integration, with the starting values of x1, x2 and
the necessary derivatives (x˙1 etc) at time t0 = 0 chosen randomly from the range [0, 1). The first
part of the time series from t0 to a chosen cut-off point ttr was discarded to remove the “transient”
dynamic of the system. During the following interval, between ttr and the end of the simulation
at another chose time t1, it is assumed that the dynamic reaches an attractor (observation suggests
that this is the case).
Inevitably the numerical solution of the equations will give a discrete-time output series, with
intervals chosen here to be one twentieth of a (simulated) second between points. Thus oscillations
have a period of around 120 simulation intervals (recall that the effective time constant of the
system was 2pi). The maximum times (tˆ) were estimated by finding those values in the simulated
time series that were preceded and followed by lower values – a crude method but it is effective in
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this case.
To estimate the necessary probability distributions, the frequencies of samples in p bins was
used, with the bin sizes adjusted such that each has a similar number of data points in it, following
Marschinski and Kantz (2002). More advanced methods could be applied but for the current
purposes this appeared to be adequate and should produce reliable results.
3.3.3 Causality and transfer entropy
Transfer entropy can sometimes be thought of as “causal information”, but care needs to be taken.
Transfer entropy is literally, from equation 3.6, an information gain in moving from conditioning
the future ofX on its own historyX(k) alone to conditioning on the joint history ofX(k) and Y (l).
Suppose that k and l (the history lengths) are both 1, as is sometimes the case in the literature (Pitti
et al., 2009; Lungarella and Sporns, 2006). The immediate history Y (1) can contain information
about the future states of X without having any real causal influence if it contains information
about past states of X that have not been conditioned for in the mutual information calculation –
i.e. X(k) is too short a past.
This problem is clearly a possibility in the system under study here. In a single oscillator-
MSD system with the feedback coupling γ set to 0, we know from the design of the system that
the spring extension has no influence on the oscillator dynamic, but we also know that the MSD
system stores mechanical energy and hence contains information about its own past and the past
of the oscillator (which stimulated it). Thus the current state of the spring may help to predict the
future state of the oscillator when added to just the current state or recent past of the oscillator, but
if we control for the entire history of the oscillator, the spring state cannot be useful, as it is itself
determined entirely by the history of the oscillator.
Marschinski and Kantz (2002) present a method designed to minimize this overestimation: set
l to 1, then increase k from 1 until any causal influence of X(k)n on the future Xn+1 is already
accounted for before calculating the information gained by including Y (1)n . However, increasing k
will rapidly expand X in equation 3.6, i.e. the support set for which probabilities must be found.
In a finite time series this will result in fewer examples of each combination of states from which
to calculate the conditional probabilities, and ultimately to sometimes significant overestimation
of the transfer entropy. The solution proposed by Marschinski and Kantz is to subtract the transfer
entropy obtained when the Y series is randomly permuted in time, so that any true temporal
correlations are lost and any calculated transfer entropy must therefore be due to finite sample
error. This measure (which they called effective transfer entropy) will be used in all calculations
to follow.
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Figure 3.5: Effective stroboscopic transfer entropy for a single coupled oscillator-MSD system.
Coupling was (a) γ = 0 (no coupling) (b) γ = 0.1 (c) γ = 0.3. Top row: STx2→x1 (from spring
phase to the oscillator periods), using four partition sizes p ∈ {4, 5, 6, 7}. Bottom row: short
sections of simulated time series. Other parameters: ω0 = 1rad s−1, ζ = 0.3, Q = 0.67, α = 0.1.
Time series analysed between ttr = 400s and t1 = 15000s with measurement interval ∆t = 120s.
Figure 3.5a shows how effective transfer entropy overestimates the causal influence of the
spring on the oscillator when k = 1 even when no feedback coupling is present so the spring
cannot possibly have causal influence on the oscillator. Furthermore, it appears that the overes-
timate at small k is the only source of apparent transfer entropy even when coupling is added:
Figure 3.5b, γ = 0.1, STx2→x1 rapidly declines when k ≥ 2. Though the spring does influence
the dynamics of the coupled system as we know, this cannot be detected from the time series as
the spring can only store information previously generated by the oscillator. When coupling is
higher (γ = 0.3, Figure 3.5c) the system reaches a limit cycle dynamic, and no transfer entropy
is detected at any point. The fact that the spring is not an independent oscillator implies both that
this is not a true process of synchronisation, and further that no transfer entropy can be measured.
3.3.4 Transfer between two oscillators
The above results show that for transfer entropy to be present with larger values of k (i.e. to
genuinely signify causal dependence), there must be at least two systems capable of “producing”
information – such that each of the subsystems has a non-zero entropy rate (their future is not
trivially predictable from their past state). This can be achieved by duplicating the oscillator-MSD
system and coupling via the mechanical component (the MSD). There are therefore two x1 and
x2 variables (one for each system), the coupling is added by updating equation 3.5 (the dynamics
of the MSD) to add the difference between the two springs multiplied by a coupling coefficient γc
to the acceleration of the local spring. Equation 3.8 therefore gives the acceleration of the local
spring x¨2 given the remote spring extension x′2.
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x¨2 = −2ζx˙2 − x2 + (x1 − 0.5) + γc(x′2 − x2) (3.8)
This system is now a loose analogue of a pair of mechanically coupled neural-mechanical
systems, call them system A and system B. In what follows, system variables and parameters
will be superscripted with an A or B to signify (where it is ambiguous) which system they are a
part of, e.g. xA1 and x
B
1 are the oscillator values for system A and system B respectively. Usually
the parameters will be identical in both systems, in which case a superscript is not used. The
introduced coupling γc models the mechanical linkage between the two systems, whereas the
existing internal coupling γ can be viewed as a kind of proprioceptive feedback to an oscillator
from the limb it directly controls. The following experiments will study the effect of changing
γ while keeping γc constant, i.e. to ask the question: given a fixed mechanical coupling (body
morphology), how do changes in internal coupling affect overall synchronisation, information
transfer and causal influences.
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Figure 3.6: Ratio of peak-to-peak oscillation frequency for xA1 and x
B
1 when the natural frequency
of the first oscillator is ωA0 = 1rad s
−1 and the second oscillator is varied near to that, for increas-
ing internal coupling (γ) in both oscillators. The system parameters were Q = 0.67, α = 0.1,
ζ = 0.3, γc = 10, ttr = 400s and t1 = 15000s with measurement interval ∆t = 120s. Inset: mu-
tual information between time series xA1 and x
B
1 over the same region in parameter space shows
the synchronisation region more clearly.
Figure 3.6 shows how increasing values of internal coupling γ (with the spring coupling fixed
at γc = 10) affect the ratio of the mean peak-to-peak frequencies of oscillator B and oscillator A,
i.e. f
B
fA
where fS = 〈∆tˆ(·;xS1 )〉−1. The natural frequency of system A is fixed at ωA0 = 1rad s−1
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and ωB0 is varied as shown. Clearly for no coupling the frequencies should vary independently,
so the observed frequency difference varies linearly with the natural frequency difference. As
coupling is increased, the observed frequencies appear to be pushed further from the natural fre-
quency difference, until at coupling greater than γ ≈ 0.3, a synchronisation region appears around
the central part of the plot where the frequencies tend to lock to a 1:1 ratio (except just around
γ = 0.45 where there are two peaks representing areas where the frequency ratio, though still
synchronised, is 3:2). As γ approaches 0.5 this region starts to shrink again, suggesting an optimal
value of γ (in terms of the likelihood of frequency locking) exists in this region.
The effective transfer entropy when the coupling between the oscillators is γ = 0.35 is shown
in Figure 3.7. The history length was k = 4 and p = 4 bins were used to discretise each series, the
maximum practical values that could be used following the method of Marschinski and Kantz (see
above). Mutual information between the instantaneous velocities of the two oscillators (measured
by the values of x˙1 produced by the simulation) is used to measure synchronisation, with high
values of mutual information implying that the oscillators vary at related speeds and therefore are
synchronised. The same binning approach as for transfer entropy is used, but with p = 5 bins. The
mutual information is also rendered in the inset plot in Figure 3.6, which shows that high mutual
information corresponds to the frequency locking region.
The relationship between transfer entropy and synchronisation is complex. There appears to be
a main frequency locking region near ωB0 = 1rad s
−1 in Figure 3.7a (where the natural frequencies
are most similar) and smaller peaks at larger frequency differences, which are hypothesized to be
at points where harmonic resonance along the body allows for greater synchronisation between
the oscillators. Note that at the mutual information (synchronisation) peaks, there is usually a
trough in the transfer entropy rate, especially in the approximate range 1 < ωB0 < 1.05. Here
the synchronisation is strongest, and the transfer entropy is not seen because the two systems are
coordinated in a highly synergistic manner, such that the coupling appears to be rigid to an outside
observer. Because the systems are not generating entropy independently (i.e. the entropy rate
H(Xt+1|X(k)t ) for either system is 0), no transfer entropy can be measured.
To investigate the notion that the transfer entropy measures directed causal information, the
internal coupling γ was set to zero for one of the oscillators (A or B) at a time (with the other
retained at γ = 0.35). Recall that the internal coupling regulates the strength of the signal from
the spring extension that is incorporated in the feedback path of the oscillator circuit. Therefore
setting the internal coupling to zero for oscillator A will mean that system B cannot have a causal
effect on system A, and STB→A (the transfer entropy from B to A) should be zero, as shown
in Figure 3.7b. Likewise removing the internal coupling from system B results in STA→B = 0
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(Figure 3.7c). In the coupled direction, transfer entropy is generally present. The transfer entropy
does not drop to zero in the most synchronised areas of Figures 3.7b and 3.7c as it does in the
mutually coupled scenario. This suggests that the synchronisation is weaker and intermittent,
allowing the influence of one oscillator on the other to be measured.
Figure 3.7: Frequency mutual information (red solid line), STB→A (blue dotted line) and STA→B
(green dashed line) for double oscillator system, with oscillator A at ωA0 = 1rad s
−1 and B at
nearby frequencies as shown. Coupling is: (a) mutual, γ = 0.35 in both systems; (b) no feedback
in system A (γA = 0); (c) no feedback in system B (γB = 0). Other parameters as Figure 3.6.
3.4 Conclusions
Transfer entropy from source A to target B is (in a mathematical sense) a measurement of the
information about the future of B contained in the state of A, when the past state of B is already
known. To infer causality (i.e. “A causes B”) we must be sure that the history of B accounts for
all other causal influences on B that may be correlated with A, particularly the complete history
of B (cf. Lizier and Prokopenko, 2010; Ay and Polani, 2008). Properly measured with this taken
into account, transfer entropy will be zero if A does not generate information independently of B.
The above has shown that systems that are weakly synchronising are capable of this independ-
ent information generation, and thus observational transfer entropy can be measured. Furthermore,
transfer entropy is only found in the case of weak synchrony, and not for systems that are either not
truly synchronising (such as a single mass spring damper coupled to a single driving oscillator), or
too rigidly synchronised (as in the case of two very tightly coupled oscillators). Importantly, this
means that the observational transfer entropy is not a direct measure of the “strength” of synchrony
or causal relationship, because the strongest relationships may show no transfer entropy.
There is a persistent asymmetry in the plots in Figure 3.7 – in the fully coupled scenario,
the transfer entropy appears to be generally higher in the direction leaving the oscillator with
higher ω0 (remember that ωA0 is always 1, thus in the left hand half of Figure 3.7a ω
A
0 > ω
B
0 and
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notice that generally STA→B > STB→A). When feedback coupling is removed in one oscillator,
synchronisation appears to happen over a larger region when that oscillator has a higher natural
frequency, as shown by the asymmetry in the mutual information curves (Figures 3.7b and 3.7c).
This relation suggests is may be possible to use the transfer entropy to make useful predictions
about the consequences of further interventions, with the important caveat noted above that it
cannot be a perfect method of inferring causality.
These fundamental observations about transfer entropy will be of importance in the com-
ing chapters, where we will describe in more detail the connection between information based
measures such as transfer entropy and probabilistic models of causation. In particular chapter 4
describes the relationship between transfer entropy and causal graphical models, and chapter 5
discusses further the issue of “non-separability” in the case of strong coupling – the phenomenon
seen above where, in the case of a genuine causal influence, transfer entropy may appear to “un-
derestimate” that influence.
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Chapter 4
Strength versus inference – a consistent
view of information transfer
At the end of the last chapter, we saw that transfer entropy appears to have some genuine corres-
pondence to causal influence, but there was a problem: in the case of strong synchrony, that is,
where two time series match each other exactly due to strong mutual influence, transfer entropy
would tend towards zero. This chapter aims to give a principled discussion of the relationship
between transfer entropy and causal influence. It introduces some of the broader conclusions of
this thesis: namely that we can reasonably regard transfer entropy, under specified conditions, as a
justified statistic for inferring causal relationships, however, this should not be read as saying that
transfer entropy measures the strength of a causal relationship.
A starting point will be to define a precise concept of information transfer, bearing some
similarity to the definition of information flow given by Ay and Polani (2008). The increased
precision comes from the use of causal Bayes net theory (see chapter 2) to ground our definitions.
Information transfer is a justified statistic for inferring causation, in a sense that we will outline,
and can be applied either to time series or to “static” causal relationships between non-temporally
specific variables. Transfer entropy, in its typical form, may or may not be strictly a form of
information transfer, however provided the history length used in the transfer entropy calculation
is long enough, it can be justified as a statistic for causal inference.
We then consider two apparent confounders for the use of information transfer as a tool for
causal inference: the first is the failure of the stability assumption of the causal graph. The second,
specific to time series, is the requirement of ergodicity. These issues produce superficially similar
problems for the use of transfer entropy, but as we will see they come from substantially different
underlying conditions. Both of these points were already briefly discussed in chapter 2, but here we
put them specifically in the context of information theoretic statistics. We also see here that with
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an appropriate interpretation of information transfer as a tool for statistical inference, we can still
obtain an internally consistent view of information transfer in spite of these problems. Indeed, we
see that failures of stability and ergodicity primarily confound interpreting information as “causal
strength”, but this does not mean they prevent its use as a statistics for inferring causation.
In order to fully understand information transfer, we will simultaneously discuss the inform-
ation flow proposed by Ay and Polani (2008). This is a distinct concept which incorporates the
concept of intervention in the causal graph. Interventions are modelled by removing causal in-
fluences in the system that affect the intervened on variables – as a result of considering this, the
information flow exposes a genuinely different measure of causal influence. However, we argue
that it still should not be seen as a general measure of causal strength – there are cases in which
information flow may equally be vulnerable to confounders.
We begin by motivating this inferential perspective by considering a phenomenon that is rel-
evant in the wider context of this thesis, i.e. synchronisation. Synchrony is an example of mutual
causal influences, and we will consider how we would infer these causal influences from obser-
vation and intervention in section 4.1. Section 4.2 describes this with more mathematical preci-
sion, specifically we consider how one infers the presence of “genuine” statistical dependencies in
sampled data. In particular, we see how mutual information statistics can be used in this context.
To apply this to detecting causal influences, we recall the graphical causal modelling techniques
from chapter 2 in section 4.3 – since (by the causal Markov condition) we can in at least some
cases derive facts about statistical independence between variables from their causal relationships,
we can thus use information as a tool to infer causal influences. Section 4.4 introduces the inform-
ation flow approach of Ay and Polani (2008), and describes how the stability problem may apply
to both information transfer and information flow. In section 4.5 we describe how the model can
be extended to time series problems, but also see how ergodicity (or lack thereof) may introduce a
new type of problem. We also see that even when the assumption of ergodicity is satisfied, transfer
entropy does not measure the physical strength of causal influence.
4.1 Introduction – sympathetic pendulums
Many of the systems we study in this thesis are instances of synchronising oscillators. An early
observation of this phenomenon was made in the 17th century by the Dutch scientist Christiaan
Huygens, who was ill in bed when he noticed an “odd kind of sympathy” in two clocks suspen-
ded on a common support (Bennett et al., 2002). The pendulums appeared to synchronise such
that they were perpetually in exact anti-phase (one reaching its leftwards extremity just as the
other reached its rightwards extremity and vice versa). This behaviour would continue indefinitely
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unless perturbed, but if one of the clocks was knocked out of phase, the system would rapidly
resynchronise. The ultimate conclusion was that the two pendulums constantly influenced each
other through the common physical connection, a realisation which eventually inspired the diverse
modern study of synchronisation in non-linear oscillators (Strogatz, 2004; Pikovsky et al., 2001).
There is an epistemological puzzle here. Putting ourselves in Huygens’ shoes, how could we
know that the pendulums were influencing each other?1 Possibly because this kind of “sympathy”
would seem profoundly unlikely to occur if they were not – we know that it is incredibly hard, if
not impossible, to construct two pendulums that swing at exactly the same frequency, and equally
difficult to start them off at exactly the same time in exactly opposite positions. Even before one
is perturbed, we have good reason to believe that there is some separate influence at work. This, I
think, bears close relation to Deborah Mayo’s conception of reasoning from error (Mayo, 1996):
an inference that the clocks influence each is warranted because if that were not the case, the
observed behaviour would be extremely unlikely (if not impossible).
But there is a second problem – how do we know that the clocks were actually influencing each
other, and not simply driven for example by a third clock just out of view? For either explanation,
we can easily imagine an experiment where the observable result of two clocks swinging in anti-
phase might be seen. However, we have an important piece of background information – assuming
we know that a third clock is not present in the experiment, then we can exclude that explanation.
If we cannot exclude such a possibility by other means, then perhaps the simplest solution is
to accept that no inference can be made – if we are not able to exclude the possibility of a third
clock, then we simply do not exclude it (though we may take steps to exclude it by means of
further experiment). We neither rule it out, nor rule it in. We could perhaps state a “probability” of
there being a third clock (or any other possible explanation), if we are forced to guess, but nothing
otherwise seems to oblige us to do so.
The information theoretic statistics discussed below can be thought of as more mathematically
precise instantiations of this type of logic. Provided appropriate background conditions are met,
we can describe the probability of a particular statistical result under a certain hypothesis and, in
the case that the probability of the result observed is low, exclude a given hypothesis. In the case
where necessary background conditions are not met, we are simply required to reserve judgement.
4.2 Severity and discrepancy
This section describes in more detail the process of statistical inference, and in particular discusses
the distinction between severity and discrepancy (to use the terms adopted by Mayo (1996)). The
1The question of how Huygens himself worked it out is also of interest, but is a problem for a historical analysis.
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following will be based on the overview of error statistics in Mayo and Spanos (2010), wherein
the following three concepts are key:
The severity requirement permits inference towards a hypothesis when it has passed a severe
test, that is, an experiment has been conducted which supports the hypothesis and would be
unlikely to produce a similar result if the hypothesis was false.
Accordance refers to how well some data fits a hypothesis. In formal approaches, it is measured
by a test statistic – something which summarizes the deviation of the data or experimental
outcome from what is expected under a given hypothesis.
Discrepancy between hypotheses – some reasonable measure of how distinct two hypotheses
are. When a hypothesis is formally specified by the true value of a parameter, the size
of the discrepancy is the difference in the hypothesised value, e.g. if one hypothesis is
H0 : β
∗ = β0 and another is H1 : β∗ = β0 + γ then γ is the discrepancy.
The concept of discrepancy is related to the traditional notion of effect size. Here we argue that
while accordances are well defined by statistical requirements, discrepancies are not – they come
instead from the model of the underlying system. In non-parametric or model free approaches the
discrepancy is usually assumed to be the same thing as the accordance (namely an information
measure). This is not in itself unreasonable, but in cases where the discrepancy is more naturally
defined by some other quantity (such as some physical causal coupling), the difference between the
“natural” discrepancy and the information theoretic discrepancy is a potential source of confusion.
To begin with, we formally define severity as follows:
(Severity, definition quoted verbatim from Mayo and Spanos, 2010) A hypothesis H
passes a test T with data x0 “with severity” if
• (S1) x0 accords with H ,
• (S2) with very high probability, T would have produced a result that accords
less well with H than x0 does if H was false.
Treating accordance as the value of a test statistic, (S1) is interpreted as stating that the value of
this test statistic is close to what it would be under the assumption that H is true. (S2) is evaluated
using the sampling distribution of the test statistic under the alternative hypothesis that H is false.
For example, we could model a system using the simple linear regression:
y = α+ βx+ ε
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The terms α and β are parameters of the model, which we assume have true values α∗ and β∗.
We are for the sake of argument interested in testing whether β∗ is zero or non-zero (and almost
entirely uninterested in α∗) – formally we specify two hypothesis H0 : β∗ = 0 and H1 : β∗ 6= 0.
If we set aside for a moment any possible causal interpretation of the linear regression then the
symbol x in the above equation can be treated as known value of a random variable X , and is
regarded as an “explanatory” variable for y, an instance of Y . A statistical test is performed after
collecting N pairs of x and y values. First we obtain from the data the maximum likelihood
estimate of the slope βˆ and then one of two test statistics, either the Z statistic with a Gaussian
sampling distribution:
Z = βˆ/
σ√∑
n(xn − x¯)2
H0∼ N(0, 1)
which is used if we know the exact standard deviation of the error term SD[ε] = σ. If we did
not know the exact value of σ we use the t statistic, which gives the Student’s t distribution with
N − 2 degress of freedom, N being the number of data points:
t = βˆ/
√ ∑
n(yn − y¯)2
(N − 2)∑n(xn − x¯)2 H0∼ t(N − 2)
Call the calculated value of Z or t from the data Z0 or t0. Assuming the calculated statistic
is non-zero the data can be said to accord with the hypothesis H1 : β∗ 6= 0, satisfying (S1)
with respect to H1. The value associated with (S2) is one minus the two-sided “tail area” of the
sampling distribution – the probability of all values of Z (t) smaller (less discordant fromH0) than
the observed value Z0 (t0). In other words, SEV(T,Z0, H1) or SEV(T, t0, H1) – “the severity
with which test T passes hypothesis H1 with data summarised by Z0 (t0)” – is PrH0(|Z| < |Z0|)
or PrH0(|t| < |t0|). (S2) states that the alternative hypothesis H1 is severely tested to the extent
that this probability is close to 1. If the severity associated with (S2) is not sufficiently high, we
might say that the observed result is not “statistically significant,” meaning that we do not “reject”
H0. This is just one way that the severity criteria (S1-S2) can be used to describe traditional
frequentist testing, in this case the Fisherian significance test where the severity (with which H1
is passed) is one minus the p value.
However we can go further using the concept of discrepancy. Mayo and Spanos (2010) discuss
how various objections to frequentist testing can be sensibly countered by combining severity and
discrepancy. For example, we can define “substantive significance” as some meaningful discrep-
ancy, say γ. Then we could produce a new pair of complementary hypotheses: H ′0 : |β∗| < γ and
H ′1 : |β∗| ≥ γ. Establishing the severity with which H ′1 is tested (which we can do from the same
data) tells us whether a substantive discrepancy can be reasonably inferred, avoiding the common
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complaint that rejecting the original “point null” H0 is trivial when the sample size is large since
in most cases it is inconceivable that the true β∗ is exactly zero.
The above example is for a model-based inferences, i.e. we started with a parametric equation
and constructed a hypothesis about those parameters. Mayo and Spanos (2010) primarily discuss
this type of inference, but non-parametric or model-free tests are also common. Note that in the
case of the linear regression, the null hypothesis (zero slope) entailed statistical independence
between X and Y . Thus let us construct an equivalent model-free test by beginning with the
definition of statistical independence for two variables:
H0 : ∀x, y ∈ X × Y,Pr(X = x ∧ Y = y) = Pr(X = x) Pr(Y = y)
It is well known that the mutual information I(X;Y ) is zero when X and Y are statistically
independent, and positive otherwise. Thus the mutual information is a candidate statistic for test-
ing this hypothesis – we will consider here how we construct the mutual information derived G test
(Sokal and Rohlf, 1991) commonly used to test for statistical dependence between measurements
of categorical or discrete-valued variables (i.e. where the sets X and Y contain a finite range of
distinct values, rather than representing a range of real values as would be typical in the regression
model).
First, we will consider a set of artificially constructed “parameters” for the system. Below
N data points are collected and nx is the number of those where X = x (likewise for ny, and
nx∧y is the number of data points where X = x and Y = y simultaneously). We expect naive
estimates of the probability of eachX and Y (and combinationX,Y ) value to converge to the true
probabilities by the law of large numbers ( .= means equal to in the limit of large N ):
θˆx =
nx
N
.
= Pr(X = x) = θ∗x
θˆy =
ny
N
.
= Pr(Y = y) = θ∗y
µˆxy =
nx∧y
N
.
= Pr(X = x ∧ Y = y) = µ∗xy
Then rewrite the hypothesis:
H0 : ∀x, y ∈ X × Y, µ∗xy = θ∗xθ∗y
We now want a test statistic based on the maximum likelihood estimates µˆxy, which (as above)
were obtained from the finite sample of N data points. These which would accord best with the
null hypothesis when µˆxy = θˆxθˆy (since we do not know the true values θ∗ we use the estimates θˆ
as ancillary statistics, Fisher, 1955). Recall that the mutual information under H0 is zero:
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IH0(X;Y ) =
∑
x,y
µ∗xy log
µ∗xy
θ∗xθ∗y
=
∑
x,y
µ∗xy log
θ∗xθ∗y
θ∗xθ∗y
= 0 (4.1)
The estimated mutual information Iˆ(X;Y ) is calculated analogously to the true mutual in-
formation:
Iˆ(X;Y ) =
∑
x,y
µˆxy log
µˆxy
θˆxθˆy
(4.2)
usually this is then normalised by multiplying by 2N to get a statistic we will call G, which is
known to be distributed as χ2 under the null hypothesis (thatX and Y are statistically independent)
(Kullback, 1959):
G = 2NIˆ(X;Y ) = 2N
∑
x,y
µˆxy log
µˆxy
θˆxθˆy
H0∼ χ2(k)
The degrees of freedom k is (|X | − 1)(|Y| − 1). The expectation of G under H0 is as a
consequence 2Nk. Under some alternative hypothesisH1 which entails a true mutual information
of IH1(X;Y ), G would be distributed as non-central χ
2 with a centrality parameter of 2NIH1 and
hence have an expectation value of 2N(k+IH1). Note that mutual information cannot be negative,
and assuming that H1 predicts statistical dependence IH1 will be strictly positive. This makes G
suitable as a measure of accordance and as a tool for inference via (S1-S2) – lower values accord
better with the hypothesis of statistical independence (H0), and the severity (when we pass the
alternative hypothesis of statistical dependence, say) can be calculated given the known sampling
distribution under H0.
What about discrepancy? Before, we defined discrepancy by changing the parameter value
claimed in the hypothesis. Now there are multiple parameters in the hypothesis (µ∗xy, θ∗x, θ∗y),
we presumably need to account for all of them and summarise the discrepancy somehow. There
are, fairly obviously, numerous ways of doing this, and a reason for picking one over the other
may depend on the task at hand. Suppose that after collecting data we propose some alternative
hypothesis H1 which specifies an alternative set of values for the parameters: H1 : µ∗xy = µ′xy.
If this hypothesis is discrepant from H0 in terms of statistical independence, but not anything
else, then we should choose the implied marginal distributions to be consistent with the known
ancillaries, i.e. choose µ′xy such that θ′x =
∑
y µ
′
xy = θˆx. A possible choice for measuring
discrepancy is the Kullback-Leibler divergence between the distribution functions f implied by
H0 and H1:
DKL(fH1 ||fH0) =
∑
x,y
fH1(x, y) log
fH1(x, y)
fH0(x, y)
=
∑
x,y
µ′xy log
µ′xy
θˆxθˆy
=
∑
x,y
µ′xy log
µ′xy
θ′xθ′y
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But this is just the “true” mutual information implied by the discrepant hypothesis H1 –
IH1(X;Y ). This is not a completely unreasonable choice of discrepancy measure, but it is not
obviously or necessarily the correct one either. In the linear regression case, the measure of
discrepancy corresponds to some model parameter, where by “model” we mean some physical
or otherwise intuitively interpretable mathematical representation of the system under study. In
the non-parametric case, the discrepancy has been defined by artificially constructing parameters,
which I will call the statistical parameters, as opposed to the model parameters, until we end up
with the discrepancy in the same mathematical form as the accordance. However, there may be
some alternative form of the model (e.g. non-linear structural equations), where model parameters
do exist and could be used to create a natural measure of discrepancy, but these model parameters
are not the same as the statistical parameters used the information theoretic measure. The res-
ult is that a discrepancy defined in terms of model parameters may be completely different to a
discrepancy defined in terms of statistical parameters.
A key point here is that the discrepancy should be a measure that is relevant and meaning-
ful from the point of view of the scientific theory which the inference is meant to address. As
noted above, it could be used to describe substantive significance – where substantive means a
discrepancy above some threshold which we regard as meaningful for reasons which are generally
specific to the problem at hand and not defined by statistical convenience. This constraint does
not apply to the accordance or test statistic, which is generally chosen precisely for its statistical
properties.
4.2.1 Neyman-Pearson tests
The Neyman and Pearson (1933) (NP) formulation of significance tests can also be compared to
the severity conditions. Remember that the severity is evaluated post-data – that is, it tells us
specifically how strongly the observed data indicate an error in a hypothesis. On the other hand,
the NP formalism is based on the properties of the tests themselves (i.e. without the data being
known). This will be convenient for our purposes as we will see later.
In the NP framework, a test is first formulated by specifying two hypotheses, H0 and H1.
A test statistic is found which measures the accordance with H0 in the same way as before. A
threshold value C is then chosen, and if the test statistic is found to be above this the test result
will be said to accord with H1, otherwise it accords with H0 – hence we have a “pre-planned”
decision procedure about which hypothesis to pass (note that neither the Fisherian test, nor the
severity requirement itself, necessarily require this). We then define two probabilities based on the
sampling distributions: the Type I error rate α is the probability that a test statistic greater than
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the threshold will be observed when H0 is true: PrH0(t ≥ C)2 (where t is the test statistic); the
Type II error rate β is the probability of a result that does not reach the threshold when H1 is true:
PrH1(t < C).
In the case where the observed test statistic exceeds the threshold t0 ≥ C, we say the the result
accords with H1 (S1), and the severity (S2) is bounded below by 1− α as follows:
SEV (T, t0, H1) = PrH0(t < t0)
= 1− PrH0(t ≥ t0)
≥ 1− PrH0(t ≥ C)
= 1− α
That is, using the fact that we know t0 ≥ C and hence PrH0(t ≥ t0) ≤ PrH0(t ≥ C) we
find that the severity is bounded below by 1 − α. If we had t0 < C we would pass H0 and find
by similar reasoning that the severity is at least 1 − β (the value 1 − β is known as the statistical
power of the test).
Supposing we have a mutual information test where H0 specifies statistical independence as
above, α can then be calculated for a given C using the χ2 sampling distribution. Assuming
an alternative hypothesis H1 is specified which predicts mutual a mutual information value of
IH1(X;Y ) then the sampling distribution of the G statistic under H1 is a non-central χ
2 distribu-
tion with centrality parameter 2NIH1(X;Y ), hence β can also be calculated.
The key difference between the NP framework and the severity approach is that we can cal-
culate α and β pre-data, if we assume that a decision cut-off C is fixed, whereas severity is only
defined post-data and allows the particular result (rather than its relation to a cut-off) to be con-
sidered. Following Mayo and Spanos (2010) there are good reasons to generally prefer the severity
approach, but the NP framework can be used to describe tests themselves (rather than experimental
results) which will be useful below when we consider hypothetical scenarios where no data have
actually been collected.
It also helps to give us an intuitive understanding of the “true” mutual information predicted
by a hypothesis IH1 . The power 1− β increases as IH1 increases (figure 4.1), thus, if H1 predicts
a higher information than H0 then the two hypotheses are easier to distinguish by experiment.
2PrH0(t ≥ C) means the probability of t taking a value greater than C according to the model implied byH0. This
might also be written Pr(t ≥ C;H0), but note that we avoid the “conditional probability” formulation Pr(t ≥ C|H0)
since that implies the existence of a “probability” for the hypothesis itself (since Pr(t ≥ C|H0) = Pr(t ≥ C ∧
H0)/Pr(H0) by definition). Frequentist methods eschew assignment of probabilities to hypotheses.
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Figure 4.1: The power 1− β increases with sample size N and mutual information IH1 .
Furthermore, this means that if we do not reject H0, we can say that we have good evidence for
H0 only in those cases whereH1 predicts a high mutual information (and thus the severity is high).
The above discussion was limited to statistical considerations without reference to the possible
causal interpretation of tests. In the following sections we will extend the argument to see how
mutual information can be justified as measuring the accordance with a hypothesis of no causal
influence between two variables.
4.3 Inference of causal influence
This section will adopt a directed acyclic graph (DAG) formalism for causal models. That is, we
regard the statement A causally influences B as equivalent to the presence of a directed path from
A to B in a graph (Spirtes et al., 2001; Pearl, 2009). This section regards a causal hypothesis as
corresponding to a possible direct causal influence between two variables, that is, a single arrow
from one variable to another. Formally, define a query graph for hypothesised influence H as a
DAG GH = (V,E, H). The graph nodes V are identified with a set of random variables, such
that the variables are assigned same symbol set V as the nodes, since there is no need generally
to maintain a distinction. There is a set of “known” edges E and a single hypothetical edge H .
These edges are ordered pairs of nodes / random variables, for example, Figure 4.2 shows two
query graphs: (a) ({A,B}, ∅, (A,B)) and (b) ({A,B,C}, {(C,A), (C,B)}, (A,B)).
The complete graph is the graph GC which represents the “true” causal relationships in the
system (i.e. the “real” system graph which we do not yet know but wish to infer). There are two
possibilities – either the influence H is present in GC or it is not. Write this as two competing
hypotheses:
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C
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(b)
Figure 4.2: Two simple causal networks. Anything not represented in the graph is assumed to
have a negligible causal relationship with anything inside the graph. The dashed arrow from A to
B represents the possibility of an effect of A on B. In (a) that is the only possible causal link, in
(b) we consider C as a common cause of both A and B.
H0 : GC = (V,E) (4.3)
H1 : GC = (V,E ∪H) (4.4)
We can build probabilistic models compatible with the two possible GC graphs implied by the
simple query graph in Figure 4.2a by assuming two independent random “noise” variables εa and
εb and assigning the realisations of A and B from functions of the two noise variables:3
H0 : a← fa(εa) b← fb(εb)
H1 : a← fa(εa) b← fb(a, εb)
The two models above are compatible with the two possible complete graphs GC implied
by the two hypotheses because the assignment to a given variable, say x, depends only the par-
ents of X in the graph and the independent noise source εx. If we assume the noise variables ε
are mutual independent (this is the Markovian assumption used by Pearl (2009) and already dis-
cussed in chapter 2) it is clear that H0 entails statistical independence between A and B and thus
IH0(A;B) = 0, therefore we should be able to use the G test outlined above for testing these two
scenarios against each other. This is the simplest type of causal inference we might want to make,
where we have assumed that there are no possible confounding factors that would lead to statist-
ical dependence between the two variables if one is not causing the other. This may be because
we have randomised variable A (to ensure that εa is genuinely independent of B), or because
of other background assumptions. That is, this may be a model of an interventional test or and
observational one, it is not important provided the background assumptions are correct.
3The assignment operator ← is used here to clarify the causal directionality of the model, but the approach is
fundamentally the same as the structural equation model formalism used by Pearl (2009), where = would be used in
place of←.
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4.3.1 Conditioning out common causes
The key utility of the graphical formalism for the methods being proposed in this paper is to gener-
alise tests of causal hypotheses to more complex situations, for example where there are common
causes that we are already aware of. Essentially, we would like to ensure that the hypothesis of no
causal influence (H0) entails a true mutual information statistic with value zero. The happens for
the conditional mutual information I(A;B|C) provided that the set of “conditioning” variables C
meets the d-separation criteria for A and B in the causal graph predicted by H0.
In a nutshell, we make A and B statistically independent by conditioning on their common
causes, without also conditioning on their common effects. The d-separation criteria (Pearl, 2009)
encapsulates this requirement formally: say that A and B are “blocked” or d-separated by C if,
for all paths between A and B:
1. the path contains a chain X → Y → Z or a fork X ← Y → Z with Y ∈ C, or
2. the path contains a collider X → Y ← Z with neither Y nor any descendant of Y in C.
Write “A is d-separated from B in the graph G by the node set C” as (A ⊥⊥ B|C)G. Given
a probabilistic model of the form introduced in the previous section which is compatible with the
graph and has an associated joint distribution over all variables P (v) it can be shown that A and
B will be conditionally independent given C in the probabilistic model if the d-separation criteria
are met for the same variables:
(A ⊥⊥ B|C)G =⇒ (A ⊥⊥ B|C)P (v) (4.5)
Where (A ⊥⊥ B|C)P (v) signifies conditional statistical independence in the probability model.
This result is the causal Markov condition (CMC) already seen in chapter 2 and is necessarily true
if the noise terms are mutually independent Pearl (2009). Recall also from chapter 2 that there is
a converse implication
(A ⊥⊥ B|C)P (v) =⇒ (A ⊥⊥ B|C)G (4.6)
known as stability. However, as was discussed, this is a distinct assumption to CMC and does
not necessarily hold everywhere that CMC is true (even though it is not uncommon for it to be
assumed to be true in causal inference procedures).
Finally, conditional statistical independence entails a conditional mutual information of zero:
(A ⊥⊥ B|C)P (v) ⇐⇒ P (a|b, c) = P (a|c)⇐⇒ I(A;B|C) = 0 (4.7)
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Combining equations 4.5 and 4.7, we can say that “d-separation implies zero conditional mu-
tual information”. This is the basis of of mutual information tests for causal influence. The manner
of this is perhaps already sufficiently implied by the above, but I will try to be specific.
Given a query graph GH = (V,E, H) take the hypothesis H0 as above to state that the true
system is compatible with the complete graph GC = (V,E) where the putative edge H is not
present. Without loss of generality the edge is H = (A,B), and if we have measurements of a set
of variables C that d-separates A and B then we know that IH0(A;B|C) is zero by equation 4.5.
The contrary hypothesis H1 that GC = (V,E∪H) must permit (though does not require without
the stability/faithfulness assumption) a non-zero true mutual information IH1(A;B|C) ≥ 0, since
the edge H introduces a path from A to B that is cannot be blocked by C.
So a greater value of an estimated information Iˆ(A;B|C) is more discordant with H0 which
we know entails a mutual information of zero. Thus low values would lead to inference of H0
and high values to inference of H1 according to (S1). But of course to establish the severity with
which the inference is obtained, we need to consider (S2) – the probability of a result as or more
accordant with the inferred hypothesis than the given one, assuming the other hypothesis is in fact
true. The complications arising from this will be more clear when we look at some examples. First
we will consider what (if any) difference an intervention makes.
4.4 Information transfer vs. flow
Again consider the query graph in figure 4.2b. Now suppose we randomised A using another
random variable U which we ensure is independent of all the existing ones. That is, for each draw
u of U we do(A = u) – the do(·) notation is introduced by Pearl (2009) to describe this kind of
intervention. Following Pearl (2009), we consider how this intervention changes the causal model:
first, in the probabilistic model we replace the assignment to a from a function of c
a← fa(c, εa)
with an assignment to whatever value is chosen for u:
a← u
In the graphical model, we can treat this intervention as removing all the edges terminating at
A, and adding a new edge (U,A). In the post-intervention model, the empty set now d-separatesA
from B as a consequence of this graph “surgery”. Thus the mutual information Iˆ(A;B) obtained
from the interventional experiment is also a valid test statistic for the same hypothesis that A does
not causally influence B.
82
Choose the marginal distribution of the “control” variable U to be identical to the marginal
distribution of A, i.e. assuming the supports of U and A are the same, let P (u) = P (a) when
u = a. The mutual information I(A;B) in this carefully configured interventional model is the
information flow as introduced by Ay and Polani (2008). That is, define the information flow
IF (A → B) as I(A;B) when A is randomised but has the same marginal distribution as it does
when it is not intervened on, this can be written in terms of causal effects:
IF (A→ B) =
∑
a,b
P (a)P (b|a˜) log P (b|a˜)∑
a′ P (a
′)P (b|a˜′) (4.8)
Here, we use P (b|a˜) as shorthand for P (b|do(A = a)). In the general case, we can also
intervene on a set of additional variables C in the same way and get a conditional information
flow:
IF (A→ B|C˜) =
∑
a,b,c
P (c)P (a|c˜)P (b|a˜, c˜) log P (b|a˜, c˜)∑
a′ P (a
′|c˜)P (b|a˜′, c˜) (4.9)
The conditional information flow IF (A→ B|C˜) is the mutual information I(A;B|C) in the
experiment where A and C are randomised.
The information flow works as a test statistic in a similar fashion to the conditional mutual
information. In a query graph where H = (A,B) is the only path from A to B (figure 4.2a),
if the hypothesised link is not real, then clearly IF (A → B) must be zero under H0 since,
having removed all the edges terminating at A, the empty set d-separates A from B in the post-
intervention model – in this case, the post-intervention model is in fact no different to the pre-
intervention model, and IF (A → B) = I(A;B). If there is however another path from A to B
(not just the direct one hypothesised, but another such as A→ C → B) then the information flow
IF (A → B|C˜) both randomises and conditions on the intermediate variable, guaranteeing it to
be zero when H = (A,B) is not present in the true system.
We have now two test statistics, the first one (introduced in the previous section) is calculated
as the standard conditional mutual information, e.g. I(A;B|C), but has additional requirements
with respect to the query graph, namely that the hypothesised link H connects A and B and that
if H is not present then C must d-separate A and B. When this condition is met, we will call it
information transfer. Information flow is also an information statistic, but implies a set of changes
to the causal graph that guarantees that it is a suitable statistic for inferring a causal influence in
the sense described above. However, these changes do not guarantee that information flow is a
more powerful test in the Neyman-Pearson sense than the equivalent information transfer statistic,
as we see in the following example.
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Figure 4.3: Example causal graph.
4.4.1 Example
Take the causal model in Figure 4.3, which shows a query graph where H0 would specify that the
link (X,Y ) is not part of the complete graph GC . Let us consider the case where (X,Y ) is in fact
present in GC , i.e. the best inference would be to reject H0.
We can do this by constructing a system modelled by Bernoulli processes denotedB(q) where
the output is 1 with probability q (and 0 with probability 1 − q). Write the system as a set of
assignments:
w ← B(qw) z ← B(qzw)
x← B(qxz) y ← B(qyx,w)
The parameters give the conditional probabilities of each variable taking a 1 given the value of
the parents of that variable in the model. Thus qw is simply a scalar giving the marginal probability
Pr(W = 1), qz and qx are vectors and qy is a matrix with the elements zero-indexed, such that
for example Pr(Z = 1|W = 0) = qz0 and Pr(Y = 0|X = 1,W = 0) = 1 − qy1,0. We set the
parameters to the following values:
qw = 0.5 qz =
 0.9
0.1

qx =
 0.5
0.8
 qy =
 0.3 0.8
0.7 0.4

The parameters have been arranged so that all the causal links in the graph (including the
hypothetical one) can be reasonably described as “real” links – i.e. the value taken by a parent
variable clearly affects the conditional distribution of its children, and the correct graph to infer
would be the full one with H as a genuine causal connection. However, the parameters have also
been chosen such that the probabilistic model violates the stability/faithfulness assumption with
respect to this true graph, i.e. when H is present X is not d-separated from Y by the empty set
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Table 4.1: Information flow and mutual information calculated for the example system.
Information measure Exact value Power at α = 0.05 Degrees of freedom
(nats) (n=50 observations)
IF (X → Y ) 0.000 0.05 1
IF (X → Y |Z˜) 0.000 0.05 2
IF (X → Y |W˜ ) 0.076 0.70 2
IF (X → Y |Z˜, W˜ ) 0.069 0.53 4
I(X;Y |Z) 0.044 0.45 2
I(X;Y |W ) 0.720 0.67 2
I(X;Y |Z,W ) 0.700 0.53 4
(since H constitutes a connection from X to Y ) but the two variables are nonetheless statistically
independent. This arises because W reverses the effect that X has on Y .
Table 4.3 shows a set of information measures which are all justified as test statistics in the
sense I have discussed. The values given are the exact values expected under the hypothesis that
the above given parameters are the true parameters for the system, call itH1. The other hypothesis
under consideration, H0, is that the edgeX → Y is not present in the true causal graph, and hence
all the information measures would be expected to be zero under H0.
Two of the information flow measures IF (X → Y ) and IF (X → Y |Z˜) are expected to be
zero. This is a problem for using these measures for inference: if we use the NP testing approach,
tests based on these measures have minimal power, which is to say they will usually indicate H0
even when H1 is true. From the severity perspective, whatever value for these statistics that is
obtained by measurement will necessarily accord equally well with the two hypotheses, making it
impossible to claim that one hypothesis can be inferred in preference to the other.
By contrast the non-interventional information transfer using Z as a variable that d-separates
X from Y gives a positive (albeit small) value for I(X;Y |Z) as desired. The point to stress here is
that the information transfer I(X;Y |Z), though not particularly ideal, is a better tool for inference
than the information flow defined on the same variables IF (X → Y |Z˜), counter to the intuition
that the interventional nature of the information flow will makes it necessarily more applicable to
causal inference. This is because whichever causal hypothesis is true, the information flow will
usually give a small value. The information transfer using W – I(X;Y |W ) – has a higher exact
value than (X;Y |Z), because conditioning on W means the strong dependence of Y on X when
W is known can be easily detected. Because Z is influenced byW under the observational regime,
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I(X;Y |Z) can likewise detect the same dependence albeit less effectively, but IF (X → Y |Z˜)
removes the dependence of Z on W , thus making it unable to detect the influence of X on Y .
Of course, since Z also influences (and thus contains information about) X we also have that
I(X;Y |Z,W ) < I(X;Y |W ), thus the information transfer statistic does not necessarily become
more powerful as more variables are added, and neither does the information flow since in this
case IF (X → Y |Z˜, W˜ ) < IF (X → Y |W˜ ).
This example is somewhat artificial and some might suggest even contrived. The point how-
ever is merely to demonstrate that the usefulness (for inference) of the information measures de-
pends largely on which variables are conditioned out and not necessarily on whether an interven-
tion has been performed, as can be seen from the range of values in Table 4.1.
This is an example of a violation of the stability assumption, albeit a more subtle one than
the birth control-thrombosis example seen in chapter 2. However, the same arguments regarding
stability apply. Some would argue that such a parametrisation is in some sense unlikely – recall
from chapter 2 the argument that precise choices of the parameters that violate stability (such as
the ones chosen above) have Lebesgue measure zero over the space of all parameters. Not only is
this argument questionable in its own right, small changes could still be made to the parameters
without qualitatively changing the result. For example, with
qy =
 0.31 0.8
0.69 0.4

the system does, strictly speaking, meet the stability assumption – X is no longer statistically
independent of Y . However, this change has a negligible impact on the power of the different
statistics – the information flow IF (X → Y |Z˜) will still provide a less useful statistic than the
information transfer I(X;Y |Z). Thus it is quite conceivable that there is a range of values for the
parameters for which intervention would not improve the inferential power of the results.
4.5 Causal influence in time series
The previous section showed that two forms of estimated conditional mutual information, “in-
formation transfer” and “information flow” are useful and general statistics for evaluating causal
hypotheses provided certain causal assumptions are met. It has also shown that neither can be
considered generally more useful for the purposes of inference. This section will consider these
measures specifically in terms of time series.
Time series are worth discussing separately because although it is generally quite easy (as we
will see) to create “dynamic” causal DAGs that model time series scenarios, they can introduce a
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distinct set of assumptions that are required.
We begin by defining a temporal causal model for an m-dimensional system as follows:
• At each time t ∈ Z the m-variable random vector Xt represents the system state. Treating
t as an integer gives discrete time steps, though these may in practise be discrete samples
of a continuous time process. The state at location i and time t is represented by a random
variable Xi,t. The complete set of variables is a vector V = 〈. . .X−1,X0,X1,X2 . . . 〉 and
there is a set of causal influences E.
• The system must be temporally Markovian (distinct from the CMC Markov requirement
above). This means the state vector at time t is probabilistically determined by the state
at time t − 1 and thus independent of all previous time steps, i.e. for all n ∈ N, we have
(Xt ⊥⊥ Xt−1−n|Xt−1)G which implies (Xt ⊥⊥ Xt−1−n|Xt−1)P (v). Further, there are no
“instantaneous” interactions between variables at the same time t.
• The system must be causally time invariant in the sense that there is a causal influence
Xi,t−1 → Xj,t at a given value of t if and only if the exact same causal influence exists for
all t ∈ Z. This means that there is a corresponding edge in the causal graph at all times, and
the edge represents the same data generating relationship.
• We apply a topological constraint to the causal model by defining a distance between any
two random variables across one time step ||Xi,t−1 −Xj,t|| and specifying a bound on that
distance. Only variables which satisfy the constraint are considered as having a possible
causal influence edge connecting them in the model.
A typical topological constraint is the “light-cone” found in 1D cellular automata or random
fields (cf. Shalizi, 2003; Lizier and Prokopenko, 2010), i.e.
||Xi,t−1 −Xj,t|| = |i− j| ≤ 1
The constraint is illustrated by Figure 4.4 – the light-cone represents a spatio-temporal con-
straint on the possible causal influences, corresponding to some assumed maximum speed for
transmission of causal effects.
Of the edges allowed by the topological constraint, we wish to know which ones really exist.
That is, we can specify a hypothesis in terms of two locations i and j, and ask whether the causal
influence exists from one to the other (due to the time invariance assumption, we are evaluating
the link at all time t or for any given time t equivalently).
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Figure 4.4: “Dynamic” causal model including a light cone shown in grey emanating from X2,0,
which highlights those nodes (directly or indirectly) causally influenced by X2,0.
4.5.1 Ergodicity assumption
This section describes an example that fits the above paradigm for temporal causal models as an
illustration of the importance of ergodicity in applying information statistics to time series. A
similar system was studied by Ay and Polani (2008) in respect of information flow.
For this example we study two different systems, each comprising two binary time series
variables At and Bt (that take either 0 or 1). In system 1 the values of the variables are swapped
at each time step:
〈at, bt〉 ← 〈bt−1, at−1〉
On the other hand, the states are inverted at each step in system 2:
〈at, bt〉 ← 〈1− at−1, 1− bt−1〉
Treating the full state vector of the system at each time step as the state of a Markov chain, the
systems are shown graphically in Figure 4.5.
The causal influences in the two systems are quite different. In system 1, node A influences
node B and vice versa at each time step. In system 2, the two nodes only influence themselves.
Suppose then that we wish to estimate the causal influence of node A on node B, and we construct
the model shown in Figure 4.6, which satisfies all of the criteria of our time series modelling
approach. The hypothesised link is H = (At−1, Bt) at any time t (recall the time invariance
requirement). It is clear from Figure 4.6 that Bt−1 d-separates At−1 from Bt. Therefore, we
argue that I(At−1;Bt|Bt−1) is a suitable test statistic for the hypothesised causal influence H .
The information transfer applied to time series in this way is the transfer entropy as defined by
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〈0, 1〉〈1, 0〉
〈1, 1〉
(a) System 1
〈0, 0〉
〈0, 1〉〈1, 0〉
〈1, 1〉
(b) System 2
Figure 4.5: Example systems in Markov chain state diagram form (in this example all transitions
have probability 1).
A0 A1 A2 A3
B0 B1 B2 B3
Figure 4.6: Causal time series model of a simple two element system
Schreiber (2000), which we will write as TA→B . This is a non-linear generalisation of “Granger
causality” – the notion of causality as the improvement in prediction about the future of the target
time series when the past of the causal variable is considered (Barnett, 2009).
Suppose we initialise both systems 1 and 2 at t = 0 with the state vector 〈a0, b0〉 = 〈1, 0〉.
Then in either system, the next state will be 〈0, 1〉, and 〈1, 0〉 follows from that leading to a period
2 sequence. This sequence is the same in either system and is represented by the horizontal two
state subgraph linking 〈0, 1〉 and 〈1, 0〉 in Figures 4.5a and 4.5b.
We then attempt to estimate the transfer entropy TA→B by taking the relative frequencies of
the states over all time steps in the observed sequence. It is easy to calculate that for either system
the estimated transfer entropy will be zero. This is problematic, since we know that in one case
(system 1) a causal link is present from A to B and in the other (system 2) it is not.
However, this method assumes that the relative frequency of states in the time series is a
suitable estimator for the non-interventional probability distribution of those states. But from
Figure 4.5 we see that the Markov chains under study are reducible and periodic,4 either of which
is a sufficient condition for the system to be non-ergodic.
The assumption of ergodicity is often used in information theory and time series analysis to
justify the use of time-based averages as estimates of probability distributions. In ergodic systems,
4Reducible because there are pairs of states (such as 〈0, 1〉 and 〈1, 1〉) where we cannot transition from one to the
other in a finite number of steps. Periodic because all return paths from, e.g. the state 〈1, 0〉 back to itself pass through
a multiple of 2 transitions.
89
probabilities estimated using frequencies in time series observations will tend towards the true
probability distributions in the long run (irrespective of the starting ensemble distribution – ergodic
systems “forget” their initial conditions). A readable justification for this approach can be found in
Breiman (1969). Ergodicity was already briefly discussed in chapter 2 as a problem for the causal
Markov condition – recall the argument made by Sober (1984, 2001) that the price of bread and
the sea level in Venice both rise concurrently but do not have a causal connection. The problem
there, as here, is that the data points cannot be translated into probabilities from a single time series
without the ergodicity assumption.
If we use the correct non-interventional distributions, P (bt|at−1, bt−1) etc. (which we know
from the model equations) we find that the transfer entropy for system 1 is in fact under-determined
by the problem as specified. We must also know the probability distribution for the starting state
in order to calculate it, that is, we must know the distribution P (a0, b0) from which the later
states follow (we discuss the precise result further as an appendix to this chapter in section 4.7).
However, this starting distribution cannot be established from looking only at a single time series,
since we have seen only one instance of 〈A0, B0〉.
Thus, although it perhaps appears that the transfer entropy TA→B is zero system 1, contra-
dicting the intuition that it should be positive since there is a genuine causal influence from A to
B, the true transfer entropy for this system may in fact take a positive value depending on the
distribution P (a0, b0). The problem is not that the transfer entropy gives the “wrong” result, but
that the non-interventional distributions cannot be sensibly estimated from time series data taken
from observation of a non-ergodic system.
Interestingly this problem does not really go away when the information flow is used. A
result for information flow can be given (see Ay and Polani, 2008) for the case where we have a
certain starting distribution, however it is a significant subtlety that this starting distribution is still
required for information flow, even though information flow and transfer entropy give different
precise values. Indeed, depending on the starting distribution, both information flow and transfer
entropy can give a result of zero (again see section 4.7 for a full discussion of both the transfer
entropy and information flow results).
4.5.2 Higher dimensions, continuous time series and delay embedding
The previous example had only two variables in the causal network, What about the more general
case? What happens, for example, when we increase the number of dimensions? Here we consider
how transfer entropy may be somewhat justified for low-dimensional dynamical systems with
more than two dimensions. We also investigate the relationship between the transfer entropy and
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the physical strength of coupling in dynamical systems.
Figure 4.4 shows a system with 4 dimensions. If we were looking at the hypothesis H =
(X1,t−1, X2,t) in this context, clearly X2,t−1 no longer satisfies the d-separation requirement for
information transfer. One possibility is to extend the conditioning set of the transfer entropy so that
we condition on all the parents of the target variable (in this caseX2) as defined by the topological
constraint. For example we could use:
I(X1,t−1;X2,t|X2,t−1, X3,t−1)
Alternatively, transfer entropy is often calculated on a more complete history of the condi-
tioning variable. That is, take the conditional mutual information or transfer entropy with a k-
history of the target variable as the conditioning term: Tˆ (k)1→2 = Iˆ(X1,t−1;X2,t|X(k)2,t−1) where
X
(k)
2,t−1 = {X2,t−k, . . . , X2,t−1}.
Of course, X(k)2,t−1 still does not strictly d-separate X1,t−1 from X2,t, since for any finite k
there is a path going from X1,t−1 to X2,t passing though X2,t−k−1 that is not blocked by X
(k)
2,t−1.
However, it is generally accepted that larger values of k give better estimates of the transfer en-
tropy.
A (non-rigorous) way to justify this approach is by analogy to the common practice of attractor
reconstruction (Sauer, 2006) in time series analysis. This technique is only applicable to time
series generated from continuous time systems. For example, take the well known Lorenz system,
defined on a three dimensional state space v = (x, y, z) with the differential equations:
x˙ = fx(v) = σ(y − x) y˙ = fy(v) = x(ρ− z)− y z˙ = fz(v) = xy − βz
The parameters σ, ρ and β can be adjusted to create different dynamics, with the combina-
tion σ = 10, ρ = 28 and β = 8/3 creating a chaotic, ergodic dynamic (justifying the use of
probabilities based on time series). Since the output of the system is continuous in time, we can
choose a short time delay τ and after each delay period sample the values of the system variables
to generate the time series data. The choice of τ can be made heuristically (Kantz and Schreiber,
2003), for the examples here we use τ = 0.2, approximately one quarter of a cycle.
The system equations suggest a causal model shown in Figure 4.7. The topological constraint
is defined by the dynamical functions f – the edge (Ut−1, Ut) is present for any variable U , and
the edge (Wt−1, Ut) is added where W and U are distinct only if w appears in the formula for fu.
For example, Yt has the direct parent set of {Xt−1, Yt−1, Zt−1} because x, y and z all appear
in the function fy (though Yt−1 would be included anyway).
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Figure 4.7: Causal model of the Lorenz system, the edge (Xt−1, Yt) has been made “hypothetical”
for illustration.
This approach is inevitably somewhat of an approximation. In the case of ordinary differential
equations, it simply matches the intuition that intervening on one variable at a particular point in
time will immediately impact (in the next short time step) just those variables which depend on it
in their dynamical equations. If we solved the system using Euler integration with a time step τ ,
we would have the generating process (for the Lorenz system):
xt ← xt−1 + τσ(yt−1 − xt−1)
yt ← yt−1 + τ(xt−1(ρ− zt−1)− yt−1)
zt ← zt−1 + τ(xt−1yt−1 − βzt−1)
In which case the topological constraint matches literally the generating system. More gener-
ally, we can at least be sure that if the differential equations in fact specify two disjoint subsystems
(i.e. two uncoupled systems where the variables specific to each subsystem never influence, even
indirectly, the variables in the other), then those subsystems will be disjoint in the causal model.
Trajectories in chaotic systems tend towards “strange attractors.” Interestingly, and usefully,
Takens’ delay embedding theorem states that trajectories or attractors in the x, y, z plane can
be “reconstructed” by taking a history of length k from any one of the three variables after
the temporal sampling, provided that k > 2m where m is the box-counting dimension of the
attractor (Sauer and Yorke, 1991; Kantz and Schreiber, 2003). In light of this, consider the
transfer entropy T (k)X→Y = I(Xt−1;Yt|Y(k)t−1) – if k is large, then state of the history Y(k)t−1 =
{Yt−k, Yt−k, . . . , Yt−1} should be enough to determine the full state of the system at time t − k,
i.e. {Xt−k, Yt−k, Zt−k}. This is a state which d-separates Xt−1 from Yt according to the causal
graph.
In realistic scenarios, the embedding theorem may not apply exactly (in the case that the system
under study is purely a low-dimensional dynamical system). Thus the justification of transfer
entropy as a statistic for causal inference in general depends on a heuristic assumption that the
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history (e.g. Y(k)t−1) gets “close to” d-separating the causal (Xt−1) and effect (Yt) variables by
virtue of containing information about the full state of the system at a prior time point.
As an illustration, consider the null hypothesis of no causal interaction in a pair of coupled
Lorenz systems. Each system is denoted by the subscript index i ∈ {1, 2}, and we rewrite the
Lorenz equations as:
x˙i = σ(y
′
i − xi) y˙i = xi(ρ− zi)− y′i z˙i = xiy′i − βzi
The y′i are introduced to allow coupling the two systems – we introduce a coupling parameter
γ ∈ [0, 1] and set:
y′1 = (1− γ)y1 + γy2 y′2 = (1− γ)y1 + γy2
So for γ = 0 we have two fully independent Lorenz systems, but as γ is increased the systems
become increasingly coupled. At around γ = 0.6 a transition is observed to a synchronised chaotic
dynamic – both systems remain chaotic but each follows the trajectory of the other exactly. This is
an example of chaotic synchronisation, comparable to the synchrony experiment in chapter 3 (see
also Pikovsky et al., 2001).
For non-zero coupling, the two systems causally interact through the y variable, and we there-
fore expect positive transfer entropy TˆY1→Y2 . The estimated transfer entropy is shown in Figure
4.8 as the solid thick line, and we see that the estimated transfer entropy initially increases for
low coupling values, but for very high coupling, when the systems become fully synchronised,
the transfer entropy returns to zero. This results from the lack of ergodicity that occurs when the
system becomes synchronised – since the Y1 and Y2 series are exactly the same in this case, any
history of Y(k)2.t−1 is bound to condition out the mutual information between Y1,t−1 and Y2,t.
This exact synchrony, leading to loss of ergodicity, changes if we add noise into the system.
A stochastic simulation can be obtained using the order 1.0 Runge-Kutta integration method for
stochastic differential equations (Sauer, 2012). The grey lines in Figure 4.8 show how the transfer
entropy increases in the strong synchrony region when even a small amount of noise is added to
the system (the maximum noise variance we used was σ2 = 1, which is small compared to the
cycle amplitude of the Lorenz system). The stochastic element causes enough variation in the
sequence that the causal influence can be detected. Note that this stochastic variation does not
entirely destroy the synchronisation effect – the coupled systems are still closely synchronised, as
can be seen from the time series in Figure 4.9. This means that even when the system is ergodic
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Figure 4.8: Transfer entropy for coupled Lorenz system. Lines and error bars show mean and
standard error of 10 samples of Iˆ(Y1,t−1;Y2,t|Y(4)2,t−1) − 162n where Iˆ is obtained from a binary
maximum entropy binning of all the variables on a simulated coupled Lorenz system, and 162n is
the bias of the statistic with 16 degrees of freedom and n = 2496 samples. The thick back line has
no dynamical noise. The other two lines are estimated with simulated Gaussian noise of standard
deviation σ2 = 0.1 (grey) and 1 (light grey).
(after introducing a small amount of noise), the transfer entropy can decrease even as the coupling
strength γ increases.
4.6 Discussion
This chapter has approached two seemingly distinct issues and it is important to draw them to-
gether at this point. First, we have seen that information flow does not necessarily provide an
improvement over information transfer for inferring the presence of causal influence. Second,
it has been argued that we must distinguish between the inferential value of a statistic and the
measurement of causal strength.
In fact, these are two sides of the same problem. Information transfer only appears to have
problems as a tool for inference as long as we are expecting it to also measure strength. In the
coupled Lorenz system, for example, we saw that increasing coupling strength first led to an
increase in transfer entropy, but then transfer entropy drops under strong coupling. This leads us to
naively interpret transfer entropy as having failed as a tool for detecting causality, and encourages
looking for other statistics such as information flow that would be better at detecting causality.
However, from the inferential perspective, we can see that transfer entropy is unlikely to be
positive in the absence of a causal influence, and so high transfer entropy values do have inferential
utility, according to the theory of inference discussed in section 4.2. The problem is only that low
transfer entropy may occur both due to no causal influence, or because of a very strong causal
influence.
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Figure 4.9: A short time period of strongly coupled Lorenz systems. The coupling parameter is
γ = 0.7 so the Lorenz systems are highly synchronised. As a result the two variables yi, i ∈ {1, 2}
follow each other closely. A relatively large Gaussian noise component with standard deviation
σ2 = 1 is added, so the two time series are seen to deviate slightly from each other, but the general
synchronisation is maintained.
This asymmetry is highlighted by the Neyman-Pearson model of testing introduced at the be-
ginning of this chapter. Recall that the statistical power 1 − β is defined as the probability of a
positive result when the positive hypothesis is in fact true. The example in 4.4.1 showed calcula-
tions of the power for information statistics under a specific positive hypothesis (the presence of a
defined causal influence). The statistical power has two important and related ramifications:
1. Literally, it tells us the probability of detecting a causal influence when that causal influence
is present – since it monotonically increases with the exact value of the information under
the positive hypothesis that the causal influence is indeed present, the information is a proxy
for statistical power. That is, the information is a measure, not of the strength of a causal
influence but of the epistemological “obviousness” or clarity of that causal influence, under
a particular observational (information transfer) or interventional (information flow) regime.
2. Moreover, the power (and by association information) places an upper limit on the severity
(as defined in section 4.2) with which we can reject the presence of that causal influence in
the case where we measure a low empirical information transfer or flow. That is, when we
have a strong enough theory to specify the type of causal influence we are hypothesising,
we can calculate the power and hence the inferential value of a “negative” (low information)
result.
Information flow is a useful inferential statistic, but no more so than information transfer. We
cannot say in the general case that one is preferable over the other – which is more useful from an
inferential perspective is a consequence of the power and severity considerations described.
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This chapter demonstrates the causal interpretation of information transfer, and the related
time series statistic transfer entropy. The causal graphical modelling approach of Pearl (2009)
(similar to Spirtes et al., 2001) has been adopted to make this interpretation clearer.
In time series, I adopt a structural, mechanical view of causality where causal influence in-
volves the transfer of information at a limited velocity from a point where the information is
introduced at Xt to a point where its effect is seen at Yt+n (cf. the “mark transmission theory of
Salmon, 1984, 1998). “Chain DAG” temporal models as used here are found in various forms in
the literature, but are not the only approach to causality in time series, for example, some tech-
niques allow causal influences to cross multiple time lags or to occur “instantaneously,” resulting
in a slightly different conception of temporal causality, effectively relaxing the temporal Markov
constraint used here (Rissanen, 1987; Eichler, 2012a,b; Amblard and Michel, 2011; Runge et al.,
2012b). Though the these approaches are not immediately commensurate with the one presen-
ted here, there are clearly a number of parallels in the conceptions used, in particular, the use of
Granger-type notions of temporal causality.
Particular emphasis is placed here on the ergodicity assumption, which justifies interpreting
the proportion of time the system spends in a given state as the probability of that state at any given
time. We do not have to look hard for precedents for this assumption in the information theory
literature: Shannon (1948) and Wiener (1965) gave it central importance, and further motivations
for its importance can be found in modern references on time series such analysis (Breiman, 1969;
Kantz and Schreiber, 2003). However, it seems to have been recently neglected somewhat: Ay
and Polani (2008) give a non-ergodic example to show the limits of information transfer, but
do not mention the word ergodicity. Eichler (2012a) states that (emphasis added): “because of
stationarity, edges in this graph [referring to temporal DAGs of the form used in the current
paper] are translation invariant,” justifying the equivalence of an edge from X1,t to X2,t+1 at a
given time t to the same edge at all times t. This is correct in a certain sense, but it glosses
over the significant difference between stationarity and ergodicity.5 Without ergodicity, even the
interventionally constructed information flow does not define a unique quantity when applied to
time series.
Violations of ergodicity are likely to lead to underestimation of causal influence (overestim-
ation is not possible since, even without ergodicity, d-separation in the causal structure implies
statistical independence in the data). Here a simple synchronising system has been used to demon-
strate this, a similar but more complex example is discussed in chapter 3. The ergodicity problem
5In fact, Eichler (2012a) does assume ergodicity, which can be obtained in Gaussian autoregressive models from
conditions on the covariance matrix or the spectral density matrix. Assumption 2 in that reference adds such a condition,
but does not call it “ergodicity.”
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can naturally also be avoided when a system is simulated from a known distribution of starting
conditions, and estimates obtained by averaging across the ensemble (e.g. Williams and Beer,
2010a; Lizier and Prokopenko, 2010; Ceguerra et al., 2011).
4.6.1 Information dynamics and complexity
A final point about information has not been discussed above but should not be neglected as it is
central to the arguments of much of the work cited. An outgrowth of the modern approach to com-
plexity science is the view that almost everything can be described computationally – in terms of
information transfer, storage and processing (e.g. Crutchfield and Mitchell, 1995; Mitchell, 2006;
Lizier, 2010). This view has its own motivations, not necessarily related to establishing causal
effects. Modern scientific models are quite often literally computer programs. Even when they
are not, it seems natural to ask, for example, what information sensory organs provide to guide an
organism’s behaviour or how a school of fish “communicates” to form a coherent swarm. Inform-
ation is transferred between components, stored at various locations, old information is processed
new information is “computed” by the functioning and interaction of system components. Com-
putational and information theoretic views of this sort are increasingly found in the study of, for
example, biological systems (Kitano, 2002; Cohen, 2006; Nurse, 2008), human, animal or robot
behaviour (Pfeifer et al., 2007b; Lungarella and Sporns, 2006; Klyubin et al., 2008; Pitti et al.,
2009), physical or environmental dynamics (Baptista and Kurths, 2005; Runge et al., 2012b) and
economic and social mechanisms (Epstein, 1999; Rosvall and Bergstrom, 2007; Oka and Ikegami,
2012).
This focus on information as a statistical inference tool largely ignores the non-linear prop-
erties of information, namely that unlike linear correlation, the mutual information increases as
the relationship between the measured variables becomes more “complex.” This view leads to a
number of information theoretic definitions of complexity – some examples being Bialek et al.
(2001); Crutchfield and Young (1989) and Rissanen (1986).
Information flow is derived from calculations of causal effects, and thus explicitly depends on
the causal model. Lizier and Prokopenko (2010) argue that only information flow reflects causality
and information transfer should be used to describe computation, which we might regard as being
a “complexity” view of information transfer. In fact we can correctly view both information flow
and information transfer as measures of both causal influence and complexity (with the caveat
that information transfer must be defined with respect to causal criteria as we have done here).
In the case of causal influence, we can say that the difference between the two is a question of
inferential power. In the case of complexity there is clearly a difference (since the two values do
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not always coincide), but the exact nature of this difference is perhaps unclear as a result of the
inherent ambiguity of the word “complexity.”
Hopefully, this analysis puts on a clearer footing the understanding of information transfer as a
measure of causal influence that is often alluded to but not explicated in the literature. On the one
hand, it is clearly appropriate to be cautious about inferring causal influences from observational
data, but on the other, we need a good understanding of what observational statistics are actually
showing, and to acknowledge that in fact the causal interpretation is not without justification.
4.7 Information flow and transfer entropy for Markov chains
We discuss the general results for the Markov chain “system 1” in section 4.5.1. We show that both
transfer entropy and information flow are undefined without knowledge of the initial distribution
P (a0, b0). We also show that they may be undefined even when we do know this. The results for
one particular starting distribution are given for this system by Ay and Polani (2008) – we discuss
the more general case where the starting distribution can be anything.
The transfer entropy of interest is TEA→B defined as
I(At−1;Bt|Bt−1) =
∑
P (at−1, bt, bt−1) log
P (bt|at−1, bt−1)
P (bt|bt−1)
The sum is taken over all possible combinations of values for at−1, bt and bt−1 (where each
can be either 0 or 1). But note that the system definition ensures that bt must always be the same
as at−1, and so
P (at−1, bt, bt−1) =
 P (at−1, bt−1) bt = at−10 bt 6= at−1
We can thus neglect terms from the sum where bt 6= at−1, and substitute the joint distribution
as follows from the above:
∑
P (at−1, bt−1) log
P (bt|at−1, bt−1)
P (bt|bt−1)
Furthermore, we are only considering terms of the sum where bt = at−1 we can make the
following substitutions:
P (bt|at−1, bt−1) = P (at−1|at−1, bt−1) = 1
and
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P (bt|bt−1) = P (at−1|bt−1)
Thus the transfer entropy becomes:
I(At−1;Bt|Bt−1) =
∑
P (at−1, bt−1) log
P (bt|at−1,bt−1
P (bt|bt−1)
=
∑
P (at−1, bt−1) log 1P (at−1|bt−1)
= H(At−1|Bt−1)
This value is not defined by the problem definition as specified, unless we give a distribution
at the start time t = 0 from which the initial values a0 and b0 are drawn:
P (a0, b0)
From which we can arrive at H(A0|B0) =
∑
P (a0, b0) log
P (b0)
P (a0,b0)
. Since the variables
are swapped at each time step, it follows that H(B1|A1) = H(A0|B0). In general H(Bt|At) =
H(At−1|Bt−1), by the symmetry of the system alsoH(At|Bt) = H(Bt−1|At−1) = H(At−2|Bt−2).
Inductively, it follows that
I(At−1;Bt|Bt−1) = H(At−1|Bt−1)
=
 H(A0|B0) t evenH(B0|A0) t odd
This gives the peculiar result that the transfer entropy is dependent on the actual value of t
referred to. Usually, we would consider t a “dummy” variable – since typically the transfer entropy
should be invariant to the choice of t. This will happen in cases where H(A0|B0) = H(B0|A0),
which is true at least for the starting distribution given by Ay and Polani (2008), namely
P (a0, b0) =
 0.5 a0 6= b00 otherwise
That is, the starting states 〈0, 1〉 and 〈1, 0〉 have equal probability, and other starting states
(〈0, 0〉 and 〈1, 1〉) can never occur. In this case, the transfer entropy is zero as noted by Ay and
Polani (2008), since H(A0|B0) = 0 – this follows from the fact that the value of A0 is always 1 if
B0 is 0, and 0 if B0 is 1.
However there are other starting distributions that give defined results for transfer entropy
that are non-zero: for example allowing all four start states with equal probability. In this case,
H(A0|B0) = 1 bit, and so transfer entropy is 1 bit, corresponding to the intuition that A is a cause
of B in system 1.
For the equivalent information flow, recall the formula:
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IF (At−1 → Bt|B˜t−1) =
∑
at−1,bt,bt−1
P (bt−1)P (at−1 |˜bt−1)P (bt|a˜t−1, b˜t−1)×
log
P (bt|a˜t−1, b˜t−1)∑
a′t−1
P (a′t−1 |˜bt−1)P (bt|a˜′t−1, b˜t−1)
We can again neglect terms in the main sum, since P (bt|a˜t−1, b˜t−1) is clearly 1 if bt = a˜t−1
and 0 otherwise. We can also neglect all but one term of the sum in the denominator of the
fraction inside the log: P (bt|a˜′t−1, b˜t−1) is 1 if and only if a′t−1 = bt = at−1. Furthermore, notice
that P (at−1 |˜bt−1) = P (at−1) as a result of the intervention on bt−1 – this intervention ensures
that bt−1 is not dependent on any causal antecedent it might share with at−1, and since the two
variables have the same time index clearly bt−1 cannot influence the value of at−1.
IF (At−1 → Bt|B˜t−1) =
∑
at−1,bt−1 P (bt−1)P (at−1 |˜bt−1) log 1P (at−1 |˜bt−1)
=
∑
at−1,bt−1 P (bt−1)P (at−1) log
1
P (at−1)
=
∑
bt−1 P (bt−1)
∑
at−1 P (at−1) log
1
P (at−1)
=
∑
at−1 P (at−1) log
1
P (at−1)
= H(At−1)
=
 H(A0) t evenH(B0) t odd
following a similar inductive argument as before. Hence the information flow is again un-
defined in the general case. For starting distribution with 〈0, 1〉 and 〈1, 0〉 having probability 0.5
each, it is however 1 bit. Of course it could also be zero, for example if the starting distribution
allowed only one possible configuration with probability one.
The key point from the above is that neither the information flow nor the transfer entropy
necessarily give a result that corresponds directly to the intuition about cause: we know in system
1 thatA causesB, but depending on the distribution for the starting state, both the transfer entropy
and information flow can be zero.
We should also note that some of the starting distributions given do not correspond to our
intuitions about causal DAGs. If we consider our general causal DAG time series model for two
variables A and B in figure 4.6, note that we have drawn A0 and B0 as separate nodes, which is
natural according to our definition of a temporal DAG. However, for the CMC to hold with respect
to this DAG, note that the two “root” nodes of the graph (the nodes with no parents – A0 and B0)
should be statistically independent of each other (recall this is the Markovian assumption from
with Pearl (2009) derives the CMC, see chapter 2).
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Some of the starting distributions we have considered, for example the one used by Ay and
Polani (2008) which allows only 〈0, 1〉 and 〈1, 0〉 as starting states clearly do not conform to
this requirement. Ay and Polani (2008) avoid having a non-Markovian graph by making a single
starting node for the combination A0, B0.
However, if we wish to maintain our graphical model where A0 and B0 are separate nodes,
then if the system is Markovian with respect to this graph, A0 and B0 must be statistically inde-
pendent, i.e. the starting distribution must satisfy
P (a0, b0) = P (a0)P (b0)
It follows from this that H(A0|B0) = H(A0) and hence for systems which are Markovian in
this respect, the information flow and transfer entropy must be the same.
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Chapter 5
Convergent cross-mapping and transfer
entropy
This chapter discusses the convergent cross-mapping (CCM) technique for detecting causal in-
fluences. This technique has been advocated recently as being particularly suitable to the study
of non-linear dynamical systems, being based on a substantively different concept of causation
than the Granger type methods (including transfer entropy) that we adopt elsewhere in this thesis
(Sugihara et al., 2012).
This chapter attempts to place CCM on a similar footing to the other work in this thesis,
by deriving an information theoretic analogue of CCM, which we call cross-embedded mutual
information (CMI). Doing so allows us to make a comparison between CCM and transfer entropy
by placing them both in the same information theoretic framework in the formulation of CMI.
Furthermore we argue that CMI has a number of theoretical and practical advantages over
CCM, but under fairly mild conditions CMI approximates CCM. Furthermore CMI is bounded
from below by the time-delayed mutual information (TDMI). As a result, CCM and CMI have
many of the same disadvantages as TDMI relative to the currently more widespread approach of
transfer entropy. Specifically, while transfer entropy is known to be vulnerable to non-separability
of antecedent predictors, CCM/CMI is vulnerable to non-causal information transfer (like TDMI).
This suggests that the difference between the new CCM method and more established Granger
causal methods including TE is largely a sensitivity/specificity trade-off (i.e. we trade false neg-
atives for false positives), rather than as previously claimed a consistent advantage for CCM for
analysis of coupled non-linear dynamical systems.
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5.1 Introduction
Convergent cross-mapping (CCM) (Sugihara et al., 2012) has recently been proposed as a novel
method for detecting causal relationships in weakly coupled non-linear dynamical systems. Primar-
ily the approach consists of assessing the statistical correlation between a putative causal time
series variable X and a prediction of X derived from a delay embedding of a potential effect Y .
Sugihara et al. (2012) present CCM in contradistinction to the more established Granger causality
paradigm (Granger, 1969), which starts from different assumptions about the nature of causa-
tion. Granger causality and related methods such as transfer entropy (Schreiber, 2000) (generally
seen as a non-linear generalisation of the more traditional Gaussian auto-regression approach to
Granger causality (Barnett, 2009)) represent causal relationships as the relative improvement in the
prediction of the effect variable when the state of the causal variable is added to the pre-existing
information about the state of the world excluding the causal variable.
The advantages claimed by Sugihara et al. (2012) for CCM over Granger causality are in
dealing with non-linearity and non-separability of the causal variable. Non-linearity is likely to be
less of a problem for transfer entropy, which is inherently a model-free statistic (by virtue of its
information theoretic formulation), than auto-regression based Granger causality.
Separability refers to a well known problem with Granger causality (in fact noted by Granger
(1969)) – that it assumes it will be possible to exclude, or separate, genuine causes from common
causes. That is, Granger causality measures the difference in uncertainty regarding the “effect”
variable between two states of background knowledge – in one, we have access to all prior in-
formation including the causal variable, and in the other we have access to all prior information
excluding the causal variable. As a result we must assume that the available measurements of vari-
ables that are not the putative cause (e.g. the historical state of the effect variable) do not contain
information about the state of the causal variable. This is generally not the case for coupled dy-
namical systems, and can lead to non-detection of genuine causal influences. This problem applies
equally to transfer entropy.
This chapter investigates the claimed advantages of CCM over Granger casual methods includ-
ing TE. Section 5.2 reviews CCM and attempts to formalise the sense of “causation” that appears
to be intended by Sugihara et al. (2012), in effect we assume causation in this context means non-
zero (and non-trivial) coupling between dynamical systems. Section 5.3 introduces our proposed
alternative to CCM, cross-embedded mutual information (CMI)
CMIX→Y = I(Xt;Yt, Yt+1, . . . , Yt+m−1) (5.1)
and discusses conditions under which CMI is bounded from below by a monotonic isomorph-
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ism of CCM.
Reformulation as CMI makes clear the distinction (and similarities) between CCM and Granger
methods. However, as discussed in section 5.4, CMI is bounded from below by time delayed
mutual information (TDMI), which is known to overestimate causal influences as a result of non-
causal information transfer (correlations introduced by common causes). Section 5.5 compares
CCM and CMI with two transfer entropy measures. This appears to confirm first that CMI approx-
imates CCM, and that CCM/CMI trades spurious non-detection of genuine causes in Granger/TE
methods (due to non-separability) for spurious over-detection of non-existent causes (due to non-
causal information transfer).
5.2 Convergent cross-mapping
Consider a two variable discrete time dynamical system defined as follows:
xt+1 = fx(xt, yt)
yt+1 = fy(xt, yt)
(5.2)
With t ∈ Z+ and (xt, yt) ∈ (X ,Y) ⊆ R2. Without subscripts variables represent complete
time series, e.g. x = {x0, x1, ...}. The initial values x0, y0 are a sampled from specified random
variables X0, Y0. For each subsequent t, xt, yt can be likewise treated as samples from Xt, Yt,
particularly if we assume the system is chaotic. Further assume the system is stationary ergodic
for validity of time-series estimates, violation of such assumptions are known to produce problems
for causal inference (Hoover, 2003).
The following arguments are likely to apply to continuous time systems with appropriate modi-
fications, but we consider only discrete time systems.
Say that “X causes Y ” if it is possible (in probability, with respect to the stationary measures
of Xt and Yt) that a different value of xt might alter the function fy:
Cause(X,Y )⇔ ¬
[
fy(xt, yt)
a.s.
= fy(x
′
t, yt)
]
(5.3)
Otherwise, “X does not cause Y ”, and conversely for Y causes / does not cause X . For
example, in the pair of coupled logistic map functions:
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xt+1 = qx
′
t(1− x′t)
yt+1 = qy
′
t(1− y′t)
x′t = (1− βxy)xt + βxyyt
y′t = (1− βyx)yt + βyxxt
x0 ∈ (0, 1)
y0 ∈ (0, 1)
(5.4)
Where q is a parameter in (0, 4) and βxy and βyx represent coupling parameters in [0, 1), we
find that X causes Y if and only if βyx > 0, and conversely βyx = 0 means X does not cause Y .
This definition of causation is intended to follow the one implied by Sugihara et al. (2012), and
is deliberately distinct from the one usually adopted in discussions of Granger causality, wherein
a cause precedes an effect, and causes and effects are statistically independent after conditioning
on all common causes (Granger, 1969; Holland, 1986). Our definition is motivated by attempting
to capture the idea that different “possibilities” for the state of a causal variable should lead to
different outcomes for the state of the effect variable.
However, we should remark the our definition of causation does bear some resemblance to the
structural equation models (SEM) used by Pearl (2009) and already seen in the previous chapter
(section 4.3 – in which causes are similarly defined as arguments to functions determining their
effects. The most obvious difference is that SEM models usually posit independent noise added
to each variable on top of the functional relationship, such that the model is irreducibly stochastic
(whereas our models are deterministic, if often chaotic).
The key theory underlying CCM is that ifX causes Y in the above sense, then anm-dimensional
delay embedding of y defined as
y(m) = {y(m)0 , y(m)1 , . . .}
y
(m)
t = {yt, yt+1, . . . , yt+m−1}
is diffeomorphic to the combined dynamical system (x, y) provided the dynamics of the sys-
tem are close to an attractor and m is sufficiently large (greater than twice the dimension of the
attractor) according to the Takens delay embedding theorem (Takens, 1981; Sugihara et al., 2012).
Thus with knowledge of this diffeomorphism, xt could be calculated from an observation of y
(m)
t .
This argument can be extended to arbitrary numbers of dynamical variables, x, y, z, etc, where
any two are selected to be considered for a direct causal influence.
Of course we do not have exact knowledge of the diffeomorphism (and real-life data would
likely be distorted by noise in any case). However, given a data set of observations, D =
{(xt, y(m)t ) : t ∈ Tobs}, we can use a non-linear regression of x onto y(m) to produce an es-
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timator xˆ(y(m)t ) which can be used to find likely values for xt given a previously unseen value of
y
(m)
t . If y
(m)
t is diffeomorphic to (yt, xt), in other words if X causes Y , then this estimator should
perform well.
From this line of reasoning, Sugihara et al. (2012) propose to assess causality by evaluating the
accuracy of such an estimator. Specifically, we will here define CCM (following Sugihara et al.,
2012) as the correlation between the estimated and true values of xt in the sample D via Pearson’s
r:
CCMX→Y = r
(
Xt, xˆ(Y
(m)
t )
)2
=
[
cov[Xt, xˆ(Y
(m)
t )]
std[Xt]std[xˆ(Y
(m)
t )]
]2
(5.5)
Note that the assumption of ergodicity is employed above since we assume the ergodic the-
orem, viz. the limit in probability
lim
|D|→∞
E[f(Xt)]
a.s.
=
1
|D|
∑
xt∈D
f(xt) (5.6)
can be used to approximate r2 (by first approximating the true covariance and standard devi-
ations in equation 5.5) from the data points in an empirical data set D.
High values of CCM (close to unity) thus represent good performance of the estimator and are
used to infer the presence of a causal relationship. Note Sugihara et al. (2012) generally report r,
rather than r2 – the choice of r2 here is to simplify the discussion below. Since the correlation
between the estimator and true value will be positive if it exists, this does not lose any information
of interest.
In practise we use k nearest neighbour (k-NN) regression to construct xˆ and “leave-one-out”
cross-validation, following Sugihara et al. (2012), to evaluate r2 (i.e. for each chosen y(m)t ∈
D, xˆ(y(m)t ) is trained with the corresponding data point excluded, i.e. it is constructed from
D \ (xt, y(m)t ), since if xˆ(y(m)t ) had access to (xt, y(m)t ), we could trivially ensure r = 1 by setting
xˆ(y
(m)
t ) = xt always). Figure 5.1 illustrates CCM in weakly coupled logistic maps.
5.3 Cross-embedded mutual information
This section defines an information theoretic measure, cross-embedded mutual information (CMI),
which is comparable to CCM, and shows that under certain conditions we can expect it to be
bounded from below by a monotonic function of CCM. We motivate the new measure, CMI,
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Figure 5.1: Demonstration of CCM using the coupled logistic maps in equation 5.4. The top row
shows estimates of x based on time series embedding of y, whereas the bottom row shows estim-
ates of y based on embedding x. The r2 values shown represent the CCM estimates as described
in the text. On the left we have βxy = βyx = 0 – no coupling, and hence poor performance of
the estimates. Setting βyx = 0.1 (X a cause of Y , but βxy = 0, Y not a cause of X) introduces
correlation between x and xˆ, but not y and yˆ. Coupling in both directions, βxy = βyx = 0.02
introduces correlation in both directions.
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by deriving it from the existing definition of CCM. This will also serve to show the similarities
between the two approaches.
Recall that CCM evaluates the performance of the estimator xˆ using Pearson’s r. Here, we
will consider measuring the same performance using mutual information. First define mutual
information between two random variables X and Y (see (Cover and Thomas, 2006))
I (X;Y ) = h(X) + h(Y )− h(X,Y )
= h(X)− h(X|Y )
(5.7)
where h(·) (h(·|·)) is the differential (conditional) Shannon entropy of a continuous random
variable
h(V ) = −
∫
supp(V )
p(v) ln p(v)dv
h(V |U) = −
∫ ∫
supp(V,U)
p(v, u) ln p(v|u)dudv
(5.8)
Also define conditional mutual information between X and Y given Z:
I (X;Y |Z) = h(X|Z)− h(X|Y, Z) (5.9)
Mutual information has some conceptual similarities to r though they can be arbitrarily un-
related. It is typically viewed as measuring statistical dependence – I(X;Y ) = 0 if and only
if X is statistically independent of Y – p(X,Y ) ≡ p(X)p(Y ) – and I(X;Y ) > 0 otherwise.
Mutual information is known to have desirable “equitability” properties relative to r (Kinney and
Atwal, 2014), meaning that it is generally invariant to non-linearities in the dependence between
two variables. For linear relationships, mutual information often increases monotonically with
r2, however, there is no fixed relationship between mutual information and r independent of the
marginal distributions of the variables under consideration (Foster and Grassberger, 2011).
However, if we consider a linear relationship of the form Y = X+η where η is i.i.d. Gaussian
noise
I(X;Y ) = h(Y )− h(Y |X)
= h(Y )− h(X + η|X)
= h(Y )− h(η|X)
≥ h(Y )− h(η)
(5.10)
since h(η) ≥ h(η|X), with equality when η is statistically independent of X . If we consider
the Gaussian variable Y N with first and second moments equal to Y , i.e. Y N ∼ N (E[Y ], var[Y ]),
the information theoretic quantity DKL (Kullback-Leibler divergence) is
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DKL(Y ||Y N ) = hY (Y N )− h(Y )
= h(Y N )− h(Y )
(5.11)
where hY (Y N ) is the cross entropy
hY (Y
N ) = −
∫
supp(Y )
pY (y) log pY N (y)dy (5.12)
but since Y N is Gaussian by construction, hY (Y N ) = h(Y N ).
Note that considering that all DKL ≥ 0 one can find from equation 5.11 that h(Y N ) ≥ h(Y )
and likewise h(ηN ) ≥ h(η). This is the well known result that differential entropy is bounded
from above by the differential entropy of an equal mean and variance Gaussian distribution (Cover
and Thomas, 2006). As a result, deviation from the assumption that η is Gaussian gives
h(η) ≤ −1
2
ln(2pie · var[η]) (5.13)
Now, substituting 5.11 and 5.13 into 5.10
I(X;Y ) ≥ h(Y N )− h(η)−DKL(Y ||Y N )
≥ 12 ln(2pie · var[Y N ])
−12 ln(2pie · var[η])
−DKL(Y ||Y N )
(5.14)
By construction, var[Y N ] = var[Y ] and var[η] = var[Y ](1 − r(X,Y )2) (recalling that η is
the residuals of a linear model), so
I(X;Y ) ≥ −1
2
ln(1− r(X,Y )2)−DKL(Y ||Y N ) (5.15)
Recalling our estimator, xˆt = xˆ(Y
(m)
t ), if we have an approximately linear relationship Xt =
xˆt+η (as seen in figure 5.1), we can apply this to find a relationship between the CCM correlation
and information as
I (Xt; xˆt) ≥ −1
2
ln(1− CCMX→Y )−DKL(Xt||XNt ) (5.16)
Another result from information theory (the data processing inequality (Cover and Thomas,
2006)) gives
I (X; f(Y )) ≤ I(X;Y ) (5.17)
when f(Y ) is a function of Y that does not depend on X . More precisely
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I (X; f(Y )) = I(X;Y )− I(X;Y |f(Y )) (5.18)
is obtained from the mutual information chain rule and the fact that I(X; f(Y )|Y ) = 0 (Cover
and Thomas, 2006). The data processing inequality arises because mutual information cannot be
negative. Hence, recalling that xˆt = xˆ(Y
(m)
t ) is a function of Y
(m)
t ,
I (Xt; xˆt) = I(Xt;Y
(m)
t )− I(Xt;Y (m)t |xˆt) (5.19)
Combining 5.16 and 5.19 we find that CCM gives a lower bound on the cross-embedded
mutual information CMI:
CMIX→Y = I(X;Y
(m)
t )
≥ −1
2
ln(1− CCMX→Y )
−DKL(Xt||XNt ) + I(Xt;Y (m)t |xˆt)
(5.20)
Note thatDKL(Xt||XNt ) is a functional of the distribution ofXt only – that is, it is determined
by the dynamical system which produces the marginal distribution of Xt, and does not generally
change with the performance of the predictor xˆt if the underlying dynamical system is kept con-
stant.
To find conditions under which CMI is more precisely determined by CCM, we discuss con-
ditions under which DKL(Xt||XNt ) and I(Xt;Y (m)t |xˆt) both reach zero.
For DKL(Xt||XNt ) = 0, this occurs when Xt is approximately normally distributed.
For I(Xt;Y
(m)
t |xˆt) = 0, consider again an additive noise regression model, this time
Xt = xˆt + η (5.21)
where η is an unknown noise variable. I(Xt;Y
(m)
t |xˆt) is 0 if the noise η approaches zero,
since
I(Xt;Y
(m)
t |xˆt) = I(xˆt + η;Y (m)t |xˆt)
lim
η→0
I(xˆt + η;Y
(m)
t |xˆt) = I(xˆt;Y (m)t |xˆt)
= 0
(5.22)
This is a sufficient but not necessary condition to obtain I(Xt;Y
(m)
t |xˆt) = 0. It occurs when xˆt
is a very good predictor of Xt and thus η approaches zero everywhere. An alternative condition is
that η is statistically independent of Y (m)t , so I(η;Y
(m)
t ) = 0 and by the data processing inequality
again I(η; xˆt) = 0 (since mutual information cannot be negative). Using this independence and
the mutual information chain rule (Cover and Thomas, 2006)
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I(Xt;Y
(m)
t |xˆt) = I(xˆt + η;Y (m)t |xˆt)
= I(η;Y
(m)
t |xˆt)
= I(η;Y
(m)
t , xˆt)− I(η; xˆt)
= 0− 0 = 0
(5.23)
Satisfaction of this condition would be indicated by equal distribution of the residuals with
respect to a linear function of xˆt on a scatter plot like figure 5.1. In fact figure 5.1 only weakly
supports this – there is a clear linear relationship, but the residual distribution appears to vary.
Substituting I(Xt;Y
(m)
t |xˆt) = 0 and DKL(Xt||XNt ) = 0 into equation 5.20
CMIX→Y ≥ −12 ln(1− CCMX→Y ) (5.24)
Note that for the lower bound, we actually only require I(Xt;Y
(m)
t |xˆt) = DKL(Xt||XNt )
to derive the above from equation 5.20. We have considered conditions under which both terms
equal 0, however, if both conditions are violated, both terms increase since neither DKL nor I can
take negative values. Thus equation 5.24 may hold at least as an approximation under somewhat
weaker conditions than strict adherence to those we have stated. This is likely important as it does
not appear (from figure 5.1) that either condition can be expected to strictly hold, yet this bound
does appear to apply in our numerical simulations in section 5.5.
5.4 Time delayed mutual information and transfer entropy
This section considers further bounds on CMI and briefly discusses the implications this has for
both CMI and CCM as a useful measure for detecting causation.
Straightforwardly, CMI is bounded from below by the time delayed mutual information TDMIX→Y =
I(Xt;Yt+1), since
I(Xt;Y
(m)
t ) = I(Xt;Yt, Yt+1, . . . , Yt+m−1)
≥ I(Xt;Yt+1) = TDMIX→Y
(5.25)
which derives from I(A;B) ≤ I(A;B,C) (Cover and Thomas, 2006). This is problem-
atic, since TDMI is known to sometimes show non-causal or “super-luminal” information transfer
(Schreiber, 1990). That is, TDMIX→Y may be strictly positive even if X does not cause Y , due
to temporal correlations introduced by an unmeasured “common cause” of the two. This has been
cited as a motivation (Schreiber, 2000) for studying transfer entropy, which can be seen as TDMI
with additional conditioning on the “past” information about the target variable (c.f. Granger
causality as described in the introduction to this chapter or Granger (1969)).
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TEX→Y = I(Xt;Yt+1|Y (l)t−l+1) (5.26)
In this formulation of TE a finite l-history is used for conditioning the target variable. We
remark that if any common cause Z exists for X and Y , then Y (l)t would include all information
about Zt, provided l is sufficiently large, by the same argument from the Takens delay embedding
theorem that applied in our discussion of CCM. Moreover Y (l)t−l+1 contains this same information
provided there is a strong auto-dependence in the time series Z and / or Y (l) (due to symmetry it
does not matter which) over short (order of l) time scales. This, interestingly, relates the “Granger”
sense of causation – statistical dependence of the cause on the effect, conditioned on all possible
common causes (Holland, 1986; Barnett, 2009) – to the “dynamical” sense of causation described
earlier and suggested by Sugihara et al. (2012). Specifically, we justify the use of Y (l)t−l+1 for
“conditioning out” common causes for use in TE, by much the same logic that we justify the
claim that Y (m)t will contain information about the “true” cause for CCM.
5.5 Numerical comparison
This section attempts to validate our conclusions about CCM and CMI, and their relative per-
formance as causality detectors relative to the more established transfer entropy approaches. Our
hypotheses are first that CCM and CMI will generally behave similarly to each other, but with
CMI bounded from below by CCM (section 5.3), and second that CCM/CMI will be subject to the
spurious over-estimation of causal influences that we have noted are often cited as a motivation
for the use of transfer entropy (section 5.4).
To test these claims, we compare CCM, CMI and two forms of transfer entropy on various
coupled logistic map systems. In order to compare numerical results for CCM and CMI on similar
scales, the plots for CCM are transformed by the formula −12 ln(1− r2), where r2 is the original
CCM value. Since all logarithms are to base e, we regard all mutual information / transfer entropy
values as being measured in nats. The scaled version of CCM can also be regarded as implicitly
measured in nats. Note that this scaled version of CCM is what appears on the right hand side of
equation 5.24, and thus we know that under certain conditions it should be a lower bound for CMI.
Transfer entropy is calculated by two variants, required to deal with the fact that equation 5.26,
being a continuous integral over probability density functions, cannot be directly evaluated from a
data set. The first method is symbolic transfer entropy (Staniek and Lehnertz, 2008)
STEX→Y =
∑
p(~yt+1, ~yt, ~xt) ln
p(~yt+1|~yt, ~xt)
p(~yt+1|~yt) (5.27)
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Figure 5.2: Causality measures applied to coupled logistic maps. Top row: unidirectional coupling
X → Y in the dual system (βxy = 0). Middle row: bidirectional but asymmetric couplingX ↔ Y
in the dual system (βxy = 0.02, generally βyx > βxy). Bottom row: triple system with coupling
from Z → X and Z → Y (but no direct coupling betweenX and Y ). The four causality detectors
are applied to each system with varying coupling factors and fixed N = 1015. CCM (left) is
shown transformed by −12 ln(1 − r2), which scales it for better comparison to CMI. Black lines
show median measures of causation from X to Y (e.g. CCMX→Y etc), grey lines show measures
from Y to X . Filled regions indicate 5th-95th percentile range from 20 runs of simulation.
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Figure 5.3: Causality measures in the trivariate system. Keeping fixed N = 2000, we vary both
βxz and βyz in equation 5.28. Plots show median causality measures (a) CCM, (b) CMI, (c) STE,
(d) TE from 20 runs of the simulation in each direction (X → Y and Y → X). As before, CCM
is transformed by −12 ln(1− r2) and we treat the result as being measured in nats.
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where ~xt is the rank transform of vector x
(m)
t , i.e. the ith element of ~xt is the number of
elements which come before the ith element of the original vector x(m)t according to a sensible
ordering (e.g. ascending order, with a fixed rule for ensuring uniqueness in the case of multiple
identical values in the original vector). Each rank vector now has a finite and discrete valued
support, and so the information can be calculated using the sum in equation 5.27 (over all possible
combinations).
The second form of TE uses k-NN estimation of conditional mutual information (Kraskov
et al., 2004; Vlachos and Kugiumtzis, 2010) – which can be applied more directly to equation
5.26 – labelled simply TE in figure 5.2). The same k-NN mutual information estimator is also
used for CMI.
We use m = 4 for CCM/CMI/STE and l = 4 for TE. The k-NN regression for CCM uses
k = m + 1 = 5 (following Sugihara et al., 2012). The k-NN mutual information estimators
(CMI/TE) use k = 4.
Some remarks about the bias apparent from the negative baseline values around −0.25 seen
for this estimator in figure 5.2 (fourth column labelled TE) are warranted. Recall that transfer
entropy is a conditional mutual information – the general form of which is I(A;B|C). For ex-
ample, suppose A, B and C are all mutually independently distributed random variables, then
I(A;B|C) = 0, but also I(A;B|B) = 0, in the latter case, since we have conditioned on B, there
is no way that we could have conditional mutual information even if A was statistically related to
B. The k-nearest-neighbour based algorithm we use here for conditional mutual information has
a known bias in the latter case (I(A;B|B)) of − 1k+1 , but no bias for the former case where we
took I(A;B|C) with all variables independent. This means we cannot simply offset the known
bias affecting the latter case without adding a bias which would affect the former case. It is to be
expected that we would see this bias then for high values of coupling because we know that such
dynamics lead to almost perfect correlation between the history of the target variable (used for
conditioning) and the prior state of the causal variable – we have a case comparable to I(A;B|B)
where the conditioning variable effectively appears as one of the two variables. For moderate val-
ues of coupling, transfer entropy appears to ”go up” more positive than this negative bias, but does
not generally go above zero – it is possible therefore that we have a zero of the form I(A;B|C)
where we have three independent components in the conditional mutual information. We must
therefore infer ”positive” transfer entropy by a mixture of background knowledge. First, by com-
parison to the STE results which we expect to show similar behaviour but have no such biases.
Second, our knowledge of the systems under study suggests it is unlikely that we would have the
scenario where all variables are independent, since the conditioning variable is the past history of
115
one of the main variables, and there should be at least some statistical dependence between these
two.
Figure 5.2 shows results from the dual coupled logistic maps from equation 5.4 as well as a
triple system constructed analogously with three variables, X , Y and Z, where Z is a “common
cause” of X and Y , that is, we have positive coupling βxz = βyz > 0 but there is no direct
coupling between X and Y . The system equations are
xt+1 = qx
′
t(1− x′t)
yt+1 = qy
′
t(1− y′t)
zt+1 = qzt(1− zt)
x′t = (1− βxz)xt + βxzzt
y′t = (1− βyz)yt + βyzzt
(5.28)
Note that we interpret the definition of causation (equation 5.3) as giving neither X a cause of
Y nor Y a cause of X . For example, if we rewrite the RHS for xt+1 as a function fx(xt, yt, zt),
we find that changes in yt cannot affect the value of fx while holding xt and zt fixed, hence Y
does not cause X . By symmetry, X does not cause Y .
The logistic map parameter q (in equations 5.4 and 5.28) is set to 3.7 to produce chaotic
dynamics. Variables x0, y0 and where appropriate z0 are initialised uniformly at random in (0, 1),
and the first 200 samples discarded to allow the system to reach its attractor before collecting data.
We have some empirical support for the lower bound in equation 5.24 since the plotted CCM
and CMI values are generally similar, with CMI slightly higher than CCM. Note that the median
values of CCM and CMI follow similar patterns, but there are clear areas where the CCM estimator
has a much higher variance than the CMI estimator, suggesting that CMI is preferable.
These results point to a sensitivity/specificity trade-off between CCM/CMI and STE/TE as
“causality detectors”. In the unidirectional case (top row of figure 5.2), strong coupling (βyx >
0.3)) leads to strong synchrony between the two systems. CCM/CMI interprets this as bi-directional
causation, leading to a false positive inference of Y causing X , whereas STE/TE interprets this as
all relationships being explained by a common cause, leading to a false negative failure to detect
the true causal influence of X on Y .
The situation for CCM/CMI is worse than this though – in the three variable system under
weak coupling (figure 5.2, bottom row, in the approximate range 0.01 < βyz = βxz < 0.3), CCM
and CMI report similar values as seen in the top row of fig 5.2 for the true causal relationship
X → Y – but in the three-variable system there is never any direct causal influence between X
and Y . Transfer entropy, on the other hand, slightly increases from the baseline for weak coupling
in the three-variable system, but not to levels comparable to those seen when there is a genuine
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causal influence.
For a broader picture of the results for the three variable system, we investigate combinations
of distinct βxz, βyx for each of the measures. The median values of each measure are shown in
figure 5.3. Recall that in this system, we have neither X causes Y nor Y causes X , and so any
substantially positive values of the measures shown represent “false positives”. The plots can be
divided into four quadrants, with the lower left quadrant showing weak coupling for both variables
(i.e. βxz and βyz both low), the upper right showing strong coupling for both variables and the
remaining downward-diagonal quadrants show strong coupling to one variable and weak to the
other.
One notable feature is the artefact that appears along the line βxz = βyz in the lower left
quadrant of all measures, suggesting all measures are sensitive to exact equality in the two coupling
coefficients. However the artefact is inverted between CCM/CMI and STE/TE – i.e. exact equality
in coupling leads to more false positives for CCM/CMI, but fewer for STE/TE. This effect was
seen in figure 5.2 where βxz = βyz was enforced.
In general, it is clear that false positive high values of the causality measures can occur in any
of the measures. However, they are most likely when the coupling from Z to the causal variable
(i.e. βxy when measuring X → Y ) is high (seen in the right hand quadrants of the X → Y
plots). This results from the fact that strong coupling from Z to X will lead xt values to closely
synchronise to the corresponding zt values, meaning that measures of X → Y implicitly measure
Z → Y (and there genuinely is a causal influence from Z to Y ). However, CCM/CMI and
STE/TE diverge when the coupling to the effect variable is also high (upper right quadrant) – by
the same logic we are now implicitly measuring Z → Z, which CCM/CMI gives high values to
(due to the strong correlation) but STE/TE gives low values to (due to non-separability of Z from
itself). In this case, what would otherwise appear to be a weakness of TE – underestimation due to
non-separability – is in fact preventing TE from overestimating causal influence due to non-causal
(super-luminal) information transfer between X and Y .
5.6 Conclusions
CCM and Granger methods appear to derive from very different assumptions about the nature of
causation. However, adopting a “dynamical” definition of causation inspired by what appears to
be the intent of the proposers of CCM (Sugihara et al., 2012), we can see that transfer entropy at
least partially captures the same type of causal influence as does CCM. However the two methods
are clearly distinct, and neither is perfect. This suggests that the distinction may be best thought
of as a sensitivity/specificity trade-off. TE exhibits false negatives when common causes cannot
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be easily separated from the direct causes – a well known issue with Granger methods (Granger,
1969; Sugihara et al., 2012). However, CCM simply trades this for the same problems as CMI and
TDMI, namely misinterpretation of non-causal information transfer as causal influence, leading to
false positives. This issues are most clearly present under strong synchrony, but in the contrary case
of weak coupling we do not generally find a substantial difference between the results obtained
from the various approaches.
It should be noted that in all cases false positives and negatives can arise for other reasons
than those discussed. For example, common problems with transfer entropy include cross-talk in
measurement noise (Vicente et al., 2011; Smirnov, 2013) and insufficient histories (Runge et al.,
2012b; Lizier and Prokopenko, 2010), which can also lead to false positives. We suspect the cross-
talk problem at least may also apply to CCM/CMI. We concentrate here on theoretical systems for
clarity of argument – generalisation will naturally depend on application domain.
The analysis presented here hopefully helps to clarify what assumptions must be held to apply
any of the tools discussed to detecting causation in the dynamical sense. Where CCM/CMI is to be
used, we prefer our proposed information theoretic formulation, CMI, over the original definition
of CCM from Sugihara et al. (2012). CMI can be described immediately in information theoretic
terms (i.e. equation 5.1), and is also as a result straightforward to estimate using existing k-NN
estimators for mutual information. The derivations in section 5.3 show that CCM could well be
seen as a convoluted way of obtaining an inaccurate estimate of CMI, since both effectively meas-
ure the information that the (delay-embedded) effect variable contains about the causal variable
(CCM finds this from the performance of an estimator trained using the effect variable, CMI finds
it directly as the mutual information). We also note that in some cases we have studied (see figure
5.2) there is noticeably lower variability in the estimate of CMI as compared to CCM.
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Chapter 6
Information dynamics of agents and
hidden information
There is a close but non-trivial relationship between information transfer and causal connectivity,
and recent research has used this to develop our understanding of the information dynamics of
embodied agents. A known problem is that causal influences do not always show up as high
information transfer even when they are present, but this chapter argues that if we complement a
“complexity” oriented view of information with an understanding based on statistical inference,
this becomes much less paradoxical.
This builds on the work in chapter 4. There we saw that physically strong causal influences
may lead to low values of information transfer, in spite of the fact that information transfer has a
meaningful justification as a tool for inferring the presence of causal influences.
From this perspective we can hypothesise the possibility of hidden causal information transfer.
This occurs when causal links which are physically strong are not the points within a system where
information transfer is most easily detected. For example, the causal influence of the state of the
environment on a good, functioning, robotic sensor may be very reliable and almost deterministic,
however, the causal influence of the state of the environment on a more downstream point (the
robot’s future actions, for example) may be less deterministic but more easily detected. At the end
of this chapter, we see how this phenomenon can be manifested in a dynamical system. First, we
will discuss how it is possible, and why it might, in particular, be relevant in the context of the
dynamics of autonomous agents.
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6.1 Introduction
A recent trend in studying agent behaviour has focused on the notion of information transfer in
the sensorimotor loop (Lungarella and Sporns, 2006; Pfeifer and Bongard, 2007; Bertschinger
et al., 2008; Williams and Beer, 2010a; Moioli et al., 2012). Furthermore, information transfer is
sometimes thought of as relating (at least in a limited way) to causal connectivity. As a starting
point, suppose that we accept that as much as sensor states drive motor states (as a control engineer
might say), sensor states also (in some way) cause motor states.
It can be shown that various forms of mutual information can be used as an inference tool for
causal relationships. Mutual information effectively measures statistical dependence between two
variables and as such, if we accept the Reichenbachian notion that events do not predict each other
unless they are causally related (e.g. one causes the other or there is a common cause), then high
mutual information suggests some causal factor at work.
However, most recent research focuses on what I will call a “complexity oriented” view of
information. From this perspective, we see that high mutual information generally corresponds
to a more complex relationship between variables, and this is in turn assumed to suggest greater
causal strength. In terms of agent behaviour, this might correspond to a relationship that appears
“interesting” or even life-like.
While there is value in the latter view (complexity), adopting the former (inference) allows us
to resolve certain confusions. The failure of standard measures such as transfer entropy (Schreiber,
2000) to capture the strength of causal influences has led some to develop more nuanced statistical
measures with causality specifically in mind (Ay and Polani, 2008; Runge et al., 2012b,a; Sugihara
et al., 2012) (see chapters 4 and 5). However, there is an important asymmetry that is made much
clearer when we adopt the inferential view – there is no contradiction in regarding high information
transfer as justifying the inference of a causal relationship, but allowing that low information
transfer may correspond to either strong or weak causal coupling.
Importantly, causal influences can chain together – A causes B causes C and so on – or rather,
the ability of A to cause Z might be mediated and facilitated by factors B, C, etc, that must come
together in just the right way to make the overall causal influence possible. As shown later in this
chapter, it is quite possible that the relationship between the end points can be “complex” while
at the mid-points it is “simple” and thus is not detectable by looking at the information transfer
alone. This leads to “hidden” causal connection, i.e. one which is real but does not “show up” as a
high information transfer, even though the connection between the outer nodes does (Figure 6.1).
This chapter discusses the insights that can be gained from thinking of information both in
terms of complexity and in terms of inference in section 6.2. Section 6.3 demonstrates hidden
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A B C D
Figure 6.1: A conceptual graph of a hidden information. The thickness of the straight lines rep-
resents the physical strength of a causal coupling – strongest here between B and C. However
since information transfer does not necessarily measure causal strength, it is quite possible that
the information transfer (represented by blue wavy lines) is stronger from A to D than it is from
B to C.
causation in a chaotic communication system, to elucidate the concept in a realistic but relatively
simple model. Beyond this, chapters 8 and 10 investigate the possibility of hidden information
transfer in more realistic models of autonomous agents.
6.2 Inference and Complexity
We have been using a probabilistic notion of causality, wherein X and Y are prima facie causally
related (either one causes the other, or there is a common cause) if the two are statistically depend-
ent (chapters 2 and 4). Importantly, since mutual information quantifies statistical dependence, it
can be used as an inference tool for causal relationships.
First though, consider the “complexity” oriented view of information. Here, we view variables
first and foremost as having their own marginal Shannon entropy,H(X) andH(Y ). Variables that
are more “uncertain” or disordered have higher entropy – a common interpretation being that the
entropy measures the (theoretical minimum) number of bits (binary digits) that a description of
the variable’s value would require to communicate that value to an agent who had no prior inform-
ation about the variable. Another similar mathematical result is that the Shannon entropy of X
approximates the minimum size of a computer program that outputs a sequence of symbols drawn
i.i.d. from the distribution of X , that is, the Kolmogorov complexity (Cover and Thomas, 2006, p.
473). The conditional entropy H(X|Y ) is the number of bits that is required to communicate a
value of X to an agent which already knows the value of Y . The information is:
I(X;Y ) = H(X)−H(X|Y )
= H(Y )−H(Y |X)
Thus there are two requirements for high mutual information:
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• First term H(X) or H(Y ): High entropy in the variables individually – one must initially
be very uncertain about the value of X or, X must be “complex.”
• Second term H(X|Y ) or H(Y |X): Low conditional entropy – if one already knows the
value of one variable, the value of the other is more or less certain or, the complexity of X
is captured by Y (and vice versa).
The decomposition makes a very salient point. For the mutual information to be high, it
is not enough that one variable can be predicted from another (captured by the low conditional
entropy), there must also be a some variation or uncertainty in the variables to begin with (high
marginal entropy). Furthermore, the information is bounded above by the marginal entropy or
Kolmogorov complexity of a single variable (all entropies are positive and alsoH(X|Y ) ≤ H(X),
so 0 ≤ I(X;Y ) ≤ H(X).)
Thus, when we use information to characterise agent behaviour, we often find that “complex”
behaviours lead to high information. For example, one paradigm is the predictive information
I(St;St+1) (Bialek et al., 2001) where St is a random variable representing the state of an agent’s
sensor at time t. Experiments have shown that where this is high, an agent will be simultaneously
maximising both the temporal predictability of its sensor states as well as the sensitivity or explor-
ation in its behaviour (such behaviour is called homeokinesis by Der et al., 2006, 2008; Ay et al.,
2008). In other words, the agent’s sensor state at time St+1 should be at least somewhat predict-
able from its previous sensor state St to reduce H(St+1|St), but it must avoid the trivial solutions
(such as doing nothing) where the marginal entropy H(St+1) would be zero to begin with.
Predictive information is not usually thought to relate directly to causal influence, the most
obvious reason being that the statistical dependence measured by I(St;St+1) is not enough to tell
us that one causes the other – perhaps, for example, there is a common cause of the sensor states
at both time points. In fact, this would be a natural explanation in the case of a passive sensor
– a thermometer placed in a room for example simply reports readings St which are stochastic
approximations to the true temperature of the room (call it the state of the environment Et).
Since fluctuations in temperature might be somewhat predictable over time, predictive inform-
ation applied to the sensor I(St;St+1) might simply reflect the dependence in the environment:
I(Et;Et+1). Moreover, if we condition on the state of the environment (somehow measured or
known independently of the sensor state), we would expect I(St;St+1|Et+1) = 0. This can be
seen by applying the causal Markov condition (chapter 2) to the causal graph in figure 6.2a – the
only path from St to St+1 is blocked by Et+1.
However, an active agent has its own changing state (e.g. the direction in which a robot
is “looking”, in combination with the state of the world, causally determines the information that
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Figure 6.2: Causal explanations for predictive information. (a) Represents a static sensor where
predictive information I(St;St+1) reflects temporal relationships in the state of the environment
Et. (b) Represents an active agent where sensor states are also related by a causal pathway through
the state of the agent At.
appears at its visual sensors). Since the robot may react to its current sensor data St, the next sensor
value St+1 will be caused by a combination of the future environment state Et+1 an the “state of
the agent” At which in turn is determined by St (as in figure 6.2b). The value I(St;St+1|Et+1)
may in this case be positive due to the causal pathway from St to St+1 that is not blocked byEt+1.
Thus I(St;St+1|Et+1) is a causal information transfer measure in the sense introduced in chapter
4 – that is, if St is not a cause of St+1, the true value of I(St;St+1|Et) = 0, and thus a high
measured value is grounds to infer St causes St+1.
The information transfer decomposes in a very similar way to the mutual information into two
entropies, one representing marginal complexity and one representing dependence or prediction,
except that now both are conditioned on the common cause:
I(St;St+1|Et+1) = H(St+1|Et+1)−H(St+1|St, Et+1)
Thus the “sensitive, but predictable” characterisation of predictive information also applies to
information transfer in general, though we must bear in mind that if there are common causes,
they must be considered. Notably, this means that if sensor states are strongly determined by the
environmental state being measured, H(St+1|Et+1) will be low, and therefore the information
transfer will also be low, even if there is a genuine cause influence from St to St+1.
A more “interesting” information transfer would be I(At;At+1|Et+1) – again an inferential
statistic for the causal influence of At on At+1, and also a measure of the complexity of the
agents state over time. From the complexity perspective, we can build a loose taxonomy of “low
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information” behaviours based on the decomposition of information transfer to two entropies,
illustrated in figure 6.3. That is, considering
I(At;At+1|Et+1) = H(At+1|Et+1)−H(At+1|At, Et+1) (6.1)
• Random exploration or “erratic” behaviour – the agent does not use the information from
sensor states at time t to control the state that it will be in at time t + 1, it acts erratically.
In this case, both H(At|Et+1) and H(At+1|At, Et+1) are high (near to each other), and the
information is zero.
• “Inanimate” – the agent is simply not “doing” anything. In this condition internal state of
the agent is not caused by its sensor states, and hence also is not caused by the state of the
environment. In other words, H(At) is always close to zero (for all t). Since H(X|Y ) ≤
H(Z) (Cover and Thomas, 2006), both entropy terms also are close to zero.
• “Stable,” or “doing nothing, for a reason” – the agent fixes its own state by responding in
a very deterministic way to what is happening in the environment, not independently of it.
That is, H(At+1|Et+1) is low because the agent determines its state in a consistent way
based on the state of the environment, not because (as in the inanimate case) H(At+1) is
necessarily low.
The failure to distinguish between the latter two can be a problem – homoeostasis is an ex-
ample of a useful “stable” configuration where an agent regulates some variable (e.g. body tem-
perature) by reacting precisely to the environment: if the environment is too cold, the agent senses
this and generates its own heat, to keep its body temperature (which in this case corresponds to its
state At) constant.
On the other hand, the surface of Mars (at a given location over an appropriate time period)
has a more or less constant “body temperature,” but it is not self-regulated in the same way – if
we could perturb the temperature of Mars somehow, there is no active regulation system that will
counteract that perturbation – and our taxonomy would regard it as “inanimate.” Note though that
if we looked at the information transfer of the temperature from one time point to the next we
would in either case find it was minimal.
Here we are not thinking of the agent’s consciousness or other higher cognitive faculties (e.g.
purposiveness or perception), and concentrate on the view that when the agent is “active” but
“stable,” there is still a causal connection between its sensors and motors. That is, at least in
principle, if we were to intervene on the agent’s sensors, its motor output might respond in some
way (whether it would be conscious of this, or the agent would report that it did this deliberately or
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Figure 6.3: Taxonomy of behavioural complexity – an informal illustration showing how we might
view different system behaviours in terms of information and causal coupling. The “exploration”
axis is (loosely) related to the “marginal” term (H(At+1|Et+1)) in the information transfer equa-
tion – high exploration implies higher entropy. On the other axis, “physical coupling” loosely
corresponds to the term that represents temporal dependence – H(At+1|At, Et+1) – strong phys-
ical coupling would give a low value of this entropy. However, all information is positive, and
thus the information transfer can only be high when exploration is high (equation 6.1). When
exploration is low, the information transfer must also be low, even if (in a physical sense) coup-
ling is strong (as in the “stable” region). We can only see high information transfer in the shaded
“complex” region – where there is both high exploration and strong physical coupling.
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not is not, for the moment, what we are interested in). Note also that the definition of “stable” here
does not necessarily mean physically still (as we shall see, synchronous oscillation is an important
type of stability) – only that there is not enough variation in the behaviour for causal links to be
detected.
Returning to the view of information as a tool for statistical inference, the distinctions become
more clear. In the case where the agent is stable, the information transfer will be low, but it is
not that there is no causal connection between sensor states through time, it is only that, epistem-
ologically, we do not have a way to discover those causal connections. In the case of complex
behaviours, it is not necessarily the case that higher information indicates stronger causal influ-
ences, only that the causal influences that are present seem to be easier to detect.
To formalise the inferential view a little, we recap the model discussed in chapter 4, which
took the “error statistical” model advocated by Mayo (1996) as inspiration. Suppose we wish to
decide whether there is a causal coupling between the agent’s sensors and motors. We might first
propose the test procedure T which examines the hypothesis H:
• H: There is a causal coupling in the agent’s sensorimotor loop.
• T : Observe the agent for a time and collect a data sample for the agents sensor values and
necessary conditioning variables. Assuming stationarity and ergodicity1 we can estimate
from this an information transfer Iˆ(At;At+1|Et+1). If this is higher than some threshold
I0, infer that the agent is active, that its current state is a cause of its future state, i.e. “pass
H ,” otherwise pass ¬H , that is, the alternative hypothesis that there is no causal coupling.
Suppose we perform T and find that it passes H . This alone is not enough, we need to also
ask the question:
If H were false, what is the probability that T would still have passed H?
For the test to be a good test, the answer to this question must be a low probability – that is, the
fact that the test indicated H is only good evidence for H to the extent that the test would not have
indicated H if H were false (i.e. if ¬H were true). This is what Mayo (1996) calls the severity
requirement – if a hypothesis has passed a test, an inference towards that hypothesis is warranted
as far as the hypothesis has been severely tested.
1These requirements relate to whether we can equate the proportion of time that a variable is found at some value
in a time series with its probability of taking that value at any given time. These assumptions can be controversial
though they are standard in information theory and time series analysis. In the cases we will study they are more or less
guaranteed – for now, I will take them as acceptable.
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In the case where the hypothesis is passed (i.e. Iˆ > I0), we can generally infer that a causal
coupling is present, because we will generally only find Iˆ > I0 when the agent behaviour is
complex (which in turn only occurs when there is a causal coupling). That happens because if
there was no causal coupling (i.e. ¬H was true), the true information should be zero: ¬H entails
I = 0, where I is the real information that Iˆ is an estimate of. Of course in a given data set,
the estimated information may be greater than the “real” value as a result of “chance,” but for a
sufficiently high threshold I0, the probability of this happening will be low. Therefore, if we find
Iˆ > I0 then the hypothesis H that there is a causal coupling has been severely tested.
However, when the alternative hypothesis is passed, the question cannot be answered so easily.
In order to establish the severity with which we pass ¬H , we need to know what the probability
is of observing Iˆ ≤ I0 under the assumption that H is true. But H (high causal coupling) could
entail either stable or complex behaviour (refer back to figure 6.3), and we have no reason to expect
one or the other. In the worst case, the alternative hypothesis could result in stable behaviour, in
which case the expected predictive information would be zero. This would correspond to minimal
severity – i.e. in a stable system where H is true, we would with high probability pass ¬H
using the given test procedure. Because of this low severity, we are forced to avoid drawing any
inferential conclusions – that is we do not infer either H or ¬H , instead we accept that both are
still possible – “no evidence of an effect is not evidence of no effect.”
Considering some homoeostatically regulated system again – supposing we find it in a stable
configuration where there is little variation in the variables of interest, the information transfer
will be low, but this does not mean that there is not a causal connection. As far as we can tell,
there is no way (from the existing experiment) to distinguish between stable, inanimate and erratic.
However, erratic behaviour can be tested for simply by looking for random changes in the agent’s
state – the more problematic distinction is between stable and inanimate.
This inferential view of the information shows the behaviour of the agent in quite a differ-
ent light. Considering only behavioural complexity we could only say that the causal coupling
has an ambiguous relationship with information. But by combining complexity with an inferen-
tial perspective, we see an important asymmetry: high predictive information, i.e. behavioural
complexity, corresponds to a state where causal coupling can easily and confidently be inferred –
behavioural complexity makes the causal coupling detectable. On the other hand, low information
tells us little about the causal couplings in the agent – it is quite possible either that there is low
causal coupling, or on the other hand that the causal coupling is strong, but the behaviour of the
agent is such that this fact is not obvious. In general, statistical dependence (mutual information)
indicates some causal connection must be in operation, but the lack of dependence does not at all
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indicate a lack of physical causation.
So a causal connection may be present even when it is not obvious from the data. But we are
not stuck at this point. Just because a causal connection is not made immediately obvious by some
data, does not mean that it can never be detected. Of course it may be possible to intervene on one
of the variables and measure the response in another variable, but we will suppose for now that
this is not possible and consider another case.
Imagine a causal pathway roughly represented by the chain A → B → C → D. This could
perhaps be a (very rudimentary) model of some information arriving at sensors at A, passing
through intermediate nervous system components B and C, and affecting a motor response at
D. Later we will see how it is possible in cases roughly corresponding to this form of system
that a causal connection that cannot be easily observed between B and C facilitates in some
way the overarching connection from A to D. That is, the sensory information “piggybacks” on
some spike trains, voltages or other signals in the nervous system to affect a motor state, but the
“internal” causal connections (B → C) are not manifested in high information. One way to think
of this is that A to D connection is “complex” whereas the B to C connection is (more or less)
“stable.” Thinking of information as measuring connectivity strength, there would be an apparent
contradiction here – a chain is only as strong as its weakest link – but thinking of information as
an inference statistic, this is not a problem since we do not take it that low information transfer
from B to C implies that they are not connected.
A particularly important type of “stable” behaviour here will be synchronous oscillation. Re-
member to say that B causes C we would like to eliminate possible common causes as well as
simply correlate the two. The usual technique to achieve this in time series analysis is to use
Granger causality or transfer entropy, that is to consider the dependence between B at some time
t and C at a short time later (t + 1) with the history of C (at t, t − 1, t − 2 . . . ) conditioned out.
The problem now is that in cases where B and C are synchronous oscillations, it is generally not
possible to determine from the data whether one is causing the other (or there is mutual coupling),
or whether there is a common cause of both, because after conditioning on the history of C, the
value of B no longer contains additional predictive information. Thus mutually-synchronising
oscillations are (conceptually) a kind of “stable” behaviour which are epistemologically indistin-
guishable from the “inanimate” behaviour where both oscillators simply reflect a common cause
(looking only at observational data).
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6.3 Hidden information transfer in communication
In this section we will look at the transfer entropy in a simple coupled dynamical system represent-
ing a communications channel, and show how a hidden causal influence can manifest. It is possible
for physically coupled chaotic systems to synchronise to each other (Pecora and Carroll, 1990).
This phenomenon can be used to build a “secret”2 communications system. Cuomo and Oppen-
heim (1993) demonstrated the principle by building two analogue electronic implementations of
the Lorenz system, where one system is designated the transmitter and the other the receiver. One
voltage is taken from the transmitter and can be regarded as a communication signal. This voltage
is then introduced into the receiver circuit such that one of the dynamical variables in the receiver
is “driven” by its counterpart in the transmitter. The result of this is that the two circuits produce
identical chaotic outputs.
Now if a small perturbation is added to the transmitter output, it will be present in the com-
munication signal, though it will be “hidden” by the much larger chaotic oscillation. However, the
receiver circuit will still synchronise to the transmitter’s chaotic trajectory, and moreover, it will
effectively clean the signal of the small perturbation. That is, the receiver’s reconstruction of the
transmitted chaos does not include the message. Thus the message can itself be reconstructed at
the receiving end by subtracting the recovered chaos from the transmitted signal.
When we look at the time series of the two chaotic circuits they appear at first glance to be
almost identical, even (up to a limit) when we are adding a perturbation to the first one. In that
case when we find that knowing the state of the transmitter does not help us to predict the next
state of the receiver if we already know the history of the receiver, since the history of the receiver
is itself perfectly predictive of the state of the transmitter. This leads to a transfer entropy of zero.
However, when we look at the information transferred from the message generator to the
reconstructed message, we should of course see a high information transfer when the commu-
nication system is working well. This is a prototypical example of hidden information transfer –
the transmitted message passes through the synchronised chaotic circuits to influence the received
message, but the circuits themselves do not show any information transfer. This can only be ex-
plained by remembering that the information transfer should not be thought of as a measure of
“causal strength”, but instead as representing how detectable a causal influence is.
We can perform a chaotic communication experiment quite easily in a computer using a lo-
gistic map as a chaotic system.3 The transmission carrier ct is a time series generated by a chaotic
2Though not in a cryptographic sense “secure.”
3Examples and code for a simplified version of this experiment developed by the author are on-line at http:
//www.jellymatter.com/2012/01/04/a-secret-message-from-another-dimension/
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map f : R→ R:
ctn+1 ← f(ctn) = 3.9ctn(1− ctn)
Then, let us assume that the “transmitted message” t is a Gaussian random variable, which
will be scaled by a constant A to make it much smaller in overall amplitude to the carrier signal.
This is then added to the carrier signal to produce a communicated signal s:
sn ← ctn + tn/A
The receiver consists of another chaotic map where the communicated signal is mixed with
the map’s previous iteration using a coupling factor γ ∈ [0, 1], to get the reconstructed carrier: cr
crn+1 ← f(γsn + (1− γ)crn)
Then, the reconstructed message r is obtained by subtracting the reconstructed chaos from the
signal as it was originally received, then rescaling:
rn ← A(sn − crn)
This system matches conceptually the chaotic communication channel as Cuomo and Oppen-
heim introduced it. The set of assignments that form the mathematical construction of the system
above can be translated into a directed acyclic graph (DAG) by the following method:
• Assume that for each variable on the left hand side of an assignment (e.g. ctn+1) there is
a random variable represented by the equivalent capital letter (e.g. Ctn+1) of which the
original variable is a realisation.
• Construct a “motif” for the time steps represented by n and n + 1 using the given assign-
ments, i.e. if the assignment for a has b on the RHS (e.g. a ← b) then draw an arrow from
B to A.
• Assume that the motif repeats over all time-steps n ∈ Z.
Figure 6.4 results from applying this method to the current system.
To get an understanding of the behaviour of the system, the relationships between certain
variables are plotted in figure 6.5 for low γ = 0.2 and high γ = 0.8 coupling. On the top row are
the correlations between the transmitted and received signals. For low coupling, communication is
not successful – there is not a clean correlation between R and T , but for γ = 0.8, the correlation
is strong and communication is successful.
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Figure 6.4: Causal DAG for the chaotic communication system. The transmitted signal T is
introduced at each time step, and added to the transmission carrier Ct to get the transmitted signal
S. The receiver synchronises its carrierCr toCt via S, which allows reconstruction of the message
at R.
Similar relationships between the carrier signals can be seen in the bottom row of Figure 6.5
– for low coupling, though there is certainly a structured relationship between Ct and Cr, it is not
strong enough to predict one from the other. But when the coupling is increased, and Ct and Cr
are synchronised, the correlation between them is clear.
Thus it seems like our measure of “physical” coupling strength – γ – corresponds generally to
the instantaneous statistical relationship. This is shown by figure 6.6 where the mutual information
for the carrier I(Ctn;C
r
n) and message I(Tn;Rn) is plotted – high values of the former suggest
synchronisation, where high values of the latter show successful communication. Notice however,
that though there is a broadly monotonic relationship between coupling strength and information,
it is clearly non-linear – this shows the critical synchronisation point at around γ = 0.4. For lower
strength couplings, there is neither synchronisation nor successful message transmission. Also,
the message information is lower than the carrier information, reflecting the fact that although we
can reconstruct the transmitted message at the receiver, there will be a lot of noise, whereas the
relationship between the two carrier signals is almost perfect when there is strong coupling.
However, these information measures would not be said to measure causal relationships – just
because two variables are correlated, we cannot say whether this is due to a common cause or a
causal link in either direction between them. To look for causal relationships, we need to condition
out common causes. We can do this by looking at the causal DAG in figure 6.4. Supposing we
want to test the presence of the causal link from Ctn to C
r
n+1, we can note that if this link was
not present, the CMC would imply that I(Ctn;C
r
n+1|Crn) must be zero, which justifies it as a test
statistic in the sense described above. Similarly I(Tn;Rn|Crn) can be used to test for the influence
of Tn on Rn. These statistics are plotted in figure 6.7.
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Figure 6.5: Correlations between signals in the chaotic communication system. The plots show
two-dimensional distributions calculated empirically for the pairs (R, T ) (message) and (Cr, Ct)
calculated empirically from a large number of repeated runs of the chaotic communication system
at two coupling values: low coupling, unsuccessful communication γ = 0.2 and high coupling,
successful communication γ = 0.8.
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Figure 6.6: Mutual information in the chaotic communication system. This shows the statistical
dependencies between pairs of variables – in black the carrier signals and in blue the message
variables. Real values from the data are transformed to discrete values by constructing a set of
bins in each dimension such that the distribution of data points is uniform in each dimension. For
each value of γ, the mutual information is evaluated from a 30 time series of 2000 data points
each with the starting values of the two chaotic maps chosen uniformly at random from [0, 1). The
central lines show the median value and the shaded regions show the 5-95th percentile range.
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Figure 6.7: Information transfer in the chaotic communication system – from the transmission
carrier to receiver carrier (black) and from the transmitted to received message (blue). Values are
calculated and plotted using the binning and repeated sampling approach described in figure 6.6.
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Notice now that the information transfer for the carrier signals is only particularly strong just
below the synchronisation threshold at γ = 0.4. That is, is is easiest to detect the causal influence
of the transmitted chaos on the reconstructed chaos when the synchronisation is incomplete (i.e.
it is intermittent and “complex”), and in fact at values where the communication is not generally
successful. When we go higher than the synchronisation threshold γ > 0.4 the information trans-
fer from one carrier to the other actually decreases even though the coupling is stronger. On the
other hand the information transfer for the message is higher than that of the carrier signal in this
region, in spite of the fact that as we saw in figure 6.6, the carrier signals are much more closely
synchronised.
The information passed from transmitter to receiver can thus be described as “hidden” at the
point where its is transferred through the carrier signals. When the physical coupling γ increases
to high values, the carriers are the most closely and directly coupled variables in the model –
the information in the message must pass through the carrier signal to go from T to R. But the
carrier signals show low information transfer when the message variables T and R show higher
transfer – the information gets from T to R by “hiding” in Ct and Cr. This is intuitive when we
think of the system as a secret communications channel – the message should not be immediately
obvious from looking at the carrier signals. Moreover we see that the information transfer between
the carrier variables does not monotonically increase with the coupling strength γ. However, the
carrier signals are of course absolutely necessary for the message to be communicated at all – the
causal influence of T onR, which is visible in the time series, is dependent on the causal influence
of Ct on Cr, which is not (as) visible.
6.4 Conclusion
This chapter concludes the primarily theoretical part of this thesis. Its particular contribution has
been to identify a possible phenomenon within information dynamics where information may be
“hidden” at intermediate points in a causal chain. This follows directly on from the conclusions
regarding the relationship between information and causal influences given in chapters 3, 4 and 5.
However the proposed pattern of hidden information is a significant extension to the previously
given theory – it is theoretically well grounded, but is also suggestive of empirical questions that
will be studied in the remainder of this thesis. We have described hidden information transfer
in the context of a communication system here since it hopefully offers a clear intuition of the
information dynamics. The theoretical grounding also suggests the type of scenarios in which we
would expect this phenomenon to occur – i.e. settings where we have “stable” behaviours charac-
terised by strong, largely deterministic physical coupling. The example discussed above considers
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synchronous oscillation as a facilitator of communication. In the second part of this thesis we will
consider manifestations of the synchronisation phenomenon in systems geared towards generating
stable gaits for robot locomotion.
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Part II
Experiments
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Chapter 7
Approaches to locomotion control
The previous chapters have looked in a largely theoretical context at the application of information
theoretic analysis to discovering causal relationships in physical systems. In particular, this has
been oriented towards robotic applications in general – dealing with questions of control and
synchronisation, but mostly without specific reference to a particular task. The second part of
this thesis will consider applications of these tools in more realistic scenarios, particularly with
reference to legged locomotion.
The theory chapters have focussed heavily on synchronisation as a phenomenon of coupled
oscillators (and discussed the associated pitfalls for causal inference techniques), which will be
highly relevant in this second part of the thesis. The approach to locomotion taken here is inspired
by considering a group of legs as a set of synchronising oscillators.
Chapters 9 and 10 deal with a full locomotion generation system for a hexapod robot designed
in this manner. Before that, chapter 8 tackles a more simplified problem of a single oscillator syn-
chronising to its environment. This chapter sets the context for this part of the work by evaluating
major approaches to locomotion control found in the literature. This review is relatively brief and
is intended to give an outline of the major issues to consider. More complete reviews can be found
in Floreano et al. (2008) which focusses on evolutionary approaches and Kajita and Espiau (2008)
which covers “classical” (non-evolutionary) techniques.
7.1 Legged locomotion based on passive dynamic walking
There has been renewed interest in the past decade or so in using the principles of dynamic lo-
comotion and compliant actuation in robot control. In modern scientific terms, passive dynamic
walking dates back to the work of McGeer (1990), who designed a biped capable of walking in a
reasonably human-like manner down a slope without the need for any computer control or energy
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supply other than its own gravitational potential.
In more recent work Harvey et al. (2004) (see also Vaughan et al., 2004, 2005, 2014) compare
the approach of McGeer to that of recent robotic biped walkers such as Honda’s ASIMO (Hirose
and Ogawa, 2007), which relies on high impedance actuators and complex foot sensors. They con-
tend that the engineering approach in such robot designs is constrained by a traditional industrial
focus on precise control of position, rather than control of force. Relying on such control methods
results in “unnatural” peculiarities where the robot cannot match human walking behaviour. For
example ASIMO needs to have its knees constantly bent while walking, rather than locked straight
during the stance phase as in human walking1.
In contrast to this, passive dynamic walking is presented by Harvey et al. as an approach that
will lead to more natural seeming walks, because the gait is more closely coupled to the physical
dynamics of the machine. The passive dynamic walker effectively implements a simple model of
walking through its mechanical construction, rather than using computer control to force a robot
to match a pre-determined (e.g. motion captured) gait.
McGeer and Harvey et al.’s walkers consist of biped mechanisms, though the approach is also
valid for quadruped walkers (Remy et al., 2009). An obvious advantage to approaching the latter is
that the overall stability of the agent is a much simpler problem, due to the increased floor contact
area with more legs. One argument might be that solving the stability problem with extra legs
simply makes the task too easy and thus not interesting, but even in a quadruped there is still a
valid question of achieving the desired “natural” motion that is energetically efficient and mimics
the behaviour of animals.
7.1.1 Dynamic walking and dynamical systems
Harvey et al. (2004) consider dynamic walking to be an example of the broader category of the
dynamical systems (DS) approach to robotics, which they put in contrast to “Good Old Fashioned
AI” (GOFAI). By the dynamical systems approach they mean the exploitation the physical proper-
ties of the agent in order to produce the desired behaviour; in their words, the agent “naturally does
the right thing”. GOFAI techniques on the other hand involve computation of the correct outputs
(motor activations) based on given sensor inputs and internal states using a general computing
machine, comparable to a universal Turing machine (UTM). On a real instantiation of a dynamic
walker (e.g. Collins et al., 2001) there is clearly no such computer involved, and even in a simu-
lated dynamic walker as presented by Harvey et al. the computer provides the simulation, but the
1It should be noted that more recently robots using similar engineering approaches to ASIMO such as WABIAN-2R
(Ogura et al., 2006) and HUBO II (Kim et al., 2008) have implemented straight-leg walking.
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robot behaviour is still the result of its dynamics rather than a computational process. Thus in the
DS approach to robotics, “computation” – as it is traditionally defined as operations performed on
a UTM – is not the basis of the control system.
It is worth comparing this view with that of Stepney et al. (2005), who argue for what they
call the “computational stance”. Their perspective is that the dynamics of the universe perform
computations, and that the word “computation” thus need not be limited to refer to those systems
that fit the “Turing paradigm” of abstract mathematical operations on symbols. This implies two
potential views of the DS approach, as non-computational (Harvey et al.) or as non-classical com-
putation (Stepney et al.). It is clear however that in both cases the authors intend to be contrasting
their methods with traditional UTM-based systems. There are ongoing debates around the contrast
between these two perspectives, however they appear to be broadly compatible in the context of
the current work, so where other authors such as Lewis et al. (2003) refer to “physical computa-
tion” it seems reasonable to take this as referring in many respects to the same concept as Harvey
et al.’s “non-computational” dynamical systems approach, because they mean computation in the
sense of Stepney et al.
Another subtle but important point with respect to the definition of the dynamical systems
approach is the implicit assumption of a limitation to continuous time systems. Harvey et al. (2004)
are not mathematically explicit about their definition of a dynamical system and thus leave this
point slightly ambiguous: “there is a finite (though extremely large) number of physical variables
that could be picked out as relevant to the workings of the machinery of the brain; and these
variables continuously interact [emphasis added] with each other ... [Suppose we] write down
an equation for each one, that states how its rate of change at any instant can be given by a
formula related to the instantaneous values of itself and some or all of the other variables; then
formally speaking we have a Dynamical System,” (Harvey et al., 2004). Assuming the above
implies continuous variables with respect to time then it contradicts the more standard formal
definition of a dynamical system which permits discrete time functions (see e.g. Wiggins, 2003,
p. 1). Of course in a physical robot, time is continuous, but there are interesting cases where
agents are developed in environments with discrete time dynamics – these inevitably tend to be
computer simulations, but it is still possible to use the dynamical systems approach of “naturally
doing the right thing” in discrete time simulated environments as much as is it is in continuous
time simulated environments. This is important because investigating a discrete time system may
simplify the use of, for example, information theoretic measures which can later be generalised to
continuous systems (e.g. Klyubin et al., 2005; Jung et al., 2011).
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7.2 Alternative legged locomotion approaches
7.2.1 Zero moment point (ZMP) dynamic control
The Honda ASIMO introduced above is an example of a zero moment point (ZMP) based biped
design. This technique is one of the most common biped walking approaches, and was first im-
plemented in a robot in 1985 (Takanishi et al., 1985). However Vukobratovic´ and Borovac (2004)
make a slight over-statement when they say it is “the only procedure for biped gait synthesis,”
given that we have the already cited a drastically difference approach in the form of passive dy-
namic walkers. A broader review of this and other techniques for biped control is given by Kajita
and Espiau (2008).
Briefly, the term “zero moment point” refers to the point on the foot-floor contact surface about
which the torques in the floor plane are zero. In the limit of no acceleration in the robot body this
becomes the projection of the robot’s centre of mass to the floor plane. Provided the ZMP is well
within the convex hull of the robot’s foot contact areas on the floor the robot should not be inclined
to tip on its feet.
Technically, the real zero moment point will never leave the support area created by the feet,
because as the above implies, if it did the robot would passively tip over, and the pivot point (some
point on the edge of the foot) would become the ZMP. Thus when the ZMP is measured using
feet sensors, it is usually required that the ZMP have some distance from the edge of the foot to
ensure the robot is balanced. In practise, robot gaits are generated through a mix of modelling the
expected ZMP using Newtonian dynamics and correcting for errors with a feedback system, see
Kajita and Espiau (2008) for a more complete overview of the implementation approaches.
It has been noted above that Harvey et al. (2004) point to several disadvantages of ZMP based
control as compared to walkers based on the passive dynamic approach. Kajita and Espiau (2008)
observe three properties of existing ZMP robots that could be seen as disadvantages: the need for
six fully actuated joints (where passive walkers can use smaller numbers of under-actuated joints),
use of position (rather than torque) control for the joints, and force sensors on the feet, arguably
an unwanted expense.
Other drawbacks are the need for the feet to have a flat contact with the ground, to not slip, and
generally to be inelastic. A formally ZMP-based robot could not run as one foot must always be in
contact with the ground2. These cannot really be counted as advantages for the passive dynamic
walking model given by McGeer (1990), which as the name implies does not permit running either,
and also assumes infinite friction and inelastic foot-ground contacts, and gets round the problem
2In fact, the ASIMO now claims the ability to “run” (Hirose and Ogawa, 2007), though in practice its time in the air
is barely noticeable, whereas animal gaits clearly can involve significant leaps.
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of the foot shape by assuming point or arc feet.
7.2.2 MIT LegLab robots
Some of these limitations in both the ZMP and passive dynamic walking approaches are mitigated
somewhat in the systems developed in the MIT LegLab under Marc Raibert in the 1980s. Many
papers can be found in the relevant conferences and journals3, but the work is reviewed in depth in
a book by Raibert (1986). Here the focus was less on achieving independent balance and stability
(though that was obviously a concern) and more on making use of legs as an energetically efficient
way of achieving speed and balance with simple control. These are among the few well known
examples of legged robots that use springs and compliant joints in running mechanisms.
The MIT legged robots were developed by starting with a monoped hopper in a 2D plane
(Raibert and Brown, 1984). The dynamics for this robot are in fact quite straightforward and
lead to a relatively simple control system for setting the hopping height, forward speed and torso
attitude. It is shown that this control system can be extended to control biped and quadruped
robots without too many additions – essentially an MIT biped is two monopeds attached at the
hip and a quadruped is four (Raibert et al., 1986). The hopping robot was also extended to a 3D
implementation capable of balancing itself in real implementations without extra support (Raibert
et al., 1984).
The MIT systems are capable of much more natural running than ZMP based systems. This is
partly a result of the design methodology since in a hopping robot the only way to move is to take
the only foot off the ground for a part of the cycle. It was also found that it was easier to extend
the control system to support quadruped locomotion when only one foot was on the ground at the
time, as it introduces fewer new constraints (Raibert et al., 1986). Contrast this to the “crawl gait”
that is typically considered the most stable quadruped gait (Kajita and Espiau, 2008) in which only
one foot is allowed to be off the ground at any one time.
This is no accident. Raibert (1986, chapter 1) makes clear that the aim of the MIT research is
to develop “active balance” in robots, which allows for faster movement. The ZMP approach is
also a form of dynamic balance, because it takes into account the forces due to accelerations in the
robot’s gait as well as those due to gravity. However, it requires more constraints to be placed on
the robot design and more complex feedback from sensors as described above.
For example, the LegLab’s original hopper sets its height in a simple manner by applying
constant force to the leg actuator on each cycle, and allowing the robot’s physical springiness
3A publication list is available at http://www.ai.mit.edu/projects/leglab/publications/
publications-main.html.
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to determine the resultant height. Over time, the hopper will reach a height equilibrium for a
given force. It would of course be in theory possible to set the height on each hop exactly (or
nearly exactly) by measuring the forces on the robot and calculating an update based on a model
of the robots dynamics, but simply relying on the spring to set the height is orders of magnitude
simpler and does not require any complex sensors. This is a very straightforward example of
the kind of physical intelligence that can be used in compliant robots, but this aspect of robot
building is fundamental to the MIT approach. Later research investigated explicitly the notion of
“self-stabilization” (Ringrose, 1997) – responding correctly to disturbances purely mechanically,
without the need for feedback sensors. More recently this property has been investigated in human
limb structures (Blickhan et al., 2007).
A particularly relevant example of physical computation was presented by Murphy and Raibert
(1985) (see also Raibert, 1986, chapter 8). In a model of a trotting quadruped, it was shown that the
stabilisation of the robot was dependent on the ratio of the hip spacing to the moment of inertia of
the body. With the hips sufficiently far apart the robot passively stabilises to an alternating rhythm
of the front and back legs. In dynamical systems terminology, they identified a bifurcation point in
the system’s dynamics where a stable limit cycle representing synchronised motion of the two legs
appears. Murphy and Raibert do not apply this terminology, but nonetheless this is a precursor or
perhaps early example of what Harvey et al. (2004) would call the “dynamical systems approach”
to robotics.
Both ZMP and the MIT systems were initially developed in the early 1980s, at least with
respect to applications in robotics. But today, ZMP systems seem to have a higher profile in terms
of well publicised robotics research (e.g. the ASIMO). According to Kajita and Espiau (2008)
the MIT LegLab’s work “was not really followed up, but was surely the inspiration for many
researches on cyclic systems.” There are nonetheless a reasonable number of systems that clearly
owe some considerable debt to these designs. The Rabbit (Sabourin and Bruneau, 2005; Morris
et al., 2006) is a MIT style walking robot that reacts to external forces, an important extension of
the idea of active balance, and the BigDog (Raibert et al., 2008) produced by Boston Dynamics (a
company founded by Raibert) makes use of some of the design concepts such as semi-compliant
joints in the limbs.
There has also been renewed interest in studying robots with compliant joints more generally
(Scarfogliero et al., 2009), and particularly with respect to self-stabilising quadrupedal running
(Iida et al., 2005). As well as permitting more natural “running” behaviour as in the MIT robots, it
has been argued that compliant joints provide a better model of natural walking in humans (Geyer
et al., 2006).
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7.3 Energetic efficiency in robot walking
Pfeifer and Bongard (2007) discuss many of the above concepts (dynamic balance, self-stabilisation
and physical intelligence) in the context of “embodiment”, by which they mean an approach to
cognitive science and robotics that considers the body and environmental situation of an agent as a
key part of its intelligence. This approach motivates much of the present work, and is often argued
to lead to greater energy efficiency (a theme that will come up again in section 7.5). Intuitively,
it seems likely that exploiting the natural forces created by the body mechanics would of course
provide better energy efficiency that high impedance actuators, but ideally we should quantify this
difference.
Gabrielli and von Ka´rma´n (1950) introduced a metric for the efficiency of transport vehicles
called specific efficiency, which is the ratio of power consumption to the weight and speed of the
vehicle. Subsequently similar analyses have been applied to animal locomotion (Tucker, 1970)
and legged robots (Gregorio et al., 1997). Gregorio et al.’s form of the measure is:
ε(v) =
P (v)
mgv
(7.1)
The specific efficiency at a particular speed ε(v) is the ratio of the power output of the robot
at that speed P (v) to the weight mg times the speed v. Because the specific efficiency takes into
account the weight of the robot, it is a fairer measure of energy consumption and efficiency when
comparing robots against each other. Gregorio et al. use this measure on their “ARL monoped”
robot, which is similar in design to the MIT hopping robot, and has ε ≈ 1 (varying slightly with
speed). They compare this to other powered robots and find it to be better than its competitors,
though human walking and McGeer’s passive dynamic walker have specific efficiency closer to
0.03.
Much the same measure is applied by Collins et al. (2005) to the powered versions of the
McGeer passive dynamic walker that they present. They refer to the same ratio as specific energy
cost, by effectively multiplying the numerator and denominator of the right and side of equation
7.1 by the duration of the movement to get equation 7.2, where E is the energy consumed and d
is the distance travelled.
ct =
E
mgd
(7.2)
In fact, they further distinguish between the “energetic cost” cet where the energy is the total
energy consumed by the system, and “mechanical cost” cmt which only counts the work done by
the transport mechanism to maintain the motion. The former measure is perhaps more general,
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but the latter will compare only the mechanical efficiency (ignoring power lost to e.g. inefficient
electrical power supplies or computational costs). Gregorio et al. (1997) are using the mechanical
specific efficiency, because they refer to the power output by the system. The mechanical effi-
ciency seems to be the only fair comparison between un-powered systems such as McGeer’s and
powered ones since the latter would inevitably achieve worse cet due to said inefficiencies in input
power conversions. Furthermore, for passive dynamic walkers, the total energy input to the system
is simply the gravitational potential lost, i.e. E = mg∆h where ∆h is the height lost in the direc-
tion of the gravitational force. If θ is the angle between the gravitational force and the direction of
travel in which d is measured, then cet = mg∆hmgd = sec θ, so the energetic cost is purely dependent
on the angle of the test slope and not at all on the walking mechanism provided the robot achieves
stable walking at all. The mechanical measure cmt gives a value based just on the fraction of the
total energy mg∆h available that is used to create stabilizing forces by the robot.
Of course measuring the force as needed to find cmt without disturbing the system is po-
tentially quite hard. For this reason Remy et al. (2009) compare passive dynamic walkers by
measuring the stable speed on a given slope. This is fair so long as the systems have similar mass.
Collins et al. report cmt for their active dynamic walkers between 0.055 and 0.084. By contrast
they estimate the ASIMO cmt at around 1.6. Scaled by weight, ASIMO’s walking requires work
done equivalent to around 20 active dynamic walkers or 50 humans (from Gregorio et al. (1997)
human cmt ≈ 0.03 at maximum efficiency).
7.4 Central pattern generators (CPGs) as a control paradigm
A central pattern generator (CPG) is a portion of neural circuitry responsible for generating
rhythmic signals used in locomotion. The presence of CPGs is currently a well accepted ex-
planation for gait generation in many animals, and CPG inspired techniques have been used in a
number of published robotic studies in control. A recent review by Ijspeert (2008) covers both
biological and robotic aspects of the literature.
In a robotic or artificial agent scenario, CPG control can refer to a broad category of sys-
tems that rely on oscillatory pattern generators as a central component of the motion control.
The earliest example of an artificial CPG controller comes from a simulation study by Taga and
Yamaguchi (1991). The pattern generator here is a specific model of neural oscillations developed
by Matsuoka (1985), which is a common model used by many subsequent studies, though it is not
necessarily the only possible model.
A particular focus of interest in CPG studies is the notion that a single CPG system can gener-
4They also report an estimated cmt for a third walker of “≥ 0.02”.
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ate multiple behaviours. A real model salamander (Ijspeert et al., 2007) showed how a single CPG
may produce both walking and swimming behaviours in response to variation of a drive signal.
Similarly dramatic changes in undulatory behaviour have been shown to take place as a result of
environmental parameter variation in models of the nematode worm C. elegans (Boyle, 2009).
This ties the CPG approach to locomotion back to the dynamical systems approach to robotics
of Harvey et al. (2004), because the substantive changes in behaviour arising due to parameter
variations can be viewed as the creation or destruction of limit cycles and fixed points in the phase
space of the system, i.e. as bifurcations.
Another key notion in the dynamical systems view of locomotion is that of synchronisation.
In animals CPGs are capable of producing rhythmic signals in isolation, but are thought to syn-
chronise to proprioceptive feedback where it exists (Pearson, 1995). The idea of entrainment of
the CPG to bodily feedback signals fits with the embodied robotics approach and has been studied
on simulated (Pitti et al., 2009) and real (Buchli et al., 2006) systems.
A further and critical aspect of synchronisation is the potential for symmetry breaking among a
set of oscillators. For example, a hexapod “tripod” gait – one of the simplest statically stable gaits
– incorporates a spatio-temporally symmetric pattern of synchronisation between each leg (where
each leg is in anti-phase with the leg opposite and, if it exists, the leg in front and/or behind).
An influential paper by Collins and Stewart (1993) describes how spatio-temporal symmetries
equivalent to a variety of animal gaits can be obtained from sets of coupled oscillators with a
symmetric pattern of coupling between legs.
Such symmetric patterns of coupling between distributed CPG oscillators have been used to
successfully generate animal and robot locomotion patterns (Beer et al., 1992; Golubitsky, 1998;
Golubitsky et al., 1999; Cruse et al., 2002, 2007; Campos et al., 2010; Schilling et al., 2013).
Reflexes are also often used in robotic locomotion systems. Unlike CPGs, reflexes refer to
systems that produce motor output only in response to particular sensory signals: for example the
forced extension of a leg when it is detected that it has reached a certain physical state. The MIT
LegLab control system (Raibert, 1986) could be viewed as primarily reflex based, though it does
not make particular use of nervous system analogies. A number of systems have been built with
hybrid controllers combining reflexes with CPG style gait generation (Lewis and Bekey, 2002;
Fukuoka et al., 2003).
These approaches will be investigated further in chapter 9 where a combined CPG and reflex
based system will be used to build a distributed gait generator which also incorporates physical
feedback from the environment.
145
7.4.1 Coupled chaos control
A related approach is the use of coupled chaotic systems to produce locomotion patterns. This
technique was introduced by Kuniyoshi and Suzuki (2004), who present it as a method of “im-
mediate behaviour adaptation.” Fundamentally the technique is closely comparable to CPG based
control methods but the oscillators are chaotic rather than more straightforward limit cycle sys-
tems. It is proposed that the chaotic oscillators will explore a more diverse section of the phase
space, but unlike a random exploration, chaotic systems are capable of synchronisation (Pecora
and Carroll, 1990; Rosenblum et al., 1996), and hence a number of chaotic CPGs may still pro-
duce coordinated behaviour. Like CPG control, the system is model free in the sense that the
oscillators do not explicitly model the environment or any other part system – instead behaviour
emerges from the ongoing interaction between the coupled components of the system both inside
and outside the agent.
As with CPG controllers, chaos based controllers are likely to produce a number of differ-
ent outputs as a result of varying parameter configurations, including cyclic dynamics and more
chaotic processes. Exploiting these dynamics makes it possible to use a chaotic control system
as a search method for obtaining optimal behaviours. Shim and Husbands (2010) developed a
simulated swimming robot controlled by coupled chaotic pattern generators, and by varying the
chaoticity of the pattern generators in response to a goal function are able to make the robot tend
towards effective behaviours. Thus this control method has been shown to be a viable approach to
online, model-free value based learning.
The entrainment of chaotic control systems is often described in terms of synchronisation.
Chaotic systems can be synchronised either completely or only in terms of phase (so the phase
angle of two systems matches, but the amplitudes do not necessarily). It is argued by Pitti et al.
(2009) that the latter case of phase synchrony (PS) can be usefully exploited in robot control. Using
a planar biped walker similar to that of Taga and Yamaguchi (1991) they investigate the phase
synchronisation between the body and neural components. They find that the neural oscillator is
entrained to the body dynamics in cases where the performance (here measured by duration of
successful walking gait) is higher.
These ideas show promise but as yet have not been implemented successfully in real robots.
Recent work by Pitti et al. (2010) investigated the control of an isolated air muscle in this manner,
but not yet a full robotic system. The theoretical foundations of this control method are perhaps not
fully developed, perhaps as there are relatively few examples in the literature of this approach. In
the above cited examples, the viewpoint varies slightly between one of focussing on synchronisa-
tion of the chaotic systems (Kuniyoshi and Pitti) and searching among multiple stable dynamical
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configurations (Shim).
7.5 Analogue neuromorphic control
There have been many implementations of robot locomotion control using neural CPG inspired
techniques. Experiments are conducted either fully in simulation broadly following the method of
Taga and Yamaguchi (1991), or by using embedded microprocessors to generate the CPG signal
in a real physically embodied system as per, for example, Ijspeert et al. (2007). In either case the
CPG is instantiated by using a dynamical model (i.e. set of differential equations) and integrating
numerically with the Euler (or some similar) method.
In the context of investigating scientific hypotheses as in the above two cited examples, nu-
merical integration almost certainly provides an adequate model of CPG dynamics, at least as
long as reasonable care is taken in the design of such systems. From an engineering point of view,
however, CPG based control has to compete in terms of cost and energy efficiency with alternative
methods.
Mead (1990) has argued that digital computing methods have inherent energy costs that pre-
vent them from matching the performance of neural systems. This is estimated to amount to an
unavoidable 107 times higher energy cost for a single operation in digital electronic logic com-
pared to the same in biological neural systems. This is largely derived from the need to compose
digital operations (AND and OR) out of large numbers of fundamental components (transistors),
which each individually require energy to be charged or discharged. If, by contrast, we make use
of electronic devices’ physically defined characteristics as the fundamental operations (e.g. using
capacitance to calculate integrals, or Kirchoff’s laws to perform arithmetic), there is potentially
a factor of 104 to be saved in energy costs. Mead advocates the use of analogue electronics to
process information in a manner more directly comparable with biological nervous systems.
Mead bases his argument on the comparison of the energy cost for a single “operation”, but this
is perhaps slightly problematic because an “operation” could mean something different in neural
and digital systems – it seems reasonable to accept that in some contexts a digital computer is
more efficient than a brain (e.g. for well defined numerical calculations). Mead is trying to be fair
by allowing each class of computing system to use the energy available in the manner most natural
to it. However if we try to make a direct comparison in the current context of CPG simulation, it
is clear that the Euler integration method would suffer from even worse inefficiencies than Mead
discusses, because each step of the numerical integration would require (at least) hundreds of
digital operations.
The bipedal robot of Lewis et al. (2003) is one of the few demonstrations of legged loco-
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motion controlled by an analogue CPG control system. Artificial integrate-and-fire neurons are
used to generate oscillating and spiking signals. The CPG output is fed to servomotors driving a
hip joint. The knee is a freely moving passive hinge joint (with a hard stop preventing forward
overextension). Thus the robot is under-actuated and the knee joint is used as part of the physical
computation (Lewis et al. provide an analysis of the dynamics of the knee and shank highlighting
its importance to achieving a working gait). The authors consider analogue electronic computa-
tion to be a form of physical computation with only a cosmetically different substrate (solid state
electronics as opposed to Newtonian mechanics). In that sense they are effectively comparing the
efficiency gains expected from Mead’s arguments to those expected in dynamic walking (see sec-
tion 7.3). The use of physical computation in this experiment is limited however, as the actuation
is performed by servomotors as mentioned, which tend to have high impedance dynamics and
require some further electronic transformation of the control signal.
Coupling and synchronisation are also an important component of Lewis et al.’s work. An
angle sensor in the leg is fed back to the oscillator such that it is entrained to the movement of
the leg. This constrains the oscillator dynamics which would otherwise drift indefinitely. The two
CPGs (one for each leg) are also coupled to each other, enforcing the anti-phase oscillation of
the two legs. This is a fundamental component of the gait, as of course the legs must move in
synchrony (albeit with a half-period offset between them).
In a quadruped, the number of synchronous gaits is larger and can be described in terms of the
symmetries of multiple oscillators (Collins and Stewart, 1993). A robot developed by Still et al.
(2006) is capable of generating the various quadruped gaits using an analogue CPG controller.
Four simple oscillator circuits are coupled in a chain, which is shown to be a sufficient system for
generating symmetric oscillation patterns. The particular gait pattern is selected by modifying a
small number of oscillator and coupling parameters. Unlike Lewis et al.’s system, the DC motors
driving the legs are directly controlled by the oscillator output here, which removes control layers
and simplifies the system. However the physical system here is less complex and does not appear
to provide any interesting physical computation – there are no knees controlling the extension
of the limbs, they simply have magnetic feet providing traction on the stance (backward motion)
phase of each leg only.
Relatively few examples of analogue CPG control of robot walking beyond those cited have
been published, though neuromorphic oscillator circuits continue to be researched for this and
related purposes. For example, Vogelstein et al. (2008) present work aimed at animating the limbs
of a paralysed quadrupedal animal with a neuromorphic chip.
148
Chapter 8
Hidden information transfer in an
autonomous agent
This chapter describes a critical element of the information dynamics of embodied agents as de-
scribed by this thesis, which can be thought of as hidden information transfer. This phenomenon
has already been discussed in chapter 6 in a theoretical setting, here it is demonstrated in a min-
imal model of an autonomous agent. While it is well known that information transfer is generally
low between closely synchronised systems, here we show how it is possible that such close syn-
chronisation may serve to “carry” signals between physically separated endpoints. This creates
seemingly paradoxical situations where transmitted information is not visible at some intermedi-
ate point in a network, yet can be seen later after further processing. We discuss how this relates
to existing theories relating information transfer to agent behaviour, and the possible explanation
by analogy to communication systems.
This chapter is based on the paper published in the Proceedings of the 2013 European Confer-
ence on Artificial Life (Thorniley and Husbands, 2013).
8.1 Introduction
The dynamics of embodied agent-environment systems are increasingly analysed using informa-
tion theory (Lungarella and Sporns, 2006; Pfeifer et al., 2007b; Bertschinger et al., 2008; Klyubin
et al., 2008; Pitti et al., 2009; Williams and Beer, 2010a; Moioli et al., 2012; Schmidt et al., 2012).
This chapter adopts this approach and demonstrates a phenomenon that is consistent with the ana-
logy to communications, but thus far seemingly overlooked in studies of information transfer in
embodied agents. We describe “hidden” information transfer in a simulated robot: strongly phys-
ically coupled parts of the system carry information between separated endpoints, without such
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information transfer being visible between the carrier components themselves.
Information transfer is often characterised using forms of transfer entropy (Schreiber, 2000),
itself a non-linear generalisation of Granger causality (Barnett, 2009). Information transfer from
X to Y is quantified by the relative improvement in statistical prediction of the future states of
Y when the current state of X is known in addition to the already-known historical states of the
target variable Y . A known issue, and potential source of confusion, is that information transfer
is not a measure of the physical strength of coupling – a common example being synchronised
systems, where very high coupling may mean that two time series are almost identical, leading to
little prediction improvement and hence low transfer entropy in spite of strong physical coupling
– a phenomenon already noted in this thesis (chapters 3, 4 and 6). This is sometimes regarded
as a failure of transfer entropy to properly capture causal influences (Ay and Polani, 2008; Lizier
and Prokopenko, 2010; Janzing et al., 2013). The agent model used in this chapter will exhibit
this type of phenomenon, but in addition we will show that although strongly coupled components
may exhibit low transfer entropy, they may still act as information conduits, hiding information
transfer between more separate components.
Our model is a reactive robot designed to behave like a child swinging on a swing. As the
feedback gain in the robot’s controller increases, a self sustaining oscillation is created. The agent
has a simple neural model acting as its brain, which is connected to the environment via its body.
The state of the agent’s neural system cannot (physically) influence the environment apart from
by first affecting its body. However, we demonstrate that information transfer can take place from
brain to environment without information transfer from brain to body. This shows how information
transfer can be hidden within the agent, and revealed by its interaction with the environment.
This is the key result of this chapter – information can pass through a chain of coupled systems,
e.g. A to B to C such that there is a high information transfer from A to C but not from A to B,
even though physically there is no alternative route. In the discussion at the end of the chapter we
will consider how similar effects occur in communication systems by way of analogy to our agent
based model.
This chapter is organised as follows: the next section below describes the model swinging
agent and its general dynamical features. The analysis in the following section shows the in-
formation hiding phenomenon by analysing the information transfer between each component of
the system. The final section discusses this result and considers the implications for the study of
embodied autonomous agents in terms of information theory.
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Table 8.1: Variables and parameters
Symbol Type/Value Description
θ Variable Angle of pendulum from downward vertical
ω Variable Angular velocity of pendulum (dθ/dt)
r Variable Current pendulum extension
v Variable Rate of pendulum extension (dr/dt)
u Variable Force control variable – force on bob due to effector
Fa Intermediate Force on bob due to acceleration
Fs Intermediate Force on bob due to spring
A Independent variable (0-80) Motor neuron output at saturation
g 9.81 Acceleration due to gravity
b 0.3 Pendulum damping coefficient
ρ 2 Motor neuron sensitivity
φ 20 Control parameter
k 100 Spring force constant
c 20 Spring damping (= 2
√
k for critical damping)
8.2 Reactive swinging agent
The system studied here is a simplified model of a child swinging on a swing. The swing itself
will be modelled as a rigid massless rod attached to a fixed pivot at one end with a mass (being the
mass of the agent) at the other end. The agent’s motor control consists in its ability to move the
mass up and down (towards and away from the pivot). There are two general ways to approach the
dynamical modelling of such a system. It is possible to use a “kicked pendulum” approach where
a periodic forcing function is used to perturb the mass (e.g. Belyakov et al., 2009). However it has
been found that even though a pendulum can be made to swing this way, the limit cycle produced
is in fact unstable, and thus this is in a practical sense impossible to achieve in the real world,
suggesting that a better approach is the “self-excited” oscillator (Pinsky and Zevin, 1999; Zevin
and Filonenko, 2007). Here the agent creates a positive feedback loop by adjusting the distance
from the mass to the pivot point (e.g. by raising and lowering the centre of mass of the agent
relative to a fixed attachment point at the end of the rod). This create a stable limit cycle as well
as a resting point (where the swing is pointing straight downwards and there are no vibrations to
amplify). Thus if the swing is given an initial “push”, the movement of the agent will sustain
the oscillation, hence the system is described as self-excited. This approach treats the agent as
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Figure 8.1: Spring based model of the swinging agent
a reactive system in the sense of Brooks (1986). This section provides further details on the
implementation of this system.
A representation of the model is shown in figure 8.1. There is a massless rod with length
normalised to one arbitrary unit. It makes an angle θ with the vertical axis along which the gravit-
ational force g applies. The “agent” consists of a mass-spring-damper system attached to the end
of the rod. The mass is influenced by the gravitational force, along with the centrifugal effect of
rotation and the forces created by the spring: linear contraction kr where k is a constant and r is
the extension of the spring, and damping cv with c another constant and v = r˙ – the linear velocity
of the mass in the direction of the spring. The agent creates an effector force u which acts on the
mass, but this is reduced according to the current absolute extension of the spring, modelling a
linear motor which produces less force output when it is already extended.
The full system can be described by the following equations. Table 8.1 lists each of the vari-
ables and parameters used. Dots represent differentiation with respect to a non-dimensionalised
time variable t1:
θ˙ = ω (8.1)
ω˙ = − g
1 + r
sin(θ)− bω (8.2)
r˙ = v (8.3)
v˙ =
u
1 + |r| + Fa + Fs (8.4)
u˙ = φ(A tanh(ρv)− u) (8.5)
The last equation describes the internal dynamics of the agent’s reactive controller. The agent
1For simplicity all variables are treated as dimensionless, though the choice of g = 9.81 suggests the system could
be treated as a one metre long pendulum with the agent mass at one kilogram, and time in seconds.
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Figure 8.2: The agent and environment in terms of dynamical variables
senses the current velocity v of its spring, and passes this through a simple sigmoidal neuron,
which determines a desired output force A tanh(ρv) where A and ρ are parameters. The actual
output force u moves towards this desired value in proportion to its current error according to the
rate parameter φ.
The acceleration of the mass in the direction of the pendulum rod v˙ is given by the resultant
force (we assume the mass is normalised to one arbitrary unit). That is, equation 8.4 shows v˙ is
the sum of the force due to acceleration Fa (i.e. gravity and centrifugal forces, equation 8.6) and
the force due to the spring Fs (equation 8.7) along with the effector force described above.
Fa = g cos(θ) + (1 + r)ω
2 (8.6)
Fs = −kr − cv (8.7)
We can treat the different dynamical variables as components of either the agent or environ-
ment, and further subdivide the agent into “brain” and “body” as shown in figure 8.2. The intention
is to treat the agent as dynamical system which is “embodied” in the sense that its overall beha-
viour is a result of the close coupling of the agent’s body, brain and environment (Pfeifer et al.,
2007a). The main sensor variable is v – the input to the neuron, though the spring extension r
can also be conceptualised as a component of the agent’s sensory system. The motor output is
represented by u, and the environment consists of the pendulum system: ω and θ.
The fixed parameter values used in the following simulations are shown in table 8.1. The
parameter A effectively controls the feedback gain and will be varied as the independent variable
in what follows.
The bifurcation plot in figure 8.3 gives an indication of the general dynamical features of
the system. These plots are obtained by recording the angular speeds at which the swing passes
through the downward direction, having been initialised with a random angular velocity and the
“transient” time while the system is still far from a stable cycle or point discarded. Data is obtained
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Figure 8.3: Bifurcation plot showing the behaviour of the system as the internal gain A is in-
creased. Simulations are performed at each of 300 linearly spaced points between A = 0 and
A = 80. Plot shows absolute angular velocity of the pendulum recorded as it passes through the
“downward” (θ = 0) plane of its state space – points in blue are returns to θ = 0 where the sign
of ω changed in between returns (i.e. the agent is swinging side to side) and points in red show
returns in the same direction (the pendulum has swung over the top). The grey area shows the
numerically estimated stability region for the fixed point where ω = 0 – i.e. if the system is within
this region it will eventually stop swinging. Outside of this region, it will go to either a swinging
or rotating stable cycle.
using Runge-Kutta integration – all results in this chapter are based on an integration step size of
1/50th of a time unit, with a simulation length of 1000 time units. With A low, less than about
10, there is a single, globally stable fixed point – i.e. there is insufficient feedback for the agent to
actually swing. Between feedback gains of around 10 and around 50, the agent usually swings side
to side (represented in blue in the figure) – where the agent returns to θ = 0 swinging in a different
direction each time. Above A = 30 another stable cycle appears where the pendulum swings over
the top rather than side-to-side, i.e. it returns to θ = 0 travelling in the same direction (same sign
of ω) each time. Note that the two cycles coexist between values of A around 30 to 50, but above
that only the rotating motion occurs. Finally, above A = 70, a transition to chaotic motion occurs
– above this point the system will sometimes rotate and sometimes swing side to side during a
single trajectory. The fixed point where the system does not swing is locally stable for values of
A less than around 33, meaning that sometimes the system will tend towards resting rather than
either of the limit cycles. Thus the ultimate behaviour of the system is in general dependent on the
initial conditions as well as the particular value of A chosen.
We now consider a slight alteration to the model. In practice, no sensor is perfect, and thus the
input to the neuron might conceivably be modelled as a stochastic variable with a slight perturba-
tion εv, so equation 8.5 becomes:
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Figure 8.4: Bifurcations with noise σ = 0.25
u˙ = φ(A tanh(ρ(v + εv))− u)
Assuming εv is small we can linearise its effect model it as a random additive perturbation on
u˙:
u˙ = φ(A tanh(ρv)− u) + φAρsech2(ρv)εv
In order to practically simulate the system, it must be written as stochastic differential equa-
tions. Specifically, we convert the equation for u (which is the only variable where we directly
add noise) into Langevin equation form:
du = φ(A tanh(ρv)− u)dt+ φAρsech2(ρv)σdW
Where W represents a Wiener process, and a new parameter σ is introduced to control the
strength of the random noise. This equation can be numerically solved using the stochastic strong
order 1.0 Runge-Kutta algorithm. The full details of this approach including integration algorithm
are found in Sauer (2012). The overall effect is that u behaves as if the neuron senses the current
velocity v with additive Gaussian white noise, where the noise power is increased by increasing
the newly introduced parameter σ. Figures 8.4 and 8.5 show the effect of increasing σ on the
bifurcation structure – the main features remain much the same, but the crossing points are now
somewhat random.
As well as making the model more “realistic”, introducing this random perturbation ensures
that the system is generally ergodic, which facilitates the correct calculation of transfer entropy.
Without this property, the probabilities estimated from time series data tend to make little sense
(see Breiman, 1969, for a discussion). This slight randomness also means that even for very closely
synchronised variables there will likely be at least some transfer entropy measured, as there will
be a constant introduction of entropy inside the system.
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Figure 8.5: Bifurcations with noise σ = 0.5. Note that since the system is stochastic, the stability
regions are not deterministically defined (close to the edge of the region shown, some trajectories
may tend towards the fixed point and some towards the limit cycle depending on chance). The
region shown shaded corresponds to the median stable boundary found in 20 simulation runs at
each value of A.
8.3 Information transfer analysis
Transfer entropy is generally defined for two time series X and Y as a relative entropy or condi-
tional mutual information:
TEX→Y =
∑
P (xt, yt+δ, yt) log
P (yt+δ|xt, yt)
P (yt+δ|yt)
The data points being taken at discrete time intervals δ, e.g. X = (xt0, xt0+δ . . . xt0+nδ).
The sum is taken over the support of P (xt, yt+δ, yt) – i.e. all possible combinations of values
for the three variables. In this analysis we use the time interval δ = 1 (i.e. 50 integration steps,
corresponding to approximately one quarter of a cycle).
It is problematic to calculate the transfer entropy on continuous-valued time series such as we
have here. We have used symbolic transfer entropy (Staniek and Lehnertz, 2008), which uses a
convenient rank transform to find an estimate of the transfer entropy on continuous data without
the need for kernel density estimation.2 First an embedding dimension m is chosen (we use 4), for
each n ≥ m we set xˆt0+nδ = rank[(xt0+(n−m+1)δ . . . xt0+nδ)], where rank converts a sequence
into its sort order, e.g. (0.0, 0.4, 0.3, 0.25) becomes (1, 4, 3, 2). That is, each original observation
(after embedding in m dimensions) is a continuous vector (xt ∈ <m) and after transformation
each observation is assigned one of the m! possible permutations of a sequence of length m.
The permutation is denoted xˆt and for ease of calculation could obviously be assigned an integer
representation according to an arbitrary one-to-one mapping. The formula for symbolic transfer
entropy is then
2Alternatives exist such as k nearest-neighbour methods (Kraskov et al., 2004; Evans, 2008). At this time we are
not aware of a reason to prefer one method over the other in this instance.
156
0 20 40 60 80
A
0.0
0.2
0.4
0.6
0.8
1.0
1.2
T
E
F
RO
M
→T
O
θ
ω r v u
ω
θ
r
v
u
TO:
F
RO
M
:
X
Y
Z1 Z2
Z3
Z4
Figure 8.6: Symbolic transfer entropy in bits from each dynamical variable to each other one as
the internal gain A is varied in the system with noise σ = 0.25. The background of each plot
shows in grey a copy of the bifurcation diagram from Figure 8.4. The results from 20 runs are
shown after grouping by behaviour mode: red for stable (non-swinging), green for side-to-side
swinging and blue for rotational motion. For each behaviour the median is calculated for plotting
and the shaded area around each line shows the 10th-90th percentile range where it is visible. The
labels highlight the following features: at X the transfer entropy for low feedback gains (stable
behaviour) is often high; at Y there is a peak in the curve for side-to-side swinging behaviour at
around A = 12; Z1 and Z2 are a peak and a trough in transfer entropy that are not obviously
related to the complexity of the behaviour seen in the bifurcation diagram; Z3 and Z4 show peaks
in transfer entropy which seem to be related to features of the bifurcation diagram – the chaotic
behaviour at Z3 and the bifurcation point at Z4.
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Figure 8.7: Median transfer entropy under three different behavioural regimes represented by
arrow widths. Arrows are coloured blue for information transfer within the agent (variables u, r
and v), green for within the environment (variables θ and ω), red for agent to environment and
black for environment to agent. See Figure 8.2 for classification of variables. (a) Low feedback
gain (A = 2.6), the system cannot maintain a periodic motion and tends towards the stable state.
Higher transfer entropy is seen within the agent. (b) Moderate gain (A = 12), the agent will swing
side to side. This graph illustrates the information hiding effect (see text). (c) High feedback
(A = 50), the system rotates over the top. At this value almost no transfer entropy is seen in any
direction. Note that the arrow widths in (a) are 1/3rd the scale of the widths in (b) and (c) since
the transfer entropy values are generally much larger in (a).
STEX→Y =
∑
P (xˆt, yˆt+δ, yˆt) log
P (yˆt+δ|xˆt, yˆt)
P (yˆt+δ|yˆt)
With the probabilities estimated in the natural manner for discrete variables according to fre-
quency of occurrence, i.e. P (xˆt = X) would simply be the number of time points where xˆt is
found to be X divided by the total number of observations taken.
On every experimental run, the system is initiated with all dynamical variables set to zero
except for ω which is taken uniformly at random from [−10, 10). The first 100 time units are
treated as transient non-stationary data and discarded, and the remaining 900 data points are fed to
the symbolic transfer entropy calculation. This process is repeated ten times with different initial
conditions, and the trajectories recorded are classified according to their final behaviour mode:
resting, swinging or rotating.
The set of results in figure 8.6 shows all the transfer entropy values calculated for the system
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using a noise amplitude of σ = 0.25, taking each possible combination of source and target vari-
ables. This shows a few basic features of the results. We see as expected that the transfer entropy
does not straightforwardly correspond to physical coupling – there is no simple correspondence
between the independent variable A and the transfer entropy value. We also see that very different
patterns of information transfer are observed for the different behavioural regimes, even at the
same value of A.
A simpler graphical representation of the transfer entropy is shown in figure 8.7. This shows
the median transfer entropy for a particular behaviour at a chosen value of A as the width of an
arrow pointing in the direction of information transfer. The arrows have been colour coded by the
way in which they connect the brain, body and environment components.
The most striking result for our purposes is shown in figure 8.7b, where the feedback gain
is moderate, resulting in a natural swinging behaviour. Here, the highest information transfer is
along the paths coloured red which emanate from the agent (according to the classification in
Figure 8.2) and flow towards the environment. This includes the arrows which directly connect
the output of the motor neuron u to the environment variables θ and ω. However, there is no
direct physical connection along this path since the coupling between the brain and environment
is always mediated by the body. This is shown in equations 8.1 to 8.5 – the neuron output u does
not appear on the right hand side of the equations for θ˙ and ω˙, and hence it can only influence
these variables through the intermediate coupling to its body (since the body displacement r does
influence ω). Thus the information transferred from u to ω (shown by a thick red arrow) for
example is surely carried across the chain u → v → r → ω, yet there is low information transfer
from u to v and r (illustrated by the thin blue arrows). It is in this sense that we claim this shows a
form of hidden information transfer – we know that the brain can only influence the environment
by going through the body, but even when a high information transfer is measured from brain to
environment, there is a smaller amount from brain to body
Figures 8.7a and 8.7c do not clearly show this phenomenon, since it is in no sense necessary
for it to be present. Figure 8.7a seems to show the strongest connections within the agent when
the feedback gain is low and the system is resting, which can be explained by the fact that the
source of entropy here is the sensor noise inside the agent, and since the agent is not swinging it
may move up and down, but is not likely to influence the angle of the pendulum. In figure 8.7 the
very high feedback coupling is likely creating a highly synchronised dynamic where the observed
transfer entropy is very low.
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8.4 Discussion
The key result of this work is shown in figure 8.7b, where during the entrained oscillatory motion
of the system, the transfer entropy is shown to be higher from the brain to the environment than it is
from the brain to the body, even though it is not possible for the brain to influence the environment
without that influence passing through the body.
It appears that the entrained behaviour leads to a reduction in the transfer entropy measured
within the agent, as can be seen by comparing the blue arrows between figures 8.7a and 8.7b.
This is likely due to the close synchrony between these variables when the agent is swinging
– a factor that is known to generally reduce measured transfer entropy. What is interesting is
that though the swinging behaviour appears to decrease the transfer entropy within the agent, it
also corresponds to increased information transfer from the agent to its environment. This is a
clear demonstration of the importance of the agent’s embodiment to the information dynamics of
the system – the interesting (as in measurable) interaction takes place between the agent and the
environment rather than within the agent.
What we are calling information hiding is the way in which information coming from a vari-
able we specifically associate with the agent’s neural system, i.e. u, appears to pass straight to
the environment without having to “go through” the body, even though we already know that, in a
physical sense, it must, since only the agent’s body is physically coupled to the environment.
It is worth attempting to gain a little intuition for how this effect is working. For an analogy
that is perhaps useful in the current context, consider the simplest type of encryption system based
on a symmetric key illustrated in figure 8.8. A key is a randomly chosen binary sequence that has
been previously shared between a sending and receiving party. The sender can encrypt a message
by performing the XOR operation bit-wise between the key and the message. However, since
the key was chosen randomly, the resulting encrypted signal should be statistically independent
of the transmitted message – the encryption operation appears (to anyone without the key) to flip
bits of the message at random (i.e. it randomly changes some 1’s to 0’s and some 0’s to 1’s).
However, with the key, it is trivial to reconstruct the original message – the same XOR operation
is simply applied using the previously shared key. Symbolically, if we have a transmitted message
T , encrypted signal S and received signal R then we have a very low I(T ;S) yet high I(T ;R).
This is a common feature of XOR type processes – for example, note that R is S XOR K
where K is the key, and so S allows one to calculate R if we already know H . Thus I(T ;R) =
I(T ;S|K) > I(T ;S) – this increase from I(T ;S) to I(T ;S|K) (i.e. an increase in the mutual
information when a conditioning variable is added) is an example of “synergetic” information
(Williams and Beer, 2010b).
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Figure 8.8: A simple encryption system
Though the above example was expressed in terms of mutual information rather than transfer
entropy, this is closely related to the information hiding phenomenon as we have been discussing.
Indeed if we assume the individual bits of the message and the key are independent of each other
then TET→S = I(T ;S|history(S)) = I(T ;S) and so on.
The information hiding process can thus be seen as a message being obscured by at some point
and later reconstructed. In the example above this function is performed by the encryption system
and is dependent on having a piece of secondary data (the key) shared between the two endpoints
via some alternative channel to the main signal path. Of course, the encryption system is carefully
designed to achieve this – it requires the deliberate sharing of the key and the use of the XOR
function. However, comparable processes have been found relying only on chaotic synchronisa-
tion: the experiment of Cuomo and Oppenheim (1993) (discussed in chapter 6) demonstrated that
synchrony between a pair of coupled Lorenz attractor systems can be used to “hide” information
in a similar way. Their experiment, and our reconstruction of a similar experiment in chapter 6,
suggests that it is plausible that information could be hidden by a dynamical process such as the
one studied here without the need for the deliberate design of an encryption system.
We will consider this phenomenon again in a system involving a greater number of interacting
components in chapter 10.
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Chapter 9
Hexapod Locomotion
This chapter describes a reflex-based distributed controller capable of generating multiple hexapod
gaits. The controller has been designed for application to a Trossen Robotics PhantomX hexapod.
Gait generation is demonstrated here on the real robot and in a physically realistic simulation
which has been tuned to closely mimic the properties of the real robot. The next chapter will
examine the information dynamics of this system.
9.1 Distributed hexapod gait algorithms
The gait generator consists of a set of six independent relaxation oscillators built around each of the
six legs, and a set of pulse-coupling influences which serve to synchronise the oscillators in a way
that allows several different gaits to emerge, an approach substantially distinct from kinematic or
central pattern generator (CPG) based architectures (see chapter 7). A number of similar systems
have been published, the earliest directly comparable robotic system being that of Beer et al.
(1992), though the current work is more immediately inspired by the more recent Walknet model
(Cruse et al., 2002, 2007; Schilling et al., 2013), in particular in the internal coupling rules used
to encourage emergent synchronisation between the distributed oscillators. However the current
architecture is substantially simpler than the complete Walknet model and furthermore, unlike
Walknet, is not intended to serve as a biological model. Nonetheless it does, like Walknet, aim
to instantiate an embodied approach to robotics (Beer, 1995; Pfeifer and Iida, 2004) whereby the
constant interaction of brain, body, and environmental dynamics is central to the generation of
successful behaviour.
Before describing the architecture of the gait generating algorithm in more detail in section 9.3
the next section overviews the significant aspects of the robotic platform and associated physical
simulation.
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Figure 9.1: Trossen Robotics PhantomX Hexapod with electronics and batteries attached.
9.2 Robotic platform and simulation
The Trossen Robotics PhantomX hexapod (Figure 9.1) used here is an 18 degree of freedom
hexapod of approximately 0.25m by 0.5m when the legs are laid flat. This section overviews the
physical characteristics of the robot and the simulation used in this study.
A representation of the arrangement of the robot’s legs relative to the main body is shown in
Figure 9.2. The robot is, in effect, physically symmetric under reflection in both the saggital and
transverse planes, and thus the choice of which end to regard as “anterior” is essentially arbitrary.
Thus we pick one and assign a number to each leg as shown. For each leg, we define three joint
angles for coxa, femur and tibia rotational joints, labelled αi, βi, γi where i ∈ {0, 1, . . . , 5} is the
index of the associated leg. The orientation of these angles relative to the coordinate frame of a
single leg is shown in Figure 9.3. The front and back legs are initially rotated slightly away from
the centre of the robot by an offset angle q = 17◦ (i.e. figure 9.2 illustrates the directions of the
legs when all αi are zero) – this mimics the physical construction of the robot.
In order to more easily collect large amounts of data and for prototyping the system, the robot
was simulated using the Bullet Physics simulation engine. The robot was divided up into 10
(1 + 6× 3 for each leg) distinct rigid parts:
• The main body including coxa servos
• For each leg:
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Figure 9.2: Top view of the hexapod. The numbering of each of the legs is used to index the joint
angles (e.g. α1 is the coxa angle of the right-back leg). The hexapod is treated as symmetric by
reflection in the saggital and transverse planes, thus we treat “anterior” as meaning simply the
normal forward movement direction of the robot. The angle q shown is an offset of the local
proximal-distal axis for the front and back legs relative to the global left-right axis of the robot.
That is, the coxa angles αi (see figure 9.3) are taken relative to the orientations of the legs shown
in this figure. This is in line with the physical construction of the PhantomX hexapod.
– The coxa-femur bracket
– The femur-tibia servo assembly
– The foot assembly
Each of these parts was disassembled from the real robot and weighed and measured along its
major axes in the lab. In the physics simulation, the main body and femur-tibia servo assemblies
are treated as individual cuboids, the coxa-femur bracket as a composite of cuboids, and the foot
assembly is modelled using a set of three convex shapes (the same as those shown in figure 9.4).
These shapes are used both for collision detection and for calculating inertia matrices. The centre
of mass of each part is the central point of the cuboid for the simple shapes, and determined by
symmetry and approximated by eye where necessary for the composite parts.
The physics engine provides a “debug” drawing output, a screenshot of which is shown in fig-
ure 9.4. This illustrates for clarity the complete collision model of the robot. For all experiments,
the robot is placed on an infinite ground plane with gravity set to 9.81ms−2 in the downward (−y)
direction.
To get an accurate simulation, a short internal time step of 5ms is used, and all dimensions
are scaled by 20 (such that a “real world” metre is treated as 20 distance units in the simulation,
applied forces and inertia matrices are similarly scaled as appropriate).
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Figure 9.3: Illustration of a single leg showing the joint angles. The three servos that actuate the leg
are shown (from proximal to distal, coxa in blue, femur in green, tibia in red). Each servo provides
control over one of the three angles, α, β, γ (coxa, femur and tibia respectively). The direction of
rotation for each angle is relative to the chirality of the anatomical coordinate frame shown. Thus,
this image represents represents a right hand leg, whereas a left hand leg would appear as a mirror
image with the “Distal” axis projecting to the left rather than the right. For example, in either right
or left hand legs a small increase of α from zero will tend to move the foot towards the front of the
robot – since of course a physical servo can only be rotated and not mirrored, these “modelling”
angles do not necessarily correspond to the direction of positive movement as determined by the
servo controller itself. An interface layer in our control system deals with any necessary angle
transformations which are applied whenever angles are read from or written to the servo controller
– for the purposes of modelling and the high-level control algorithm we treat all joint angles as
behaving as shown. This image incorporates novel renderings of existing 3D servo and bracket
models taken from I-Bioloid (2010, Creative Commons license CC-BY-NC-SA 3.0)
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Figure 9.4: “Debug” output of physics simulation. Collision model is shown in red, along with
ground plane and renderings of the local coordinate frames of each part. The shapes used in
the collision model are also used for calculating inertial properties of the rigid body system in
conjunction with the masses determined by lab measurements.
9.2.1 Semi-compliant joints in the real and simulated robots
All of the joints on the real robot are actuated by Dynamixel AX-12 servos (Robotis, 2006). These
are used here in position-control mode, such that the output torque is adjusted relative to the
position error ε = θ − u, where θ is the current measured rotation of the servo horn, and u is
the “set-point” – the desired shaft rotation of the servo horn, which is set by a control program
and delivered to the servo through a serial interface. The angle θ is measured by a potentiometer
built-in to the servo, and is also available to be read back to the main control program over the
serial interface. The servo uses negative feedback to minimize this error, i.e. to set its actual output
position as close as possible to the set-point.
Typically, position control mode is used for kinematic gait generation. That is, the desired
position of the tip of each foot (relative to the body) at each time step is pre-determined for a given
gait, and the corresponding positions for each servo (i.e. the configuration of servo positions that
results in the desired foot position, according to the geometry of the leg) are calculated. These
servo positions are sent from the controller as set-points to each of the servos, and the feedback
mechanism inside the servo deals with ensuring that the servo reaches the desired set-point in a
short time.
The gait generation approach we take is substantially distinct to this traditional model. We
describe an algorithm which takes advantage of the embodiment of the robot, that is, where the
interaction of the robot’s “brain” (by which we mean control program) and body is key to the
successful generation of the gait. This means that information about the current state of the body
has to be available and relevant to the control program. In the traditional kinematic model, the
control program is essentially open-loop – set points are generated by the control program and fed
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Figure 9.5: Incorporating bodily feedback in the control system. This diagram conceptually rep-
resents the distinction between an open-loop kinematic controller and the “embodied” approach
taken here. The key difference is the feedback pathway shown in red dashes, representing inform-
ation about the current state of the body being fed back to the controller. In a typical kinematic
control system, desired joint angles u are given to the servo motor by the control program. A mod-
ule within the servo then calculates output torques τ such that the true angle of the output shaft θ
is as close to u as possible – typically negative feedback is employed here and thus the servo can
be considered a closed-loop controller. However, the joint angle θ is not typically fed back to the
main control program – i.e. in kinematic control the pathway shown in red dashes is not used. In
contrast to this, the gait generator presented here makes use of this extra feedback pathway from
the body to the main control program. Closing the loop between the body and the controller in
this way is a key part of the embodied approach to robotics.
to the servo controllers, but sensory information about the current state of the body is not used
by the controller. Our approach closes the loop between the controller and the body as shown in
figure 9.5. The main control program can still only send set-points u to the servo controllers, but
in addition reads back the current measured state of the servos (i.e. the measured output angle θ)
and uses this information as part of generating subsequent control outputs.
However, as discussed, the typical position control system employed by the servos is designed
to minimise the position error in as short a time as possible. In other words, under normal oper-
ation, the feedback feedback value θ read by the control program will be almost identical to the
previous control signal u that the control program just sent, and so the feedback cannot contain
any useful information for the control program.
To avoid the feedback information matching almost exactly the set points, there must be a
non-trivial amount of compliance – meaning that the output shaft can deviate from the set point
by significant amounts (in normal conditions) without being immediately corrected by the servo
controller.
The Dynamixel AX-12 controller provides three settings for adjusting compliance (Robotis,
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Figure 9.6: Compliance curve for AX-12 servo.
2006). The parameters punch, margin and slope adjust a compliance curve illustrated in figure
9.6. The specification for the servo (Robotis, 2006) is not specific about how this curve is used to
control the output torque, however it appears that it determines the duty cycle for the input to the
armature, thus indirectly controlling the torque generated by the armature. This naturally does not
take into account frictional and other electromechanical forces that would affect (and generally
reduce) the torque on the output shaft.
We set both punch and margin to zero, resulting effectively in proportional negative feedback,
with a cut-off at maximum output power, and a slope set by the slope parameter. This parameter
is allowed to take integer values in the range 0-255, with larger values corresponding to gentler
slopes. To give an idea of the effect of varying this parameter, the step response of a femur servo
(in the fully constructed robot) was measured on a single leg with coxa and tibia servos fixed at
α = γ = 0. For this purpose we regard the femur joint angle β as equivalent to the measured
angle of the servo under test which we label θ. We set the control signal
u(t) =
pi
2
H(t) =
 0 t < 0pi
2 otherwise
WhereH is the Heaviside step function, thus the control signal tells the servo to move a quarter
of a turn. In this experiment, the robot is raised off the ground by placing a rest underneath the
main body such that the legs are free to move without interacting with the ground. The responses
of the servo at several settings of the slope parameter are shown in figure 9.7. Decreasing the slope
parameter value increases the strength of the negative feedback. Damping is introduced by fixed
mechanical properties of the system (e.g. friction in the gear system), thus for a very low slope
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Figure 9.7: Step response of the AX-12 servo. Three different slope parameters are used (80,
150, and 200, dotted lines of increasing thickness). For comparison, the control signal u(t) is also
shown (solid line), along with the response of a critically damped linear system (dashed line).
parameter, we see an under-damped response which overshoots the target value. For comparison,
we also show the step response of the critically damped linear differential equation
θ¨ = 100(u− θ)− 20θ˙ (9.1)
which would be close in form to the expected step response if the negative feedback was
exactly linear and remaining properties of the system amounted to critical linear damping (note
however that the parameters of this comparison system have not been chosen specifically to model
the system under study, merely to illustrate a comparable critical damping curve).
In the simulation, we use a rotational spring joint supplied by the Bullet Physics engine. This
is parametrised by a damping value and a stiffness parameter to the spring. We use the control
signal u(t) to set the equilibrium point of the simulated spring. Setting the stiffness parameter to
100 and the damping parameter to 2.5 × 10−4 yields the step response in figure 9.8. Again this
is shown compared to the idealised linear system – the simulation as might be expected is much
closer to this.
This section has described the physical characteristics of the servos, and how they have been
modelled in the simulation. In general the simulation has been designed to behave in a closely
comparable way to the real robot, but is by no means exact. However, it is accurate enough that
the gait generation algorithms described in the next section behave remarkably similarly in both
simulation and the real robot. This is significant since, as we will see, the algorithm depends
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Figure 9.8: Motor step response in simulation. The set point is initialized at 0 and set to pi/2 at
t = 0, the solid black line shows the joint angle reported by the simulation over time, the solid
gray line shows the step input, and the dashed grey line shows the idealised linear system.
critically on using the position sensors of the servos to obtain information about the dynamical
state of the robot.
9.3 Gait algorithm
This section describes the distributed gait generation algorithm. At this stage, the simulation
and real robot present identical models from the point of view of the controller, and thus what
follows applies equally in both contexts. There are two primary components to the gait generation
approach. First, each leg is connected to one of six identical oscillation generators – the outputs to
the servos are determined by the state of each generator. Second, a set of inter-leg coupling rules
introduce weak coupling between the oscillation generators and thus cause the legs to synchronise
into well formed gait patterns.
Recall from figure 9.3 that each leg has three angles α, β and γ and that where necessary we
distinguish the angles for each leg by subscripts αi for leg i etc. Each angle is controlled by a
single servo as discussed in section 9.2.1, the control signal (symbol u in the previous discussion)
for a given joint will be referenced with a hat symbol: αˆ is the control signal for a coxa joint, for
example. In general, where the angles α, β, γ appear as parts of the control algorithm described
below, they refer to the angles as measured by the servo mechanisms internal sensor or reported
by the simulation.
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9.3.1 Oscillation generators
The motion of each leg is a series of step cycles, where each cycle is broken into two phases –
the stance phase, where the foot is in contact with the ground, pushing the body forward, and
the swing phase, where the foot is raised of the ground and returns to the starting position for the
stance phase. The point where the stance to swing transition occurs is referred to as the posterior
extreme position (PEP), and the swing to stance transition occurs at the anterior extreme position
(AEP).
The the oscillation generator thus has two states, stance and swing, and switches between
them at the AEP and PEP. The AEP and PEP are in turn defined by coxa angles – when α reaches
αAEP = 15
◦ in swing mode, the AEP is reached and the oscillator switches to stance mode.
Similarly, define the PEP by αPEP = −15◦, at which point an oscillator in stance mode will
switch to swing mode.
The simplest control outputs to define are the femur and tibia joints. In swing mode, the foot
should be raised off the ground, and in stance mode the foot should exert pressure on the ground to
support the body. For the time being, the femur and tibia joints are operated according to a simple
kinematic scheme. In stance mode, we set βˆst ← 10◦ – this is supplied at the control signal u to
the the femur joint. The corresponding tibia angle is γˆst ← 100◦ – this results in the foot assembly
being oriented vertically downwards. For swing mode, we need to raise the foot off the ground,
achieved by increasing the femur angle. Thus we set a lift angle θl = 20◦, and set the swing mode
values
βˆsw ← βˆst + θl
γˆsw ← γˆst + θl
Increasing βˆ in this way lifts the foot off the ground. Increasing γˆ by the same amount slightly
lowers the foot, but tends to keep the foot assembly oriented vertically, which improves the stabil-
ity of the robot.
Though the control of the femur and tibia joints is in a sense purely kinematic, they still allow
some compliance. This means that when the feet are on the ground, the actual angles of the joints
will deviate slightly from their target points. For example, the coxa joint will tend to bend in a
positive direction due to the weight of the robot, and the tibia joint will be somewhat compliant to
lateral forces on the robot. This “passive” compliance (the deviations are not fed back to the main
control program for these joints) means that these joints behave in a less “rigid” manner, but the
net effect is still that the foot is lowered on stance and raised on swing.
The control of the coxa joint α is substantially more involved. First because these make greater
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use of joint feedback in generating control signals, and second because this is where the inter-leg
coupling will be introduced. However, for the present discussion we will describe the control
system in the absence of coupling.
During swing, α generally increases to move the foot towards the AEP, and during stance, α
decreases to bring the foot back towards the PEP. For each mode, we define a speed parameter
ωst (for stance) and ωsw for swing. These will have opposite sign (with ωst negative) and in
general may have different magnitudes depending on the gait being generated. The αˆ set point is
determined in stance mode as
αˆ(t)← α(t) + kpωst + ki
t∑
T=tAEP
(ωst − α˙(T )) (9.2)
Where kp and ki are two chosen constant (positive) parameters where suitable values can
be determined heuristically or by trial and error. Assume that time t is measured relative to the
number of control loops, i.e. in our case the main control loop runs at 50Hz – measurements are
taken and set points generated at this frequency, and t can be viewed as an integral count of the
number of control cycles.
The intuition behind this is as follows. Recall that the joint error α − αˆ is approximately
inversely proportional to the torque applied by the armature, as described in section 9.2.1. Thus
with kp = ki = 0, we would generally expect no additional torque to be generated by the servo
– i.e. if the output shaft was moved by external forces the controller would not counteract those
forces. Thus the first term on the right hand side of equation 9.2 is a positive feedback term which
incorporates the external forces applied to the joint into the future position of that joint.
The second term, kpωst introduces a fixed force in the direction of the desired movement. Note
that there is no feedback in this term (positive or negative) and thus this does not affect how the
joint reacts to external perturbations. Furthermore, partly due to the lack of feedback, it is difficult
to predict how this will affect the actual movement of the output shaft.
The more predictable term is the last one: ki
∑t
T=tAEP
(ωst − α˙(T )). This introduces integral
negative feedback on the angular velocity of the output shaft. The measured velocity of the output
shaft is estimated naively by the controller from its record of the position signal, i.e. simply as
˙α(t)← α(t)− α(t− 1)
∆t
(9.3)
with ∆t = 0.02s the time interval between control loops. Thus a proportion of the cumulative
sum over the stance period (i.e. between tAEP – the time of the most recent AEP – and the
current time t) of the velocity error α˙(t) − ωst is subtracted from the armature force. This gives
a delayed response to any perturbations or errors in the velocity of the coxa joint – thus the total
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Figure 9.9: Oscillation generator. The algorithm has two states, swing and stance, transitions
occur when the coxa angle reaches AEP or PEP as shown. The only input used at each time step
t is the coxa angle α(t). The output control signals for each joint are calculated as shown and
described in the text.
effect of the control system is that any external perturbation will initially be allowed to affect the
joint passively, and accelerate the servo horn to match the external forcing, but after a time period
(depending on the magnitude of the parameter ki), the integral term will accumulate such that the
coxa servo will tend to counteract these external perturbations. This amounts to a type of limited
positive feedback comparable to the local positive velocity feedback architecture used in some
versions of the Walknet controller (Cruse et al., 2002, 2007) – the first term introduces positive
feedback, and the third term introduces time delayed negative feedback. This allows the legs to
transfer information mechanically by exerting forces on each other. This is particularly relevant
when multiple feet are in contact with the ground (i.e. in stance mode) – those feet which are in
contact with the ground at the same time will exert forces on each other whenever they exert forces
against the closed kinematic chain formed by themselves, the robot’s body and the ground.
It is critical for this that the negative feedback is based on velocity and does not correct the
absolute position of the joint – that is, if the joint is for example, “slowed down” from it’s normal
course, it will eventually return to its target speed, but it will not attempt the counteract the phase
lag that was introduced by the temporary external force.
This means that even without the explicit coupling rules which we come to in the next sec-
tion, the embodiment of the robot introduces mechanical coupling between the otherwise separate
oscillation generators. This can act to change the phase differences between legs and introduce
synchronisation, as will be demonstrated in section 9.5.
For clarity, an overall description of the oscillation generator is shown in figure 9.9. The key
elements are the two states (stance and swing), the transition rules between those states (AEP and
PEP), and the algorithms for calculating the joint set points.
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9.3.2 Coupling rules
A copy of the oscillation generator described above is set up for each leg. In order to generate a
useful gait, we need the oscillators to synchronise in such a way that the legs move in a globally
coordinated manner. We achieve this by implementing a set of coupling rules described in this
section. This is inspired by the coupling rules used in Walknet (Cruse et al., 2007), of which
there are six. However, the rules used by Walknet are rather more specific than ours, which are as
follows:
1. Swinging legs suppress the stance-swing transition in the posterior leg. When a leg reaches
its PEP, it will always wait until the leg in front (i.e. the leg immediately anterior on the
same side) is in stance mode before transitioning.
2. When a leg reaches AEP, the immediately posterior ipsilateral leg should move towards its
PEP.
3. When a leg reaches AEP, the opposite contralateral leg should move towards its PEP.
Rule 1 is comparable to rule 1 in Walknet (Cruse et al., 2007), though it operates in the op-
posite direction (anterior legs suppress posterior in our model, in Walknet, posterior legs suppress
anterior). This rule helps to ensure static stability since it reduces the change of two neighbouring
ipsilateral legs swinging at the same time – if they do, then the robot is likely to “tip” towards the
pair of swinging legs, resulting in them contacting the ground when they are in swing mode.
Our rules 2 and 3 compare to rule 2 of Walknet, but although they operate in the same manner,
we distinguish them here since in some experiments we will not always use rule 3. These rules
tend to to induce anti-phase synchronisation between neighbouring legs. Walknet has four further
rules which we do not adopt analogues of. Thus our model is substantially simpler than Walknet,
but as we will see is sufficient for successful gait generation.
The three rules all act “locally” in that they only affect one of their immediate spatial neigh-
bours, either ipsilaterally or contralaterally – the combination of all the rules (see figure 9.10)
ensures that there is potential for global synchronisation of all of the legs in order to introduce a
gait pattern.
The implementation of rule 1 is straightforward and rigid compared to the approach used for
rules 2 and 3 which we discuss below. For rule 1, when a leg reaches its PEP in stance mode, the
controller checks whether the anterior leg is swinging, and if so, the stance-swing transition in the
posterior leg does not occur. Additionally, the coxa target position in the posterior leg is set to
αˆ← αPEP – this replaces the ordinary calculation for the coxa joint and so the coxa will tend to
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Figure 9.10: The structure of the three coupling rules. The directions in which legs interact with
each other are shown by the arrows labelled by the rule they correspond to: 1 – suppression of
swinging in posterior leg when anterior leg is swinging; 2 – matching of posterior PEP to anterior
AEP; 3 – matching of contralateral PEP to anterior AEP.
remain at the PEP angle until the anterior leg has finished its swing. Once the anterior leg finishes
its swing, the posterior leg is then able to transition to swing mode itself.
Rules 2 and 3 are implemented using a form of pulse-coupling through a set of “input currents”
for each leg, Ii(t), i ∈ {0, 1, . . . , 5} which we now describe. The currents will be set according
to phase differences between legs when any leg reaches its AEP, the currents modulate internal
excitation variables associated with each leg, and the leg target speed is updated according to the
value of the excitation variable.
Define, according to the leg layout in figure 9.2, OPP (i) as the leg opposite leg i (e.g.
OPP (0) = 1, OPP (1) = 0) and POST (i) as the leg immediately posterior to leg i (e.g.
POST (2) = 0, note that POST (0) and POST (1) are undefined since there are no legs pos-
terior to the two back legs). Define the normalised distance D(i) of a leg i from its PEP as
Di(t) =
αi(t)− αPEP
αAEP − αPEP
Note that due to external forces or over activation is it possible to have D < 0 or D > 1
since the coxa joint will generally slightly “overshoot” the PEP and AEP angles before switching
direction to a small degree. However, the above formula approximately gives a measure of the
leg’s distance from its PEP from 0 (leg is at PEP) to 1 (leg is at AEP).
Now whenever a given leg i reaches its AEP, we can define a relative phase advancement
variable for any other leg j 6= i:
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For any leg i which has reached its AEP (i.e. where αi(t) > αAEP and we are
about to undergo the swing-stance transition):
1. Apply rule 2 if i ≥ 2 (i.e. POST (i) is defined):
(a) Ii(t)← Ii(t) + φPOST (i)
(b) IPOST (i)(t)← IPOST (i)(t)− φPOST (i)
2. Apply rule 3:
(a) Ii(t)← Ii(t) + φOPP (i)
(b) IOPP (i)(t)← IOPP (i)(t)− φOPP (i)
Table 9.1: Input current calculations.
φj(t) =
 max(0, Dj(t)) leg j is in swing mode−max(0, Dj(t)) leg j is in stance mode
Thus φj will be at−1 when leg j starts its stance phase at its AEP, progresses to 0 as it reaches
its PEP and continues increasing to 1 as it approaches its AEP in swing mode.
At each time step t, the input currents Ii(t) are set to zero and then updated by the algorithm
shown in table 9.1.
The input currents are in turn used to modify an internal “excitation” variable variable ζi, i ∈
{0, 1, . . . , 5}, again introduced for each leg. This variable is updated on each control loop accord-
ing to
ζi(t)← τi(t)ζi(t− 1) + Ii(t)
where τi is a decay constant < 1 and Ii(t) is the input current which introduces the coupling
signals from the other legs in accordance with rules 2 and 3. The decay constant ensures that ζi
tends to zero over time in the absence of inputs from the other legs. Since τi effectively sets a time
period over which the excitation signal decays, it is adjusted relative to the overall expected time
period of the current phase of the associated leg. That is, we choose a constant parameter to the
algorithm, kτ and set
τi(t)←
 kτ |ωst| leg i in stancekτ |ωsw| leg i in swing
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Choosing 0 < kτ < 1, this results in a faster decay of ζi the higher the target speed of the
current leg. We additionally ensure that the coupling influence cannot persist for a large proportion
of the step cycle by setting ζi = 0 whenever leg i transitions from stance to swing or swing to
stance mode.
The value of ζi then influences the behaviour of the coxa joint for leg i by modifying the actual
target speed used by that leg. Thus define a new target speed variable which is initially the standard
stance or swing target speed:
ωi(t)←
 ωst leg i in stanceωsw leg i in swing
This is then updated by multiplicatively by the excitation variable:
ωi(t)← max(0, 1 + kcζi(t))ωi(t)
Another constant kc affects the overall strength of the coupling for rules 2 and 3. This new ωi
is used in place of ωst or ωsw wherever it appears in figure 9.9 in the oscillation generator. That
is, positive values of ζi increase the magnitude of the target speed used to drive the coxa joint set
points.
The intuition behind this can be seen as follows, using rule 2 as an example. The rule en-
courages a pair of legs i and POST (i) to synchronise in anti-phase such that when i reaches its
AEP, POST (i) will reach its PEP. Thus, when leg i reaches AEP, if POST (i) is currently be-
hind its PEP (i.e. in stance), it will speed up (because positive current will be added to IPOST (i),
subsequently increasing ζPOST (i) which in turn amplifies the magnitude of the target speed of
POST (i)). The the leg POST (i) will reach its PEP sooner as a result of this coupling. Sim-
ultaneously, leg i will slow down so that it reaches its next AEP later (negative current is added
to Ii). Conversely, if POST (i) it advanced beyond its PEP (i.e. in swing mode), it will slow
down while leg i speeds up. The amount of slow down or speed up in each case is proportional to
how far delayed or advanced POST (i) currently is, so when the legs are already synchronised in
anti-phase, the effect will be negligible.
Similar logic for rule 3 applies in respect of the leg opposite. The internal excitation vari-
ables ζi are needed to “smooth out” the pulse-coupled influences, because each leg has a delayed
response to changes in its target speed, partly due to the inertia of the leg and partly due to the in-
tegral component of the oscillation generator. Without this internal smoothing, the coupling pulses
are either too small to have any effect, or (if the coupling constant is set very high) simply induce
very “jerky” movement in the legs.
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Parameter Value
kp 0.04
ki 0.0025
ωsw 2
ωst -2
kc 2
kτ 0.9
Table 9.2: Parameter values for coupling demonstration
The synchronisation process is illustrated in figure 9.11, which shows traces of the coxa angle
and excitation variable at the start of a brief experiment in simulation. In this experiment, the
robot is placed on top of a cuboid such that its legs are free to move without touching the ground
(such that coupling in this instance occurs only via the internal coupling rules, and not through
mechanical contact with the ground). The parameters are set to the values shown in table 9.2. The
plot shows traces taken from the three right hand legs, in order to illustrate the effect of rule 2. For
further clarity, rule 1 (stance-swing suppression) and rule 3 (contralateral coupling) are disabled
in this experiment – thus only rule 2 is shown.
At the beginning of the traces (in the first second), the coxa joints move to randomly chosen
starting positions – this is before any of the gait generation algorithm is started. After one second
the algorithm begins, with all legs starting in stance mode. Thus due to the choice of initial
position, the initial phase of each leg differs. In this case, we have leg 1 slightly delayed relative
to leg 3, which in turn is also slightly delayed from leg 5. Coupling takes effect when each leg
reaches AEP. When leg 5 reaches its first AEP at t = 1.94, leg 3 is in swing mode, therefore a
negative input pulse is added to leg 3 (such that its swing cycle will be delayed) and a positive
input pule is added to leg 5 (which advances its swing cycle). When leg 3 reaches its first AEP
at t = 2.44, a pulse is generated affecting leg 1 – since leg 1 is in its swing phase at this point, a
negative pulse is added to ζ1 (thus slowing down the leg 1 coxa joint α1) and a positive pulse is
added to ζ3. As a result, over time, leg 5 receives positive pulses which tend to advance its cycle,
and leg 1 receives negative pulses and its phase is delayed. Since leg 3 receives pulses in both
directions, its phase is not adjusted as much.
Over time, this leads the three legs plotted in figure 9.11 to synchronise in anti-phase with the
adjacent leg – once they have done so, each leg reaches AEP when the leg behind is close to PEP,
and so the strength of the pulses (which is dictated by the distance from PEP) decays. Thus after
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reaching synchrony, the coxa joint speeds are not affected by coupling as strongly.
9.4 Generating gait patterns
Thus above discussion concludes the description of the control algorithm. In this section, we
present a number of simulation and real robot experiments in which we demonstrate the ability
of this algorithm to generate multiple gaits. We can also demonstrate conclusively that the mech-
anical coupling between legs, as a result of their simultaneous contact with the ground, has a
significant impact on the emergence of synchrony between the legs.
To begin with, we show how the gait algorithm can be used to generate multiple gaits. Concep-
tually, the approach is very similar to Walknet as well as CPG approaches. There are two principle
factors that vary between gaits:
1. The stance/swing ratio r = Tst/Tsw (the ratio of time spent in stance mode Tst to time spent
in swing mode Tsw). This can be thought of as the overall speed of the gait – keeping Tsw
fixed, a higher ratio will lead to longer stance times and hence fewer complete step cycles
in a given period.
2. The phase pattern of the legs under synchrony. Different gaits admit different symmetry
patterns between the legs.
Our algorithm, like many CPG approaches, allows one to vary the gait by modifying only
the stance/swing ratio or speed parameter r. The correct phase pattern emerges as a result of the
coordination between the legs created by the internal coupling rules and the embodied mechanical
interactions in the robot.
9.4.1 Tripod and metachronal gaits
We begin by investigating two common hexapod gaits. The first gait is the tripod gait, which is
typically the fastest gait, and corresponds to a ratio r = 1 – that is, the swing and stance phases
have the same duration. There are two statically stable tripod configurations where three of the
robots legs are on the ground – the middle leg on one side, and the front and back legs on the other.
The tripod gait simply switches between these two stable configurations, with each having equal
duration. The phase pattern can be written as a vector
Φ = (0, pi, pi, 0, 0, pi)
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Figure 9.11: Operation of rule 2 coupling in simulation. Traces are shown for each of the three
right hand side legs (legs 1, 3, and 5, see numbering in figure 9.2). For each leg, the coxa joint
angle α and internal excitation variable ζ are plotted. Additionally, the traces for each leg have a
grey background where the oscillator is in swing mode. The bottom plot shows a raster plot of the
three legs, with black indicating swing mode and white indicating stance mode. The first AEP of
each leg is indicated with a cross.
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where the element Φi is the relative phase of the ith leg from the 0th leg (according to the
numbering in figure 9.2).
The second gait we consider is the metachronal gait. This equates to slow walking, with the
ratio r = 3 – thus each leg spends only one quarter of the time in swing mode. Here there are
four statically stable leg configurations employed – two have just one of the middle legs in swing
mode, and the rest of the legs in stance, and the other two have diagonally opposite front and back
legs in swing mode. The pattern vector is
Φ = (0, pi,
3pi
2
,
pi
2
, pi, 0)
We adjust the gait by altering the ratio ρ = |ωsw|/|ωst| – specifically, we keep ωsw fixed and
change ωst to give the desired ratio. In principle, since ρ is the ratio of angular speeds in swing and
stance modes, it should closely correspond to the ratio of time spent in each mode r. In practice,
the actual speed at which the coxa joints move is affected by the mechanical properties of the robot
and the control system we use. Thus to achieve different gaits, we simply find by trial and error
values of ρ which give the desired r – for the tripod gait, ρ = 1 corresponds to r = 1, for the
metachronal gait, we used ρ = 4.0 to get r = 3.
In order to assess the performance of the algorithm, we construct a heuristic measure of the
closeness of a given time series from the robot to a desired gait (specified by its pattern vector Φ)
as follows.
First, synchrony in any case requires that all legs oscillate as the same fundamental frequency,
since our gaits return globally to the same point after any given leg completes a step cycle. Thus
the first component of our measure is based on the variance of the fundamental frequencies of the
leg oscillations. We find this by taking the discrete Fourier transform of the coxa joint position
measurement αi from each leg and finding the frequency of the first peak in amplitude, giving a
fundamental frequency fi for each leg i.
However, we also require, importantly, that the legs achieve the desired phase offset pattern Φ.
The phase of a given frequency component can also be taken from the existing Fourier transform
– we use the phase at the fundamental frequency just found and label it φi. We find the phase
difference from the desired phase according to the gait specification:
∆φi = φi − Φi
If the robot is close to the correct gait pattern, the ∆φi should all represent similar angles. That
is, when the robot achieves the correct gait, all the ∆φi should be close to the angular mean of the
group:
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Parameter Value
kp 0.04
ki 0.005
ωsw 2
ωst -2/ρ
kc 3
kτ 0.9
Table 9.3: Parameters for gait example experiments. These parameters were used in simulation to
generate the data for figures 9.12 and 9.13. The parameter ρ is 1.0 for the tripod gait and 4.0 for
the metachronal gait.
φ¯ = ∠ [〈exp(j∆φi)〉]
where j =
√−1, angle brackets 〈·〉 represent the arithmetic mean across the leg index i, and
∠ [a+ jb] = arctan(b/a).
We now construct a measure designed to approach unity when the robot is close to the desired
gait pattern and decrease whenever it is not. We do this by taking an inverse square exponential
of the sample variance of the frequencies and multiplying by the average cosine of the difference
between the phases and their average:
σ = exp(−var(fi)2)
〈
cos(∆φi − φ¯)
〉
(9.4)
Both terms approach unity under the “ideal” synchronisation conditions of zero variance in fi
and all the ∆φi take similar values.
This measure can be used to evaluate the performance of the algorithm in generating different
gaits. Using the parameters in table 9.3, the simulation was run for 200s under two conditions:
ρ = 1 (tripod gait, figure 9.12) and ρ = 4.0 (metachronal gait, figure 9.13). These results show
how the algorithm can produce either gait on modification of only a single parameter ρ. The
starting positions of the coxa joints are initialised at random, and so each time the dynamical
coupling has to bring their motion into the desired pattern. This can be seen in the raster plots
showing the process of synchronisation from different starting points in the bottom left of figures
9.12 and 9.13.
The tripod gait is realised very quickly, appearing after only a few seconds as indicated by
the plot σ at the top of figure 9.12. The raster plots on the bottom left of figure 9.12 also show
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Figure 9.12: Simulation of tripod gait. The top graph shows the synchrony measure σ applied to
8 second windows of the coxa joint angle data for four separate runs of the system. The raster
plots are examples from two of the four runs, the left-hand two showing when each leg is in swing
(black) or stance (white) in the first 20s, the right-hand pair show the time period between 100s
and 120s. In the raster plots the legs are labelled LB = left back (posterior), LM = left middle, LF
= left front (anterior), RB = right back, RM = right middle, RF = right front. These correspond
respectively to indices 0, 2, 4, 1, 3, 5 in figure 9.2.
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Figure 9.13: Simulation of metachronal gait. The plots show the same analysis as in figure 9.12
but for the swing-stance ratio r = 4 (metachronal gait), achieved by setting the parameter ρ to 4.0.
This time, it takes substantially longer for the more complex gait to emerge.
the rapid emergence of the desired gait pattern. In figure 9.13 we see that the metachronal gait
emerges much more slowly – the raster plots do not show a stable metachronal gait after the first
20s, but we see that much later (at 100s) the gait has stabilised. The slow stabilisation is also
indicated by the relatively slow convergence of σ to unity in the metachronal experiment. One
possible reason for the slower convergence is that the overall step cycle is twice as long for the
metachronal gait, meaning that synchronisation pulses occur less frequently. This alone does not
account for the large discrepancy, which may also be due to less quantifiable factors arising from
the relative complexity of the metachronal gait.
9.5 Replacing internal coupling with mechanical coupling
We have seen the algorithm can generate gaits successfully, however we have no clear evidence of
the role of the mechanical coupling in gait generation. Here we will show the first such evidence
that arises when we disable rule 3 – the contralateral coupling rule. Recall that rule 3 encour-
ages legs on opposite sides of the robot to synchronise in anti-phase. Note also from figure 9.10
that without rule three, the two sets of legs on either side form distinct, uncoupled, groups. Thus
the behaviour of the robot after removing rule 3, particularly with respect to the synchronisation
between the two (internally uncoupled) groups of legs will exemplify the effect of the mechanical
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Figure 9.14: Video frames of simulated robot walking. Screen shots taken from the simulator
physics drawing. The three frames in (a) are from a run using the tripod gait with no contralateral
coupling (rule 3 disabled), the frames in (b) show the metachronal gait.
coupling. Here we will see that even without rule 3, a stable tripod gait and be generated, demon-
strating that mechanical coupling can significantly alter the behaviour of the system. In the next
chapter, we will continue this analysis by examining the effect of eliminating rule 3 on transfer
entropy between legs.
To illustrate the behaviour of the robot in simulation, screenshots of the simulation output are
shown in figure 9.14 – we can see here that even with rule 3 disabled, the robot successfully walks
across the visual field. This figure also shows that the tripod gait is substantially faster in terms of
the overall speed that the robot moves along the ground than the metachronal gait.
Maintaining the parameters as they are in table 9.3 (with ρ = 1), even without rule 3 a suc-
cessful tripod gait is generated as shown in figure 9.15, though the synchrony measure σ varies
somewhat compared to figure 9.12 – i.e. compared to the same system with rule 3 enabled.
To demonstrate that the synchrony achieved here is genuinely a consequence of the mechanical
coupling through the ground, we plot in 9.16 the results from the simulation where a cuboid block
is used to keep the robot’s feet from touching the ground. Without this mechanical contact, there
is no feedback to synchronise the legs on the left and right sides of the robot.
This confirms that mechanical coupling has a significant impact on the behaviour of the robot,
due to the slight compliance that was factored into the leg control scheme. It also confirms that
this mechanical coupling in general acts to synchronise those legs which are in contact with the
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Figure 9.15: Simulation of tripod gait without rule 3. Here the swing/stance ratio parameter is
ρ = 1 as in the tripod gait, however, rule 3 is not applied. In spite of this, successful tripod gait
synchrony is achieved.
0 50 100 150 200
t (s)
0.0
0.2
0.4
0.6
0.8
1.0
σ
0 5 10 15 20
t (s)
LB
LM
LF
RB
RM
RF
100 105 110 115 120
t (s)
LB
LM
LF
RB
RM
RF
Figure 9.16: Simulation of tripod gait without rule 3, robot raised off ground. The robot is un-
changed from the one used in figure 9.15, except that it is placed on a cuboid object that keeps its
feet from touching the ground. Without the required mechanical coupling, gait synchrony is not
reliably achieved. Note however that the synchrony between the left and right groups of three legs
is maintained due to the internal coupling (via rules 1 and 2).
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ground together in phase.
9.5.1 Gaits on the real robot
The gaits can also be generated by running the same algorithm on the real robot. However, due
to various discrepancies between the simulation and the real system, slight adjustments must be
made to the algorithm parameters to work on the real robot. Starting with the parameters used in
simulation (table 9.3), the following changes were made to achieve relatively stable gaits on the
real system:
• ki – The integral control parameter is changed from 0.005 in simulation to 0.01 in the real ro-
bot. This should lead the controller to counteract errors produced by the servo more quickly
– since the real servos are likely to have more complex and non-linear torque and friction
characteristics than the idealised simulation, increasing this parameter slightly enabled the
controller to more quickly bring the movement of the servo to its “desired” position.
• kτ – The decay constant for the excitation variables is increased from 0.9 in simulation to
0.95 in the real robot, meaning the excitation variables decay more slowly.
• kc – The coupling parameter was set to 3 in simulation. In the real robot we use the lower
value of kc = 1.5. Note that the overall “strength” of the coupling is effectively determined
by both kc and kτ – with a lower kc, the coupling pulses sent between the legs in the real
robot are smaller, however with a higher kτ , they last for longer, and so have longer to affect
the behaviour of alternative legs. It was found in the real robot that high kc caused “jerky”
behaviour due to strong pulses, but simply reducing the kc on its own would not lead to
a stable gait. Increasing kτ at the same time as reducing kc effectively “smooths out” the
influences between legs, while keeping their long-term effect similar.
Representative results are shown in figure 9.17. For practical reasons, the robot is only run for
60s in each scenario, and we find that although the standard tripod gait remains reasonably reliable,
for the real robot is is harder to generate fully stable metachronal gaits or to achieve a perfect tripod
gait without contralateral coupling. However, in all scenarios the robot can reasonably be said to
walk – it successfully moves across the ground with reasonable coordination between the legs.
The successful locomotion can be seen qualitatively in the sample video frames shown in figure
9.18.
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Figure 9.17: Gaits generated on the real robot. This plot shows together the results from a single
run of three scenarios on the real robot: first the tripod gait (ρ = 1.0) with standard coupling rules,
second the tripod gait where rule 3 (contralateral coupling) is disabled, and finally the metachronal
gait generated with ρ = 4.0.
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Figure 9.18: Video frames of real robot walking. A video camera was fixed facing downwards
approximately 2m from the floor and the robot allowed to walk underneath. The three frames in
(a) are from a run using the tripod gait with no contralateral coupling (rule 3 disabled), the frames
in (b) show the metachronal gait. Note that both gaits successfully move across the field from right
to left, but the metachronal gait is substantially slower.
9.6 Stability and robustness to noise
The examples above showed successful gait generation. The parameters were chosen to give
a known good configuration. However, since the global gait pattern emerges as the result of
local coupling interactions, we can expect that the overall performance of the algorithm will vary
according to different parametrisations. Furthermore, the simulation should, ideally, be closely
representative of the real system. In this section, we investigate the overall performance of the gait
generation algorithm in simulation and introduce noise to the simulation to mimic the noisy inputs
the real robot receives.
The first type of noise to consider is the quantization noise introduced by the limited resolution
of the digital communication system used to send data from the servos back to the main controller.
The servos measure position using a potentiometer, but the voltage from this is converted into
10-bit data packets, giving a resolution of only 1024 distinct positions that the robot can recognise
within a specific range of angles. This is straightforward to model, by simply taking the angular
value reported by the physics engine, and “rounding” it to the nearest quantization step that the
AX-12 servo would use in its place.
To measure the effect of this change we will analyse the temporal pattern of the global syn-
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chrony measure σ. Recall that values of σ close to 1 represent a good fit to the desired gait. We
run the system for 300 seconds, then define the result as representing a stable gait if:
1. At some point, the value of σ is greater than 0.9; and
2. The median value of σ after the first time it passes 0.9 is also greater than 0.9
If so, the system has not only reached the desired gait, but has maintained it for the majority
of the time after it synchronises. This allows brief periods of de-synchronisation which may occur
randomly, but noes not class a gait as stable if synchrony is only reached intermittently.
We perform this analysis on 40 separate runs of the system, each time with the coxa joint angles
initialised uniformly at random in the range [−15◦, 15◦). The parameters used for the simulation
are as shown in table 9.3 as in the gait examples above, however the coupling parameter kc is
allowed to vary, and we collect data for values of kc between 0 and 10. Figure 9.19 shows the
effect of introducing quantization noise on the stability of the gait as measured in this manner,
for the tripod gait system with ρ = 1.0. The results show that a coupling level of approximately
kc = 1 is required to achieve a stable gait. However, quantization noise appears to have a relatively
minor impact on the overall stability of the gait.
In addition, aside from the coxa angle measurements being at a low resolution, there is likely
to be some error introduced by electrical noise affecting the potentiometer readings themselves.
This is harder to model, but a simple assumption is that Gaussian noise can be added to the coxa
joint angle as reported by the physics engine. This is done just before the quantization step –
we expect that after the signal is converted to a digital form by the servo controller, there will be
negligible errors in digital transmission.
The noise level added to the model can be varied by setting the standard deviation of the
Gaussian noise, η (measured in degrees). Figure 9.20 illustrates the effect of adding Gaussian
noise to the simulated coxa angle sensor with a standard deviation of η◦. The values tested show
a limited but clearly present effect of noise. The effect of adding noise to the system in this way
is shown in figure 9.21, where again we see a modest effect on the overall stability of the gait
generation algorithm, although for the highest noise level tested (η = 0.4) there is a notable range
of coupling values between kc = 3.0 and kc = 4.0 where we see a substantial increase in the time
taken to reach a stable gait.
We take the intermediate noise level, η = 0.2, as our standard for all remaining experiments
in this chapter and chapter 10. Using this value, we investigate how robust the different gaits
that we have previously introduce are under changes to the coupling constant kc. Using the same
experimental protocol the stability of the algorithm for the standard tripod gait, as well as the
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Figure 9.19: Robustness of gait generation to quantization noise. The upper plot shows the number
(out of 40 trials) of times that a stable gait is achieved according to the definition in the text. The
lower plot shows, for gaits which achieved stability, the median value of the first time at which the
σ value passed 0.9.
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Figure 9.20: Time series traces of coxa joint angles with varying noise. The first ten seconds of
data from the coxa joint angle α0 are shown after noise and quantization has been applied. This
shows the modest amount of noise that is introduced into the simulated system.
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Figure 9.21: Robustness of gait generation to Gaussian sensor noise. Here Gaussian noise with
the given standard deviation η is added to all joint sensor inputs before being passed to the control
algorithm. Again the effects are limited, except for a noticeable reduction in the number of stable
trials, and lengthened median time to reach stability, around a coupling coefficient kc = 4.0.
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Figure 9.22: Robustness of different gait generation settings. The algorithm is set to produce a
tripod gait (ρ = 1) as before, as well as a tripod gait without using rule 3 (i.e. no contralateral
coupling), and a metachronal gait (ρ = 4.0).
tripod gait generated without rule 3 (i.e. without contralateral coupling) and the metachronal gait
(with the stance/swing ratio parameter ρ = 4.0) is evaluated in simulation with the realistic noise
model.
The results in figure 9.22 show that both the tripod gait with rule 3 disabled and the meta-
chronal gait are substantially less likely to achieve stable synchrony than the standard tripod gait
configuration. Without rule 3, the tripod gait is less likely to be achieved at high coupling. By
contrast, higher coupling is needed to obtain a stable metachronal gait.
9.7 Conclusion
This chapter has developed a distributed gait generation algorithm for a hexapod robot, as well as
a physical simulation developed to assist in designing and testing this algorithm. The simulation
aims to give a relatively realistic model of the real robot, including matching physical parameters
such as motor torque, rigid body inertia and mass configuration, and including a simple model of
sensor noise. No simulation will perfectly match the physics of a real system, and there are some
aspects which proved challenging to model precisely – for example we use a relatively simple
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model of the motor behaviour made available by the physics engine, and modelling certain details,
such as the servo mechanics (including for example a precise model of gear friction effects) is
something that could still be improved. However, the simulation model gives qualitatively similar
results to the real robot when running the gait generation algorithm.
The gait generation algorithm itself consists of a set of independent, identical oscillation gen-
erators (one for each of the six legs), and a set of internal coupling rules inspired by the Walknet
model. The key features of this are the independence of the oscillation generators as dynamical
systems – the gait results from the emergent synchrony between the set of the oscillators – and
the designed-in ability to use mechanical coupling between the legs to partially guide this syn-
chronisation process. This aspect is most dramatically demonstrated by the ability of the system
to generate a tripod gait even when all internal contralateral coupling is removed. The fact that
this ceases to work when the robot is taken off the ground (thus removing the causal pathway
connecting the legs mechanically), demonstrates the significance of the mechanical coupling in
this case. It also suggests that mechanical coupling may have an effect on the system even in cases
where we have full coupling.
In the next chapter we will see how this mechanical coupling influences the information dy-
namics of the system, as seen in the structure of transfer entropy statistics between pairs of legs.
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Chapter 10
Information transfer in hexapod gaits
This chapter studies the causal influences acting between the components of the distributed gait
generation system introduced in the previous chapter. With a more complex robotic platform, we
are in a position to investigate how the techniques developed in earlier chapters apply to a system
for which we do not have simple and precise causal models as in chapters 4 and 6, and which is
more of a complete robotic system than the minimal examples in chapters 3 and 8.
First of all, this chapter investigates how well the expectations derived from the previous work
apply in this more “realistic” scenario with regards to the relationship between transfer entropy
and causation. The phenomenon of hidden information transfer (see chapters 6 and 8) is also
demonstrated in a realistic system. The complexity of the current system makes the results harder
to analyse than, for example, the simple swinging agent in chapter 8, however, in this new system
we find an unexpected change in information dynamics when the robot is placed on and off the
ground. Placing the robot on the ground introduces a causal pathway through its body morphology,
but in spite of this often reduces the transfer entropy values measured between the leg angles of
the robot. However, adding this external, mechanical coupling also increases transfer entropy
values measured between internal variables – i.e. precisely those variables which are not directly
affected by the body morphology. This results from the complex interactions of many distinct
causal pathways in the system.
The robotic system introduced in the previous chapter presents in some ways a convenient
target for our analysis, since the levels of causal influence can be controlled both “internally”,
by varying the coupling strength parameters of the gait generation algorithm, and “externally” by
simply running the robot on or off the ground (thus allowing or prohibiting information transfer
through the mechanical interactions of multiple legs in simultaneous contact with ground). This
gives a rich variety of system types to study compared to the relatively minimal examples seen
earlier in this thesis (e.g. chapters 3 and 8). However this complexity also introduces problems
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of identifying the specific causal pathways along which influences are transferred. It is therefore
important to first construct a principled experimental plan and set of statistical tools with which to
analyse the data.
To begin with, we refine the statistical approach in section 10.1. In the second section 10.2 we
discuss the ability of these techniques to demonstrate genuine causation and describe results on the
simulated robot. Finally section 10.3 describes a number of ways in which the morphology and
internal coupling influences the observed information dynamics, including the presence of hidden
information – this analysis is extended to the real robot in section 10.3.1.
10.1 Statistical inference of causation
We have argued in previous chapters that transfer entropy is a well-justified statistic for inferring
the presence of casual influences in the sense that where no causal influences are present, provided
some reasonable conditions are met (chapter 4) transfer entropy will be zero. That is, in the
absence of causation from X to Y :
X does not cause Y =⇒ TEX→Y = I(Xt;Yt+1|Y (l)t−l+1) = 0 (10.1)
This, as we have extensively noted, does not necessarily mean that a low value of transfer
entropy can be taken to imply the absence of causal influence (which would be fallacious logic).
Rather, the absence of transfer entropy should be taken as an absence of evidence for causation,
rather than evidence of absence of causation.
Critically however, to apply this reasoning in a principled way, we should consider the ways
in which the random nature of a system under study leads to inherent variance in the estimates
of transfer entropy we obtain. When we apply a statistic to the data obtained from a finite run of
the algorithm in simulation or on the real robot, what we have is not necessarily the true transfer
entropy, but an uncertain estimate of the true transfer entropy.
We assess this uncertainty via two methods. Neither is perfect, but will give us a principled
way to establish whether or not the transfer entropy values we obtain can be used to infer the
presence of a causal influence.
10.1.1 Null hypothesis test
Our model of inference follows the error statistical approach (Mayo, 1996; Mayo and Cox, 2006)
discussed in chapters 4 and 6. In order to justify the claim that X is a cause of Y on the basis
of an estimated transfer entropy TEX→Y , we must show that the value of this estimate would be
197
unlikely if the putative causal influence were not present. Since we assume that the absence of the
causal influence implies zero transfer entropy as in equation 10.1, this means that we are looking
for the probability that the estimated transfer entropy TEX→Y would be greater than the one we
observed TE(obs)X→Y under the assumption that the true transfer entropy TE
∗
X→Y is zero:
p = Pr(TEX→Y ≥ TE(obs)X→Y ;TE∗X→Y = 0) (10.2)
The resulting probability p is the p-value associated with traditional null-hypothesis testing
approaches. Typically this is calculated by finding the sampling distribution – the probability dis-
tribution of the statistic under the given assumption, whilst keeping ancillary but relevant factors
(such as the size of the sample and marginal distributions) constant. In chapter 4, we discussed
the sampling distribution for conditional mutual information on categorical data, viz. the χ2 dis-
tribution. However, this analytic solution is not always applicable: for many statistics such as the
k-NN mutual information estimator (Kraskov et al., 2004; Vlachos and Kugiumtzis, 2010, see also
chapter 5) that we use to estimate transfer entropy in this chapter, the sampling distribution does
not have an analytical formula.
Instead, we attempt to estimate the sampling distribution using Monte Carlo methods. This is
related to the permutation approach used in chapter 3, following Marschinski and Kantz (2002),
to calculate “effective transfer entropy”. Given that we have obtained two sequences of values
x = (x1, x2, . . . , xN ) and y = (y1, y2, . . . , yN ), we first obtain an estimate of TEX→Y from
the conditional mutual information form of TE (equation 10.1) which can be estimated using the
k-NN conditional mutual information algorithm – this method was also used in chapter 5. In all
the results here we used a history length of l = 4 for transfer entropy and the number of nearest
neighbours k in the k-NN estimator is 5.
We then repeatedly choose random shufflings of the x series, x′ – this random shuffling is
expected to remove any statistical relationship between values in x′ and y while the marginal dis-
tribution of x′ is the same as that of x. We assume then that the transfer entropy values obtained
from putting x′ and y into the same estimation algorithm are thus drawn from the sampling dis-
tribution under the assumption that X and Y are statistically independent. This is similar to the
permutation test described by Vicente et al. (2011).
Supposing that we perform k such shufflings, and denote the ith value obtained after shuffling
TE
′(i)
X→Y . The maximum likelihood estimate of p in 10.2 is
pˆ =
1
k
#
{
TE
′(i)
X→Y ≥ TE(obs)X→Y
}
(10.3)
Where #{·} represents the number of instances where the inequality occurs. Since we are
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Figure 10.1: Illustration of p-value confidence interval. Given the p value estimate pˆ, we calculate
an upper confidence bound on the true p value at a given confidence level 1−α. The figure shows
the change in this upper bound p(α) for given pˆ values obtained from 1000 random shufflings. The
confidence interval is used to give a conservative estimate of the true p value – since we have used
a finite number of permutations, it is possible that the true p value is higher than the estimate pˆ
obtained.
using a Monte Carlo approximation, this estimate of p is itself a random variable. To find a con-
servative estimate of the true p-value, we take the upper bound of the one-sided 1− α confidence
interval for p:
p(α)(pˆ) = p s.t. F(pˆN ;N, p) = α (10.4)
Where F(k;n, θ) is the binomial cumulative distribution function, i.e. the probability of k or
fewer successes in n independent Bernoulli trials where the individual probability of success is θ.
Thus we are finding as the upper limit for our estimate of p the value of p such that, were this the
true p value, the probability of obtaining an estimate of pˆ as low or lower than the one observed
would be α. In general this upper bound, p(α) will therefore increase as we decrease α (see figure
10.1), and for small values of α, p(α) will generally be greater than pˆ. We find the value from
equation 10.4 by finding the root of F(pˆN ;N, p)− α via a binary search in the interval p ∈ [0, 1]
(note that this is guaranteed to work since F − α is monotonically increasing with respect to p,
strictly negative for p = 0 and strictly positive for p = 1, provided α is in the interval (0, 1), with
the exception of pˆ = 1, in which case F − α = 1− α everywhere, in this case we let p(α) = 1).
The result of this is that we obtain a value p(α) which we expect to be greater than the true
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p value, i.e. greater than probability of a transfer entropy value as great or greater than the one
observed, under the hypothesis that there is no causal influence. In the null hypothesis testing
framework, p(α) is simply a conservative estimate of the p value (conservative in the sense that
it is generally larger than the true p value and thus we are less likely to obtain a spurious “false
positive”).
10.1.2 Bootstrapped error estimates
The second approach we take is to estimate the variability of the transfer entropy statistic itself.
One way to do this is to find confidence intervals for the transfer entropy result. However, exact
confidence intervals require knowledge of the sampling distribution, which we do not have. In
previous chapters, where we have conducted experiments on simple, simulated systems, the vari-
ability of the estimates was indicated by the variability of the results (e.g. percentile intervals)
over multiple runs of the experiment. For the current scenario, this is not practical – especially
in the real robot, getting substantial quantities of data is extremely time consuming. Therefore,
we investigate here the possibility of obtaining estimates of variability from a single time series
record using bootstrapping.
Recall that we typically record two time series data sets
x = (x1, x2, . . . , xN )
y = (y1, y2, . . . , yN )
(10.5)
Typical bootstrap estimates are obtained after randomly resampling the data series x and y
(according to a scheme which will be described shortly), finding the value of the estimate for each
resampling, and taking a percentile interval (in this case we will take the 2.5th-97.5th percentile
interval) from the resulting set of estimates. It should be noted that this technique does not in
general produce confidence intervals. There are alternative bootstrap techniques such as the BCa
algorithm (DiCiccio and Efron, 1996) which purport to find the confidence intervals more pre-
cisely, however in initial tests these performed poorly on transfer entropy estimates – in general
the algorithm did not converge to a stable result. This appears to result from the way BCa estimates
properties of the original estimator (i.e. the k-NN conditional mutual information algorithm in this
case), such as its bias, from the bootstrap distribution. This requires that the bootstrapping process
itself does not introduce additional bias, however in this case it does, as we will see shortly.
We must also consider the process used to perform the resampling needed for bootstrapping.
The typical approach is simply to resample the original data by drawing at random with replace-
ment from the original data points. That is, define another series k = (k1, k2, . . . , kN ) where each
ki is a randomly chosen integer between 1 and N inclusive, and define the resampled data series:
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x′ = (xk1 , xk2 , . . . , xkN )
y′ = (yk1 , yk2 , . . . , ykN )
(10.6)
We would then calculate transfer entropy on x′ and y′. The problem here is that we are studying
time series wherein the temporal correlations between data points are significant, and would be
destroyed by this resampling scheme. There are a number of time series resampling techniques
that aim to avoid this problem, for example the stationary bootstrap (Politis and Romano, 1994).
In these schemes, small contiguous blocks of the original time series are kept intact, and the
resampled data sets are obtained by combining multiple smaller blocks to re-create a series as
long as the original data sample. This aims to preserve at least some of the temporal structure of
the original data, whilst producing a somewhat randomised reordering.
However, we can arrive at a somewhat simpler resampling scheme by considering the way in
which transfer entropy is calculated. Recall that we are obtaining estimates of transfer entropy
by way of the conditional mutual information formula in equation 10.1. That is, we rearrange the
original data sets x and y in accordance with some embedding dimension l, neglecting the end
points for which we do not have enough data:
xt = (xl, xl+1, . . . , xN−1)
yt+1 = (yl+1, yl+2, . . . , yN )
yt−l+1,t = (y(l)1 , y
(l)
2 , . . . , y
(l)
N−l)
(10.7)
Where y(l)i = (yi, yi+1, . . . , yi+l−1). We then treat the data sets as ordinary samples from
equivalent random variables Xt, Y t+1, Y t−l+1,t and calculate transfer entropy via the k-NN con-
ditional mutual information:
TEX→Y = IkNN (Xt;Y t+1|Y t−l+1,t) (10.8)
We can now resample the xt, yt+1 and yt−l+1,t data series simultaneously in accordance with
the simple sampling-with-replacement scheme. In doing so, we preserve the information structure
between the three variables Xt, Y t+1, Y t−l+1,t, which by construction incorporate all the inform-
ation relevant for the calculation of transfer entropy. Call the resampled data series x′t, y′t+1 and
y′t−l+1,t, from which we obtain bootstrap estimates TE′X→Y . Note that the same resampling is
applied across the three data sets concurrently, so for example, if the ith element of the resampled
series x′t is xj (the jth element of the original x series), then the ith element of y′t is necessarily
yj+1 – this is how the temporal relationships are maintained.
There is still a problem with doing this, which is that the resampling process substantially
biases the mutual information estimator. This is because, inevitably, some of the original data
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Figure 10.2: Resampling bias in mutual information bootstrap. We generate bivariate normal
samples of random variable X and Y with marginal variances of 1 and various correlation coeffi-
cients ρ, obtaining 1000 data points for each sample. Using the kNN mutual information estimator
(Kraskov et al., 2004), we plot the mutual information values obtained from several bootstrap res-
amplings I ′kNN (X;Y ) against the estimate obtained directly from the data sample IkNN (X;Y ).
The points lie above the line I ′kNN (X;Y ) = IkNN (X;Y ) (shown in black) indicating a strong
positive bias is introduced by the resampling process.
points are repeated in the resampled series, which generally serves to increase the estimate of
mutual information (as it implies a stronger relationship between the variables for those points
which are repeated). This is demonstrated in figure 10.2 – note that resampling generally increases
the mutual information estimate compared to the directly calculated result.
We will estimate the resampling bias as the difference between the sample mean of the boot-
strap results and the original transfer entropy estimate from the non-resampled data set. We can
then subtract this bias from all the bootstrap results before calculating the percentile interval. This
gives a bootstrap percentile interval which encompasses the original (non-resampled) transfer en-
tropy estimate.
This helps to deal with the bias introduced by the resampling process, but does not remove
the bias of the estimator itself. The estimator bias is often downwards, as can be seen in cases
where the estimator produces negative values for weak correlations (mutual information values
cannot be negative, and so negative values appear to be erroneously negative). Note that negative
values are obtained for mutual information for example in figure 10.2. To offset this bias, we
again follow the effective transfer entropy approach (Marschinski and Kantz, 2002) and randomly
permute only the x series of the original data. This, as discussed above, should enforce a true
transfer entropy of zero, and thus the transfer entropy value obtained after permuting x can be
taken as an estimate of the algorithm’s bias and subtracted from both the transfer entropy value
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and the percentile intervals.
10.2 Detecting causation
We now apply the above statistical tools to data collected in simulation. In these experiments, the
control algorithm will be configured in one of the following four states (recalling the definitions
of parameters and coupling rules from the previous chapter):
A. No coupling – All coupling rules are disabled. Rule 1 is inhibited by bypassing the code
which prevents legs from transitioning to swing mode while the leg in front is swinging.
Rules 2 and 3 are inhibited by setting the coupling constant kc = 0 (note that the excita-
tion variables will thus still be affected by the positions of ipsilateral coxa joints, but these
changes will have no impact on the control commands).
B. Ipsilateral coupling only – the coupling constant kc is set to 3 and rule 1 is enabled, however
rule 3 is disabled, this time by removing the input currents that are added to opposite legs
on AEP. That is, step 2 of the algorithm in table 9.1 is not applied. This means that ζi will
be unaffected by the state of the leg opposite to leg i.
C. Full coupling. In addition to the ipsilateral coupling scenario, rule 3 is enabled as normal,
the coupling kc is still set to 3.
D. Weak coupling. All rules are enabled, but kc is reduced to 2 to give weaker coupling strength
for rules 2 and 3.
The remaining parameters are set as defined in table 10.1. Note that the swing/stance ratio
ρ = 1 for tripod gait in all cases. The four scenarios are designed to illustrate a variety of internal
coupling scenarios – it is expected that transfer entropy results should bear some resemblance to
these causal structures, at least that transfer entropy should not be positive in those cases where no
causal influence is present.
We obtain transfer entropy values using the kNN mutual information estimator according to
equation 10.8. The system is time-lagged at one second intervals (i.e. we form time series by
taking each 50th sample of the original data, since the simulation step is 20ms). We discard 100s
of data at the beginning of each time series so as to obtain the stable long-term statistics, and
collect 1900s of further data to use in transfer entropy calculations. A history length l = 4 is used,
which has heuristically served as an appropriate value in the previous chapters of this thesis.
To begin with, we examine transfer entropy between all combinations of the measured leg
angles αi in the four coupling scenarios, but with the robot placed on a cuboid stand such that its
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Parameter Value
kp 0.04
ki 0.005
ωsw 2
ωst -2
kτ 0.9
Table 10.1: Parameter values for transfer entropy experiments in simulation.
legs move freely and do not contact the ground. This ensures that only the causal influences defined
internally are present in the system. The full set of results incorporating bootstrap percentile
intervals and permutation test results are shown in figure 10.3.
As discussed above, transfer entropy indicates a presence of a causal influence when the per-
mutation test results in a small value of the upper bound of the p value. In scenario A, where
there is no coupling, we expect that transfer entropy should not indicate the presence of a causal
connection. There are, however, five results in scenario A which are significant at p(0.05) < 0.01,
shown in figure 10.3 (top). These are clearly false positives if taken as an indicator for the pres-
ence of a causal link, however, the stated p value has not been adjusted to take account of the fact
that 30 tests have been performed just for this scenario. With so many tests, it is not unexpected
that this moderate threshold would be passed by chance. At the more stringent significance level,
p(0.05) < 0.001, we find only two of these results remain significant. These still represent false
positives, and suggests an even more stringent requirement would be needed to eliminate all false
positives. This presents a practical problem, as the permutation test requires many more permuta-
tions to be calculated the more stringent we make the requirement – specifically, at the current
3000 permutations, the minimum p(0.05) value that can be obtained, occurring when none of the
permutations give a greater value than the original result, is 0.0009981 – i.e. only just below the
threshold of 0.001. Setting a threshold of 0.0001 for example would mean that none of the results
could be confirmed as significant. Greater numbers of permutations would improve these results
but are computationally expensive and for the moment we have reported the results as originally
calculated.
In conditions B, C and D, at p(0.05) < 0.001, the transfer entropy values are generally consist-
ent with expectations – for condition B, only (and all) ipsilateral influences are detected, whereas
for conditions C and D, most directions show significant causal influence in agreement with our
prior knowledge that the robot is fully connected in these scenarios.
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However we do have a number of “false negatives” – transfer entropy values in conditions C
and D which do not strongly confirm the presence of a causal influence (at the stringent p(0.05) <
0.001 level). This is, however, consistent with the expectation that causal influences cannot be
ruled out merely by the absence of significant transfer entropy. We also note that moving the
threshold up to p(0.05) < 0.01 results in only one false negative for each of conditions C and D,
though this does of course, as already discussed, introduce more false positives in condition A.
We now investigate what happens when the support keeping the robot’s feet from touching the
ground is removed. Again the four scenarios, A, B, C and D are tested, but since the robot is in
contact with the ground, then there are physical influences between all legs. This would suggest
causal influences in all directions, however the results in figure 10.4 show a complex structure of
both significant and non-significant transfer entropy results.
Figures 10.3 and 10.4 are not ideal for examining the relationship between the transfer entropy
results and the physical structure of the robot. Figures 10.5-10.8 therefore show the same results
plotted on a representation of the robot’s physical shape, contrasting directly the cases where the
robot is on or off of the ground in each of the coupling scenarios A-D.
Thus in scenario A, where there is no internal coupling, we can see (apart from the two false
positives) no transfer entropy between the legs when the robot is off the ground, but a number of
significant influences when the robot is on the ground (figure 10.5).
Condition B (figure 10.6) where only ipsilateral internal coupling rules (rules 1 and 2) are
applied achieves a stable gait only when the robot is on the ground (contrast figures 10.6c and
10.6f). As expected, when off the ground, transfer entropy detects causal influence only between
ipsilateral legs. When on the ground, we see a tendency towards higher transfer entropy values
along ipsilateral pathways compared to contralateral routes. However, looking closely at figures
10.6a and 10.6d, notice that among the ipsilateral paths (those connecting left-to-left or right-to-
right), a greater number of paths are detected as significant when the robot is off the ground –
generally for each pair of legs, both directions are significant when the robot is off the ground, but
only one direction for each pair shows significant transfer entropy when the robot is on the ground.
Moving to condition C, where we have the full set of coupling relationships (figure 10.7,
we again see a clear distinction between transfer entropy results when the robot is on or off the
ground, in spite of the fact that in this case the tripod gait is successfully generated in either
case. Note also that there is not a substantial difference in the number of pathways showing
significant transfer entropy between the on and off ground conditions, but there is a clear difference
in the magnitude of the transfer entropy values obtained. Perhaps counter-intuitively, the ipsilateral
couplings especially show higher transfer entropy when the robot is off the ground – in spite of the
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Figure 10.3: Transfer entropy between leg angles – robot not in contact with ground. Estimates
of TEαi→αj for all i, j ∈ {0, 1, . . . , 5}, i 6= j are calculated from a 2000s simulation of the robot
under four conditions, A, B, C and D which are described in the text. The first 100s is discarded
to allow the system to reach a stable dynamic, and the time series are sampled every 1s before
being passed to the transfer entropy estimator. Squares and error bars show the estimate and the
2.5th-97.5th bootstrap percentile intervals. Circles represent p(0.05) < 0.01 and stars represent
p(0.05) < 0.001 according to the permutation tests described in the text.
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Figure 10.4: Transfer entropy between leg angles – robot in contact with ground. The same
analysis is shown as in figure 10.3, but this time the support keeping the robot off the ground is
removed so that the legs mechanically interact as normal.
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Figure 10.5: Transfer entropy summary – condition A (no coupling). a-c: Robot on ground. d-f:
Robot off ground (resting on a support block). a and d: Transfer entropy on a representation of
the robot’s six legs, from a top down perspective with the anterior in the direction shown. An
arrow is shown between leg i and j if TEαi→αj was significant at p(0.05) < 0.001 according
to the permutation test. Thickness and grey-scale colour of the arrow represents the nominal
transfer entropy value obtained by applying the k-NN estimator to the original data set. b and
e: Representative short sections of gait as a raster plot (as in figure 9.12, black represents swing,
from bottom to top legs are left-back, left-middle, left-front, right-back, right-middle, right-front).
c and f: The synchrony measure σ over the complete time course, where 1 represents a successful
tripod gait (see previous chapter).
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Figure 10.6: Transfer entropy summary – condition B (ipsilateral coupling only)
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Figure 10.7: Transfer entropy summary – condition C (full coupling)
fact that there are in a physical sense fewer causal pathways in this case (when the robot in on the
ground, influences can be transmitted either mechanically or through the internal input currents,
off the ground only internal signals are available).
Condition D shows the case of weaker internal coupling (figure 10.8). Transfer entropy values
obtained off the ground are lower than the equivalents for condition C. Another notable feature
is that the direction of the coupling between ipsilateral middle and back legs has reversed – it is
middle to back in condition C, but back to middle in condition D.
Thus, although we see many structured relationships between transfer entropy and the phys-
ical and internal coupling schema involved, much of the structure of the transfer entropy results
obeys no obvious relation to the manner of the underlying coupling. Aside from the absence of
transfer entropy that is generally obtained in cases where absolutely no causal influence is present,
the magnitude and statistical significance of the transfer entropy results does not predictably cor-
respond to the known facts of the system. For example, there are multiple cases where significant
transfer entropy disappears when the robot is placed on the ground rather than kept in the air,
even though doing so can only add (and not take away) causal pathways (since the internal causal
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Figure 10.8: Transfer entropy summary – condition D (weak coupling)
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pathways are kept constant). The reversal of the medial-posterior transfer entropy results between
conditions C and D when the robot is on the ground suggest that changing the internal coupling
strength (recall that condition C has kc = 3 whereas D has kc = 2) can both add an remove
significant transfer entropy results.
10.3 Hidden information transfer
In previous chapters we discussed a phenomenon of “hidden information transfer” (chapters 6 and
8). We will test for the presence of this type of structure in the current system.
The phenomenon we are calling hidden information transfer takes the form of a chain of causal
influences, such as A→ B → C, where the information transfer at the more extreme points (e.g.
the transfer entropy from A to C) is greater than that at intermediate points (e.g. from A to B).
Previously, we have hypothesised that this is likely to occur in cases of strong synchrony, where
nodes that are close together are more likely to synchronise more perfectly, leading to reduced
detectability of the causal influence. The nodes that are further apart may be synchronised, but
more weakly so, and thus relationship between them is more complex and easier to detect.
In the present scenario, the situation is complicated by the fact that there are in general multiple
causal pathways between any two points. This is especially true when the robot is in contact
with the ground and the mechanical contacts, in principle, permit information flow between the
legs, bypassing the internal coupling rules. We will return to this point after discussing some
preliminary results.
We begin by taking, in addition to our measurements of transfer entropy between the measured
coxa joint angles (TEαi→αj ), the transfer entropy from coxa joint angles to excitation variables,
TEαi→ζj . Recall that the excitation variables ζ control the internal coupling for rules 2 and 3 –
without ζ, the individual legs’ states only affect each other mechanically (when the robot is on the
ground) and via rule 1 (for ipsilateral legs only, and provided rule 1 is in force). Without these
pathways, αi can only influence αj by first influencing ζj (this can be seen from the structure
of the controller described in section 9.3.2). This makes the difference TEαi→αj − TEαi→ζj a
candidate for detecting hidden information – if the first term is higher than the second, then we
have strong evidence that αi causes αj , yet less support for the hypothesis that αi causes ζj , in
spite of the fact that αi (in at least some cases) can only influence αj by first influencing ζj .
To begin with, we attempt to test for causation between leg angles and excitation variables
using the same transfer entropy analysis as before. This section uses data from the same simulated
trial runs as in section 10.2. Again tests are conducted both with the robot raised from the ground
(figure 10.9) and in contact with the ground (figure 10.10).
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Figure 10.9: Transfer entropy between coxa angles and excitation variables – robot not in contact
with ground. The results of permutation tests and bootstrapped percentile intervals, calculated as
described in the text, for transfer entropy TEαi→ζj between pairs of legs i and j.
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Figure 10.10: Transfer entropy between coxa angles and excitation variables – robot in contact
with ground.
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Recall that in scenario A, the coxa joint angles are allowed to influence the excitation variables
ζ – coupling is inhibited by setting kc = 0 at a later stage in the algorithm, such that the value
of ζi multiplied by zero before being used to update the target velocity ωi of the associated leg.
Thus causal influences are in general present for scenario A in figure 10.9. However, contralateral
influences are disabled in scenario B by not modifying ζi according to the AEPs of the opposite
leg, and thus (while the robot is off the ground), we do not see contralateral influences between
coxa angles and excitation variables.
Again, to get a clearer picture of the structure of these results, it is helpful to plot the trans-
fer entropy values against a representation of the robot. Furthermore, we have hypothesised that
hidden information is likely to occur under strong synchrony. Therefore, a measure of the general
synchrony level between pairs of legs is useful. Unlike the global synchrony measure σ, which
evaluates how well a particular gait is achieved, we are interested here in a pair-wise measure of
how closely the behaviour of two legs correlate, notwithstanding the (for our purposes unimport-
ant) phase difference between the signals. We evaluate this using the empirical cross-correlation
function:
αi ? αj(τ) =
T∑
t=0
αi(t)αj(t+ τ) (10.9)
With the sum taken over a chosen set of sample times. We take t = 0 to represent the sample
at 200s into the simulation and t = T at 250s – this performs the calculation over a representative
portion of the time series. Here the time series is sampled at 50Hz – i.e. there is no “lagging”
(downsampling) as there is with the data used for transfer entropy calculations. There is maximum
at some time difference τ , which can be taken as a measure of the similarity between αi and αj
when the phase difference is ignored.
Figures 10.11 and 10.12 (robot off and on the ground respectively) show a comparison of
this synchrony measure against the previously obtained transfer entropy values TEαi→αj and
TEαi→ζj . Again, arrows are only plotted where the transfer entropy value is significant at p
(0.05) <
0.001. Hidden transfer entropy, as discussed above, is taken to be represented by the difference
TEαi→αj − TEαi→ζj . However, we do not have a direct significance test for hidden information.
Instead, we consider that by hidden information we mean strong evidence for causation between
the “outer” variables (αi → αj) and weaker evidence among the “inner” variables (αi → ζj).
Thus we regard the hidden information value as significant (and draw an arrow) if the result for
TEαi→αj was significant but the result for TEαi→ζj was not significant.
The results in figure 10.11 are clearest in terms of our current understanding of hidden inform-
ation transfer. Note first the pair-wise synchrony measure shows the strongest overall synchronisa-
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Figure 10.11: Hidden information results – robot not in contact with ground. For each of the four
coupling scenarios A-D described in the text, we show the maximum pairwise synchrony measure
between each leg, along with the transfer entropy between coxa angles TEαi→αj and the transfer
entropy from coxa angles to excitation variables TEαi→ζj . “Hidden information” is regarded as
the difference between these two variables, plotted in the right hand column. For TE results, only
values pathways determined to be significant as described in the text are shown with an arrow.
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tion values under the “full coupling” scenario (condition C, where all coupling rules are enabled at
full strength). This is also where we see the most hidden information pathways – since in this case
there is no mechanical coupling, the coxa angles can only influence each other through the internal
coupling rules, and only rule 1 allows direct influence among the coxa angles α – rules 2 and 3
require than any influence of αi on αj “passes through” the internal excitation variable ζj . More
than this, rule 1 does not apply contralaterally – there is no way for coxa joints on the left hand of
the robot to influence coxa joints on the right hand side without making use of the excitation vari-
ables, yet we do see contralateral information transfer among the coxa joints in some of the cases
where there is no significant information transfer between the coxa joints and excitation variables.
In condition D, where the coupling is weakened, this phenomenon disappears – by contrast, here
we have the more intuitive higher transfer entropy values going from coxa angles to excitation
values, than coxa angles to coxa angles.
The situation where the robot is on the ground is radically different, as shown in figure 10.12.
Here there are very few significant hidden information transfer results in the conditions where a
successful gait is generated (B, C, and D). Moreover, there is a clear pattern of high values for
TEαi→ζj and lower values for TEαi→αj in conditions B, C, and D. For condition A, with no
internal coupling, we do appear to see a number of apparent hidden information transfer results,
however these are less meaningful than before – recall that in condition A we do allow αi to influ-
ence ζj , but we do not allow ζj to influence the downstream αj . Thus, in condition A, the measure
we have taken does not actually correspond to our definition of hidden information transfer since
αi does not influence αj “through” the excitation variables ζj .
Of course, in conditions B, C, and D we no longer have a good fit for the concept of hid-
den information transfer either, since there are now at least two pathways that αi can influence
αj along – both through the internal variable ζj and also through unmeasured mechanical influ-
ences. However, an interesting feature of this result is that the addition of the extra causal pathway
between coxa joints does not increase the information transfer between the coxa joints themselves,
but it does, generally, increase the information transfer along the internal pathways (compare the
third column, TEαi→ζj between figures 10.11 and 10.12). This was unexpected, since the internal
pathways are not directly affected by changing whether the robot is in contact with the ground.
Perhaps even more surprising is the presence of contralateral information transfer to the excit-
ation variables in condition B – here rule 3 is disabled and so there is no direct influence of coxa
angles on contralateral excitation variables, however we see high, almost all significant values for
TEαi→ζj under condition B. This is not a false positive of course, since there is an indirect route
between a coxa angle and a contralateral excitation variable – namely, one that passes (contralat-
217
1.44 1.52 1.60
maxτ {αi ? αj(τ)}
A
Synchrony
B
C
D
0.00 0.04 0.08 0.12 0.16 0.20
Nats
TEαi→αj TEαi→ζj TEαi→αj − TEαi→ζj
Figure 10.12: Hidden information results – robot in contact with ground. Synchrony and transfer
entropy values as in figure 10.11, calculated from the results obtained when the robot is in contact
with the ground.
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erally) through the mechanical coupling first (i.e. directly along TEαi→αj ), and then ipsilaterally
(via either rule 1 or rule 2) to the internal excitation variable. What is notable, however, is that
the contralateral values for TEαi→αj in condition B are typically small, and often non-significant,
and so the first step of this pathway is again not as visible in the transfer entropy results. This is
suggestive of another example of hidden information transfer, in this case not directly measured.
Unfortunately, it does not seem possible using the measured data we have to directly capture this
hidden information transfer numerically, since there several combinations of individual influences
which could facilitate the contralateral influence of some αi on some other (on the opposite side)
ζj .
10.3.1 Results for the real robot
We investigate whether similar results are obtained from the real robot as in the simulation. Here
we look only at conditions B (half coupling), C (full coupling) and D (all coupling rules enabled,
but with weaker strength than C). Condition A has not yet been tested with the real robot. Again
we aim to test the robot generating a tripod gait. However, for successful gait generation, the real
robot requires slightly different parameter settings to the simulation in order to achieve stable gaits
– as was described in section 9.5.1 when the gait algorithm was originally tested on the real robot
Here, the parameters given for the simulation in table 10.1, are the same for the real robot except
for the following (further discussion of the reasons for these changes is given in section 9.5.1):
• ki – The integral control parameter is changed from 0.005 in simulation to 0.01 in the real
robot, generally reducing the controller error.
• kτ – The decay constant for the excitation variables is increased from 0.9 in simulation to
0.95 in the real robot, meaning the excitation variables decay more slowly.
• kc – The coupling parameter was set to 3 for conditions B and C and 2 for condition D (the
“weaker coupling” scenario) in simulation. In the real robot, we use 1.5 for conditions B
and C and 1 for D.
Due to these changes in parameters, as well as the simple fact that the simulation is not a
perfect reconstruction of reality, we naturally expect some deviation between simulation and real
robot results. However, both the real and simulated robots produce similar tripod gaits when
either all coupling rules are enabled (conditions C and D) and also in condition B (half coupling)
provided the robot is on the ground.
Since it is naturally more time consuming to collect data from the real robot than simulation,
we calculate transfer entropy results from 300s of data samples at 50Hz in the real robot (as
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Figure 10.13: Hidden information in the real robot, not in contact with ground.
opposed to 1900s in simulation), after discarding the first 60s (rather than 100s) from the time the
gait was initialising. As in the simulation, we only take every 50th sample for calculations of TE,
so that we have samples 1 second apart.
The results are presented in the concise form in figures 10.13 and 10.14 – comparable to the
equivalents for the simulation in figures 10.11 and 10.12. For completeness, the full set of results
with bootstrap intervals are appended at the end of this chapter (figures 10.15 to 10.18 in section
10.5).
The results pertaining to the transfer entropy between joint angles, TEαi→αj show some sim-
ilarities between simulation and the real robot – for example with rule 3 disabled (condition B),
there is still no contralateral transfer entropy when the robot is off the ground, so in the genu-
ine absence of causal influence we find zero transfer entropy. In other cases, there are generally
significant transfer entropy values across most pairs of legs.
We also see that for conditions B and D, the internal transfer entropy TEαi→ζj is significant
along more pathways when the robot is placed on the ground (i.e. there are generally more arrows
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Figure 10.14: Hidden information in the real robot, in contact with ground.
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in the third column of figure 10.14 than 10.13).
However, there is a substantial difference in the overall number and magnitude of the internal
transfer entropy results between the real and simulation situations – although there are significant
values of TEαi→ζj in the real robot, there are generally fewer and they are lower in the real robot
than the equivalents in the simulation. This seems to be the primary reason for the larger number
of hidden information results in the real robot. Recall that in simulation, TEαi→αj − TEαi→ζj
generally did not achieve significant positive values when coupling is present and the robot is on
the ground in simulation (figure 10.12), but on the real robot we have many significant hidden
information results (figure 10.14).
These differences may partly be explained by the changes made to the parameters in the real
robot, and due to the aspects of the real robot physics not accurately captured by the physics sim-
ulation. A possible area for exploration is the contact joints between the robot and the ground –
the real robot has rubber ”feet” on the end of each leg, and was run on plastic flooring tiles in
the laboratory. In simulation, this is naively modelled by a simple friction model, but it is one
of the aspects of the simulation that was not carefully matched to the real experiment situation.
That is, the friction parameters in simulation were chosen to give a reasonably realistic appear-
ance, but unlike say the motor torque model where the step response of the simulation was keyed
to real robot results (section 9.2.1), no such validation step was performed for the floor friction
model. It is known that ground contact effects can have a significant impact on transfer entropy
results (Schmidt et al., 2012) – indeed this could be seen as one of the features of morphological
computation illustrated by the transfer entropy approach.
10.4 Conclusion
This chapter presented a well justified set of tools for inferring the presence of causation from
transfer entropy results. In contrast to the work in earlier chapters, extra focus has been placed on
determining the statistical significance of transfer entropy results, rather than only looking at the
prima facie value of transfer entropy obtained. This has enabled us to look, in a more principled
way and in more detail, at the structure of information transfer in a system that contains a much
greater level of structural complexity than the minimal examples presented in earlier chapters.
We have seen the phenomenon of hidden information transfer that was predicted in accordance
we the theoretical examples presented earlier in this thesis. However, this was primarily seen in
the real robot, but not in the simulated robot, in spite of the behavioural similarity of the two.
Perhaps the more interesting result was more unexpected – the contrast between the informa-
tion dynamics of the robot on and off the ground. In simulation, placing the robot on the ground
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reduced the transfer entropy values between coxa joint angles (which are more or less directly
coupled via the body morphology and ground contact) but increased in those transfer entropy
measures which looked at internal variables. Information dynamics has previously been proposed
as a tool for measuring morphological computation (chapter 7). This is, in a sense, confirmed
here, but counter-intuitively, the scenario where the morphology of the robot has a greater influ-
ence (when it is on the ground), did not lead to higher information transfer between those compon-
ents, namely the coxa joint angles, which have the most direct connection to the body morphology.
Rather, the transfer entropy from coxa joints to internal variables was seen to increase – suggesting
that the indirect causal influences are easier to detect.
This reflects the difference between the interpretations of information transfer as representing
causal strength or inferential warrant: previously, we studied the changes in information transfer
as coupling coefficients were changed, giving an intuitive and easily comparable change in true
causal strength. Here, we have also looked at what happens when the number of direct and indirect
routes for causal influences is changed.
10.5 Full real robot transfer entropy results
Here we include the full set of transfer entropy results for the real robot. These figures are gener-
ated from data in the same way as those shown in section 10.2.
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Figure 10.15: Transfer entropy between coxa angles on real robot not in contact with ground.
Values are calculated in three conditions – B, C, and D as described in section 10.2. This and all
figures in this section show transfer entropy results in the same manner as figure 10.3 – specifically,
central squares show the prima facie transfer entropy value, the error bars give the 2.5th-97.5th per-
centile bootstrap interval and statistical significance is represented by the overlying marks (circle
for p(0.05) < 0.01 and star for p(0.05) < 0.001).
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Figure 10.16: Transfer entropy between coxa angles on real robot in contact with ground.
225
−0.35
−0.25
−0.15
−0.05
0.05
0.15
0.25
0.35
0.45
T
E
α
i
→
ζ
j
0
0 1 2 3 4 5
1
0 1 2 3 4 5
2
0 1 2 3 4 5
3
0 1 2 3 4 5
4
0 1 2 3 4 5
5
0 1 2 3 4 5
B i
j
−0.15
−0.05
0.05
0.15
0.25
0.35
T
E
α
i
→
ζ
j
0
0 1 2 3 4 5
1
0 1 2 3 4 5
2
0 1 2 3 4 5
3
0 1 2 3 4 5
4
0 1 2 3 4 5
5
0 1 2 3 4 5
C i
j
−0.25
−0.15
−0.05
0.05
0.15
0.25
0.35
0.45
T
E
α
i
→
ζ
j
0
0 1 2 3 4 5
1
0 1 2 3 4 5
2
0 1 2 3 4 5
3
0 1 2 3 4 5
4
0 1 2 3 4 5
5
0 1 2 3 4 5
D i
j
Figure 10.17: Transfer entropy between coxa angles and excitation variables on real robot not in
contact with ground.
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Figure 10.18: Transfer entropy between coxa angles and excitation variables on real robot in
contact with ground.
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Chapter 11
Discussion
This thesis has given an account of statistical and particularly information theoretic approaches to
detecting causation, with a view to applications in studying autonomous robotic systems. While
much of the work has tackled causation from a fairly general perspective, the focus on gait genera-
tion has led to particular emphasis on synchronisation. In the work on legged locomotion, we have
demonstrated a decentralised architecture consisting of identical oscillation generators coupled in
such a way as to produce symmetric patterns of synchrony similar to animal gaits. This architec-
ture was designed such that it makes use of mechanical feedback through the body as part of the
coupling between components of the body. This allows us to study the causal and information
processing role of the body in generating the gait.
This chapter briefly summarises some of the main results and contributions of the thesis, then
goes on to suggest some possible research problems which could make further use of the ideas
presented in this thesis.
11.1 Information, complexity, and inference of causation
In chapters 4 and 6, we have tried to distinguish between the roles of information as a measure of
complexity and as a tool for inferring causation. Both these viewpoints are valid, but the distinction
between the two is critical.
As a measure of complexity, information tells us about how much of the uncertainty in regards
to one variable can be reduced by knowing the value of another. This requires that the variables
actually have some non-trivial uncertainty (more precisely, entropy) from the outset. Complexity
in this context arises when a variable can be used to predict something that would not otherwise
be trivial to predict.
For any causal interpretation, we have argued that a layer of causal reasoning, which can be
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Figure 11.1: A schematic of severity-based causal inference. Working from left-to-right, a hypo-
thesis of no causal connection between X and Y , written here as X ⊥d Y entails that the mutual
information I(X;Y ) must be zero, and a hypothesis that there does exist a causal connection on
a graph – ¬(X ⊥d Y ) – while it permits a mutual information I(X;Y ) greater than zero, does
not (by itself) provide any reason to think that the true mutual information value will take any par-
ticular value – it could still be arbitrarily close to zero. Reading right-to-left gives the inferential
interpretation: if we observe a high value of empirically measured mutual information Iˆ(X;Y ),
we can say that the hypothesis that there is a causal influence has passed a severe test, because
if there was not a causal influence (i.e. X ⊥d Y is true), a high value of mutual information is
unlikely. But, if we observe a low value I(X;Y ), neither the hypothesis of of causal influence, nor
the hypothesis of no causal influence, has received a severe test, because either could with some
probability result in a low value of mutual information. That is, low mutual information is used to
mean “no inference” regarding causation, rather than to infer the absence of causation.
provided through causal Bayes nets, must be added. The formal definition of information transfer
discussed in chapter 4 shows how this can be done. However, we argue that it is crucial to bear
in mind that not all causal relationships have to be complex. That is, it is not unexpected for
information theoretic statistics which are quite reasonable as tools to infer causality may still
produce small values when a causal influence is present.
The fact that some information theoretic methods, notably transfer entropy, have a tendency to
do this has been noted or at least alluded to in various parts of the literature already. The central
contribution of this thesis in this regard is to put this point on a sound theoretical basis. That is,
we have given an argument as to why information transfer can been seen as a valid statistic for
causal inference in spite of this drawback, as a consequence of the severity requirement discussed
in chapters 4 and 6. Recall that (following Mayo (1996)) we said that we can pass a hypothesis
H on the basis of some data D “with severity” if the data accords with H and further, if H
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were false, data like D would be unlikely to arise. If we apply this approach to inferring causal
influences in graphical models, we arrive at the conclusion that low mutual information (including
low conditional mutual information and transfer entropy) is best taken to give no strong inference
either way as to the presence or absence of causation, but that high information may allow us pass
a hypothesis of causal influence with severity (see figure 11.1 for an illustration).
A consequence of this is that what we are thinking of here as the complexity of a relationship
can also be thought of as a kind of epistemological clarity of the relationship – causal influences
which are “complex” in the sense of producing high information transfer, should be easy to detect
by experiment, and also easy to rule out in the cases where they are absent. For example, the cases
we have often discussed of strong synchrony are examples of strong causal connections that do not
have such epistemological clarity, or equivalently, would not be seen as “complex” – yet they are
indeed instances of causal influence. This places us on a substantially firmer footing for making
use of such tools going forward – see below (section 11.4.1) for one suggestion of how to make
use of this.
11.2 Alternative approaches to detecting causation
A major effort of this thesis has been to consolidate various techniques where possible into a
similar framework. This is one area where information theory, giving a common mathematical
formalism, seems to provide a particular advantage. It allows us to focus on the structure of
the relationships between multiple variables without, by virtue of it being “model-free” being
dependent on the specific functional form of those relationships.
In particular, we have constructed a general concept of information transfer and used it as
a common framework for interpreting other proposals for detecting causation, namely transfer
entropy (Schreiber, 2000) – the main topic of this thesis, information flow (Ay and Polani, 2008)
and convergent cross-mapping (Sugihara et al., 2012).
Information flow as defined by Ay and Polani (2008) makes explicit use of causal Bayes net
theory to formalise its relationship with causation. Specifically it incorporates intervention on a
causal Bayes net, as defined by Pearl (2009), to ensure that high information flow can only occur
in the presence of a causal influence (see chapter 4).
The first part of our argument is to bring information transfer into the same causal Bayes
net formalism used for information flow. Information transfer is defined in cases where there is
no intervention, and thus requires more restrictive rules, in terms of the relationship between the
variables studied and the causal graph, in order to justify it as a tool for causal inference.
Secondly, once we have information transfer and flow in a common formalism, we find that
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both appear to be susceptible to violations of the stability or faithfulness assumptions imported
from causal Bayes net theory. As a result, both information transfer and flow are best seen as
measures of complexity or epistemological clarity, though they are clearly distinct measures by
virtue of the distinction between intervention and non-intervention on the causal graph. Similar
effects are seen when we use transfer entropy as a time-series variant of information transfer.
The other proposal we have studied in the framework is convergent cross-mapping (CCM)
(chapter 5). This requires more groundwork since its standard form is not presented in information-
theoretic terms, instead using non-linear regression to evaluate a relationship. However, we show
in chapter 5 that it can be stated in information-theoretic terms without losing very much. This
allows us to give a direct comparison between CCM and transfer entropy.
CCM is based on a very different idea of how to measure causation than transfer entropy.
Instead of using the causal Markov property – that effects are conditionally independent given
their common causes – CCM uses the fact that when system A influences system B it is often
possible to reconstruct the state of A from a temporal history of B. However, our analysis shows
that in practice it is almost identical to a temporal mutual information, which is in turn very similar
to transfer entropy without the requirement that common causes have been “conditioned out”. The
identification of this difference explains much of the practical difference and similarity between
CCM and transfer entropy, and why they may appear to over- and under-estimate the presence of
causal influences.
11.3 Hidden information as a feature of information dynamics
By information dynamics we refer to a view of systems as operating via transfer, storage and pro-
cessing of information. Clearly here we have mainly been interested in the concept of information
transfer, and from this perspective we suggest hidden information transfer as a notable feature
of information dynamics. Loosely, we use this term to describe situations where information is
transferred from some point A to another C, via some intermediary factor B, but where the transfer
from A to B is less complex, or less easy to measure, than the transfer from A to C.
Though slightly counter-intuitive, this appears to be a common feature of practical commu-
nication systems, where successful transmission is dependent on the successful synchronisation
of some ancillary components – the chaotic communication systems described in chapter 6, but
also the models of embodied agents in chapters 8 and 10 seem to exhibit this type of information
dynamics.
This is related to the concept of synergy in information transfer (Williams and Beer, 2010b),
which refers to cases where conditioning on some variable actually increases the mutual informa-
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tion:
I(A;C) < I(A;C|B)
This kind of relationship can seem counter-intuitive: if B and A are in some sense “informat-
ive” about C, and Alice already ”knows” the state of B, but Bob does not, then it may seem that
when they both learn about the state of A, Alice would gain less information about C than Bob
does, because she already knows something about C, namely B. The problem with the intuition
being that it is possible that A and B are only predictive of C in combination – you must know
about both A and B, the knowledge of only A or B is useless (hence the term synergy – a classic
example being the exclusive-or for Boolean variables: C = (A ∧ ¬B) ∨ (¬A ∧B)).
Such synergetic relationships are likely to be the source of many examples of hidden inform-
ation transfer, but synergy refers to a broader class, is does not necessarily relate to causal inter-
pretations. We are particularly interested in the case of causal chains where the more remote parts
of the chain have a more complex relationship than the closer parts.
This kind of dynamic would be problematic if information transfer is interpreted as strength of
causation – since it seems implausible that a link could be stronger across the full chain that it is
between intermediate links. But when adopting the inferential perspective that we have described,
and in particular noting that low information transfer is not necessarily a reason to believe that a
causal influence is absent, this result ceases to be problematic.
We have hypothesised that this phenomenon is likely to occur in cases where systems are
strongly synchronised, since these are typical examples of strong causal influences that tend to
lead to low information transfer. Specifically, we have looked at synchronisation in gait generation
(chapter 10), but there may be other areas (see below, section 11.4.2) where we might expect to
find similar phenomena for the same reasons.
11.3.1 Ergodicity in living and adaptive systems
This thesis has focused on stationary, and where possible (even if somewhat by contrivance) er-
godic systems – that is, systems where we can (usually) analyse information flow by looking at
time series data from a single run of a system. It has often been observed in the literature that
such systems are not necessarily representative for a large class of phenomena that we might be
interested in. The dynamics of the human brain (to take one example of many that we could find in
living systems) in general most likely do not conform to the ergodic assumption, since it is subject
to ongoing learning and adaptation, and generally does not behave repetitively over long periods.
Information thoery originated in the study of communication systems where repetitive stochastic
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(and hence ergodic) dynamics could be assumed, but even early proponents of the use of inform-
ation theory in wider contexts (e.g. Wiener, 1965) were aware of the difficulty of applying it to
non-ergodic systems.
It seems clear then, that for information theory to make a serious contribution in the study
of living and adaptive systems in general that the problem of non-ergodicity must therefore be
addressed. Since this thesis has targeted systems where we can find ergodicity it cannot claim to
make a direct contribution in this direction, however there are two important points that can be
derived from what has been addressed here:
• The consideration of exactly what contribution ergocity makes, and what problems arise
when it fails, is naturally significant if one wishes to relax that assumption.
• The argument regarding the distinction between inference and complexity stands irrespect-
ive of whether we are studying ergodic or non-ergodic systems. The severity requirement
can be applied provided a reasonable set of probabilistic entailments from causal hypotheses
can be obtained.
11.4 Future directions
11.4.1 Inferring physical models
The emphasis in this thesis has been highly focussed on the relationship between information and
causation. However, it seems clear that there are aspects of causation relevant to the design of
autonomous robots that do not have to be construed in (exclusively) information theoretic terms –
something which has received it seems relatively little attention here or in the wider literature.
In many discussions of causation in physical systems, the target is in fact the strength of
coupling between continuously interacting components – the models used for testing e.g. by
Sugihara et al. (2012) make it clear that physical coupling is what is meant by causation. If this is
what we mean by a “causal” model, then inference of that model in effect means inference of the
physical system itself.
Doing just that was the aim of the system proposed by Bongard and Lipson (2004) – here a
physical model of a robot is “co-evolved” with the controller of the same robot – with the evolution
of the controller targeted to improve the future evolution of the physical model. Much the same
approach can be taken with more general physical models (not limited to robotics) (Bongard and
Lipson, 2007).
What is striking about this approach, from our perspective, is that it bears a certain resemblance
to the model of inference through severe testing discussed at various points through this thesis,
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following the theory of Mayo (1996). Recall that in chapter 4, we argued that a causal influence
can be inferred when it has passed a severe test: i.e. when we observe an information value that
would be unlikely if the causal influence was absent.
The co-evolution approach of Bongard and Lipson (2004) consists of generating two “popu-
lations” – one population is a set of physical models of the robot (implemented in much the same
way as our robot model in chapter 9, but across the population the shape of the robot is allowed
to vary), the second population is a set of controllers, which dictate the robot’s motor responses to
sensor inputs.
First, one of the controllers is allowed to run on the real robot, the result being a data set (from
sensor and motor recordings), which can be used to evolve the model population to better match
the real robot. That is, the same controller is run on each member of the model population in a
computer simulation, and data points from the simulation are compared to the real data collected
from the robot. Those models which produced results more similar to the real robot are maintained
in the population, whereas those which performed poorly are deleted and replaced with modified
copies of the successful models. This step essentially keeps those models which accord well with
the data – but it does not ensure that those models have been severely tested.
For that, a second stage of evolution is used, where the controller population is itself evolved
against the current set of candidate models. That is, a controller is produced which maximises the
differences in data produced by the different models in the population when they are simulated.
After doing so, the first step (evolution of the models) will be repeated. This means that the
controller is in effect optimized to produce a severe test of the models – the system aims to make
the controller that will be run on the real robot one that would produce very different results across
the different models specified by the model population. This means that when an improved model
is selected by evolution, we can also say that model has been severely tested in the sense that if
one of the other models in the population was closer to the true model, then we would have seen
very different empirical results.
This thesis has argued that the actual value of information is not itself what is critical for mak-
ing a causal inference: rather it is the severity with which a causal hypothesis is tested. However,
we have not described ways in which severe tests could be achieved – the method described by
Bongard and Lipson (2004) is an intriguing possible solution to this problem: simply evolve tests
to maximise severity. This could be interpreted as evolving tests that maximise disagreement about
mutual information values across candidate models, rather than focussing on the absolute value of
mutual information.
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11.4.2 Communication through coherence
We have often alluded to the capacity of synchronisation to act as a “carrier” or underlying mech-
anism to facilitate communication. In neuroscience, it has long been hypothesised that neural
synchrony – the emergent synchronisation of firing patterns of neural groups – may play a role in
modulating or facilitating information transfer among brain regions (Hoppensteadt and Izhikevich,
1998; Varela and Lachaux, 2001).
A particular current direction of research in neuroscience is the “communication through co-
herence” hypothesis (Fries, 2005). This suggests that information can be routed between regions
of the brain by patterns of synchronisation, allowing for more precise selection of active inform-
ation pathways than anatomical connectivity alone. Specifically, two synchronised brain regions
periodically have a greater firing probability at the same time as each other. This means that in-
formation encoded in the spikes of one region have a better chance of influencing another region
where the two are synchronised. When desynchronised, the incoherent firing patterns lead to non-
overlapping periods of excitability in the neurons of each group, and thus information transfer is
inhibited.
Akam and Kullmann (2014) cite this as one possible mechanism underlying multiplexing in
neural systems – where multiple signals are transmitted through a single pathway and then later
distinguished. This allows the brain to, for example, perform similar actions (such as reaching
for an object) after selecting one of several possible information sources to base the action on
(memory versus visual sensing of the object position for example).
The model of “hidden information transfer” relying on synchronised oscillators (chapter 6)
would appear to have some relevance here. In neural systems, patterns of synchronisation are
known to be task-dependent – Akam and Kullmann (2014) suggest that such changes in synchron-
isation modulate the effective connectivity of the system. Effective connectivity is often thought
of as the pattern of “causal” influences in the neural system, as opposed to the physical structure
(anatomical connectivity), or merely correlative associations (functional connectivity).
However, a precise characterisation of effective connectivity that accounts for features such
as multiplexing may need further development. Certainly, transfer entropy and Granger causality
have already been used as tools for measuring effective connectivity (Vicente et al., 2011), though
there are also somewhat distinct mathematical definitions (Friston et al., 2003). The sense in which
Akam and Kullmann (2014) use the term suggests high-level mapping, such as from sensory inputs
to motor or cognitive aspects over which they exert some control – the patterns of synchronisation
determine the causal pathways, but are not themselves instances of the kind of causal influence
intended, they are auxiliary to the primary information transfer in the same sense that the chaotic
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oscillators of Cuomo and Oppenheim (1993) discussed in chapter 6 facilitate information transfer.
Indeed, as we have discussed, strong synchrony is the kind of situation where we expect low
information transfer – but such strong synchrony may be indicative of the routing of effective
connectivity through the system as a whole. A robotic system implementing such task-dependent
routing of causal influences (possibly utilising neural models for control) would be an illuminating
way to approach this question.
11.5 Closing remarks
The epigraph from chapter 1 quoted Claude Shannon, one of the originators of modern informa-
tion theory, from an editorial he wrote entitled “The Bandwagon” (Shannon, 1956). In it, Shannon
seems concerned about contemporary translations of information-theoretic tools into sundry sci-
entific fields without, in his view, sufficient rigour.
The field has moved on since the 1950s and much of the ground work that might have been
worryingly lacking then has been substantially improved since. However, Shannon’s reservations
still suggest some caution is apt, as he notes: “if, for example, the human being acts in some
situations like an ideal decoder, this is an experimental and not a mathematical fact.”
Thus, central to our argument has been the way in which information-theoretic statistics are
used to make inferences, from experiment, about causation. The concept of severe testing which
has been much discussed addresses the need for some reasoning to underpin the way we make
experimental inferences in spite of the problem of induction – the inability to go, logically, from
a collection of singular experimental results to a universal generalisation. Recall this is much the
same problem that led Hume to conclude that causation cannot be directly observed. This has been
central to our recapitulation of information transfer as a descriptor of epistemological clarity.
From this starting point we have developed the idea of hidden information, and analysed the
information dynamics of some robotic systems. It seems clear from our results that although there
is a connection between the causal influences and information transfer, it is not always a trivial
one. There is something more. As suggested by Lizier and Prokopenko (2010), perhaps it would
be best to think of information transfer as describing computation, but precisely what we mean
by this seems to be something that still requires refinement. This thesis has aimed to make some
progress in this direction.
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