Study of ergodic divertor edge density regimes on the tokamaks Tore Supra and TEXTOR, and sensitivity of tunnel probe electron temperature measurements to a suprathermal electron component by Van Rompuy, Thibaut
Studie van randplasma-densiteitsregimes van de ergodische divertoren 
van de tokamaks Tore Supra en TEXTOR, 
en gevoeligheid van elektronentemperatuurmetingen 
met de tunnelsonde aan een suprathermale elektronencomponent
Study of Ergodic Divertor Edge Density Regimes 
on the Tokamaks Tore Supra and TEXTOR, 
and Sensitivity of Tunnel Probe Electron Temperature Measurements 
to a Suprathermal Electron Component
Thibaut Van Rompuy
Promotor: prof. dr. ir. G. Van Oost
Proefschrift ingediend tot het behalen van de graad van 
Doctor in de Ingenieurswetenschappen: Toegepaste Natuurkunde
Vakgroep Toegepaste Fysica
Voorzitter: prof. dr. ir. C. Leys
Faculteit Ingenieurswetenschappen
Academiejaar 2008 - 2009
ISBN 978-90-8578-301-5
NUR 926, 928
Wettelijk depot: D/2009/10.500/59
Promotor
Prof. Dr. ir. G. Van Oost Universiteit Gent
Examencommissie
Dr. S. S. Abdullaev Institut fu¨r Energieforschung
IEF-4: Plasmaphysik,
Forschungszentrum Ju¨lich
Prof. Dr. ir. D. De Zutter Universiteit Gent
Dr. J. P. Gunn Institut de recherches sur
la fusion magne´tique,
CEA Cadarache
Prof. Dr. ir. C. Leys Universiteit Gent
Prof. Dr. ir. J.-M. Noterdaeme Universiteit Gent
Prof. Dr. ir. G. Van Oost Universiteit Gent
Prof. Dr. ir. M. Van Schoor Koninklijke Militaire School
Prof. Dr. ir. V. Van Speybroeck Universiteit Gent
Leescommissie
Dr. S. S. Abdullaev Institut fu¨r Energieforschung
IEF-4: Plasmaphysik,
Forschungszentrum Ju¨lich
Dr. J. P. Gunn Institut de recherches sur
la fusion magne´tique,
CEA Cadarache
Prof. Dr. ir. J.-M. Noterdaeme Universiteit Gent
Prof. Dr. ir. G. Van Oost Universiteit Gent
Prof. Dr. ir. M. Van Schoor Koninklijke Militaire School
Universiteit Gent
Faculteit Ingenieurswetenschappen
Vakgroep Toegepaste Fysica
Jozef Plateaustraat 22
B-9000 Gent, Belgie¨
Dit werk kwam gedeeltelijk tot stand in het
kader van een doctoraatsmandaat van het
Bijzonder Onderzoeksfonds.
De auteur geeft de toelating dit proefschrift voor consultatie
beschikbaar te stellen en delen van dit proefschrift te kopie¨ren voor
persoonlijk gebruik.
Elk ander gebruik valt onder de beperking van het auteursrecht, in
het bijzonder tot de verplichting de bron uitdrukkelijk te vermelden
bij het aanhalen van resultaten van dit proefschrift.
Thibaut Van Rompuy
Gent, juni 2009
”Blessed is he who expects no gratitude, for he shall not be disappointed.”
William Cox Bennett
Dankwoord
– Some words of gratitude –
Dit werk bevat de schriftelijke neerslag van onderzoek gevoerd aan drie ver-
schillende buitenlandse wetenschappelijke instellingen, vertrekkend vanuit
mijn thuisbasis, de vakgroep Toegepaste Fysica. Bijgevolg zijn nogal wat
personen van dichtbij of van iets verder af bij het vormingsproces van deze
thesis betrokken geweest en ik zou hen op deze bladzijden dan ook allen
willen bedanken.
Het eerste fusie-instituut waar ik, eigenlijk voor de eerste keer al in het
kader van mijn scriptie, het genoegen heb gehad te mogen werken, is het
‘Institut de recherches sur la fusion magne´tique, CEA Cadarache’. Ik heb
het geluk gehad daar telkens voor de duur van mijn verblijf onder de vleu-
gels van Dr. J.P. Gunn terecht te komen. Jamie, it is difficult to overstate my
appreciation to you for your help and guidance and for sharing a lot of your
expertise and research insight. You quickly became for me a role model of
a successful researcher in the field of experimental fusion research. I also
very much appreciated your patient advice on writing good (English) texts
and giving clear presentations, as well as your willingness to be a mem-
ber of my examination commission and the many valuable comments you
made. Daarnaast hebben ook andere onderzoekers en medewerkers van dit
instituut er toe bijgedragen dat mijn bezoeken en contacten er steeds bij-
zonder vruchtbaar en aangenaam zijn verlopen.
En ce qui concerne l’aspect scientifique de mes visites, je tiens a` re-
mercier en particulier Dr. Ph. Ghendrih pour avoir repondu a` toutes mes
questions au sujet du code MASTOC ainsi que Dr. F. Saint-Laurent pour
ii Dankwoord.
m’avoir ge´ne´reusement donne´ acce`s a` ses codes pour le calcul du champ a`
vide des bobines toroidales. Je suis aussi tre`s reconnaissant envers Dr. A.
Grosman pour m’avoir recu dans son service ainsi qu’envers Dr. T. Loarer
et Dr. P. Monier Garbet pour l’acceuil chaleureux dans leur groupe de re-
cherche et pour leurs informations et bon conseils. Bien entendu, je remer-
cie e´galement Dr. P. Devynck, Dr. C. Brosset, Patricia Oddon et Jean-Yves
Pascal, ainsi que toutes les autres personnes que j’ai pu rencontrer lors de
mes se´jours a` Tore Supra, pour l’ambiance amiable et les excellentes con-
ditions de travail.
Een belangrijk deel van deze thesis betreft onderzoek dat gevoerd werd
aan de tokamak TEXTOR van het Forschungszentrum Ju¨lich in Duitsland.
Ook daar heb ik van velen in meer of mindere mate ondersteuning en me-
dewerking verkregen.
In particular, I would like to thank Dr. K.-H. Finken for welcoming
me into his research group and granting me access to the Langmuir probes
of the DED target plates. I would also like to thank Dr. M. Lehnen for
the support and the help in finding my way around at TEXTOR, as well
as for his advice and for the very useful discussions we had. A large part
of the research of this thesis would have been impossible without the help
of Dr. S. Abdullaev. I am very grateful to him for allowing me to use his
symplectic mapping code, but even more for his extensive help in adapting
this code to the Tore Supra case, as well as for his patience in explaining
me the many subtleties of the code and in discussing my ideas and results.
Finally, I want to thank him for accepting to be a member of my exami-
nation commission and for his valuable comments on the first version of
the thesis. I also received precious scientific advice and support from Dr.
M. Jakubowski and Dr. B. Unterberg and for this I want to thank them,
as well as Dr. O. Schmitz, who provided me with DIVA code calculation
results of the TEXTOR equilibria. Additionally, I would like to express my
appreciation for the excellent technical support by Albert Hiller. Besides,
I very much appreciated the invaluable technical advice and practical help
from both Stefan Jachmich and Dr. Y. Xu on probe electronics, as well as
their generous sharing of their equipment. I should also certainly not forget
to mention the very helpful advices I received from Dr. R. Koch on the
calculation of the magnetic field vector potential.
In addition to the acknowledgements for the purely scientific help and
support I received, I also want to express my gratitude to all the other pe-
ople I have had the privilege to meet at TEXTOR and who, in one way
or the other, have made my many stays there fruitful and more enjoyable.
Dankwoord. iii
In addition to the persons already mentioned, I would in particular like to
thank Dr. G. Telesca, Dr. A. Lyssoivan, Dr. D. Van Eester and Dr. G. Van
Wassenhove in addition to my fellow PhD students Dr. X. Loozen, Dr. M.
de Bock and Ephrem Delabie.
De vele verblijven in Ju¨lich zouden bovendien niet mogelijk zijn ge-
weest zonder de nodige financie¨le mobiliteitsondersteuning vanuit de Asso-
ciatie Euratom-Belgische Staat, waarvoor ik in het bijzonder Prof. R. Weynants
wens te bedanken. Merci e´galement a` Vito Lancelotti pour l’administration
tre`s efficace du soutien financier de cette mobilite´.
Daarnaast heb ik eveneens het genoegen gehad voor een deel van mijn
onderzoek te kunnen samenwerken met de onderzoeksploeg van de CASTOR
tokamak en daar ook kort even te verblijven. Therefore, I would like to ex-
press my gratitude to the head of the Institute of Plasma Physics (IPP), Dr.
J. Sto¨ckel, as well as to all the other members of the IPP in Prague. En
particulier, je tiens a` remercier Dr. R. Dejarnac pour le profil radial du po-
tentiel flottant sur CASTOR ainsi que pour ses conseils et commentaires
concernant les mesures avec la sonde tunnel.
Tenslotte heb ik ook een groot deel van de laatste zes jaar aan de vak-
groep Toegepaste Fysica doorgebracht, zeker gedurende de twee laatste ja-
ren dat ik er als assisterend academisch personeel werkzaam ben geweest.
In dat verband wens ik onze huidige vakgroepvoorzitter, Prof. C. Leys
te bedanken voor het vertrouwen dat hij mij heeft willen schenken door
mij als assistent aan te stellen, maar ook voor zijn bereidwilligheid om in
mijn examencommissie te zetelen. Ook wens ik mijn waardering uit te
drukken voor de goede contacten die ik met onze vorige vakgroepvoorzit-
ter, Prof. em. W. Wieme, heb gehad. Naast alle andere, al dan niet in Gent
werkzame, collega’s van de onderzoeksgroep fusie, wens ik in het bijzonder
Dr. P. Peleman en Dr. G. Verdoolaege te bedanken voor de vele aangename
momenten en prikkelende discussies in Gent en Ju¨lich. Boeiende discussies
heb ik ook gehad met Dr. P. Bruggeman, met wie ik een tijdlang het plezier
heb gehad een bureau te mogen delen. Ik wens Peter eveneens te bedanken
voor zijn bereidwilligheid om mee te denken over het oplossen van partie¨le
differentiaalvergelijkingen en andere wiskundige problemen. Een blijk van
waardering is eveneens op zijn plaats voor de vlotte ondersteuning die ik
heb mogen ervaren van Danie¨l Lauwers, Peter Guns, Dries Vincke en Joris
Peelman van de technische ploeg, evenals van de andere ATP-leden Marie
Meuleman, Ivan Waterloos en Frank Janssens. Het spreekt voor zich dat
ook de efficie¨nte en collegiale samenwerking met mijn collega-assistenten
Alec Dekuyper, Joris Creemers, Nathalie De Geyter en Rino Morent een
iv Dankwoord.
woord van dank verdient.
Uiteraard mag hier eveneens een woord van dank voor Prof. G. Van
Oost niet ontbreken. Prof. G. Van Oost bracht mij in contact met alle hoger
genoemde experts en was zo goed te willen optreden als promotor van deze
thesis, ondanks de vele andere thesisstudenten voor wie hij reeds promotor
is en ondanks zijn vele verplichtingen als coo¨rdinator van de Erasmus Mun-
dus European Master program in Nuclear Fusion Science and Engineering
Physics. Hij heeft me ook een bijzonder grote vrijheid in mijn onderzoek
gelaten. Ook de andere, nog niet vermelde leden van mijn examencom-
missie, Prof. De Zutter, Prof. Van Speybroeck, Prof. Van Schoor en Prof.
Noterdaeme wens ik bij deze te bedanken om in mijn lees- en/of examen-
commissie te willen zetelen, maar ook voor de correcties, commentaren en
suggesties die ze mij gegeven hebben, en die de kwaliteit van mijn thesis
zeker ten goede zijn gekomen.
Tenslotte, maar zeker niet in het minst, zou ik mijn vrienden en fa-
milie willen bedanken voor hun vele aanmoedigingen en hun steun die ik
doorheen al die jaren heb mogen ervaren. In het bijzonder mijn moeder en
Veerle, mijn vriendin, ben ik erg dankbaar voor de logistieke hulp en de
uitstekende zorgen in de eindspurt van deze thesis.
Gent, september 2009
Thibaut Van Rompuy
Table of contents
Some words of gratitude i
Table of contents v
List of figures xi
List of tables xvii
List of acronyms and abbreviations xix
Nederlandse samenvatting xxiii
1 Het energieprobleem, gecontroleerde kernfusie door
magnetische opsluiting en de plasma-wand transitie. . . . . xxiii
2 De ergodische divertoren van de tokamaks Tore Supra en
TEXTOR. . . . . . . . . . . . . . . . . . . . . . . . . . . xxiv
3 Experimentele studie door middel van Langmuirsonde-
metingen van densiteitsregimes in de rand gedurende aan-
wending van de ergodische divertoren in Tore Supra and
TEXTOR. . . . . . . . . . . . . . . . . . . . . . . . . . . xxv
4 Een Hamiltoniaanse veldlijn mapping code voor de studie
van de magnetische topologiee¨n van de ergodische diver-
toren van TEXTOR en Tore Supra. . . . . . . . . . . . . . xxvi
5 Gevoeligheid van elektronentemperatuurmetingen met de
tunnelsonde aan een suprathermale
elektronenpopulatie. . . . . . . . . . . . . . . . . . . . . . xxviii
English summary xxxi
vi TABLE OF CONTENTS
1 The energy problem, controlled nuclear fusion
through magnetic confinement and the plasma-wall transition.xxxi
2 The ergodic divertors of the tokamaks Tore Supra and TEXTOR.xxxii
3 Experimental study by Langmuir probe measurements of
edge density regimes during ergodic divertor operation in
Tore Supra and TEXTOR. . . . . . . . . . . . . . . . . . xxxiii
4 A Hamiltonian field-line mapping code for the study of the
magnetic topology of the ergodic divertors of TEXTOR and
Tore Supra. . . . . . . . . . . . . . . . . . . . . . . . . . xxxiv
5 Sensitivity of tunnel probe electron temperature measure-
ments to a fast electron component. . . . . . . . . . . . . xxxvi
1 Introduction 1
1.1 Topics of interest and situation. . . . . . . . . . . . . . . . 1
1.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Publications . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 International refereed journals (A1) . . . . . . . . 5
1.3.2 Proceedings of international conferences (C1) . . . 8
2 Ergodic divertors in tokamaks. 11
2.1 The energy problem and controlled thermonuclear fusion. . 11
2.2 Tokamaks. . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Tokamaks: plasma confinement by magnetic fields. 13
2.2.2 Plasma heating in tokamaks. . . . . . . . . . . . . 15
2.2.3 Plasma-wall interfaces in tokamaks. . . . . . . . . 16
2.2.3.1 Limiters . . . . . . . . . . . . . . . . . 16
2.2.3.2 Axisymmetric poloidal divertors. . . . . 18
2.2.3.3 The ergodic divertor concept. . . . . . . 21
2.3 Radial perturbation techniques on smaller machines. . . . 24
2.4 The ED on Tore Supra. . . . . . . . . . . . . . . . . . . . 25
2.5 The DED on TEXTOR. . . . . . . . . . . . . . . . . . . . 30
3 The magnetized PWT. 37
3.1 First theories on the magnetized PWT. . . . . . . . . . . . 38
3.2 Experimental characterization of the magnetized PWT. . . 42
3.3 Fluid models of the magnetized PWT. . . . . . . . . . . . 43
3.3.1 Fluid models with diamagnetic and/or E¯× B¯ drift. 44
3.3.2 Fluid models including collisions and/or ionizations. 48
3.3.3 Two-fluid models. . . . . . . . . . . . . . . . . . 51
3.3.4 Other fluid models. . . . . . . . . . . . . . . . . . 54
TABLE OF CONTENTS vii
3.4 Kinetic approaches to the magnetized PWT. . . . . . . . . 55
3.4.1 Particle trajectories in the magnetized PWT region. 55
3.4.2 Kinetic models of the magnetized PWT. . . . . . . 58
3.5 PIC models of the magnetized PWT. . . . . . . . . . . . . 63
3.5.1 PIC simulations with B¯ parallel to the wall. . . . . 65
3.5.2 PIC simulations with E¯× B¯ and/or diamagnetic drifts. 66
3.5.3 PIC simulations including suprathermal and/or secondary
emission electrons. . . . . . . . . . . . . . . . . . 68
3.5.4 PIC simulations with collisions. . . . . . . . . . . 69
3.5.5 PIC simulations of the flush-mounted LP geometry. 71
3.6 Conclusion of the survey. . . . . . . . . . . . . . . . . . . 74
4 Study by LP’s of ED and DED edge density regimes. 77
4.1 Operation of the Tore Supra ED and TEXTOR DED diver-
tor probes. . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1.1 Divertor probes on Tore Supra ED and TEXTOR
DED: physical description. . . . . . . . . . . . . . 78
4.1.2 LP operation and signal analysis. . . . . . . . . . . 79
4.2 Tore Supra ED density regimes: LP measurements. . . . . 82
4.3 TEXTOR DED density regimes: LP measurements. . . . . 94
4.4 Summary and conclusions. . . . . . . . . . . . . . . . . . 104
5 Hamiltonian field-line mapping code for ED and DED. 107
5.1 The Tore Supra ED magnetic perturbation field. . . . . . . 108
5.1.1 ED coils and current density. . . . . . . . . . . . . 109
5.1.2 ED magnetic field. . . . . . . . . . . . . . . . . . 111
5.1.3 ED magnetic perturbation spectra. . . . . . . . . . 112
5.1.4 Ergodic zone, structure and statistical properties. . 115
5.1.4.1 The Chirikov parameter. . . . . . . . . . 115
5.1.4.2 Poincare´ and laminar plots of field lines. 115
5.1.4.3 Diffusion of field lines. . . . . . . . . . 118
5.1.4.4 Kolmogorov lengths. . . . . . . . . . . 121
5.2 Tore Supra ED target plate geometry. . . . . . . . . . . . . 122
5.2.1 Field line wall-hitting criterium. . . . . . . . . . . 122
5.2.2 Initial position specification. . . . . . . . . . . . . 125
5.3 Ripple field inclusion. . . . . . . . . . . . . . . . . . . . . 127
5.3.1 Theoretical description. . . . . . . . . . . . . . . . 127
5.3.2 Numerical implementation of the computation of
the ripple field induced perturbation spectrum. . . 130
viii TABLE OF CONTENTS
5.3.3 Discussion of the ripple field induced perturbation
spectrum. . . . . . . . . . . . . . . . . . . . . . . 131
5.3.4 Ripple field defined new intrinsic coordinates. . . . 135
5.4 Effect of βpol changes on ED and DED magnetic topology. 137
5.5 Connecting field line topology and LP measurements. . . . 142
6 The tunnel probe. 155
6.1 Tunnel probe working principle. . . . . . . . . . . . . . . 155
6.2 The XOOPIC code. . . . . . . . . . . . . . . . . . . . . . 156
6.2.1 The computational cycle of the XOOPIC code. . . 156
6.2.2 XOOPIC simulation grid. . . . . . . . . . . . . . 158
6.2.3 Field equations and charge density weighting. . . . 159
6.2.4 Moving the particles. . . . . . . . . . . . . . . . . 161
6.3 Tunnel probe measurements in the CASTOR tokamak. . . 164
6.3.1 Experimental setup. . . . . . . . . . . . . . . . . . 164
6.3.2 CASTOR specific tunnel probe calibration. . . . . 166
6.4 Langmuir and tunnel probe measurements: a comparison. . 169
7 Sensitivity of the tunnel probe to nonthermal electrons. 173
7.1 Simulation procedure. . . . . . . . . . . . . . . . . . . . . 173
7.2 Simulation results and discussion. . . . . . . . . . . . . . 175
7.2.1 Simulation results. . . . . . . . . . . . . . . . . . 175
7.2.2 Cases with good Debye shielding. . . . . . . . . . 175
7.2.3 Cases with poor Debye shielding. . . . . . . . . . 179
7.2.4 Intermediate conclusion. . . . . . . . . . . . . . . 180
7.3 Scaling of the suprathermal electron current to the back-plate.181
7.4 Influence of suprathermal electrons on the ion current dis-
tribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
7.5 Summary and conclusions. . . . . . . . . . . . . . . . . . 195
8 General conclusions and outlook. 197
8.1 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . 198
8.1.1 Tore Supra ED and TEXTOR DED edge density
regimes. . . . . . . . . . . . . . . . . . . . . . . . 198
8.1.2 Tunnel probe sensitivity to a fast electron component.201
8.2 Outlook. . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
8.2.1 Tore Supra ED and TEXTOR DED edge density
regimes. . . . . . . . . . . . . . . . . . . . . . . . 203
8.2.2 Tunnel probe sensitivity to a fast electron component.205
TABLE OF CONTENTS ix
A LP 3-parameter fit with error estimates. 207
B Description of the ED modules surfaces. 211
C Clebsch form for the ripple field vector potential. 219
D Ripple perturbation Hamiltonian: Fourier components 223
E Boozer analytical approximation of the ripple field. 229
F MASTOC analytical description of the ripple field. 235
G Description of the ripple field vector potential. 239
H Calculation of ripple determined intrinsic coordinates. 249
H.1 Transformation (ϑ∗, ψ, φ)→ (r, θ, φ) . . . . . . . . . . . 250
H.2 Transformation (r, θ, φ)→ (ϑ∗, ψ, φ) . . . . . . . . . . . 257
I Calculation of the injected particle currents. 259
J Influence of the perturbative BP electron current on TP Te. 263
References 267
List of figures
2.1 Cross-sections of D-T, D-3He and the total of D-D reactions. 12
2.2 ITER cutaway. . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Tokamak magnetic confinement principle. . . . . . . . . . 15
2.4 The pump limiter configuration. . . . . . . . . . . . . . . 16
2.5 Axisymmetric (poloidal) divertor configuration. . . . . . . 19
2.6 The ergodic divertor configuration. . . . . . . . . . . . . . 21
2.7 Cross-section of Tore Supra. . . . . . . . . . . . . . . . . 26
2.8 Typical Tore Supra ergodic divertor coil arrangement. . . . 28
2.9 Picture of a Tore Supra ED module. . . . . . . . . . . . . 29
2.10 Picture of a Tore Supra ED neutralizer. . . . . . . . . . . . 30
2.11 TEXTOR coil arrangement. . . . . . . . . . . . . . . . . . 31
2.12 Inside view of TEXTOR. . . . . . . . . . . . . . . . . . . 32
2.13 Scheme of the DED coils. . . . . . . . . . . . . . . . . . . 33
3.1 Schematic overview of the magnetized PWT structure for
an obliquely incident magnetic field. . . . . . . . . . . . . 41
3.2 Examples of magnetized and demagnetized ion orbits. . . . 58
4.1 Tore Supra ED probes: schematic diagram and positions on
module 6. . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2 LP positions on the DED target plate. . . . . . . . . . . . 79
4.3 TEXTOR DED LP data treatment procedure. . . . . . . . 80
4.4 IP, <ne>, Pdiv and Zeff time evolution for TS shots 28031,
28033, 28036, 28038, 28041 and 28042. . . . . . . . . . . 83
4.5 J‖,i and Te from LP D6a during Tore Supra density ramps. 84
4.6 Scaling law fits to the Jds‖,i values measured by LP C6a as
function of <ne>. . . . . . . . . . . . . . . . . . . . . . . 89
xii LIST OF FIGURES
4.7 Scaling law fits to the Tdse values measured by LP C6a as
function of <ne>. . . . . . . . . . . . . . . . . . . . . . . 90
4.8 Jds‖,i (a) and Tdse (b) measured by LP B6a, C6a, D6a, D6b
and F6a during shot 28036. . . . . . . . . . . . . . . . . . 92
4.9 Measured βpol + li/2 during Tore Supra density ramps. . . 93
4.10 Time evolution of IP, < ne >, Pdiv and Zeff for TEXTOR
shots 96633, 96634 and 96636. . . . . . . . . . . . . . . . 95
4.11 J‖,i(<ne>) and Te(<ne>) from LP’s 4, 7, 8, 12 and 13 for
TEXTOR shots 96633, 96634 and 96636. . . . . . . . . . 96
4.12 J‖,i(<ne>) and Te(<ne>), measured by LP 8, for TEXTOR
shots 96633, 96634 and 96636. . . . . . . . . . . . . . . . 98
4.13 J‖,i(<ne>) and Te(<ne>), measured by LP 13, for TEXTOR
shots 96633, 96634 and 96636. . . . . . . . . . . . . . . . 99
4.14 Toroidal profiles of J‖,i and Te for TEXTOR shots 96612,
96617 and 96619. . . . . . . . . . . . . . . . . . . . . . . 101
4.15 Measured βpol + li/2 during the TEXTOR density ramps. 102
5.1 Model scheme of the ED coils. . . . . . . . . . . . . . . . 110
5.2 Contour plot of the poloidal spectrum of the perturbation
field for n = 6 and n = 18. . . . . . . . . . . . . . . . . . 114
5.3 σChir vs ρ for different perturbation current levels. . . . . 115
5.4 Poincare´, laminar and footprint plots of Tore Supra shot
28033 at βpol + li/2= 0.734. . . . . . . . . . . . . . . . . 117
5.5 Radial dependencies of the local field line diffusion coeffi-
cient, DFL. . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.6 Radial dependence of the averaged field line connection
length, in poloidal turns. . . . . . . . . . . . . . . . . . . 121
5.7 Radial profiles of Kolmogorov lengths of field lines for
Tore Supra ED. . . . . . . . . . . . . . . . . . . . . . . . 123
5.8 Model of the plasma-facing surface for module 6 of the ED. 124
5.9 Specific coordinates for the ED module. . . . . . . . . . . 125
5.10 Footprint plots on the surface of a real divertor plate. . . . 126
5.11 Poloidal spectra of the ripple field magnetic perturbation
Hamiltonian for n = 18 at the q = 3 surface. . . . . . . . 132
5.12 Poloidal spectra of the magnetic perturbation Hamiltonian
around the resonant poloidal mode for n = 18 around q =3
for ripple and ED field. . . . . . . . . . . . . . . . . . . . 133
5.13 Contour plot of the poloidal spectrum of the ripple pertur-
bation field |Hm,n| for n = 18. . . . . . . . . . . . . . . . 134
5.14 Poincare´ plot of the ED and ripple perturbation. . . . . . . 135
LIST OF FIGURES xiii
5.15 Detail of the ripple perturbation Poincare´ plot. . . . . . . . 136
5.16 Radial width and Chirikov parameter of ripple perturbation
magnetic islands. . . . . . . . . . . . . . . . . . . . . . . 137
5.17 Wall to wall CL on module 1 of the ED, with and without
ripple. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.18 Wall to wall CL on module 1, neutralizer 4 of the ED, with
and without ripple. . . . . . . . . . . . . . . . . . . . . . 139
5.19 Poincare´ plots of Tore Supra shot 28031, shot 28038 and
shot 28042 for the lowest and highest βpol + li/2 values
encountered. . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.20 Connection length laminar plots of Tore Supra shot 28031,
shot 28036 and shot 28041 for the lowest and highest βpol + li/2
values encountered. . . . . . . . . . . . . . . . . . . . . . 144
5.21 Radial penetration laminar plots of Tore Supra shot 28033,
shot 28038 and shot 28042 for the lowest and highest βpol + li/2
values encountered. . . . . . . . . . . . . . . . . . . . . . 145
5.22 Connection length footprint plots on module 6, neutralizer
4, of Tore Supra shot 28031, shot 28036 and shot 28041 for
the lowest and highest βpol + li/2 values encountered. . . 146
5.23 Radial penetration footprint plots on module 6, neutralizer
4, of Tore Supra shot 28033, shot 28038 and shot 28042 for
the lowest and highest βpol + li/2 values encountered. . . 147
5.24 Poincare´ plots of TEXTOR shot 96633, shot 96634 and
shot 96636 for the lowest and highest βpol + li/2 values
encountered. . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.25 Connection length laminar plots of TEXTOR shot 96633,
shot 96634 and shot 96636 for the lowest and highest βpol + li/2
values encountered. . . . . . . . . . . . . . . . . . . . . . 149
5.26 Radial penetration laminar plots of TEXTOR shot 96633,
shot 96634 and shot 96636 for the lowest and highest βpol + li/2
values encountered. . . . . . . . . . . . . . . . . . . . . . 150
5.27 Connection length footprint plots on part of the divertor
surface for TEXTOR shot 96633, shot 96634 and shot 96636
for the lowest and highest βpol + li/2 values encountered. . 151
5.28 Radial penetration footprint plots on part of the divertor
surface for TEXTOR shot 96633, shot 96634 and shot 96636
for the lowest and highest βpol + li/2 values encountered. . 152
6.1 Schematic axial cross section of the tunnel probe. . . . . . 156
xiv LIST OF FIGURES
6.2 A typical cycle of one time step in a particle simulation
program. . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.3 Geometry and grid configuration for the tunnel probe simulations
with the XOOPIC code. . . . . . . . . . . . . . . . . . . . 158
6.4 Charge assignment for linear weighting in 2D. . . . . . . . 160
6.5 Velocity space showing the rotation from v¯− to v¯+. . . . . 162
6.6 Sketch of the leap-frog integration procedure. . . . . . . . 162
6.7 Cross section of the double tunnel probe. . . . . . . . . . . 165
6.8 Connection scheme of the double tunnel probe measure-
ment setup. . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.9 Tunnel probe calibration results assuming a hydrogen plasma,
B = 1T, a tunnel diameter and a depth of both 5 mm, and
an applied voltage of -100 V. . . . . . . . . . . . . . . . . 167
6.10 Radial profiles of Te measured with a LP, a TP biased at
-100 V and a TP at -200 V in the tokamak CASTOR. . . . 170
7.1 Normalized Te as it would be measured by LP and TP, as a
function of the e−supra density fraction for different parame-
ters of the plasma, the suprathermal electrons and the probe. 176
7.2 Radial profile of the floating potential during shot 16200. . 179
7.3 e−supra current to the BP, corrected for the difference in float-
ing potential caused by the presence of the e−supra, as a func-
tion of the density fraction of e−supra. . . . . . . . . . . . . 181
7.4 Relative change of the ratio of the tunnel current to the BP
ion current for different cases. . . . . . . . . . . . . . . . 183
7.5 Edges of the Debye-sheath in front of the tunnel surface, for
different levels of the suprathermal electron density fraction. 184
7.6 Edges of the magnetic sheath in front of the tunnel sur-
face, for different levels of the suprathermal electron den-
sity fraction. . . . . . . . . . . . . . . . . . . . . . . . . . 185
7.7 Edges of the magnetic sheath in front of the tunnel sur-
face, for different levels of the suprathermal electron den-
sity fraction. . . . . . . . . . . . . . . . . . . . . . . . . . 187
7.8 Thickness of the fitted Debye sheath edge as a function of
the suprathermal electron density fraction at different dis-
tances along the axis. . . . . . . . . . . . . . . . . . . . . 189
7.9 Thickness of the fitted magnetic sheath edge as a function
of the suprathermal electron density fraction at different
distances along the axis. . . . . . . . . . . . . . . . . . . 190
LIST OF FIGURES xv
7.10 Relative change of the suprathermal electron density frac-
tion along the axis of the TP. . . . . . . . . . . . . . . . . 192
7.11 Thickness of the fitted Debye sheath edge as a function of
the effective screening temperature at different distances
along the axis. . . . . . . . . . . . . . . . . . . . . . . . . 193
7.12 Thickness of the fitted magnetic sheath edge as a function
of the effective screening temperature at different distances
along the axis. . . . . . . . . . . . . . . . . . . . . . . . . 194
B.1 Module and neutralizer zone criteria. . . . . . . . . . . . . 213
B.2 ztar, the perpendicular distance from the vertical neutral-
izer edge. . . . . . . . . . . . . . . . . . . . . . . . . . . 215
B.3 Profile of the neutralizer rmod limit value. . . . . . . . . . 216
E.1 φ-component of the ripple magnetic field obtained numeri-
cally as well as using the Boozer approximation. . . . . . . 231
E.2 R-component of the ripple magnetic field obtained numer-
ically as well as using the Boozer approximation. . . . . . 232
E.3 Z-component of the ripple magnetic field obtained numer-
ically as well as using the Boozer approximation. . . . . . 233
G.1 Comparison between the fitted and the numerically com-
puted φ-component of the ripple magnetic field, for a 1 kA
toroidal field coils current and for φ = 0◦ to 4◦. . . . . . . 242
G.2 Comparison between the fitted and the numerically com-
puted φ-component of the ripple magnetic field, for a 1 kA
toroidal field coils current and for φ = 5◦ to 9◦. . . . . . . 243
G.3 Comparison between the fitted and the numerically com-
puted R-component of the ripple magnetic field, for a 1 kA
toroidal field coils current and for φ = 0◦ to 4◦. . . . . . . 244
G.4 Comparison between the fitted and the numerically com-
puted R-component of the ripple magnetic field, for a 1 kA
toroidal field coils current and for φ = 5◦ to 9◦. . . . . . . 245
G.5 Comparison between the fitted and the numerically com-
puted Z-component of the ripple magnetic field, for a 1 kA
toroidal field coils current and for φ = 0◦ to 4◦. . . . . . . 246
G.6 Comparison between the fitted and the numerically com-
puted Z-component of the ripple magnetic field, for a 1 kA
toroidal field coils current and for φ = 5◦ to 9◦. . . . . . . 247
xvi LIST OF FIGURES
J.1 Normalized error on Te induced by the perturbative BP
electron current. . . . . . . . . . . . . . . . . . . . . . . . 265
List of tables
2.1 Main features of the tokamak Tore Supra. . . . . . . . . . 26
2.2 Main features of the tokamak TEXTOR. . . . . . . . . . . 30
4.1 IP, Itor and IED values for TS shots 28031, 28033, 28036,
28038, 28041 and 28042. . . . . . . . . . . . . . . . . . . 85
4.2 Summary table of the density regimes. . . . . . . . . . . . 85
4.3 IP, Btor, IDED and PNBI values for TEXTOR shots 96633,
96634 and 96636. . . . . . . . . . . . . . . . . . . . . . . 94
5.1 Parameters of the equilibrium field for TS and TEXTOR
density ramp discharges. . . . . . . . . . . . . . . . . . . 140
7.1 Parameters obtained from the fit to Ie−supr,BP as a function
of Fe−supr for different plasma conditions and tunnel probe
voltages. . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
B.1 Local geometrical toroidal coordinate system defining mod-
ule specific parameters. . . . . . . . . . . . . . . . . . . . 212
B.2 Numerical values of module edge describing parameters. . 214
B.3 Numerical values for neutralizer upper and lower boundary
defining parameters. . . . . . . . . . . . . . . . . . . . . . 217
B.4 Numerical values of parameters used for neutralizer delim-
itation in the φmod direction. . . . . . . . . . . . . . . . . 218
List of acronyms and
abbreviations
1...
1D one-dimensional
2D two-dimensional
3D three-dimensional
A
AC Alternating Current
ADI Alternating Direction Implicit
ALT-II Advanced Limiter Test-II
B
BC Boundary Condition
BP Back-Plate
xx List of acronyms and abbreviations
C
CASTOR Czech Academy of Sciences TORus
CIC Cloud In Cell
CL Connection Length
CLR Conduction-Limited Regime
CP Collisional Presheath
D
DADI Dynamic Alternating Direction Implicit
DBS Debye Sheath
DC Direct Current
DED Dynamic Ergodic Divertor
E
ECRH Electron Cyclotron Resonant Heating
EML Ergodic Magnetic Limiter
H
HFS High Field Side
HRR High Recycling Regime
I
ICF Inertial Confinement Fusion
ICRH Ion Cyclotron Resonant Heating
xxi
ITER International Thermonuclear Experimental Reac-
tor
L
LCFS Last Closed Flux Surface
LFS Low Field Side
LHH Lower Hybrid Heating
LP Langmuir Probe
M
MCC Monte-Carlo-Collision
MCF Magnetic Confinement Fusion
MS Magnetic Sheath
N
NBI Neutral Beam Injection
O
OOPIC Object-Oriented Particle In Cell
P
PIC Particle In Cell
PWT Plasma-Wall Transition
xxii List of acronyms and abbreviations
R
RP Rake Probe
S
SOL Scrape-Off Layer
T
TEXTOR Tokamak Experiment for Technology Oriented
Research
Tokamak TOroidal’naya KAmera MAgnitnaya Katushka
Toroidal Chamber in Magnetic Coils
TP Tunnel Probe
Nederlandse samenvatting
– Summary in Dutch –
1 Het energieprobleem, gecontroleerde kernfusie door
magnetische opsluiting en de plasma-wand transitie.
Onze huidige beschaving is in bijzonder sterke mate afhankelijk van fossie-
le brandstoffen, wat in toenemende mate tot bezorgdheid bij beleidsmakers
en wetenschappers leidt. De voorraden van deze brandstoffen zijn immers
beperkt en de huidige methoden voor de omzetting van deze fossiele brand-
stoffen tot nuttige energievormen leiden tot ernstige milieuproblemen. Ge-
controleerde kernfusie biedt een mogelijkheid om aan deze problemen te-
gemoet te komen, met de belofte op een propere, veilige en zo goed als
onuitputbare energiebron. De fysica en technologie van gecontroleerde fu-
sie zijn evenwel bijzonder ingewikkeld en behoeven nog steeds een grote
hoeveelheid onderzoek en ontwikkeling, hoewel er reeds veel successen
werden geboekt.
Magnetische opsluiting vormt een mogelijke benadering om een ‘brandend’
plasma te bewerkstelligen. Met het momenteel meest vergevorderde ‘Tokamak’
concept werden reeds waarden voor het fusiecriterium bereikt die vrij dicht
liggen bij wat nodig is voor een reactor. Een belangrijke problematiek in dit
tokamak onderzoek wordt gevormd door de overgang van de rand van het
plasma naar de binnenste wand. In dit proefschrift wordt verslag gemaakt
van werk betreffende twee onderscheiden plasma-wand-overgang gerela-
teerde onderwerpen.
Een eerste onderwerp dat wordt aangeraakt, betreft de zogenaamde
ergodische divertor (ED) configuratie en de beschrijving van het verband
tijdens ED werking tussen stroomaf- en stroomopwaartse plasma-eigenschappen
xxiv Nederlandse samenvatting – Summary in Dutch.
(‘densiteitsregimes’). Als een belangrijke eerste stap in de theoretische in-
terpretatie van een aantal experimenten die werden uitgevoerd op de tokamaks
Tore Supra en TEXTOR, met als doel deze ergodische divertor densiteits-
regimes te bestuderen, werd een Hamiltoniaanse veldlijn mapping code,
die oorspronkelijk voor de TEXTOR dynamische ergodische divertor werd
ontwikkeld, aangepast aan de geometrie van de Tore Supra ergodische di-
vertor.
Een tweede onderwerp behelst een nieuw type Langmuir sonde, dat ont-
wikkeld werd voor metingen in het plasma in het randgebied van tokamaks.
Meer in het bijzonder werd de gevoeligheid van deze nieuwe sonde aan een
suprathermale elektronencomponent onderzocht. Hieronder wordt een kort
overzicht van deze verschillende deelonderwerpen gegeven.
2 De ergodische divertoren van de tokamaks Tore Supra
en TEXTOR.
Het werkingsprincipe van een ergodische divertor in een tokamak bestaat
erin dat de overgang tussen het magnetisch opgesloten plasma en de wand
wordt gerealiseerd in een laag waar de fluxlijnen ergodisch worden gemaakt
door een gepaste verstoring van het magnetisch veld. Deze laag wordt ge-
produceerd door het magnetisch veld van een set helische windingen, in
superpositie op het magnetisch veld van het evenwicht met gesloten fluxop-
pervlakken. Deze windingen introduceren een radiale component van het
magnetisch veld, weliswaar met een lage intensiteit, maar ook met een ef-
fect dat wordt versterkt door een fenomeen van resonantie langsheen de
veldlijnen. Net als bij een conventionele divertor vergroten ergodische di-
vertoren op die manier de afstand tussen het opgesloten plasma en de plaat-
sen waar het plasma in contact komt met de wand. Bovendien wordt er
een magnetische verbinding gecree¨erd tussen het opgesloten plasma en de
wand.
De tokamak Tore Supra heeft als belangrijkste onderscheidende ken-
merken een actieve koeling voor de aan het plasma blootgestelde onderde-
len, evenals supergeleidende spoelen voor de opwekking van het toroı¨dale
veld. Bovendien is deze machine in het verleden met een ergodische diver-
tor uitgerust geweest. Deze ED bestaat uit zes octopolaire spoelen die in
de plasmakamer aan de zijde met de laagste magnetische veldsterkte waren
geı¨nstalleerd.
Sinds een aantal jaren is er eveneens een dynamische ergodische diver-
tor (DED) geı¨nstalleerd op de middelgrote tokamak TEXTOR, die, analoog
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aan Tore Supra, een circulaire poloı¨dale doorsnede heeft. Deze DED is op-
gebouwd uit een reeks van vier kwartetten van spoelen, evenals twee com-
pensatiespoelen en is geı¨nstalleerd aan de binnenzijde van het vacuu¨mvat,
waar een hoge veldsterkte heerst. De spoelen kunnen worden gevoed met
hetzij gelijkstroom, hetzij vierfasige wisselstroom aan welbepaalde fre-
quenties, waardoor zowel een statische als een dynamische werking mo-
gelijk zijn. Deze configuratie van spoelen maakt eveneens verschillende
scenario’s mogelijk wat DED modi betreft, met de bijhorende verschillen
in radiale penetratie van het stoorveld en verschillende mogelijkheden tot
het opwekken van zogenaamde ‘tearing modes’.
3 Experimentele studie door middel van Langmuir-
sondemetingen van densiteitsregimes in de rand
gedurende aanwending van de ergodische divertoren
in Tore Supra and TEXTOR.
Op de Tore Supra divertor waren er 14, uit koolstofvezelcomposiet vervaar-
digde, halfbolvormige sondes geı¨nstalleerd, verspreid over alle ED modules
en gemonteerd tussen de vingers van enkele van de van ontluchtingsspleten
voorziene neutralisatieplaten. Erg vergelijkbare halfbolvormige Langmuir
sondes werden eveneens ingebed in de uit grafiet vervaardigde bescher-
mingstegels van de TEXTOR bumper limiter. 16 dergelijke sondes zijn ge-
rangschikt in een toroı¨dale rij op de DED doelplaat, terwijl 2 bijkomende
sondes een poloı¨dale rij helpen vormen.
Om de werkingsomstandigheden van de divertor optimaal te kunnen
kiezen, is een goed begrip onontbeerlijk van de afhankelijkheid van de
stroomafwaartse parallelle ionenstroomdichtheid en elektronentemperatuur,
evenals van het begin van de zogenaamde ‘high-recycling’ en ‘detachment’
regimes in functie van de volume gemiddelde centrale elektronendichtheid
< ne > en de grootte van het toegevoerde vermogen. Tijdens een reeks
van Tore Supra ontladingen, gericht op de experimentele studie van deze
densiteitsregimes, werden metingen met Langmuirsondes uitgevoerd. De
bekomen data werden in dit proefschrift geanalyseerd. In het kader van dit
proefschrift werd een poging ondernomen om de net vermelde Tore Supra
ED experimenten ter karakterisatie van de densiteitsregimes te reproduce-
ren op TEXTOR DED. De uit deze experimenten voortvloeiende sonde-
meetresultaten werden eveneens behandeld.
Uit deze experimentele resultaten, zowel deze voor Tore Supra ED als
xxvi Nederlandse samenvatting – Summary in Dutch.
voor TEXTOR DED, is gebleken dat het zogenaamde tweepuntsmodel geen
afdoende beschrijving biedt van de schalingswetten voor de stroomafwaartse
waarden van de parallelle ionenstroomdichtheid en elektronentemperatuur
als functie van <ne>, hetgeen eerdere experimentele en theoretische re-
sultaten, bekomen door Azeroual en Laugier, bevestigt. Bovendien werd
de cruciale rol van een nauwkeurige kennis van de exacte topologie van de
magnetische veldlijnconfiguratie van de ergodische divertor in de modelle-
ring van die regimes benadrukt. Omwille van veranderingen in de verhou-
ding van de plasmadruk tot de magnetische druk van het poloı¨dale veld βpol
kan deze gedetailleerde topologie wijzigen gedurende variaties van <ne>;
dit mechanisme zou een verklaring kunnen bieden voor het waargenomen
verschil in gedrag tussen de Tore Supra ED en de TEXTOR DED confi-
guratie. Op natuurlijke wijze volgt hieruit de noodzaak tot het beschik-
ken over een gemeenschappelijke code voor het berekenen van zowel de
Tore Supra ED als de TEXTOR DED magnetische topologiee¨n, als een be-
langrijke stap in het begrijpen van de transporteigenschappen van de door
resonante magnetische pertubaties gewijzigde plasmarand.
4 Een Hamiltoniaanse veldlijn mapping code voor
de studie van de magnetische topologiee¨n van de
ergodische divertoren van TEXTOR en Tore Supra.
Gezien de veel lagere rekenkracht- of rekentijd-vereisten voor de Hamiltoniaanse
veldlijn mapping benadering dan voor de rechtstreekse integratie van de
veldlijnvergelijkingen en rekening houdend met het relatieve gebrek aan
documentatie voor de MASTOC-code, werd ervoor geopteerd om de voor
TEXTOR DED ontwikkelde Hamiltoniaanse veldlijn mapping code aan te
passen aan de geometrie van de Tore Supra ED. Dit mogelijk maken, ver-
eist het doorvoeren van een aantal aanpassingen aan deze code: naast een
afdoend model voor het perturberende magnetisch veld van de Tore Supra
ergodische divertor en een model voor de gedetailleerde geometrische be-
schrijving van het oppervlak van de Tore Supra doelplaten, diende even-
eens een methode te worden gevonden om naar behoren de ribbel van het
toroı¨dale veld in rekening te brengen.
Hoewel het binnen het tijdsbestek van dit proefschrift niet mogelijk
was om alle noodzakelijke codewijzigingen door te voeren teneinde de
Tore Supra toroı¨dale veld ribbel volledig in rekening te brengen (alle hier-
toe benodigde algoritmen worden wel beschreven), werden niettemin zowel
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de modellen voor het perturbatieveld als voor de divertor doelplaten geo-
metrie geı¨mplementeerd en was het met de gedeeltelijk aangepaste code
toch al mogelijk om het spectrum van het Tore Supra ED perturbatie- en
ribbelveld te bestuderen, evenals verschillende statistische aspecten van de
Tore Supra ED ergodische zone.
Het blijkt dat voor de Tore Supra ED configuratie, de twee belangrijk-
ste toroı¨dale modi n = 6 en n = 18 zijn en de resonante componenten van
de perturbatie-Hamiltoniaan naar het centrum van het plasma toe afnemen
als Hmn(ψmn) ∝ ψmr/2mn met mr ≈ 7.9 voor de toroı¨dale mode n = 6. Er
werd eveneens vastgesteld dat het storingsveld in de TEXTOR DED con-
figuratie niet veel dieper in het plasma doordringt dan in het Tore Supra
ED geval. Anderzijds werd opgemerkt dat de transformatie van geometri-
sche naar intrinsieke coo¨rdinaten voor het TEXTOR DED geval het per-
turbatiespectrum op een compleet verschillende manier wijzigt dan in het
Tore Supra ED geval. Bovendien blijkt de radiaal inwaartse afname van
de storing, voor een gegeven poloı¨dale mode, voor het Tore Supra ED ge-
val veel zwakker te zijn dan in het TEXTOR DED geval, wat hoogstwaar-
schijnlijk verband houdt met de positionering van de perturbatiespoelen aan
de zijde met lage magnetische veldsterkte (Tore Supra) versus de zijde met
hoge magnetische veldsterkte (TEXTOR).
Door de Chirikov parameter te beschouwen, kon een kwalitatief beeld
van de vorming van de ergodische zone in Tore Supra ED worden verkre-
gen. Eveneens voor het Tore Supra ED geval, bleek de laminaire zone een
regelmatige, roostervormige structuur te vertonen in een groot poloı¨daal
uitgestrekt gebied, met uitzondering van het gebied aan de zijde met lage
magnetische veldsterkte, waar de veldlijnen verwrongen zijn omwille van
de magnetische storing die aan deze zijde van de torus is gelokaliseerd. Dit
beeld voor de Tore Supra ED situatie blijkt te contrasteren met dat voor de
ergodische zone in het randplasma van TEXTOR DED, die wordt gevormd
door de interactie van slechts enkele poloı¨dale modi.
In het geval van Tore Supra voor de lagere niveaus van ED stroom,
volgen de numeriek bepaalde diffusiecoe¨fficie¨nten perfect de waarden be-
komen met de quasilineaire formule in de ergodische zone, maar wijken ze
sterk af in de laminaire zone. Dit contrasteert met de TEXTOR DED 12:4
operationele modus, evenals met het Tore Supra geval voor hoge niveaus
van ED stroom, waar reeds in de ergodische zone het verschil tussen de nu-
meriek bepaalde en de quasilineaire diffusiecoe¨fficie¨nt monotoon toeneemt
met de straal. Dit laatste geval suggereert voor het geval van Tore Supra ED
het bestaan van een bijkomende gemiddelde buitenwaartse drift, ten gevol-
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ge van een dieper reikende en dominerende laminaire zone. De numeriek
bepaalde Kolmogorovlengtes waren van de grootteorde van de connectie-
lengte.
Aan de hand van een spectrale decompositie van de aan de ribbel van
het toroı¨dale veld gerelateerde Hamiltoniaanse storingsterm, gemaakt in
door het axisymmetrisch evenwicht bepaalde intrinsieke coo¨rdinaten, kon
worden geconcludeerd dat de resonante poloı¨dale modi van het ribbelveld
verwaarloosbaar zijn in vergelijking met overeenstemmende poloı¨dale mo-
di van de door de ED veroorzaakte perturbatie. Bijgevolg kan, voor wat de
algemene stochastische eigenschappen betreft, de ribbel perturbatie veilig
worden verwaarloosd, hetgeen eveneens werd bevestigd d.m.v. Poincare´-
plots en profielen van de radiale breedte van de magnetische eilanden even-
als van de Chirikov parameter. Uit voetafdrukplots van de connectielengte
kon eveneens worden afgeleid dat het mee in rekening brengen van de door
het ribbelveld veroorzaakte magnetische perturbatie een merkbaar effect
heeft op de gedetailleerde geometrie van de veldlijnen, maar dat het alge-
mene grove patroon behouden blijft.
Ten slotte heeft de gedeeltelijk aangepaste code het ook mogelijk ge-
maakt om een kwalitatieve vergelijking door te voeren van de gevoelig-
heid van de TEXTOR en Tore Supra ergodische divertor magnetische to-
pologiee¨n aan veranderingen in βpol. Het is gebleken dat hoewel het voor
het Tore Supra ED geval waarschijnlijk veilig is te stellen dat de magneti-
sche topologie niet verandert gedurende de gecontroleerde stijgingen van
de centrale dichtheid tijdens elk van de ontladingen die in dit proefschrift
werden besproken en dat deze magnetische topologie eveneens weinig ver-
schilt voor elk van de zes geanalyseerde ontladingen, dit zeker niet het geval
is voor de geanalyseerde TEXTOR DED ontladingen met gecontroleerde
stijgingen van de centrale dichtheid.
5 Gevoeligheid van elektronentemperatuurmetingen
met de tunnelsonde aan een suprathermale
elektronenpopulatie.
De tunnelsonde is een nieuw soort Langmuirsonde voor snelle gelijkstroom-
metingen van ionenflux en elektronentemperatuur in het randplasma van
tokamaks. De sonde wordt gekalibreerd door middel van een tweedimensi-
onale kinetische analyse van de verdeling van de ionenstroom over de con-
cave geleiders. Hoewel er een kwalitatieve overeenkomst met de resultaten
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van klassieke Langmuirsondemetingen werd gevonden, blijkt de door de
tunnelsonde gemeten elektronentemperatuur systematisch een aantal keer
lager te zijn.
Een mogelijke verklaring voor dit fenomeen zou er in kunnen bestaan
dat de elektronentemperatuur door de Langmuirsonde wordt overschat, ten
gevolge van de aanwezigheid van een kleine suprathermale elektronen-
populatie. Bijgevolg werd de mogelijke invloed op de tunnelsonde van een
kleine suprathermale elektronenpopulatie onderzocht. Uit een uitgebreide
literatuurstudie is gebleken dat zogenaamde PIC (‘Particle-in-cell’) simula-
ties momenteel de meest geschikte methode zijn om de afhankelijkheid van
plasma parameters van de gemagnetiseerde plasma-wand-transitie- (PWT-)
laag aan de binnenkant van de tunnelsonde te bestuderen, wat geleid heeft
tot de keuze voor de XOOPIC code als werkinstrument voor deze analyse.
Uit simulaties met de XOOPIC code is gebleken dat de invloed van een
suprathermale elektronenpopulatie kan worden opgevat als het resultaat van
twee gecombineerde fysieke effecten: suprathermale elektronen zullen de
achterste plaat van de tunnelsonde bereiken en de verdeling van de ionen-
stroom over deze achterste plaat en de binnenwand van de tunnel zal veran-
deren. De verdeling van de ionenstroom is afhankelijk van de structuur van
de Debye en de magnetische afschermlaag in de tunnelsonde. Daarom is
eveneens een eerste poging ondernomen tot het onderzoeken van de invloed
van de aanwezigheid van suprathermale elektronen op de schaling van deze
afschermlagen.
De uit de XOOPIC simulaties voortvloeiende sondepotentiaal- en pa-
rallelle ionenstroomdichtheidsafhankelijkheid van de gevoeligheid van de
tunnelsonde voor suprathermale elektronen, wordt evenwel niet weerspie-
geld in de meetresultaten bekomen op CASTOR. Hieruit volgt dat de aan-
wezigheid van suprathermale elektronen op zich niet volstaat om de discre-
pantie tussen de meetresultaten van tunnel- en Langmuirsonde te verklaren.
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1 The energy problem, controlled nuclear fusion
through magnetic confinement and the plasma-wall
transition.
The strong reliance of our current civilization on fossil fuels is causing
increasing concern among scientists and policymakers. Resources of those
fuels are limited and current conversion methods of fossil fuels to useful
energy lead to several environmental hazards. Controlled thermonuclear
fusion offers one option to meet those challenges, with the promise of a
clean, safe and virtually inexhaustible power source. However, the physics
and technology of controlled fusion are extremely complex and still require
a great deal of research and development, although many successes have
already been achieved.
One approach to achieve a ‘burning’ plasma is through magnetic con-
finement. The leading ‘Tokamak’ concept has achieved values of the fusion
criterion which are very close to what is needed for a reactor. An important
issue in this tokamak research is the transition of the plasma edge to the in-
ner wall. In this thesis, work on two separate plasma-wall transition related
topics is reported.
A first topic that is addressed in this thesis, is the ergodic divertor (ED)
configuration and the description of the dependency during ED operation of
downstream plasma parameters on upstream conditions (‘density regimes’).
As an important step in the theoretical interpretation of experiments to
study ergodic divertor density regimes on the tokamaks Tore Supra and
TEXTOR, a Hamiltonian field line mapping code, originally developed for
the TEXTOR dynamic ergodic divertor configuration, has been adapted to
the Tore Supra ergodic divertor geometry. A second topic concerns a newly
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developed type of Langmuir probe for the investigation of edge plasmas.
More in particular, the sensitivity of this probe to a suprathermal electron
component has been investigated. Hereafter, a concise summary of those
different topics is given.
2 The ergodic divertors of the tokamaks Tore Supra
and TEXTOR.
The principle of an ergodic divertor in a tokamak is to achieve the tran-
sition between the confined plasma and the wall in a layer where the flux
lines have been ergodized by a proper magnetic perturbation. The layer
is produced by the magnetic field of helical windings superposed on an
equilibrium magnetic field with closed magnetic surfaces. Those windings
introduce a radial component of the magnetic field with low intensity but
with an effect which is amplified by a phenomenon of resonance parallel
along the flux lines. Similarly to conventional divertors, ergodic divertors
thus increase the distance between the confined plasma and the locations
where plasma-wall contact occurs, but also establish a magnetic connec-
tion between the confined plasma and the wall.
The tokamak Tore Supra, which has actively cooled plasma facing com-
ponents as well as superconducting toroidal field coils as main features, has
in the past been equipped with an ergodic divertor. It consisted of six oc-
topolar coils installed in the plasma chamber on the low field side. For
some years now, a dynamic ergodic divertor (DED) has been installed on
the medium size tokamak TEXTOR, which has, similarly to Tore Supra,
a circular poloidal cross-section. This DED consists of a set of four quar-
tets of coils and two compensation coils and has been installed on the in-
board high field side of the vacuum vessel. The coils can either be fed with
DC or four-phase AC at selected frequencies, allowing for both static and
dynamic operation. This coil configuration also allows for different DED
mode scenarios with different radial penetrations of the perturbation field
and different tearing mode excitation capabilities.
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3 Experimental study by Langmuir probe measurements
of edge density regimes during ergodic divertor
operation in Tore Supra and TEXTOR.
On the Tore Supra divertor, 14 carbon fiber composite (CFC) domed probes
were mounted on all ED modules between the fingers of some of the vented
neutralizer plates. Very similar dome type Langmuir probes have been em-
bedded in the carbon protection tiles of the TEXTOR bumper limiter. 16 of
such probes have been arranged in a toroidal array on the DED target plate,
while 2 more probes help form a poloidal array.
For an optimal choice of divertor operation conditions, an adequate un-
derstanding of the dependency of downstream parallel ion current density
and electron temperature as well as of the onset of the so-called high-
recycling and detachment regimes as a function of the volume averaged
central electron density <ne > and level of ohmic input power is essen-
tial. Langmuir probe data from a series of Tore Supra discharges aimed at
the experimental study of those density regimes, have been analyzed. In
the frame of this thesis, an attempt was made at reproducing the just men-
tioned Tore Supra ED characterization experiments on TEXTOR DED and
the resulting probe data have also been treated.
From those experimental results, both for Tore Supra ED and TEXTOR
DED it has thus appeared that the two-point model offers no satisfactory
description of the scaling of the downstream parallel ion current density
and electron temperature as function of < ne >, confirming previous ex-
perimental and theoretical results by Azeroual and Laugier. In addition,
the crucial role of an accurate knowledge of the ergodic divertor magnetic
field line topology in the modeling of those regimes has been highlighted.
Through variations in the ratio βpol of the plasma pressure to the poloidal
magnetic field pressure, this detailed topology might vary during <ne >
ramps and this mechanism could offer an explanation for the observed dif-
ference between the Tore Supra ED and TEXTOR DED behaviour. Thus,
naturally, the need has risen for a common code to calculate both the Tore
Supra ED and TEXTOR DED magnetic topologies, as an important step in
understanding the transport properties of the plasma edge modified by the
resonant magnetic perturbations.
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4 A Hamiltonian field-line mapping code for the study
of the magnetic topology of the ergodic divertors
of TEXTOR and Tore Supra.
Given the much lower computer power or computation time requirements
for the Hamiltonian field line mapping approach as compared to the direct
field line tracing approach and considering the relative lack of documenta-
tion for the MASTOC code, the choice was made to adapt the TEXTOR
DED Hamiltonian field line mapping code to the Tore Supra ED geom-
etry. Achieving this required several code modifications: in addition to
an adequate analytical model for the Tore Supra ergodic divertor magnetic
perturbation field and a model for the detailed Tore Supra ED target plate
geometry, a method was needed to properly take the toroidal field ripple
into account.
While the time frame of this thesis didn’t allow for the implementation
of all the necessary code changes to fully take the Tore Supra toroidal field
ripple into account (although all necessary algorithms have been described),
the perturbation field and target plate geometry model were implemented
and it has been possible to study the Tore Supra ED perturbation and ripple
field spectrum as well as several statistical aspects of the Tore Supra ED
ergodic zone.
It has been found that for the Tore Supra ED configuration, the two most
important toroidal modes are n = 6 and n = 18 and the resonant compo-
nents of the perturbation Hamiltonian decay inwardly asHmn(ψmn) ∝ ψmr/2mn ,
with mr ≈ 7.9 for the toroidal mode n = 6. It was also observed that the
perturbation field of the TEXTOR DED does not penetrate into the plasma
much deeper than in the case of the ED of Tore Supra. On the other hand, it
was determined that the transformation from geometrical to intrinsic coor-
dinates for the TEXTOR DED case modifies the perturbation field spectrum
in a completely different way as compared to the Tore Supra ED case. In
addition, at a given poloidal mode, for the Tore Supra case, the radially in-
ward decay of the perturbation was found to be much weaker than in the
TEXTOR case, which is most probably related to the location of perturba-
tion coils on the LFS (Tore Supra) versus the HFS (TEXTOR).
By considering the Chirikov parameter, a qualitative picture of the for-
mation of the ergodic zone in Tore Supra ED could be obtained. Also for
the Tore Supra ED case, the laminar zone was seen to form a regular lattice-
like structure in a large poloidally extended area, except for the region on
the LFS where field lines are distorted because of the magnetic perturba-
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tion which is localized on this side of the torus. This picture for Tore Supra
ED was found to contrast with the ergodic zone at the plasma edge in the
TEXTOR DED, which is formed by the interaction of only a few poloidal
modes.
For the Tore Supra case at smaller ED current levels, the numerically
obtained diffusion coefficients perfectly follow the values obtained with the
quasilinear formula in the ergodic zone, but sharply deviate in the laminar
zone. This contrasts with the 12:4 TEXTOR DED operational mode as
well as with the Tore Supra case at large ED current levels, where already
in the ergodic zone the difference between the numerical and the quasilin-
ear diffusion coefficient monotonically increases with the radius. This last
case suggests for Tore Supra ED the existence of some additional averaged
outward drift, due to a deeper reaching and dominating laminar zone. Nu-
merically calculated Kolmogorov lengths were found to be of the order of
the connection length.
From a spectral decomposition of the ripple Hamiltonian perturbation
term in axisymmetric equilibrium field defined intrinsic coordinates, the
resonant poloidal ripple field modes at the plasma edge were observed to be
negligible in comparison to the corresponding poloidal perturbation modes
induced by the ED. Thus, as far as the general stochastic properties are
concerned, the ripple perturbation can safely be neglected, as has also been
confirmed by Poincare´ plots and profiles of radial magnetic island widths as
well as of the Chirikov parameter. From field line connection length foot-
print plots it appeared that inclusion of the ripple field magnetic perturba-
tion Hamiltonian has a noticeable effect on the detailed field line geometry,
but preserves the general, rough pattern.
Finally, partially adapted code has allowed for a qualitative comparison
of the sensitivity of the TEXTOR and Tore Supra ergodic divertor magnetic
topology to changes in βpol. It was found that while for Tore Supra ED it
is likely safe to assume that the magnetic topology does not change during
the density ramps of the discharges discussed in this thesis, and that this
magnetic topology also doesn’t differ significantly for each of the six dis-
charges discussed, this is certainly not the case for the TEXTOR density
ramp discharges which have been analyzed.
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5 Sensitivity of tunnel probe electron temperature
measurements to a fast electron component.
The tunnel probe (TP) is a new kind of Langmuir probe (LP) for fast DC
measurements of ion flux and electron temperature in the tokamak scrape-
off layer. The probe is calibrated using two-dimensional kinetic analysis
of the ion current distribution on the concave conductors. Though quali-
tative agreement with classical LP measurements was found, the electron
temperature given by the TP is several times lower.
One possible explanation might be an overestimation of the electron
temperature by the LP, due to a small population of suprathermal electrons.
Hence the possible influence on the tunnel probe of a small population of
suprathermal electrons is investigated. From an extensive literature sur-
vey, it appears that particle-in-cell simulations are currently the most ade-
quate method to study the dependency of the properties of the magnetized
plasma-wall-transition layer at the inside of the TP on the plasma param-
eters, thus leading to the choice for the XOOPIC-code as a tool for this
analysis.
From XOOPIC simulation results, it was found that the influence of a
suprathermal electron population can be seen as the result of two combined
physical effects: suprathermal electrons will reach the back-plate (BP) and
the ion current distribution over tunnel and BP will change. The ion current
distribution depends on the structure of the Debye and the magnetic sheath
inside the TP. Therefore, a first attempt has also been made at investigating
the influence of suprathermal electrons on the scaling of those sheaths.
The resulting dependency on probe bias and parallel ion current density
of the TP sensitivity to suprathermal electrons, is not reflected in CASTOR
measurement results. Thus suprathermal electrons on their own cannot
fully explain the discrepancy between Langmuir and tunnel probe electron
temperature measurements.
”La dernie`re chose qu’on trouve en faisant un ouvrage est de savoir celle qu’il faut mettre
la premie`re.”
Blaise Pascal
1
Introduction
1.1 Topics of interest in this thesis and situation.
The strong reliance of our current civilization on fossil fuels is causing
increasing concern among scientists and policymakers. Resources of those
fuels are limited and current conversion methods of fossil fuels to useful
energy lead to several environmental hazards. Controlled thermonuclear
fusion offers one option to meet those challenges, with the promise of a
clean, safe and virtually inexhaustible power source. However, the physics
and technology of controlled fusion are extremely complex and still require
a great deal of research and development, although many successes have
already been achieved.
The research described in this text fits in with the search for controlled
nuclear fusion via magnetic confinement of a hydrogenic plasma in a tokamak.
In particular, the main interest of this work lies in the investigation of two
rather unrelated topics in the context of the transition of the plasma edge
to the inner wall. A thorough understanding of this transition and of the
different ways to achieve and influence it, is of the utmost importance, as
in tokamak plasmas, the edge region has a strong influence on the overall
confinement properties and plays an important role in determining particle
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and energy fluxes to the wall, wall sputtering (as possible impurity source)
and arcing.
A first topic that is addressed in this thesis, is the ergodic divertor (ED)
configuration and the description of the dependency during ED operation of
downstream plasma parameters on upstream conditions. The ergodic diver-
tor is a device which achieves the transition between the confined plasma
and the wall in a layer where the flux lines have been ergodized by a proper
magnetic perturbation. Both the tokamaks Tore Supra and TEXTOR have
been equipped with such a device, though the exact design of the (cur-
rently removed) Tore Supra ED and the TEXTOR dynamic ergodic divertor
(DED) are different. Also, a concise depiction of those tokamaks and their
divertors has been given.
An adequate understanding of the dependency of downstream parallel
ion current density and electron temperature as well as of the onset of the
so-called high-recycling and detachment regimes as a function of the vol-
ume averaged central electron density and level of ohmic input power is
essential to the choice of optimal ergodic divertor operation conditions, for
instance to maximize the fraction of radiated power. Langmuir probe data
from a series of Tore Supra discharges aimed at the experimental study of
those density regimes, have been analyzed and the results are reported in
this thesis. Preluding this, a description of the Tore Supra neutralizer plates
embedded probe system is given as well as of a similar Langmuir probe
system on TEXTOR DED. In the frame of this thesis, an attempt was also
made at reproducing the just mentioned Tore Supra ED characterization
experiments on TEXTOR DED and the ensuing results are given.
From those experimental results, the very limited applicability has be-
come apparent of the simple divertor two-point model to the description of
ergodic divertor density regimes. In addition, the crucial role of an accurate
knowledge of the ergodic divertor magnetic field line topology in the mod-
eling of those regimes, has been highlighted. Indeed, transport along the
field lines in the presence of the resonant magnetic perturbations becomes
predominant and prevails over the cross field neoclassical and anomalous
diffusion; the field lines even determine a fine structure of heat deposition
patterns. Thus, naturally, the need has risen for a common code to calcu-
late both the Tore Supra ED and TEXTOR DED magnetic topologies, as an
important first step in understanding the transport properties of the plasma
edge modified by the resonant magnetic perturbations.
Previously to the work described in this text, the Tore Supra ED mag-
netic field line topology has been calculated using direct field line tracing.
Also antecedently to this work, an analytical and symplectic mapping ap-
proach had already been developed to study the TEXTOR DED magnetic
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field line topology, with much lower requirements concerning computer
power or computation time as compared to the direct field line tracing ap-
proach. With the intent to develop a common code for Tore Supra and
TEXTOR, it was thus a natural choice to take on the adaptation of the
TEXTOR DED field line mapping code to the Tore Supra ED geometry.
Several steps necessary to the adaptation of the TEXTOR DED Hamil-
tonian field line mapping code to the Tore Supra ED geometry have been
taken. An adequate analytical model for the Tore Supra ergodic divertor
magnetic perturbation field has been derived and a model for the detailed
Tore Supra ED target plate geometry has been formulated and implemented
in the code. As the toroidal field ripple could be expected to be much more
important (i.e. relative to the ergodic divertor perturbation) for the Tore
Supra than for the TEXTOR case, an effort has been made to also include
it.
While the time frame of this thesis didn’t allow for the implementa-
tion of all the necessary code changes to fully take the Tore Supra toroidal
field ripple into account (although all necessary algorithms have been de-
scribed), it has nevertheless already been possible to study several aspects
of the Tore Supra ED perturbation and ripple field spectrum as well as sev-
eral statistical aspects of the Tore Supra ED ergodic zone. In addition,
partially adapted code has allowed for a qualitative comparison of the sen-
sitivity of the TEXTOR and Tore Supra ergodic divertor magnetic topology
to changes in βpol.
A second component of the work described here, concerns certain inter-
pretation issues regarding the current-voltage characteristics obtained by a
newly developed type of Langmuir probe for the investigation of edge plas-
mas. This probe, the tunnel probe (TP), can be operated in DC mode and
provides fast simultaneous measurements of parallel ion current density J‖,i
and electron temperature Te. Correct measurements of those quantities are
of vital importance for the understanding of many physical processes in
the edge plasma. The tunnel probe thus allows for the study of turbulence
in a tokamak edge plasma by means of probes, while avoiding electronic
equipment frequency limitations as are present in fast-sweep single probe
techniques. In addition, the tunnel probe has the remarkable property that it
measures Te without however collecting any electrons (if the bias is strong
enough); Te is determined from the distribution of the ion current over the
inner collecting surfaces of the tunnel probe.
However, a comparison between Langmuir and tunnel probe determined
Te values, has shown that although the TP and LP Te- measurements show
good qualitative agreement, the values derived from the TP technique were
generally found to be a few times lower than the LP values. Several mech-
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anisms could be thought of as at least partially causing this difference in
absolute TP and LP Te- measurements. Among those is an overestimation
of Te by the Langmuir probe, due to a non-Maxwellian distribution of the
electrons. Consequently, in this thesis, the sensitivity of the TP to a small
population of nonthermal electrons has been investigated with XOOPIC, a
two-dimensional particle-in-cell (PIC) code. Indeed, an extensive survey of
the published theoretical descriptions of the magnetized plasma-wall transi-
tion (PWT) layer, also included in this text, has shown that PIC simulations
are currently the most adequate method to study the dependency of the
properties of the magnetized PWT layer at the inside of the tunnel probe.
Furthermore, in extension of this work and with the aim of contribut-
ing to less computing intensive approaches to the calibration of the tunnel
probe, probe and plasma parameter dependencies of the current of suprather-
mal electrons to the back-plate of the tunnel probe, have also been studied,
as well as the influence of suprathermal electrons on the scaling and struc-
ture of the Debye and the magnetic sheath. This study has led to the identifi-
cation of the local effective screening temperature as a key parameter in any
future and more detailed quantitative study of the sheath structure in front
of the TP tunnel wall for non-Maxwellian distributed electron populations.
1.2 Outline
Chapter 1 is this chapter, the introduction, providing also a list of publica-
tions that have arisen from the current work.
Chapter 2 starts with a brief discussion of controlled nuclear fusion as a
possible solution to the world’s energy problem. Some basic aspects of the
tokamak machine design (confinement, heating and plasma-wall interfaces)
are discussed and descriptions are given of the tokamak Tore Supra and the
ergodic divertor (ED) on this tokamak, as well as of the tokamak TEXTOR
and the associated dynamic ergodic divertor (DED).
A chapter has been included (Chapter 3) with an extensive survey of
published theoretical descriptions of the magnetized plasma-wall transition
layer. This survey was made in preparation of the following chapters about
Langmuir probe measurements in study of ergodic divertor edge density
regimes and about the tunnel probe and its sensitivity to nonthermal elec-
trons.
In Chapter 4, the Langmuir probe (LP) measurement systems of the
Tore Supra ED and the TEXTOR DED are described. Measurements ob-
tained with those LP’s of electron temperature and parallel ion current den-
sity during certain experimental discharges, are reported. A discussion on
the theoretical interpretation and modeling of those measurement results
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ensues and is concluded by the establishment of the need for a common
code to calculate both the Tore Supra ED and TEXTOR DED magnetic
topologies.
The choice was made to adapt the existing TEXTOR DED Hamiltonian
field line mapping code to the Tore Supra ED geometry. The implementa-
tion of this adaptation forms the subject matter of Chapter 5. Several issues
are discussed in detail, in particular the modeling of the Tore Supra ED
magnetic perturbation field and target plate geometry, as well as the inclu-
sion of the toroidal field ripple as an additional perturbation. Although it
has not been possible, within the time frame of this thesis, to fully imple-
ment the effect of the toroidal field ripple into the program, the field line
mapping code has been sufficiently adapted to allow for a qualitative study
of the effect of βpol changes on the ED and DED magnetic topology. The
results of those calculations conclude this chapter.
The main aspects of the tunnel probe are presented in Chapter 6 and
more details are given concerning its calibration with the XOOPIC code.
Some experimental results are presented which show a discrepancy be-
tween Langmuir and tunnel probe determined values for the electron tem-
perature.
The difference in sensitivity to nonthermal electrons between Langmuir
and tunnel probes, as a possible explanation of the discrepancy mentioned
in Chapter 6, is investigated in Chapter 7. This is supplemented by an at-
tempt at determining analytic scaling laws for the suprathermal electron
current to the back-plate as well as for the influence of suprathermal elec-
trons on the ion current distribution over tunnel and back-plate.
Finally, the general conclusions are drawn in Chapter 8 and an outlook
is given towards a continuation of the current work.
1.3 Publications
The work described in this thesis has resulted in the following publications:
1.3.1 International refereed journals (A1)
• ‘Influence of a Fast Electron Component on the Plasma Sheath Struc-
ture at the Inside of the Tunnel Probe’; T. Van Rompuy, J. P. Gunn
and G. Van Oost; Contributions to Plasma Physics 48 (2008) 497-
502
• ‘Sensitivity of electron temperature measurements with the tunnel
probe to a fast electron component’; T. Van Rompuy, J.P. Gunn,
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R. Dejarnac, J. Sto¨ckel and G. Van Oost; Plasma Physics and Con-
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• ‘First results from the Dynamic Ergodic Divertor at TEXTOR’; M. Lehnen,
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H.R. Koslowski, A. Kra¨mer-Flecken, G. Matsunaga, A. Pospieszczyk,
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(2005) 15003
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”For a successful technology, reality must take precedence over public relations, for nature
cannot be fooled.”
Richard Feynman
2
Ergodic divertors in tokamaks.
2.1 The energy problem and controlled thermonuclear
fusion.
During its history, mankind has always had to cope with problems of energy
supply. Our current civilization is no exception to this, as it is very much
dependent on technologies which, in the end, heavily rely on the use of
fire, that is the use of energy. The increase of the world population and the
aspirations to a higher standard of living by a large fraction of the earth’s
inhabitants will thus almost inevitably lead to a continued strong growth in
global energy demand [1].
Presently, most of the world’s energy needs are met through the com-
bustion of fossil fuels like coal, gas and oil [2]. Resources of those fuels
are limited and very often located in geopolitically unstable areas of the
world. Moreover, the current conversion methods of fossil fuels to useful
energy lead to several environmental hazards such as disturbance of ecosys-
tems by extraction and transport activities, all kinds of toxic air pollution
through combustion, as well as the release of massive amounts of CO2 in
the atmosphere. CO2 is a greenhouse gas and there appears to be a consen-
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sus that the exhaust of such gases is causing global climatological changes,
which may even already be irreversible [3]. One option to meet those chal-
lenges is offered by controlled thermonuclear fusion. Fusion is a nuclear
process in which two light nuclei combine to form a single heavier nucleus
and is also the reaction which powers stars, including our own sun. Its
promise as an energy source comes from its inexhaustible fuel supply, its
inherent safety and from its potential for almost negligible environmental
impact [4]. However, the physics and technology of controlled fusion are
extremely complex and still require a great deal of research and develop-
ment before fusion can be a practical energy source.
Figure 2.1: Cross-sections of the reactions D-T, D-3He and the total cross-section
of the two possible D-D reactions.
A multitude of possible exo-energetic fusion reactions between differ-
ent nucleon types exist, even though only the D-T reaction [5] has a cross-
section which is sufficiently large at thermal energies that are within reach
in a laboratory, as illustrated by figure 2.1. In order to reach thermonuclear
energies, temperatures exceeding a hundred million K are required. At such
temperatures, electrons are detached from the nucleus, resulting in a neutral
ionized gas called a plasma.
Plasma has a natural tendency of dispersing and therefore cooling down.
In stars, this tendency is balanced by the gravitational force; on earth, how-
ever, gravitational confinement of plasma is unattainable. Also no con-
ceivable material could confine a plasma at thermonuclear temperatures:
contact of plasma at these temperatures with a material wall would pro-
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duce wall vaporization, which would quickly destroy the wall and quench
plasma due to radiation produced by the ions of the wall material in the
plasma. Thus, means other than gravitational or wall confinement are nec-
essary.
Currently, two main approaches exist towards maintaining on earth, in
a controlled way, a minimum quantity of fuel together for a minimum time
span at a sufficiently high temperature (those conditions are essential to a
net energy gain, and have been condensed into a single general fusion cri-
terium by Lawson [6]): inertial (ICF) and magnetic confinement (MCF).
ICF makes use of particle or laser beams to heat and compress frozen fuel
pellets (either directly or indirectly via conversion into X-rays) to respec-
tively the necessary fusion temperatures and densities (which are of the
order of 1000 times the density of solid materials) [7]. Further discussion
of ICF, however, is beyond the scope of this thesis. In case of MCF, the
aim is to create a plasma in thermal equilibrium where the heat source is
formed by the energy of the charged particles from the reaction, which are
trapped by a magnetic field, and where energy losses are due to the diffu-
sion of heat and particles through this magnetic field. A large number of
magnetic configurations for nuclear fusion research have been invented: Z-
and theta-pinches, magnetic traps, stellarators and many others. The lead-
ing ‘Tokamak’ confinement concept [8] has achieved values of the fusion
criterion very close to what is needed for a reactor and today, only stellara-
tors (also not discussed in this thesis) [9] are still considered as a possible
alternative to the tokamaks, albeit that their present performance is signif-
icantly lower. Consequently, the next step in international fusion research,
the ITER test reactor (see figure 2.2), will be of the tokamak design [10].
ITER is currently under construction in the South of France and will be the
first fusion device which produces more power than it consumes.
2.2 The tokamak device.
2.2.1 Plasma confinement by magnetic fields in tokamaks.
The principle of magnetic confinement of plasma in a tokamak [11] is illus-
trated in figure 2.3. In a uniform magnetic field, the Lorentz force makes
charged particles move in helical orbits about magnetic field lines. If no
turbulence and collisions are present, the particle guiding centers remain
tied to the field lines, restricting the particle motion perpendicular to the
magnetic field but still allowing the particles to move freely along the field
lines.
An obvious solution to cope with the resulting particle losses along the
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Figure 2.2: ITER cutaway, showing the major components of the tokamak itself.
magnetic field, is to close the magnetic field lines on themselves. A possi-
ble way of doing this, consists of aligning a set of toroidal field producing
coils along a circumference with a certain radius. However, the resulting
toroidal field B¯φ will be stronger towards the center of the machine. This
means that a radial gradient in the magnetic field will exist which will lead
to a radially outward directed drift motion of the plasma particles. The ef-
fect of this toroidal drift can be avoided by helicoidal twisting of the mag-
netic field lines. To this end, a second, poloidal component B¯θ is added
to the toroidal field. In tokamaks, this component is generated by a large
electrical current, which is induced in the plasma, whereby the plasma acts
as the secondary of a transformer (by its very nature, plasma is an excel-
lent conductor of electricity). An iron transformer core is often used and is
also sketched in figure 2.3. As the induced plasma current is pulsed, this
implies a non-continuous regime which might be one of the major draw-
backs of the tokamak design. Nevertheless, in view of a continuous reactor
operation, methods are being studied to sustain plasma current via other
means [12, 13].
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Figure 2.3: The principle of magnetic confinement in a tokamak.
Also shown in figure 2.3 are the correction coils for horizontal and ver-
tical position control of the plasma. Position control is achieved through the
external application of respectively vertical and horizontal magnetic fields.
Together, all magnetic fields map out toroidal onion shell like closed mag-
netic flux surfaces in which the current lines lie and where the plasma pres-
sure remains constant. On the Tore Supra and TEXTOR tokamaks, those
magnetic flux surfaces are nested toroids, but other shapes are possible,
such as the D-like shape on the JET tokamak. The inboard side of the
tokamak, close to the vertical axis and where the toroidal field is the high-
est, is commonly called the “High Field Side” (HFS), the outboard side is
called the “Low Field Side” (LFS).
2.2.2 Plasma heating in tokamaks.
As long as ignition is not reached in a fusion machine, the plasma needs to
be heated by means other than the heating by alpha particles.
In addition to contributing to the plasma confinement, the plasma cur-
rent heats the plasma by Ohmic dissipation. This type of heating is efficient
up to plasma temperatures of the order of 1 keV. At higher temperatures, the
plasma resistivity quickly drops and the efficacy of this heating method de-
creases. Moreover, because the plasma current also plays a role in the con-
finement, the current density is limited by magnetohydrodynamic stability
requirements. On many devices, (external) auxiliary heating is applied to
increase plasma energies.
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In most of current tokamaks, two methods of additional heating of the
plasma are used: Neutral Beam Injection (NBI) [14] and the injection of
microwave power, such as Electron Cyclotron Resonance Heating (ECRH)
[15], Lower Hybrid Heating (LHH) and Ion Cyclotron Resonance Heating
(ICRH) [16] beside some others.
Heating by neutral beam injection consists of creating and accelerat-
ing a beam of ions outside of the confinement vessel. This beam is then
neutralized in a charge-exchange cell before it enters the plasma where the
particles are ionized and confined by the magnetic field. The beam trans-
fers energy to the plasma bulk by Coulomb collisions with plasma particles,
after the injected neutral particles got ionized by the plasma.
Plasma can also absorb the energy of electromagnetic waves at char-
acteristic frequencies of the medium. This electromagnetic wave power is
delivered to the plasma by antennas which cover part of the inner wall. The
choice of the frequency of the electromagnetic waves allows for specifica-
tion of the particle species (ions or electrons) to be heated as well as of
the region where the wave will be absorbed and which will be heated as a
result.
2.2.3 Plasma-wall interfaces in tokamaks.
2.2.3.1 The limiter configuration.
Figure 2.4: Poloidal cut of a pump limiter configuration. The typical plasma flows
in the plasma boundary are also sketched.
In order to reduce damaging of the first wall, in all tokamak devices
some installation exists to avoid contact between the plasma edge and the
surface of this wall.
2.2 Tokamaks. 17
In modest-sized devices, this role is fulfilled by a diaphragm which lim-
its the plasma ring section in the meridian plane. This diaphragm (which
is also called poloidal limiter) needs to be able to resist contact with the
plasma and in particular to resist intense and very localized thermal fluxes
due to energetic electrons or plasma instabilities. As this diaphragm needs
to resist thermal shocks, it is often build in a refractory metal or simply in
stainless steel. But the pulverization by charged particles and eventually
the evaporation always causes a certain pollution of the plasma by the dia-
phragm material,thus leading to the choice for a light element, such as car-
bon, as diaphragm cladding material. In tokamak devices of larger dimen-
sions, the diaphragm is often replaced by a toroidal limiter which girdles
the plasma at the exterior in the equatorial plane. In practice, this limiter is
not a complete ring, but consists of a single or a small number of modules
which are placed at regular intervals along the toroidal circumference.
Poloidal or toroidal limiters divide the tokamak plasma in two distinct
regions [17]. In the core region of ‘main’ or ‘confined’ plasma, the mag-
netic flux surfaces never intersect any material structure keeping the field
lines closed. The edge region is separated from the confined plasma by
the Last Closed Flux Surface (LCFS). In this boundary region, the closed
magnetic surfaces are interrupted and form a scrape-off layer (SOL) region
with open field lines where plasma particles are ‘scraped’ from the core
plasma and directed towards the targets. Thus, the concept of a limiter is
based on the very fast transport of particles along the magnetic field, com-
pared to the cross-field transport. This way, the plasma-surface interaction
is concentrated on relatively small surfaces that are specially suited for high
power loads.
An important refinement of this limiter approach consists of adding a
neutral gas pumping device (involving a pump duct very near to the LCFS)
and/or of active cooling. A poloidal cut of a pump limiter configuration is
given in figure 2.4. Neutral gas pumping allows for better control of the
plasma density and together with the active cooling for a possible solution
to the heat and particle removal problem. This problem is a prime object
of present day’s research as a future reactor will have to exhaust power and
particles associated with the thermalization of the 3.5 MeV alpha particles.
This power leaves the plasma in the form of radiation or of kinetic energy
of the escaping particles. The limiter CIEL [18–20] on the Tore Supra
tokamak, for instance, is capable of convecting a power load up to 15 MW
during periods of the order of 1000s.
The average length of the field lines in the SOL is one of the key pa-
rameters to the characterization of this physical system. Indeed, longer field
lines means longer circulation times in the magnetic flux tubes for particles
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exciting the main plasma and thus a larger energy dissipation through ra-
diation. Increasing the average length of the field lines in the edge plasma
thus contributes to the total radiated power fraction (this reduces the power
fraction conducted to the limiter surface). A very straightforward way to
achieve this is to increase the size of the machine, which is however a very
costly solution. To increase the connection length in the edge plasma with-
out modifying the size of the machine, and as an alternative approach to the
heat and particle removal problem, the divertor configuration can be used.
Another physical aspect of the limiter is that as a result of the heating by
the exhausted power and the bombardment by escaping particles, material
is released from the limiter target plates. This material can reach and thus
contaminate the main plasma in the form of neutral particles which are
capable of deep penetration before being ionized. Those impurities very
efficiently cool down the plasma electrons by radiating the energy during
collisions with those electrons. Therefore, it is advantageous to remove this
plasma-wall interaction as far as possible from the confined plasma, to try
to decouple the properties of the plasma bulk and edge. Also to this end, an
axisymmetric divertor, which is described further, can be used.
However, it should be noted that also other approaches to this problem
have been developed: in the tokamak TEXTOR, experiences at high av-
eraged central density have shown that by controlling simultaneously the
injection of intrinsic impurities (neon) as well as the pumping speed of the
toroidal limiter ALT-II, it has been possible to radiate ≈ 90% of the power
at the discharge edge, while keeping the neon concentration at a value infe-
rior to 1% at the plasma core [21–24].
2.2.3.2 The axisymmetric poloidal divertor configuration.
As shown in figure 2.5, in an axisymmetric poloidal divertor configura-
tion, an external conductor carrying a current in the same direction as
the plasma current creates a poloidal magnetic component opposite to the
poloidal component of the plasma current and thus produces a change in
the magnetic configuration. At some point in the poloidal plane, the total
poloidal field vanishes and the magnetic field has only a toroidal compo-
nent. This point is called a magnetic X-point. The magnetic flux surface
passing through the X-point is called the magnetic separatrix, which is also
the LCFS. The region below the X-point and inside the separatrix is called
the private plasma [17].
Similarly to the limiter machine configuration, a plasma sink is intro-
duced in the form of a solid material surface, cutting through the magnetic
field lines surrounding the divertor conductor. Those are called the diver-
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Figure 2.5: Axisymmetric (poloidal) divertor configuration with typical flow
patterns, including a reversed flow near the separatrix.
tor target plates. The divertor can also be equipped with pumps to remove
the neutrals resulting from the plasma-wall interaction. In addition, those
neutrals are, after ionization, submitted to a friction force exerted by the
incoming plasma flux, which tends to confine those neutrals in the private
plasma. Both impurities resulting from the plasma-wall interaction as well
as neutrals, which are not confined by the magnetic field, can extract a
part of the energy intended for the narrow power deposition zone through
respectively radiation over the whole vessel wall and inelastic charge ex-
change collisions.
Depending on the fraction of neutrals emitted by the plates which has
the possibility of penetrating into the central plasma, the geometry of the
axisymmetric divertor can be more or less open or closed, when the neu-
trals are being stopped by mechanical baffles near the X-point. Opting for a
closed axisymmetric divertor instead of an open design, has lead to a multi-
plication of the radiated power fraction [25] as well as to a better pumping
efficiency [26].
A divertor configuration has a number of advantages over a limiter con-
figuration, the most important being an improved energy confinement and
better particle pumping. The divertor configuration has also made it possi-
ble to obtain for the first time an improved confinement mode called “H
mode” (from “high confinement”) [27]. Energy confinement times ob-
tained during H mode are about two times higher than those obtained on
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machines with a limiter configuration, which are designated by the term
L mode (from “low confinement”). The H mode is triggered by a certain
treshold of the heating power and can also be obtained on limiter tokamaks,
but this treshold is much higher for the limiter than for the divertor config-
uration. This explains why most of the current large tokamaks have been
equipped with an axisymmetric poloidal divertor. The difference in heating
power treshold between the divertor and limiter configuration is strongly
related to the behaviour of recycling neutrals and their influence on the bal-
ance between convective and conductive contributions to the heat losses at
the edge. Strong convective heat losses at the plasma edge prohibit the L-H
transition [28].
Nevertheless, at low volume averaged densities, the level of impurity
contamination of the central plasma is barely lower as compared to the lim-
iter configuration, in spite of the larger distance between the main plasma
and the zone of plasma-wall interaction [29–31]. Contrariwise, at high den-
sity, one observes in the divertor plasma volume a plasma of low temper-
ature and high density which is sufficiently opaque to impurities to trap a
significant fraction of them. This “high-recycling regime” (HRR) leads to
a less contaminated plasma. The ultimate stage of this evolution is the “de-
tachment regime”, during which mechanisms of atomic physics, such as
charge exchange and radiation, become sufficiently effective to extinguish
the thermal flux to the divertor plates [32, 33].
Notwithstanding several superior properties of an axisymmetric poloidal
divertor over a limiter configuration, axisymmetric divertors have also two
main disadvantages:
• Relative to the real size of the vacuum chamber, plasma volume is
lost. For a future reactor this translates into an increase of the size
and thus of the cost of the machine.
• During divertor operation, so-called ELMs (Edge Localized Modes),
which deposit periodically a very important heat and particle flux on
the neutralizer plates [34–36], can be present. During ELMs, heavy
recycling occurs at the poloidal divertor baffles and this in the prox-
imity of the confined plasma [37]. This leads to an incoming impurity
flux into the separatrix, resulting in a lower than expected effective
decoupling between central and edge plasma. This explains the in-
creased interest for so-called “open” divertor configurations, where
the confinement of the neutrals is accomplished by the plasma itself.
Mainly for those two reasons alternative solutions are still being researched.
One of those alternatives is the ergodic divertor configuration.
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2.2.3.3 The ergodic divertor concept.
Figure 2.6: Poloidal cut of the ergodic divertor configuration.
A very complete review of theoretical and experimental aspects of the
ergodic divertor concept has been given by Ghendrih et al. [38]. The prin-
ciple of an ergodic divertor in a tokamak [39–41] is to achieve the tran-
sition between the confined plasma and the wall in a layer where the flux
lines have been ergodized by a proper magnetic perturbation. The layer
is produced by the magnetic field of helical windings superposed on an
equilibrium magnetic field with closed magnetic surfaces. Those windings
introduce a radial component of the magnetic field with low intensity but
with an effect which is amplified by a phenomenon of resonance parallel
along the flux lines. Through proper dimensioning of the helical coils, this
resonance phenomenon can be made to occur at a pre-selected radius of
the plasma and allows for the creation of a perturbation field which is only
strong at the boundary and decays rapidly to the plasma core, thus enhanc-
ing the transport in the edge while avoiding deterioration of the confinement
in the core.
More specifically, the helicoidal perturbation creates chains of islands
on the magnetic surfaces. The width of those islands can be made arbi-
trarily large if a resonance condition is verified, until the islands induced
by the perturbation overlap with islands on other magnetic surfaces. This
destroys the magnetic surfaces and gives rise to a relatively thick bound-
ary layer. The field lines in this layer, when one streams along a field line,
are no longer bound to a certain magnetic surface, but progressively ex-
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plore a larger volume, which also extends radially. Indeed the field lines
follow Hamiltonian dynamics where the time variable is the curvilinear ab-
scissa. The statistical properties of the resulting radial random walk of
the perturbed field lines [42] are derived from the results of Hamiltonian
chaos [43] and can be described by a radial diffusion coefficient of the field
lines. This diffusive radial transport between the resonant surfaces ends
with the field line connecting to the wall. As a consequence, no well de-
fined separatrix surface between the magnetic lines touching the wall and
the closed magnetic lines within the plasma exists anymore.
Ergodicity of the field lines is only possible when field lines have the
possibility to sufficiently diverge away from each other. The correlation of
neighbouring field lines and thus also the length which characterizes this
divergence and which can be defined as the length of “memory loss” of the
preceding deflexions, is quantified by the Kolmogorov scale LK . This scale
is a statistical measure of the e-folding length of the exponential separation
of neighbouring trajectories [42] and is defined more rigorously in section
5.1.4.4.
Similarly to conventional divertors, ergodic divertors increase the dis-
tance between the confined plasma and the locations where plasma-wall
contact occurs, but also establish a magnetic connection between the con-
fined plasma and the wall. Such a diffuse connection is an interesting al-
ternative to the thin SOL obtained with the conventional divertors. As il-
lustrated by figure 2.6, upon application of the ergodic divertor field, the
plasma can be divided in three zones:
• A central zone of confined plasma where the field lines are almost
not perturbed.
• A more outward situated “ergodic” zone of destroyed magnetic sur-
faces and radially diffusing field lines. For a certain position in this
zone, the stochastic field line through this point has a connection
length parallel along the field line to the wall, L‖, which is larger
than the Kolmogorov length LK . L‖ is here on average also superior
to the connection lengths obtained in a limiter configuration. The
field lines go through a large number of deflections and explore an
extended radial domain.
• A laminar zone wherein L‖/LK < 1 i.e. wherein the magnetic field
lines have a connection length to the wall which is smaller than the
length of “memory loss” and stay approximatively parallel to each
other [44].
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In the ergodic layer, the radial pressure gradient induces a flux of par-
ticles along the flux lines, which corresponds to an outward radial particle
flux. This flux cancels the inward flux of recycling neutrals and allows in
principle control of the energy of the particles reaching the wall. Also the
parallel plasma flow tends to drag away the impurity ions and to decontam-
inate the confined plasma. Thus, the ergodic divertor is a completely open
divertor where screening of impurities and neutrals is assured by the er-
godic zone. The real flow pattern consists of quasilinear regions where the
flow is limited by transverse and diffusion effects coexisting with regions
of free streaming at the sound velocity [45].
In the laminar zone, the interaction with the wall is particularly intense
and it is to some degree equivalent to the SOL in a conventional divertor
tokamak. The behaviour of the plasma is similar to the plasma behaviour
in the volume of open field lines of axisymmetric divertors. Particles which
follow field lines are collected or pumped in the neutralizers which are
placed at the intersection with the wall of the field lines of the laminar zone.
Those neutralizers deal with the major part of the heat and particle flux and
take care of the pumping which is necessary to keep the discharge station-
ary. This zone, where ergodicity is not assured and multiple flux tubes are
connected, can also act as a transport barrier for neutrals and impurities
from the wall to the central plasma.
Different possibilities for improved plasma performance are thus of-
fered by ergodic divertors. A high density, low temperature plasma shell
diffusely connected to the wall can be established through the creation of an
intermediary zone at low temperature which is favourable to radiation [46].
Furthermore, using a relatively coherent island topology to decouple the
plasma from the limiter may create the necessary conditions for the H-mode
in a circular device [47]. In addition, the increased perpendicular transport
provides an increased power radial decay length, thus spreading the heat
flux over a larger surface, diminishing the concentration of the power de-
posited to the wall and lessening the requirements on the choice of material
for this wall. Moreover, confinement of neutrals is achieved by the plasma
only, avoiding the parasitic baffle recycling mentioned in 2.2.3.2. On the
tokamak Tore Supra, which has been equipped by an ergodic divertor, edge
regimes near to detachment have already been obtained, during which the
fraction of radiated power goes up to 90% [48]. In addition, it has been
shown that although the available volume for the confined plasma is lower
in the ergodic divertor configuration than in the limiter configuration, the
characteristics of the central plasma have not been affected [38].
First proposals to implement a stochastic boundary in tokamaks by
means of an external magnetic perturbation date from the late 1970’s. Er-
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godic divertors were technologically realized in a number of smaller ma-
chines as well as in the tokamaks Tore Supra and TEXTOR. Short descrip-
tions of those tokamaks as well as of their ergodic divertor systems, are
given in the three following sections.
2.3 Radial perturbation techniques on smaller
machines.
A defining characteristic of a magnetic perturbation setup, is the spectrum
of the resulting perturbation. For a given set of coils and a given mag-
netic equilibrium, the radial magnetic perturbation exhibits a poloidal and
toroidal spectrum, which are characterized by resp. poloidal wavenumbers
(indicated by m) and toroidal wavenumbers (indicated by n). This spec-
trum governs the radial domain where these modes are resonant. The spec-
trum of the perturbation can be tailored (by a proper design of the coils) in
such a way that these resonances are located at the plasma boundary.
The very first experiments devoted to helical magnetic perturbations of
the edge plasma were focused on MHD effects and especially the control
of disruptions. Basic results were obtained in Pulsator [49], with a he-
lical winding characterized by the two real-space wavenumbers, mrs = 2
poloidally and nrs = 1 toroidally. The winding extended over 2π toroidally
and poloidally so that the spectrum of the perturbation contained only one
mode in real-space coordinates. In terms of magnetic coordinates, how-
ever, a broadening of the poloidal spectrum occured due to the Shafranov
shift. The results obtained with such a magnetic perturbation indicate that
stabilization of MHD activity is achieved above a threshold in the pertur-
bation level. Additionally, in an early experiment on TEXTOR, a single
coil has been used to generate the perturbation [50]. In the case of this sin-
gle coil on TEXTOR, both the toroidal and poloidal spectra were large so
that the low m and n modes which penetrated deeply into the plasma also
interacted with the main MHD modes. Still in the field of MHD activity
control, in Toriut-4M [51], the (2,1) tearing mode was stabilized with no
loss in confinement properties.
The helical coil on Text is a complete poloidal ring [52], which defines
a narrow poloidal spectrum; generally m = 7 and δm = ±1 is stated [53].
Eight coils are implemented toroidally. The working toroidal mode is se-
lected by applying a specific poloidal rotation to each coil so that the cur-
rent structure in the tokamak frame is not identical in every coil. Since
these coils are located outside the vacuum vessel, several toroidal mode
numbers can be selected by an appropriate choice of the poloidal rotation
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of the coils, n = 2 and n = 3 modes are generally reported. Because of
this narrow poloidal spectrum, the perturbed domain is dominated by the
laminar domain so that the stochastic effects on the plasma transport cannot
be properly investigated with such a configuration. The name ergodic mag-
netic limiter (EML) has been given to such schemes of external ladder-like
coils located outside the vacuum vessel.
Other EML’s have been implemented at Hybtok-II [54], CSTN-II [55]
and JIPP T-IIU [56]. Multiple poloidal coils are used (eight in Hybtok-II,
six in CSTN-II and two in JIPP T-IIU). Since the poloidal coils are com-
plete rings (outside of the vacuum vessel), the poloidal spectra are narrow,
δm = ±1. The main poloidal modes are determined by the geometry of
the helical coils (m = 6 on Hybtok-II, m = 10 on CSTN-II and m = 3
on JIPP T-IIU). As on Text, the toroidal modes are selected by poloidal
rotations of the coils (n = 2 in Hybtok-II, n = 1, 2 in CSTN-II and in
JIPP T-IIU). Furthermore, the narrow poloidal spectra restrain the stochas-
tic boundaries to laminar transport.
Finally, in JFT-2M [57], two generations of helical coils have been in-
stalled. The increase in the number of coils and poloidal coverage has led to
a narrowing of the poloidal spectrum around a large poloidal mode and has
localized the perturbed domain to the edge plasma. This machine combines
the perturbation of a set of helical coils to a standard axisymmetric divertor
geometry. The effect of the magnetic perturbation on an H-mode diverted
plasma is to level off the temperature gradient, to trigger rapid ELM’s and
to increase the SOL width. The overall effect is thus beneficial in terms of
density and impurity control.
However, none of those perturbation coil setups on smaller tokamaks
allowed for real divertor operation and substantial control of the edge plasma
transport. For this, a broader poloidal spectrum at higher mode numbers is
needed, to which end the ergodic divertor and the dynamic ergodic divertor
on respectively the tokamaks Tore Supra and TEXTOR have been build.
2.4 The ergodic divertor on the Tore Supra tokamak.
Tore Supra is one of the largest tokamaks in the world; a schematic cross-
section is given in figure 2.7. Main features of Tore Supra are the actively
cooled plasma facing components as well as the superconducting toroidal
field coils which are cooled by superfluid helium and enable generation of
a permanent toroidal magnetic field. These two features allow the study of
physics and technology dedicated to long plasma discharges [59], which is
essential to informed decisions on next-generation machine characteristics.
It has led to breakthroughs such as the practically uninterrupted operation
26 Chapter 2. Ergodic divertors in tokamaks.
Table 2.1: Main features of the tokamak Tore Supra.
Feature Characteristic value
Toroidal coils 18 NbTi coils (at 1.8 K)
Major plasma radius 2.38 m
Minor plasma radius 0.80 m (circular plasma)
Plasma volume 25 m3
Toroidal magnetic field at the plasma center < 4.5 T
Plasma current < 2 MA
Potential duration of the discharge 1000 s [58]
Figure 2.7: Cross-section of the tokamak Tore Supra. The following parts can be
distinguished: (1) 4 K mechanical structure of coils; (2) superconducting winding
at 1.8K; (3) 80 K thermal screen; (4) cryostat, internal area at 220◦C; (5) cryostat,
external area at 20◦C; (6) supporting pedestal for the cryostat and screens; (7) first
wall actively cooled to 220◦C; (8) toroidal pumped limiter; (9) cryogenic supply,
1.8 K, 4 K and 80 K; (10) towards exchanger, water pressurized at 220◦C, 40
bars; (11-12) poloidal field coils; (13) magnetic circuit; (14) heating antenna at ion
cyclotronic frequency; (15) heating antenna at lower hybrid frequency.
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since 1988 of the Tore Supra superconducting magnet, which in itself is a
great technological success, as well as the mastery of long-duration plasmas
(a record duration plasma of 6 minutes 30s has been achieved [58]). Some
of the main characteristics of the Tore Supra tokamak have been listed in
table 2.1.
The toroidal solenoid consists of 18 superconducting toroidal field coils
(NbTi) [60] which are cryogenically cooled to a temperature of 1.8 K [61].
This makes it possible to obtain a permanent magnetic field of 4.5 T on the
magnetic axis. The induction of the plasma current is ensured by 3 main
induction coils of the primary circuit which are wound around the iron core
of the transformer, but also partly by the 9 poloidal field copper coils [62],
which allow for plasma shape and position control. The transformer makes
it possible to drive a plasma current of 2 MA during 30 seconds.
A detailed description of the principal components of the inner chamber
wall of Tore Supra is given in [63, 64]. The first wall is covered with a set
of water cooled stainless steel panels. Behind these panels are located the
baking resistors and the magnetic loops. Six carbon fiber composite (CFC)
poloidal inner bumpers protect the inner wall and the top of the vessel from
plasma excursions while a poloidal outboard CFC limiter protects the outer
part of the vessel. In total, 15% of the inner vessel surface is covered with
CFC. 2×6 horizontal and 2×2×6 vertical portholes assure access to the
plasma for limiter, heating and diagnostic equipment.
Generation of current and plasma current profile control are accom-
plished through different additional heating methods, which, taken together,
represent a total power of more than 20 MW. Available additional heating
methods include ICRH (40 - 60 MHz) with a total power of 12 MW deliv-
ered by 3 antennas [65], LHH (3.7 GHz) [66] with a total power of 8 MW
delivered by the intermediary of 2 waveguide arrays and ECRH (118 GHz),
which uses gyrotrons and has recently been taken into service [67]. Three
of the antennas are equipped with a pair of private limiters.
The plasma can be fueled using a gas injection system (even a super-
sonic pulsed gas injection system has been installed recently [68] ) as well
as a pellet injector [69]. Those pellets are millimeter-sized marbles of deu-
terium ice which are injected at great speed, to allow the pellets to reach
the heart of the discharge and to fuel it into the depth.
Several modular pump limiters (one outboard and five bottom) with
either throats [70, 71] or vented structures [72] allow for heat and particle
flux extraction, as well as partial density control. Until 2001, an ergodic
divertor (ED) was also installed for those purposes. All the modular pump
limiters are movable independently and the modular pump limiters as well
as the ED are equipped with titanium getters which ensure high pumping
28 Chapter 2. Ergodic divertors in tokamaks.
speeds for D2 and/or He (25-30 to l00 m3s−1 for the ED and the pump
limiter respectively). The pump limiters are also equipped with a small
turbomolecular pump (1 m3s−1) for the pumping of other species.
The decision to install an ED on Tore Supra [73] was inspired by dif-
ferent considerations. A divertor configuration with an X-point turned out
not to be compatible with the circular shape of the vacuum vessel. Such an
installation would imply a reduction of the minor plasma radius by a factor
of 2, i.e. a reduction of the plasma volume with a factor of 4. Another
boundary condition for the possible divertor equipment was the positioning
of the divertor at the LFS within the enclosure, imposing a poloidal angle
span of 100◦ to 120◦. Finally, taking into account the radial apertures to the
outside of the vacuum chamber, which are necessary to the introduction of
the limiters and certain diagnostics, the divertor needed to be modular.
Figure 2.8: Schematic representation in the (θ, φ)-plane of the typical Tore Supra
ergodic divertor coil arrangement [64].
The ED, described in [64], was made of six octopolar coils installed in
the plasma chamber on the LFS. The coils consisted of a double current
loop which was closed upon itself, as shown in figure 2.8. The plasma
facing side of the coil module was covered by 0.02 m thick boron carbide
(B4C) tiles to increase its resistance to heat fluxes and was designed to
handle up to 6 MW. Relative to the whole vessel, the divertor coils are at an
average major radius of 3.19 m; the exterior of the coil module protection
casing at 3.17 m. A picture of one of the ED modules is shown in figure 2.9.
Between the horizontal current bars of the coils, each of the six ED
modules was equipped with seven actively cooled neutralizer plates, which
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Figure 2.9: Picture of one of the Tore Supra ED modules; the titanium getters can
be distinguished at both sides of the module.
channeled particles to the pumping volume. The pumping system was made
of 6×2 titanium getters which allowed for the extraction of D2 and are also
visible in figure 2.9. The first generation of target plates were character-
ized by a limited 0.7 MW power-removal capability, a 45◦ large angle with
the toroidal field and were tilted to reflect the neutrals away from the con-
fined plasma. After the upgrade of the energy-extraction capability of the
device [48, 74, 75], all target plates were tilted towards the plasma. This
led to a completely open divertor configuration with respect to neutral re-
circulation and an increase of the wetted area. Therefore, 3 MW could
be extracted continuously with an actively cooled vented structure of cop-
per tubes protected by a 100µm thick B4C coating. However, owing to
the cooling rates of the divertor coil and of the front face, the operation
of the upgraded divertor was still limited to 30 s for shots in the 10 MW
range. A picture of one of those post-upgrade vented neutralizers is given
in figure 2.10.
This choice of divertor configuration thus resulted in open field lines
which were connected at their both extremities to neutralizers situated be-
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Figure 2.10: Picture of neutralizer D6 of the Tore Supra ergodic divertor.
Table 2.2: Main features of the tokamak TEXTOR.
Feature Characteristic value
Number of toroidal coils 16
Major plasma radius 1.75 m
Minor plasma radius 0.47 m (circular plasma)
Plasma volume 7 m3
Toroidal magnetic field at the plasma center < 3.0 T
Plasma current < 0.8 MA
Potential duration of the discharge 10 s
tween the divertor coils. In Tore Supra, the radial width of the stochastic
layer was around 10 to 15 cm, which was sufficiently large compared to the
average penetration depth of the neutrals to shield those efficiently from the
main plasma, including impurities [38]. Another main result was the ac-
cess to low electron temperatures (favourable to a low impurity production)
which were compensated by high electron densities in the edge plasma.
After the upgrade, the large radiation capability of the Tore Supra ED was
confirmed [76].
2.5 The dynamic ergodic divertor on the TEXTOR
tokamak.
The TEXTOR tokamak (Torus Experiment for Technology Oriented Re-
search) is a medium size fusion machine with a circular poloidal cross-
section. It has as main scientific aim the study of plasma-wall interactions,
although research is also carried out in other fields like MHD or magnetic
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Figure 2.11: Coil arrangement on the tokamak TEXTOR.
confinement. To comply with these objectives, TEXTOR has a number
of special design features such as excellent access for diagnostics to do-
mains near to the wall (an overview of TEXTOR diagnostics has been given
in [77, 78]), large portholes suitable for implementing methods to control
the plasma boundary, facilities to heat the vacuum vessel and the liner and
provisions for exchange of the liner. Some of the main characteristics of the
TEXTOR tokamak have been listed in table 2.2. Given that a very detailed
overview of the design features and of the mechanical and electrical as well
as of the control and data acquisition systems of the TEXTOR tokamak has
been given in [79], only the most relevant aspects from the viewpoint of
physics research will be summarized here.
The TEXTOR coil configuration consists of toroidal field coils, ohmic
heating coils, a shaping coil, a vertical field coil and position control coils.
Some of those coils are represented in the poloidal section of figure 2.11.
The coils of the Dynamic Ergodic Divertor (DED), being an essential com-
ponent of the DED, are discussed separately further down. Together, 16
equidistant toroidal field coils, connected in series with 20 turns each, gen-
erate up to 3 T at the plasma center with less than 1.5% ripple at the bound-
ary. The ohmic heating coil with 294 turns in total is capable of producing
8.8 Vs, which requires considerable saturation of the iron core up to 4.5 T.
The stray field in the plasma volume arising from the core in this case is
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Figure 2.12: Inside view of TEXTOR. Clearly visible are the bumper limiter (left),
the main limiters (top and bottom) and the ALT-II (right). The DED current coils
are behind the bumper limiter carbon tiles.
compensated by properly fed shaping coils on top of the ohmic heating
coils. Two sets of position control coils generate either pure vertical or hor-
izontal fields. Since they consist of an equal number of turns both clockwise
and counter-clockwise around the iron core, they don’t magnetize the core,
thus allowing fast control of the plasma position.
The vacuum vessel of TEXTOR is made of stainless steel. Large port-
holes are available to ensure access of pumping and heating equipment.
Additionally more than 300 radial and tangential portholes on top and bot-
tom as well as at the equator plane give excellent access to the plasma for
diagnostics. Heating of the vacuum vessel for baking purposes is achieved
by pumping heat transfer oil through pipes welded on the vessel surface. A
separate toroidal wall, the liner, is made of Inconel and mounted with an
average distance of 70 mm inside the vacuum vessel. It represents the first
wall next to the plasma, thus being the main object of plasma wall inter-
action studies. For thermal wall conditioning, direct current is fed into the
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Figure 2.13: Scheme of the DED coils inside the TEXTOR vacuum vessel.
liner from opposite toroidal positions. Baking is performed at 300◦C rou-
tinely while the maximum temperature is 500◦C. It should also be noted
that fuelling is only possible through gas puffing and that for wall condition-
ing, TEXTOR is outfitted with a combined radio frequency glow discharge
system which is completed by a residual gas analysis.
On TEXTOR, different auxiliary heating systems are available: neutral
beam injectors, an ion and an electron cyclotron resonance heating sys-
tem. All the systems together can produce about 9 MW of heating power.
The neutral beam lines of two neutral particle injectors are arranged tan-
gentially to the plasma in order to obtain a long absorption path. One of
the units injects parallel to the ion current (co-injection), the other in op-
posite direction to the ion current (counter-injection). High voltage power
supplies of 2 MW each, adjustable between 20 kV and 60 kV, deliver the
energy for particle acceleration. The ICRF system [80] consists of two in-
dependent power lines, initially designed to generate and launch in the ma-
chine 1.5 MW of RF power each, during 3 s in the 25 to 29 MHz frequency
range. Over the years, several types of the four-strap antenna system were
installed and have been tested. While the initial system antennae were
launching power predominantly from the HFS, later antennae launched
power from the LFS. Additionally, the pulse length of the ICRH system
was increased to 10 s and the generator frequency band was increased to
25 to 38 MHz. It has also been equipped with filters to eliminate spuriously
generated power components at the harmonics of the operating frequency.
The high-power, long-pulse millimeter waves required for ECRH heating
at TEXTOR are generated by two diode-type gyrotrons with frequencies
of 110 and 140 GHz [81, 82]. The 110-GHz gyrotron has a pulse length
of 200 ms and a nominal power of 500 kW; the 140-GHz gyrotron has a
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maximum pulse length of 10 s and a nominal power of 800 kW. The gy-
rotron is a full continuous wave design, and the pulse length is limited only
by the power supply. As both gyrotrons share a single power supply, they
can not be operated simultaneously, but a switchable mirror installed on
their shared confocal quasi-optical transmission line allows one to switch
between 140- and 110-GHz operation. The toroidal as well as the vertical
injection angles can be varied (from -45◦ to +45◦ and from -30◦ to +30◦
respectively) and thus cover injection from co-tangential to counter tangen-
tial with respect to the magnetic field on axis, as well as the major radius of
2.365 m in the midplane of the tokamak.
The TEXTOR inner wall is equipped with several limiters which are
mostly covered by carbon. A view on several of those limiters is offered
by figure 2.12. On the HFS of the vessel, the fully toroidal bumper lim-
iter protects about one third of the poloidal circumference from the de-
posited plasma energy in case of a disruption, thus allowing for plasma
positions close to this side. The presence of the DED (described further
down) extends its function to that of a divertor target. Main limiters which
are mounted at a certain toroidal position on top and bottom as well as on
the LFS, can remotely be moved into the plasma for shaping and material
testing purposes. A number of protecting limiters are installed on parts
which are close to the plasma such as the RF heating antennae. Finally the
Advanced Limiter Test-II (ALT-II) of TEXTOR is a full toroidal belt limiter
mounted 45◦ below the equatorial midplane, which is designed to operate
for 10 s with up to 8 MW plasma heating. Its main purpose is the investiga-
tion of the effects on particle confinement and recycling control below the
equator plane on the LFS. ALT-II consists of eight individual blades form-
ing a full toroidal belt. The base plate curvature is fitted poloidally and
toroidally to the torus and provides structural support in order to withstand
disruption forces. The limiter tiles are thin (17 mm) in order to optimize
particle collection and profiled to distribute the incident heat flux. On the
back of the base plates, properly shaped scoops guide the particles into the
pump duct.
Recently TEXTOR has been upgraded by the installation of the dynamic
ergodic divertor (DED) [83, 84]. The DED can create alternatively static or
rotating multipolar helical magnetic perturbation fields of different mode
patterns. The DC mode of operation is similar to previously built ergodiza-
tion experiments (e.g. at Tore Supra, TEXT or JFT-2M) while the AC
modes, provided by a rotating magnetic field, are novel.
A set of four quartets of coils and two compensation coils (to compen-
sate for the stray field generated by the feeders and the star point connec-
tors) has been installed on the inboard HFS of the vacuum vessel, covering
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about 30% of the inboard vessel surface. The DED coil arrangement has
been illustrated in figure 2.13. The inboard side has been chosen mainly
because it implies minimum interference with diagnostic systems. In order
to accommodate the coils without reducing the present minor radius of the
plasma, the coils are recessed into the liner and are positioned by clamps
on C-shape belts welded onto the inboard side of the vessel. Additional
ceramic tiles behind the divertor target plates act as a thermal insulation
between the divertor tiles and coils and also enable baking of the divertor
tiles and the liner. The individual coils run helically around the torus with
feed-throughs at both ends. This set-up allows for full flexibility of the
coil connections, i.e. the coil connections can be changed for the differ-
ent modes without breaking the vacuum. The coils are aligned in parallel
to the magnetic field lines at the nearby q=3 surface for one toroidal turn
and are covered by graphite tiles, which act both as divertor target plates
and bumper limiter. To obtain a static solution as well as a rotating field
solution, the coils can either be fed with DC or four-phase AC at selected
frequencies (50 Hz and in the band between 1 and 10 kHz). The nominal
peak current in the individual coils is 15 kA for a pulse duration of up to
10 s, although in the 5-10 kHz band the maximum design current is only
7.5 kA.
This coil configuration allows for different DED mode scenarios, in
particular the 3:1 mode with four neighboring coils per current phase, the
6:2 mode with two neighboring coils per current phase and the 12:4 mode
with single coils per current phase. The highly multipolar coil setup of the
12:4 configuration ensures a rapid radial decay of the DED-field and allows
to investigate the characteristics of an open, multipolar helical divertor. The
coarser mode structure with a deeper penetration of the 6:2 and 3:1 modes
allows for more special investigations of core islands. However, in the 3:1
mode, the error field excites large tearing modes under most conditions.
The parameter space for substantial ergodization without tearing modes is
then rather limited.
”Little strokes fell great oaks.”
Benjamin Franklin
3
A survey of the theory of the
magnetized plasma-wall
transition.
In a magnetized plasma, there will inevitably be a region in which magnetic
field lines are in contact with material walls. A sound theoretical under-
standing of this transition layer between a magnetized plasma and a wall
is important both inside as well as outside of fusion research. Outside of
controlled fusion research in tokamaks [85], the performance of systems
such as magnetic mirrors, magnetized gas-discharge plasmas (in particular,
the ones used for plasma processing applications) and space stations in po-
sitions where their surface is almost tangential to the Earths magnetic field,
depends on it. In tokamak plasmas, the edge region has a strong influence
on the overall confinement properties and plays an important role in deter-
mining particle and energy fluxes to the wall, wall sputtering (as possible
impurity source) and arcing. Another research field where plasma-wall in-
teractions cannot be ignored, is probe measurements.
As the surface of a probe can disturb the plasma characteristics, its
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presence must be taken into account in order to interpret correctly the out-
comes of a measurement. It should thus not surprise us that the sheath
formed between a magnetized plasma and a particle absorbing wall (the
magnetized plasma-wall transition or PWT layer) has received a considerable
amount of attention in recent years. Because the interpretation of Langmuir
probes (which have been used for the experimental study of ergodic diver-
tor edge density regimes) in general and the fundamental working principle
of the tunnel probe (which is discussed more extensively in chapter 6) in
particular, are based on the dependency of the magnetized PWT layer prop-
erties on the plasma parameters, an overview of the existing literature con-
cerning this problem is given first. Though some partial and rather concise
reviews of the published theoretical descriptions of the magnetized PWT
have already been made in the past (e.g. in [86] and [87]), this overview
aims to be as comprehensive as possible in order to provide a starting point
for future, less computing intensive approaches to the calibration of the
tunnel probe. Indeed, as we will see further, those will be required for a
successful application of the tunnel probe in plasmas with a higher density
than those present during the prototype tunnel probe measurements in the
CASTOR tokamak.
3.1 First theoretical descriptions of the magnetized
plasma-wall transition.
A first attempt at a theoretical analysis of the magnetized PWT was made
by Daybelge and Bein [88], for the particular case of a collisionless sheath
between a fully ionized, two-component plasma and an infinite plane metal
wall. Their rather crude model was based on several assumptions. The
plasma region was supposed to act like an infinite reservoir which is close
to equilibrium and outside the sheath and the fluxes were assumed to be
parallel to the magnetic field lines. The scaling relation
ρe 6 λD ≪ ρi ≪ λmfp
was adopted, where ρe, ρi are electron and ion Larmor radius, λD is the
Debye length and λmfp is the mean-free-path of charged particles.
First the singular case of B¯ parallel to the absorbing wall was considered
and transverse diffusion phenomena were neglected. The authors started
from Maxwellian distributions and calculated loss regions assuming that
all orbits intersecting the wall are completely depleted and all others are
fully occupied. The potential profile in the sheath was assumed to be pos-
sibly decreasing as well as increasing and was obtained from the solution
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of the Poisson equation, using the wall potential as a parameter. The sheath
thickness was found to scale with the ion cyclotron radius for negative wall
potentials, whereas for positive wall potentials the length reduced to the
electron cyclotron radius. Another result was that for increasing ratio of
electron to ion temperature, the sheath thickness decreased.
For an oblique magnetic field, the potential curve was varied, starting
from the potential curves obtained in the parallel magnetic field case, until
ambipolarity was satisfied and the floating wall potential was determined
as a function of the angle of incidence. The wall potential was found to
be essentially independent of the angle of incidence and was equal to the
value of the perpendicular incidence case. Another result was the variation
of the sheath thickness with the angle of incidence. Secondary electron
effects were also considered: the sheath thickness varied especially with
the wall reflection properties and the wall potential was less negative when
secondary electrons were present.
Obviously, this artificial static model accounted for no transport at all
and therefore cannot describe the presheath acceleration of the ions. This
model also neglected the complicated structure of the transition layers between
the plasma and the wall and the real trajectories of ions falling into the thin
potential chute of the sheath.
Chodura [89] studied the effect of an oblique magnetic field on the
plasma presheath near a totally absorbing wall in the collisionless limit and
neglecting ionizations. In his pioneering work he used first a particle-in-cell
(PIC) simulation in one spatial dimension (the plasma state was assumed
to depend only on the coordinate perpendicular to the wall) and with three
velocity components. In his PIC simulations, for the case when the ion
Larmor radius is much larger than the Debye length, the motion of ions and
electrons were calculated in their self-consistent electric and the prescribed
magnetic fields. The principles of PIC simulations are described more into
detail in the next chapter. The potential at the injection plane (the plane
delimiting the simulation area at the bulk plasma side) was assumed to be
zero; the electric field at a certain time was determined by the charge im-
balance in the bulk plasma (which was assumed to contain sources which
maintain stationary particle fluxes across the injection plane) in such a way
that equal fluxes of ions and electrons were enforced, entailing zero wall
electric current and a floating potential on the wall. Still at the injection
plane, a time-independent flux of particles with a Maxwellian distribution
shifted by a velocity along B¯, streaming into the calculation area, was pre-
scribed as boundary condition.
From those simulations for an ion to electron mass ratio mi/me = 1836,
Chodura found that the total potential drop from the plasma edge to the
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wall depended rather weakly on the incidence angle and strength of the
magnetic field. Furthermore, he noticed that for a smooth start of the si-
mulated flow velocity profiles at the plasma side, the flow velocity of the
instreaming plasma had to exceed a certain limit. Otherwise, the system
would develop an electric field at the left edge to accelerate the incoming
ions to this limit. It should be noted however, that working with a reduced
mass ratio has the disadvantage that it modifies the transport properties and
potential distribution of the boundary layer.
The simulations also revealed a double structure for the PWT layer in
an oblique magnetic field and showed that the potential drop in front of
the surface is divided between two regions. In addition to the space charge
dominated Debye sheath (DBS) with its strong, ions accelerating electric
field, where the electron density is negligible due to electrons being re-
flected back into the plasma by the negative potential, Chodura established
the existence of a quasineutral collisionless ‘magnetic sheath’ (MS) where
a smaller electric field (but still large compared to typical electric fields far-
ther upstream, i.e., in the presheath) exists, perpendicular to the surface.
The scale size of the Debye sheath is the Debye length, λD, the scale size
of the MS is the ion Larmor radius, ρi.
By applying the standard fluid model to the MS, Chodura explained
the results of his PIC simulations and obtained a requirement of supersonic
parallel flow velocity at the entrance to the MS from the dispersion relation
for Debye-scale perturbations of a fluid in a local slice of the quasineutral
plasma at the MS entrance, rejecting oscillatory solutions as incompatible
with the transition to the Debye sheath. This flow velocity requirement at
the magnetic sheath entrance is further known as ‘Bohm-Chodura’ crite-
rion. Thus, in the MS, the incoming ion flow turns from being sonic or
supersonic parallel to the magnetic field to being sonic or supersonic nor-
mal to the surface at the Debye sheath entrance and thus satisfying the clas-
sical Bohm criterion. Supersonic parallel flow velocity at the entrance to
the MS is then supposed to be reached through acceleration in a quasineu-
tral presheath or Knudsen layer, whose broad scale length is usually de-
termined by collisional processes and which is, as a result of the neglect
of ionizations and collisions as well as of the assumption that the ions are
aligned with the magnetic field, located at infinity in Chodura’s model. This
structure of the magnetized PWT for an obliquely incident B¯ is illustrated in
figure 3.1. However, one should comment here that this dispersion-relation
approach is a local analysis which can be applied on the plasma side of the
MS, where the strong orbit distortion effects are absent; but the applicabil-
ity of fluid theory for Debye-scale variations is dubious.
Chodura obtained that the thickness of the MS scales with the angle by
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Figure 3.1: Schematic overview of the presheath, the magnetic sheath and the
Debye sheath as described by Chodura [89]. v⊥ is the velocity component per-
pendicular to the surface; cs is the sound speed. The scale lengths are ordened as
λD ≪ ρi ≪ L.
which the magnetic field intersects the wall and determined the following
expression for the magnetic sheath thickness
λm =
√
6
cs
ωci
cosα (3.1)
where cs is the cold ion sound speed (Te/mi)(1/2) and α the angle between
the wall surface and the magnetic field. Across the magnetic sheath, a
substantial potential drop was found to be given by
Φm = −Te
e
ln (cosα) (3.2)
However, the total potential drop across the magnetic and the Debye sheath
taken together was 3kTe/e, the same as for the normal incidence sheath
(i.e. with no MS).
Most of the results obtained in [89] were summarized in a review of
the theory of the PWT by Chodura [85]. The mechanisms at play in the
double layer structure of the PWT in the magnetized case, were worded
somewhat more extensively. In the presheath, electric forces are small
compared to magnetic forces. Hence, plasma flows in the presheath nearly
parallel to the magnetic field, i.e. obliquely to the electric field. In the MS
ions are detracted from the B¯ direction by the electric field, they begin to
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flow obliquely to B¯. Electrons, due to their small mass, are more strongly
coupled to magnetic field lines and at first continue to flow along B¯ until
finally they too deviate. Thus, ions an electrons reach the wall at different
flow paths.
Kinetic effects related to the secondary electrons, such as the effect
of the secondary electron emission on the wall potential and on the heat
flux to the wall, were also investigated. In addition, it was stated that the
sheath potential becomes independent on secondary electron emission for
very oblique angles, contrary to the unmagnetized case. Besides, some
attention was devoted to the case of the magnetic field parallel to the wall,
which in the model of Chodura is a singular one since no field aligned
particle flow reaches the wall and flow ambipolarity to the wall is fulfilled
trivially. In this case the sheath potential is determined by diffusion flux
across B¯ or, in the absence of diffusion, by the time history of the sheath
evolution. Using PIC simulations, the dependence on the PWT parameters
of the average angle of ion incidence onto the wall was also studied.
Again some results of [89] were summarized in [90] and [91], but in
the context of the modeling of the complete SOL and with an emphasize
on the role of the PWT in determining boundary conditions for ion flow
velocity, heat flux and potential for SOL fluid models. In this last mentioned
reference, the sheath structure for grazing incidence of the magnetic field
was discussed. For small electron gyro radii as compared to the Debye
length and for particle flow purely parallel to a magnetic field with grazing
incidence angle, the sheath potential exhibits a minimum. The potential
drop across the sheath in this case becomes smaller and may even reverse
its sign.
Chodura approached the PWT problem with both PIC simulations and
a fluid model. Yet most later authors treating the magnetized PWT lim-
ited themselves to either a fluid model, PIC simulation or kinetic analysis
of the problem. Therefore, in the continuation of this survey, those three
different approaches will be treated separately, even though an overview of
the experimental efforts to characterize the PWT will be given first.
3.2 Experimental characterization of the magnetized
PWT.
To the author’s knowledge, the only experimental investigation, based on
direct measurements, of the interaction of magnetic and collisional effects
on the quasineutral plasma in front of grounded target plates, was per-
formed by Kim et al. [92]. Their experiments were performed in RF plas-
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mas with Ti ≪ Te. ‘Collisionless’ as well as collisional plasmas were
investigated.
For the ‘collisionless’, low-pressure plasmas ( ne ∼ 5× 1013m−3,
Te ∼ 6− 8eV, Ti < 0.3eV) the mean free path lengths for helium ion -
neutral collisions and charge exchange collisions were of the order of the
diameter of the plasma chamber. The magnetic field was varied up to a
strength of 0.017 T. Probe measurements of the plasma potential showed
presheath thicknesses at boundaries oblique to the magnetic field to be
approximately (cs/ωci) cos(α) where cs is the ion sound speed, ωci is the ion
gyrofrequency, and α is the angle between the magnetic field and the wall
boundary. This confirmed the results of Chodura [89] qualitatively. It was
also found that the magnetic presheath thickness increased with decreasing
magnetic field. The measured potential drops across the magnetic presheath
however were not corroborating Chodura’s theory [89]. The authors im-
puted it in part to assumptions made by Chodura which where not applica-
ble in their plasma.
Experiments with a collisional plasma were also performed: the ion-
neutral collision mean free paths were 3.5 and 1 cm, ne ∼ 5 × 1016m−3,
Te ∼ 3-5 eV and Ti < 0.3 eV. The magnetic field strength went up to
0.015 T. Plasma potential measurements found the PWT layer in front
of the Debye sheath to consist of two distinctive regions. With the ion-
neutral collision mean-free path λmfp < (cs/ωci) cos(α), the presheath re-
gion next to the Debye sheath had collisional characteristics and an ion-
neutral collision mean-free path dependent thickness of approximately
(0.5 - 0.6)λmfp. The corresponding presheath region adjacent to the bulk
plasma was observed to have magnetic characteristics and a thickness of
approximately (0.5 - 0.9) (cs/ωci) cos(α). The collisional presheath thick-
ness was shown to display the same behaviour in function of neutral pres-
sure, regardless of the absence or presence of magnetic field effects. Analo-
gously, the magnetic presheath displayed approximately the same behaviour,
irrespective of the absence or presence of collisional effects. Equipotential
contours in the collisional region of this presheath were found to be parallel
to the boundary, while those in the magnetic region were not. The total
normalized (by Te) potential drop across the whole presheath was noticed
to be roughly constant, regardless of the presence or absence of collisional
or magnetic effects.
3.3 Fluid models of the magnetized PWT.
Although the fluid model cannot provide all the information obtained by ki-
netic theory or particle simulation and is only appropriate for the magnetic
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presheath under certain conditions, it is believed by many authors to give
a quite accurate description of the processes that occur in magnetized plas-
mas. A large number of authors who treat the magnetized PWT with a
fluid model, start from the model of Chodura [89] [85], adding one or more
physical phenomena to the picture, such as E¯ × B¯ and diamagnetic drifts,
collisions and ionizations. Moreover, a significant effort has been made to
develop two-fluid models of the magnetized PWT, mostly for the case of B¯
parallel to the wall, given that for the case of plasma transport across the
magnetic field, the Boltzmann dependency of the electron density on the
potential is certainly not obvious. Therefore, we will first discuss the mod-
els that focus mainly on adding diamagnetic and E¯× B¯ drifts, followed by
those that put the emphasis on adding collisions and/or ionizations. Then
we will discuss the published two-fluid model approaches and conclude
with the discussion of two other, somewhat more free-standing fluid mod-
els.
3.3.1 Fluid models of the magnetized PWT taking diamagnetic
and/or E¯× B¯ drift into account.
Holland, Fried and Morales [93] formulated equations of motion for a
nonconventional treatment of the highly magnetized sheath where, due to
turbulent electric fields in the bulk of the plasma, an E¯× B¯ drift exists.
This E¯× B¯ drift was supposed to be directed toward the particle absorbing,
floating wall and was modeled by the imposition of an ‘effective’ constant
electric field normal to both the wall and the magnetic field that intercepted
the wall at a small angle. The authors also assumed a Maxwellian velocity
distribution for the ions in the perpendicular direction (which was truncated
based on ion orbit calculations), a cold ion beam in the parallel direction
and a warm fluid description that included electron-neutral collisions for
the electrons. In the quasineutral presheath region the electric field was
determined from the Boltzmann dependency of the electron density on
the potential. Sputtering, impurities, ionization as well as recombination
effects were not taken into account.
A simplified set of equations of motion was derived for a 1D and time-
independent model and numerical solutions were found. Two regimes of
sheath formation were clearly distinguished, dependent on the incidence
angle of the magnetic field.
For grazing incidence the properties of the sheath were determined by
the ratio of the convective (E¯× B¯) ion flow to the diffusive electron flow.
In particular, Holland et al. [93] found that if this ratio was less than one in
the case of a weak tilted magnetic field, the value of the self-consistently
3.3 Fluid models of the magnetized PWT. 45
determined wall potential would be negative, while it would be positive in
the opposite case. Also no equivalent of the Bohm condition was recovered
in case of this sheath formation regime, in contrast to the conventional fluid
model of [89]. Thus it was stated that the nonconventional treatment of
the magnetized sheath kinetic ion-loss effects could provide an alternate
mechanism for ensuring an equal flux of electrons and ions to the absorbing
surface while eliminating the requirement of the Bohm criterion at very
grazing incidences to the solid surface.
The parallel Bohm condition still had to be satisfied in case of oblique
incidence. In this regime, the potential at the wall was negative with a mag-
nitude close to that of the unmagnetized plasma and only weakly dependent
on the incidence angle of the magnetic field lines (in accordance with the
PIC simulation results of [94]). This was due to the electron velocity along
the magnetic field lines being larger than the ion velocity across the field.
As the cross-field flow caused by drift can compete with the flow parallel
to the magnetic field lines, the fluid model of Chodura [89] was extended by
Chankin and Stangeby [95] in order to take the effect of diamagnetic drift
into account. More in particular they treated the current boundary condi-
tions in case of drift. It was noticed that the diamagnetic drift flux B¯× ∇¯P
is closed inside the plasma and does not affect the boundary conditions.
Although present in the plasma, the diamagnetic drift flux does not reach
the material wall but is diverted in the direction along the material surface.
Poloidal energy fluxes, caused by diamagnetic terms, also do not reach the
surface and must be automatically converted into parallel boundary heat
flows. The E¯× B¯ drift, on the contrary, does influence the boundary condi-
tions, but this was not taken properly into account in this paper, as pointed
out in [96].
In a later paper, Stangeby and Chankin [96] extended Chodura’s layer
model [89] to plasmas affected by an additional E¯× B¯ drift caused by an
external electric field parallel to the wall and superimposed to the self-
consistent one created by the wall potential. For the situation where poloidal
E¯× B¯ drifts were present, changes to the Bohm-Chodura criterion were de-
rived. It turned out that E¯× B¯ drifts can cause the parallel fluid velocity at
the magnetic presheath entrance to become supersonic, subsonic, or even
reversed. The conclusion of Chankin and Stangeby [95] that diamagnetic
drift does not contribute to the boundary condition, i.e. does not give flow
to the surface, was confirmed.
The new Bohm-Chodura criterion for the magnetized collisionless pre-
sheath under the influence of E¯× B¯ drift obtained in [96], was corrected
by Claaßen and Gerhauser [97], who generalized both the kinetic and fluid
formulations of Bohm’s criterion for thermal ions in oblique magnetic and
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electric fields. Their new parallel Bohm criterion took due account of the
fact that the wall-normal diamagnetic drift flux is diverted into a surface
parallel flux only after penetration of the ions into the magnetic sheath on
their way to the Debye sheath. In addition, they found that kinetic and
fluid formulations of the parallel Bohm criterion essentially differed in the
ion diamagnetic drift, which disappeared, when going from the fluid to
the kinetic approach, for which a suitable one-sided step-like ion velocity
distribution function was chosen.
Their approach rested however on some questionable assertions such
as the monotonic decay of the potential solution all across the magnetic
sheath, and this implied that ∂3φ/∂x3 > 0 at the MS entrance (where φ
and x are respectively the potential and the distance perpendicular to the
wall surface). Hutchinson [98] also analyzed the collisionless magnetized
presheath for plasmas affected by an additional E¯× B¯ drift caused by an
external electric field, parallel to the absorbing wall, normal to the magnetic
field B¯ and superimposed to the self-consistent electric field created by the
wall potential. To this end, he extended Chodura’s layer model and made a
rigorous analysis of a more specific geometric case than in the analysis of
Stangeby and Chankin [96].
He obtained that the fluid formulation of the Bohm-Chodura condition
at the magnetic presheath edge was transformed into a condition that took
into account ion drift in the E¯× B¯ direction: the condition for the parallel
ion velocity v‖ = cs became v‖ = cs +vD/tanα (vD being the drift velocity
and α the angle the incident magnetic field and the wall). Unfortunately,
some corrections with questionable validity were introduced ad hoc: the
fluid transport code included intuitive boundary conditions to account for
the presence of the E¯× B¯ and diamagnetic drifts, i.e. appropriate compo-
nents of the ion drift velocities
v¯E×B = E¯× B¯/B2 and v¯∇pi = B¯×∇pi/(eniB2)
(with pi the ion pressure) were simply added to the ion-acoustic velocity at
the MS edge.
The gradient of the E¯× B¯ drift normal to the wall was taken into account
by Tskhakaya and Kuhn [99], as analytical and PIC simulation results in the
same paper show that this gradient can not be neglected. As an appropriate
kinetic study is required to investigate the region in the vicinity of the DBS,
they used a fluid approach for the upstream part of the MS only and not for
the downstream part as in [100] (which is discussed further) and derived a
boundary condition for the ion fluid velocity at the MS edge. The resulting
BC is simpler than the one in [96], which does not take this E¯× B¯ drift
gradient correctly into account.
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Yet, once more, this attempt to introduce corrections to the MS the-
ory by fluid analysis of the variation of the E¯× B¯ speed within the MS
and the cross-field transport induced by collisions with neutrals should be
viewed with suspicion because of limitations of fluid theory in that region.
In addition, the fluid transport code included ‘intuitive boundary conditions
analogous to [98], which is also an ad hoc correction with questionable va-
lidity.
Cohen and Ryutov [101], too, discussed the effects of E¯× B¯ drifts on
the magnetized collisionless presheath boundary conditions. They did this
for the case where the angle of incidence of the magnetic field lines is not
excessively small, so that the electron current to the wall is determined
by thermal streaming along the field lines. The problem of the current
boundary conditions was treated through systematic analysis of the electron
particle motion in the collisionless magnetized presheath. It was found that
the net effect of the sheath process is that the electron diamagnetic current
approaching the wall gets closed by the parallel current flowing from the
wall, again confirming that the diamagnetic drift does not give flow to the
surface.
The thus obtained boundary conditions were used to study the problem
of the plasma equilibrium on the open field lines of the SOL in a tokamak
with a toroidal limiter or a poloidal divertor. By considering the condition
of current continuity for the electron component, the authors showed that,
if the surface of the limiter or the divertor plate is wavy in the toroidal
direction, this can produce a vigorous plasma convection. This idea has
been further developed in [102]. The current boundary conditions were also
applied to the formulation of the boundary conditions for electrostatic large-
scale perturbations on material surfaces for the case of a tilted magnetic
field.
A more unified picture of the relevant phenomena involved in plasma-
wall interaction at near-grazing incidence of the magnetic field, including
the effects of drifts on asymmetries, induced convection, surface struc-
ture irregularities and the effect on instabilities, was given by Cohen and
Ryutov in [103]. To the extension of [89] with the effect of E¯× B¯ and
diamagnetic drifts, some new items were added. The authors derived mass-
flow constraints, including effects of radial drifts and poloidal temperature
and magnetic field gradients, reviewed current-voltage characteristics with
drift components and gave a description of poloidal-drift-induced asymme-
tries that accounts for temperature and magnetic-field nonuniformities.
Boundary conditions for mass flow, current and heat flux at the boundary
of the plasma domain (which does not include the MS and sheath), for use
in 1D fluid descriptions of a scrape-off layer plasma, are the main focus
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of yet another paper by Cohen and Ryutov [104]. As the MS is inherently
kinetic in nature due to the effects of ion acceleration and scrapeoff, any
analysis that relies on fluid equations applied to the MS is suspect. There-
fore a ‘nozzle’ approach was adopted, which relied only on the applicability
of fluid equations in the bulk plasma (in the general vicinity of the bound-
aries), as the wall was replaced by a source-free expansion region beyond
it.
For the mass flow boundary conditions, Cohen and Ryutov followed
their previous treatment [103], adding effects of neutral-particle collisions
and explicitly calling out the role of turbulent radial transport. The re-
sulting ‘generalized Bohm-Chodura criterion’ for oblique incidence stated
that the parallel velocity shifted by the ‘unprojected’ poloidal E¯× B¯ ve-
locity, vEpB/Bp (where vEp and Bp are the poloidal E¯× B¯ drift velocity
and the poloidal magnetic field component respectively), must equal the
sound speed at an effective nozzle point, which can be at the MS entrance
or further upstream. The shift in the critical velocity due to the E¯× B¯ drift
generally agreed with those obtained by other studies ( [95], [97], [99]) and
in confirmation of [95], it was found that while the E¯× B¯ and collision-
induced drifts enter the velocity boundary condition, the diamagnetic drift
does not. However, the ‘generalized Bohm-Chodura criterion’ is not valid
anymore in case of sufficiently high ion-neutral collisionality such that the
effective source significantly overlaps with the MS.
Concerning the current and heat-flux expressions (which are true boundary
conditions rather than the connectivity constraint which is the Bohm-Chodura
criterion) it was noted that, contrary to the mass flow boundary conditions,
those depend on the angle of incidence of B¯ on the end wall, as opposed to
the mass flow boundary conditions.
3.3.2 Fluid models of the magnetized PWT including collisions
and/or ionizations.
Riemann, first in a preliminary and much abbreviated depiction [105] and
later in a more extensive form [100], analyzed the plasma sheath transition
using a fluid model and accounting for an oblique magnetic field and for
ion-neutral collisions with a constant collision frequency.
To this end, he extended a model of Behnel to the case of an oblique
magnetic field. Behnel, in a work referenced by [100], considered a magnetic
field exactly parallel to the wall, a degenerate case in Choduras model,
and provided the ion transport by charge exchange collisions with a mean
free path λ ≫ ρi. In Behnels model there is no ion motion along the
magnetic field lines and the space-charge sheath can be directly reached
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from a plasma at rest, without requiring a Chodura layer. The ions are
accelerated to sound velocity by the presheath electric field.
With his hydrodynamic model, Riemann investigated the presheath (i.e.
up until the Bohm velocity singularity at the sheath edge) without treating
the magnetic sheath as a distinct region between the plasma presheath and
the electrostatic sheath. He assumed quasineutrality on the presheath scale,
Boltzmann dependency of the electron density on the potential and isother-
mal ion flow. The reference zero potential was chosen at the Debye sheath
edge and the potential distribution in the presheath as well as profiles of the
different velocity components across the presheath were calculated. Zero
wall electric current was assumed and the ion viscosity was completely ne-
glected.
Two limiting cases were discussed: collisionless ion transport along
field lines intersecting the wall at a finite angle and collisional ion trans-
port in a magnetic field parallel to the wall. It was demonstrated that the
ion acceleration in the presheath cannot be provided by the combined ac-
tion of the electric field and the magnetic field alone but depends in any
case on a velocity driving mechanism (collisions/ion friction, ionizations,
change of flow cross-sectional area, etc... ), to accelerate a quiescent plasma
to the required boundary sonic/supersonic conditions. Therefore, in the
collisionless model of Chodura [89], which is actually a particular case of
the Riemann model, the ion acceleration can not be described and must be
replaced by the initial condition of supersonic ion flow as the magnetic field
alone is not sufficient to provide a presheath mechanism. In [89] accelera-
tion to supersonic flow is assumed to take place in some ‘plasma presheath’
at infinity. Thus the requirement of supersonic parallel flow can be avoided
if some velocity driving mechanism is included within the presheath region.
In the collisionless limit, Riemann recovered the Chodura criterion using
purely time independent arguments, while in the limiting case of a wall
parallel magnetic field, he reproduced the results of Behnel. The transition
from Behnel-type to Chodura-type solutions is caused by the changing in-
fluence of ion friction and acceleration in E¯× B¯ direction. This result was
confirmed by Stangeby [106]. The main effect of a strong magnetic field is
to ‘compress’ the collisional presheath into a thin layer with a characteristic
extension of the ion gyroradius ρi.
In the collisional magnetized presheath, cross-field flow due to collisions
can compete with parallel flow as source of transport of mass to the bound-
ing surface and thus influence boundary conditions. Therefore, it is not so
surprising that Riemann found a dependence of the potential distribution in
the presheath on both the magnetic field and the collision frequency.
Despite his successful extension of Chodura’s fluid model, Riemann
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already acknowledged that fluid models of the presheath suffer from the
application of fluid equations on a distance scale where they cannot be valid
and where kinetic methods are required. This holds a forteriori for the
magnetized presheath, where ‘closed’ ion orbits have to be distinguished
from ‘open’ orbits intersecting the wall without a further turning point.
In addition the collisional presheath model suffers from the drawback
that - due to neglect of ionization - it cannot describe the relaxation to
an undisturbed plasma with zero electric field and that it is restricted to
collision dominated plasmas. In [107], Riemann extended his model to
account also for ionizations, besides for collisions and for an oblique magnetic
field. Unlike in [100], the reference zero potential in the model of [107] is
chosen at the plasma center. The PWT layer thickness and the potential dis-
tribution in the layer were calculated by assuming zero wall electric current,
entailing a floating potential on the wall.
Stangeby [106] investigated an apparent contradiction in the standard
fluid framework depicted higher, namely how a supersonic parallel flow
(which is allowed by the models of Chodura [89]) can coexist with the
quasineutrality in the MS. He dealt with the case, as originally addressed
by [89], where there are no ‘velocity drivers’ explicitly included and the
MS edge is at infinity. The perceived inconsistency was resolved by a time-
independent analysis of the MS region (based on [100]) to bring out more
explicitly the role played by inertia in the E¯× B¯ direction, thus confirming
that such supersonic flow is permitted.
The 1D collisional fluid model of Riemann [100] was extended to the
entire range of magnetic field strengths and angles of incidence by Ahedo
[108]. Ahedo assumed Te, Ti and the collision frequency to be constant
across the sheath and did not take secondary electron emission into con-
sideration. Three length scales arose in the description: Debye length,
collision mean free path and ion gyration radius. Numerically solving the
fluid equations resulted in the identification of 3 regimes:
• For a weak magnetic field, 2 layers, namely a presheath and sheath
could be identified.
• For intermediate magnetic field strengths, a presheath and the usual
double structure beyond the parallel sonic point, comprising magnetic
sheath and plasma sheath, were found.
• Finally, for strong magnetic fields, the magnetic sheath merged with
the Debye sheath to form a single collisionless region where space-
charge and magnetic field effects compete.
Direct ionization by electron-neutral collisions occurring in the volume
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was added to the 1D fluid model of the collisionless plasma presheath in
front of an absorbing wall in the presence of an oblique magnetic field
by Sternberg and Poggie [109]. Boltzmann equilibrium with the ambipo-
lar field was assumed for the electron distribution. The plasma behavior
near the plasma boundary and the sheath edge were studied separately after
which the presheath solution and the solution of the space charge region
were patched together to approximate the solution of the PWT.
The plasma and sheath characteristics were studied for various magni-
tudes and directions of the magnetic field. The plasma boundary was de-
fined as the point where E¯ reaches singularity and the component of the ion
velocity normal to the wall was verified to reach the ion sound speed (Bohm
criterion) at this point. On the other hand, the MS was found to be elimi-
nated by accounting for ionizations. An experimental observation by [92],
namely that the magnetic field causes a quite strong ion drift normal to the
magnetic and electric fields, especially in the sheath region near the wall,
was also recovered.
Franklin [110] combined the previously described approaches from
Riemann [100] and Sternberg and Poggie [109], by taking both ionization
as well as collisions into account. He also assumed Boltzmann equilibrium
with the ambipolar field for the electron distribution as well as a constant
collisions frequency. Franklin found that when the ion collision frequency
was larger than the ion cyclotron frequency, neither the collisionless limit
nor the unmagnetized limit gave an adequate description of the plasma-
sheath behaviour.
3.3.3 Two-fluid models for the magnetized PWT.
In all of the above mentioned fluid models of the magnetic sheath, a Boltzmann
distribution for the electron density was assumed, and the magnetic field
acted only on the ions. Still, in the case of plasma transport across a
magnetic field, it is not obvious that this Boltzmann distribution will oc-
cur as the Boltzmann equilibrium does not hold in a strong magnetic field
when the electron Lorentz force becomes comparable with the electron
gradient force. Hence, Beilis, Keidar and Goldsmith [111] considered a
self-consistent two-fluid model for a partially ionized plasma with constant
electron-ion and varying ion-neutral collision frequency in a quasineutral
magnetized presheath with a magnetic field perfectly parallel to the elec-
trically conducting or insulating wall. Ionization and recombination pro-
cesses were neglected, and the ratio of electron to ion current through the
transition layer was considered as an independent constant parameter. The
resulting differential equations were integrated numerically; an analytical
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solution was obtained to some specific case.
Beilis et al. [111] showed that the dependence of the electron den-
sity in the presheath on the electric potential can indeed deviate from the
Boltzmann distribution. Moreover, in the cases where the plasma density
dependence on the potential resembled formally the Boltzmann distribu-
tion, the presheath thickness could not be determined from a calculation
based on this distribution. This presheath thickness was shown to depend
on the ion velocity at the entrance to the presheath and on the electron
magnetization, which also influenced the electric potential as well as the
flow velocity distribution in the presheath. Depending on the ratio of the
electron to the ion current and the ion Hall parameter ωi/νc (i.e. the ratio
of ion angular cyclotron frequency and effective ion collision frequency)
in the near sheath plasma, the electric potential in the presheath could be
negative or positive with respect to the sheath edge and was even found to
have a positive maximum with respect to the plasma-presheath interface.
The two-fluid model of [111] was extended by Beilis and Keidar in
[112], for a magnetic field that could be parallel to, or intersect obliquely
with the walls. While in [111] only the presheath was simulated, in [112]
a self-consistent model of the whole smooth presheath–sheath transition of
the near-wall plasma layer was developed for a finite Debye length to ion
Larmor radius ratio. The unmagnetized, collisionless sheath and the mag-
netized collisional presheath were modeled separately and then a smooth
transition was modeled. No ionizations were being accounted for.
As in [111], the potential distribution in the presheath was found to have
a positive maximum with respect to the plasma–presheath interface. In the
case of a wall at floating potential, the value of this maximum decreased
with the incidence angle α of the magnetic field line and approached zero
when α = 2 ◦. The presheath thickness generally increased with the angle
of incidence, from about the electron Larmor radius up to the ion Larmor
radius, and depended on the electron to ion current ratio, the ion velocity at
the plasma–presheath interface, and the Hall parameter ωi/νc. The authors
also observed that when the finite Debye to ion Larmor radius ratio was
in the range of 10−2 to 10−4, the critical ion velocity at the sheath edge
was about (0.6 – 0.9) of ion sound speed, depending on the plasma parame-
ters, and generally increasing with the ion to electron current ratio. When
the Debye length to ion Larmor radius ratio became larger than 10−2, the
sheath became magnetized and the Bohm criterion did no longer hold.
More recently, some more authors undertook the study of the magne-
tized PWT problem using a multiple fluids approach [113–115].
Given that an absorbing target modifies the velocity distribution in the
plasma boundary, Chodura [113] derived a multiple fluids extension (i.e.
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considering different ion species and the electrons) of the 1D ideal fluid
model (as in [89], which actually represents the free outflow into a vacuum
rather than the flow to an absorbing target) with limiting boundary condi-
tions which are compatible with the kinetic onset conditions of the sheath.
He included E¯× B¯ drift, friction, two ion species and collisions. Two nec-
essary and sufficient limiting conditions at an absorbing boundary were de-
duced. This fluid boundary is located upstream of the target where deriva-
tions of the ion distribution from the Maxwellian distribution are not too
large, but where still all ions crossing the boundary are lost.
Alterkop, Goldsmith and Boxman [114] also made use of a two-fluid
magneto-hydrodynamic model to analyze the quasineutral presheath layer.
They limited themselves to the case of a fully ionized plasma in a magnetic
field perfectly parallel to the wall, but included collisions, E¯× B¯ and dia-
magnetic drifts, although no ionizations. The dependence of the mean
collision time on the varying plasma density was not neglected.
The solutions of the model equations depended on two parameters: the
ratio of the electrons mean free path to their Larmor radius and the ratio γ,
where γ = ZTe/(ZTe+Ti) and Te, Ti and Z are the electron and ion temper-
atures and the ionicity, respectively. The presheath edge width was found
to be a strong function of γ. E¯× B¯ and diamagnetic drifts were observed to
disappear only in case of a Boltzmann distribution determined electron den-
sity dependency on the potential, which was in general not the case. The
potential distribution in the presheath was found for certain plasma para-
meters to be non-monotonous with an extremum value inside the presheath
region. Ions were accelerated to the Bohm velocity in the presheath under
action of the pressure and Ampe`re forces (¯J× B¯).
The case of the plasma-wall transition layer in a magnetic field parallel
to the confining wall was studied as well with a 1D two-fluid model by
Tskhakaya et al.. In contrast to [114] they did take ionizations into account
as well as recombination processes and electron and ion collisions with
each other and with the background neutrals (which were modeled as im-
mobile and uniformly distributed, with the hot neutrals from charge-exchange
collisions being neglected). The wall was assumed to be at a potential
different from that of the bulk plasma and the whole plasma-wall transition
layer was treated as a unit.
Contrary to the results of Beilis et al. [111], it was found that the
potential profile maintains its monotonic shape also in the limit when the
ionization and recombination frequencies tend to zero. No large differences
in the thickness of the plasma sheath were noticed for different values of
the magnetic field strength; the main influence of the magnetic field was
to decrease electron and ion densities near the wall. Additionally, it was
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shown that assuming a Boltzmann distribution for the electrons gives es-
sential differences in the PWT layer.
3.3.4 Other fluid models of the magnetized PWT.
Instead of adding collisions or ionizations to the picture, Stanojevic´ et
al. [116] improved the fluid model of the magnetic sheath by deriving turbu-
lent transport corrections of the classical three-dimensional fluid transport
equations. Using those corrected fluid transport equations, the MS in front
of an infinite plane surface was analyzed in detail.
This novel fluid model analysis resulted in more realistic fluid boundary
conditions, namely a fluid formulation of the Bohm criterion for turbulent
plasma in a magnetic field and a generalized Bohm-Chodura criterion for
a turbulent plasma. It was found that the total ion flux normal to the wall
is conserved in the MS and typical values of the plasma parameters at the
electrostatic sheath entrance were obtained.
Yet another different approach was taken by Sharma and Ramachandran
[117], who also investigated a purely source-driven, collisionless presheath
without ionizations, near a perfectly absorbing wall surface in a strongly
magnetized regime with an obliquely incident B¯ (the smallest angle for
which results were obtained was α = 0.8 ◦). They still assumed the electrons
to have a Boltzmann dependency on the potential, but they derived an alter-
nate set of (numerically solved) fluid equations for the ions, starting from
the moment description of a gyrokinetic equation. The employed gener-
alized gyrokinetic approach admitted the presence of large drift velocities.
Plasma flows were driven by a uniform stationary source of particles. The
authors also made use of the standard fluid model to show a simpler method
for obtaining the Bohm-Chodura criterium.
They found that the extent of magnetization of the ions plays an impor-
tant role in determining the mechanism of plasma-wall interaction as ki-
netic effects became important very close to the solid surface. As opposed
to the conventional (collisional) treatment, where the normal flow generally
has to approach a supersonic value in order to satisfy the Bohm criterion,
the boundary values in a purely source-driven collisionless system did re-
cover a finite dependence on the angle of incidence. The parallel velocity
became subsonic at the sheath edge when α was reduced and the parallel
ion temperature drop across the presheath was observed to reduce with de-
creasing α; the cooling was maximal at normal incidence. In addition, the
density drop across the presheath became smaller with smaller α (in con-
trast to isothermal fluid treatments). Given that no friction along E¯× B¯ or
turbulent electric fields were included in this model, no transport to the wall
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was possible at extremely grazing angles of incidence.
3.4 Kinetic approaches to the study of the magne-
tized PWT.
From the previous discussion it became apparent that fluid models are not
fully appropriate to describe the complete magnetized PWT region (i.e.
from the undisturbed plasma up until the wall surface) and require an in-
dependent validation coming from an exact kinetic analysis, because of the
essential inhomogeneity preceding the field singularity at the Debye sheath
edge but also because of the inadequacy of the moment description to cap-
ture the complexity introduced in distribution functions by the different
orbit types present in the MS (‘closed’ (periodic) ion orbits and ‘open’ or-
bits intersecting the wall). Moreover, when B¯ is parallel or almost parallel
to the wall, the boundary plasma is, according to some kinetic models and
particle simulations of a magnetized boundary plasma [94, 118–120], al-
ways turbulent and it can even be macroscopically unstable. Therefore, an
overview is given of the literature where the study of the magnetized PWT
is approached using a kinetic analysis. A limited number of authors, whose
results are discussed first, focused on the detailed trajectories of the par-
ticles, while others attempted at applying a kinetic model to the complete
magnetized PWT. Their results are described in a subsequent part.
3.4.1 Particle trajectories in the magnetized PWT region.
Parks and Lippman [121] studied the influence of an obliquely inclined
magnetic field on the angular distribution of striking ions. They described
a methodology to transform a given kinetic distribution of incident ions
approaching the surface along magnetic field lines to the angular distribu-
tion of ions striking the target surface; this led them to a boundary of the
accessible region in phase space. To this end, they assumed gyromotion
near the collecting plate and a collisionless plasma. In a first phase, the an-
gular and energy distribution of the ions hitting the wall was derived for the
case where the ion motion is assumed to be unaffected by the strong elec-
tric field (a pure gyromotion). After this, an attempt to incorporate effects
of the sheath potential drop was made. This was done on the assumption
of the constancy of the ion magnetic moment, thereby implying an ion sub-
sheath which is considerably thicker than the ion gyroradius. Both without
and with electric field, the effect of the obliquely inclined magnetic field
was to restrict the polar and azimuthal angular distribution of ions striking
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a flat plate target to a ‘bowl-shaped’ accessible region. When the sheath
potential drop was taken into account, this region was enlarged.
A qualitative analysis of the trajectories of specularly reflected par-
ticles (electrons in case of a wall at negative potential) in a magnetic field
that intersects the surface at a shallow angle, was made by Cohen and
Ryutov [122]. They motivated it by the requirement of understanding the
electron motion in order to make correct conclusions concerning the height
of the potential barrier, the possible role of the surface imperfections and
the transport of electrons on open field lines.
A study was made of the electrons reflected within the ion subsheath,
as well as of those reflected from the Debye subsheath under the condition
ρe ≫ λD, which is the opposite case of ρe ≪ λD when electrons are mag-
netized and their motion can be described in the drift approximation. The
reflected particles were found to follow so-called ‘spreading trajectories’,
i.e. to experience a large number of reflections from the wall and to make a
long path along the surface, before eventually returning to the plasma.
In order to be able to evaluate the sputtering rate and the secondary
emission coefficient, as well as analyze sheath stability and formulate the
boundary conditions for the bulk of the plasma, Cohen and Ryutov also
made a more systematic study of the particle trajectories in a sheath in a
strongly tilted magnetic field [123].
For the collisionless case, the authors painted a general picture of ions
approaching the wall and getting gradually scraped-off in the gyrosheath
by the wall, leading to a significant density drop at a distance of the order
of the ion gyroradius from the wall and hence a transverse electric field and
significant ion orbit distortion. This guarantees in effect that ions enter the
Debye sheath with a normal velocity at least of the order of the Bohm ve-
locity. An ‘ion subsheath’ and an ‘electron subsheath’ were distinguished;
those corresponded with respectively the previously described (collisional
and magnetic) presheath and the Debye sheath.
Despite the fact that the electrostatic potential varies on a scale com-
parable with the ion gyroradius, it was shown that the ion motion in the ion
subsheath can be described in terms of an adiabatic invariant, which makes
it possible to find a general solution for the ion distribution at an arbitrary
point of the sheath. This adiabatic invariant differs from the ion magnetic
moment, which was assumed to be constant and used to incorporate effects
of the electric field in the ion subsheath by Parks and Lippman [121] who
thereby implied the ion subsheath to be considerably thicker than the ion
gyroradius, in contrast to the more realistic case of an ion subsheath thick-
ness comparable to a thermal ion gyroradius.
Particle trajectories were classified and a qualitative sketch of the effects
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associated with different classes of particle trajectories was given. Two
qualitatively different groups of ion trajectories could be distinguished:
ions hitting the wall while they are still gyrating around a magnetic field
line, resulting in a small angle of incidence, and ions which are ripped off
their gyration orbit and enter the electron subsheath with considerable nor-
mal velocity. Electrons at the contrary always hit the wall at shallow angles
(at least, for an electron gyroradius much smaller than the electron Debye
length), while the trajectories of heavy impurity ions significantly depended
on their charge state.
In addition to this general analysis, two limiting cases of the ion distri-
bution function were discussed, namely that of low electron temperature,
where electric field effects are relatively unimportant, as well as that of
ion motion with initially small transverse energy. The possible role of an
electrostatic field directed along the wall was also briefly discussed.
A lot of emphasis was placed on the detailed particle motion in the
magnetic and electric field of the PWT by Riyopoulos [124]. In the first part
of his paper, he makes some analytical predictions concerning the sheath
formation during rf capacitor discharges in magnetized bounded plasmas
between two capacitor plates, for arbitrary angles between the dc magnetic
field and the oscillating rf electric field. Those analytical predictions were
based on a thorough study of the ion dynamics in the time-averaged sheath
field.
His extensive analysis revealed that the presence of an electrostatic gra-
dient oblique to the magnetic field ‘demagnetizes’ the ions, as the ion’s
magnetic moment is not an adiabatic constant of the motion because the ty-
pical scale length of the electric field variation is comparable to the Larmor
radius, yielding unstable motion and unbound ion transport across the magnetic
lines. Essentially, ions that move into the MS along field lines see the
perpendicular component of E¯ changing in time due to their own parallel
motion, and this results in a polarization drift in the E¯ direction. When the
angle of attack is small, this is nearly the same as the normal direction. The
resulting ‘open’ and ‘closed’ ion orbits are illustrated in figure 3.2.
From those exact 3D dynamics, reduced 1D equations for the ion motion
across the sheath were derived, by introducing the effective ion mass to
account for the influence of the magnetic field. In combination with the
continuity equation and energy balance it could be derived that the in-
duced sheath potential strongly depends on the angle between electric and
magnetic field as well as on the relative strength of the magnetic field. It
also became very clear that it is not the electric field in the MS itself which
serves to turn the ion flow toward the target but that the true mechanism
at work is, in fact, the gradient of the electric field. Indeed, if the normal
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Figure 3.2: Examples of magnetized or ‘closed’ (dashed line) and demagnetized
or ‘open’ (full line) ion orbits in respectively a uniform electric field and a sheath
electric gradient dE/dx.
electric field were constant, then there would be no ‘turning’ of the flow at
all, only an E¯× B¯ drift parallel to the wall.
3.4.2 Kinetic models describing the magnetized PWT.
Sato, Katayama and Miyawaki [125] described the potential profile in the
magnetic sheath for a given ion distribution at the entrance of the MS, an
obliquely incident magnetic field and assuming quasi-neutrality. The en-
suing equation was solved numerically, both for the cases of a cold and hot
ion plasma.
In the case of a cold ion plasma, the equation resulted in a restriction
for the ion distribution function, equivalent to the Bohm-Chodura criterion
described previously. Still for a cold ion plasma, the potential drop at the
magnetic presheath became large as the magnetic angle increased and the
width was several times as large as the characteristic length cs/ωci.
For a hot ion plasma, the potential drop at the magnetic presheath de-
pended considerably both on the magnetic angle and on the anisotropy of
the ion distribution function. In addition, it was found that depending on
whether the cold or hot ion case is considered, the formation of the MS is
determined either by the ion polarization drift presheath mechanism, caused
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by the perpendicular electric field, or the finite-ion gyroradius effect, re-
spectively.
Finally, the authors also established that for very shallow angles of in-
cidence of B¯, the secondary-electron inflow is effectively diminished due to
reflection by the Lorentz force (effective when λD ≫ ρe) and the emission
coefficient is limited to a value less than 0.8 by the space-charge effect.
Furthermore, the secondary electron emission remarkably reduces the potential
drop at the sheath, but hardly changes the presheath potential.
Based on the model of Behnel, referenced by [100], a 1d2v self-consistent
kinetic analysis of a stationary one-dimensional magnetized presheath with
a magnetic field parallel to the wall, was presented by Schmitz, Riemann
and Daube [126]. They assumed a Boltzmann-term dependency of the
electron density on the potential, a uniform background of cold neutrals
and ion transport across a magnetic field provided by charge exchange
collisions with a constant collision frequency and a mean free path much
larger than the ion gyration radius. The distribution function of ion ve-
locities was described by the stationary Boltzmann equation and the self-
consistent potential was presumed to be monotonically decreasing and found
from the quasineutrality relation. This analysis by Schmitz et al. [126] of
the magnetic presheath (with ρi ≫ λD) should be clearly distinguished
from the problem of a cross-field plasma with ρi ≈ λD, as investigated
by Theilhaber and Birdsall (whose approach has been discussed in [118]
and [94]), where electrostatic and magnetic effects are strongly coupled and
result in an anomalous transport. For the situation described by Schmitz et
al. [126], the mechanism of the stationary presheath is dominated by the
deflection of the ion orbits in a magnetic field parallel to the absorbing wall
at negative potential.
Due to the transition from ‘closed’ ion orbits with turning points in the
plasma to ‘open’ orbits intersecting the wall, the ion distribution function
exhibited an involved structure and depended very delicately on small de-
tails of the potential variation, including various singularities and discon-
tinuities. It should be noted that this sharp transition from closed to open
orbits at a distinct point is the result of the cold gas approximation of the
model. For neutral temperature Tn 6= 0 this transition will be smeared out.
Far away from the wall, the potential profile showed a logarithmic de-
pendency and correspondingly, the density exhibited a linear variation. This
results from the fact that the ion transport requires a small residual field to
overcome friction when the ion current density is constant, as the transition
to a field-free plasma region can only be described when ionization and/or
geometric effects are accounted for [100]. Just in front of the wall, the
strongly inhomogeneous intrinsic presheath extended over some ion gyro-
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radii ρi. After normalizing by ρi, the profiles were found to depend ex-
clusively on the ratio of the collision frequency to the ion cyclotron fre-
quency. Potential profiles and ion distributions resulting from the self-
consistent kinetic analysis were also compared with expectations based on
a previous hydrodynamic model and the kinetic Bohm criterion was found
to be marginally fulfilled.
Daube and Riemann [120] generalized the previous kinetic description
by Schmitz et al. [126] by accounting for an oblique magnetic field and
for collisions. Again a monotonically decreasing potential was assumed, as
well as a uniform neutral gas background, Boltzmann distributed electrons
and a small Debye length as compared to the ion gyroradius. For the
limiting case λD → 0 and cold neutrals, an efficient method was developed
to calculate the self-consistent stationary solution of the ion Boltzmann
equation. A self-consistent potential was constructed from the quasineu-
trality relation.
In this model, ion transport was provided by two competing transport
mechanisms: parallel transport along the magnetic field lines intersecting
the wall and charge exchange collisions with neutrals. In case of collision
dominated transport, the case of a parallel magnetic field was approached
very closely while in case of dominant inclination transport, the potential
drop grew with increasing collision frequency because the transport mech-
anism was impeded by friction. The resulting ion distribution functions
exhibited an involved structure and the kinetic Bohm-criterion was found
to be fulfilled marginally. To investigate the stability of the solution, the
analysis was supplemented by a PIC simulation which revealed the elabo-
rate structure of the stationary ion velocity distribution to be smeared out
by an ion cyclotron instability (in the case of a cold gas) and by a finite
gas temperature. For the PIC simulations a continuous transition between
sheath and presheath was found, in contrast to the asymptotic case λD → 0
of the kinetic model where the presheath solutions ran into a singular-
ity representing the sheath edge. The general structure of the presheath
corresponded closely to the results obtained with the hydrodynamic appro-
ximation of Riemann [100] although the hydrodynamic approach gave large
errors in the quasineutrality condition near the sheath edge, which illus-
trated the delicate influence of the transition from closed to open ion orbits,
which can not be described in the fluid approach.
Instead of starting from the stationary ion Boltzmann equation as Daube
and Riemann [120] did, Valsaque and Manfredi [127] solved the Vlasov
equation with a Bhatnagar-Gross-Krook term to take both collisions and
ionizations into account. To this end, they used a 1d3v numerical Eulerian
code for the ion dynamics, which allowed a fine resolution for both po-
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sition and velocity space, while displaying a lower level of noise than PIC
codes, particularly in regions where the ion distribution is dilute, such as in
the DBS. However, Eulerian codes are more demanding in terms of com-
putation time and memory storage. Similarly to the model of Daube and
Riemann [120], their simulation setup consisted of a deuterium plasma near
a perfectly absorbing wall with an obliquely incident magnetic field and
zero inward plasma flux. They also assumed the electrons to be Boltzmann
distributed throughout the PWT as well as the ions to have a Maxwellian
distribution at the boundary with the bulk plasma (this last assumption
is justified more into detail by Sharma in [128]). The electric field was
computed by solving the Poisson equation, with zero potential at the bulk
plasma side and eφ/kTe = 1.82 fixed on the wall (consistent with the floating
potential observed in experiments) as boundary conditions.
First, the collisional and ionizing sheath was considered without magnetic
field. For this situation, the kinetic Bohm criterion was observed to be
roughly satisfied in the vicinity of the wall. Additionally Valsaque and
Manfredi studied the PWT in the absence of collisions and ionizations. For
this situation, supersonic flow at the entrance of the sheath had to be spe-
cified explicitly. A magnetic sheath, which had a width of several ion gy-
roradii and was located between the Debye sheath and the bulk plasma,
could be distinguished. A systematic numerical study of these sheaths for
different incidence angles of the magnetic field revealed that the total sheath
thickness increases for small incidences of the magnetic field, while the
Debye sheath thickness remains the same.
Yet another kinetic analysis of the quasineutral source-driven obliquely
magnetized plasma presheath in front of a completely absorbing wall was
made by Sharma [128]. Kinetic effects of open and closed orbits were
exactly accounted for by following the evolution of the ion distribution
function along the phase-space Lagrangian characteristics of the Vlasov
equation, as in principle, if the distribution function for inward moving
particles is defined at the boundaries of a region and the potential distribu-
tion is known in the interior, the distribution function can be determined
at any point in the interior by starting from the boundaries and integra-
ting the Vlasov equation up to the required phase-space point along the
characteristics. The potential distribution was obtained from the quasi-
neutrality relation, assuming a Boltzmann term dependency of the electron
density on the potential. The bounded, weakly collisional plasma was sus-
tained self-consistently by a uniform Maxwellian plasma source. As on
the presheath scale of this model, the plasma sheath becomes a singularity,
a generalized form of the Bohm criterion had to be added as a boundary
condition.
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In the oblique geometry, strong kinetic effects appeared as the parallel
and perpendicular temperatures were observed to drop preferentially in the
limits of normal and grazing incidences. Those effects were also reflected
in the detailed behavior of flow velocity profiles which showed a finite de-
pendence on the angle of magnetic fields incidence in the region of the
magnetized presheath. Moreover, a detailed study of the behaviour of the
complete four-dimensional distribution function was given and compared
to fluid models. Obvious deviations, due to dominance of various kinetic
effects, were found to be present.
Using an almost identical kinetic approach as in the paper by
Valsaque and Manfredi [127], Devaux and Manfredi [129], too, investigated
the transition region between an equilibrium plasma and an absorbing wall
in the presence of a tilted magnetic field, for the case of a weakly collisional
plasma. As in [127], this allowed them to follow the ion dynamics along
the collisional presheath (CP), MS and DBS from the bulk plasma to the
wall. The tacitly assumed negligence of secondary electron emission of
[127] was explicited. Only the potential boundary condition at the wall side
was chosen differently: instead of a fixed value consistent with the floating
potential observed in experiment, a floating potential value was computed
by integrating Ampe`re’s equation on the wall.
Unlike the work in [127], Devaux and Manfredi presented results for
the PWT case with both a magnetic field and collisions / ionizations. They
choose the simulation plasma parameters so as to be representative of the
MIRABELLE device [130]: n0 = 2× 1015m−3, Te = 2eV , Ti0 = 0.03 eV,
ion cyclotron frequency ωci = 104 − 105 rad/s, ion plasma frequency
ωpi = 10
4 − 105 rad/s and ion-neutral collision frequency νi-n = 103 Hz.
The neutrals were supposed to be at the same temperature as the ions.
The phase space structure of the plasma-wall transition was analyzed
in detail and theoretical estimates of the MS width were tested numerically.
To this end, the MS edge was defined as the point where the ion flux starts to
be redirected toward the wall, i.e. the point where the average perpendicular
(to B¯) velocity begins to deviate from the zero value that it has in the CP
(as introduced by [131]). The thickness of the MS was found to be in
good agreement with Chodura’s theoretical estimate [89]. Furthermore, the
distribution near the wall was observed to be far from Maxwellian, so that
temperature measurements should be interpreted with care.
In confirmation to Tskhakaya and Kuhn [87], the Bohm criterion was
found not to be satisfied in case of a large magnetic field and grazing inci-
dence, whereas the Bohm-Chodura criterion was satisfied only for strong
magnetic fields. Additionally, the velocity in the direction normal to both
the electric and magnetic field was well described by the E¯× B¯ velocity in
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the CP, but departed from it in the MS and even more in the DBS.
From the ion distribution functions, the following picture for the role
of the magnetic field on the PWT arose: ions are first accelerated in the
CP along the magnetic field lines; in the MP, their velocities are redirected
towards the wall; and finally, in the DBS, they are strongly accelerated in
the direction normal to the wall (in agreement with the results of Sharma
[128]). In the DBS the electric field varies so rapidly that the ion dynamics
can no longer be separated into a gyromotion and a drift, which implies that
approximations based on the guiding center motion (drift-kinetic, gyroki-
netic) can only be applied in the CP.
Finally, particular attention was devoted to the angular distribution of
ions impinging on the wall, which is an important parameter to determine
the level of wall erosion and sputtering. The authors established that even
for relatively strong magnetic fields, the angle of incidence of the impinging
ions is never as grazing as the angle between the magnetic field and the wall.
3.5 Simulations of the magnetized PWT using particle-
in-cell codes.
As should be clear from the overview given hitherto, the PWT under realis-
tic circumstances is an extremely nonuniform and nonlinear system, cha-
racterized by steep gradients and containing different types of neutral and
charged particles colliding with each other. This complexity makes a rea-
listic, self-consistent analytic treatment of the PWT practically impossible,
thus necessitating the application of the powerful alternative of particle-in-
cell (PIC) simulations. Indeed, PIC simulations already played an impor-
tant role in the previously described pioneering work of Chodura [89] and
have been used in many publications to validate fluid models, since.
The PIC approach of Chodura [89] was a velocity-in-cell or ‘flux-in-
cell’ method. The resulting oscillating velocity profiles (and hence den-
sity profiles) when space-charge effects were allowed to evolve for oblique
magnetic angles, were attributed to a necessity of changing the upstream
velocity conditions. Dewald and Bailey [132] however suspected this be-
havior to be the result of the numerical technique, rather than the modeled
physics, and therefore made use instead of a so-called CIC (cloud-in-cell)
scheme to simulate the obliquely magnetized sheath. The CIC scheme al-
lows charged particles to be finite-sized rigid clouds that may pass freely
through each other. They assumed a 1D electric field geometry, with the
electric field perpendicular to wall, and took no secondary particles into
consideration. Both the low density limit λD > ρi and the increased den-
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sity case λD < ρi were investigated.
In contrast to the results of Chodura [89], no oscillations were observed
with the CIC scheme of Dewald and Bailey. Still in contrast with [89],
but in agreement with Daybelge and Bein [88], it was observed that the
potential magnitude did not vary with the magnetic angle for constant edge
density and constant flow velocity conditions, leading to a constant av-
erage impact energy over all magnetic angles. The qualitative difference
between the two models is related to the magnetic presheath criterion en-
forced by Chodura in order to ensure sheath stability. However, in confir-
mation of [89], the magnetization strength was observed to influence the
sheath thickness.
Given the significant influence of the impact angle of ions arriving at
the target on the erosion yields, the dependence on several parameters of
the impact angle was studied and found to be determined by the magneti-
zation strength as well as by the edge-density through the relative sizes of
the ion gyroradii and the Debye length. In the low density limit (λD > ρi),
the magnetic moment is an adiabatic invariant, concurring with an increase
of the pitch of the particle orbit with respect to the surface normal for a
corresponding increase in the pitch of the magnetic angle. Conversely,
when the density is increased such that λD < ρi, the adiabatic invariance
of the magnetic moment vanishes. Now, the gyromotion responds to the
electric field resulting in reduced impact angles. For hot ions (Ti = Te) and
in the presence of an electric field, the perpendicular velocity components
coupled to the driving force of an electric sheath alter the impact angle.
Therefore hot ions in the presence of an electric field will impact at more
oblique angles as the magnetic angle becomes more oblique (in accordance
with [89]). The ion mass plays a role too as heavier ions will impact at
a less oblique angle for an identical magnetic angle, in contrast to lighter
ions.
Riyopoulos [124] used the PIC code MASK to validate some of the ana-
lytical results which were already predicted in the same paper and mentioned
earlier in this overview. He made a 2d3v simulation of rf capacitor dis-
charges in an obliquely magnetized bounded plasma between two capacitor
plates with parameters Ti = Te = 25eV, n0 = 1016m−3 and B = 0.5T. Near
the horizontal midplane of the simulation area electron-ion pairs were gen-
erated at a constant rate in random positions to replenish the outflux into
the plates. In confirmation of the analytic results, the sheath potential un-
der a given applied rf voltage was found to depend strongly on the angle
between the time-averaged electric and the magnetic field. The assumption
of a B¯-aligned motion was not supported and instead, a strong drift across
the magnetic lines was found to occur in addition to the E¯× B¯ drift parallel
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to the sheath.
The further study of the PWT through PIC simulations, by including
various additional physical phenomena in the model or by focusing on spe-
cific applications or configurations, has been the subject of several mutu-
ally independent lines of research. As a consequence, the simulations for
the singular case of a magnetic field parallel to the wall will be discussed
first, followed by the simulations including E¯× B¯ and diamagnetic drifts as
well as by the simulations adding suprathermal and/or secondary emission
electrons and by those that focus in the first place on the effect of collisions.
Finally, a number of publications which concentrate on the specific geom-
etry of flush-mounted Langmuir probes will also be described.
3.5.1 PIC simulations of the magnetized PWT with a magnetic
field parallel to the wall.
By means of the two-dimensional, bounded particle simulation code ES2,
Theilhaber and Birdsall studied in two subsequent papers [118] [94] the
time-dependent behavior of a two-dimensional collisionless plasma-wall
sheath with the magnetic field oriented perfectly parallel to the fully absorbing
wall. ES2 incorporates full electron and ion dynamics and simulates plasma
behavior on the time scale of the electron gyroperiod. The floating wall was
held at zero potential and ions and electrons were continuously created from
a distributed plasma source in the system with Maxwellian distributions
with Te = Ti in order to represent the ionization of a uniform background of
neutral atoms. No collisions were accounted for. It should be noted that the
normalized plasma parameters were chosen such that ρi ≈ λD. The authors
worked with a reduced mass ratio, which has the disadvantage that it modi-
fies the transport properties and potential distribution of the boundary layer.
In [118], the transient behavior leading to the turbulent steady state was
presented and the processes of linear growth, vortex saturation and vortex
coalescence were discussed, while in [94] the steady-state structure and the
behavior of the cross-field sheath were examined.
The simulations showed that with a constant injection of electron-ion
pairs, the system maintained a steady state although the cross-field sheath
between the wall and the plasma, which assumes an equilibrium thickness
of order 5ρi, is not a static structure. It is however a self-sustaining turbulent
boundary layer where the linear edge instability, the nonlinear dynamics
of turbulence and the outward particle diffusion are all in interaction. The
authors found out that the driving mechanism for this turbulence is the time-
dependent electric field resulting in a Kelvin–Helmholtz instability, arising
from the sheared particle drifts created near the wall. A potential drop
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from the wall to the plasma and a positive charge on the wall because of the
limited electron flux, were observed. It should also be noted that for steady-
state behaviour, even small angles of incidence for the magnetic field will
result in a sheath in which the electron dynamics dominate, thereby causing
the wall potential to be negative with respect to the plasma interior.
A more strongly magnetized case (λD ≫ ρi) with B¯ parallel to the
wall, including collisions between charged particles and neutrals, was si-
mulated by Daube, Riemann and Schmitz [119] using a 1d2v Particle-
in-Cell Monte-Carlo-Collision (PIC-MCC) code in order to supplement
the previously described results of Schmitz, Riemann and Daube [126] by
a corresponding particle simulation calculation. The main focus was on
answering the question of the stability of the magnetic presheath, using the
same basic model premises as [126] except for replacing the quasineutra-
lity assumption by Poisson’s equation (to retain possible instability mecha-
nisms).
The ions were postulated to start with zero velocity after a charge-
exchange collision while the electrons were not simulated at all and were
assumed to have a Boltzmann-distributed density. With the code used for
the simulations, the wall potential could in principle be chosen, but was
fixed to -4 Te. The electric field perpendicular to the wall was determined
self-consistently. Instead of the potential at the injection plane, the space
charge density given by the hydrodynamic approximation was chosen as
the plasma boundary condition.
The structure of the classical magnetized PWT was investigated and
the corresponding boundary conditions were cross-checked. The magnetic
boundary layer was verified to tend to a quasistationary state, strongly in-
fluenced by unstable ion cyclotron modes damped by the CX collisions.
Within a distance of more than four gyroradii from the wall, there were
hardly any deviations from the hydrodynamic or kinetic potential variation.
When compared to corresponding results of a self-consistent stationary so-
lution of the ion Boltzmann equation, good agreement was found for the
potential curves but only poor agreement for the velocity distributions,
which was explained as being due to the time-dependent fluctuations of
the electric field leading to unstable ion cyclotron modes.
3.5.2 PIC simulations of the magnetized PWT that include E¯× B¯
and/or diamagnetic drifts.
By superimposing a constant electric field parallel to the wall in 2d3v par-
ticle simulations, Bergmann and Chodura [133] modeled the plasma-wall
transition in the presence of drifts perpendicular to the wall. They con-
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sidered an oblique magnetic field with angles of incidence of 5 ◦ and 10 ◦,
did not include particle collisions and assumed the dimension parallel to
the wall to be periodic. The model plasma was bounded between two
absorbing walls in order to avoid the injection problem, and plasma loss
to the walls was compensated by a non-uniform particle and energy source
half-way between the walls producing an ambipolar Maxwellian flux and
reheating electrons reflected by the sheath to the source temperature. This
approach has the advantage that quasineutrality near the source region is
self-consistently maintained by the plasma itself, and that the plasma pro-
files are monotonic. However, using this technique, not all current regimes
can be simulated, as the current at one wall has to equal the current at the
opposite wall and the positive current to the wall is limited by the ion satu-
ration current. Another disadvantage is that it is not easy to keep the desired
particle distributions (usually Maxwellian) inside the source region because
of the finite size of the source: the fast particles will leave the source region
faster, causing a deficit of fast particles in the source. The plasma parame-
ters and the electric potential were non-uniform in the direction parallel to
the wall.
The effects of cross-field drifts on the ion velocity at the MS edge,
and the corresponding modifications of the Bohm–Chodura condition were
studied. Depending on the direction and strength of the drift, the parallel
velocity could be subsonic as well as supersonic; the Bohm condition for
the parallel velocity was not fulfilled in case of a strong drift towards the
wall. The Bohm-Chodura criterion on the contrary, was found to remain
valid even in case of strong drift. The potential drop between the source
and the wall was observed to depend on the drift; for a drift towards the
wall, the potential drop was reduced; while for a drift away from the wall,
the potential difference increased to accomplish the acceleration of the ions
which is necessary to fulfill the Bohm-Chodura criterion. The ion heat
transmission coefficient at the presheath boundary and the electron energy
flux were affected respectively a lot and not much by the drift. In confirma-
tion of the results of Chankin and Stangeby [95], the diamagnetic drift flux
was found to be closed inside the plasma.
Takizuka and Hosokawa [134] also studied the effects of cross-field
drifts on the ion velocity at the MS edge and the corresponding modifi-
cations of the Bohm–Chodura condition, but added collisional effects, si-
mulated by a binary collision model, and incorporated secondary electron
emission routines in the particle simulation code PARASOL. The given
constant magnetic field intersected the wall obliquely and the electrostatic
field perpendicular to the wall was calculated self-consistently while a ra-
dial electric field, parallel to the wall and perpendicular to the magnetic
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field was also given. In order to avoid the injection problem, the plasma
was bounded, in analogy to the approach of Bergman and Chodura [133],
between two absorbing walls and a hot particle source was put in the cen-
tral region of the SOL plasma. The electron motions were approximated
as their guiding-center motions (1d2v) while ion motions were fully traced
(1d3v). A binary collision model was used to simulate collisional effects.
Potential profiles were calculated for the distinct cases ρi ∼ λD and
ρi ≫ λD. For ρi ∼ λD it was very difficult to distinguish the presheath
region from the sheath region while for ρi ≫ λD, the presheath region
could be clearly distinguished, thus supporting the kinetic model results of
Sato, Katayama and Miyawaki [125]. The flow pattern and the density pro-
file in the bounded plasma were observed to become increasingly asymme-
tric with accruing E¯× B¯ drift velocity. This drift velocity also influenced
(through the induced asymmetry) the current between the wall plates which
limited the simulation area as well as the thermal transport.
3.5.3 PIC simulations of the magnetized PWT that include
suprathermal and/or secondary emission electrons.
A slightly modified version of the 2d3v PIC code XPDP2 was applied by
Tskhakaya et al. [135] to the case of a collisionless magnetized plasma
sheath with two electron components: a low-temperature majority and a
high-temperature minority one, the latter in addition having a sufficiently
large fluid, i.e. average, velocity. The angle between the magnetic field
and the perfectly absorbing wall surface (which was tacitly assumed to be
floating) was chosen to be 14 ◦ and periodicity with respect to the bound-
aries in the direction parallel to the wall was assumed. From the homoge-
neous injection plane, slow electrons with a half-Maxwellian distribution,
fast electrons and ions with a shifted Maxwellian distribution were injected
into the system, while secondary-electron emission from the wall was ne-
glected. The numerical simulations showed that the presence of even a very
small population (1 %) of energetic electrons can significantly increase the
potential drop across the sheath and the energy deposition at the wall, con-
firming an analytical description given in the same paper.
Secondary electrons were included in the simulations with the modi-
fied PIC code XPDP1 (to which a secondary-electron injection subroutine
was added) by Tskhakaya and Kuhn [136]. They simulated the collision-
less PWT in the presence of an obliquely incident magnetic field with a
large number of superparticles in order to decrease the fluctuation level.
Maxwellian-distributed particles were injected into the initially empty system;
the ion shift velocity was higher than the ion sound velocity so that the
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Bohm-Chodura condition would be satisfied. The absorbing wall was held
at floating potential and plasma parameters were chosen as: ne ∼ 1018m−3,
Te = 2Ti = 30eV , B = 3T. It was found that in the presence of an oblique
magnetic field (α > 5 ◦) the effective secondary-electron emission coef-
ficient decreases with increasing initial energy of the emitted secondary
electrons as well as with decreasing angle of incidence.
Both suprathermal and secondary electrons as well as nonvanishing net
current were incorporated in yet another analytical and numerical study of
the PWT with oblique magnetic field by Tskhakaya et al. [137] in a ge-
neralization of previous results [135]. The one-dimensional, collisionless,
stationary plasma in front of a perfectly absorbing wall with an obliquely in-
cident magnetic field was simulated with a slightly modified version of the
1d3v PIC simulation code XPDP1. At the sheath entrance (i.e. the injection
sheath) the slow electrons were supposed to have a cut-off Maxwellian dis-
tribution and the fast electron population was a sum of two cut-off shifted
Maxwellian distributions representing the incoming and the reflected fast-
particle beams. Secondary electrons were injected from the wall with zero
initial energy. The potential was assumed to decrease monotonically to-
wards the wall.
Kinetic effects related to the high-energy electrons were investigated
and for different current regimes secondary-electron emission coefficients,
the influence of energetic electrons on the magnetized plasma sheath was
studied. As in [135], the presence of even a small population of energetic
electrons could significantly influence the potential drop across the sheath
and the energy flux to the wall. For example, for plasma parameters typical
of contemporary tokamaks, the presence of a fast-electron population with
density smaller than 0.1 % could double the potential drop across the sheath
and the energy flux to the wall, and the presence of a few percent of fast
electrons could enhance these values by up to one order. In addition the
effect of fast electrons was found to decrease with increasing secondary-
electron emission coefficient and increasing current to the wall. The ob-
tained analytical results were checked against the PIC simulation results
for the different current regimes and different secondary-electron emission
coefficients and showed good agreement except in some cases where the
simulation results exhibited strong fluctuations. Finally, the normal com-
ponent of the ion average velocity at the sheath entrance was verified to
satisfy the Bohm-Chodura condition.
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3.5.4 PIC simulations that concentrate on collisional effects.
The first PIC simulations of the magnetized PWT to include realistic collision
cross-sections and a lifelike ion-to-electron mass ratio and to resolve the
CP, MS and DBS in a self-consistent manner, were made by Tskhakaya
and Kuhn [138]. They used the 1d3v PIC code BIT1, which was developed
on the basis of the XPDP1 code. A fixed neutral background was assumed,
Maxwell-distributed electrons and ions were injected at the injection plane
and related fluxes were adjusted so as to ensure quasineutrality and to avoid
an artificial source sheath at the injection plane. In addition, a special rou-
tine was developed in order to avoid the scraping-off effects of ions mov-
ing towards the injection plane which are absorbed there before their gyro-
centers reach the injection plane, thus reducing the ion density in front of
the plane. Unfortunately, this procedure could not fully guarantee smooth,
quasineutral transitions at the injection plane.
For the case of a magnetic field with a strength of 1T and an angle of in-
cidence of 5 ◦ imposed on a hydrogen plasma with a density of∼ 1018m−3,
a bulk plasma electron temperature of 30 eV and ion temperature of 15 eV,
the structure of the PWT was investigated and the corresponding boundary
conditions were cross-checked. Besides the observations that Te is practi-
cally constant across the PWT (in agreement with the assumption of collision-
less electrons) and that throughout the PWT the electron distribution can
be well approximated by a shifted Maxwellian, one important new PWT
property was revealed: the normal component of the ion fluid velocity was
found to be subsonic everywhere inside the PWT. In other terms, the Bohm
condition was not satisfied at all, thus demonstrating that in general, the in-
fluence of the magnetic field on the DBS cannot be neglected and the Bohm
condition is not well applicable in the magnetized case.
The 1d3v PIC simulation code BIT1 [99] was used again by Tskhakaya
and Kuhn [139] in order to study the collisional magnetized PWT for very
small angles of incidence of the magnetic field. Those simulations were
preceded by a short theoretical fluid description of the problem. For this
fluid description, Tskhakaya and Kuhn extended the model of Chodura [89]
to take the effect of collisions into account, assuming Boltzmann distributed
electrons and a wall at floating potential, and analyzed which allowed forms
of quasineutral fluid solutions across the magnetized sheath were consis-
tent with both the Bohm velocity on the wall (Debye-sheath) side and an
asymptotically constant solution on the plasma side.
They found that the properties of the plasma-wall transition for very
small angles can be different from the properties of the ‘classical’ plasma-
wall transition. For very small incidence angles, the potential and density
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profiles still decrease monotonically towards the wall, but the potential drop
across the MS cannot be approximated as in the classical case. The ion fluid
velocity is not directed along the magnetic field and the BohmChodura con-
dition is not satisfied at the MS edge. The ion heat transmission coefficient
is larger than the classical one. The mechanism responsible for this mo-
dification of the boundary conditions is the competition of the cross-field
flow with the parallel flow as source of transport of mass to the bound-
ing surface. The limit value to be considered very small for the magnetic
field angle of incidence depends on the ion mass and collisionality and on
the ion-to-electron temperature ratio in the magnetic presheath. For ex-
tremely small angles, the ion flux becomes ‘scraping-off’ dominated, thus
influencing the potential drop, and the projection of the charged-neutral-
collision mean free path onto the normal to the wall can become of the
same order as the ion gyroradius, under which circumstances the assump-
tion of a collisionless MS will no longer be valid. Still, this fluid approach
suffers from the application of fluid equations on a distance scale where
they cannot be valid (Debye and Larmor radius scales, respectively). For
very small angles of incidence and within the magnetic sheath, ion orbit
distortion and scrape-off imply that kinetic corrections to fluid equations
must be significant [120] [123].
Thus entered the necessity of PIC simulations wherein Tskhakaya and
Kuhn made use of a plasma with parameters chosen so as to be relevant
to tokamak parameters and bounded between two absorbing walls in order
to avoid the injection problem. In order to keep the particle distributions
close to Maxwellian inside the region of the ambipolar particle source, the
velocity of every particle was artificially updated at least once during the
particle’s stay inside the source region. The substituted velocities were
Maxwell-distributed.
The simulations showed that for a very small angle of incidence and in
the presence of collisions, the resulting PWT qualitatively has the same fea-
tures as the classical one: it consists of the DBS, MS and CP and the plasma
parameters have smooth, monotonic profiles. The CP does not change its
properties for the critical angle of incidence, while the MS characteristics
differ from those for the classical PWT in that the potential drop over the
MS, the ion fluid velocity at the MS edge and the ion heat transmission
coefficient are higher than in the classical case, thus confirming the fluid
model results.
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3.5.5 PIC simulations applied to the specific geometry of flush-
mounted Langmuir probes.
In recent years, an important rationale for the study of the magnetized PWT
has been provided by measurements with flush-mounted Langmuir probes
in tokamak divertors. Given that for an obliquely incident magnetic field
the dimensions of the probe sheath and presheath depend on the probe bias
voltage, an accurate interpretation of the measured LP I-V characteristics
necessitates a correct understanding of the PWT in front of the probe and
the surrounding divertor target plate surface.
Hence, for the particular case of a strong obliquely oriented magnetic
field (ρe 6 λD, ρi ≫ λD), Bergmann [140] performed 2d3v PIC simula-
tions of the sheath in front of a flat Langmuir probe mounted into a particle
absorbing plate. The dimension parallel to the plate surface was assumed
to be periodic, no particle collisions were included and the electrons were
treated in the guiding-center approximation, which renders this model in-
adequate for the case of an electron dominated current, as such a current
depends crucially on the cross-field electron transport into the flux tube
connected to the probe in the presence of a strong magnetic field. Par-
ticles were not injected from the injection plane but created in a thin layer
near the injection plane with a shifted half-Maxwellian velocity distribution
function for the source. Notwithstanding the mean parallel velocity of the
injected ions exceeded the ion sound speed in order for the Bohm-Chodura
condition to be fulfilled, this could not fully guarantee smooth, quasineu-
tral transitions at the injection plane as the source sheath did not vanish
completely since a truncated shifted Maxwellian is not quite the correct
ion distribution function at the sheath entrance. The potentials of wall and
probe were prescribed as boundary conditions and at the injection plane the
potential was fixed for the potential drop between the source and the wall
to be the same as in 1D simulations with zero perpendicular electric field at
the source and vanishing net current to the wall. Another noteworthy aspect
of those simulations is that the ion Larmor radius and projected probe size
were of the same order of magnitude.
The PIC simulations recovered the general PWT structure of Chodura
[89]. It was also found that the sheath electric field bends the ion trajec-
tories towards the normal to the probe surface, thereby focusing the ion
flow to the edges of the probe and increasing the collected current. As a
consequence the current does not saturate at large (negative) probe voltage,
because the thickness of the Debye sheath, and thus the effective probe size,
grows with increasing probe voltage. Behind the trailing edge of the probe,
a shadow which is depleted of electrons formed. However, Bergmann’s
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two-dimensional 2D PIC simulations are invalid in at least some parameter
regimes, as, for example, ion focusing due to the polarization drift will not
occur when the sheath is highly magnetized.
In order to extend Bergmann’s flush-mounted Langmuir probe simula-
tion results to a wider range of magnetization strengths, Gunn [131] also
carried out one- and two-dimensional PIC simulations of the magnetized
PWT, for different values of the magnetization parameter (which was de-
fined as ρiλD and determines the relative importance of the Lorentz force
compared to the electric force). For the 1D simulations, all quantities
were supposed to vary in the normal direction only. The smallest angle
of incidence of the obliquely incident magnetic field was 3 ◦. The electric
potential was computed from the Poisson equation and the potential of the
perfectly absorbing wall was fixed at -10 Te whereas the injection plane
was held at zero voltage. Ions and electrons were injected with Maxwellian
fluxes such that if there were no electric fields in the simulation region, the
normalized equilibrium densities would settle to ni = ne = 1. A source
sheath developed to accelerate the ions in order to satisfy the parallel Bohm
criterion. The 2D PIC simulations were run for the flush-mounted probe
geometry, a magnetic field incidence angle of 11 ◦ and a regime of partial
magnetization.
The structure of the classical magnetized PWT was investigated and the
corresponding BC’s were cross-checked. The sheath edge was defined to be
the point where the net charge density ρ = ni − ne equaled one-fifth of the
maximum charge density near the wall, while the MS edge was delimitated
by the point where the parallel component of the total normal flux began
to decrease, and was exactly compensated by an increasing perpendicular
component. Using those definitions, the simulations showed that for a very
low magnetization parameter, the MS does not exist. Indeed, the ions in
that case are not free to accelerate perpendicular to B¯ so the self-consistent
MS electric field does not arise. In that case, the normal ion velocity only
has to exceed cs sinα (α being the angle of incidence of the magnetic field).
For increasing magnetization parameter, the ions must arrive at the sound
speed and for a magnetization parameter nearly equal to 1, the drift motion
becomes important. This illustrated the strong link between the degree of
sheath magnetization, the polarization drift and the resulting sheath struc-
ture.
The PIC results also clearly showed the occurrence of gyrocooling in
the MS. In addition, the analysis of the E¯× B¯ boundary flux along the sur-
face, which had been done previously by Chankin and Stangeby [95], was
extended to the strongly magnetized sheath (instead of the weak magneti-
zation case) and confirmed that the boundary current is fed by the pressure
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drop in the sheath and that this is independent of the sheath magnetization.
The 2D PIC simulation showed that simple models of flush probe charge
collection are certainly invalid when the sheath is moderately to strongly
magnetized and maybe even in general.
Bergmann repeated his earlier, rather restricted (due to limited com-
puter capacity) simulations [140] with more realistic parameters in [141].
2d3v PIC simulations were run for a two-dimensional slab model of the ho-
mogeneously magnetized PWT, with an imposed periodicity in the direction
along the wall. Two different cases of a strong magnetic field, either parallel
or almost perpendicular to the computational plane model, were considered.
For the bulk plasma outside the sheath, the following ordering of character-
istic lengths was assumed: ρe . λD ≪ ρs, d≫ ρs, λc ≫ ρs, where ρe is
the electron gyroradius, λD is the Debye length, d is the size of the probe, ρs
is the gyroradius calculated with the ion acoustic speed (ρs = cs/ωci) and
λc is the mean free path length for Coulomb collisions. Particles were cre-
ated in a thin layer near the injection plane with source functions modeling
a Maxwellian flux parallel to the magnetic field. In order for the electrons to
correspond to a Maxwellian velocity distribution and for the plasma flow to
fulfill the Chodura condition, the creation rates for ions and electrons were
related to each other and the non-ambipolar source supplied more electrons
than ions. Still at the injection plane, the potential was fixed in such a way
that the potential drop between the source and the wall would be the same
as in one-dimensional simulations without current flow. The potential at
the wall was set to zero, while the probe potential was chosen as simulation
parameter. It should be noted that the calculations were made with reduced
mass ratio, which, as mentioned previously, might lead to wrong results for
very small angles of incidence.
In addition to the effect of lack of saturation of the ion current at grazing
incidence of the magnetic field, the influence of the self-consistent E¯× B¯
drift was studied. An improved formula for the non-saturation of the ion
current, valid for more realistic probe dimensions than in the earlier simula-
tions [140], was obtained, while the self-consistent E¯× B¯ drift was shown
to contribute to the ion current nonsaturation at negative bias as well as to
reduce the electron current at positive bias.
3.6 Conclusion of the survey.
The theoretical description of the transition layer between a magnetized
plasma and a particle absorbing wall under realistic circumstances and the
dependency of this layers properties on the plasma parameters, is an intri-
cate problem. Up until now, only a single experimental investigation has
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been led by Kim et al. [92]. From the first modeling attempts by Daybelge
and Bein [88] and Chodura [89] on, three distinct approaches to this prob-
lem were used and occasionally compared to each other : fluid modeling,
kinetic analysis and PIC simulations.
Although the fluid model cannot provide all the information obtained
by kinetic theory or particle simulation and is only appropriate for the
magnetic presheath under certain conditions, it successfully explained the
general PWT double layer structure for an obliquely incident magnetic field
which was found through PIC simulations and described by Chodura [89],
besides the requirement of supersonic parallel flow velocity at the entrance
to the ‘magnetic sheath’. Consequently, the fluid model approach was used
by many authors to investigate the effects of working in different magne-
tization regimes as well as of including all kinds of complications, meant
to increase the level of physical realism, such as E¯× B¯ and diamagnetic
drifts, ionizations, collisional effects, deviations from the Boltzmann distri-
bution determined electron density dependency on the potential and turbu-
lence. Hence, several significant deviations from and further insights into
the general PWT description obtained through Chodura’s analysis could be
obtained.
Comparison of those fluid model results to PIC simulations, as was
done by a number of authors, made it clear that the inclusion of several of
those additional complications in a fluid model approach led to question-
able results. The hydrodynamic approach is not fully appropriate to de-
scribe the complete magnetized PWT region because of the inadequacy of
the moment description to capture the complexity introduced in distribution
functions by the delicate influence of the transition from closed to open ion
orbits, which is coupled to effects of ion acceleration and scrapeoff. More-
over, when B¯ is parallel or almost parallel to the wall, the boundary plasma
is, according to some kinetic models and particle simulations, always tur-
bulent and it can even be macroscopically unstable. Thus fluid models of
the presheath suffer from the application of fluid equations on a distance
scale where they cannot be valid and where kinetic methods are required.
Kinetic approaches to the description of the magnetized PWT focused
either on the detailed analysis of the particle trajectories or on the numeri-
cal solution of equations describing the particle distribution functions in the
complete magnetized PWT area. In a number of papers, this analysis was
supplemented by and compared to the results of PIC simulations, some-
times leading to contrasting results. In addition, compared to PIC simula-
tions, the numerical solution of the kinetic equations was found to be more
demanding in terms of computation time and memory storage. Additional
complexities such as collision and ionization effects have been studied us-
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ing kinetic codes, although the available literature is not yet as extensive as
for fluid models or PIC codes (where e.g. also the effects of SEE and/or
suprathermal electrons have been investigated).
Thus, given that PIC simulations have been an effective pioneering tool
in investigations of the magnetized PWT and have since been used in many
publications to validate both fluid and kinetic models, they are currently
the most adequate method to study the dependency of the properties of
the magnetized PWT layer at the inside of the tunnel probe (which is dis-
cussed in the next chapters) on the plasma parameters. Indeed, due to the
axial components and gradients of the electric field, this is basically a two-
dimensional problem, and, as this tunnel probe collecting surface is curved,
essentially different from any of the previously investigated and published
cases, which all assume a plane wall geometry.
”A month in the laboratory can often save an hour in the library.”
Frank H. Westheimer
4
Experimental study by
Langmuir probe measurements
of edge density regimes during
ergodic divertor operation in
Tore Supra and TEXTOR.
4.1 Operation of Langmuir probes embedded in the
target plates of the Tore Supra ED and the TEXTOR
DED.
Langmuir probes (LP’s) are polarized conductors of small dimensions (typ-
ically a few mm) which are widely used in tokamaks due to their simplicity
of operation. Indeed, measuring the current-potential characteristics of a
polarized object is relatively easy. The probe collects charged particles
from the plasma, resulting in a current which is a function of the polar-
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ization potential and from which different plasma parameters can be de-
ducted, depending on the model being used to describe the plasma-probe
interaction. Both the ED of Tore Supra and the TEXTOR DED have been
equipped with a set of Langmuir probes in order to study plasma parame-
ters just in front of the divertor target plates. Descriptions of the hardware
which has been used as well as of the operation of the LP’s and the inter-
pretation of the resulting I-V characteristics, are detailed in the following
subsections.
4.1.1 Physical description of the Langmuir probes embedded in
the target plates of the Tore Supra ED and the TEXTOR
DED.
On the Tore Supra divertor, 14 carbon fiber composite (CFC) domed probes
(hemispherical, 5 mm diameter) were mounted on all ED modules between
the fingers of some of the vented neutralizer plates. Probe design and con-
struction details as well as the exact positions of those probes have been
extensively described by Gunn [142, 143] and Meslin [75, 144]. Here, we
will limit ourselves to the illustration of the Tore Supra ED probe design
and positions in figure 4.1 (a) and (b).
(a) (b)
Figure 4.1: (a) A schematic diagram of one of the domed probes mounted between
the fingers of the neutralizer plates in Tore Supra. The probe is electrically isolated
from its housing by boron nitride, and the housing is fastened to the side of the
actively cooled neutralizer [142, 143]. (b) Schematic front view of module 6 of
Tore Supra ED with the positions of the eight probes B6-C6a-C6b-D6a-D6b-D6c-
D6d-F6 [144].
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Figure 4.2: Schematic diagram of the DED target plate surface in the (φ, θ)-plane,
with the DED coil positions indicated as red and blue lines and the Langmuir probe
positions as black dots. The fields of view of the IR camera and a camera used for
visible impurity spectroscopy have also been indicated by resp. magenta and cyan
lines. The extent of the bumper limiter is shaded in grey.
Very similar dome type Langmuir probes have been embedded in the
carbon protection tiles of the TEXTOR bumper limiter (which assumes the
role of DED target plate). Those DED probes have a diameter of 4 mm and
differ further from the Tore Supra ED probes in that the DED probes have
no separate protruding carbon housing, as the housing is formed by the
carbon tile from which the probe tip is sticking out. 16 of such probes have
been arranged in a toroidal array on the DED target plate, while 2 more
probes help form a poloidal array. Their exact positions are represented in
figure 4.2.
4.1.2 Operation of the Langmuir probes and analysis of the
resulting I-V characteristics.
On Tore Supra, all the fixed probes on the ED neutralizers were biased in
single probe mode with respect to the machine ground and provided an I-V
characteristic every 64 ms, each characteristic being swept out in 1 ms. For
the Tore Supra shots discussed in this thesis, the probes were biased down
to -140 V. For this thesis, MATLAB routines have been written to analyze
the resulting probe voltage and current signals. Here, a description of the
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Figure 4.3: Illustration of the treatment procedure for the TEXTOR DED LP data.
Exponential fits to experimental data are shown for two different cut-off voltages
VC, as well as the non-saturation of the ion current and the calculation of ISAT by
extrapolation of a fitted sloped line to Vf.
working principles and operation of those routines is given.
On the positive bias potential side, only the part of the I-V characteristic
below a certain maximum bias potential was taken into consideration for the
further analysis. This maximum bias potential was defined as the highest
bias potential for which the corresponding probe current remained lower
than the negative of the saturation current, which, in a first approximation,
was estimated from the lowest fourth of the characteristic.
From the resulting I-V characteristics, values for the electron tempera-
ture Te, the floating potential Vf and the ion saturation current ISAT as well
as the error on those fitted plasma parameters were obtained by making a
non-linear 3-parameter least-square error fit to the I-V characteristic using
the function
I = ISAT
(
1− exp
(
e(V − Vf )
kTe
))
. (4.1)
The detailed fitting procedure and the determination of the error on the
fitted parameters are described in Appendix A. This method (particularly
recommended for high Te measurements [145]) is the standard analysis
technique for strongly magnetized probes. It neglects finite Larmor radius
or sheath effects, presupposes hard ion current saturation and thus that the
ion current ISAT is representative of the true parallel ion current density
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J‖,i [142, 143]. This assumption is reasonable when the temperature is low,
but perhaps not when it is high due to the T1/2e dependence of the sheath
and magnetic presheath thicknesses. A simple geometric model based on
the comparison between the probe size and the ion Larmor radius indicates
that the effective ion collection area of a floating hemispherical probe could
be enhanced as much as 50% at the highest recorded temperatures [144].
Because of this, in the analysis that follows, the quoted ion current density
values should be considered as upper limits.
Theoretically, the electron density ne at the probe sheath edge (which is
thought of as being representative of the ‘unperturbed’ plasma just in front
of the probe) could also be estimated from
ne = ni =
J‖,i
ecs
(4.2)
where cs is the ion sound speed
c2s =
k (γTi + ZTe)
mi
(4.3)
and J‖,i = ISAT/A, A being the area of the hemispherical probe surface pro-
jected perpendicularly to the incident magnetic field. For a pure deuterium
plasma, as is the case for the Tore Supra shots discussed in this thesis, it
is usually assumed Z = 1. The isentropic exponent γ is a function of the
degrees of freedom of the ions and is expected to vary from γ ≈ 53 in the
collisional plasma far from the target to γ ≈ 3 in the collisionless zone
within a mean free path of the sheath [146]. However, the ion temperature
is not measured and thus introduces further uncertainty in the calculation
of the density. Moreover, the presumed equality to the ion sound speed in
(4.2) of the ion flow velocity at the sheath edge is only valid a priori for
an isothermal flow along the magnetic flux tube connecting to the probe.
Analysis of the sheath itself only leads to the Bohm condition, i.e. the
condition that the flow entering the sheath must be sonic or supersonic.
However, one of the possible divertor regimes, the ‘high-recycling regime’
(HRR) or ‘conduction-limited regime’ is precisely characterized by signifi-
cant parallel temperature drops. Consideration of those issues thus leads us
to distrust the ne values which could be obtained from the LP characteristic
using the above mentioned method. Consequently, for this thesis only Te,
J‖,i (= JSAT) and Vf will be considered as plasma parameters which can be
derived in a reasonably reliable way from the LP I-V characteristics.
Finally, in order to obtain J‖,i from J‖,i = ISAT/A, we also need to know
the perpendicularly projected probe area. But the exact incidence angle of
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the magnetic field is unknown, although it can be estimated at about 5◦.
Therefore A is taken as A = pir
2
LP
2 (1 + sin 5
◦) and we take a relative error
of 10% on the value of A into account.
On TEXTOR the LP embedded in the DED target plate tiles were op-
erated with a time-resolution of 2.5 ms per I-V characteristic. Again, for
this thesis, MATLAB routines have been written to analyze the resulting
voltage and current signals. Those routines are described below.
In order to make better fits to the I-V characteristics, for some partic-
ularly noisy cases, the average of several subsequent characteristics was
made. Te, J‖,i and Vf were obtained from the I-V characteristics in the
same way as for the Tore Supra data, except for two further refinements of
the characteristic fitting process.
First, it was noticed that for the TEXTOR LP characteristics the ion
branch of the I-V characteristic does not always truly saturate, which can
lead to overestimation of J‖,i and Te if the classical analysis technique is
applied to such data. This effect, which is probably due to sheath expansion
was compensated for by fitting a sloped line to the ion branch far below
the floating potential Vf rather than assuming a flat ion current saturation
[131, 147]. ISAT is then given by extrapolation of this sloped line to Vf.
Second, the Te values obtained from the fits to the I-V characteristics
were observed to depend significantly on the exact value of the cut-off
voltage Vc which was chosen to delimit the characteristic on the upper
potential side, as is illustrated in figure 4.3 and as has previously been de-
scribed by Bagatin et al. [148] and Desideri and Serianni [149]. To account
for this effect, the final Te was obtained iteratively by varying Vc (with
Vc > Vf), fitting a Te-value for each Vc value and by retaining the lowest
Te-value obtained in this way.
Finally, as the LP data from TEXTOR were in general considerably
more noisy than those from Tore Supra, an automatic estimation of the
quality of the fit, based on the square error and the errors on the fitted
parameters, was also implemented. Resulting fitted parameters for which
the fit was not satisfactory were subsequently simply rejected. This explains
the sometimes irregular spacing in time of the measurement results.
4.2 The study of density regimes on Tore Supra ED
using Langmuir probes.
In 1999, prior to the commencement of the work described in this thesis, a
series of discharges was carried out on Tore Supra, which was still equipped
with the ED at that time. The main goals of those experiments were to
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Supra shots 28031, 28033, 28036, 28038, 28041 and 28042.
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Table 4.1: Numerical equilibrium values of IP, Itor and IED, as set in advance by the
tokamak pilot, for Tore Supra shots number 28031, 28033, 28036, 28038, 28041
and 28042.
Shot Number IP (MA) Itor (kA) IED (kA)
28031 1.80 1.257 45
28033 1.60 1.118 40
28036 1.40 0.978 35
28038 1.20 0.839 30
28041 1.00 0.699 25
28042 0.80 0.559 20
Table 4.2: Overview of the conditions necessary to obtain each of the three density
regimes as well as the corresponding parametric dependencies of the down- on the
upstream parameters.
Linear regime High-recycling regime “Detachment”
T dse ∈ [T ce , 100 eV] T dse ∝ Q‖γgΓ⊥ exp ∆rλi < T
c
e T
ds
e < 10 eV
with T ce =
(
7
2
Q‖L‖
κ0
) 2
7
low <ne> intermediate <ne> high <ne>
T dse = T
us
e T
ds
e ∝
Q
10
7
‖
nuse
2 (neTe)
ds
= fm (neTe)
us
Jds
i,‖ = J
us
i,‖ J
ds
i,‖ ∝ n
us
e
2
Q
3
7
‖
study the influence of the level of purely ohmic input power (controlled by
the plasma current IP) on the occurrence of the detachment regime and to
deepen the study of the parallel transport physics in the edge, which had
previously been observed [75, 144, 150, 151] to show a lot of similarities
to those of axisymmetric divertors [32].
To this end, density scans using gas injection were realized for 6 Ohmic
shots (TS shots number 28031, 28033, 28036, 28038, 28041 and 28042),
with a different plasma current IP (and thus also different level of Ohmic
input power PΩ) for each shot. Magnetic topologies for those shots were
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attempted to be kept identical by proportional adjustment of the toroidal
magnetic field strength BT and the ED current IED to the different plasma
current levels and by keeping the plasma position constant from shot to
shot. The numerical equilibrium values of the toroidal field coil current Itor,
IP and IED, as set in advance by the tokamak pilot for each shot, are listed
in table 4.1. Every shot was preceded by a shot with identical magnetic
field defining coil parameters but without any gas injection to desaturate
the tokamak wall. The time evolution during those shots of the measured IP
as well as the measured averaged central electron density <ne> (obtained
from IR interferometric measurements), the total power to the divertor Pdiv
and the ion effective charge Zeff are presented in figure 4.4. Pdiv has been
calculated as the difference between PΩ (derived from magnetic measure-
ments) and the radiated power Prad (from bolometric measurements).
In the frame of this thesis, all I-V characteristics obtained during those
shots with the ED neutralizer LP’s, described in the subsection 4.1.1, have
been analyzed using the methods given in subsection 4.1.2 (Although, as
mentioned before, the actual data acquisition has not been done by the au-
thor of this thesis). For instance, the resulting values of J‖,i and Te (together
with the errors on those values) obtained with probe D6a during the den-
sity ramp period of the six previously mentioned TS discharges, are plotted
in figure 4.5 as a function of the volume averaged central electron density
<ne>, which is thought of as being representative of the upstream den-
sity at the entrance of the laminar zone. This allows for a comparison with
previous results for Tore Supra from similar studies of the dependency of
downstream plasma parameters on upstream conditions for Tore Supra.
From earlier similar density ramps on Tore Supra with the ED, Meslin
et al. [144, 151] and Gunn et al. [142] have been able to identify three
regimes, which could be reasonably well characterized by a simple analytic
divertor model, known as the “two-point model” [32, 152]. This model also
applies to axisymmetric divertors and is based on a number of assumptions:
• The transport in the laminar zone is predominantly parallel to the
field lines.
• Radiation occurs upstream of the laminar zone.
• Neutral friction causes loss of pressure (or momentum).
• Power is transported through electron heat conduction.
• The power density that can be convected through the electrostatic
sheath at the target plate surface is determined by the ‘sheath condi-
tion’ [17].
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• Electron and ion temperatures are equal, as well as electron and ion
density.
According to the “two-point model” and as derived extensively in [17]
and [144], describing the plasma by fluidum equations under those assump-
tions, leads to three possible density regimes:
• At low core density, a linear or sheath-limited regime for which the
particle and power fluxes vary linearly with the upstream parameters,
is observed. The radiated power is usually less than 50% during this
phase due to the low density.
• At intermediate densities, during the high-recycling or conduction-
limited regime, the density in front of the neutralizers increases rapidly,
obeying a power law of exponent between 3 and 4, and the electron
temperature drops to a minimum value of around 10 eV. For this
regime, there is a high level of ionization on field lines that connect
to plasma-facing components. The temperature drop is due to con-
duction and ionization losses along the field lines, and to increasing
radiative losses.
• The highest densities give rise to a “detachment” regime, where the
ion flux to the neutralizers levels off and then returns to a value that
would correspond approximately to the initial linear scaling, while
the temperature remains in the 10 eV range. This regime is called
“detached”, because the transported energy flux to the neutralizers
becomes miniscule (infrared cameras looking at the neutralizer sur-
face record very little temperature rise) as most of the power is radi-
ated.
If not cautiously avoided, detachment is followed by a disruption, be-
cause the edge is too cold to support excessive gas fueling. The conditions
necessary to obtain each of those three density regimes as well as the para-
metric dependencies of the down- on the upstream parameters, are sum-
marized in table 4.2 [144]. In this table, the subscript ‘ds’ means ‘down-
stream’ which is ‘at the entrance of the electrostatic presheath’, while the
subscript ‘us’ means ‘upstream’ and refers to ‘at the entrance of the lami-
nar zone’. Q‖ stands for the parallel flux of the power density exiting the
confined plasma, L‖ is the connection length from a neutralizer surface el-
ement to the entrance of the laminar zone, downstream from the radiation
layer and κ0 = 1.59 · 1022 (for SI units) is a constant which describes the
plasma thermal conductivity dependency on Te according to Spitzer [153].
Furthermore, γg is the heat transmission factor of the electrostatic sheath
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in front of the neutralizers, Γ⊥ is the particle flux diffusing from the center
of the plasma, ∆r represents the radial extent of the zone of weak con-
finement and λi is the characteristic ionization length of the ion species in
the tokamak. Finally, fm is defined as the friction coefficient of ions on
neutrals [32].
Comparison of the results in figures 4.4 and 4.5 and in similar plots for
the other TS ED neutralizer LP’s to the predictions of the two-point model,
leads us to the following observations:
• For all of the shots under consideration, during the density ramp the
divertor seems to operate mainly in a regime which, in the framework
of the two-point model, would be interpreted as a high-recycling
regime. This is followed by a roll-over of the ion current density,
which, again in the framework of the two-point model, would be in-
terpreted as “detachment”.
• For an increasing level of Ohmic input power, the ion current density
roll-over starts at increasing levels of <ne>.
• For a same level of <ne>, the particle flux to the neutralizer plates
decreases with a decreasing level of PΩ as well as with a decreasing
Pdiv level. Apparently, this contradicts the high-recycling two-point
model scaling of Jdownstream‖,i with Q‖: according to this model, J‖,i
should be inversely proportional to Q‖.
• For a same level of <ne>, the measured downstream Te decreases
with a decreasing level of PΩ as well as with a decreasing Pdiv level.
This at least qualitatively agrees with the two-point model scaling of
Tdownstreame with Q‖.
More quantitative comparisons of the LP measurements of Jds‖,i and T
ds
e
with the <ne> scaling predictions are made possible by figures 4.6 and 4.7,
where scaling law fits have been made for Jds‖,i and T
ds
e as functions of <ne>
for the high-density regime part of the density ramp. The <ne>-values for
which the roll-over of the ion current density starts, have also been deter-
mined and are indicated by vertical red dashed lines in figure 4.6, as well
as the corresponding Tdse values, which have been represented in figure 4.7.
We notice that the two-point model scaling laws for Jds‖,i and T
ds
e as function
of <ne> do not seem to be universally applicable. Indeed, according to
the two-point model, J‖,i should depend on < ne > as J‖,i ∼<ne>a, with
a = 2. However, for lower IP and thus also for lower levels of PΩ, a rather
has values near 0.5. Again, we also observe from those figures that for an
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Figure 4.6: Experimental values measured by probe C6a of Jds‖,i and scaling law
fits as function of <ne> to those values for the high-density regime part of the
density ramp during the TS discharges given in table 4.1. For each discharge, the
<ne> value for which roll-over of the ion current density starts, has been indicated
by a vertical red dashed line.
90 Chapter 4. Study by LP’s of ED and DED edge density regimes.
10
20
30
40
50
60
70
IP = 1.8 MA
T
e,edg ~ <ne>
−1.08
T
e,detach = 15.76 eV
10
20
30
40
50
60
70
IP = 1.6 MA
T
e,edg ~ <ne>
−1.62
T
e,detach = 13.61 eV
10
20
30
40
50
60
70
IP = 1.4 MA
T
e,edg ~ <ne>
−2.00
T e
 
(eV
)
T
e,detach = 13.88 eV
10
20
30
40
50
60
70
IP = 1.2 MA
T
e,edg ~ <ne>
−2.67
T
e,detach = 13.37 eV
1.5 2 2.5 3 3.5
10
20
30
40
50
60
70
IP = 1.0 MA
T
e,edg ~ <ne>
−3.21
T
e,detach = 12.12 eV
1.5 2 2.5 3 3.5
10
20
30
40
50
60
70
IP = 0.8 MA
T
e,edg ~ <ne>
−3.93
T
e,detach = 11.5 eV
<n
e
> (1019 m−3)
Figure 4.7: Experimental values of Tdse measured by probe C6a and scaling law
fits as function of <ne> to those values for the high-density regime part of the
density ramp during the TS discharges given in table 4.1. For each discharge, the
<ne> value for which roll-over of the ion current density starts, has been indicated
by a vertical red dashed line.
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increasing level of PΩ, the roll-over of the ion current density occurs at in-
creasing levels of <ne>, but also that the corresponding Tdse values again
decrease with decreasing Pdiv level and are slightly superior to 10 eV.
Those values for Tdse near the roll-over of the ion current density are
also in agreement with the results of Azeroual [154], who found from a
database of 56 well-documented Tore Supra discharges with ED, that this
roll-over occurred near 15 eV. In addition, and also in contradiction to the
two-point model predictions, Azeroual found no dependency of Jds‖,i on Pdiv
during HRR. He also offered an explanation for this discrepancy between
two-point model results and measurements by pointing out that the depen-
dencies of downstream parameters on the parallel power density, predicted
by the two-point model, are based on an exclusively conduction domina-
ted transport mode of heat. A necessary condition for purely diffusive heat
transport is that the electron mean free path should be small as compared
to the electron temperature parallel gradient length, which was not found to
be the case on Tore Supra.
Finally, Laugier [155] found, based on theoretical considerations, that
the presumed observations of linear and high-recycling regime in an at-
tached plasma [142, 144, 151] should not be interpreted as linear and high-
recycling regime of a non-radiating plasma; that, in fact, actually no such
regimes are observed on Tore Supra. Instead, those measurement results
should be explained using a 1D radiating divertor fluid model [156].
The Jds‖,i and T
ds
e values measured during the density ramp of discharge
28036 by different LP’s (located on the same module but on different neu-
tralizers) have been plotted as a function of <ne> and are being compared
to each other in figure 4.8. The LP’s concerned are B6a, C6a, D6a, D6b and
F6a. From this comparison, several additional observations can be made:
• The onset of the roll-over of the ion current density, in terms of<ne>,
is quite consistent over all of the probes, which is not the case for the
corresponding Tdse value, as it might vary from 6 eV (LP D6a) up to
20 eV (LP F6a).
• As is evident at sight, the exact scaling on<ne> of Jds‖,i and Tdse during
the HRR is different from LP to LP.
The second observation makes it clear that in the case of the Tore Supra
ED, the detailed topology of the magnetic field lines connecting to the lo-
cation on the neutralizer surface in front of which we wish to describe and
predict downstream plasma parameters in function of upstream conditions,
also plays a role in this description. Given that the plasma current is al-
most completely concentrated in the central plasma, the magnetic field in
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Figure 4.8: The Jds‖,i (a) and Tdse (b) values measured by LP B6a, C6a, D6a, D6b
and F6a during the density ramp of discharge 28036 as function of <ne>.
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the edge can be very well described by the superposition of the plasma
equilibrium field and the divertor field in vacuum approximation, since
the plasma current response to the perturbation is severely restrained by
the large sheath resistivity which builds up at the wall intersection [157].
However, in case of an equilibrium magnetic field model with nested, cir-
cular magnetic surfaces (as used both for Tore Supra [158] and TEXTOR
[159]), this plasma equilibrium field configuration depends not only on the
plasma current and the toroidal field coils current strength, but also on the
sum βpol + li/2 of the ratio βpol of the plasma pressure to the poloidal
magnetic field pressure and 1/2 times the internal inductance li, which
is a measure for the peaking of the plasma current density [8]. In turn,
βpol + li/2 (which on Tore Supra can be derived from magnetic measure-
ments combined with infrared interferometric and polarimetric measure-
ments [160, 161]) depends on <ne>. Thus, during a density ramp, βpol
will change, as is illustrated in figure 4.9 for the Tore Supra discharges
listed in table 4.1, and with βpol also the magnetic field line topology.
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Figure 4.9: Evolution of measured βpol + li/2 as function of time during the
density ramps of the Tore Supra discharges listed in table 4.1.
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Table 4.3: Numerical equilibrium values of IP, Btor, IDED and PNBI, as set in ad-
vance by the tokamak pilot, for TEXTOR discharges number 96633, 96634 and
96636.
Shot Number IP (kA) Btor (T) IDED (kA) PNBI (kW)
96633 370 1.9 12.5 300
96634 380 1.9 12.5 300
96636 400 1.9 12.5 1350
4.3 The study of density regimes on TEXTOR DED
using Langmuir probes.
For this thesis, an attempt was made at reproducing the Tore Supra ED char-
acterization experiments mentioned in the previous section on TEXTOR DED
and thus to study the influence of the level of input power on the occurrence
of the high-recycling regime and the roll-over of the ion current density.
During three separate TEXTOR discharges with DED DC operation in the
12:4 mode (i.e. discharges 96633, 96634 and 96636), a density scan us-
ing gas injection was successfully achieved. The level of input power was
different for each of those discharges; the numerical equilibrium values of
Itor (the toroidal field coil current), IP, IDED and PNBI, as set in advance by
the tokamak pilot for each discharge, are listed in table 4.3. During those
discharges, the author of this thesis made LP measurements using the pre-
viously described equipment (which was mostly already installed prior to
the commencement of the work described here)
Unfortunately, due to the then current condition of the inner wall, it was
not possible to operate TEXTOR using only ohmic input power and neutral
beam injection also had to be applied. In addition, it turned out that it was
needed to operate the DED at the then (because of technical reasons) max-
imum achievable current in order to have any noticeable divertor action,
thus excluding variations in DED current strength between discharges. Be-
cause of this, discharges 96633, 96634 and 96636 have different magnetic
field line topologies and can thus not be considered to be analogous to the
Tore Supra experiments discussed higher up. Nevertheless, analysis of the
LP measurement results obtained during those TEXTOR discharges yields
information on the behaviour of downstream plasma parameters as function
of upstream values for TEXTOR DED operation.
The time evolution during those discharges of the measured IP as well
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Figure 4.11: J‖,i and Te obtained with LP’s 4, 7, 8, 12 and 13 during the density
ramps of TEXTOR discharges 96633, 96634 and 96636 and plotted as function of
the volume averaged central electron density <ne>.
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as the measured volume averaged central electron density <ne>, the total
power to the divertor Pdiv and the ion effective charge Zeff are presented in
figure 4.10. Pdiv has been calculated as the difference between PΩ (derived
from magnetic measurements) and the radiated power Prad (from bolometric
measurements). In the frame of this thesis, all available I-V characteristics
obtained with the DED neutralizer LP’s (described in the subsection 4.1.1)
during the density ramps of shots 96633, 96634 and 96636, have been ana-
lyzed using the methods described in subsection 4.1.2. The resulting values
of J‖,i and Te (together with the errors on those values) obtained with the
five probes which were operational during the density ramp period of those
three TEXTOR discharges (i.e. LP 4, 7, 8, 12 and 13), are plotted for each
discharge in figure 4.11 as a function of <ne>, which is thought of as being
representative of the upstream density at the entrance of the laminar zone.
In figure 4.11, a much larger variety of behaviour of J‖,i and Te as
function of <ne> can be observed than in the Tore Supra case. While some
probes, such as LP 8, seem to registrate downstream plasma parameters
which evolve in function of <ne> at least qualitatively in accordance with
the two-point model, values from other probes, e.g. LP 13, show strongly
devious behaviour. A more detailed illustration of this is offered by figures
4.12 (for LP 8) and 4.13 (for LP 13), where an attempt has been made to
fit scaling laws to the J‖,i and Te data. From the measurements made by
LP 8, one could label the observed DED operation mode as resembling a
HRR, with exponential dependencies of J‖,i on <ne> which are reasonably
in accordance with the two-point model (although this is certainly not the
case for Te). From LP 8 data, no roll-over of the ion current density seems
to have been attained, except maybe for discharge 96634. Contrariwise,
based on measurements by LP 13, roll-over is observed during discharges
96634 and 96636 (preceded by what might be labeled as a HRR) and during
discharge 96633, J‖,i even decreases with increasing <ne>. Oddly enough,
still for LP 13 and shot 96633, the scaling of Te with <ne> corresponds
almost perfectly to the two-point model scaling of Te in case of HRR.
It is thus clear that the two-point model offers no satisfactory descrip-
tion - except maybe for a few specific cases - of the LP measurement
results during the aforementioned TEXTOR discharges, although caution
dictates us to mention that this might at least in part be explained by the
non-optimal execution of those density ramps. Indeed, to validly test the
two-point model, during the density ramp, the increase of <ne> should
be sufficiently slow such as to allow for all encountered plasma conditions
to be considered as quasi-stationary. This means that the time constant
<ne> / <n˙e> of the volume averaged central electron density should re-
main well below the particle confinement time τp. For the density ramps
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Figure 4.12: J‖,i (a) and Te (b), measured by LP 8, as function of < ne >, for
TEXTOR discharges 96633, 96634 and 96636. Scaling law fits are shown as full
lines together with the exponents resulting from the fit.
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Figure 4.13: J‖,i (a) and Te (b), measured by LP 13, as function of <ne>, for
TEXTOR discharges 96633, 96634 and 96636. Scaling law fits are shown as full
lines together with the exponents resulting from the fit.
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during Tore Supra discharges, τp ∼ 0.2 to 0.8 s (depending on<ne> and the
level of total input power PTOT) leading to a limit of 1 to 2·10−19m−3 · s−1
for the speed of the central density increase [154]. As can be observed
from figure 4.4 this condition has been met (although in some cases rather
marginally) for the Tore Supra discharges presented here. For TEXTOR
however, τp ∼ 0.03 to 0.09 s, as inferred from analysis of Hα emission
[162], whereas figure 4.10 learns us that<ne> / <n˙e>∼1.5 s for discharges
96633, 96634 and 96636. Consequently, the quasi-stationarity condition
has not been met and the two-point model could a priori not be expected to
hold.
Furthermore, the evolution as a function of <ne> of J‖,i and Te in front
of the target plate unmistakably depends on the exact location on the target
plate surface under consideration. Additional evidence for this strong role
being played by the magnetic field line topology (i.e. also in addition to
the evidence obtained from the light of recycling particles [163–165] and
from IR measurement heat deposition patterns [166, 167]), is offered by
figure 4.14.
Figure 4.14 shows toroidal profiles of the particle flux and electron tem-
perature at the target in 12:4 base mode for 3 different TEXTOR discharges
(i.e. number 96612, 96617 and 96619). For each one of those three dis-
charges, the DED current level remained the same and during the steady-
state phase of the discharge Btor = 1.9 T, IP = 404 kA, <ne> = 3 ·1019m−3
and βpol=0.3, thus ensuring the same magnetic topology for each of the
three discharges. However, the level of input power delivered by NBI
was different for the three shots (i.e. 0 kW for 96612, 300 kW for 96617
and 600 kW for 96619), thus leading to three different levels of total in-
put power (resp. 350, 650 and 950 kW, although the level of Ohmic in-
put power fluctuated somewhat during each of the three discharges). The
toroidal profiles of figure 4.14 were obtained through combination of the
results of LP’s 1, 4, 7, 8, 12 and 13. In order to gain more resolution,
the magnetic structure was swept by 22.5◦ in toroidal direction by shifting
the DED coils current distribution over 90◦. Unfortunately, this operating
mode is only possible at a reduced current in the DED coils, i.e. a divertor
coil current of 6.1 kA. Over the toroidal J‖,i- and Te-profiles, the connec-
tion length (CL) of the incident magnetic field lines (expressed in number
of poloidal turns) has been projected. From this comparison, it is unmis-
takable that there is good agreement between zones with low connection
length and zones with low J‖,i and Te and that J‖,i and Te often peak in
between two positions where the finger structure connects to the target. We
also notice that both J‖,i to and Te in front of the LP’s increase with in-
creasing power to the divertor, thus confirming the trend observed from the
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Figure 4.14: Toroidal profile alongside the DED target plate surface of J‖,i (a)
and Te (b) for TEXTOR discharges 96612, 96617 and 96619. This profile was
obtained using 2 Hz sweeping of the magnetic field line topology over LP’s 1, 4,
7, 8, 12 and 13.
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previously discussed Tore Supra density ramp discharges and again contra-
dicting the high-recycling two-point model scaling of Jds‖,i with Q‖.
1 1.5 2 2.5
0.9
0.95
1
1.05
1.1
time (s)
β p
ol
 
+
 l i/
2
96634
96636
96633
Figure 4.15: Evolution of measured βpol + li/2 as function of time during the
density ramps of the TEXTOR discharges listed in table 4.3.
Now, similarly to the Tore Supra case, changes of <ne> could also in
the case of TEXTOR lead to changes in the magnetic topology. Indeed, the
TEXTOR plasma equilibrium field configuration is likewise partially deter-
mined by βpol+ li/2, which in its turn depends on <ne>. That there is rea-
son for concern, follows from figure 4.15 where βpol+li/2 has been plotted
in function of time for the previously mentioned TEXTOR discharges with
density ramps.
On TEXTOR, βpol is obtained from measurements with a diamagnetic
loop [168]. However, the poloidal flux is not measured in an adequate way
to permit the calculation of βpol + li/2. For TEXTOR discharges, li could
in principle be obtained separately from the current profile, which can be
measured by a combined Faraday rotation effect based HCN-interferometer
/ polarimeter diagnostic [169, 170]. Unluckily, for the TEXTOR discharges
discussed here, the Faraday rotation angle signals were not available as the
polarimeter is not operated routinely anymore, although it has been opera-
tional from the start of the TEXTOR operational program [171]. Therefore,
li has been estimated by O. Schmitz from an analysis of the concerned dis-
4.3 TEXTOR DED density regimes: LP measurements. 103
charges with the code DIVA for 2D fixed- and free-boundary, static and
stationary ideal MHD equilibria [172]. This resulted in an estimated value
of li=1.2, which is the value which has been used for computing βpol+ li/2
in figure 4.15.
A certain LP might thus, during a density ramp on TEXTOR, very well
connect to different magnetic flux tubes. Taking the previously mentioned
strong influence of the magnetic field line topology into account, this will
influence the plasma parameters registered by this probe. If, in compari-
son to the TEXTOR DED magnetic topology, the Tore Supra ED magnetic
topology would turn out to be less sensitive to the measured changes in
βpol + li/2, this could offer an explanation for the observed difference in
behaviour of the measured downstream plasma parameters during density
ramps.
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4.4 Summary and conclusions.
Analysis of Langmuir probe data from ergodic divertor experiments on both
Tore Supra and TEXTOR have clearly demonstrated a difference between
TEXTOR DED and TS ED in measured density regime behaviour as well
as the limitations of the two-point model. Besides, both for Tore Supra ED
and TEXTOR DED operation, the important role of the detailed magnetic
field line topology has been highlighted. Hence, a quantitatively correct
description and prediction of downstream plasma conditions as function
of the upstream conditions which holds for a wider range of operation
conditions than the “typical” conditions (i.e. a standard configuration for
a given magnetic field) used for the experiments described by Meslin et
al. [144, 151], for all positions on neutralizer plate surfaces and for both
ED operation on Tore Supra as well as for DED operation on TEXTOR,
would at least require the two following ingredients:
• Application of a more sophisticated parallel transport model in re-
placement of the two-point model.
• A detailed calculation of the topology of the magnetic field lines in-
cident on the part of the neutralizer surface in front of which we wish
to know the downstream plasma conditions. This is for instance re-
quired if we wish to model the distribution of the ionization source
term along a field line, as this distribution may have several maxima
corresponding to its distance of closest approach to the discrete diver-
tor modules on Tore Supra [173] or to the positions where the finger
structure connects to the target on TEXTOR. An additional compli-
cation is that this magnetic topology (which depends amongst others
on the equilibrium parameter βpol+ li/2) might vary during changes
of <ne>.
Heretofore calculations of the topology of the magnetic field lines for
the Tore Supra ED case were performed using a second version of the
MASTOC code [174], which is based on a direct field line tracing approach
in a toroidal system. A more subtle way to the study of the perturbation
magnetic field structure with an application to the TEXTOR DED has been
developed in refs. [159, 175–177]. If we would now undertake to explain
through adequate modeling the experimentally observed differences in the
behaviour of edge plasma parameters as a function of upstream parameters
between Tore Supra ED and TEXTOR DED, using two separate computa-
tional codes, with different underlying algorithms, might always leave us
with doubts concerning whether computationally predicted differences are
due to real physical effects or are just artifacts caused by dissimilarities in
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the applied code. Consequently, a first step in this modeling should con-
sist of developing a common code to calculate both the Tore Supra ED and
TEXTOR DED magnetic topologies.
Given the much lower requirements concerning computer power or
computation time for the Hamiltonian field line mapping approach as com-
pared to the direct field line tracing approach and considering the relative
lack of documentation for the MASTOC code, the choice was made to
adapt the TEXTOR DED field line mapping code to the Tore Supra ED
geometry. The implementation of this adaptation forms the subject matter
of chapter 5.
”The sciences do not try to explain, they hardly even try to interpret, they mainly make
models. By a model is meant a mathematical construct which, with the addition of certain
verbal interpretations, describes observed phenomena. The justification of such a mathe-
matical construct is solely and precisely that it is expected to work.”
John von Neumann
5
A Hamiltonian field-line
mapping code for the study of
the magnetic topology of the
ergodic divertors of TEXTOR
and Tore Supra.
The field line structure in the edge of Tore Supra ED as well as in the
edge of TEXTOR DED can be studied following the Hamiltonian field-
line mapping approach described in [159]. It is based on the principle that
in terms of magnetic flux coordinates the magnetic field can be presented
in the Clebsch form [178–180]. In this coordinate system, the field line
equations have the Hamiltonian form and are integrated using the compu-
tationally efficient symplectic mapping method (see refs. [181–183]. For
the TEXTOR DED case, a computer code based on this approach has been
developed and applied by S.S. Abdullaev [159, 175–177]. Adapting this
TEXTOR DED code to the Tore Supra ED case requires the following mod-
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ifications:
• An adequate analytical model for the Tore Supra ergodic divertor
magnetic perturbation field has to be derived.
• A model for the detailed Tore Supra ED target plate geometry needs
to be formulated and implemented in the code, as a criterium to check
if field lines hit the divertor module surface as well as to adequately
determine initial positions on those surfaces.
• The toroidal field ripple could be expected to be much more impor-
tant (i.e. relative to the ergodic divertor perturbation) for the Tore
Supra than for the TEXTOR case, given that the Tore Supra ED is
located on the low-field-side (LFS) whereas in TEXTOR the DED
is on the high-field-side (HFS). The Tore Supra ripple field should
thus also be properly taken into account in our Hamiltonian field line
symplectic mapping code.
Each of those items is discussed in one of the sections of this chapter. An
analytical model for the Tore Supra ergodic divertor magnetic perturba-
tion field and the model for the detailed Tore Supra ED target plate geo-
metry have been successfully implemented into computer code. However,
within the time frame of this thesis, it was only possible to partially trans-
late the effect of the toroidal field ripple into the program, although all
necessary algorithms have been described. In spite of this, the code was
sufficiently adapted to allow for a qualitative comparison of the sensiti-
vity of the TEXTOR and Tore Supra ergodic divertor magnetic topology to
changes in βpol. This analysis might offer an explanation for the difference
in behaviour of the measured downstream plasma parameters during den-
sity ramps as described in chapter 4. The results and ensuing conclusions
are presented in section 5.4 of this chapter.
5.1 An analytical model for the Tore Supra ergodic
divertor magnetic perturbation field.
Analytical expressions for the ED perturbation magnetic field based on
an idealized model for the ED perturbation coils have been obtained by
Abdullaev et al. in [184]. In the same publication, the poloidal and toroidal
spectra as well as the radial dependence of this perturbation magnetic field
are discussed, in addition to the poloidal spectrum of the perturbation mag-
netic field in magnetic flux coordinates and its relation with the correspond-
ing spectrum in geometrical coordinates. A comparison with the spectrum
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of the TEXTOR DED perturbation field is also included. Finally, the im-
plementation of this ED perturbation magnetic field model into the Ha-
miltonian symplectic mapping code allowed for the study of the general
structure of the ergodic zone created by the perturbation field and of the
statistical properties of chaotic field lines using different methods, ranging
from the qualitative Chirikov criterium to quantitative methods as Poincare´
sections, laminar plots and magnetic footprints. In addition, the radial pro-
files of the field line diffusion coefficients were calculated. As [184] already
discusses the derivation of this model for the Tore Supra ED magnetic per-
turbation field in extensive detail, only a succinct summary of the results
will be given here.
5.1.1 A model for the Tore Supra Ergodic Divertor coils and
the ensuing current density.
The ED module is modeled with a coil winding as shown in figure 5.1 where
arrows indicate the current direction and where we suppose that the mod-
ules are centered near the toroidal angles φk = (k − 1)∆φ, ∆φ = 2π/6.
The current flows from the feeder located at the beginning of the first sec-
tion j = 1 of the inner side of the winding shown in figure 5.1a and returns
through the outer side of the winding shown in figure 5.1b. The minor radii
of the inner and outer sides are rc1 = 84 cm and rc2 = 86 cm, respectively.
Furthermore, we use the quasitoroidal coordinate system (r, θ, φ), which
will be referred as geometrical coordinates. One should note that this model
of coils is not fully equivalent to the real Tore Supra coils. In the latter case
the distance between sections of coils in each module are not equidistant
along the poloidal angle θ; it slightly decreases with the distance from the
equatorial plane θ = 0 [185].
We chose now to describe the current, Ij , which flows in a coil section
by
I
(i)
j = Id cos (πj) = (−1)j+1, j = 1, 2, . . . , N (5.1)
where Id is the current flowing in the coil, i = 1 for the inner part of the
winding and i = 2 for its outer part. Additionally, we consider only the long
helical section coils since they create the magnetic field perturbations that
are resonant with the magnetic field lines of the plasma. The vertical short
sections of the coils do not contribute to the resonant field and will therefore
not be taken into account. Furthermore, as the ED coils are designed in
such a way that the product m0α (where m0 = piδθ and α is the slope of a
coil creating a helical magnetic perturbation) is close to the toroidal mode
n0 = 6, i.e., |m0α− n0| ≪ ∆φ/2, we can also take the main contribution
110 Chapter 5. Hamiltonian field-line mapping code for ED and DED.
(a) (b)
ϕ
θ
δθ
∆ϕ
∆θ1
j=1
j=8
θ1(0)
ϕkrc1=84 cm
ϕ
θ
δθ
∆ϕ
∆θ2
ϕkrc2=86 cm
Figure 5.1: Model scheme of one module of the ED coils: (a) the inner winding at
rc1 = 84 cm; (b) the outer winding at rc2 = 86 cm.
to the expansion of the current density into a Fourier series to come from
the terms with the toroidal numbers n = (2s− 1)n0, (s = 1, 2, . . . ).
We subsequently obtain as expression for the current density vector
~j(r, θ, φ) of the coil system
~ji(r, θ, φ) = 2~e
(i)
∞∑
m=−∞
∞∑
s=1
j(si)mn0(r)× cos (mθ − (2s− 1)n0φ+ χs) ,
(5.2)
where n0 = 6, i = 1, 2, ~e(i) = (~er, ~eθ, ~eφ) = (0, sinα0i, cosα0i) is
a unit vector along the helical section of the coils (with α0i = αrci/Rc,
Rc = R0 + rci, (i = 1, 2)) and with the Fourier coefficients
j(si)mn (r) = (−1)qδ (r − rci) J˜ (i)0 C(s)n g(s)mi ,
χs = m0(2s− 1)θ0, (5.3)
where q = 0,±1,±2, . . . with n = 6q and where
J˜
(i)
0 =
6J
(i)
0 ∆φ∆θi
(2π)2
=
m0Id
πrci
6∆φ∆θi
(2π)2
, (5.4)
g
(s)
mi =
sin ([m−m0(2s− 1)]∆θi/2)
[m−m0(2s− 1)]∆θi/2 , (5.5)
C(s)n =
sin ([n−m0(2s− 1)α]∆φ/2)
[n−m0(2s− 1)α]∆φ/2 , (5.6)
θ0 = θ1(0)− δθ. (5.7)
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5.1.2 Magnetic field created by the Tore Supra ergodic divertor.
Considering the magnetic field created by the helical currents (5.2) fol-
lowed by application of the similar procedure as described in [159] leads
one in a cylindrical approximation to the exact formula for the perturba-
tion scalar potential Φ(r, θ, φ) and the corresponding perturbation mag-
netic field B¯ED(r, θ, φ) = ∇Φ(r, θ, φ). By proceeding in this way, it turns
out that the radial dependencies of the perturbation field are described by
functions f (i)mn(r) which for large mode number m (m ≥ 4) are well de-
scribed by the asymptotical formula f (i)mn(r) ≈ (r/rci)m. This leads to a
simplified expression for the radial component Br of the magnetic field.
Next, first order corrections due to toroidicity of the system can be made
to the magnetic field perturbations. According to [186] this can properly be
taken into account by multiplying the scalar potential Φ(r, θ, φ) obtained in
the cylindrical approximation with the factor
√
R0/ (R0 + r cos θ) when
the corrections of order (nrc/2Rc)m are small. The toroidal component of
the vector potential of the perturbation field (which is the ED perturbation
field related quantity which matters for the calculation of the ED perturba-
tion Hamiltonian) then takes the form
Aφ(r, θ, φ) = ǫB0R0
∞∑
m=−∞
∑
n
amn(r, θ) cos (mθ − nφ+ χmn) ,
(5.8)
where ǫ stands for the dimensionless perturbation parameter, defined as
ǫ = B
(1)
c /B0 with B0 the strength of the toroidal field and with
B(i)c =
2µom0Id cos(α0i)
πrci
6∆φ∆θi
(2π)2
, (5.9)
The dimensionless Fourier coefficients, amn(r, θ), in (5.8) are then
given by
amn(r, θ) = a
(1)
mn(r, θ) + δa
(2)
mn(r, θ), (5.10)
where
a(i)mn(r, θ) = g
(s)
mi
rci
mR0
(
r
rci
)m√ R0
R0 + r cos θ
(
1− r cos θ
2m (R0 + r cos θ)
)
.
(5.11)
Here we have (i = 1, 2), δ = B(2)c /B(1)c = rc1∆θ2/ (rc2∆θ1), the phase
χmn = χs, the toroidal mode number n = (2s − 1)n0 and g(s)mi as defined
in (5.5).
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5.1.3 Spectra of the Tore Supra ergodic divertor magnetic
perturbation and comparison with the TEXTOR DED.
As it appears that, similarly to the case of TEXTOR DED, the Tore Supra
ED magnetic field can be described in a sufficiently accurate way by a vec-
tor potential field A¯ED which consists only of a toroidal component Aφ
given by (5.8), application of the symplectic mapping method to the Hamil-
tonian form of the field line equations is possible provided that the Fourier
components Hmn(ψ) of the perturbation Hamiltonian are determined.
According to references [159, 175, 183] those are found by the following
Fourier integral from the product of the major radius R = R0+ r cos θ and
the vector potential Aφ of the perturbation field (5.8),
Hmn(ψ) = Re
2pi∫∫
0
RAφ(r, θ, φ)
(2π)2B0R20
e−imϑ+inφdϑdφ, (5.12)
where (r, θ) is the unperturbed field line on the given magnetic surface
ψ and ϑ is the intrinsic poloidal angle which is different from the geo-
metrical poloidal angle θ. In equation (5.12) it is supposed that (r, θ) is a
function of the ψ and ϑ: r = r(ψ, ϑ), θ = θ(ψ, ϑ).
Abdullaev et al. show in [184] that for the Tore Supra ED case, accord-
ing to references [159, 183] for the perturbation field located on the low
field side of the torus, (5.12) can be estimated using asymptotical meth-
ods [187]. This procedure gives
Hmn(ψ) ≈ γ−11 Bbm′(m)n (r, π = 0) , (5.13)
with
bm′n(r, θ) = am′n(r, θ)
(
1 +
r cos θ
R0
)1/2
. (5.14)
and where the coefficients γ1 and γ3 are the first and third derivatives
of the geometrical angle θ with respect to the intrinsic angle ϑ taken on the
low field side of the torus, θ = 0, respectively:
γ1 =
dθ
dϑ
∣∣∣∣
θ=0
, γ3 =
d3θ
dϑ3
∣∣∣∣
θ=0
. (5.15)
m′(m) is determined by
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m′(m) =
m− xc (|γ3|m/2)1/3
γ1
, (5.16)
and B =
√
2π/|xc|Ai (xc), and xc ≈ −1 is the local maximum of the
Airy function.
The obtained relation (5.13) describes the transformation law of the
poloidal spectra of magnetic perturbations in a geometrical space to the
ones in intrinsic coordinates and was, by comparison with its numerically
calculated value, shown to do this well. As was mentioned above the
poloidal mode spectra amn at the given toroidal mode n are localized near
the central modemc = nm0/n0 with a poloidal mode extension ∆m = π/∆θi.
Then from equations (5.13), (5.16) it follows that the spectrum, Hmn, has
the same form as amn, but its central mode m∗c is shifted to the higher
number m∗c ≈ mcγ1 and the width becomes larger ∆m∗ ≈ ∆mγ1, since
γ1 > 1. These rigorously obtained results coincide with the correspond-
ing ones obtained in [158, 185] by a qualitative analysis. However, the
radial dependence of perturbation modes Hmn(ψ) (5.13) has a power-law
Hmn(ψ) ∝ rm/γ1 in contrast to the exponential law exp (−m(rc − r)/rc)
supposed in [158, 174].
In addition the contour plots of the poloidal spectra of magnetic pertur-
bations Hmn(ψ) for the toroidal modes n = 6 and n = 18 have been calcu-
lated numerically by Abdullaev et al. in [184] and are shown in figure 5.2.
The values Hmn(ψ) at the resonant surfaces ρmn (or ψmn, nq(ψmn) = m)
lie at the white curve nq(ρ).
From figure 5.2, one can see that the ED magnetic perturbation has
a wide spectrum with the central modes m∗c(ψmn) at the rational mag-
netic surface ψmn, (q(ψmn) = m/n) close to the corresponding reso-
nant mode numbers m. It covers the rational magnetic surfaces located
at the plasma edge between q ≥ 2 and q = 3.5. The magnetic pertur-
bation for the toroidal mode n = 18 is one order smaller than for the
mode n = 6. The resonant components of Hmn(ψmn) decay inwardly
as Hmn(ψmn) ∝ ψmr/2mn , with mr ≈ 7.9 for the toroidal mode n = 6.
The perturbation spectrum resulting from the Tore Supra ED coils could
thus also be compared to the perturbation spectrum resulting from the DED
of TEXTOR, which coils are, unlike the ED coils of Tore Supra, located on
the high-field-side (HFS) of the torus [159, 175, 176, 188]. For TEXTOR DED,
the poloidal spectrum, |bmn(r, θ)|, of the perturbation field in the geomet-
rical space has a wide spectrum with the central mode mc = nm0/4 ≈ 5n
and the width ∆m ≈ π/∆θ, where m0 ≈ 20. It has also been shown that
for the TEXTOR DED the radial decay of the modes |bmn| has a power
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Figure 5.2: (a) Contour plot of the poloidal spectrum of the perturbation field,
ǫ|Hmn|, in the (m, ρ)− plane for the toroidal mode n = 6. The white dashed
curves correspond to the resonant line (nq(ρ), ρ). (b) The same as in (a) but for
the toroidal mode n = 18. The plasma parameters are the plasma minor radius
a = 80 cm, the major radius R0 = 238 cm, the toroidal field Bt = 3.03 T, the
plasma current Ip=1.5 MA, the plasma βpol = 0.13. The ED current Id= 22.5 kA,
δθ = 19◦, ∆φ = π/14.
law |bmn(r, θ)| ∝ (r/rc)m, and correspondingly the full radial perturba-
tion magnetic field, Br ∝ (r/rc)γn , with the exponent, γn ≈ m0− 1 = 19,
which is twice larger than the corresponding exponent γn for the ED of
Tore Supra. This means that the perturbation field in the TEXTOR DED
does not penetrate into the plasma much deeper than in the case of the Tore
Supra ED.
On the other hand, it was found that the transformation from geometri-
cal to intrinsic coordinates for the TEXTOR DED case modifies the pertur-
bation field spectrum, ǫ|Hmn|, in a completely different way as compared to
the Tore Supra ED case. In addition, the following radial decay laws for the
perturbation modes could be derived: Hmn(ψ) ∝ rm/γ1 , (γ1 > 1) for the
ED of Tore Supra and Hmn(ψ) ∝ rm/β1 , (β1 < 1) for the TEXTOR DED,
i.e., in the first case at a given poloidal mode m, the radially inward decay
of the perturbation is much weaker than in the second case. This is most
probably related to the location of perturbation coils on the LFS and the
HFS, respectively, although differences in design between the perturbation
coils in Tore Supra ED and TEXTOR DED could not completely be ruled
out as a possible explanation.
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5.1.4 Structure and statistical properties of the ergodic zone.
5.1.4.1 The Chirikov parameter.
Similarly to the analysis which has been made for TEXTOR DED [159], a
qualitative picture of the formation of the ergodic zone in Tore Supra ED
can be obtained by considering the Chirikov parameter [189, 190], which
is determined by the perturbation spectrum and the q(ρ)-profile.
This Chirikov parameter, σChir, is shown as a function of the mean ra-
dius of the neighboring resonant magnetic surfaces, ρ = (ρm+1,n + ρmn)/2,
in figure 5.3 for three different amplitudes of the perturbation current:
Id = 4.5 kA (curve 1), Id = 9 kA (curve 2), and Id = 22.5 kA (curve 3).
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Figure 5.3: Chirikov parameter σChir versus the radial coordinate ρ for different
levels of the perturbation current: curve 1 corresponds Id = 4.5 kA, curve 2 −
Id = 9 kA, and curve 3 − Id = 22.5 kA. The plasma parameters are the same as
in figure 5.2.
As seen from figure 5.3, the Chirikov parameter, σChir, grows linearly
with the radius, ρ, and exceeds the unity (which is the criterium for the
overlapping of magnetic islands) at ρ > ρ1 ≈ 66 cm for the perturbation
current Id = 4.5 kA, ρ > ρ2 ≈ 64 cm for Id = 9 kA, and ρ > ρ3 ≈ 61 cm
for Id = 22.5 kA. Therefore, the field lines are chaotic in the regions
where ρ > ρi, (i = 1, 2, 3), at the corresponding perturbation currents,
Id = 4.5 kA, Id = 9 kA, and Id = 22.5 kA, respectively.
5.1.4.2 Poincare´ sections and laminar plots of field lines.
A more precise picture of the onset of chaotic field lines and the formation
of the ergodic zone was obtained by Poincare´ sections and laminar plots of
field lines. For the representation of the topology of magnetic field lines,
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those field lines are traced over long distances around the torus: each time
when a field line intersects a pre-selected poloidal cut of the torus, this point
is marked, resulting in a pattern characterizing the magnetic field topology.
This procedure is commonly applied in Nonlinear Dynamics and Chaos-
theory and is called a Poincare´ plot.
The procedure to obtain a laminar plot is the following. At the poloidal
plane φ= 0 the field line with a given initial coordinate (ϑ, ψ) is traced by
iterating the map along the positive and negative directions of the toroidal
angle until a field line reaches the divertor plate. Both laminar plots of the
connection length as well as of the maximal radial penetration are possible.
In case of a laminar plot of the connection length, we determine a fractional
number of poloidal turns Npol as the ratio of the total change of the poloidal
angle to the full circle 2π, i.e., Npol=∆θ/2π. In case of a laminar plot
of the maximal radial penetration we simply retain the smallest magnetic
surface minor radius value ρmin which has been reached during the map
iteration. The dependence of Npol or ρmin on the initial coordinates (ϑ, ψ)
is then displayed by a contour plot with contour lines separating the zones
of different poloidal turns Npol or of different values of ρmin, the smallest
magnetic surface minor radius value which has been reached.
In addition to laminar plots, magnetic footprint plots can be made. Sim-
ilarly to laminar plots, to obtain such a plot, we follow a field line, but
now starting from the divertor plate surface where the field line enters the
plasma, and we follow it until it returns back to the plate or to some part
of the wall. As a function of given initial coordinates (φ, θ), we can then
again plot the fractional number of poloidal turns Npol or the smallest mag-
netic surface minor radius value which has been reached ρmin, depending
on whether we wish to obtain a connection length or a radial penetration
footprint plot.
Examples of Poincare´ sections, laminar plots and magnetic footprint
plots are given in figure 5.4. Those were obtained for the equilibrium con-
ditions of Tore Supra shot 28033. Further examples can be found at the end
of this chapter.
It was found that even at the lower level Id =4.5 kA of ED perturbation
current, one obtains a rather highly-developed ergodic zone in the radial
region ρ > ρc ≈ 63 cm, with open field lines to the plasma wall. In the
radial direction the ergodization level increases and the remnants of KAM
islands drastically shrink in size. The region of field lines with short wall to
wall connection lengths (also known as laminar zone) were found to grow
when one approaches the plasma edge ρ = 80 cm. With increasing pertur-
bation current Id the ergodic zone grows radially inward while the radial
width of the laminar zone increases. At the maximal perturbation current
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Figure 5.4: Poincare´ plot (a), laminar connection length plot (b), laminar radial
penetration plot (c), footprint connection length plot (d) and footprint radial pene-
tration plot (e) for Tore Supra shot 28033 for βpol + li/2= 0.734.
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Id=22.5 kA the magnetic islandm = 10, n = 6 is overlapped to the ergodic
zone and the radial extension of the laminar zone becomes ∆ρl ≈ 12 cm.
From laminar plots, the laminar zone was seen to form a regular lattice-
like structure in the large poloidal extended area, except for the region on
the LFS where field lines are distorted because of the magnetic perturbation
which is localized on this side of the torus. “Cells” in the laminar plot,
which correspond to the regions of field lines with a wall to wall connection
length of one poloidal turn, are regularly located along the poloidal and
radial directions and are positioned between the resonant radii, ρmn. Their
number along the poloidal direction at the given radius, ρ, coincides with
the poloidal mode number, m, of the resonant radius, ρmn, located below
the “cells”, while their size grows with increasing radius ρ. At the LFS also
a so-called private flux zone (dark blue areas) of field lines which do not
enter into the plasma were observed.
This picture for Tore Supra ED contrasts with the ergodic zone at the
plasma edge in the TEXTOR DED which is formed by the interaction of
only a few poloidal modes, 11 ≤ m ≤ 14 (12:4 operational mode). On
the other hand, in TEXTOR DED the magnetic perturbation radial decay
has a power-law dependence with the exponent γ twice as large as in the
ED of Tore Supra. Because of that one obtains in normal TEXTOR dis-
charges an ergodized zone of field lines which are weakly connected to the
wall. In order to increase the magnetic flux due to the perturbation field the
plasma column is shifted to the HFS from the center of the torus. For the
TEXTOR DED case it could also be seen from laminar plots that the re-
gion of the stochastic field lines mostly consists of laminar zone with short
wall to wall connection lengths. The width of the laminar zone is radially
increased in expense of the ergodic zone of field lines with long connection
lengths.
5.1.4.3 Diffusion of field lines.
Another important statistical quantity to characterize the Tore Supra ED
and estimate the level of radial heat and particles transport induced by the
chaotic field lines are the radial diffusion coefficients of the field lines. For
instance, depending on whether the parallel electron transport is described
by a collisionless or collisional regime, the magnetic field line radial diffu-
sion coefficient DFL determines the electron heat transport radial thermal
conductivity χr through, respectively, χr = DFL v or χr = DFL χ‖/Lcδ ,
withLcδ = Lc ln
[
(r/mLc)(χ‖/χ⊥)
1/2
]
and where v is the parallel electron
velocity, χ‖ and χ⊥ are the classical parallel and perpendicular conductiv-
ities, Lc is the field line correlation length, r is the minor radius of the
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position at which we wish to determine the thermal conductivity and m is
a characteristic mode number [191]. Those radial diffusion coefficients are
defined in reference [159] by considering the second moment of the radial
displacement of field lines,
σ2(l) =
1
N
N∑
i=1
(ρi(l)− 〈ρ(l)〉)2 , (5.17)
where l = R0φ is a length of field lines. Averaging in (5.17) is performed
over a number N of field lines uniformly distributed at the initial φ = 0
plane on the given magnetic of radius ρ. The local radial diffusion coeffi-
cient, DFL, is defined as
DFL(ρ) = σ
2(l)/2l,
at the initial linear growth regime σ2(l). The diffusion coefficient deter-
mined in this way will be a local function of radius ρ and is a quantitative
measure of field line diffusion near a given magnetic surface with this minor
radius.
Diffusion of field lines in the highly developed ergodized zone can also
be estimated in the frame of quasilinear theory. One can show (see, for
example [192, 193]) that for a Hamiltonian system of field lines such as the
one described in this chapter the distribution function, f(ψ), of field lines
along the toroidal flux, ψ, is described by the Fokker-Planck equation
∂f(ψ)
∂φ
=
∂
∂ψ
(
DM (ψ)
∂f(ψ)
∂ψ
)
, (5.18)
where the diffusion coefficient DM (ψ) is given by the quasilinear formula
DM (ψ) =
1
2
πǫ2
∑
m
|mHmn|2δ
(
m
q(ψ)
− n
)
. (5.19)
We should note here that the factor 1/2 in the definition of the quasilinear
diffusion coefficient given in some reviews and books, for example in [192],
is absent. This factor is included into the Fokker-Planck equation.
The diffusion coefficient, DQ(ρ), along the radial coordinate, ρ, is then
related to DM (ψ) as
DQ(ρ) = (R
3
0/ρ
2)DM (ψ). (5.20)
The radial diffusion coefficients were calculated and compared with
their quasilinear estimations. The radial dependencies of the diffusion co-
efficients numerically calculated from the field line equations and the cor-
responding quasilinear diffusion coefficients, DQ(ρ) for the three different
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perturbation currents, Id, are displayed in figure 5.5: Id = 4.5 kA (curves
1 and 4), Id = 9.0 kA (curves 2 and 5), and Id = 22.5 kA (curves 3 and 6),
(solid curves 1−3 describeDFL(ρ) and dashed curves 4−6−DQ(ρ)). The
corresponding radial profiles of the averaged field line connection lengths
are shown in figure 5.6. The averaging necessary to compute σ2(l) and
DFL was performed over a number N of field lines uniformly distributed
at the initial φ = 0 plane on the given magnetic surface of radius ρ.
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Figure 5.5: Radial dependencies of the local field line diffusion coefficient, DFL,
at three different levels of the perturbation current: curves 1 and 4 correspond to
Id = 4.5 kA, curves 2 and 5 − Id = 9 kA, and curves 3 and 6 − Id = 22.5 kA.
Solid curves 1−3 describe the numerical calculations and dashed curves 4−6 de-
scribe the quasilinear values, DQ.
From figure 5.5 it can be observed that the numerically calculated diffu-
sion coefficients,DFL, steadily grow in certain radial regions, ρmin < ρ < ρl.
Close examination of the corresponding Poincare´ sections and the averaged
connection lengths shown in figure 5.6 indicates that these radial regions
correspond to the highly developed ergodic zone of field lines possess-
ing the long connection lengths with its lower boundary at ρmin and its
boundary with the laminar zone at ρl. However, starting from ρl, the numer-
ical diffusion coefficients, DFL, stop to grow and abruptly go down, while
the quasilinear diffusion coefficients, DQ(ρ), still continue to increase. The
radius, ρl, can be called as the lower boundary of the laminar zone. In the
laminar zone ρ > ρl, as observed from figure 5.6, the field lines have rather
short connection lengths.
It is remarkable that for the smaller perturbation currents, i.e. Id = 4.5 kA
and Id = 9 kA, the numerical diffusion coefficients, DFL, perfectly follow
the quasilinear DQ(ρ) values in the ergodic zones of field lines with long
connection lengths. However, they sharply deviate in the laminar zone with
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Figure 5.6: Radial dependence of the averaged field line connection length, mea-
sured in poloidal turns, at three different levels of the perturbation current: curve
1 corresponds to Id = 4.5 kA, curve 2− Id = 9 kA, and curve 3− Id = 22.5 kA.
The region nearest to the plasma edge has been enlarged in the upper right corner.
the short connection lengths. This contrasts with the radial profiles of dif-
fusion coefficients presented in [159] for the case of the TEXTOR DED
12:4 operational mode, where the correspondence between numerical and
quasilinear diffusion coefficients in the ergodic zone is significantly worse.
On the other hand, for the maximum perturbation current Id = 22.5 kA
the situation is different. The difference between the numerical DFL and
the quasilinear diffusion coefficient monotonically increases with the radius
already in the ergodic zone, and the numerical DFL(ρ) exceeds DQ(ρ).
The reason for such behavior of the DFL(ρ) is not clear yet and will have
to be investigated. A first indication might be given by Poincare´ sections,
where the ergodic character of the radial region just inward of ρl seems to
be less pronounced than in the cases with the smaller perturbation currents.
This suggests the existence of some additional averaged outward drift, due
to a deeper reaching and dominating laminar zone.
5.1.4.4 Kolmogorov lengths.
The Kolmogorov time is a statistical characteristic of dynamical chaotic
systems which characterizes the time of loss of information on the initial
state of the system. For chaotic field lines it corresponds to the charac-
teristic decay length of the correlation of neighboring field lines, and it is
called the Kolmogorov length. The calculation of the latter is based on the
estimations of the Lyapunov exponents.
The numerical procedure of finding Kolmogorov lengths, LK , for the
chaotic field lines in the ergodic divertor is described in [159, 194]. It is
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based on the determination of the local Lyapunov exponents, σ(ρ), describ-
ing the degree of exponential divergency of chaotic field lines launched
from a given magnetic surface of radius ρ. The Kolmogorov length, LK ,
is inversely proportional to σ(ρ) averaged over the given magnetic surface,
i.e., LK = 1/σ¯(ρ).
An analytical formula for the Kolmogorov length, LK , has been pro-
posed by Ghendrih et al. [42], who express LKQ through the Chirikov pa-
rameter,
LKQ = πqR0 (πσChir/2)
−4/3 . (5.21)
The numerically calculated radial profiles of LK for the chaotic field
lines in the ED of Tore Supra are shown in figure 5.7a for the three pertur-
bation currents: curve 1 corresponds to Id =4.5 kA, curve 2 to− Id =9 kA
and curve 3 to Id =22.5 kA. The corresponding profiles of the analytical
formula (5.21) are shown in figure 5.7b.
The numerically calculated Kolmogorov length, LK , is of the order of
the connection length, Lc = 2πqR0, which equals 44.9 m at the q = 3
magnetic surface. However, a comparison of figure 5.7a and b shows that
the numerical Kolmogorov length exceeds the analytical estimation (5.21)
by factors between five or ten. This discrepancy is probably related to the
approximate character of the formula (5.21). However, the numerical Kol-
mogorov length is more close to the formula LKQ ∼ 2πqR0σ−4/3Chir given
in [174].
5.2 Taking the detailed Tore Supra ED target plate
geometry into account.
If for the field line mapping we also want to take the exact geometry of the
Tore Supra divertor plates properly into account, we need to adjust for two
different aspects. Firstly, we need to modify the criterium used to determine
if field lines hit the wall or a divertor module surface after each map step,
as described in subsection 5.2.1. Secondly, the radius r of the field line
mapping initial positions on the ED module surfaces will be a function of
the toroidal and poloidal angle, which is discussed in subsection 5.2.2.
5.2.1 Criterium for a field line hitting the surface of a divertor
module or the vessel wall.
For each iteration of the field line mapping, a new position in intrinsic coor-
dinates is obtained starting from a previous position in intrinsic coordinates
(ψ, ϑ, φ) (which are determined solely by the equilibrium magnetic field
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Figure 5.7: Radial profiles of Kolmogorov lengths, LK , of field lines for Tore
Supra ED: (a) calculated numerically; (b) according to the quasilinear formula.
Curves 1 correspond to Id = 4.5 kA, curves 2 and 5 − Id = 9 kA, and curves 3
and 6 − Id = 22.5 kA.
configuration). The need then arises to check if this iteration made the field
line hit the divertor surface or vessel wall. To this end, the intrinsic co-
ordinates of the new position are first transformed back to the geometrical
coordinate system (r, θ, φ), which are toroidal coordinates and referred to
the toroidal axis with major radius R0.
For the TEXTOR case, evaluating whether the magnetic field line has
hit the divertor surface then simply becomes a case of comparing the geo-
metrical minor radius coordinate r to the minor radius rdiv which describes
the divertor target plates surface. However, the geometry of the plasma-
facing surface of the Tore Supra ED coil protection tiles and neutralizers is
much more involved. Therefore, whether the field line has hit the divertor
surface or wall will also depend on the last reached values for the φ- and
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θ-coordinate.
(a) (b)
Figure 5.8: Front (a) and side (b) view of the MASTOC model plasma-facing
surface for the ED coil protection tiles and neutralizers of module 6.
The model for the geometry of the plasma-facing surface of the Tore
Supra ED coil protection tiles and neutralizers had to be reconstructed
from the second version of the MASTOC code, for which unfortunately
no documentation is available anymore. Hence, to avoid repeated future
loss of this model (and the resulting effort needed to deduce it again from
the source code), it has been described in detail in appendix B. To illus-
trate this surface model, the plasma-facing surface of module 6 of the Tore
Supra ED, according to the MASTOC model, is shown in the geometrical
space in figure 5.8. It should also be mentioned that this model is expressed
in a new set of geometrical coordinates (rmod, θmod, φmod) which differ
slightly from the geometrical toroidal coordinate system (r, θ, φ). This
coordinate change is determined by three parameters: a change in major
radius to which the toroidal coordinates are referred (RED,mod instead of
R0), a vertical displacement (δz) and a displacement in the toroidal angle
coordinate (δφ). It allows for corrections due to non-ideal positioning of
the ED modules and is illustrated in figure 5.2.1.
If our original geometrical poloidal coordinate is defined in the interval
−π ≤ θ < π, the new set of coordinates (rmod, θmod, φmod), specific to a
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Figure 5.9: Definition of the geometrical coordinate system specific to each ED
module.
certain ED module, for the same position in space is obtained as
RED,mod = R0 + δR, (5.22)
δx = R0 + r cos θ − δR, (5.23)
δy = r sin θ − δz, (5.24)
rmod =
√
δx2 + δy2, (5.25)
θmod = acos
δx
rmod
sgn(δy), (5.26)
φmod = φ− δφ. (5.27)
5.2.2 Specifying the initial positions for the field line mapping.
It is quite evident that in order to calculate footprint plots, the field line
mapping initial positions on the surface of the wall or ED modules need
to be specified. For the TEXTOR version of the Hamiltonian symplectic
mapping code, this was done by specifying a regularly spaced rectangular
grid of values for the geometrical toroidal (φ) and poloidal (θ) angle coor-
dinates, given that for TEXTOR all initial positions are on the inner wall
divertor surface and are thus supposed to be at the same minor radius (for
a geometrical toroidal coordinate system with the same major radius as the
vessel wall torus). The corresponding intrinsic toroidal flux coordinate ψ
and intrinsic poloidal angle coordinate ϑ are then calculated for each initial
position from the geometrical poloidal angle coordinate, using 1D bicubic
spline interpolation on a pre-computed grid (i.e. pre-computed under the
assumption that all initial positions would be at the same minor radius).
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However, proceeding in the same way for the Tore Supra geometry
would require 2D bicubic spline interpolation, as the initial positions on
the ED modules are most certainly not at the same minor radius and as con-
sequently the toroidal flux coordinate ψ depends both on φ and θ. There-
fore, for the Tore Supra case a different approach for specifying the ini-
tial positions was chosen. At the start of the field line mapping program,
the geometrical φ-, θ- and r-coordinate of the initial positions are loaded
from a separate file and for each initial position, the corresponding intrinsic
toroidal flux coordinate ψ is calculated from the minor radius value of the
initial position. The calculation of the values of the minor radius for given
φ- and θ-coordinates of the initial positions is then done prior to the execu-
tion of the field line mapping code, using the detailed ED modules surface
model described in the previous subsection and in appendix B. Proceed-
ing in this way offers the additional advantage that instead of only regu-
larly spaced rectangular grids of values for the geometrical toroidal (φ) and
poloidal (θ) angle coordinates, any configuration of initial positions can be
specified.
(a) (b)
Figure 5.10: Footprint plots on the surface of a real divertor plate for ED module
1 (a); an expanded view of the left picture on the neutralizer 4 (b). The plasma and
ED parameters are the same as for figure 5.2.
A footprint plot in the (φ,θ) -plane which takes the calculation proce-
dure modifications from the previous and this subsection into account, has
been made for ED module 1 as a whole (shown in figure 5.10 a) and, with
a higher resolution, for neutralizer 4 of the same module (figure 5.10 b).
On figure 5.10 a , the edges of the neutralizer plates have been indicated
and the neutralizer plates have been numbered. On figure 5.10 b we notice
the pattern of helical stripes of higher connection length. The bended form
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of those stripes is due to the projection on the (φ,θ) - plane of the spatial
structure of the neutralizer surface. As a side note, it is clearly visible that,
analogously to what was found for TEXTOR DED [195], the helical stripes
exhibit a fractal structure, i.e. self-similarity at different spatial scales.
5.3 Inclusion of the ripple perturbation field into the
magnetic field line symplectic mapping code.
5.3.1 Theoretical description of the inclusion of the ripple field
in the Hamiltonian field line mapping formalism.
In comparison to the case of [159], where only the axisymmetric equilib-
rium field (B¯eq) and the ergodic divertor magnetic field (B¯ED) were con-
sidered, we now wish to include the ripple magnetic field as well. Hence,
the total magnetic field for which we want to map field lines is given by
B¯tot = B¯eq + B¯ED + B¯ripple (5.28)
We want to translate the field line tracing equations for B¯tot into a Ha-
miltonian form. In the cylindrical coordinate system (R,Z, φ), those equa-
tions are for example given by
1
R
dZ
dφ
=
Btot,Z
Btot,φ
,
1
R
dR
dφ
=
Btot,R
Btot,φ
(5.29)
To make this translation into a Hamiltonian form, we need to determine a
vector potential field A¯tot which corresponds to B¯tot as well as a set of in-
trinsic coordinates and a Hamiltonian function such that A¯tot can be written
in the Clebsch form [196], i.e. as
A¯tot
B0R20
= ∇¯g + ψ∇¯ϑ−H∇¯φ (5.30)
From [159] we already know how to determine the intrinsic coordinates
and how to write the vector potential field in the Clebsch form if the axi-
symmetric equilibrium field B¯eq is the only field which needs to be taken
into account. For this situation, we can write the magnetic field as
B¯eq = ∇¯ × A¯eq with A¯eq
B0R20
= ψ0∇¯ϑ0 −H0(ψ0)∇¯φ (5.31)
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where
H0 = −RAeq,φ
B0R20
(5.32)
ϑ0 =
∂
∂ψ
∫ z
pz(z
′, ψ)dz′ (5.33)
with
z =
Z
R0
(5.34)
pz = ln
R
R0
(5.35)
ψ =
1
2π
∮
C
pzdz (5.36)
and where the integration is taken along the closed contour C consisting
of the cross-section of the surface function H0(R,Z) = const with the
poloidal plane φ = const [159].
Also from [159], we know that the ED magnetic field can be described
in a sufficiently accurate way by a vector potential field A¯ED, which con-
sists only of a toroidal component AED,φ. B¯ED can thus be written as
B¯ED = ∇¯ × A¯ED with A¯ED
B0R20
=
AED,φ
B0R20
e¯φ = −Hpert,ED∇¯φ (5.37)
where Hpert,ED = −RAED,φB0R20 .
If we can find a Hamiltonian function Hpert,ripple and a poloidal intrin-
sic coordinate function ϑ1 such that B¯ripple can be expressed as
B¯ripple = ∇¯ × A¯ripple with
A¯ripple
B0R20
= ∇¯g1 + ψ0∇¯ϑ1 −Hpert,ripple∇¯φ
(5.38)
then we can write for A¯tot
A¯tot
B0R20
=
A¯eq
B0R20
+
A¯ED
B0R20
+
A¯ripple
B0R20
= ψ0∇¯ϑ0 −H0(ψ0)∇¯φ−Hpert,ED∇¯φ
+∇¯g1 + ψ0∇¯ϑ1 −Hpert,ripple∇¯φ
= ∇¯g1 + ψ0∇¯(ϑ0 + ϑ1)
− [H0(ψ0) +Hpert,ED +Hpert,ripple] ∇¯φ (5.39)
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which, if we take
ψ = ψ0,
ϑ = ϑ0 + ϑ1,
and
H = H0(ψ0) +Hpert,ED +Hpert,ripple
corresponds to the desired Clebsch form described in (5.30).
As shown in appendix C, it turns out that a Hamiltonian functionHpert,ripple
and a new poloidal intrinsic coordinate function ϑ1 which fulfill the pre-
viously mentioned conditions are given by
Hpert,ripple =
A′ripple,φR
B0R20
(5.40)
ϑ1 = (
∂ψ0
∂ρ
)−1
h1A
′
ripple,ρ
B0R20
(5.41)
The toroidal intrinsic coordinate ψ0 remains unchanged. In those expres-
sions, we have h1(ρ, θ¯) =
√[
∂∆(ρ)
∂ρ
]2
+ 2 cos θ¯ ∂∆(ρ)∂ρ + 1, with (ρ, θ¯) the
curvilinear coordinate system described in section 3.4 of [159]. The com-
ponents A′ripple,φ and A′ripple,ρ of the ripple field describing vector potential
correspond to a specific gauge choice where Aθ¯′ = 0.
Thus, the translation into Hamiltonian form of the effect of the addi-
tional ripple field on the magnetic field line geometry consists of two parts:
an additional Hamiltonian perturbation term as well as an additional term
for the angle variable. This last mentioned change in the transformation
from geometrical to intrinsic coordinates will only have an effect on the
detailed structure of the magnetic field line geometry, not on the rough
structure and the more general and qualitative behaviour such as the onset
of chaos and the formation and radial limits of (an) ergodic zone(s).
Another way to look at this is to consider the ripple field as consisting
of two superimposed fields of which one forms, together with the axisym-
metric equilibrium field, a new non-axisymmetric equilibrium field (defor-
mation of equilibrium surfaces) and the other field is a perturbation field,
additional to the ergodic divertor perturbation field. Given that the intrin-
sic coordinates defined by the axisymmetric equilibrium differ from the
intrinsic coordinates defined by the non-axisymmetric equilibrium solely
by a shift in the poloidal coordinate, the creation of islands and the onset
of chaos is determined only through the ripple-induced additional Hamil-
tonian perturbation term. Therefore we will first study the spectral decom-
position of the Hamiltonian perturbation term in axisymmetric equilibrium
field defined intrinsic coordinates.
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5.3.2 Numerical implementation of the computation of the ripple
field induced perturbation spectrum.
The ripple field perturbation Hamiltonian can be expressed as a function of
the equilibrium field determined intrinsic coordinates (ψ0,ϑ0) as
Hpert,ripple(ψ0, ϑ0, φ) =
R(r(ψ0, ϑ0), θ(ψ0, ϑ0))A
′
ripple,φ(ψ0, ϑ0, φ)
B0R20 (5.42)
where, as mentioned previously, the componentA′ripple,φ of the vector potential
field corresponds to a gauge choice where A′
ripple,θ¯
= 0 (with (ρ, θ¯, φ) the
curvilinear coordinate system defined in section 3.4 of [159]). In order
to apply the symplectic mapping methods and, before that, to analyze the
spectrum of this perturbation Hamiltonian, we wish to write it as a Fourier
expansion
Hpert,ripple(ψ0, ϑ0, φ) =
∑
m,n
Hmn(ψ0) cos(mϑ0 + nφ+ χmn) (5.43)
Now let us assume that the ripple magnetic perturbation can be de-
scribed by the vector potential field with components
Aφ = 0 (5.44)
AZ = −R
N
f3(R,Z) cos(Nφ) (5.45)
AR =
R
N
f2(R,Z) cos(Nφ) (5.46)
as justified in appendix G and, for the case of Tore Supra, with the vari-
able N = 18 and with the functions f2 and f3 only dependent on R and
Z and obtained numerically through cubic spline interpolation on a (R,Z)
grid. Then, as it is shown in appendix D, only the Fourier components with
n = N will be different from zero and can be computed as
Hm,N (ψ0) =
ρ(ψ0)
4piB0R20
∥∥∥∥∥ ∫ 2pi0
(∫ θ¯(ψ0,ϑ0)
0 R(θ¯
′, ρ(ψ0))
[
f2(θ¯
′, ρ(ψ0)) sin θ¯
′
+f3(θ¯
′, ρ(ψ0)) cos θ¯
′
]
dθ¯′
)
cos(mϑ0)dϑ0
∥∥∥∥∥
The resulting poloidal spectrum for n = 18 is presented and discussed in the
next section.
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5.3.3 Discussion of the ripple field induced perturbation spectrum.
In figure 5.11, the poloidal spectrum of the ripple field induced perturbation
Hamiltonian for the toroidal mode number n = 18 is represented for a set
of resonant surfaces near the plasma edge, while in figure 5.12 it is com-
pared to the similar poloidal spectrum of the ED field induced perturbation
Hamiltonian (corresponding to an ED current of 22.5 kA). For those plots,
the ripple field poloidal spectrum has been calculated using the approach
described in 5.3.2. Additionally, in figure 5.3.3, a contour plot of the ripple
field induced perturbation Hamiltonian in the (m,ρ)-plane for the toroidal
mode n = 18 is shown as well as the resonant line (nq(ρ), ρ). The intrinsic
coordinates (ψ0, ϑ0) for which those poloidal spectra and all the other re-
sults in this subsection have been obtained correspond to an axisymmetric
equilibrium with the following plasma parameters: the plasma minor radius
a = 80 cm, the major radius R0 = 238 cm, the toroidal field Bt = 3.03 T,
the plasma current Ip=1.5 MA, βpol = 0.13 and the internal inductance
li = 1.2.
From figures 5.11 and 5.12 we observe the resonant poloidal ripple field
modes at the plasma edge to be negligible in comparison to the correspond-
ing poloidal perturbation modes induced by the ED. Therefore, we can
safely leave out the ripple perturbation in the calculations, at least as far
as the general stochastic properties are concerned.
This is further illustrated by figure 5.14, which depicts Poincare´ plots
formed by taking only either the ED perturbation (a) or the ripple perturba-
tion (b) into account. A more detailed view of the Poincare´ plot for the case
of the ripple perturbation is shown in figure 5.3.3. For the ripple perturba-
tion case, clearly none of the islands on resonant surfaces overlap, in stark
contrast to the ED perturbation case, where all surfaces are ergodized. This
qualitative description of the island widths doesn’t depend on our specific
choice of intrinsic coordinates (i.e. the choice between intrinsic coordinate
systems defined in section 5.3.1 which either have been determined from
the axi- or non-axisymmetric equilibrium). Hence this conclusion would
certainly be valid as well in case we did take into account the additional
poloidal intrinsic coordinate transformation given in (5.40).
Yet another way to study the effects of the ripple magnetic perturbation
Hamiltonian consists of calculating the widths of the magnetic islands for
each resonant surface using first
∆ψ = Wm,n = 4
∣∣∣∣Hmn(ψmn)dq−1/dψ
∣∣∣∣ (5.47)
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Figure 5.11: Poloidal spectra of the ripple field magnetic perturbation Hamiltonian
for the toroidal mode n = 18 at the magnetic surface q = 3 and for poloidal mode
m = 0 to 70 (a), m = 0 to 10 (b) and m = 10 to 40 (c).
as well as the expression
ρ = R0
√
1− (1− ψ)2 (5.48)
which leads us to
∆ρ ≃ ∂ρ
∂ψ
∆ψ = R0
1− ψ√
1− (1− ψ)2
∆ψ (5.49)
The resulting profile of radial magnetic island widths, as well as the corre-
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Figure 5.12: Poloidal spectra of the magnetic perturbation Hamiltonian around
the resonant poloidal mode for the toroidal mode n = 18 for different resonant
magnetic surfaces around q = 3 for (a) ripple field and (b) ED field.
sponding profile of the Chirikov parameter, defined by
σChir =
Wm,n +Wm+1,n
2 |ψm+1,n − ψm,n| (5.50)
and which characterizes the degree of overlapping of magnetic islands, are
plotted in figure 5.16 resp. (a) and (b). As we clearly have σChir < 1
everywhere, the ripple perturbation is irrelevant in determining the onset of
global chaos.
The radial magnetic island widths can also be compared to other rele-
vant physical quantities, such as the ion Larmor radius. If we assume an ion
temperature in the order of 100 eV and a magnetic field strength of 3 T, we
find for hydrogen a Larmor radius of the order of 0.1 mm, which is about
one order smaller than the radial island widths on the resonant surfaces.
Hence, although the ripple perturbation is irrelevant in comparison to the
ED perturbation, the widths of the islands induced by the ripple perturba-
tion are not negligible relative to the ion Larmor radius.
Aside from the influence of the ripple field perturbation Hamiltonian
on the general stochastic properties, the influence on the detailed field line
geometry has also been studied. To this end, footprint plots of the field
line connection length without inclusion of the additional intrinsic poloidal
coordinate shift defined by (5.40) but both with and without inclusion of
the ripple field magnetic perturbation Hamiltonian, have been made for a
complete ED module (figure 5.17) and for neutralizer plate 4 of this module
(figure 5.18). From those footprint plots it appears that inclusion of the
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Figure 5.13: Contour plot of the poloidal spectrum of the ripple perturbation field
|Hm,n|, in the (m,ρ)-plane for the toroidal mode n = 18. The white dashed curve
corresponds to the resonant line (nq(ρ), ρ).
ripple field magnetic perturbation Hamiltonian has a noticeable effect on
the detailed field line geometry, but preserves the general, rough pattern.
This is in accordance with the intuitive reasoning that the deformation of
the equilibrium field surfaces due to the ripple field can only be small as
in real tokamaks a ripple field is always present and confinement is never
broken by it.
It can nevertheless be noticed that the angular scale on which the dif-
ferences in detailed field line geometry are significant is of the same order
as the angular surface described by a single Langmuir probe (about 0.9◦
for the ψ- and 0.35◦ for the θ-coordinate). However, in comparison to the
errors in the computed detailed field line geometry caused by the diffe-
rences between the idealized model of the axisymmetric equilibrium and
the real equilibrium as well the differences between the modeled and the
real ED coil geometry, those differences are most probably negligible, al-
though strictly speaking, certainty on this matter still requires additional
comparative calculations with the MASTOC code. Unfortunately, it was
not possible to carry out those calculations within the time frame of this
thesis.
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Figure 5.14: Poincare´ plot in axisymmetric equilibrium defined intrinsic coordi-
nates taking either only the ED perturbation (IED = 22.5 kA) (a) or only the ripple
perturbation (b) or both the ED and ripple perturbation into account (c).
5.3.4 Implementation of the transformations back and forth
between ripple perturbation defined new intrinsic coor-
dinates and geometrical coordinates.
As mentioned previously, the ripple magnetic field also has an effect on
the magnetic field line geometry through an additional term for the calcu-
lation of the intrinsic poloidal angle variable, leading to a new set of non-
axisymmetric equilibrium defined intrinsic coordinates into which the field
line starting positions, given in geometrical coordinates, should be trans-
lated before application of the symplectic mapping procedure.
In appendix H a possible approach to the numerical implementation
of the transformations back and forth between ripple perturbation defined
new intrinsic coordinates and geometrical coordinates is described. Alas,
as the translation of those algorithms into the symplectic mapping calcula-
tion code requires a major rewrite of this code, it was not possible to do the
necessary programming work within the time frame of this thesis. There-
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Figure 5.15: Detail of the Poincare´ plot taking only the ripple perturbation into
account. The resonant surfaces corresponding to the poloidal modes m = 51, 52,
53 and 54 have been marked.
fore, the precise study of the effect of the complete inclusion of the toroidal
magnetic field ripple onto the magnetic field line topology for the case of
Tore Supra ED when calculated using a symplectic mapping approach, has
to be left for future research and the work described in this section should be
considered as a first step towards this ripple inclusion. Besides, given that
omission of the transformation to the ripple determined new intrinsic coor-
dinates will not influence the qualitative aspects of the perturbation such as
the creation of islands and the onset of chaos and given that inclusion of the
ripple field magnetic perturbation Hamiltonian has also only a small effect
on the detailed field line geometry, while preserving the general, rough pat-
tern, we will not take the toroidal ripple magnetic field into account when
making calculations further down in this thesis to study the sensitivity of
the magnetic field line geometry to changes in βpol.
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Figure 5.16: Radial width of the magnetic islands caused by the ripple perturbation
(a) and corresponding Chirikov parameter (b) as a function of the winding factor
q.
5.4 Sensitivity to changes in βpol of the ergodic divertor
magnetic field topology of Tore Supra and TEXTOR.
Although for the Tore Supra ED we do not dispose at this point of a mag-
netic field line mapping code which fully takes the ripple field into account,
the successful implementations into the code of the analytical model for
the Tore Supra ergodic divertor magnetic perturbation field as well as the
detailed Tore Supra ED target plate geometric model do allow us to make
a qualitative comparison of the sensitivity to changes in βpol + li/2 of the
TEXTOR and Tore Supra ergodic divertor magnetic topology. More in
particular, we wish to evaluate the effect on the magnetic topology of the
variance of βpol + li/2 during the density ramps of the Tore Supra and
TEXTOR discharges which are discussed in chapter 4. The evolution in
time of βpol + li/2 during those discharges were given in figures 4.9 and
4.15.
For each of the mentioned discharges, the magnetic topology has been
analyzed for the minimum and maximum βpol + li/2 values encountered
during the density ramp. For each equilibrium configuration, for which the
defining parameters have been listed in table 5.1, Poincare´, laminar and
footprint plots have been made. Out of a desire for conciseness, only some
of those plots for the Tore Supra case have been represented here, but those
are illustrative for the whole set of figures.
Poincare´ plots for the Tore Supra discharges at minimum and maxi-
mum encountered βpol + li/2 values are shown in figure 5.19. Analogous
plots for the TEXTOR discharges are provided in figure 5.24. Concern-
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Figure 5.17: Contour plots of the wall to wall connection lengths on the surface
of real divertor plate for ED module 1 - (a) and (b) - and expanded view of this
contour plot - (c) and (d) - both without - (a) and (c) - and with - (b) and (d) -
inclusion of the ripple perturbation Hamiltonian.
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Figure 5.18: Contour plots of the wall to wall connection lengths on the surface of
real divertor plate for neutralizer 4 of ED module 1 both without - (a) - and with -
(b) - inclusion of the ripple perturbation Hamiltonian.
ing laminar and footprint plots, two types have been produced: on the one
hand, laminar and footprint plots of the connection length (expressed in
poloidal turns), on the other hand, laminar and footprint plots of the radial
penetration depth (expressed in terms of the minor radius of the innermost
surface reached by that field line). For the Tore Supra discharges, con-
nection length laminar plots are given in figure 5.20 (with the analogue
for TEXTOR in figure 5.25) while radial penetration laminar plots are pre-
sented in figure 5.21 (with the analogue for TEXTOR in figure 5.26). Foot-
print plots have been made for the Tore Supra discharges on the surface of
neutralizer 4 on module 6, both of the connection length (figure 5.22) and
the radial penetration(figure 5.23). On those footprint plots of the neutral-
izer surface, for reference, the location of the Langmuir probes (LP’s) on
this neutralizer have been indicated by black dots. A rectangular sector (as
seen in terms of toroidal and poloidal angle) with an extension in toroidal
and poloidal direction which is comparable to the toroidal and poloidal an-
gle extension of the Tore Supra neutralizer surfaces and which contains
the LP’s 12 and 13, is used for the TEXTOR footprint plots of connection
length (figure 5.27) and penetration depth (figure 5.28). The positions of
LP’s 12 and 13 are marked by black dots.
Comparison of the Poincare´ plots for the Tore Supra discharges with
those for TEXTOR, learns us that the differences in the magnetic topology
general structure which are caused by the measured changes in βpol + li/2
during the density ramp, are more pronounced for all of the TEXTOR
discharges than for the Tore Supra ones. This tendency is further mod-
estly confirmed by the laminar plots. Although not spectacular, the dif-
ferences between laminar plots for lowest and highest βpol + li/2 cases
for TEXTOR are more pronounced as compared to the Tore Supra dis-
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Table 5.1: Equilibrium field parameters used as input for the magnetic topology
calculations for the Tore Supra and TEXTOR discharges discussed in chapter 4.
Btor is the strength of the toroidal magnetic field at the center of the poloidal
section of the LCFS, IP is the plasma current, IED is the divertor coil current,
Ra and a are resp. the major and minor radius of the LCFS. The minimum and
maximum observed βpol + li/2 values are also given.
Discharge Btor (T) IP (kA) IED (kA) Ra (m) a (m) βpol + li/2
Tore Supra
28031 3.8559 1800 45 2.39 0.778 0.726 → 0.766
28033 3.4295 1600 40 2.39 0.778 0.734 → 0.760
28036 3.0001 1400 35 2.39 0.778 0.742 → 0.778
28038 2.5737 1200 30 2.39 0.778 0.759 → 0.796
28041 2.1442 1000 25 2.39 0.778 0.788 → 0.818
28042 1.7148 800 20 2.39 0.778 0.807 → 0.840
TEXTOR
96633 1.90 376 12.5 1.73 0.457 0.93 → 1.04
96634 1.90 386 12.5 1.70 0.427 0.98 → 1.08
96636 1.90 402 12.5 1.73 0.457 0.93 → 1.04
charges, where any differences are barely noticeable. Careful and detailed
study of the Poincare´ plots allows for the observation that the increase in
βpol + li/2 leads to a reduced level of ergodization for TEXTOR DED,
while for Tore Supra ED the level of ergodization seems to increase with in-
creasing βpol + li/2 values (although the differences in βpol + li/2 values
used for the calculations are not sufficiently large to make it very appar-
ent). This is in line with what could be expected: an increase in βpol + li/2
increases the Shafranov shift, which moves the plasma outward. In case
of Tore Supra ED, which is located at the LFS, this means that the plasma
is moved closer to the divertor coils, thus increasing the perturbation pen-
etration depth (i.e., relative to the plasma), while inversely, in case of the
TEXTOR DED, which is located at the HFS, this means that the plasma is
moved away from the divertor coils and that the perturbation penetration
depth is decreased. Firmer conclusions can be drawn from the footprint
plots: while for the Tore Supra discharges the footprint plots of connec-
tion length and radial penetration are almost identical for lowest and high-
est values of βpol + li/2 and are even more similar from discharge to dis-
charge, clear differences in the footprint plot patterns can be observed for
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the TEXTOR discharges and probe positions can be seen to move in and
out of zones of deep radial penetration.
In conclusion, the magnetic topology changes due to variations of
βpol + li/2 during the density ramps of the experimental Tore Supra and
TEXTOR discharges which were discussed in chapter 4 are more impor-
tant for the TEXTOR than for the Tore Supra cases. While for Tore Supra
ED it is likely safe to assume that the magnetic topology does not change
during the density ramps of the discharges discussed in this thesis, and that
this magnetic topology also doesn’t differ significantly for each of the six
discharges discussed, this is certainly not the case for the TEXTOR density
ramp discharges which have been analyzed.
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5.5 Connecting the observed Tore Supra ED and
TEXTOR DED magnetic field line topology to
the LP measurement results.
In the previous sections, several observations have been made on the diffe-
rences and similarities between the Tore Supra ED and the TEXTOR DED
magnetic field line topologies. At this point, it is only natural to ask whether
those observations can be linked to the experimental observations of sec-
tions 4.2 and 4.3, i.e. if we can now explain some of the (dis)similarities
between the Tore Supra ED and TEXTOR DED density regime measure-
ments and thus close the loop.
Most likely, the difference in sensitivity of the magnetic geometry to the
plasma pressure is the dominant feature in explaining the dissimilar density
regime measurements for the ED and DED. While for the Tore Supra ED
case we can trust the LP’s on the target plates to remain connected to the
same magnetic flux tubes during a ramp of the central density, this is not
the case for TEXTOR DED. As suggested at the end of section 4.3, during
the density ramp, the LP’s will connect to different flux tubes with shal-
lower or deeper penetration and thus different upstream conditions. This
change in upstream conditions other than the plasma density will be re-
flected in changes in the measured downstream parameters. In the two-
point model, for instance, downstream plasma parameters are strongly de-
termined by the parallel power flux Q‖ which is transported along the flux
tube, as well as the upstream temperature Tuse . Q‖ and Tuse are more impor-
tant for deeper reaching fluxtubes, as deeper into the plasma, the outgoing
power is distributed over a smaller surface. Although the two-point model
has been shown to be quite limited in describing the density regimes, any
more refined model will have to take Q‖ and Tuse as important parameters
into account. Changes in the plasma pressure might also lead to variations
in the connection length (CL) of the flux tube which connects to a certain
LP. This LP might alternatingly connect to flux tubes with a CL larger or
smaller than the Kolmogorov length and consequently connect or not con-
nect to the ergodic zone. Moreover, particle flux amplification along the
flux tube due to collisions with neutrals depends on the density distribution
of those neutrals along the flux tube trajectory, which depends on the tra-
jectory of the flux tube through zones with variable densities of neutrals. It
is thus evident that changes in the magnetic field topology will also lead to
changes in this particle flux amplification.
Therefore, before any further comparison between ED and DED den-
sity regime measurements can be made, let alone be linked to the characteristics
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Figure 5.19: Poincare´ plots of Tore Supra shot 28031 for βpol + li/2= 0.726
(a) and βpol + li/2= 0.766 (b), shot 28038 for βpol + li/2= 0.759 (c)
and βpol + li/2=0.796 (d) and shot 28042 for βpol + li/2= 0.807 (e) and
βpol + li/2= 0.840 (f).
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Figure 5.20: Connection length laminar plots of Tore Supra shot 28031
for βpol + li/2= 0.726 (a) and βpol + li/2= 0.766 (b), shot 28036 for
βpol + li/2= 0.742 (c) and βpol + li/2= 0.778 (d) and shot 28041 for
βpol + li/2= 0.788 (e) and βpol + li/2= 0.818 (f).
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Figure 5.21: Laminar plots of the most inward magnetic surface (cha-
racterized by its minor radius ρ, in cm) reached for Tore Supra shot
28033 for βpol + li/2= 0.734 (a) and βpol + li/2=0.760 (b), shot 28038
for βpol + li/2= 0.759 (c) and βpol + li/2= 0.796 (d) and shot 28042 for
βpol + li/2= 0.807 (e) and βpol + li/2= 0.840 (f).
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Figure 5.22: Connection length footprint plots of the surface of neutral-
izer 4 on module 6 for Tore Supra shot 28031 for βpol + li/2= 0.726
(a) and βpol + li/2= 0.766 (b), shot 28036 for βpol + li/2= 0.742 (c)
and βpol + li/2= 0.778 (d) and shot 28041 for βpol + li/2= 0.788 (e) and
βpol + li/2= 0.818 (f). The positions of the Langmuir probes have been indicated
by black dots.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.23: Footprint plots of the most inward magnetic surface (characterized
by its minor radius ρ, in cm) reached at the surface of neutralizer 4 on module 6 for
Tore Supra shot 28033 for βpol + li/2= 0.734 (a) and βpol + li/2= 0.760 (b), shot
28038 for βpol + li/2= 0.759 (c) and βpol + li/2= 0.796 (d) and shot 28042 for
βpol + li/2= 0.807 (e) and βpol + li/2= 0.840 (f). The positions of the Langmuir
probes have been indicated by black dots.
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Figure 5.24: Poincare´ plots of TEXTOR shot 96633 for βpol + li/2= 0.93 (a) and
βpol + li/2= 1.04 (b), shot 96634 for βpol + li/2= 0.98 (c) and βpol + li/2= 1.08
(d) and 96636 for βpol + li/2= 0.93 (e) and βpol + li/2= 1.04 (f).
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Figure 5.25: Connection length laminar plots of TEXTOR shot 96633 for
βpol + li/2= 0.93 (a) and βpol + li/2= 1.04 (b), shot 96634 for βpol + li/2= 0.98
(c) and βpol + li/2= 1.08 (d) and shot 96636 for βpol + li/2= 0.93 (e) and
βpol + li/2= 1.04 (f).
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Figure 5.26: Laminar plots of the most inward magnetic surface (characte-
rized by its minor radius ρ, in cm) reached for TEXTOR shot 96633 for
βpol + li/2= 0.93 (a) and βpol + li/2= 1.04 (b), shot 96634 for βpol + li/2= 0.98
(c) and βpol + li/2= 1.08 (d) and shot 96636 for βpol + li/2= 0.93 (e) and
βpol + li/2= 1.04 (f).
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Figure 5.27: Connection length footprint plots on a section of the divertor sur-
face for TEXTOR shot 96633 for βpol + li/2= 0.93 (a) and βpol + li/2= 1.04 (b),
shot 96634 for βpol + li/2= 0.98 (c) and βpol + li/2= 1.08 (d) and shot 96636 for
βpol + li/2= 0.93 (e) and βpol + li/2= 1.04 (f). The positions of the Langmuir
probes have been indicated by black dots.
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Figure 5.28: Footprint plots of the most inward magnetic surface (characterized
by its minor radius ρ, in cm) reached on a section of the divertor surface for
TEXTOR shot 96633 for βpol + li/2= 0.93 (a) and βpol + li/2= 0.44 (b), shot
96634 for βpol + li/2= 0.98 (c) and βpol + li/2= 1.08 (d) and shot 96636 for
βpol + li/2=0.93 (e) and βpol + li/2= 1.04 (f). The positions of the Langmuir
probes have been indicated by black dots.
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of the respective magnetic field line topologies, a method should be found
to circumvent effects linked to changes in the magnetic topology caused by
plasma pressure variations. It should also be ensured that quasi-stationarity
is fulfilled. We could think of achieving this by making toroidal profiles of
Te and J‖,i, by sweeping the magnetic structure in front of the probes, as
explained in section 4.3, for different upstream density conditions and lev-
els of injected power. In fact, such discharges have already been performed
on TEXTOR (TEXTOR shots 97321 to 97326 and 97329, 97331, 97332,
97333, 97335 and 97337), during which the author of this thesis operated
the DED target plate LP array. Only the analysis of those measurements
remains to be done, as it could not be carried out within the time frame
of this thesis, and will be left for further research. By proceeding in this
manner, we could hope to find flux tubes with very comparable topological
properties for each set of upstream conditions and thus try to describe for
TEXTOR DED downstream parameters as a function of variable upstream
conditions for a constant magnetic topology.
Once the effects of a variable magnetic topology have been singled out,
other aspects of the magnetic field line topology might contribute to pos-
sible differences between ED and DED density regimes. For instance, a
relatively thinner ergodic zone for the TEXTOR DED case as compared to
the Tore Supra ED case might lead to a different dependency on the central
density of plasma parameters on the upstream side of the connecting flux
tubes. The cell-like structure of the Tore Supra ED topology versus the ab-
sence of such a structure for the TEXTOR DED case might have a similar
result.
”Skate to where the puck is going, not to where it’s been.”
Wayne Gretzky
6
The tunnel probe.
6.1 Theory and working principle of the tunnel probe.
The tunnel probe [197–199] consists of two conducting and negatively bi-
ased (in order to collect ions and repel electrons) copper surfaces which are
mounted in an insulating boron nitride head and electrically isolated from
each other: a hollow tunnel with a diameter of a few millimeters and a back
plate (BP) closing one end of the tunnel. This geometry is illustrated in
figure 6.1. The axis of the tunnel is parallel to the magnetic field B¯.
Plasma flows into the open side of the tunnel and the flux is distributed
between tunnel and BP. The ratio Rc of the two resulting currents to tunnel
(ITUN) and BP (IBP) is strongly determined by the strength and distribution
of the electric field inside the tunnel as ions that enter the region of strong
radial electric field gradient near the tunnel surface are demagnetized and
attracted to this surface. Electrons remain strongly magnetized under all
circumstances. The strength and distribution of the electric field inside the
tunnel and thus Rc should be, according to magnetic sheath theory [89]
[131], a strong function of the electron temperature Te. For a fixed value
of J‖,i, an increase of Te will cause an increase of the radial electric field in
the tunnel and more ions will be demagnetized and attracted to the tunnel
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Figure 6.1: Schematic axial cross section of the conventional tunnel probe.
surface before they can reach the BP, thus raising Rc. As the penetration of
the probe potential into the tunnel plasma depends on the plasma density,
the fraction of ions that will be scraped off to the tunnel will change for a
different J‖,i. To calibrate the probe, we determine the theoretical relation
between Rc on the one hand and Te, J‖,i and the probe biasing potential
Vbias (as compared to the floating potential Vf) on the other hand, using the
self-consistent, two-dimensional kinetic code XOOPIC [200]. The probe
can thus be operated in DC mode and therefore provides fast simultaneous
measurements of J‖,i and Te.
6.2 The XOOPIC code used for the numerical calibration
of the tunnel probe.
The XOOPIC code [200] is written in C++ and made freely available on
http://ptsg.eecs.berkeley.edu by its authors, who are affiliated to the Plasma
Theory and Simulation Group of the University of California, Berkeley.
6.2.1 The computational cycle of the XOOPIC code.
In contrast to fluid codes, where the plasma is modeled using moments of
a distribution function at discrete grid points, particle-in-cell (PIC) codes
[201], such as XOOPIC, model the plasma using discrete particles, each
representing many charged particles. Those PIC particles, which are fol-
lowed in a continuum space, interact with fields defined at discrete locations
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Figure 6.2: A typical cycle, one time step, in a particle simulation program. The
particles have indices i, the grid indices are j, which become vectors in 2 and 3
dimensions.
in space (on a appropriately sized grid, for example) using interpolation to
compute the fields at the position of the particles. The forces on the particles
exerted by those fields and the resulting changes in velocity and position of
the particles can thus be determined. Particle boundary conditions such as
emission and absorption are then applied. The particles on their turn gener-
ate the current and charge density source terms for Maxwell’s equations by
interpolation from the particle locations to the mesh. It turns out that rela-
tively small systems of a few thousand particles can simulate the collective
behaviour of a plasma quite reasonably. The whole PIC computational cy-
cle, with a period determined by numerical stability criteria governed by
the plasma frequency, is illustrated in figure 6.2 [201].
From this rather coarse description of the working principles of PIC-
codes, it already appears that three underlying algorithms will be needed:
a solution method for the electromagnetic fields, a charge and/or current
weighting algorithm and a method to solve the equations of motion of the
particles. In addition boundary conditions for fields and particles will have
to be included and the electromagnetic fields will have to be described on a
properly defined grid. As the XOOPIC code has been crucial both for the
calibration of the TP as well as for the study of the effect of a possible non-
thermal electron population on the TP (as will be described in chapter 7), a
more detailed description of those just mentioned aspects of XOOPIC and
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Figure 6.3: Geometry and grid configuration for the tunnel probe simulations with
the XOOPIC code.
their implementation to the specific tunnel probe case is justified and will
be given in the following sections.
6.2.2 XOOPIC simulation grid.
For axisymmetric devices such as the tunnel probe, it is reasonable to describe
the whole problem in a cylindrical (z,r,φ) coordinate system whose axis cor-
responds to the axis of the tunnel. In XOOPIC a 2D grid (in the (z,r)-plane)
of orthogonal quadrilaterals is used. Although XOOPIC allows multiple
spatial regions to be simulated simultaneously (which are independent of
each other, except for special boundary conditions which can communicate
in the parallel version of the code), the tunnel probe was modeled as a single
region.
The XOOPIC input file requires us to specify the upper and lower co-
ordinates of the grid as well as the number of cells in both directions. The
grid points are labeled with j in the z-direction and k in the r-direction.
The mesh space can be modulated in both directions. For the tunnel probe
simulations, the relative width of the cells was modulated in the z- and r-
directions as respectively
√
(J− j) and √(K− k) (with J and K the num-
ber of cells in the two directions) in order to compensate somewhat for the
increase in cell volume with increasing r and to provide a finer grid near the
injection plane (this will be explained further down). The cell sizes (and
thus the number of cells) were chosen in accordance with standard nume-
rical stability criteria governed by the Debye length [201]. The resulting
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grid for the tunnel probe dimensions corresponding to the CASTOR mea-
surements (also explained further down this chapter) is illustrated in figure
6.3. It should be noted that the grid is extending over the whole rectangular
simulation domain, i.e. also in the black-coloured zones (which represent
tunnel and BP collectors) on the figure.
6.2.3 Field equations and charge density weighting
Although XOOPIC offers the possibility of solving the full set of Maxwell’s
equations, the magnetic field was considered to be static for the tunnel
probe simulations and oriented parallel to the axis and towards the BP.
For each iteration only the electric field was computed from the Poisson
equation using a so-called Dynamic Alternating Direction Implicit (DADI)
scheme [202] [203]. The DADI method is an iterative scheme which adds
a fictitious timestep t’ to the Poisson equation, thus changing it into a
parabolic equation. Then a non-iterative ADI scheme [204] is used to ad-
vance the ‘parabolic’ equations in time t’. This parabolic equation is then
finite-differenced, and a pseudo time step ∆t’ is dynamically adjusted to
speed up convergence to the ‘time’ asymptotic state which is the solution
of the original elliptic equation. Convergence occurs when the residual of
the elliptic equation is less than a chosen tolerance.
The charge density provides the source for the Poisson equation. It
is determined by weighting the particles in a cell onto the nodes of that
cell, using a symmetric bilinear scheme. This scheme is illustrated in
figure 6.4 [201] and the weights are given by
ρj,k = ρc
Sd
S
(6.1)
ρj+1,k = ρc
Sc
S
(6.2)
ρj+1,k+1 = ρc
Sb
S
(6.3)
ρj,k+1 = ρc
Sa
S
(6.4)
where ρc is the charge density uniformly filling a cell (the total particle
charge in the cell divided by the area of the cell S) and Sa, Sb, Sc and Sd are
the surfaces of the areas a, b, c and d indicated in figure 6.4.
In order to reduce the noise on the computed electric potential, a bino-
mial smoothing pass [201] is applied once. The previously discussed bi-
linear charge weighting scheme for the electrostatic field solver which we
used for the tunnel probe simulations is charge conserving, so no Marder or
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Figure 6.4: Charge assignment for linear weighting in 2D. Areas are assigned to
grid points; i.e., area a to grid point A, b to B, etc . . .
Boris divergence correction [205] (both optionally available in XOOPIC)
had to be applied.
When defining a PIC simulation region, there are two groups of boun-
dary conditions (BC’s) to consider: field BC’s and particle BC’s. In the in-
put file for a simulation, XOOPIC allows the user to define different types
of ‘boundaries’, which impose conditions on both fields and particles. Here,
only the boundary conditions imposed on the fields will be discussed; the
conditions imposed on the particles will be treated in section 6.2.4.
The field BC’s at the edges of the simulation domain for the tunnel
probe geometry are a combination of Dirichlet and Neumann conditions:
• The left edge of the simulation domain (which represents the BP) is
modeled as an ‘Equipotential’ boundary type. The potential along
this ideally conducting boundary is constant and set by the user to the
TP biasing voltage.
• The right edge of the simulation domain is of the ‘BeamEmitter’
type. This implies a constant electric potential along this edge. This
potential is set by XOOPIC to the reference potential at 0 V.
• The lower edge of the simulation domain is formed by the axis of
symmetry (‘CylindricalAxis’ boundary type) and forces the nor-
mal component of the electric field (E¯r in this case) to become zero
on this edge.
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• The upper edge of the simulation domain is not defined as a particular
boundary type by the user, but also forces the normal component of
the electric field to become zero.
Inside the simulation domain, some other boundaries are defined:
• The inner surface of the tunnel is modeled as an ‘Equipotential’
boundary. The potential along this line of mesh nodes is forced to be
equal to a value set by the user. In the case of the TP simulations,
this value is the TP biasing voltage.
• The tunnel and BP conductors are divided by a gap, as well as the
tunnel conductor and the right edge of the simulation domain. Both
gaps are closed at the side of the simulation domain edge by a boun-
dary of the ‘Dielectric’ type. As the relative permittivity of the di-
electric (which can be defined by the user in the input file) is set to
1 for the tunnel probe simulations, this boundary has no direct in-
fluence on the fields.
• The side surfaces of the tunnel are also ‘Dielectric’ type boundaries.
The relative permittivity of the dielectric is also set to 1, so those
boundaries have likewise no direct influence on E¯. However, unlike
the previous dielectric boundaries, those boundaries allow the im-
pinging charges to accumulate on their surface, which will affect the
electric field.
It should be noted that applying a freespace boundary condition for the
fields at the upper edge would most probably be a better way to model
the electric field inside the tunnel probe. While the implementation of
freespace boundary conditions for XOOPIC is currently being studied, no
freespace solver for the r-z geometry has been implemented in XOOPIC
yet [206].
6.2.4 Moving the particles.
As both ions and electrons are modeled as collisionless particles, the two
first-order equations to be integrated separately for each particle are the
Newton-Lorentz equations
m
dv¯
dt
= q
(
E¯ + v¯ × B¯) (6.5)
dx¯
dt
= v¯ (6.6)
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Figure 6.5: Velocity space showing the rotation from v¯− to v¯+. The velocities
shown are projections of the total velocities onto the plane perpendicular to B¯
Figure 6.6: Sketch of leap-frog integration procedure showing time-centering of
force F¯ while advancing v¯, and of v¯ while advancing x¯.
where m is the mass, x¯ the position vector and v¯ the velocity of the particle.
The fields are interpolated from the mesh to the particle locations using a
bilinear weighting algorithm.
The Lorentz equation can be written in a centered-difference form as
v¯t+∆t/2 − v¯t−∆t/2
∆t
=
q
m
[
E¯ +
v¯t+∆t/2 + v¯t−∆t/2
2
× B¯
]
(6.7)
This vector equation for v¯t+∆t/2 is solved using the Boris algorithm [201].
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To this end, the substitution
v¯t−∆t/2 = v¯
− − qE¯
m
∆t
2
(6.8)
v¯t+∆t/2 = v¯
+ +
qE¯
m
∆t
2
(6.9)
is made in (6.7). E¯ cancels entirely, which leaves
v¯+ − v¯−
∆t
=
q
2m
(
v¯+ + v¯−
)× B¯ (6.10)
Determining v¯+ from v¯− using equation (6.10) is nothing else but a rotation
of v¯−. Indeed, if we take the scalar product of (6.10) with (v¯+ + v¯−), we
find that ‖v¯+‖ = ‖v¯−‖. The vector representation of this rotation is given
in figure 6.5. v¯+ is obtained as
v¯+ = v¯− + v¯′ × s¯ (6.11)
where v¯′ is given by
v¯′ = v¯− + v¯− × t¯ (6.12)
t¯ and s¯ are defined as
t¯ ≡ qB¯
m
∆t
2
(6.13)
s¯ ≡ 2t¯
1 + t2
(6.14)
This algorithm can readily be made relativistic and XOOPIC also offers the
possibility of using the relativistic version of this Boris advance algorithm,
but this was not used for the TP simulations.
The equations (6.5) and (6.6) are then further integrated using the simple
and surprisingly accurate leap-frog method. The flow in time and notation
for this method are illustrated in figure 6.6, which makes clear the time-
centering.
The different boundaries which were already discussed in section 6.2.3
will not only impose field BC’s, but also particle BC’s:
• The BP ‘Equipotential’ boundary on the left edge of the simulation
domain as well as the ‘Equipotential’ tunnel surface boundary will
absorb impinging particles (i.e. remove from the simulation).
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• Maxwellian fluxes of ions and electrons (with user-defined isotropic
temperatures) are injected towards the tunnel from the‘BeamEmitter’
plane situated 1 mm to the right of the tunnel entrance. The emission
current of those beams is also specified by the user in the inputfile.
Charges impinging on this injection plane are neutralized (i.e. re-
moved from the simulation)
• Particles are transmitted by the ‘CylindricalAxis’ symmetry boun-
dary.
• As mentioned previously, the ‘Dielectric’ type side surfaces of the
tunnel accumulate the impinging charges at the point of impact as
surface charges, thus indirectly affecting the electric field. On the
other hand, the gap-closing ‘Dielectric’ boundaries neutralize par-
ticles which hit their surface.
For all the boundaries, no particles are reflected. Although XOOPIC makes
it possible to take into account secondary emission of any particle species
used in the simulation at the ‘Equipotential’ and ‘Dielectric’ boundaries,
with the option of specifying secondary emission coefficients, emission
thresholds and maximum energy of emitted secondaries, this feature has
not been used, neither for the tunnel probe calibration nor for the study of
the influence of a small population of nonthermal electrons on the electron
temperature measurements.
6.3 Tunnel probe measurements in the CASTOR
tokamak.
6.3.1 Physical characteristics of the experimental setup.
All of the tunnel probe measurement results presented in this work were
obtained in the CASTOR tokamak of the Institute for Plasma Physics of
the Czech Academy of Sciences in Prague, Czech Republic. This tokamak
has a circular cross section, a major radius of 40 cm and a minor radius of
8.5 cm. The amplitude of the toroidal magnetic field can be varied between
0.5 and 1T, but was equal to 1T for the experimental investigations pre-
sented here. Plasma currents up to 10 kA are possible. The position of the
plasma column in the vacuum vessel is being stabilized in the horizontal as
well as in the vertical direction by means of a feed-back system. Although
CASTOR has been equipped with a Lower Hybrid Current Drive system
and a biasing electrode, all data presented here were obtained during Ohmic
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Figure 6.7: Cross section of the double tunnel probe. The numbers 1 to 4 and 7 to
10 designate tips mounted on the front of the probe entrances on both the ion and
electron side, which were used to measure the floating potential, while the parts
5 and 11 designate the conducting tunnel surface and 6 and 12 the conducting
back-plate.
discharges without any polarization. The core density and electron tempe-
rature are npl ∼ 1019m−3 and Te ∼180 eV. In the edge region, where the
measurements were made, typical values of npl and Te are about one order
of magnitude smaller. Of course, no fusion power can be generated in such
a small tokamak as the temperature and confinement time (τ ∼ 1 ms) are
2 to 3 orders of magnitude lower than necessary for the creation of fusion
conditions.
For the measurements described in this text, a double tunnel probe was
used. A cross-section of this double tunnel probe is shown in figure 6.7.
The diameter and depth of the copper tunnels, one facing the ion direction
and the other the electron direction, were both 5.0 mm; tunnel conducting
surface and BP were separated by a gap of 0.5 mm. The choice for those
particular dimensions was based on previous experimental investigations
in CASTOR [199], where it was found that a good rule of thumb is to
choose the tunnel radius to be roughly 8cs/ωci (where cs = kTe/mi is the
cold ion sound speed and ωci is the ion cyclotron frequency). In [199] a
detailed study of the effect of an angular misalignment between the tunnel
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Figure 6.8: Connection scheme of the double tunnel probe measurement setup.
axis and B¯ also found the TP measurements to be insensitive to the angle
of misalignment as long as it was less than 5◦. Such tolerances were easily
achieved. The different conducting surfaces were electrically connected as
in figure 6.8. The isolation amplifiers made it possible to sweep the voltage
applied to the tunnel and back-plate surface over a range of 200 V. The
currents flowing to the tunnel and BP surfaces were measured using shunt
resistances of 10Ω. Compared to a sinusoidal signal, the saw-tooth form
of the generated voltage signal has the advantage that the data points in the
resulting I-V characteristics are more equally spaced over the whole voltage
range.
6.3.2 Calibration of the tunnel probe for use in the edge of the
CASTOR tokamak.
The XOOPIC code was run for the previously described CASTOR tunnel
probe geometry over the expected ranges of plasma parameters 5 < Te < 50 eV
and 0.05 < J‖,i < 2.0 Acm−2 [199] [207]. In order to guarantee quasi-
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Figure 6.9: The lines with open circles are simulated tunnel-to-back-plate ion
current ratios for various values of J‖,i and Te assuming a hydrogen plasma,
B = 1T, a tunnel diameter and depth of both 5 mm, and an applied voltage of
-100 V. The gray points are measured (CASTOR shot 13172). Simulation results
for Te=20 eV, V = -200V are shown for comparison (full triangles) [207].
neutrality (within the limits of time-dependent density fluctuations that oc-
cur even when the simulation is stable) at the entrance of the tunnel, the
fluxes of injected electrons and ions were adjusted so as to account for
the repulsion of almost all electrons, the absorption of almost all ions and
the different thermal velocities of ions and electrons. A thin source sheath
formed in front of the injection surface.
In the calibration results, which are shown in figure 6.9, three parameter
regimes can clearly be identified:
• A first parameter regime occurs when J‖,i is sufficiently high that
the Debye sheath is much thinner than the tunnel radius (greater
than about 1 Acm−2 for CASTOR conditions) and the potential drop
between the tunnel surface and the plasma is efficiently shielded.
This is the most easily exploitable case as the potential distribution
and plasma fluxes inside the tunnel will be insensitive to variations
of the applied potential, and the residual potential drop in the quasi-
neutral magnetic sheath should only be sensitive to the electron tem-
perature for a given magnetic field. The ratio Rc = ITUN / IBP in-
creases with Te because the magnetic sheath expands inwardly to-
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wards the cylindrical axis and diverts greater numbers of ions onto
the leading edge of the tunnel. For this parameter regime, the analy-
sis procedure is straightforward. One calculates J‖,i from the sum of
the two ion currents divided by the cross-section of the tunnel, and
their ratio is used to calculate Te by interpolation within the numeri-
cal results.
• A second parameter regime is found to occur for intermediate values
of 0.2 < J‖,i < 1.0 Acm−2. As the density in the tunnel is low, with a
significant Debye sheath thickness with respect to the tunnel radius,
the applied potential penetrates into the plasma column and modi-
fies the particle orbits. Simulations were performed in this regime
for applied voltages of 100 V and 200 V with respect to the floating
potential. In figure 6.9, the high voltage results are, for clarity, printed
only for Te = 20 eV, but the results for other temperatures behave in
the same way. It is observed that Rc is quite sensitive to the applied
voltage, as well as to the magnitude of J‖,i. Thus, this voltage depen-
dency has been taken into account. By assuming that at high densi-
ties, the ratio should also be independent of bias voltage due to good
Debye shielding, and by assuming that the saturation values obtained
for -100 V apply to all voltages, the following power law fit to the
simulation results can be obtained:
Te = R
2.5237
c 10
0.50510
h
−0.02576J−0.4319
‖,i
“
−(V−Vf)
0.6643
”i
(6.15)
This expression is valid for
0.2 < J‖,i < 2.0A cm−2 and − 200V < (V− Vf) < −100V
• Finally, for extremely small J‖,i < 0.2 Acm−2, Debye shielding is
negligible and the potential distribution essentially is the same as the
vacuum one. The measurements of the current give no information
about Te. Fortunately, in CASTOR, such low densities only occur
during the plasma current ramp-up phase at the beginning of the dis-
charge.
The typical evolution of the measurements for CASTOR shot 13172 is
also presented in figure 6.9. During the current ramp-up, Rc is initially very
high and the density low. The points smoothly follow the low temperature
contours until the hot flat-top phase of the discharge, when fully developed
turbulence sets in. This phase corresponds to the cloud of points in the
center of figure 6.9.
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6.4 Comparison between Langmuir and tunnel probe
measurements.
LP and TP are governed by fundamentally different physics, as the applied
voltage on a LP is swept in order to measure a restricted part of the electron
distribution function, while the TP is biased to a fixed potential that is suffi-
ciently negative to repel all electrons, leading to the remarkable property
that with a TP, the temperature of the electrons is measured even though
none are collected. Therefore, it is necessary to compare the two methods.
To this end and in order to investigate the validity of the simulation
results, measurements were made with a prototype TP installed on the top
of the CASTOR tokamak on a manipulator that could be radially displaced
between discharges. For this experiment (shots 16200 – 16221) the probe
axis was aligned with the magnetic field and a radial scan was performed by
starting at the position r = 91 mm and reducing the probes radial position by
2 mm between shots. The voltage on all conductors of the tunnel probe was
swept and the obtained current voltage (I-V) characteristics were used to
give two independent measurements of Te. While the author of this thesis
was present during those CASTOR shots, he has not been actively involved
in the experiment setup and data acquisition. His role has been limited to
the interpretation of the probe signals.
Firstly, the sum of the collected currents resulted in an I-V characte-
ristic which is equivalent to that of an ideal disc Langmuir probe. Te was
obtained in the usual way by making a non-linear 3-parameter fit to the I-V
characteristic using the function
I = ISAT
(
1− exp
(
e(V − Vf )
kTe
))
(6.16)
For every radial position (and thus different shot), this fit was made to a
single I-V characteristic, obtained by averaging all the I-V characteristics
which were sampled during stable plasma without any biasing voltage be-
ing applied. The detailed fitting procedure and the determination of the
error on the fitted parameters, are described in Appendix A.
Secondly, the ratio Rc of ITUN / IBP at -200 V and -100 V, as compared
to Vf, was interpolated within the XOOPIC results of figure 6.9, using the
expression (6.15). For each separate radial position (and thus also shot),
the TP Te values obtained from the multiple sampled I-V characteristics,
were averaged and the error on this average TP Te-value was computed as
the standard deviation on this mean Te-value. In this way simultaneous and
independent LP and TP measurements of Te were achieved. The resulting
radial profiles for Te and J‖,i, which were obtained with the tunnel opening
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Figure 6.10: Radial profiles of Te measured with a LP (•), a TP biased at
-100 V (×) and a TP at -200 V () in the tokamak CASTOR. The J‖,i-values
which were measured at the same locations are shown on the right axis (♦).
in the ion drift direction, during Ohmic discharges and without any appli-
cation of biasing to the plasma, are given for the shots 16200 - 16221 in
figure 6.10. Although the TP and LP Te- measurements show good quali-
tative agreement, the values derived from the TP technique were generally
found to be a few times lower than the LP values.
Several mechanisms could be thought of as at least partially causing
this difference in absolute TP and LP Te- measurements. Among those
are effects due to rectification of plasma fluctuations, plasma resistivity in
the current channel between the probe and the reference electrode (both of
which would cause the LP to produce falsely high Te -measurements) and
secondary electron emission from ion bombardment of the copper BP of the
TP (resulting in falsely low values of Te measured by the TP) [207]. An-
other possible explanation for the difference in measured Te- values might
consist of an overestimation of Te by the Langmuir probe, due to a non-
Maxwellian distribution of the electrons. In a first approach this can be
modeled as a two-temperature electron velocity distribution, consisting of
a small, hot electron population superimposed on the bulk of the thermal
electrons.
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This last mentioned possibility is at first glance not so far-fetched, as a
swept LP is sensitive to the characteristic energy of nonthermal electrons
[208] [209], high temperature nonthermal electrons might exist on the closed
field lines in the plasma and scrape-off layer (SOL) electrons might not be
Maxwellian in regimes of low or intermediate collisionality (such as for
the results in figure 6.10) as indicated by the results from a kinetic Fokker-
Planck particle code [210], which included Coulomb collisions as well as
sheath effects. Indeed, the results in [210] showed that in case of a com-
pletely recycling SOL target, i.e. a source of cold recycled electrons and
ions in front of the target proportional to the particle flux impinging on the
target, the velocity distribution of plasma particles in the recycling zone
becomes non-Maxwellian. More in particular, the electron velocity distri-
bution will be composed of a Maxwellian part of relatively cold electrons
resulting from collisions between cold recycled and hot midplane particles
and of a small part of hot midplane particles transversing the recycling
zone without collisions [91]. The presence of non-Maxwellian electrons in
CASTOR is made even more likely by the observation that for some Ohmic
discharges (different from those of figure 6.10) simultaneous electron tem-
perature and floating potential measurements with two swept tunnel probes,
one facing the ion side and the other the electron side, gave different results,
implying an anisotropic electron velocity distribution in the edge plasma of
CASTOR [211].
The plausibility of a non-Maxwellian distribution of the electrons as
an explanation for the discrepancy between LP and TP Te results, depends
on the sensitivity of the TP to the same small population of nonthermal
electrons. This sensitivity would have to be notably lower than for the LP
and is investigated in the next chapter by means of XOOPIC simulations. A
difference in sensitivity is very probable, as the mechanisms by which Te is
measured are fundamentally different for TP and LP, as has been mentioned
before. Langmuir probes obtain Te from analysis of the electron current to
the collecting surface of the probe, assuming Boltzmann relations. The
tunnel probe, on the contrary, measures Te without collecting any electrons
(if the bias is strong enough); it is the distribution of the ion current over the
tunnel and BP which depends on the electric field E¯ inside the tunnel, which
in turn depends on Te, again through the Boltzmann relation. Therefore, the
sensitivity of the TP to a small population of nonthermal electrons will be
investigated in the next chapter.
”Whatever is worth doing at all is worth doing well.”
Lord Chesterfield
7
Sensitivity of tunnel probe
electron temperature
measurements to a fast electron
component.
7.1 Simulation procedure.
The XOOPIC code was run under a Linux environment on a personal com-
puter for the CASTOR tunnel probe geometry and simulation grid described
in section 6.2.2. Maxwellian fluxes of ions (i.e. protons for the simulations
we describe here) with temperature Ti, thermal electrons with temperature
Te−th = Ti and nonthermal electrons (temperature Te−supr) were injected to-
wards the tunnel from the plane situated 1 mm to the right of the tunnel
entrance. In order to guarantee quasineutrality (within the limits of time-
dependent density fluctuations that occur even when the simulation is sta-
ble) at the entrance of the tunnel, the fluxes of injected electrons and ions
174 Chapter 7. Sensitivity of the tunnel probe to nonthermal electrons.
were adjusted so as to account for the repulsion of almost all electrons, the
absorption of almost all ions and the different thermal velocities of ions
and electrons. Details about the calculation of the adjusted fluxes are given
in Appendix I. A thin source sheath formed in front of the injection sur-
face. As the fluxes of thermal and nonthermal electrons were influenced by
this sheath in different ways, the density fraction of nonthermal electrons
reaching the probe was determined from the simulated electron densities
after the source sheath.
Simulations were made with the conductors biased to -200 V and -100 V
relative to floating potential. Those biasing voltages were selected because
of the availability of results from simulations without nonthermal electrons
for those specific voltages [207]. Vf depends on the ratio of fast electron
density to slow electron density and was calculated for each simulation
by solving the transcendental equation (assuming no secondary electron
emission) [212]:
eVf + f
1
2
T fne
Vf
fT = (f + 1)
1
2
(
πme
2mi
) 1
2
(1 + fn) (7.1)
where fT = Te−supr/Te , fn = ne−supr/ne−th and f = fT(1 + fn)/(fn + fT). mi
and me are respectively the ion and the electron mass; ne−supr and ne−th the
nonthermal and thermal electron densities.
For each simulation case, the code was run until the number of particles
from each of the three different populations in the simulation domain be-
came stable. Then the code was left to run again for roughly the same time
to build up acceptable particle statistics. The charges collected by tunnel
and BP were recorded and divided by the simulation period to obtain ITUN
and IBP. By using the TP calibration from [207] (i.e. without nonthermal
electrons) the Te which would have been measured with the TP was derived
from the sum and the ratio of ITUN and IBP.
In conformity with plasma conditions in the edge of CASTOR, sim-
ulations were run for parallel ion current densities of 2500 A m−2 and
10000 A m−2 (in order to simulate in both regimes of good and poor Debye
shielding (as explained in section 6.3.2), while keeping computation times
reasonable), ion and thermal electron populations at 10 eV and the nonther-
mal electrons at 20, 50 and 100 eV, respectively. The density fraction of
nonthermal electrons after the injection sheath was increased until Te mea-
sured by the TP or the LP (whichever occurred first) equaled the Te of the
nonthermal population.
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7.2 Simulation results and discussion.
7.2.1 Simulation results.
Figure 7.1 shows both the normalized Te-values one would measure with
the TP (▽) and with a LP (×) as a function of the nonthermal electron
population density fraction (Fe−supr) for 6 different combinations of plasma
conditions, temperatures of the nonthermal electron population and tunnel
probe biasing voltages. Te-values were normalized to the Te-value obtained
without nonthermal electrons. To determine the Te-values that would be
measured by the LP, I-V characteristics normalized by the ion saturation
current ISAT have been generated using the expression derived from [212]
Itot
ISAT
= 1−
√
2mi
π (1 + f)me
1
1 + fn
(
e
eV
kTe,th +
√
fT fne
eV
fT kTe,th
)
(7.2)
To those characteristics the fit-routine used in [207] for the classical swept
LP technique was applied. The thus obtained effect of the nonthermal
electron population on the LP measurements is similar to the results ob-
tained by Stangeby [208], i.e. a nonthermal electron component of just 2%
by density at 10 times Te of the thermal electron population would give a
LP characteristic which could not, in practice, be distinguished from the
characteristic which would result if 100% of the electrons were fast. From
the calibration simulations we know that for J‖,i = 2500 A/m2 (poor Debye
shielding case) the Debye sheath thickness is significant with respect to the
tunnel radius, resulting in a Rc which varies much more strongly with Te
and J‖,i than for J‖,i = 10000 A/m2 (good Debye shielding case). Therefore,
we will first discuss the cases (a), (b), (c) and (d) with higher ion fluxes and
good Debye shielding.
7.2.2 Cases with good Debye shielding.
For J‖,i = 10000 A/m2 and at a biasing voltage of -200 V (cases (a), (b) and
(c)) the LP is clearly always more sensitive to small nonthermal electron
populations than the TP. Hence a nonthermal electron population at 100 eV
of around 0.5% density fraction (case (a)) or at 50 eV of 1.5% density frac-
tion (case (b)) would suffice in order to obtain LP measurements which are
at least 2 times higher than the TP measurements. A nonthermal electron
population at 20 eV (case (c)) can never cause the LP measurements to be
more than 40% higher than the TP measurements.
The effect of the nonthermal electron population on the TP is never-
theless quite important which raises the need to find out through which
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Figure 7.1: Normalized Te as would be measured by LP and TP, as a function of
the e−supra density fraction for different plasma, suprathermal electrons and probe
parameters. Te−th is 10 eV in all cases. The LP values are marked with ×; the TP
values without and with correction for the electron current to the BP respectively
with ▽ and △. The crosses in (d) and (e) represent the relative TP Te-values
produced by considering the undisturbed ion current distribution and adding the
BP nonthermal electron current which is given by applying the nonthermal electron
current scaling rules to the BP nonthermal electron current from case (a).
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mechanism this influence is exerted. This task is made easier by using
an important advantage of simulations, namely that unlike real-world mea-
surements, simulations allow us to study the separate contributions of ions
and electrons to the currents collected by tunnel and BP. The simulation re-
sults for the TP (▽) shown in figure 7.1 have been obtained by considering
the total current to the BP (both ions and electrons) as would be measured
during experiments. However, we can also take only the ion current (and
no electron current) to the BP into account when computing the measured
Te from the results of TP simulations with different levels of nonthermal
electron density fractions. The resulting Te - values are represented in the
subfigures (a), (b), (d) and (e) of figure 7.1 with the symbol △. It is clear
that the effect of nonthermal electrons with a high temperature (100eV) on
the measured Te-values is mostly a result of the flow of an electron current
which has the effect of decreasing the magnitude of the BP current and in-
creasing Rc. On the other hand, 20 eV nonthermal electrons do not have
sufficient energy to reach the BP, so correcting the Tevalues obtained from
the results of the TP simulations by eliminating the electron current to the
BP makes no difference for the cases (c) and (f) and therefore no ‘corrected’
TP Te-measurement values are shown on the graphs for those cases. The
effect of the nonthermal electrons on the TP Te measurements is thus for
20 eV nonthermal electrons entirely due to the change in distribution over
tunnel and BP of the ions. The ion current distribution will change because
it depends on the electric field inside the tunnel. This electric field is mostly
determined by the Boltzmann screening of electrons, which are characte-
rized by the effective temperature. The effective temperature Te,eff is some
hybrid value in between the thermal and suprathermal temperature and is
defined by Te,eff = Fe−suprTe−supr + (1− Fe−supr)Te−th .
For nonthermal electrons with an intermediate temperature (50 eV, case
(b) of figure 7.1) both mechanisms (i.e. electrons reaching the BP and a
change in the ion current distribution) have a comparable contribution to
the net effect.
At a first glance it might seem curious that important (as compared
to the ion current to the BP Ii,BP) currents of suprathermal electrons can
reach the BP, as in each simulated case the TP is biased as compared to Vf
and Vf is, as mentioned previously, adjusted for the suprathermal electron
population. However only probe surfaces which are fully exposed to the
plasma will attract no net current when biased at Vf ; the BP is shielded
from the plasma by the ion current attenuating tunnel. As the tunnel surface
is shielded from electron currents by the parallel magnetic field, the BP
receives the full electron current but only a fraction of the ion current a
fully exposed probe surface would get, resulting in a net electron current to
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the BP if the BP would have been biased at the floating potential.
The influence of nonthermal electrons reaching the BP is further illustrated
by graph (d) of figure 7.1, where the only difference with graph (a) is that
the simulated TP was biased at -100 V instead of -200 V. We notice that at
lower biasing voltages the tunnel probe becomes clearly more sensitive to
the nonthermal electrons (even more sensitive than the LP from a certain
Fe−supr value on), because it becomes easier for electrons to reach the BP.
Between the TP and LP measurements of Te in CASTOR there can be
a relative difference of a factor of 2 up to 3 (as has been illustrated in figure
6.10). From what we have learned up to this point concerning the influence
of nonthermal electrons on the TP under different circumstances, we could
already conclude that this difference can only be explained entirely (i.e.
without having to combine it with other possible explanatory effects) by a
small nonthermal electron population, if the temperature of this population
is sufficiently high. It is to be noted that such very high temperature non-
thermal electrons should be located in the plasma and should not drift far
into the scrape-off layer (SOL). The last closed flux surface (LCFS), de-
termined from the floating potential profile, is at 73 mm on figure 6.10.
This can be derived from the radial Vf profile during the discharge; the
last closed flux surface corresponds to the maximum of the profile. This
radial profile, obtained with a rake probe (RP) is given for shot 16200 in
figure 7.2. Unfortunately, for the other shots of this series, it seems that the
RP and the TP were connected on the same flux tube and that the shielding
was strong, leading to a worsening of the measured Vf - values with deeper
TP positions. As a result, for those shots, no reliable Vf profiles could be
obtained with the RP. However, as the plasma was very stable and didn’t
move neither during the shot, nor from shot to shot, it is safe to assume that
the position of the LCFS derived from graph 7.2 is valid for the complete
series of shots.
If nonthermal electrons would be causing the difference in measured
Te-values between TP and LP, those Te-measurements should be in agreement
with each other inside the SOL, which is clearly not the case in figure 6.10.
Another symptom of the presence of the nonthermal electrons would be
the non-saturation of the ion current on the I-V characteristics of the swept
TP. Again, none of the characteristics used for figure 6.10 showed this be-
haviour. In addition to this, for a scenario with highly energetic nonthermal
electrons, the flow of nonthermal electron current to the BP is going to be
the dominant mechanism altering the TP Te measurement, which means
that the sensitivity of the TP measurement to the nonthermal electrons
should strongly depend on the TP biasing voltage. However, as is clear
from figure 6.10, for the deeper radial positions where TP Te ∼ 10 eV and
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Figure 7.2: Radial profile of the floating potential in CASTOR obtained with a
rakeprobe during shot 16200.
J‖,i ∼ 10000 A m−2 and where the conditions are thus comparable to those
of the simulated cases (a), (b), (c) and (d) in figure 7.1, the TP measurement
results for different biasing voltages are, within the error bars, equal to each
other. This excludes the presence during those measurements of nonthermal
electrons which are sufficiently hot to fully explain the difference between
the TP and LP values. This means that the strong difference between the LP
and TP values can not be explained satisfactorily by nonthermal electrons
only.
It can also be pointed out that, even if probably no very hot nonthermal
electron populations were influencing the CASTOR TP measurements pre-
sented in this article, it is recommendable to operate the TP at voltages as
negative as possible. This should be done to exclude as much as feasible
any potential effects of very high-temperature nonthermal electron popu-
lations on the TP measurements. For CASTOR measurements, the TP is
therefore only to be operated in DC at Vbias = -200V, if possible.
7.2.3 Cases with poor Debye shielding.
Decreasing J‖,i results in an increase of the TP sensitivity to a high tem-
perature nonthermal electron component, as is illustrated in figure 7.1 (e).
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For sufficiently high Fe−supr - values, the TP can be even more sensitive than
the LP. Again we notice the dominating effect of the nonthermal electron
current to the BP (Ie−supr,BP). This increase in sensitivity is found to be caused
by the precise difference in balance of two opposite effects at the two levels
of J‖,i (2500 A/m2 and 10000 A/m2). An electron current to the BP results
in a decrease of the measured IBP, thus lowering the total measured current
(ITUN + IBP) but increasing Rc. According to the calibration simulation re-
sults shown in figure 6.9, an underestimation of J‖,i will lead to a lower mea-
surement value for Te, while an overestimation of Rc will have the opposite
effect. A detailed investigation of the calibration curves, given in Appendix
J, shows us that for the specific plasma parameters of figure 7.1 (e), the
latter effect is indeed prevailing. This J‖,i dependency of the difference in
sensitivity of the TP to nonthermal electrons is also not observed in the ra-
dial profile of figure 6.10, again indicating that the difference between TP
and LP Te measurement results cannot be explained entirely by the possible
presence of nonthermal electrons.
At a TP biasing voltage of -200 V and with J‖,i = 2500 A/m2 and non-
thermal electrons at 20 eV, as illustrated in figure 7.1 (f), no electrons can
reach the BP. Consequently their effect on the TP Te measurements is simi-
lar to the analogous case at J‖,i=10000 A/m2, entirely due to the change in
the ratio of the ion current to the tunnel and the BP (Rion), which is a result
of the modification of E¯ by the fast electrons.
7.2.4 Intermediate conclusion.
Although the potential presence of a population of nonthermal electrons
cannot on its own fully explain the difference between the Te values ob-
tained with LP and TP, it might still be a contributing factor in an expla-
nation which combines multiple effects. Another explicative mechanism
could e.g. be secondary electron emission at the BP of the TP. This jus-
tifies a more detailed analysis of the effect of a population of nonthermal
electrons on the TP. Given that for small nonthermal electron populations
changes in Ie−supr,BP are the dominant mechanism altering the TP Te mea-
surements, it is worth studying how this quantity depends on the probe and
plasma parameters. This may allow us to model its behaviour such as to
reduce as much as possible the number of numerical simulations required
to determine the influence on the TP of nonthermal electrons under specific
circumstances. More specifically, we could think of deriving the depen-
dency of the TP Te measurement on Fe−supr for one of the cases of figure 7.1
using the simulation results of any of the other depicted cases.
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Figure 7.3: e−supra current to the BP, corrected for the difference in floating
potential caused by the presence of the e−supra, as a function of the den-
sity fraction of e−supra. The depicted cases have Te−th = 10 eV in common
and are further specified by J‖,i =10000 A/m2, Te−supr = 100 eV, VTP,bias = -100V
(×), J‖,i =10000 A/m2, Te−supr = 100 eV, VTP,bias = -200V (©), J‖,i =2500 A/m2,
Te−supr = 100 eV, VTP,bias = -200V (♦) and J‖,i =10000 A/m2, Te−supr = 50 eV,
VTP,bias = -200V (). Those cases correspond with the cases (d), (a), (e) and (b)
(respectively) of figure 7.1.
7.3 Scaling of the suprathermal electron current to
the back-plate.
Ie−supr,BP is studied more into detail in figure 7.3. Ie−supr,BP is multiplied with a
Boltzmann factor to correct for the differences in floating potential between
the simulations with different levels of suprathermal density fraction and
plotted as a function of Fe−supr for the cases (a), (b), (d) and (e) of figure 7.1.
For each case a fit of the form y = axb was made. The resulting fitted
parameters are given in table 7.1.
From figure 7.3 and table 7.1 it is clear that Ie−supr,BP has a Boltzmann
factor dependence on the voltage difference between the injection plane and
the BP, as confirmed by the ratio of the BP electron currents at -200 V and
-100V (which is ∼ exp( -100V / (k 100eV)), with k being the Boltzmann
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Table 7.1: Parameters obtained from the fit to Ie−supr,BP as a function of Fe−supr for
different plasma conditions and tunnel probe voltages.
Case in Vbias,TP Te−supr J‖,i a b
fig. 7.1 (V) (eV) (A m−2)
(a) -200 100 10000 0.871 1.002
(b) -200 50 10000 0.046 0.978
(c) -100 100 10000 2.319 0.983
(d) -200 100 2500 0.211 0.991
constant). It is also evident that Ie−supr,BP, after corrections for different Vf,
scales linearly with Fe−supr (as the fitted b-values in table 7.1 are ∼ 1 ) and
with J‖,i ( the fitted a-parameter for case (a) in table 7.1 is around 4 times the
a-value for case (e)). However, contrary to what one may perhaps expect,
there is no Boltzmann factor dependence as far as the temperatures of the
suprathermal electron populations are concerned (as illustrated by the cases
(a) and (b)).
Given that for a suprathermal electron population at 100 eV, Ie−supr,BP
plays the dominant role as compared to the changes in Rion, we can now
attempt to reproduce the TP curves of the cases (d) and (e) in figure 7.1,
starting from the numerical simulation results for the case of figure 7.1 (a)
and the undisturbed ion current distributions of (d) and (e). The results
of this exercise are plotted on graph (d) and (e) of figure 7.1 as crosses
connected by dotted lines. We notice that the curves are reproduced fairly
well, except for a small deviation that can be attributed to the changes in
Rion.
7.4 Influence of suprathermal electrons on the ion
current distribution.
The relative change of the ratio of the tunnel current to the BP ion current
for the different cases of figure 7.1 , is presented in figure 7.4. It is in-
teresting to note that for equal J‖,i, the behaviour of the dependency of
Rion on Fe−supr is similar, but the scaling is different. Another remarkable
feature is the almost identical behaviour of the cases VTP,bias = -200V and
VTP,bias = -100V with J‖,i=10000 A m−2 and Te−supr = 100 eV.
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Figure 7.4: Relative change of the ratio of the tunnel current to the BP ion current
for different cases. All the cases have Te−th =10 eV in common. In the upper graph,© and × represent the cases VTP,bias = -200 V and VTP,bias = -100 V , respectively.
In order to understand how Rion is determined by the suprathermal
electron density fraction, we need to investigate the influence of those su-
prathermal electrons on the scaling and structure of the two concentric lay-
ers of strong radial electric field which determine the current path inside the
tunnel, namely the Debye and the magnetic sheath [207].
A possible way to obtain information about the edge of the Debye
sheath consists of plotting the contour lines in front of the inner wall of
the tunnel which are determined from the simulations and fulfill the condi-
tion ne / ni = 0.98, with ne and ni respectively the electron and ion particle
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Figure 7.5: Edges of the Debye-sheath in front of the tunnel surface, for different
levels of the suprathermal electron density fraction. The parameters for the cases
(a) to (f) are the same as in figure 7.1. The undisturbed case is indicated with a
full line, the case with the smallest simulated Fe−supr with a dotted line and the case
with the highest simulated Fe−supr with a dashed line. To illustrate the procedure for
quantifying the sheath thickness, a line fit to the Debye sheath corresponding with
Fe−supr = 0.0345 has also been drawn.
density. The choice for this precise value for ne / ni is attributable to the fact
that both densities fluctuate slightly during simulation runs. If we use a ra-
tio of ne to ni which is closer to 1 than 0.98 to define the Debye sheath edge,
this results in edges which are too twisted to allow any comparison between
different levels of Fe−supr . This is the case even after having averaged the
spatial density distributions over several time steps. Some of the resulting
Debye sheath edges are presented in figure 7.5. For each case of plasma
and TP parameters of figure 7.1, the Debye sheath edge has been plotted
for the undisturbed case (full line), for the lowest simulated Fe−supr (dotted
line) and for the highest simulated Fe−supr (dashed line). Although the edges
are still somewhat twisted and therefore overlapping, it is clear that we can
successfully determine such edges inside the simulated TP region and that
in the cases (a), (b), (c) and (e) the suprathermal electrons cause a widening
of the Debye sheath.
A similar procedure can be applied to study the MS edges. In this case
however the criterium was chosen as dErdr >
qB2
mi
, which is in agreement
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Figure 7.6: Edges of the magnetic sheath in front of the tunnel surface, for different
levels of the suprathermal electron density fraction. The parameters for the cases
(a) to (c) correspond to the cases with the same name in figure 7.1. The undisturbed
case is indicated with a dotted line, the case with the smallest simulated Fe−supr , the
case with the highest simulated Fe−supr and an intermediary case with a full line.
Examples of the fitted straight lines describing the MS edge in order to allow for a
quantitative description, are shown in (a).
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with the orbit calculations of S. Riyopoulos [124]. When the gradient of
the radial electric field becomes larger then qB
2
mi
, the ions will no longer
gyrate around a field line but go into an unstable orbit across B¯. This way
the MS edge is defined solely on electric field radial profiles (and not on
local properties of the ion population) from the XOOPIC code, but this is
similar to what has been done by Kim et al. [92] to define the MS edge
from measurements. The resulting MS edges are shown in figure 7.6 for
the cases (a), (b) and (c) and in figure 7.7 for the cases (d), (e) and (f). The
dotted line corresponds to the situation where Fe−supr = 0. It is important to
point out that for all the simulated cases, at least it is possible to determine
an edge where this criterion is satisfied, even if the limited precision and
the fluctuations of the simulations result in quite tortuous MS boundaries.
Based on figures 7.6 and 7.7 we can also make the qualitative statement
that a suprathermal electron population increases the width of the MS.
By comparing figure 7.5 on the one hand and figures 7.6 and 7.7 on the
other hand, one might object that the calculated Debye sheath thicknesses
in figure 7.5 near the BP end of the tunnel are larger than the calculated
magnetic sheath thicknesses at the corresponding positions in figures 7.6
and 7.7, especially for the cases where J‖,i = 2500 A m−2, which is apparently
in contradiction with the ‘classical’ picture of the magnetized sheath struc-
ture sketched in e.g. [89]. While it is not unlikely that the choice of the
arbitrary condition ne/ni = 0.98 to define the Debye sheath edge leads to an
overestimation of the sheath thickness, it should nevertheless be noted that
the ‘classical’ magnetized sheath structure of [89] was obtained for a flat
wall and an obliquely incident magnetic field, whereas for the situation con-
sidered in this paper, the wall shows a certain curvature and B¯ is oriented
parallel to the tunnel surface. Moreover, the MS and Debye sheath edges in
the description by Chodura were defined as the points where respectively
the parallel and the perpendicular ion fluid velocity became equal to the ion
sound speed. Applying those definitions to the simulations presented here
would strictly speaking locate the MS sheath edge just behind the injection
sheath, i.e. far upstream the Debye sheath edge.
As is apparent from the overview given in section 3.5, thus far, particle-
in-cell simulation studies of the magnetized plasma-wall transition with a
magnetic field exactly parallel to the wall have been made only by Theilhaber
and Birdsall [94] [118] and Daube, Riemann and Schmitz [119]. The re-
sults given in [94] were obtained for the parameter range ρi ≈ λD and
showed a non-static cross-field sheath between the wall and the plasma
with an equilibrium thickness of order 5ρi, whereas the results for the one-
dimensional simulations of [119] were obtained for the case ρi/λD ≪ 1
and clearly positioned the zone where the ions turn from closed to open
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Figure 7.7: Edges of the magnetic sheath in front of the tunnel surface, for different
levels of the suprathermal electron density fraction. The parameters for the cases
(d) to (f) correspond to the cases with the same name in figure 7.1. The convention
for the lines is the same as in figure 7.6.
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orbits further away from the wall than the Debye sheath. For the simula-
tion results described here, ρi ∼ 0.1 mm and λD ∼ 10 µm is applicable
for the higher density cases (J‖,i = 10000 A m−2), but at low densities
(J‖,i = 2500 A m−2), the Debye length might become comparable to the
ion Larmor radius and even the tunnel radius. If we characterize the simu-
lations presented in this paper solely on the basis of ρi and λD, we have to
situate those somewhere in between the cases of [94] and [119]. Besides,
the simulations in [119] differ fundamentally from those presented here in
the sense that collisions served as mechanism for the transport across B¯ to-
wards the plate, whereas in the PIC simulations presented in this work, no
collisions were included and the ion current from the plasma to the tunnel
surface is supplied over most of the distance by transport along the magne-
tic field. Only near the tunnel surface the ions are ‘ripped’ off their trajec-
tories parallel to B¯. Additionally, the role of the strongly negatively biased
BP, which will influence the electric field structure and accelerate ions in
the direction parallel to the magnetic field, is certainly not negligible. This
is illustrated by the fact that near the tunnel entrance, where the influence of
the BP is minimal, the MS is larger than the Debye sheath. Thus, while the
observation of a Debye sheath thickness which is larger than the MS thick-
ness might be blamed on the particular choice of sheath edge criteria and
an insufficiently detailed simulation grid, it is not necessarily contradictory
to formerly published results about the magnetized plasma-wall transition.
We can try to study the influence of the nonthermal electrons on the
thickness of the Debye and the magnetic sheaths more quantitatively by
fitting straight lines to the sheath edges from the simulations. Examples of
such fits are shown in figure 7.5 (a) and figure 7.6 (a) For the cases (a), (b)
and (c) of figure 7.6, the MS edge seems to bend rather sharply near the
BP end of the tunnel. Consequently we choose to describe those edges by
two fitted straight lines. The fits made to the Debye and magnetic sheaths
allow us, although in a very rough way, to represent the relative change of
the width of those sheaths as a function of the variable nonthermal electron
density fraction at different locations in the tunnel. This is depicted in the
figures 7.8 and 7.9 for respectively the Debye and the magnetic sheath.
While the Debye sheath edges resulting from the simulations are ob-
viously too twisted and not sufficiently well defined to allow for a smooth
scaling of the sheath width as a function of Fe−supr , especially for the cases
(d), (e) and (f), it is nevertheless for all the simulated cases quite clear that
nearest to the BP, the Debye sheath width broadens faster with augmenting
Fe−supr than near the tunnel entrance. The same appears to be true for the MS
thickness, except for cases (c) and (f) where Te−supr = 20 eV. The MS edges
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Figure 7.8: Thickness of the fitted Debye sheath edge at different distances along
the axis, normalized to the Fe−supr = 0 case and for different levels of the suprathermal
electron density fraction. The parameters for the cases (a) to (f) are the same as
in figure 7.1. The different positions where the sheath width is determined are
0.5 mm (♦, full lines), 2.5 mm (, dashed lines) and 4.5 mm (©, dash-dotted
lines).
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Figure 7.9: Thickness of the fitted magnetic sheath edge at different distances
along the axis, normalized to the Fe−supr = 0 case and for different levels of the
suprathermal electron density fraction. The parameters for the cases (a) to (f)
are the same as in figure 7.1. The different positions where the sheath width is
determined are 0 mm (×, dotted lines), 0.5 mm (♦, full lines), 2.5 mm (, dashed
lines) and 4.5 mm (©, dash-dotted lines).
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for the cases with VTP,bias = -200 V and J‖,i = 10000 Am−2 (i.e. (a), (b)
and (c)) are furthermore a lot less tortuous than the Debye sheath edges.
Consequently, a much smoother scaling of the MS thickness ensues.
To understand the dependency of the sheath thickness behaviour on the
axial position in the tunnel, we have to take the alteration of the local plasma
parameters along the axis into account. As is apparent from the simulations
described here and is illustrated in figure 7.10, for instance, the suprather-
mal electron density fraction at the center of the tunnel along the axis will
change strongly. Indeed, as the suprathermal electrons are less easily re-
pelled by the negative potentials inside the tunnel than the thermal electrons
(partial screening of the cold electrons), their density fraction will increase
as one approaches the BP. As one can easily deduce from figure 7.10, it
turns out that the relative change of Fe−supr along the axis does not depend on
the Fe−supr value at the entrance of the tunnel.
The variation of Fe−supr will influence the local ‘effective’ or ‘screening’
temperature [213] [214] in front of the tunnel wall. The screening tempera-
ture Tes is determined for general electron energy distribution functions as
follows:
Tes = 2
(∫ ∞
0
ǫ−1/2f(ǫ)dǫ
)−1
(7.3)
and for a bi-Maxwellian electron energy distribution function, as has been
used for the simulations, this can be written as
Tes =
Te−suprTe−th
Te−th
Fe−supr +
(
1− Fe−supr
)
Te−supr
(7.4)
It should be emphasized that in the case of non-Maxwellian particles, the
screening temperature does not agree with the usual energetic temperature
definition.
If we now plot the thickness of Debye and magnetic sheath as a function
of the local Tes instead of Fe−supr , we obtain figures 7.11 and 7.12. We notice
that in most of the cases, within the limitations of our gross estimate of
the thickness of Debye and magnetic sheath, the scaling of the thickness of
both sheaths is independent of the axial position. It is clear that the potential
distribution around the probe surfaces and the Debye length are governed
by Tes; Fe−supr will thus locally influence the width of Debye and magnetic
sheath through its effect on Tes. Tes should thus be a key parameter in any
future and more detailed quantitative study of the sheath structure in front
of the tunnel wall for non-Maxwellian distributed electron populations.
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Figure 7.10: Relative change of the suprathermal electron density fraction along
the axis of the TP. The probe and plasma parameters of the cases (a) to (f)
correspond with those of figure 7.1. For different density fraction levels of in-
jected suprathermal electrons, but otherwise equal probe and plasma parameters,
the values have been normalized by the density fraction at the entrance of the
tunnel, combined into one plot and averaged for each axial position (full line).
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Figure 7.11: Thickness of the fitted Debye sheath edge at different distances along
the axis, normalized to the Tes = 0 case and for different levels of the effective
screening temperature. The parameters for the cases (a) to (f) are the same as
in figure 7.1. The different positions where the sheath width is determined are
0.5 mm (♦, full lines), 2.5 mm (, dashed lines) and 4.5 mm (©, dash-dotted
lines).
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Figure 7.12: Thickness of the fitted magnetic sheath edge at different distances
along the axis, normalized to the Tes = 0 case and for different levels of the effective
screening temperature. The parameters for the cases (a) to (f) are the same as
in figure 7.1. The different positions where the sheath width is determined are
0.5 mm (♦, full lines), 2.5 mm (, dashed lines) and 4.5 mm (©, dash-dotted
lines).
7.5 Summary and conclusions. 195
7.5 Summary and conclusions.
As the presence of a suprathermal electron population could be a possible
explanation for the discrepancy between TP and LP Te-measurements, its
influence on the TP has been studied using the XOOPIC code. It was found
that this influence depends on the temperature of the suprathermal electron
population, on the biasing voltage of the TP and on the parallel ion current
density.
The presence of suprathermal electrons can be detected in two ways:
they should cause negative spikes on the tunnel and BP signals and the neg-
ative voltage part of the I-V characteristics of the swept probe should show
no hard saturation of the ion current. The CASTOR TP data presented here
were carefully checked for any of those signs; none of those symptoms were
observed. In addition to this, the comparison of the simulation-derived de-
pendencies with radial LP and TP Te- profiles which were measured in
CASTOR makes it clear that the difference between TP and LP Te mea-
surement results cannot be explained exclusively by the possible presence
of suprathermal electrons. Nevertheless, it might still be a contributing fac-
tor in an explanation which combines multiple effects.
Suprathermal electrons exert their influence through a combination of
two mechanisms: highly energetic electrons can reach the BP and alter the
measured BP current directly while the presence of a certain density frac-
tion of suprathermal electrons will also influence the ion current distribution
over tunnel and BP. The electron current to the BP scales, after corrections
for different Vf, linearly with Fe−supr and J‖,i and has a Boltzmann factor de-
pendence on the voltage difference between the injection plane and the BP.
Debye and magnetic sheath edges in front of the tunnel wall can be deter-
mined and used to understand the influence of the suprathermal electrons
on the ion current distribution, though only with simulations with higher
spatial resolution than those presented here.
Of course, in real tokamak circumstances, we do not expect to find
a perfect double Maxwellian for the electron energy distribution function
but rather some non-thermal distribution that can not be represented by an
analytical function. Nonetheless, the quite academic model presented here
allows us to extract qualitative trends.
”A conclusion is simply the place where you got tired of thinking.”
Arthur Bloch
8
General conclusions and
outlook.
In this thesis, work on the experimental and theoretical study of the tokamak
plasma edge has been described. A first part of this work concerned the ex-
perimental study of edge density regimes in the ergodic divertors (ED) of
Tore Supra and TEXTOR. This experimental part has been followed by
the extension of an existing field line mapping code for TEXTOR DED to
the specific Tore Supra ED geometry, as a first step towards the theoreti-
cal interpretation of the ED edge measurement results. In a second part,
the tunnel probe, a new kind of Langmuir probe for use in the tokamak
scrape-off layer, has been presented and the sensitivity to a fast electron
component of electron temperature measurements with this probe has been
investigated. In this chapter, first, general conclusions will be presented for
both subjects separately. Then, an outlook towards possible improvements
to and a continuation of this work will be given.
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8.1 Conclusions.
8.1.1 Ergodic divertor edge density regimes on the tokamaks
Tore Supra and TEXTOR.
Different sets of ergodic divertor Langmuir probe (LP) measurements of
J‖,i and Te, obtained during discharges on the tokamaks Tore Supra and
TEXTOR, have been analyzed. For Tore Supra, the LP measurements
were obtained during ramps of the volume averaged central electron den-
sity <ne>, in a series of discharges with different levels of purely ohmic
input power, constant plasma position and proportionally adjusted toroidal
magnetic field strength, ED current and plasma current levels, with the in-
tention to keep the magnetic topologies constant from shot to shot. On
TEXTOR, in an attempt at reproducing those Tore Supra ED characteri-
zation experiments, LP measurements were obtained during three separate
discharges with DED DC operation in the 12:4 mode, with successfully
achieved <ne> scans using gas injection and with different levels of in-
put power for each of those discharges. However, the input power for the
TEXTOR discharges was not purely ohmic as NBI also had to be applied.
Both for Tore Supra ED and TEXTOR DED it appeared that the two-
point model offers no satisfactory description of the scaling of Jds‖,i and
Tdse as function of <ne>, confirming previous experimental and theoret-
ical results by Azeroual and Laugier. In addition, the detailed topology of
the magnetic field lines connecting to the neutralizer surface also plays a
role in the description of the downstream plasma parameters as function
of upstream conditions. Through variations in βpol, this detailed topology
might vary during <ne> ramps. This mechanism could offer an explana-
tion for the observed difference between Tore Supra and TEXTOR DED
behaviour of the measured downstream plasma parameters during density
ramps. Thus, the development of a common code to calculate both the Tore
Supra ED and TEXTOR DED magnetic topologies is an important step in
explaining this difference in particular and in obtaining a quantitatively cor-
rect description of Tore Supra and TEXTOR ergodic divertor downstream
plasma conditions as function of the upstream conditions in general.
Given the much lower requirements concerning computer power or
computation time for the Hamiltonian field line mapping approach as com-
pared to the direct field line tracing approach and considering the relative
lack of documentation for the MASTOC code, the choice was made to
adapt the TEXTOR DED Hamiltonian field line mapping code to the Tore
Supra ED geometry. In order to achieve this, several modifications are re-
quired. An analytical model for the Tore Supra ergodic divertor magnetic
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perturbation field and a model for the detailed Tore Supra ED target plate
geometry have been developed and successfully implemented into com-
puter code. However, within the time frame of this thesis, it was only
possible to partially translate the effect of the toroidal field ripple into the
program, although all necessary algorithms have been described. In spite
of this, the field line mapping code has been sufficiently adapted to allow
for the theoretical study of the Tore Supra ED perturbation and ripple field
spectrum as well as of several aspects of the Tore Supra ED ergodic zone.
It has been found that the Tore Supra ED magnetic perturbation has
a wide spectrum with the central modes at the rational magnetic surface
(q(ψmn) = m/n) close to the corresponding resonant mode numbers m.
The spectrum covers the rational magnetic surfaces located at the plasma
edge between q ≥ 2 and q = 3.5. For the Tore Supra ED configuration,
the two most important toroidal modes are n = 6 and n = 18 and the
resonant components of the perturbation Hamiltonian decay inwardly as
Hmn(ψmn) ∝ ψmr/2mn , with mr ≈ 7.9 for the toroidal mode n = 6. It
was also found that the perturbation field in the TEXTOR DED does not
penetrate into the plasma much deeper than in the case of the ED of Tore
Supra. On the other hand it was determined that the transformation from
geometrical to intrinsic coordinates for the TEXTOR DED case modifies
the perturbation field spectrum in a completely different way as compared
to the Tore Supra ED case. In addition, at a given poloidal mode, for the
Tore Supra case, the radially inward decay of the perturbation was found to
be much weaker than in the TEXTOR case, which is most probably related
to the location of perturbation coils on the low field side (LFS) (Tore Supra)
versus the high field side (HFS) (TEXTOR).
From Chirikov parameter radial profiles, Poincare´ sections and lami-
nar plots of field lines, the Tore Supra ED ergodic zone was found to grow
radially inward with increasing perturbation current, while the radial width
of the laminar zone increased. Even at a low ED current of 4.5 kA, a rather
highly-developed ergodic zone with open field lines to the plasma wall
exists. The laminar zone forms a regular lattice-like structure in a large
poloidally extended area, except for the region on the LFS where field lines
are distorted and where a so-called private flux zone of field lines which do
not enter into plasma, can be observed.
This picture for Tore Supra ED was found to contrast with the ergodic
zone at the plasma edge in the TEXTOR DED, which is formed by the
interaction of only a few poloidal modes. In normal TEXTOR discharges,
one obtains an ergodized zone of field lines which are weakly connected
to the wall and the region of the stochastic field lines mostly consists of
laminar zone with short wall to wall connection lengths. The width of the
200 Chapter 8. General conclusions and outlook.
laminar zone is thus radially increased in expense of the ergodic zone of
field lines with long connection lengths.
For the Tore Supra ED configuration, numerically calculated radial dif-
fusion coefficients were found to grow steadily in certain radial regions
which correspond to the highly developed ergodic zone of long connection
lengths possessing field lines. At smaller ED current levels, the numerical
diffusion coefficients perfectly follow the quasilinear values in the ergodic
zones of field lines with long connection lengths, but sharply deviate in the
laminar zone with short connection lengths. However, for the Tore Supra
case at large ED current levels, already in the ergodic zone, the difference
between the numerical and the quasilinear diffusion coefficient monotoni-
cally increases with the radius. This suggests, in combination with indica-
tions given by Poincare´ sections, the existence of some additional averaged
outward drift, due to a deeper reaching and dominating laminar zone. Nu-
merically calculated Kolmogorov lengths were found to be of the order of
the connection length.
From footprint plots of the connection length of incident field lines for
neutralizer 4 on Tore Supra ED module 1, we noted the pattern of higher
connection length helical stripes with a bended form, due to the projection
on the (φ,θ) - plane of the spatial structure of the neutralizer surface, and
with a clearly visible fractal structure, i.e. self-similarity at different spatial
scales.
Concerning the inclusion of the ripple perturbation field into the magne-
tic field line symplectic mapping code, from a spectral decomposition of the
Hamiltonian perturbation term in axisymmetric equilibrium field defined
intrinsic coordinates, the resonant poloidal ripple field modes at the plasma
edge were observed to be negligible in comparison to the corresponding
poloidal perturbation modes induced by the ED. Thus, as far as the general
stochastic properties are concerned, the ripple perturbation can safely be ne-
glected, as has also been confirmed by Poincare´ plots and profiles of radial
magnetic island widths as well as of the Chirikov parameter. In addition, it
appeared from field line connection length footprint plots that inclusion of
the ripple field magnetic perturbation Hamiltonian has a noticeable effect
on the detailed field line geometry, but preserves the general, rough pattern.
Finally, a qualitative comparison of the sensitivity of the TEXTOR and
Tore Supra ergodic divertor magnetic topology to changes in βpol + li/2
was made. It was found that the magnetic topology changes due to varia-
tions of βpol + li/2 during the density ramps of the previously discussed
experimental Tore Supra and TEXTOR discharges are more important for
the TEXTOR than for the Tore Supra cases. While for Tore Supra ED it
is likely safe to assume that the magnetic topology does not change during
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the density ramps of the discharges discussed in this thesis, and that this
magnetic topology also doesn’t differ significantly for each of the six dis-
charges discussed, this is certainly not the case for the TEXTOR density
ramp discharges which have been analyzed.
8.1.2 Sensitivity of tunnel probe electron temperature measure-
ments to a fast electron component.
From an extensive survey of the published theoretical descriptions of the
magnetized plasma-wall transition layer, it has been concluded that PIC
simulations are currently the most adequate method to study the depen-
dency of the properties of the magnetized plasma-wall-transition (PWT)
layer at the inside of the tunnel probe on the plasma parameters. This re-
view has also been meant to provide a starting point for future, less com-
puting intensive approaches to the calibration of the tunnel probe.
Measurements with the purpose of comparing Langmuir probe (LP)
and tunnel probe (TP) Te-values were made with a prototype TP installed
on the top of the CASTOR tokamak on a manipulator that could be radially
displaced between discharges. With the same probe, simultaneous and in-
dependent LP and TP measurements of Te were achieved. Although those
measurements showed good qualitative agreement, the values derived from
the TP technique were generally found to be a few times lower than the LP
values.
Several mechanisms could be thought of as at least partially causing
this difference. One of those consists of an overestimation of Te by the
Langmuir probe, due to a non-Maxwellian distribution of the electrons. In
a first approach, this can be modeled as a two-temperature electron velocity
distribution, consisting of a small, hot electron population superimposed on
the bulk of the thermal electrons. The plausibility of this explanation for
the discrepancy between LP and TP Te results, depends on the sensitivity
of the TP to such a small population of nonthermal electrons. This has been
investigated by means of XOOPIC simulations.
The results of those simulations indicated that although the potential
presence of a population of nonthermal electrons cannot on its own fully
explain the difference between the Te values obtained with LP and TP, it
might still be a contributing factor in an explanation which combines mul-
tiple effects. This justified a more detailed analysis of the effect of a popu-
lation of nonthermal electrons on the TP.
Given that for small nonthermal electron populations, changes in the
suprathermal electron current to the BP (Ie−supr,BP) are the dominant mecha-
nism altering the TP Te measurements, a study was undertaken to deter-
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mine how this quantity depends on the probe and plasma parameters. It has
been shown that Ie−supr,BP has a Boltzmann factor dependence on the voltage
difference between the injection plane and the BP and that it scales linearly
with the fraction of suprathermal electrons. However, contrary to expec-
tations, no Boltzmann factor dependence was found as far as the tempera-
tures of the suprathermal electron populations are concerned. This allowed
to model the behaviour of Ie−supr,BP fairly well and to reduce the number
of numerical simulations required to determine the influence on the TP of
nonthermal electrons under specific circumstances.
The influence of suprathermal electrons on the ion current distribution
over tunnel and BP surface Rion has also been investigated and the influence
of those suprathermal electrons on the scaling and structure of the Debye
and the magnetic sheath was studied. Although the available computing
power imposed some limitations and the simulation grid was insufficiently
detailed to allow for a smooth scaling of the sheath width as a function of
the fraction of suprathermal electrons, edges of the Debye and the magne-
tic sheath have been successfully determined inside the simulated TP region
and it was shown that suprathermal electrons cause a widening of both the
Debye and the magnetic sheath. It was also clear that nearest to the BP, the
Debye sheath width broadens faster with an increasing fraction of supra-
thermal electrons (Fe−supr) than near the tunnel entrance. The same appeared
to be true for the MS thickness, except for a few cases. In contrast to the
Debye sheath, a much smoother scaling of the MS thickness was possible.
Finally it was noticed that, within the limitations of our gross estimate
of the thickness of Debye and magnetic sheath, the scaling of the thick-
ness of both sheaths is independent of the axial position. The potential
distribution around the probe surfaces and the Debye length is clearly gov-
erned by the local ‘effective’ or ‘screening’ temperature Tes and Fe−supr will
locally influence the width of Debye and magnetic sheath through its ef-
fect on Tes. Tes should thus be a key parameter in any future and more
detailed quantitative study of the sheath structure in front of the tunnel wall
for non-Maxwellian distributed electron populations.
8.2 Outlook.
In this section, an overview is presented of the main points of the work de-
scribed in this thesis which could be improved or suggest further directions
of the research.
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8.2.1 Ergodic divertor edge density regimes on the tokamaks
Tore Supra and TEXTOR.
Obviously, a lot of further work could be done on the theoretical description
of the measured downstream Te and J‖,i as a function of upstream parame-
ters for the ergodic divertors of Tore Supra and TEXTOR.
To begin with, the adaptation of the TEXTOR DED Hamiltonian field
line mapping code to the Tore Supra ED geometry should be completed by
a full implementation of the effect of the toroidal field ripple into the pro-
gram, using the algorithms described in this thesis. This should be followed
by a thorough comparison, for certain typical plasma equilibrium cases, of
the results of the new code with results of the MASTOC code. Such a com-
parison would make it possible to study the sensitivity of the mapping code
results to the particular choice of the parameters in the ED coil model of
subsection 5.1.1 and, if applicable, to determine optimal parameters such
as to minimize possible differences with the MASTOC code results.
Once the reliability of the resulting Tore Supra ED geometry adapted
mapping code has been established for precise field line calculations, a
next step should focus on the development of a new or on the application
of some existing [17, 155] improved 1D transport model. This transport
model should include effects of radiation and of recycling zones which
are unequally distributed along the magnetic flux tube, with distributions
which depend on the precise path of the connecting field line. It would
also be very useful to include this complete 1D transport model into the
Langmuir probe characteristics interpretation model. Indeed, complica-
tions such as the effects of strong temperature gradients parallel to the
magnetic field and sheath power transmission on the theoretical Langmuir
probe I-V characteristics might lead to considerably overestimated down-
stream Te values [215, 216].
However, it could turn out that the Langmuir probe measurement re-
sults can not be described in a sufficiently accurate way by means of a
1D transport model. Since the flux tubes are all in intimate contact, it is
very well possible that cross-field transport can not safely be neglected.
2D or even 3D fluid modelling might then be required. In fact, for the
TEXTOR DED configuration, considerable work has already been under-
taken on such modelling. For instance, an isolated modelling of the laminar
region has already been carried out using a simplified 2D transport code
(finite element method) [217]. It showed a certain correlation between the
connection length and plasma parameter profiles, and the energy deposi-
tion patterns on the wall surfaces were obtained as well. More involved
3D modelling efforts of the perturbed edge volume of TEXTOR DED also
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exist; different approaches have been considered. We note in particular the
E3D, the EMC3-EIRENE and the FINDIF code as well as some not specif-
ically named efforts by Kobayashi.
E3D [218, 219] is a 3D scrape-off-layer plasma transport code to solve
a system of plasma fluid equations in a general magnetic geometry in-
cluding intact magnetic surfaces, island chains and ergodic regions. It is
a fluid Monte-Carlo code based upon a Multiple Coordinate System Ap-
proach. Another Monte Carlo method based code is EMC3, which solves
the Braginskii fluid equations, in almost any arbitrary 3D magnetic and
bounding surface configuration. It is iteratively coupled with EIRENE, a
3D kinetic neutral particle transport code, together forming EMC3-EIRENE
[220, 221] and taking into account the particle, energy and momentum
sources and sinks in front of and on the wall. It has been used to study
transport properties of the edge ergodized plasma in TEXTOR DED [222]
and validated against measurement results obtained with advanced edge
diagnostic equipment for base mode spectra with poloidal/toroidal mode
numbers of m:n = 12:4 and m:n = 6:2 [223]. The FINDIF code [224] mod-
els the transport equations in three dimensions using the finite difference
method. Finally, a modeling consisting of a finite element method for
cross field transport and a finite difference method for parallel transport,
which are alternated at each time step, has been investigated as a numerical
scheme by Kobayashi [225, 226].
All those codes have in common that some computational grid or mesh
has to be defined. In order to reflect the 3D structure of the magnetic field
and to allow for separation of the parallel and the perpendicular transport,
the volume cells are oriented along the flux tubes. This is done by mapping
the grid along field lines over the whole computation domain and as a re-
sult, a detailed knowledge of the field line topology is required. To this end,
some of the above-mentioned codes, in their application to the TEXTOR
DED geometry, already make use of the computationally efficient Hamil-
tonian symplectic mapping methods used in this thesis. The flux tube area
preserving properties of this mapping method is an additional advantage for
this application. The adaptation of the Hamiltonian symplectic mapping
code to the Tore Supra ED geometry should thus allow us to also apply
those 3D codes to the study of the Tore Supra ED density regimes.
In addition, for the interpretation of the LP data obtained during DED
operation and density ramps on TEXTOR, it will be necessary to take the
change of the exact magnetic topology as function of the upstream density
into account. We could think of achieving this by making toroidal profiles
of Te and J‖,i, by sweeping the magnetic structure in front of the probes,
as explained in section 4.3, for different upstream density conditions and
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levels of injected power. In fact, such discharges have already been per-
formed on TEXTOR (TEXTOR shots 97321 to 97326 and 97329, 97331,
97332, 97333, 97335 and 97337); only the analysis remains to be done.
By proceeding in this manner, we could hope to find flux tubes with very
comparable topological properties for each set of upstream conditions and
thus try to theoretically describe for TEXTOR DED downstream parame-
ters as a function of variable upstream conditions for a constant magnetic
topology.
Furthermore, the floating potential values which are measured with the
LP’s also appear to be strongly correlated with the characteristics of the cor-
responding impinging magnetic field lines [227]. As the plasma potential
is constant along magnetic flux tubes, one could conceive the reconstruc-
tion of a plasma potential radial profile from the combination of LP mea-
surements and field line mapping calculations, with the measured plasma
potential depending on the maximal radial penetration of the connected
field line.
As a side project, the possibilities offered by a fast symplectic field line
mapping code for the Tore Supra ED geometry should be explored in more
detail. It could for instance be very interesting to use this code to make
a more general and systematic analysis of the dependence of the magne-
tic field line structure and the dependence of stochastic layer formation on
βpol, on the outward shift of the resonant magnetic surface or on other pa-
rameters. A similar study has previously been made for the TEXTOR DED
case [176].
8.2.2 Sensitivity of tunnel probe electron temperature measure-
ments to a fast electron component.
While the specific problem of the influence of suprathermal electrons on
the Te values by the tunnel probe has been extensively studied for CASTOR
plasma conditions, a continued effort on the theoretical understanding and
modeling of the tunnel probe physical operating principles would be very
worthwhile. The current approach of calibrating the tunnel probe using PIC
codes works well, but requires considerable computation times, especially
if additional complications, such as nonthermal electron distributions or
secondary electron emission effects have to be taken into account.
This problem will become even more acute when the tunnel probe is
used in the edge plasma of fusion grade tokamaks. There, higher plasma
densities are encountered, leading to a higher required number of simu-
lation particles for PIC code runs and thus resulting in longer PIC code
running times. A straightforward way to deal with this could consist of
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applying more computing power and possibly use the parallelized version
of XOOPIC. Then calibration curves based on numerical fits to a large data
base of kinetic simulation results for any combination of probe size, magne-
tic field strength, and ion species could be made available for intending
users.
Still, it could also prove to be valuable to study in greater detail the evo-
lution as function of plasma parameters of the magnetic and Debye sheath
in front of the tunnel probe collecting surfaces. If it would turn out that
we can fairly well reproduce the numerically determined ion current dis-
tributions over the tunnel probe collecting surfaces from some geometrical
model based on the extent of magnetic and Debye sheath and if we could in
addition derive some simple scaling laws for the thickness of those sheaths
from PIC-code simulations, it would allow us to reduce the number of PIC
simulations needed for proper calibration of the tunnel probe. Of course,
this would in a first stage require XOOPIC simulations with a higher spatial
resolution than the simulations presented in this work.
A
3-parameter fit to a Langmuir
probe I-V characteristic:
derivation of Te, ISAT and Vf
with error estimates.
Our goal is to determine values for the parameters Te, ISAT and Vf such that
I = ISAT
(
1− e
e(V−Vf )
kTe
)
(A.1)
is the best possible fit for the N measured (Vi, Ii) data points. To this end,
we define Ie = −ISATe−Vf/Te and try to find values for Te, Ie and ISAT such
that the sum of quadratic errors, i.e.
N∑
i
(
Ii − ISAT − Iee
eVi
kTe
)2
(A.2)
is minimized. This leads us to the following three conditions:
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

∂
∂ISAT
∑N
i
(
Ii − ISAT − Iee
eVi
kTe
)2
= 0;
∂
∂Ie
∑N
i
(
Ii − ISAT − Iee
eVi
kTe
)2
= 0;
∂
∂Te
∑N
i
(
Ii − ISAT − Iee
eVi
kTe
)2
= 0.
being equivalent to


∑N
i
(
Ii − ISAT − Iee
eVi
kTe
)
= 0;
∑N
i
(
Ii − ISAT − Iee
eVi
kTe
)
· e
eVi
kTe = 0;
Ie
∑N
i
(
Ii − ISAT − Iee
eVi
kTe
)
· e
eVi
kTe ·
(
− eVi
kT 2e
)
= 0.
Those conditions are easily found to transform into:
(
N∑
i
Ii
)
−NISAT − Ie
(
N∑
i
e
eVi
kTe
)
= 0; (A.3)
(
N∑
i
Iie
eVi
kTe
)
−
(
N∑
i
eeVikTe
)
ISAT
−
(
N∑
i
e2eVikTe
)
Ie = 0; (A.4)
(
N∑
i
eViIie
eVi
kTe
)
−
(
N∑
i
eVie
eVikTe
)
ISAT
−
(
N∑
i
eVie
2eVikTe
)
Ie = 0. (A.5)
From (A.3) we obtain
ISAT =
1
N
[(
N∑
i
Ii
)
− Ie
(
N∑
i
e
eVi
kTe
)]
(A.6)
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By substituting this last expression into (A.4), we find
Ie =
N
(
N∑
i
Iie
eVi
kTe
)
−
(
N∑
i
e
eVi
kTe
)(
N∑
i
Ii
)
(
N∑
i
e
eVi
kTe
)2
−N
(
N∑
i
e
2eVi
kTe
) (A.7)
If now the following substitutions are made:
A =
N∑
i
Ii; (A.8)
B =
N∑
i
e
eVi
kTe ; (A.9)
C =
N∑
i
Iie
eVi
kTe ; (A.10)
D =
N∑
i
e
2eVi
kTe ; (A.11)
then it is possible to express ISAT as
ISAT =
1
N
(
A− NC −BA
B2 −ND B
)
. (A.12)
At this point we dispose of expressions for ISAT and Ie as a function of
the measured data (Vi, Ii) and the parameter Te. If we substitute those
expressions in (A.5) and if we make the additional substitutions
E =
N∑
i
eViIie
eVi
kTe ; (A.13)
F =
N∑
i
eVie
eVi
kTe ; (A.14)
G =
N∑
i
eVie
2
eVi
kTe ; (A.15)
we obtain an equation for Te:
EB2 −NDE −BCF +ADF +NCG−BAG = 0 (A.16)
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This equation has to be solved numerically, e.g. through bisection. Once
values for Te, Ie and ISAT have thus been obtained, Vf can be calculated
from Vf = Teln
(
− ISATIe
)
.
Expressions for the statistical errors on the calculated values for Te,
ISAT and Vf can be derived using the procedure described in section VII
of [228], for instance. We neglect errors on Vi and we estimate σI, the
standard deviation of the random errors on Ii, as
σI =√√√√√√√√√ 1N
∑N
i

(Ii − ISAT (1− e
“
Vi−Vf
Te
”
))−
N∑
i
(Ii − ISAT (1− e
“
Vi−Vf
Te
”
))
N


2
(A.17)
Using the same conventions as above and adding
K =
N∑
i
(eVi)
2 e2
eVi
kTe ,
the standard deviations on the fitted Te, Ie and ISAT parameters can be
found to be given by
σTe =
σI
√
B2 −ND√
F 2D −NDK +NG2 +B2K − 2BFG
T 2e
Ie
; (A.18)
σIe =
σI
√
F 2 −NK√
F 2D −NDK +NG2 +B2K − 2BFG ; (A.19)
σISAT =
σI
√
G2 −DK√
F 2D −NDK +NG2 +B2K − 2BFG. (A.20)
From this, the error on the Vf value obtained from the fit, can be derived
as
σVf = |Vf |
√√√√√√√
((
σIe
Ie
)2
+
(
σISAT
ISAT
)2)
log
(
−ISAT
Ie
)2 +
(
σTe
Te
)2
(A.21)
B
MASTOC code description of
the plasma-facing surface of the
Tore Supra ED modules.
Here, the detailed model used by the MASTOC code for the geometri-
cal description of the ED modules plasma-facing surface is given. As de-
scribed in the main text, to determine whether a certain geometrical position
is situated before or after this surface, coordinate values in a geometrical
toroidal coordinate system specific to each ED module are calculated. In
this appendix, we will thus assume that we have determined the module
corresponding to the tokamak sextant of our position. We will also as-
sume that a coordinate triple (rmod, θmod, φmod) (with −π ≤ θ < π and
−pi6 − δφ ≤ φ < pi6 − δφ, δφ being specific for each module) has been
obtained for the point in space for which we want to evaluate the position
relative to the plasma-facing surface. The values of the module specific
coordinate transformation defining parameters needed to obtain this coor-
dinate triple (rmod, θmod, φmod), are listed in table B.1.
In a first step, we try then to find out if the position (rmod, θmod, φmod)
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Table B.1: Numerical values of the module specific parameters which define the
local geometrical toroidal coordinate system (δR, δz and δφ) as well as of the mi-
nor radius of the carbon tile shielded plasma-facing surface of the module (aFA).
Module δR δz δφ aFA
Number (mm) (mm) (10−3 rad) (m)
1 0.148 5.322 0.13613568 0.788605
2 -7.443 0.186 2.6232299 0.789230
3 -1.582 1.054 1.1798426 0.789452
4 4.217 0.245 1.7505652 0.783659
5 -6.027 1.19 -0.82205008 0.787201
6 -1.212 1.565 3.4452799 0.785648
is in front of either the module or the vessel wall. To be in front of the
module, θmod and φmod) have to fulfill the conditions
φG+
δφG
RED,mod+aED cos(θmod)
<φmod< φD+
δφD
RED,mod+aED cos(θmod)
(B.1)
θC,2+(φmod−φC,2)
(θC,3−θC,2)
(φC,3−φC,2)
<θmod< θC,1+(φmod−φC,1)
(θC,4−θC,1)
(φC,4−φC,1)
(B.2)
where RED,mod is the major radius to which the module specific toroidal
coordinates are referred, aED = 0.81m is the mean minor radius of the ED
module surface and φG, δφG, φD, δφD, θC,i and φC,i are module edge
defining parameters for which numerical values are given in table B.2. The
positions corresponding to θC,i and φC,i are illustrated in figure B.1, where
the outer module edge as defined by the conditions (B.1 and B.2) has been
drawn, among other things.
In case the position (rmod, θmod, φmod) turns out not to be in front of
a module, we simply compare rmod to rwall = 0.9 m to determine whether
our latest position is in front of or rather behind the vessel wall.
If, on the other hand, it has been verified that the position under consid-
eration is indeed in front of the module, the next question to be answered is
whether the position is in front of one of the neutralizers. This is the case
for neutralizer i (where the naming convention ‘neutralizers 1 to 7’ corre-
sponds with ‘neutralizers A to G’) if θmod and φmod fulfill the conditions
θB,i + (φmod − φB,i) · pB,i < θmod < θH,i + (φmod − φH,i) · pH,i (B.3)
and
φmod <
Bnxi − tnyitnxi (aEDθmod −Bnyi)
RED,mod + aED cos(θmod)
(B.4)
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Figure B.1: Illustration of the criteria used to determine if a position under consid-
eration is in front of the module or one of the neutralizers. The corners (φC,i; θC,i)
of the module zone edges are marked with ×’s. The neutralizers are named from
A to G. The points (φH,i; θH,i) and (φB,i; θB,i) which contribute to the defini-
tion of resp. the upper and lower limits of each neutralizer zone (shown as dotted
lines) are marked as •’s. Neutralizer zones are delimited in the φmod direction by
the short near-vertical full lines through the points (Bnxi;Bnyi) (marked by ∗’s).
The neutralizer side of those lines is indicated by arrows.
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Table B.2: Numerical values of the parameters which describe the module edge in
the (φmod, θmod) coordinate system.
Parameter Value
Name
φG −9.9713899 · 10−2 rad
δφG −1.3525218 · 10−1 rad/m
φD 1.0299398 · 10−1 rad
δφD 1.2478871 · 10−1 rad/m
θC,1 1.0696663 rad
θC,2 −1.2315228 rad
θC,3 −1.0692865 rad
θC,4 1.2311402 rad
φC,1 −1.4855185 · 10−1 rad
φC,2 −1.5075512 · 10−1 rad
φC,3 1.4805370 · 10−1 rad
φC,4 1.5008652 · 10−1 rad
if i is odd (i.e. for neutralizers A, C, E and G) and
φmod >
Bnxi − tnyitnxi (aED · θmod −Bnyi)
RED,mod + aED cos(θmod)
(B.5)
for i is even (i.e. for neutralizers B, D and F). In those expressions, θB,i,
φB,i, pB,i, θH,i, φH,i, pH,i, Bnxi, Bnyi, tnxi and tnyi are parameters
which are specific for each neutralizer, but equal for all modules. The nu-
merical values for those parameters are given in tables B.3 and B.4 and the
lines defined by condition (B.3) are depicted in figure B.1 as dotted lines.
Conditions (B.4) and (B.5) come down to checking whether the pro-
jection of the position under consideration into the (φmod, θmod)-plane is
situated in the φmod direction on the left or the right side of the short near-
vertical full lines through the points (Bnxi;Bnyi) (marked by ∗’s) in fig-
ure B.1. In this figure, the neutralizer side of those lines is indicated by
arrows.
For the situation where the position under consideration turns out not
to be in front of a neutralizer, rmod is compared to a module specific mi-
nor radius limit value aFA, for which the values are also tabulated in table
B.1. In the reverse case, the limit value for rmod will depend on the eval-
uation of yet a new criterium. To this end, we express the position under
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Figure B.2: Illustration of the perpendicular distance ztar from the position under
consideration with coordinates (xmod; ymod) to the straight dotted line which goes
through the neutralizer specific point with coordinates (Bnxi, Bnyi) and which
makes an angle α with the Y-axis. The upper and lower boundary of the neutralizer
zone are also represented as dotted lines.
consideration in still another coordinate system, defined by
xmod = φ (RED,mod + aED cos θmod) (B.6)
ymod = θaED (B.7)
xmod and ymod correspond to the distances along respectively the toroidal
and the poloidal direction on a flat-folded toroidal surface with major radius
RED,mod and minor radius aED. In this new coordinate system, we now
evaluate the perpendicular distance ztar from the position under consider-
ation to the straight line which goes through the neutralizer specific point
with coordinates (Bnxi, Bnyi) and which makes an angle α with the Y-
axis. The angle α is related to the previously mentioned neutralizer specific
parameters tnx and tny via cosα = tnx and sinα = tny. This straight
line is the same as one of the short near-vertical full lines through the points
(Bnxi;Bnyi) which are marked by ∗’s in figure B.1 and is also shown in
figure B.2, this time as a dotted line in (xmod; ymod)-coordinates, together
with the upper and lower boundary of the neutralizer zone (also represented
as dotted lines). ztar is then compared to the total neutralizer length in the
perpendicular direction zxtarget for which numeric values are also given
in table B.4. As illustrated in figure B.3, for ztar < zxtarget, the limit
value for rmod is obtained from linear interpolation on a 1D radial profile
grid alongside the ztar-direction of the neutralizer surface. This 1D pro-
file grid has a resolution of 101 equally spaced nodes, is unique to each
neutralizer/module-pair and is loaded from a data file into memory before
the field line mapping is started. Finally, for ztar > zxtarget the limit
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value rT for rmod is taken equal to the value of the 101st node of the 1D
profile grid.
zxtarget
r
rlim = aFA
rlim = rT
ztar
( Bnx ; Bny )
Figure B.3: Obtention of the neutralizer limit value for rmod from the 1D radial
profile alongside the ztar-direction of the neutralizer surface (by interpolation for
the region between the dotted vertical lines).
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Table B.3: Neutralizer specific numerical values of the parameters which describe
the upper ( φH , θH and pH ) and lower ( φB , θB and pB) boundary of the neutral-
izer zone on the ED module.
Neutralizer θB φB pB
Number (rad) (rad) (dimensionless)
1 −9.9350853 · 10−1 −8.9341083 · 10−2 5.6814815 · 10−1
2 −7.4508469 · 10−1 −8.9358933 · 10−2 6.6888889 · 10−1
3 −4.5697566 · 10−1 −8.9388417 · 10−2 7.3555556 · 10−1
4 −1.4759766 · 10−1 −8.9420688 · 10−2 7.9851852 · 10−1
5 1.8747607 · 10−1 −8.9457618 · 10−2 7.9851852 · 10−1
6 5.0811622 · 10−1 −8.9490650 · 10−2 7.3555556 · 10−1
7 8.0815055 · 10−1 −8.9520094 · 10−2 6.6888889 · 10−1
Neutralizer θH φH pH
Number (rad) (rad) (dimensionless)
1 −9.2780074 · 10−1 −8.9358933 · 10−2 6.6888889 · 10−1
2 −6.3969171 · 10−1 −8.9388417 · 10−2 7.3555556 · 10−1
3 −3.3031371 · 10−1 −8.9420688 · 10−2 7.9851852 · 10−1
4 4.7600189 · 10−3 −8.9457618 · 10−2 7.9851852 · 10−1
5 3.2540017 · 10−1 −8.9490650 · 10−2 7.3555556 · 10−1
6 6.2543450 · 10−1 −8.9520094 · 10−2 6.6888889 · 10−1
7 8.9187758 · 10−1 −8.9539982 · 10−2 5.6814815 · 10−1
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Table B.4: Neutralizer specific numerical values for the parameters which define
the short near-vertical full lines through the points (Bnxi;Bnyi), used to delimit
the neutralizer zones in the φmod direction, as well as for the total neutralizer
interpolation zone length zxtarget.
Neutralizer Bnx tnx zxtarget
Number (m) (dimensionless) (m)
1 2.5484168 · 10−1 −9.8520202 · 10−1 5.1386819 · 10−1
2 −2.6290624 · 10−1 9.8285871 · 10−1 5.3708388 · 10−1
3 2.7219136 · 10−1 −9.8102283 · 10−1 5.5411292 · 10−1
4 −2.7320598 · 10−1 9.7998905 · 10−1 5.5802976 · 10−1
5 2.7096019 · 10−1 −9.8102294 · 10−1 5.5243159 · 10−1
6 −2.6320139 · 10−1 9.8285885 · 10−1 5.3412726 · 10−1
7 2.4979109 · 10−1 −9.8520211 · 10−1 5.1023131 · 10−1
Neutralizer Bny tny
Number (m) (dimensionless)
1 −6.8955552 · 10−1 −1.7139712 · 10−1
2 −5.5983275 · 10−1 1.8436041 · 10−1
3 −2.0981151 · 10−1 −1.9389226 · 10−1
4 −5.5492623 · 10−2 1.9905142 · 10−1
5 3.1718074 · 10−1 −1.9389168 · 10−1
6 4.6110831 · 10−1 1.8435968 · 10−1
7 7.7739338 · 10−1 −1.7139660 · 10−1
C
Theoretical derivation of the
Clebsch form for the ripple field
vector potential.
Let A¯ripple be a vector potential field describing the ripple perturbation
field. In this appendix, we wish to determine functions ϑ1 and Hpert,ripple
in such a way that we are able to write the ripple field vector potential as
A¯ripple
B0R20
= ∇¯g1 + ψ0∇¯ϑ1 −Hpert,ripple∇¯φ (C.1)
In this expression, the ψ0 coordinate has already been defined through the
Clebsch form for the equilibrium vector potential field.
To solve those three equations (one equation for each component of
A¯ripple), we chose to work in the curvilinear coordinate system (ρ, θ¯, φ)
(section 3.4 of [159]), as defined from cylindrical coordinates by
R = R0(a) + ∆(ρ) + ρ cos θ¯ (C.2)
Z = ρ sin θ¯ (C.3)
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where ∆(ρ) =
√
R20(a) + (Λ + 1)(a
2 − ρ2) − R0(a) is the Shafranov
shift. For those coordinates, ψ0 depends only on ρ, as there is a one-to-
one correspondence between each magnetic flux surface on one hand and
both ψ0 and ρ on the other hand. To express the gradient in the curvilinear
coordinates (ρ, θ¯, φ), we need to determine the appropriate scale factors
hi = ‖ ∂r¯∂ui ‖. The gradient in (ρ, θ¯, φ) coordinates of a function f is then
given by
∇¯f = 1
h1
∂f
∂ρ
e¯ρ +
1
ρ
∂f
∂θ¯
e¯θ¯ +
1
h3
∂f
∂φ
e¯φ,
where
h1(ρ, θ¯) =
√[
∂∆(ρ)
∂ρ
]2
+ 2 cos θ¯
∂∆(ρ)
∂ρ
+ 1
and
h3(ρ, θ¯) = R0(a) + ∆(ρ) + ρ cos θ¯
Applying this to (C.1) leads to the following system of partial differential
equations:
Aripple,ρ
B0R20
=
1
h1
∂g1
∂ρ
+ ψ0
1
h1
∂ϑ1
∂ρ
(C.4)
Aripple,θ¯
B0R20
=
1
ρ
∂g1
∂θ¯
+ ψ0
1
ρ
∂ϑ1
∂θ¯
(C.5)
Aripple,φ
B0R20
=
1
h3
∂g1
∂φ
+ ψ0
1
h3
∂ϑ1
∂φ
− Hpert,ripple
h3
(C.6)
which is equivalent to
h1(ρ,θ¯,φ)
Aripple,ρ(ρ,θ¯,φ)
B0R
2
0
=
∂g1(ρ,θ¯,φ)
∂ρ
+ ψ0(ρ)
∂ϑ1(ρ,θ¯,φ)
∂ρ
(C.7)
ρ
Aripple,θ¯(ρ,θ¯,φ)
B0R20
=
∂g1(ρ,θ¯,φ)
∂θ¯
+ ψ0(ρ)
∂ϑ1(ρ,θ¯,φ)
∂θ¯
(C.8)
h3(ρ,θ¯,φ)
Aripple,φ(ρ,θ¯,φ)
B0R
2
0
=
∂g1(ρ,θ¯,φ)
∂φ
+ ψ0(ρ)
∂ϑ1(ρ,θ¯,φ)
∂φ
−Hpert,ripple (C.9)
If we take the partial derivative to θ¯ of (C.7) and the partial derivative
to ρ of (C.8) and subtract both resulting equations, we obtain
1
B0R20
[
∂(h1Aripple,ρ)
∂θ¯
− ∂(ρAripple,θ¯)
∂ρ
]
= −∂ψ0
∂ρ
∂ϑ1
∂θ¯
(C.10)
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and similarly, by again taking the partial derivative to θ¯ of (C.7) and the
partial derivative to ρ of (C.8), then multiplying both thusly obtained equa-
tions with ψ0, followed by a substitution of ψ0 ∂ϑ1∂θ¯ by (ρ
Aripple,θ¯
B0R20
− ∂g1
∂θ¯
) and
finally subtracting both equations, we also find
ψ0
B0R20
[
∂(ρAripple,θ¯)
∂ρ
− ∂(h1Aripple,ρ)
∂θ¯
]
=
∂ψ0
∂ρ
(
ρ
Aripple,θ¯
B0R20
− ∂g1
∂θ¯
)
(C.11)
Up until this point, we have made no special assumptions concerning
the gauge choice for the vector potential field which describes the ripple
magnetic field, so we can make use of the gauge freedom and fix the gauge
in such a way that Aripple,θ¯ = 0 (which is thus a different gauge choice
then the one for the DED and ED perturbation vector potential field, where
AR = 0 was chosen). Equations (C.10) and (C.11) are then simplified to
− 1
B0R20
∂(h1Aripple,ρ)
∂θ¯
=
∂ψ0
∂ρ
∂ϑ1
∂θ¯
(C.12)
ψ0
B0R20
∂(h1Aripple,ρ)
∂θ¯
=
∂ψ0
∂ρ
∂g1
∂θ¯
(C.13)
which can be integrated to
−h1Aripple,ρ
B0R20
= ϑ1
∂ψ0
∂ρ
(C.14)
ψ0h1Aripple,ρ
B0R20
= g1
∂ψ0
∂ρ
(C.15)
Finally, if we multiply equation (C.9) with ∂ψ0∂ρ (which only depends on
ρ) and substitute (C.14) and (C.15) in the resulting equation, we obtain for
the perturbation Hamiltonian
Hpert,ripple = −
Aripple,φh3
B0R20
(C.16)
and for the intrinsic poloidal coordinate:
ϑ1 = (
∂ψ0
∂ρ
)−1
h1(ρ, θ¯)Aripple,ρ
B0R20
(C.17)
It is important to stress that in those expressions the components Aripple,φ
and Aripple,ρ of the vector potential correspond to a gauge choice where
Aripple,θ¯ = 0.
D
Calculation of the ripple induced
perturbation Hamiltonian
Fourier components using a
partially analytic description of
the magnetic ripple vector
potential field.
If we multiply both sides of equation (5.43) with e−i(m′ϑ0+n′φ) and inte-
grate over ϑ0 and φ, we obtain
Hm′n′(ψ)e
iχm′n′ =
1
(2π)2
∫ 2pi
0
∫ 2pi
0
Hpert,ripple(ψ, ϑ, φ)e
−i(m′ϑ0+n′φ)dϑ0dφ
(D.1)
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This way, we obtain as expression for the Fourier components Hmn:
Hmn(ψ) =
∥∥∥∥∥ 1(2π)2
∫ 2pi
0
∫ 2pi
0
Hpert,ripple(ψ, ϑ0, φ)e
−i(mϑ0+nφ)dϑ0dφ
∥∥∥∥∥
(D.2)
If this is worked out into a more explicit (and for numeric calculations
more suitable) form, we find
Hmn(ψ) =
1
(2π)2
×[(∫ 2pi
0
∫ 2pi
0
Hpert,ripple(ψ, ϑ0, φ) cos(mϑ0) cos(nφ)dϑ0dφ
−
∫ 2pi
0
∫ 2pi
0
Hpert,ripple(ψ, ϑ0, φ) sin(mϑ0) sin(nφ)dϑ0dφ
)2
+
(∫ 2pi
0
∫ 2pi
0
Hpert,ripple(ψ, ϑ0, φ) cos(mϑ0) sin(nφ)dϑ0dφ
−
∫ 2pi
0
∫ 2pi
0
Hpert,ripple(ψ, ϑ0, φ) sin(mϑ0) cos(nφ)dϑ0dφ
)2]1/2
(D.3)
Of course, not all of those four integrations will need to be performed;
this will depend on whether Hpert,ripple(ψ, ϑ0, φ) is even or odd in ϑ0 and
φ. Therefore, we will now first focus on how A′ripple,φ(ψ, ϑ0, φ) will be
computed.
A first step consists of determining the geometrical coordinates which
correspond to the intrinsic coordinates (ψ, ϑ0, φ) of the position in which
we want to evaluate A′ripple,φ. This will be done using the approach already
established in the main_spectra.c routine of the previously existing
code which is used for the symplectic mapping of the magnetic field line
topology of TEXTOR (with DED) and Tore Supra (with ED) and which
takes only the divertor field as perturbation into account. This approach
consists of computing, for a fixed toroidal flux value ψ (and thus on a well-
defined magnetic flux surface), an array of regularly spaced φ- and thus
also regularly spaced ϑ0- values and the corresponding geometrical coor-
dinate r- and θ-values, before computing the integral (D.2). This array
is obtained by integrating numerically the field line tracing equations for
the equilibrium case over one complete poloidal turn, while simultaneously
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recording the geometrical coordinates of the positions encountered and in-
tegrating the canonical momentum along the path to obtain the ψ-value
corresponding to this specific array.
Now we assume, as justified by appendix G, that the ripple magnetic
perturbation can be described by the vector potential field with components
Aφ = 0 (D.4)
AZ = −R
N
f3(R,Z) cos(Nφ) (D.5)
AR =
R
N
f2(R,Z) cos(Nφ) (D.6)
where f2 and f3 only depend on R and Z and are obtained numerically
through cubic spline interpolation on a (R,Z) grid of pre-computed values
for f2 and f3, which is loaded from a separate file at the start of the main
routine. This grid is pre-computed using the (slightly adapted) MATLAB-
routines written by Dr. F. Saint-Laurent (CEA-Cadarache) [229].
Under this assumption, we can then also easily determine the compo-
nents (Aρ, Aθ¯, Aφ) of the vector potential (still under the same gauge where
Aφ = 0) in the curvilinear coordinate system (ρ, θ¯, φ) in a given point, us-
ing
Aρ = AR cos θ¯ +AZ sin θ¯ (D.7)
Aθ¯ = AR sin θ¯ −AZ cos θ¯ (D.8)
Aφ = Aφ (D.9)
Indeed, if we substitute (G.5), (G.6) and (G.7) into this, we obtain the
expressions
Aρ =
R cos(Nφ)
N
(f2 cos θ¯ − f3 sin θ¯) (D.10)
Aθ¯ =
R cos(Nφ)
N
(f2 sin θ¯ + f3 cos θ¯) (D.11)
Aφ = 0 (D.12)
The (ρ, θ¯, φ) coordinates of a point determined by (R,Z, φ) can be
found by solving the equation
ρ =
√
(R−Rp(a)−∆(ρ))2 + Z2 (D.13)
for ρ and by using the solution to determine θ¯ through the expression
θ¯ = arc sin
(
Z
ρ
)
.
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For a given position, we now want to be able to evaluate Aρ and Aφ
for a different gauge condition, i.e. for a gauge condition where the θ¯-
component A′
ripple,θ¯
of the shifted vector potential field A¯′ripple vanishes.
Consequently, we will have to apply a gauge shift to Aρ and Aφ.
This gauge shift will be determined by a scalar function f (specified by
the condition A′
ripple,θ¯
= 0) such that the new vector potential field A¯′ripple
can be obtained as
A¯′ripple = A¯+ ∇¯f (D.14)
If we consider the following expression for the gradient in the curvili-
near coordinate system (ρ, θ¯, φ):
∇¯f = 1
h1
∂f
∂ρ
e¯ρ +
1
ρ
∂f
∂θ¯
e¯θ¯ +
1
h3
∂f
∂φ
e¯φ,
where
h1(ρ, θ¯) =
√[
∂∆(ρ)
∂ρ
]2
+ 2 cos θ¯
∂∆(ρ)
∂ρ
+ 1
and
h3(ρ, θ¯) = R0(a) + ∆(ρ) + ρ cos θ¯,
the condition A′
ripple,θ¯
= 0 becomes a condition for f :
Aθ¯ +
1
ρ
∂f
∂θ¯
= 0 (D.15)
Thus, the function f , specified by
f(ρ, θ¯, φ) = −ρ
∫ θ¯
0
Aθ¯(ρ, θ¯
′, φ)dθ¯′ (D.16)
defines the gauge shift which we will apply to A¯. If we take (D.11) into
account, our expression for f becomes
f(ρ, θ¯, φ) = ρ
cos(Nφ)
N
∫ θ¯
0
R(θ¯′, ρ)
[
f2(θ¯
′, ρ) sin θ¯′ + f3(θ¯
′, ρ) cos θ¯′
]
dθ¯′
(D.17)
The integral over θ¯ in (D.17) will only depend on ρ and θ¯. We will
call it I(ρ, θ¯) further down. Taking (D.12) into account, the φ-component
A′ripple,φ of the vector potential field in the new gauge leads us to
A′ripple,φ = Aφ +
1
h3
∂f
∂φ
(D.18)
= − ρ
R
sin(Nφ)I(ρ, θ¯) (D.19)
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We obtain as expression for our perturbation Hamiltonian
Hpert,ripple = −ρ I(ρ, θ¯)
B0R20
sin(Nφ) (D.20)
which thus can be written as the product of a φ-independent and φ-dependent
part. ρ I(ρ,θ¯)
B0R20
will only depend on ρ and θ¯ and thus only on ϑ0 and ψ0. Fur-
ther down, we will note this φ-independent part as
ρ I(ρ, θ¯)
B0R20
= G(ρ, θ¯) = G(ψ0, ϑ0) (D.21)
Substitution of our expression (D.20) for the perturbation Hamiltonian
into (D.3), reduces it to
Hm,n = 0 for n 6= N
Hm,N =
1
4π
[(∫ 2pi
0
G(ψ0, ϑ0) cos(mϑ0)dϑ0
)2
+
(∫ 2pi
0
G(ψ0, ϑ0) sin(mϑ0)dϑ0
)2]1/2
(D.22)
In order to find out if we can further simplify this, we take a closer look
at the function G.
G(ρ, θ¯) =
ρ
B0R20
∫ θ¯
0
R(θ¯′, ρ)
[
f2(θ¯
′, ρ) sin θ¯′ + f3(θ¯
′, ρ) cos θ¯′
]
dθ¯′
(D.23)
R(ρ, θ¯) is even in θ¯. f2(ρ, θ¯′) and f3(ρ, θ¯′) are respectively the numeri-
cally computed (by interpolation of pre-computed results on a (R,Z)-grid)
Bnum,Z- and Bnum,R-components at the poloidal section φ = 5◦ (where
φ = 0◦ corresponds to the toroidal angle exactly in between two toroidal
field coils). As BZ and BR are respectively anti-symmetric and symmetric
to the horizontal mid-plane, f2 and f3 are also respectively odd and even in
θ¯. As a consequence, G is even in θ¯ and thus also even in ϑ0. Therefore
(D.22) will reduce to
Hm,N =
1
4π
∥∥∥∥∥
∫ 2pi
0
G(ψ0, ϑ0) cos(mϑ0)dϑ0
∥∥∥∥∥ (D.24)
Thus, in summary, if we assume that the ripple magnetic perturbation
can be described by the vector potential field with components (G.5), (G.6)
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and (G.7), only the Fourier components with n = N will be different from
zero and can be computed as
Hm,N (ψ0) =
ρ(ψ0)
4πB0R20
×∥∥∥∥∥
∫ 2pi
0
(∫ θ¯(ψ0,ϑ0)
0
R(θ¯′, ρ(ψ0))
[
f2(θ¯
′, ρ(ψ0)) sin θ¯
′
+f3(θ¯
′, ρ(ψ0)) cos θ¯
′
]
dθ¯′
)
cos(mϑ0)dϑ0
∥∥∥∥∥ (D.25)
E
Analytical approximation of the
ripple magnetic field by Boozer.
The ripple magnetic field as obtained from the very crude approximation
for the toroidal field magnetic potential described by equation (19) in the
review article of Boozer [196], is given by
BR =
µ0G
2π
(
R
RC
)N cos(Nφ)
R
(E.1)
BZ = 0 (E.2)
Bφ = −µ0G
2π
(
R
RC
)N sin(Nφ)
R
(E.3)
(where N = 18 is the number of field coils, G is the current carried by
the toroidal field coils and RC = 2.38 m is the major radius of the toroidal
surface that forms the plasma edge at r = a = 0.80 m). This description
differs strongly from the ripple magnetic field as determined numerically
(i.e. as described in appendix G) in a number of obvious ways:
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1. There is no dependency of the Boozer approximation ripple magnetic
field on the Z-coordinate.
2. The BZ component of the Boozer approximation ripple magnetic
field is zero, whereas this is clearly not the case for the numerically
obtained ripple field.
This is further illustrated by the figures E.1, E.2 and E.3 at the end of
this appendix which compare the components of the numerically computed
ripple magnetic field with the ripple field components determined using
(E.1) for a 1 kA toroidal field coils current. For each of the Bφ, BR and
BZ components of the ripple field, contourplots of the ripple field compo-
nents strength (expressed in Tesla) have been made for poloidal sections at
φ = 0◦, 4◦ and 8◦. It should be noted that this φ-positions correspond to a
coordinate definition where the position φ = 0◦ coincides with a position
half-way two toroidal coils, which represents a shift of pi2N in comparison to
the φ coordinates used in (E.1). The dotted half circles represent the edge
of the magnetic surface with R0 = 2.38 m and a = 0, 80 m.
Thus the crude model presented here will clearly be much less precise
than the ripple magnetic field description given in appendix G.
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Figure E.1: Contourplots of the φ-component of the ripple magnetic field obtained
numerically (left) as well as using the Boozer approximation of (E.1) (right) for φ
= 0◦ (a), 4◦ (b) and 8◦ (c) for a 1 kA toroidal field coils current. As a reference, a
LCFS with R0 = 2.38 m and a = 0, 80 m is shown as a dashed magenta colored
circle.
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Figure E.2: Contourplots of theR-component of the ripple magnetic field obtained
numerically (left) as well as using the Boozer approximation of (E.1) (right) for φ
= 0◦ (a), 4◦ (b) and 8◦ (c) for a 1 kA toroidal field coils current. As a reference, a
LCFS with R0 = 2.38 m and a = 0, 80 m is shown as a dashed magenta colored
circle.
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Figure E.3: Contourplots of the Z-component of the numerically obtained ripple
magnetic field for φ = 0◦ (a), 4◦ (b) and 8◦ (c) for a 1 kA toroidal field coils current.
The Boozer approximation of (E.1) for this component is always zero and thus not
represented. As a reference, a LCFS with R0 = 2.38 m and a = 0, 80 m is shown
as a dashed magenta colored circle.
F
Analytical description of the
toroidal ripple magnetic field as
used in the MASTOC code.
In this appendix, the analytical model for the ripple magnetic field, which
is used in the second version of the MASTOC field line tracing code, is
described. One reason for doing this, is to convincingly demonstrate that
this model, as far as accuracy of the ripple field description is concerned,
is an inferior choice as compared to the approach described in appendix
G. Another part of the motivation is formed by preservation concerns, as
it appears that little or no documentation concerning the second version
of the MASTOC code is available anymore. Consequently, this model for
the toroidal ripple magnetic field had to be obtained by laborious retrieval
from the code itself. Through this process, the following expressions for
the components of the ripple magnetic field could be obtained:
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Bρ(R,Z, φ) = −1
2
NbItrdoe
−
abob
rfl e
 
ro,bob
rfl
−
»
1
5/6pi
arccos
„
R−Rbob
ro,bob
«–2!
×sin(Nbφ)
R2
(F.1)
Bθ¯(R,Z, φ) = 0 (F.2)
Bφ(R,Z, φ) = −1
2
Itrdoe
−
abob
rfl e
 
ro,bob
rfl
−
»
1
5/6pi
arccos
„
R−Rbob
ro,bob
«–2!
×
(
1 + ro,bob
[
1
rfl
− (R−Rbob)
Rro,bob
])
cos(Nbφ)
Rro,bob
(F.3)
In the previous expressions, the e¯ρ direction corresponds to the (ρ, θ¯, φ)
curvilinear coordinate system as described in section 3.4 of [159]. Nb is the
number of toroidal field coils (Nb = 18), rdo is the radial amplitude of r
variations and is equal to 0.066m, It is the total current through the coils,
abob and Rbob are the minor respectively the major radius of the toroidal
surface formed by the inner surfaces of the toroidal coils and are equal to
respectively 1.154 m and 2.2 m, rfl is the radial decay length of the ripple
and is equal to 0.182 m and ro,bob =
√
Z2 + (R−Rbob)2. (R,Z, φ) are
cylindrical coordinates.
For our purposes, i.e. to include the ripple field into the Hamiltonian
field line mapping formalism, we need to find a vector potential field which
corresponds to the ripple magnetic field described by (F.1) and (F.3). This
problem could be approached by working in cylindrical coordinates. More
specifically, we could start by searching for the components BR, BZ and
Bφ of B¯ along e¯R, e¯Z and e¯φ as a function of R, Z and φ. Bφ is already
given by (F.3). BR and BZ can be obtained from (F.2) as
BR = Bρcosθ¯ = Bρ
√
1−
(
Z
ρ
)2
BZ = Bρsinθ¯ = Bρ
Z
ρ
where ρ has to be obtained from the solution of
ρ2 = [R−R0(a)−∆(ρ)]2 + Z2
which leads to a quite elaborate expression, i.e.
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ρ =
1
(Λ + 2)
[
(Λ + 1)(Λ + 2)a2 −R2Λ +R20(Λ + 2) + Z2(Λ + 2)
± (2R20Z2(Λ + 2)2 − 2R2Z2Λ(Λ + 2) + 4a2R2(Λ + 1)(Λ + 2)
+4R2R20(Λ + 2)− 2R2Z2(Λ + 2)2
)1/2]1/2 (F.4)
Proceeding thusly would then allow us to write BR, BZ and Bφ as
Bφ = f1(R,Z)cos(Nbφ) (F.5)
BZ = f2(R,Z)sin(Nbφ) (F.6)
BR = f3(R,Z)sin(Nbφ) (F.7)
Hence, by applying the approach described in appendix G, we could
obtain a corresponding vector potential field. However, as the f1(R,Z)-,
f2(R,Z)- and f3(R,Z)-functions in appendix G are determined numer-
ically from a detailed description of the coil geometry, whereas in this
appendix those functions are derived from an approximate analytical description
of the ripple field, we conclude that the model from the MASTOC code will
be less precise in any case.
G
Partially analytical description
of the ripple field vector
potential.
Let us assume that the components of the decomposition in cylindrical co-
ordinates of the ripple perturbative magnetic field can be described by ex-
pressions of the form
Bripple,φ = f1(R,Z)cos(Nφ), (G.1)
Bripple,Z = f2(R,Z)sin(Nφ), (G.2)
Bripple,R = f3(R,Z)sin(Nφ). (G.3)
In those expressions, f1, f2 and f3 only depend on R and Z. f1, f2
and f3 can be computed using the numerical MATLAB-routines written
by Dr. Saint-Laurent (CEA/Cadarache), which are based on a straight-
forward Biot-Savart calculation of the field resulting from the toroidal coils
(modeled as a large number of circular windings), and have to fulfill the
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condition (∇¯B¯ = 0)
f1 =
∂(Rf3)
∂R
+R
∂f2
∂Z
(G.4)
One can then easily verify that such a magnetic field can be generated by
the vector potential field with the following components in cylindrical co-
ordinates:
Aripple,φ = 0 (G.5)
Aripple,Z = −R
N
f3(R,Z)cos(Nφ) (G.6)
Aripple,R =
R
N
f2(R,Z)cos(Nφ) (G.7)
Thus, in order to evaluate how well (G.5), (G.6) and (G.7) with N=18
describe the numerically computed ripple field, the poloidal sections at
φ = 5o of the numerically (on a (R,Z)-grid) computed Bripple,num,Z- and
Bripple,num,R-components were taken as f2 and f3 respectively. Then, a
vector potential field was generated on a threedimensional cylindrical grid
using (G.5), (G.6) and (G.7) and the curl of the resulting vector potential
field was computed numerically such as to obtain a new ripple magnetic
field B¯ripple,fit.
In figures G.1 to G.6, the components of the ripple magnetic field B¯ripple,fit,
obtained from (G.5), (G.6) and (G.7), are compared to the components of
the numerically determined ripple magnetic field B¯ripple,num for a 1 kA
toroidal field coils current. In three successive series of poloidal sections
with φ going from 0◦ to 9◦ by increments of 1◦ for each series, the φ-, R-
and Z-components of B¯ripple,fit are compared to the corresponding com-
ponents of B¯ripple,num.
This comparison is implemented in two ways: on the left-hand side,
isolines for the strength of the component under examination are drawn for
B¯ripple,num (full blue lines) and B¯ripple,fit (red dotted lines). All isoline
values (in blue) are expressed in Tesla. On the right hand side, a filled
contour plot of the absolute value of the normalized difference between
the considered component of B¯ripple,num and B¯ripple,fit is shown. This
difference is normalized through division by the maximum value (i.e. for
variable φ and fixedR andZ) of the component under evaluation of B¯ripple,num.
On both sides, a possible LCFS (which, for Tore Supra, is typically described
by r = 0.80 m forRa = 2.38 m) is shown as a dashed magenta colored circle.
From those plots, as well as from series of similar plots with a larger
resolution in φ-values and which, for reasons of brevity, have not been in-
cluded here, it is clear that for all of the components, the largest errors are
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found at the LFS and the normalized difference between the components
of B¯ripple,num and B¯ripple,fit never exceeds 6% inside the last magnetic
surface. As additionally the level of accuracy of the ripple field description
given by (G.5), (G.6) and (G.7) certainly matches or exceeds the accuracy
which can be obtained using the analytical descriptions implemented in the
MASTOC code (given in appendix F) or the very crude model presented
by Boozer ( [196]) and discussed in appendix E, we thus esteem that (G.5),
(G.6) and (G.7) describe the ripple perturbative magnetic field with suffi-
cient accuracy, at least for our purposes.
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Figure G.1: Comparison between the fitted and the numerically computed φ-
component of the ripple magnetic field, for φ = 0◦ to 4◦. On the graphs at the
left, all isoline values (in blue) are expressed in Tesla. The graphs at the right
show a filled contour plot of |Bripple,φ,num − Bripple,φ,fit|/Bripple,φ,num,max.
As a reference, an illustrative LCFS is shown as a dashed magenta colored circle.
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Figure G.2: Comparison between the fitted and the numerically computed φ-
component of the ripple magnetic field, for a 1 kA toroidal field coils current
and for φ = 5◦ to 9◦. On the graphs at the left, all isoline values (in blue)
are expressed in Tesla. The graphs at the right show a filled contour plot of
|Bripple,φ,num − Bripple,φ,fit|/Bripple,φ,num,max. As a reference, an illustrative
LCFS is shown as a dashed magenta colored circle.
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Figure G.3: Comparison between the fitted and the numerically computed R-
component of the ripple magnetic field, for a 1 kA toroidal field coils current
and for φ = 0◦ to 4◦. On the graphs at the left, all isoline values (in blue)
are expressed in Tesla. The graphs at the right show a filled contour plot of
|Bripple,R,num−Bripple,R,fit|/Bripple,R,num,max. As a reference, an illustrative
LCFS is shown as a dashed magenta colored circle.
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Figure G.4: Comparison between the fitted and the numerically computed R-
component of the ripple magnetic field, for a 1 kA toroidal field coils current
and for φ = 5◦ to 9◦. On the graphs at the left, all isoline values (in blue)
are expressed in Tesla. The graphs at the right show a filled contour plot of
|Bripple,R,num−Bripple,R,fit|/Bripple,R,num,max. As a reference, an illustrative
LCFS is shown as a dashed magenta colored circle.
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Figure G.5: Comparison between the fitted and the numerically computed Z-
component of the ripple magnetic field, for a 1 kA toroidal field coils current
and for φ = 0◦ to 4◦. On the graphs at the left, all isoline values (in blue)
are expressed in Tesla. The graphs at the right show a filled contour plot of
|Bripple,Z,num −Bripple,Z,fit|/Bripple,Z,num,max. As a reference, an illustrative
LCFS is shown as a dashed magenta colored circle.
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Figure G.6: Comparison between the fitted and the numerically computed φ-
component of the ripple magnetic field, for a 1 kA toroidal field coils current
and for φ = 5◦ to 9◦. On the graphs at the left, all isoline values (in blue)
are expressed in Tesla. The graphs at the right show a filled contour plot of
|Bripple,Z,num −Bripple,Z,fit|/Bripple,Z,num,max. As a reference, an illustrative
LCFS is shown as a dashed magenta colored circle.
H
Numerical implementation of
the transformations back and
forth between ripple
perturbation defined new
intrinsic coordinates and
geometrical coordinates.
The intention of this appendix is to describe a possible approach to the nu-
merical implementation of the transformations back and forth between rip-
ple perturbation defined new intrinsic coordinates and geometrical coordi-
nates. First, the transformation from the new intrinsic coordinates to geo-
metrical coordinates will be treated, followed by a discussion of the inverse
transformation. However, in order to avoid any confusion further down, we
will foremost repeat the notation conventions for the different coordinate
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systems used in this appendix.
The position of a certain point in space can be fully determined by:
• (R,Z, φ), which are geometrical cylindrical coordinates defined around
the tokamak central axis.
• (r, θ, φ), which are geometrical toroidal coordinates, referred to the
toroidal axis with radius R0.
• (ρ, θ¯, φ), which are geometrical toroidal coordinates, determined by
the equilibrium magnetic field configuration, as described in section 3.4
of [159].
• (ψ, ϑ, φ), which are intrinsic coordinates, determined solely by the
equilibrium magnetic field configuration.
• (ψ, ϑ∗, φ), which are intrinsic coordinates, determined by both the
equilibrium magnetic field configuration and the ripple perturbation.
The coordinate ϑ∗ is determined by ϑ∗ = ϑ−(∂ψ∂ρ )−1
h1(ρ,θ¯)A′ρ
B0R20
, where
the component A′ρ of the ripple field vector potential corresponds to
a gauge choice where A′
θ¯
= 0 and where
h1 =
√[
∂∆(ρ)
∂ρ
]2
+ 2 cos θ¯
∂∆(ρ)
∂ρ
+ 1
is one of the scale factors in the expression for the gradient in (ρ, θ¯, φ)-
coordinates, as explained in subsection 5.3.1 of chapter 5.
H.1 Transformation (ϑ∗, ψ, φ)→ (r, θ, φ)
Starting from the position of a certain point in ripple perturbation intrinsic
coordinates (ψ, ϑ∗, φ), we wish to find the position of this point in one of
the geometrical coordinate systems. Given that the geometrical coordinates
(r, θ) are periodic functions of the angle variable ϑ∗ and considering that
the relation between ϑ and ϑ∗ depends on φ, we can represent r and θ for a
given (ψ, φ)-position by a Fourier series:
r(ϑ∗, ψ, φ) =
∞∑
m=0
(
r(c)∗m (ψ, φ) cosmϑ
∗ + r(s)∗m (ψ, φ) sinmϑ
∗
)
θ(ϑ∗, ψ, φ) = ϑ∗ +
∞∑
m=0
α∗m(ψ, φ) sinmϑ
∗
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where
r(c)∗m (ψ, φ) =
∫ 2pi
0
r(ψ, ϑ∗, φ) cos(mϑ∗)dϑ∗ (H.1)
r(s)∗m (ψ, φ) =
∫ 2pi
0
r(ψ, ϑ∗, φ) sin(mϑ∗)dϑ∗ (H.2)
α∗m(ψ, φ) =
∫ 2pi
0
[θ(ϑ∗, ψ, φ)− ϑ∗] sin(mϑ∗)dϑ∗ (H.3)
We will thus compute the Fourier coefficients for a two-dimensional
grid of (ψ, φ)-positions and interpolate those Fourier coefficients for a cer-
tain (ψ, φ)-position using bicubic splines. The procedure to numerically
determine (H.1), (H.2) and (H.3) will consist of a number of distinct steps
as described below.
First, as has already been done in the main_spectra.c routines of
previous mapping code versions, for each member of a set of surfaces of
constant ψ defined solely by the equilibrium field, the field line equations
are integrated explicitly over one poloidal tour, in order to determine the ψ
- value corresponding to this surface (which we will index with i) as well
as arrays (which we will index with j) of regularly spaced φ- and thus also
regularly spaced ϑ- values together with the corresponding geometrical co-
ordinate r- and θ-values. However, contrary to what was done in previous
mapping codes, those ϑ(i,j)-, r(i,j)- and θ(i,j)- rows will be extended two
steps before ϑ(i,j) = 0 and two steps after ϑ(i,j) = 2π. The set of constant
ψ - surfaces will also be extended by one step before and after the ψ-values
which we wish to take into our 2D grid of (ψ, φ)-positions.
For each surface i, the small radius ρi will be determined from the
unperturbed magnetic field line trajectory in the poloidal plane as well as
the Shafranov-shift ∆(ρ)i. Then using the obtained arrays of ψi, ρi and
∆(ρ)i, we determine arrays of ∂∆(ρ)∂ρ
∣∣∣
i
and ∂ψ∂ρ
∣∣∣
i
. To determine those first
derivatives from the available arrays of ψi, ρi and ∆(ρ)i, bicubic splines
will be used. After having computed arrays of second derivatives ∂
2∆(ρ)
∂ρ2
∣∣∣
i
and ∂ψ
2
∂ρ2
∣∣∣
i
with the already existing spline routine, it is possible to com-
pute the first derivatives as
∂F
∂ρ
∣∣∣
i
=
Fi+1 − Fi
ρi+1 − ρi −
1
3
(ρi+1 − ρi)∂
2F
∂ρ2
∣∣∣
i
− 1
6
(ρi+1 − ρi)∂
2F
∂ρ2
∣∣∣
i+1
(H.4)
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where F might stand for ψi or ∆(ρ)i.
A second step consists of considering each of the surfaces of constant
ψi, and, using the arrays of ϑ(i,j)-, r(i,j)- and θ(i,j)-values, to compute
subsequently the following new arrays (again indexed by j):
1. θ¯(i,j) , using tan θ¯(i,j) =
r(i,j) sin θ(i,j)
r(i,j) cos θ(i,j)−∆(ρ)i
2. ∂θ¯∂ϑ
∣∣∣
(i,j)
, which we compute numerically, using a Savitzky-Golay
smoothing filter method (described in [230]). We are allowed to do
this, as the ϑ(i,j)-values are equally spaced for increasing j. We
chose the order of the polynomial to be 2 and take 2 points to the left
as well as to the right of the data point j being considered. Then the
first derivative of θ¯ to ϑ on surface i and on position j is given by
∂θ¯
∂ϑ
∣∣∣
(i,j)
=
−0.2 θ¯(i,j-2) − 0.1 θ¯(i,j-1) + 0.1 θ¯(i,j+1) + 0.2 θ¯(i,j+2)
∆ϑ
(H.5)
where ∆ϑ is the (constant) difference between two consecutive ϑ
values for a given surface.
3.
√[
∂∆(ρ)
∂ρ
∣∣∣
i
]2
+ 2 cos θ¯(i,j)
∂∆(ρ)
∂ρ
∣∣∣
i
+ 1, using the previously com-
puted value of ∂∆(ρ)∂ρ for surface i and the array of θ¯(i,j)-values.
4.
∫ θ¯(i,j)
0
[(
Rf2 + ρ
∂R
∂ρ f2 + ρR
∂f2
∂ρ
)
sin θ¯′
+
(
Rf3 + ρ
∂R
∂ρ f3 + ρR
∂f3
∂ρ
)
cos θ¯′
]
dθ¯′
This integration is performed numerically, using a Gauss-Kronrod
adaptive integration routine from the QUADPACK library [231], which
is included in the GNU Scientific Library. f2(ρ, θ¯′) and f3(ρ, θ¯′)
have no φ-dependency and are identical to the functions f2(ρ, θ¯′) and
f3(ρ, θ¯
′) used in subsection 5.3.2 of chapter 5 to describe the ripple
vector potential field in the Coulomb gauge. The partial derivatives
of R(ρ, θ¯), f2(ρ, θ¯′) and f3(ρ, θ¯′) can be developed as
∂R
∂ρ
=
∂∆(ρ)
∂ρ
+ cos θ¯′ (H.6)
∂f2
∂ρ
=
∂f2
∂R
(
∂∆(ρ)
∂ρ
+ cos θ¯′
)
+
∂f2
∂Z
sin θ¯′ (H.7)
∂f3
∂ρ
=
∂f3
∂R
(
∂∆(ρ)
∂ρ
+ cos θ¯′
)
+
∂f3
∂Z
sin θ¯′ (H.8)
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In those expressions f2, f3, ∂f2∂R ,
∂f2
∂Z ,
∂f3
∂R and
∂f3
∂Z are determined
by computing the (R,Z) coordinates from the corresponding (ρ, θ¯)
values and by interpolation on a pre-computed two-dimensional (R,Z)
grid of f2, f3, ∂f2∂R ,
∂f2
∂Z ,
∂f3
∂R and
∂f3
∂Z values. Thus the partial deriva-
tives of R, f2 and f3 will not need to be determined through separate
numerical derivatives.
5. K(i,j) = R(r(i,j), θ(i,j))
× [f2(r(i,j), θ(i,j)) cos θ¯(i,j) − f3(r(i,j), θ(i,j)) sin θ¯(i,j)]
×
√[
∂∆(ρ)
∂ρ
∣∣∣
i
]2
+ 2 cos θ¯(i,j)
∂∆(ρ)
∂ρ i
+ 1
+
∫ θ¯(i,j)
0
[(
Rf2 + ρ
∂R
∂ρ f2 + ρR
∂f2
∂ρ
)
sin θ¯′
+
(
Rf3 + ρ
∂R
∂ρ f3 + ρR
∂f3
∂ρ
)
cos θ¯′
]
dθ¯′
where√[
∂∆(ρ)
∂ρ
∣∣∣
i
]2
+ 2 cos θ¯(i,j)
∂∆(ρ)
∂ρ
∣∣∣
i
+ 1
and∫ θ¯(i,j)
0
[(
Rf2 + ρ
∂R
∂ρ f2 + ρR
∂f2
∂ρ
)
sin θ¯′
+
(
Rf3 + ρ
∂R
∂ρ f3 + ρR
∂f3
∂ρ
)
cos θ¯′
]
dθ¯′
have already been computed in respectively step 3 and step 4.
6.
∂
rh
∂∆(ρ)
∂ρ
i2
+2 cos θ¯
∂∆(ρ)
∂ρ
+1
∂ϑ
∣∣∣∣
(i,j)
. This derivative will again be deter-
mined using the Savitzky-Golay smoothing filter method already described
in step 2. as the arrays of
√[
∂∆(ρ)
∂ρ
∣∣∣
i
]2
+ 2 cos θ¯(i,j)
∂∆(ρ)
∂ρ
∣∣∣
i
+ 1
and ϑ(i,j) have already been computed at this point.
Now that all those arrays have been generated for each ψi-surface, we
can generate corresponding arrays of ϑ∗(i,j) for every ψ- and φ-position of
our two-dimensional grid on which we wish to determine the Fourier coef-
ficients r(c)∗m (ψ, φ), r(s)∗m (ψ, φ) and α∗m(ψ, φ). To this end, we determine
ϑ∗(i,j)(φ) as
ϑ∗(i,j)(φ) = ϑ(i,j) −
(
∂ψ
∂ρ
∣∣∣
i
)−1 K(i,j)
B0R20
cos(Nφ)
N
(H.9)
where N = 18 is the only ripple toroidal mode being considered (as moti-
vated by appendix G ).
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We also determine ∂ϑ∗∂ϑ
∣∣∣
(i,j)
(φ) using
∂ϑ∗
∂ϑ
∣∣∣
(i,j)
(φ) = 1−
(
∂ψ
∂ρ
∣∣∣
i
)−1
B0R20
[
∂
√[
∂∆(ρ)
∂ρ
]2
+ 2 cos θ¯ ∂∆(ρ)∂ρ + 1
∂ϑ
∣∣∣∣
(i,j)
× K(i,j)√[
∂∆(ρ)
∂ρ
∣∣∣
i
]2
+ 2 cos θ¯(i,j)
∂∆(ρ)
∂ρ
∣∣∣
i
+ 1
cos(Nφ)
N
A′ρ(i,j)
+
√[
∂∆(ρ)
∂ρ
∣∣∣
i
]2
+ 2 cos θ¯(i,j)
∂∆(ρ)
∂ρ
∣∣∣
i
+ 1
(
∂A′ρ
∂ϑ
) ∣∣∣
(i,j)
]
where A′ρ(i,j) and
∂A′ρ
∂ϑ
∣∣∣
(i,j)
are computed as
A′ρ(i,j) =
K(i,j)√[
∂∆(ρ)
∂ρ
∣∣∣
i
]2
+ 2 cos θ¯(i,j)
∂∆(ρ)
∂ρ
∣∣∣
i
+ 1
cos(Nφ)
N
(H.10)
and
∂A′ρ
∂ϑ
∣∣∣
(i,j)
=
cos(Nφ)
N
∂θ¯
∂ϑ
∣∣∣
(i,j)
× [T1 + T2 + T3 + T4] (H.11)
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with
T1 = ρ sin θ¯(i,j)
(
f3(ρi, θ¯(i,j)) sin θ¯(i,j) − f2(ρi, θ¯(i,j)) cos θ¯(i,j)
)
T2 = R(ρi, θ¯(i,j))
×
((
∂f2
∂Z
(ρi, θ¯(i,j)) cos θ¯(i,j) −
∂f2
∂R
(ρi, θ¯(i,j)) sin θ¯(i,j)
)
ρ cos θ¯(i,j)
+
(
∂f3
∂R
(ρi, θ¯(i,j)) sin θ¯(i,j) −
∂f3
∂Z
(ρi, θ¯(i,j)) cos θ¯(i,j)
)
ρ sin θ¯(i,j)
−f2(ρi, θ¯(i,j)) sin θ¯(i,j) − f3(ρi, θ¯(i,j)) cos θ¯(i,j)
)
T3 = −


√[
∂∆(ρ)
∂ρ
∣∣∣
i
]2
+ 2 cos θ¯(i,j)
∂∆(ρ)
∂ρ
∣∣∣
i
+ 1


−3
×2∂∆(ρ)
∂ρ
∣∣∣
i
sin θ¯(i,j)
×
∫ θ¯(i,j)
0
[(
Rf2 + ρ
∂R
∂ρ
f2 + ρR
∂f2
∂ρ
)
sin θ¯′
+
(
Rf3 + ρ
∂R
∂ρ
f3 + ρR
∂f3
∂ρ
)
cos θ¯′
]
dθ¯′
T4 =
1√[
∂∆(ρ)
∂ρ
∣∣∣
i
]2
+ 2 cos θ¯(i,j)
∂∆(ρ)
∂ρ
∣∣∣
i
+ 1
×
[ (
R(ρi, θ¯(i,j))f2(ρi, θ¯(i,j))
+ρi
(
∂∆(ρ)
∂ρ
∣∣∣
i
+ cos θ¯(i,j)
)
f2(ρi, θ¯(i,j))
+ρR(ρi, θ¯(i,j))
∂f2
∂ρ
(ρi, θ¯(i,j))
)
sin θ¯(i,j)
+
(
R(ρi, θ¯(i,j))f3(ρi, θ¯(i,j))
+ρi
(
∂∆(ρ)
∂ρ
∣∣∣
i
+ cos θ¯(i,j)
)
f3(ρi, θ¯(i,j))
+ρR(ρi, θ¯(i,j))
∂f3
∂ρ
(ρi, θ¯(i,j))
)
cos θ¯(i,j)
]
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The derivation of those last expressions is based on the fact that, as
explained in appendix D, A′ρ is obtained from the ρ-component of the ripple
perturbation field vector potential in the Coulomb gauge Aρ as
A′ρ = Aρ +
1√[
∂∆(ρ)
∂ρ
]2
+ 2 cos θ¯ ∂∆(ρ)∂ρ + 1
∂f
∂ρ
(H.12)
where the gauge-shift defining function f is given by (withAθ¯ the θ¯-component
of the ripple perturbation field vector potential in the Coulomb gauge)
f(ρ, θ¯, φ) = −ρ
∫ θ¯
0
Aθ¯(ρ, θ¯
′, φ)dθ¯′ (H.13)
= ρ
cos(Nφ)
N
×
∫ θ¯
0
R(θ¯′, ρ)
[
f2(ρ, θ¯
′) sin θ¯′
+f3(ρ, θ¯
′) cos θ¯′
]
dθ¯′ (H.14)
This leads us to
∂f
∂ρ
=
cos(Nφ)
N
∫ θ¯
0
[(
Rf2 + ρ
∂R
∂ρ
f2 + ρR
∂f2
∂ρ
)
sin θ¯′
+
(
Rf3 + ρ
∂R
∂ρ
f3 + ρR
∂f3
∂ρ
)
cos θ¯′
]
dθ¯′
Thus, we clearly see how (H.10) is fulfilled with the definition of K from
step 5.
Finally, once we dispose of the arrays ϑ∗(i,j)(φ) and
∂ϑ∗
∂ϑ
∣∣∣
(i,j)
(φ), we
can compute the Fourier decomposition integrals (H.1), (H.2) and (H.3) as
r(c)∗m (ψ, φ) =
∫ 2pi
0
r(ψ, ϑ∗(ϑ, φ), φ) cos(mϑ∗(ϑ, φ))
∂ϑ∗
∂ϑ
dϑ (H.15)
r(s)∗m (ψ, φ) =
∫ 2pi
0
r(ψ, ϑ∗(ϑ, φ), φ) sin(mϑ∗(ϑ, φ))
∂ϑ∗
∂ϑ
dϑ (H.16)
α∗m(ψ, φ) =
∫ 2pi
0
[θ(ϑ∗(ϑ, φ), ψ, φ)− ϑ∗(ϑ, φ)]
× sin(mϑ∗(ϑ, φ))∂ϑ
∗
∂ϑ
dϑ (H.17)
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Those integrals can then be evaluated numerically using the extended Simpson
rule, similarly to what has already been done in e.g. the functions
ThetaIntegral, RadiusCIntegral and RadiusSIntegral of
previous versions of main_spectra.c.
H.2 Transformation (r, θ, φ)→ (ϑ∗, ψ, φ)
In this section we want to obtain the reverse transformation, i.e. starting
from the position of a certain point in one of the geometrical coordinate
systems, we wish to find the position of this point in ripple perturbation
intrinsic coordinates (ψ, ϑ∗, φ).
To this end, we will first determine the ψ-value corresponding to the
given geometrical coordinates (r, θ, φ), by constructing a two-dimensional
(r, θ)-grid of points in the poloidal plane and by computing (using direct
integration of equilibrium field Hamiltonian field line equations) the ψ-
value corresponding to each of those (r(i,j), θ(i,j))-positions. Using bicu-
bic spline interpolation, a ψ-value can then be determined for an arbitrary
(r, θ)-position.
Once we know the value of the ψ-coordinate corresponding to our po-
sition (and also the value of φ, of course), we determine ϑ∗ by solving the
following equation (using the Newton-Raphson method):
θ0 = ϑ
∗ +
∞∑
0
α∗m(ψ, φ) sin(mϑ
∗) (H.18)
where θ0 is the geometrical poloidal coordinate of the point in which we
wish to know the (ϑ∗, ψ, φ) coordinates and where the Fourier coefficients
α∗m(ψ, φ) have been computed previously on a two-dimensional grid using
(H.3) in section H.1 and are interpolated using bicubic splines for the (ψ, φ)-
position being considered. In practice, the number of terms in the summa-
tion in (H.18) will be limited by some upper value Mc <∞.
I
Adjustment of the currents of
injected particles for the TP
XOOPIC simulations with
suprathermal electrons.
To reach a steady-state simulated plasma, the currents of injected particles
have to be chosen in such a way that quasineutrality is fulfilled in the plasma
just behind the source sheath, near the axis of the tunnel. In a first ap-
proach, it was assumed that all ions were collected, either by the BP or the
tunnel surface and that no electrons, thermal or suprathermal, could reach
the BP, i.e. all injected electrons were reflected because of the very negative
biasing voltage. During the simulations, this last assumption was found to
be untrue for the case of very energetic suprathermal electrons, but, as will
be explained further down, this did not have any significant influence on
the simulations. Thus, starting from those assumptions, we find that the
number density of injected ions needs to be twice the number density of
injected electrons, as every injected electron will contribute twice to the
260 Appendix I. Calculation of the injected particle currents.
electron density: once on the way towards the electron reflecting sheath in
front of the BP or tunnel and once on its way back. This can be written as
ni = 2
(
ne−therm
+ ne−supr
)
(I.1)
= 2
ne−supr
Fe−supr
(I.2)
where ni, ne−therm , ne−supr are the injected particle number densities of ions,
thermal electrons and suprathermal electrons, respectively and where the
suprathermal electron density fraction Fe−supr is defined as
ne−supr
= F(ne−supr + ne−therm)
If we write the temperatures of the ions, thermal and suprathermal electrons
as Ti, Te−therm and Te−supr , the mean thermal velocities of ions, thermal and su-
prathermal electrons as v¯i, v¯e−therm and v¯e−supr , the injected parallel ion current
density as J‖,i and the injected currents of ions, thermal and suprathermal
electrons as Ii, Ie−therm and Ie−supr , we find
Ii = J‖,iπr
2;
Ii = eniv¯iπr
2 = eni
√
kTi
2pimi
πr2;
Ie−therm
= ene−therm
v¯e−therm
πr2 = ene−therm
√
kT
e−
therm
2pime
πr2;
Ie−supr = ene−therm
v¯e−suprπr
2 = ene−supr
√
kT
e−supr
2pime
πr2.
with e, mi and me being respectively the electron charge, ion mass and
electron mass. This allows us to express a condition for the injected particle
densities as
Ii
√
mi
Ti
= 2
Ie−supr
F
√
me
Te−supr
(I.3)
Using the definition of F, we also obtain:
F =
ne−supr
ne−therm
+ ne−supr
=
Ie−supr
√
me
Tesupr
Ie−therm
√
me
T
e−
therm
+ Ie−supr
√
me
T
e−supr
(I.4)
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This finally leads us to expressions for Ii, Ie−therm en Ie−supr :
Ii = J‖,iπr
2; (I.5)
Ietherm = (1− F )
Ii
2
√
miTetherm
meTi
; (I.6)
Iesupr = F
Ii
2
√
miTesupr
meTi
. (I.7)
Thus, the particle currents to be injected into the simulation domain are
determined by the user-defined parameters J‖,i, Ti, Tetherm , Tesupr and F.
However, as mentioned previously, a number of suprathermal electrons
do reach the BP for some simulated cases and will thus contribute only
once to the electron particle density inside the tunnel. If we still use the
expressions (I.5), (I.6) and (I.7) to determine the particle currents to be
injected, the plasma in the tunnel may deviate from quasi-neutrality.
On the other hand, plasma fluctuations appear inside the tunnel even
during simulations without any suprathermal electrons, leading to vari-
ations of about 1% for the total electron particle density. Consequently,
as long as the absorption by the BP of some of the injected suprathermal
electrons leads to total electron particle densities which differ not more than
∼ 1% from the total electron particle density obtained when all electrons
are reflected, we should not be concerned by this problem. Therefore, a
criterium for the minimally acceptable fraction of reflected suprathermal
electrons is derived.
If frefl is the fraction of reflected suprathermal electrons, the relative
variation of the total electron particle density as compared to the situation
where all suprathermal electrons are reflected, is given by
∆ne
ne
=
(1− frefl)Ie−supr
√
1
T
e−supr
2
(
Ie−supr
√
1
T
e−supr
+ Ie−therm
√
1
T
e−
therm
) (I.8)
By requiring that ∆ne
ne
< 0.01 and by using (I.6) and (I.7), we obtain the
condition
frefl > 1− 0.02
F
(I.9)
As the XOOPIC simulations have clearly demonstrated that the re-
flection of suprathermal electrons has a Boltzmann factor dependence on
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the voltage difference ∆V between the injection plane and the BP (see 7.3),
we have
frefl = 1− e
−|∆V |
T
e−supr (I.10)
This leads us finally to the criterium
0.02
F
− e
−|∆V |
T
e−supr > 0 (I.11)
For all the simulations with suprathermal electrons presented in this
work, this criterium has been verified to be satisfied. Thus while relatively
large suprathermal electron currents may reach the BP, the high energy of
those suprathermal electrons will mean that those currents are carried by
the high velocity of those electrons, rather than by their particle density.
J
Influence of a back-plate
perturbative electron current on
tunnel probe Te measurements.
If, for an undisturbed case, currents ITUN and IBP (both measured in amperes)
flow to the tunnel and BP surface respectively, the Te-value (measured in
eV) deduced from those measured currents will, according to expression
(6.15), be given by
Te =
ITUN
IBP
2.5237
100.50510
−0.02576
“
ITUN+IBP
10000A
”−0.4319“
−(V−Vf)
0.6643
”
(J.1)
where A = πr2TUN is the effective particle collecting area of the tunnel
probe and is expressed here in m2. Potentials are expressed in V. A pertur-
bative electron current ∆I [A] to the BP surface will lead to a measured BP
current I′BP = IBP −∆I and a different Te value, T′e, will be deduced.
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T ′e =
ITUN
IBP −∆I
2.5237
100.50510
−0.02576
“
ITUN+IBP−∆I
10000A
”−0.4319“
−(V−Vf)
0.6643
”
(J.2)
For sake of simplicity, we denote
C1 = −0.02576 (10000A)0.4319 (−(V − Vf ))0.6643
The difference in measured Te values caused by a perturbative electron
current to the back-plate is then given by
∆Te = T
′
e − Te
= I2.5237TUN 10
0.505
×
[
(IBP −∆I)−2.523710C1(ITUN+IBP−∆I)−0.4319
−I−2.5237BP 10C1(ITUN+IBP )
−0.4319
]
(J.3)
However, in order to be able to compare the cases (a) and (e) of the
XOOPIC simulations with suprathermal electrons mentioned in section 7.2.1,
it is more advisable to express ∆Te in terms of the undisturbed current ratio
Rc = ITUN/IBP and the parallel ion current density J‖,i [A m−2]. If we make
the additional substitution
C2 = A
2.5237100.505,
we obtain the expression
∆Te = C2
(
RcJ‖,i
)2.5237
×
[(
AJ‖,i −∆I(1 +Rc)
)−2.5237
10C1(AJ‖,i−∆I)
−0.4319
(
AJ‖,i
)−2.5237
10C1(AJ‖,i)
−0.4319
]
(J.4)
which is obtained from (J.3) using the simple substitutions
IBP =
AJ‖,i
(Rc + 1)
ITUN =
RcAJ‖,i
(Rc + 1)
.
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Figure J.1: Normalized error on Te, induced by a perturbative electron current to
the BP, as a function of the perturbation current level for the cases (a) (full line)
and (e) (dashed line) mentioned in 7.2.1.
Using (J.4), it is now possible to compare the sensitivity of TP Te
measurements to a perturbative BP electron current for different levels of
J‖,i, solely on basis of the calibration of the TP and without having to take
recourse to extra XOOPIC simulations. For example, for the cases (a) and
(e) from section 7.2.1 (i.e. with Te = 10 eV, VBIAS = -200 V and J‖,i equal
to 10000 Am−2 (a) and 2500 Am−2 (e) ), we can first compute the corre-
sponding Rc values and then plot the normalized error on Te measurements
as a function of the perturbative electron current to the BP. The result is
shown in figure J.1. To make it easier to compare with results in function
of the suprathermal electron density fraction Fe−supr , the horizontal axis is
scaled differently for the 2 cases and in proportion to the level of J‖,i. The
levels of perturbation current ∆I/4 = 3 mA (for case (a)) and ∆I = 3 mA
(for case (e)) both correspond to Fe−supr ∼ 0.02.
This analysis thus shows that for the plasma parameters of case (e), as
compared to case (a), a reduction of J‖,i results in a higher sensitivity to per-
turbative BP electron current because of the change in the precise balance
between the perturbative BP electron current induced underestimation of
J‖,i (which will lead to a lower Te,measured) and overestimation of Rc (which
will have the opposite effect).
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