Abstract-This paper proposes a novel video denoising method based on nondecimated wavelet band filtering. In the proposed method, motion estimation and adaptive recursive temporal filtering are performed in a closed loop, followed by an intra-frame spatially adaptive filter. All processing occurs in the wavelet domain.
I. INTRODUCTION
V IDEO sequences are often distorted by noise during acquisition or transmission. Certain noise sources are located in camera hardware, becoming activated under poor lighting conditions. Other noise sources are due to transmission over analogue channels. Noise reduction is required in many applications, e.g., for visual improvement in video surveillance, television and medical imaging; as a preprocessing step for further analysis of video sequences (tracking, object recognition, etc.) or for video coding. In many video applications, the noise can be well approximated by the additive white Gaussian model [1] , which we consider in this paper.
Recently, a number of video denoising methods have been proposed, e.g., [2] - [15] . A thorough review of classical noise reduction algorithms for digital image sequences is presented in [13] .
Motion-compensated denoising techniques attempt to better exploit the considerable temporal redundancy in video by temporally smoothing pixel values along their estimated motion trajectories [7] , [9] , [16] . Techniques such as these do not have the potential disadvantage of reducing the spatial resolution of the input sequence and can even improve it. Furthermore, time-recursive implementations are efficient in terms of low computational cost.
It is, however, often impossible or impractical to establish the exact temporal correspondence between consecutive frames for all pixels (e.g., because of occlusion, inaccurate motion estimates or computational complexity restrictions). When motion estimation fails, motion-compensated temporal denoising can produce disturbing artifacts. This is especially true for recursive techniques where errors propagate through the sequence. One solution to this problem is to reduce the amount of temporal filtering where no accurate MVs are found [9] . Even so, certain artifacts and/or noise remain and hence additional spatial filtering is desirable. In the case where the spatial filter is applied after the temporal one, the input noise is generally nonstationary and is therefore more difficult to remove [10] .
The spatio-temporal filters based on the above principles are either nonseparable ("fully 3-D") [2] - [6] , or separable ("2-D + 1-D") [7] - [14] . Moreover, separable filters come in three variants: "spatial-first" filters, where spatial filtering is performed before temporal filtering [12] - [14] ; "temporal-first" filters, where the order is reversed [7] , [10] , [11] ; and "combined" filters where two filters are applied in parallel with their outputs combined (usually through weighted averaging) [9] , [13] , [14] .
Full 3-D solutions often have large memory requirements and can introduce a significant time delay because 3-D wavelet transforms often imply processing several future frames before the current one. This is undesirable in interactive applications such as infrared camera-assisted driving or video-conferencing.
Spatial-first techniques facilitate subsequent motion estimation; in these schemes motion estimation can be quite simple and yet robust against noise. However, the spatial denoising may introduce some local "ringing" or blurring artifacts, particularly at high noise levels.
The combined spatio-temporal solution is potentially more advantageous due to the possibility of the joint optimization of the spatial and temporal filter performance. Nevertheless, in order to optimize the performance of the combined spatio-temporal filter, one has to estimate the correct (spatially varying) weight for each filter (spatial and temporal). This is often difficult task which leads to a nonunique solution [9] , [13] , [14] .
In this paper we adopt the temporal-first approach in order to minimize both spatial blurring and artifacts such as "ringing." In order to make our temporal filter efficient we develop a novel robust motion estimation method. We assume that in the vicinity of important image structures robust motion estimation is usually possible, even without spatial filtering. Although the reliability of the motion estimates decreases to some extent at higher noise levels, in the vicinity of important image discontinuities the estimated MVs are sufficiently accurate for the proposed filtering scheme. Moreover, when motion reliability lowers, the amount of temporal filtering decreases and hence the spatial filter has to deal with higher noise levels. 1 In the proposed motion estimation approach we make use of "image discontinuities" which describe discontinuities such as edges, corners, peaks, lines, etc. These discontinuities are represented by a set (group) of large wavelet coefficient magnitudes, with significantly higher magnitude than the ones representing noisy flat image regions. Specifically, we perform motion matching (aligning) of the image discontinuities in a wavelet band of specific orientation as follows. At the positions where significant image discontinuities are present we search best motion match (in correspondence to the previous frame) in a direction perpendicular to the orientation of the wavelet band. In such a manner we obtain "reliable" motion estimates which are robust against noise. On the other hand, in uniform areas (characterized by none-significant wavelet coefficient values) we assume that reliable motion estimate can not be obtained. Hence, in this case we look for the best MV from the spatio-temporal neighborhood, which is assumed to be sufficiently reliable.
In [17] , we proposed a separable approach for motion estimation where both horizontal and vertical MV components were estimated separately by minimizing two mutually independent cost functions. For estimating each vector component one MV was estimated and the corresponding MV component was taken. Namely, the estimated MV was built out of two MVs by taking the corresponding vector component from each of the two. However, this approach yields less accurate motion estimates in cases where true motion is in a diagonal direction. In this paper, we define a joint cost function which depends on two directional cost functions, which are weighted according to the estimated motion orientation reliabilities.
In the proposed approach, we define the reliability of the MVs in a novel way, for each direction (in the case of motion estimation) and for each wavelet band (in the case of motion compensation). Based on the estimated MVs and the corresponding reliability per wavelet band, we perform adaptive temporal filtering within each wavelet band. The temporal filtering consists of recursive adaptive smoothing along the estimated motion trajectories, where the level of filtering is proportional to the estimated reliability of the motion estimates in the corresponding wavelet band.
Because the reliability of the estimated MVs in general varies from one place to another, the level of temporal filtering (noise suppression) varies from place to place as well. Consequently, the noise remaining after the temporal filter is nonstationary. Since existing spatially adaptive filters usually assume stationary noise, we apply a novel spatially adaptive filter that efficiently removes nonstationary noise. The proposed filter applies weighted averaging of the wavelet coefficients within a 2-D sliding window, where the degree of spatial smoothing is influenced by the amount of preceding temporal filtering.
We have processed different grayscale sequences with our algorithm and have compared its performance with several state-of-the-art filters. The evaluation of the results was done in terms of peak signal-to-noise ratio (PSNR) and visual quality, judged by a six-person panel. From a PSNR point of view, the new filter behaves better than the reference filters in most cases (the average improvement is 1 dB and usually more). The proposed algorithm was found to be the best by the panel in 90% of test cases in terms of overall quality and in 87% and 55% of test cases in terms of noise reduction, and least visible artifacts, respectively.
The paper is organized as follows. Section II reviews existing motion estimation techniques. Section III presents the proposed spatio-temporal filter along with the motion estimation algorithm, and Section III-A introduces the concept of "reliability" for motion estimates in respect to specific motion direction and to each wavelet band separately. Section III-B describes the new algorithm for motion estimation, Section III-C the proposed temporal recursive filter and Section III-D our spatial filtering technique. We present experimental results in Section IV and conclude the paper in Section V.
II. MOTION ESTIMATION TECHNIQUES FOR VIDEO DENOISING
Classical single resolution motion estimation and compensation techniques use block-matching [1] , [18] . This assumes that motion is translational and locally stationary. In general, block matching techniques can be classified according to: 1) the block size which can be fixed [19] or variable [18] , [20] ; 2) the search strategy (e.g., hierarchical [21] , [22] or three-step approach [23] ); and 3) matching criteria (e.g., maximum cross correlation or minimum error). The MV is determined by minimizing a certain cost function in a confined search area (1) where is a linear or nonlinear function of the pixel values from the th block of the current frame and those from the corresponding block in the previous frame, displaced by the MV . The most common cost function is the mean absolute difference (MAD).
Ambiguity in motion estimation usually arises when no spatial image discontinuities (structures) exist within the block or when the motion model is too simple to describe real motion. MV fields estimated from only two frames (the so-called "displaced frame difference") often provide locally optimal estimates but cannot guarantee that the vector field resembles the Fig. 1 . General framework description of the proposed algorithm. I (t): input noisy frame; I (t): spatio-temporally filtered frame; WB (t): noisy wavelet band; WB (t): temporally filtered wavelet band; WB (t): spatio-temporally filtered wavelet band; : standard deviation of Gaussian noise; t: temporal coordinate; S (t): set of estimated MVs v for frame t.
true object motion [1] in the scene. This can present a significant problem for video conversion and denoising. In [24] - [26] , a recursive "true-motion" estimator was proposed to avoid ambiguity and reduce the computation time.
Multiresolution motion estimation [21] , [27] - [32] increases the accuracy of the estimated MVs in comparison with single scale solutions. Moreover, the multiresolution approach significantly reduces the computation time and has the potential to yield smoother MV fields [21] . The basic approach is first to estimate rough MVs at coarse scales and then refine them using information from finer scales. In [31] , a multiresolution scheme which exploits spatio-temporal correlation between MVs was proposed for video coding purposes.
The wavelet domain motion estimation methods presented in [21] , [28] - [30] , and [33] first decompose all frames using a decimated (critically sampled) 2-D wavelet transform and subsequently exploit the temporal correspondence between the wavelet bands from two consecutive video frames. However, the accuracy of the motion estimation based on a critically sampled wavelet transform is limited because of its shift variant nature. It has been shown that the use of a shift-invariant wavelet decomposition improves the accuracy of motion estimation and enables better temporal filtering along the motion trajectories [34] . Efficient solutions in this respect include cycle spinning [29] , [30] and the use of nondecimated wavelet transform [35] .
III. PROPOSED VIDEO DENOISING METHOD
A general description of the proposed video denoising algorithm is presented in Fig. 1 . Three important steps are the following.
• Motion estimation: The proposed approach estimates a single MV field for all wavelet bands but different MV reliabilities in each band. In the motion estimation, we make use of spatial image discontinuities, represented by wavelet coefficients, in combination with spatio-temporal correlations of the MVs, within a recursive scheme.
• Motion compensation: Temporal filtering in each wavelet band is recursively performed along the estimated motion trajectories. The amount of filtering is tuned to the estimated reliability of the corresponding MVs within a certain block of wavelet coefficients.
• The adaptive spatial filtering scheme suppresses the remaining (nonstationary) noise. The proposed spatial filter performs adaptive averaging of the wavelet coefficients within a 2-D sliding window in such a way that the reliability of the preceding temporal filter influences the degree to which the spatial smoothing is applied. The proposed method uses a nondecimated wavelet transform implemented with the à trous algorithm [35] . We apply a two-dimensional (spatial) wavelet transform to each video frame and denote wavelet bands (WB) of this spatial wavelet transform by for the low-pass (approximation), horizontal, vertical, and diagonal orientation bands, respectively. We use a subscript to denote the noisy or denoised band as follows.
: noisy band; : temporally filtered; and : spatio-temporally filtered band. Additionally, we denote the spatial position as and frame index (time) as . The decomposition level is denoted by a superscript , where
(1 denotes the finest scale and the coarsest).
As can be seen from Fig. 1 , the noisy input frame is first decomposed into wavelet bands . Using the noisy wavelet bands from the current frame and temporally filtered wavelet bands from the previous time recursion, and taking into account the estimated standard deviation of the Gaussian noise, we perform motion estimation. Subsequently, we apply a recursive temporal filter (Section III-C) on the noisy wavelet bands along the estimated motion trajectory, using the corresponding band. The temporally filtered wavelet bands are further subjected to spatial filtering. Finally, the inverse wavelet transform yields the denoised video sequence . 2 We define the MAD for each block in the wavelet band , as follows: (2) where denotes the index of a block within the current frame, the current frame index, and a MV. represents a set of spatial positions belonging to the given block , where and represent the number of rows and columns in the block, respectively.
A. Reliability of MV Estimates
We introduce the idea of reliability of the MVs in respect to each motion orientation (horizontal and vertical) and to each wavelet band, separately. The reliability of the MV per orientation is used in the proposed motion estimation approach (which employs three-step search scheme) for coordinating the refinement of the initial MV in each step (Section III-B). Additionally, we define the reliability of the finally estimated MVs per wavelet band to determine the appropriate amount of temporal filtering (Section III-C), along the estimated motion trajectory.
We define the horizontal and vertical "per orientation" reliabilities of the MV , as follows: (3) with parameters denoting the weights associated with the corresponding wavelet decomposition scale , where and . Analogously, we define the "per wavelet band" reliability of the estimated MV , for temporal filtering, as follows:
The defined motion reliabilities per orientation in (3) are expressed as the ratio of the standard deviation of noise and the sum of MADs for the perpendicularly oriented wavelet bands from different scales. On the other hand, the defined reliability per wavelet band in (4) is expressed as the ratio of the and the MAD of the corresponding wavelet band. These reliabilities are expected to be around 1 in the case of a reliable MV estimate (MAD values are close to ) and lower in the opposite case (MAD values are significantly higher than ). More specifically, , and are the smallest (close to zero) in poorly motion matched (spatially) structured areas.
B. Motion Estimation
We propose a new block-based motion estimation approach which employs a three-step search [1] , [18] , [23] , within the wavelet domain, operating in a spatio-temporal recursive manner. In the first step the initial MV is fixed to either a previously computed MV from the spatio-temporal neighborhood (Fig. 2) or a zero MV. Subsequently, the chosen initial MV is refined in the three steps. The proposed motion estimation approach produces a single MV field which is used for the adaptive temporal filtering for all wavelet bands.
In the proposed method, the refinement of the initial MV is based on motion-matching image discontinuities (represented by groups of significant wavelet coefficients) and defined reliabilities per orientation (3). Specifically, the motion matching value of the image discontinuities is determined as the MAD (2) for the tested MV and corresponding wavelet band. By assuming that the motion estimation is most reliable on significant image discontinuities (producing largest wavelet coefficient magnitudes) and the least reliable in uniform areas (characterized by none-significant wavelet coefficient values), we distinguish three possible cases in our approach.
• A low motion matching value for image discontinuities. This implies perfect motion-alignment. In this case we consider that we have found a perfect motion match and that no further refinements of the initial MV are necessary.
• A low motion matching value in uniform image areas. In this case we consider that the motion cannot be adequately estimated. Thus, we must rather rely on (already obtained) reliable spatio-temporally neighboring MVs and prevent further refinements (changes) of the chosen initial MV.
• A high motion matching value for image discontinuities.
This implies poor motion alignment. In this case, we consider that the initial MV is far from the optimal motion match and that refinement is necessary. However, this is not a problem since in this case reliable motion estimation (matching) is possible. The reason for choosing the specific spatio-temporal neighborhood in Fig. 2 , with four causal spatial neighbors and nine temporal neighbors, is the reduced computation complexity. Using two spatial and two temporal MV predictions, lying on two perpendicular axes, we can still take into account the majority of the motion object borders [24] . 3 1) Wavelet-Domain Three-Step Method: As opposed to the method of [31] which estimates first MV field at the roughest scale (lowest resolution) and then in the following steps (at higher resolution scales) refines the MV field, in our method we take into account information at each step from all resolution scales simultaneously. Moreover, we refine the initial MVs in a superior manner; in contrast to the method of [31] which refines the MV field in terms of the minimal MAD values of the low-pass image representations, we refine the MV field by minimizing (a newly defined) cost measure. The cost measure depends on the motion matching values of the horizontal and vertical image discontinuities, which are weighted according to the reliabilities per orientation (horizontal and vertical) of the initial MV.
In our approach the search area in each step of the algorithm is confined to a block where for the first, second, and third step, respectively. For each step of the algorithm, we define initial MVs and MV corrections where is fixed and varies. The vectors are then tested in order to find the best matching vector for step . The best matching vector is determined by minimizing a cost function (which we define later), as follows: (5) where represents the set of allowed s. The best matching MV at step three is defined as the final estimated MV . The initial MV at each step is the best estimated MV from the preceding step, i.e., . In the first step the initial MV is the best matching MV among the tested MVs from a spatio-temporal neighborhood (Fig. 2) . Specifically, we define the initial MV at step 1, as the prior initial MV candidate that minimizes (6) where denotes the prior initial MV candidate and represents a penalty for the corresponding vector , with which we introduce prior knowledge. If the penalty is smaller, the initial MV candidate is more likely to be chosen as the initial MV for the first step of the motion estimation approach.
The prior initial MV candidates belong to set shown in Fig. 2 . This candidate set includes the zero MV and the MVs from two neighboring blocks within the current frame and from two neighboring blocks in the previous frame . The zero MV is used for a reinitialization of the MV search (estimation) and the spatio-temporal neighboring vectors are used to enable spatio-temporal recursiveness in the motion estimation approach.
By assigning the smallest penalty to , we increase the sensitivity of the motion estimation to sudden scene changes or the appearance of small image parts (this concerns the accuracy of the motion estimation). Hence, the penalty for being equal to either of the four spatio-temporal neighboring vectors (Fig. 2) should be sufficiently large to reinitialize the MV search in case of sudden scene changes. However, the penalty value should not be too big either in order to enable spatio-temporal recursiveness in the motion estimation and consequently enforce smoothness (consistency) of the MV field. In our experiments, we use and ; this constant was experimentally optimized in terms of maximal MV consistency and accuracy.
In step 1, we consider the candidate MV corrections with horizontal component and vertical component in the set . They are added to the and tested in order to find the best matching MV . In the second step, and the candidate MV corrections can have horizontal and vertical components within the set . Finally, in the third step, and the candidate MV correction components and belong to the set .
2) Cost Function:
We define a novel cost function for motion estimation, consisting of horizontal and vertical components, where each component is weighted by the estimated reliability measures with respect to the corresponding initial MV component (7) where and are separate cost functions for horizontal and vertical motion, respectively, defined as (8) The multiplicative penalties and in the cost function (7) are defined in terms of the motion reliabilities, as follows: (9) where the constants and are optimized in order to obtain a noise robust and smooth MV field. We have experimentally found the following optimal parameter values:
, . The values of the constants and are fixed in all three steps and the correction MV components ( and ) are normalized with their maximum amplitudes for step of the proposed algorithm.
The and functions in (8) represent motion (block) matching measures of the horizontal and vertical image structures, respectively. Image structures (discontinuities) appear stronger in a specific wavelet band depending on their orientation and are used to perform motion matching in a direction perpendicular to their discontinuity orientation. For example, motion matching of a group of significant wavelet coefficients in horizontally oriented wavelet bands enables reliable (noise robust) motion estimation in a vertical direction. This is because, in the latter case, there will be significant difference in motion matching value between well and poorly aligned horizontal image discontinuities. Hence, the ambiguity concerning the optimal vertical MV component decreases as well as the sensitivity to noise. The same idea holds for the vertically oriented image structures and the horizontal MV component.
The component is added to the directional cost functions (8) in order to increase MV field consistency and accuracy in the case where orientation reliabilities (horizontal and vertical) significantly differ. In that case, without the component, the final cost function in (7) would essentially depend on motion matching for only one MV component (the one for which the initial MV produces lower reliability per orientation). This can introduce ambiguity in the motion matching because the information about the motion matching concerning the other motion component (the one for which the initial MV produces higher reliability per orientation) is lost. This often occurs in motion matching of corner-like image structures when one MV component has (already) "converged" to the optimal one and the other not. By incorporating in the directional cost functions (8) we include the information about the motion matching concerning both MV components. We use the wavelet band for this purpose because it has a higher SNR than the wavelet band, for example, and contains information concerning both vertical and horizontal image structures.
In the proposed expressions, the penalties and defined in (9) incorporate information concerning the motion matching error of vertically and horizontally oriented image discontinuities for the initial MV, respectively. The smaller the matching error, the higher the reliability of a motion match in a direction perpendicular to the orientation of the corresponding image discontinuity, meaning that the corresponding initial MV component is closer to the optimal one. As a result, the corresponding penalty ( or ) will proportionally increase for the corresponding nonzero correction MV component ( or ). In such a manner, in case of higher reliabilities we assign more weight to the corresponding cost function [ or in (8) ] for the tested nonzero correction MVs. Consequently, the probability that the initial MV (component) is significantly changed is then reduced.
In the case where the reliabilities and/or are small the corresponding penalties and/or are nearly independent of and reduce to the constant . 4 Hence, the cost function in (7) will depend only on the corresponding cost functions ( and/or ) and as a result fewer restrictions on the tested (correction) MVs will be applied. This is justified because we assume that in case of image structured areas motion estimation can be reliably determined. We additionally note that the cost function in (7) is a nonlinear function of the MAD values from the corresponding wavelet bands. As a result, the estimated (single) MV field does not represent an averaged MV field of the corresponding wavelet bands (such as in [30] ) but rather a nonlinear, structure-oriented combination of the MVs.
C. Recursive Temporal Filtering (RTF)
In this section we propose a new wavelet domain recursive temporal filtering (RTF) scheme which filters a video sequence along the estimated motion trajectories and adapts the amount of smoothing to the estimated reliability of the MVs. Specifically, recursive adaptive temporal filtering is performed separately in each noisy (nonprocessed) wavelet band as follows: (10) where stands for the temporally processed wavelet band at scale . The weighting factor controls the amount of filtering for each wavelet band in the following way: (11) with the motion reliability per wavelet band (Section III-A) of the MV and a normalizing parameter that we experimentally optimize in terms of the mean squared error. Specifically, in our two-scale decomposition implementation we determine the parameters for the first (finest) scale as , for the second scale as and for the low-pass (approximation) band (roughest scale). We have chosen the quadratic dependency in (11) because our experiments showed that it introduces less temporal blur and artifacts than e.g., a linear model which does not respond well to MV miss-matches. In addition, we have also tested higher degree models and found that the quadratic dependency model indeed provides the best results in terms of maximal PSNR of the denoised sequence.
The amount of temporal filtering applied in each wavelet band is of crucial importance. Not only will the filtered band be used for filtering future frames but for future motion estimation too. Therefore, if no reliable MV can be found for a certain block, we filter less. In such a manner, we avoid the propagation of any artifacts through the processed sequence.
Note that the values of are confined to [0, 1] where means no filtering at all and means full filtering, i.e., the current noisy wavelet coefficient is replaced by the corresponding filtered coefficient from the previous frame . However, in the latter case a problem may occur when has not been sufficiently filtered and hence a noisy wavelet coefficient will propagate through the sequence. To solve this problem we update defined in (11) with a correction function, as follows: (12) and we use instead of . Note that the correction function (12) aims at reducing the amount of filtering in the current timerecursion when the amount of filtering in the previous frame is relatively low. In the case where , we have ; this is a reasonable choice since it means that in the case where the wavelet coefficient from both the current and previous frame are noisy, simple averaging is performed. On the other hand, when , we have . Furthermore, we apply full filtering in the case where at least two time-recursions with reliable MVs have been applied in the last two frames.
Because of the imperfections of the motion estimation process, due to various difficulties such as occlusion or an imperfect motion estimation model, the temporal filter still leaves some noise behind. This remaining noise is nonstationary because of the varying amount of filtering applied for different spatial positions . The nonstationary noise introduced by the recursive adaptive temporal filter is removed by the spatial filter proposed in Section III-D.
D. Adaptive Spatial Filtering
Spatial filtering is especially useful at higher noise levels, but even for lower noise levels it can significantly improve video quality. In order not to reduce the resolution of the input image sequence, one has to adapt filtering to the spatial details, i.e., take into account the (local and/or global) statistical distribution of the image such as in [12] . In our proposed scheme, where the temporal filter precedes the spatial one, the spatial filter has to deal with nonstationary noise, since the amount of temporal smoothing varies from one spatial position to another (according to the reliability of motion estimates). In certain rare cases where the MVs are not estimated properly, the temporal filter may introduce artifacts. In the literature a number of spatial adaptive methods have been proposed for spatio-stationary noise [12] , [37] - [41] ; their performance in the case of nonspatio-stationary noise is decreased and strongly depends on the spatial adaption to the local noise variance.
We propose a low-complexity method for spatial denoising of temporally filtered frames corrupted by nonstationary noise. The proposed spatial filter is an extension of our filter [6] , [17] , which adaptively averages the wavelet coefficients within a 2-D sliding window in such a way that the reliability of the motion estimates, i.e., the amount of preceding temporal filtering, in- fluences the degree of spatial smoothing for the corresponding wavelet coefficients. 5 Let denote the neighborhood surrounding the central pixel depicted in Fig. 3 . Note that this neighborhood includes certain coefficients that are already spatio-temporally filtered and others that are only temporally filtered . The proposed spatial filter is (13) where the subscripts denote temporally or spatiotemporally filtered coefficients, depending on their spatial position in the neighborhood, shown in Fig. 3 . The weighting coefficients are defined as follows:
if otherwise (14) where the threshold . The parameter optimizes the performance of the spatial filter and ranges from to (in our implementation we have fixed it to , which for most sequences gives the best visual result). Apart from a particular sequence, the optimal value can also depend on the noise model; in our case we have only considered Gaussian noise. Hence, the lower the for the corresponding wavelet band and block , the less we will average. In other words, the more the temporal filter reduces the noise, the weaker the spatial filtering that will be applied. This agrees with our goal; the proposed spatial filter is intended to suppress the remaining noise without seriously reducing the resolution of the input image sequence.
IV. EXPERIMENTAL RESULTS
In our experiments we used 12 different grayscale sequences: "Salesman," "Miss America," "Bicycle," "Trevor," "Tennis," "Flower Garden," "Bus," "Mobile," "Chair," "Deadline," "Foreman," "Renata," and "Cargate." We added artificial Gaussian noise of the following standard deviation values:
and processed the sequences with different filters. 6 For performance comparison, we use four wavelet-based methods: 1) the spatio-temporal bivariate nonseparable 3-D wavelet thresholding in a dual-tree complex wavelet representation of [4] but with a signal adaptive threshold of [39] . For a fair comparison with the best available methods, Prof. I. Selesnick kindly provided the results of their latest video denoising algorithm, 3DWTF; 2) the adaptive spatio-temporal filter (ASTF) of [14] ; 3) the multiclass wavelet spatio-temporal filter (MCWF) of [6] ; 4) the sequential wavelet domain and temporal filtering (SEQWT) of [12] ; and two spatial domain filters; 5) the rational filter (Rational) of [3] ; and 6) the temporal recursive filter (3RDS) of [16] . For some methods [4] , [14] , [39] , their authors processed our sequences; we implemented some other methods [3] , [6] , [12] , [16] ourselves. The results of the processed sequences, along with the proposed method and with the methods used for comparison, can be viewed at the following link: http://telin.ugent.be/~vzlokoli/Results_J.
A. Denoising Results
We first evaluated the performance of the proposed temporal recursive filter only (WRTF), in terms of temporal blur and noise reduction. Specifically, we have compared the denoising performance of the WRTF method with the 3RDS algorithm, visually (Fig. 4) and in terms of PSNR [ Fig. 5(a) ]. For implementing the compared temporal recursive 3RDS filter, which uses a block matching based motion estimation and compensation approach in the base domain, we computed the recursion variable as follows:
; corresponds to the mean absolute difference of displacement of block for the estimated MV, while is noise reduction parameter (approximately equals 0.3, but the optimal value depends on noise level). For motion estimation, the spatio-temporal neighboring MVs used are as shown in Fig. 2. In Fig. 4 , the visual result for a portion of the 29th frame of the "Bicycle" sequence, corrupted with Gaussian noise , is shown. The results show how certain details, such as the spokes of the bicycle wheel, are better restored by the proposed WRTF filter, whereas the 3RDS filter introduces artifacts. In Fig. 5 (a) the filters are compared in terms of PSNR for the "Bicycle" sequence with added Gaussian noise of . The WRTF filter is approximately 3 dB better than the 3RDS.
Next, the proposed WRSTF filter was compared to the other methods in terms of 1) objective criteria: PSNR and in terms of 2) subjective criteria: visual quality. Figs. 5 and 6 display graphs of the PSNR versus frame index for three image sequences with three different noise levels. In Fig. 5(b)-(d) , the PSNR values for the "Salesman" sequence are shown. For all three noise levels ( ), the proposed WRSTF method produces the best PSNR for all time instances. In comparison with the 3DWTF technique, the average improvement is approximately 0.5-1 dB and in comparison with SEQWT the average improvement is 2 dB. The MCWF and the ASTF methods are shown to have very similar PSNR performances, with approximately 3 dB lower PSNR, on average, compared to the proposed WRSTF method. We note that the reduced PSNR of the proposed WRSTF method in first 5-10 frames is due to the convergence time within the proposed recursive scheme.
For the "Tennis" sequence the results are shown in Fig. 6(a)-(c) . The proposed WRSTF method yields a slightly better PSNR compared to the 3DWTF and SEQWT methods. Namely, it is on average 0.3, 0.9, 1.5, and 2 dB better than the 3DWTF, SEQWT, MCWF, and the ASTF methods, respectively. The reason for the reduced PSNR in one part of the sequence (frame number [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] is mostly due to zooming. For the proposed motion estimation model without a zooming feature model, we cannot get reliable MVs in the case of video zooming and hence have to filter less, resulting in a reduced PSNR. This at least does not introduce artifacts (see Fig. 9 ) and the spatial filter still performs noise suppression to some degree.
In Fig. 6(d) -(f), the PSNR for the "Flower Garden" sequence is shown for three noise levels (
). The proposed WRSTF method again outperforms the other compared methods, in terms of PSNR, where the average improvement over the 3DWTF method is 0.4 dB. Although this is relatively small improvement, compared to the improvement over the other methods: 1 dB for SEQWT, 1.5 dB MCWF, 3 dB ASTF, and 4 dB for the rational filter, the gain is significant. In certain PSNR graphs the results for some methods were not shown since their performance was significantly lower (less than 4 dB in comparison with the proposed WRSTF method). Because the "Flower Garden" sequence contains a great deal of complicated texture, the subjective improvement is not sufficiently reflected in the PSNR graphs. Hence, to show the real improvement of the proposed WRSTF algorithm we refer the reader to the denoised (processed) video sequence frames (or parts of them, see Fig. 7 ) on our website. Although from a PSNR point of view our method is not always significantly better than the other methods, it invariably performs best visually, as can be seen in Figs. 7 and 8, in comparison with the 3DWTF filter and in Fig. 9 in comparison to SEQWT filter. Fig. 7 demonstrates that the proposed WRSTF filter better suppresses noise in uniform areas than the 3DWTF, while preserving texture equally well. Fig. 8 illustrates that our method also outperforms the 3DWTF method, in terms of spatio-temporal blur, for a relatively high noise level and fast movements (the "Salesman" sequence). Additionally, Fig. 9 shows that the proposed WRSTF method better preserves texture than the SEQWT method. The improvements of the proposed method over the reference ones can be even better seen by viewing the processed image sequences at our website: http://telin.ugent.be/~vzlokoli/Results_J.
The visual (subjective) quality was evaluated by a panel of six people (four experts and two nonexperts in image processing). For the three best methods from the PSNR point of view, i.e., 1) the 3DWTF; 2) the SEQWT; and 3) the WRSTF algorithm, the results were shown simultaneously, along with the input noisy sequence. The panel members were asked to rank the three algorithms in terms of 1) overall quality; 2) noise reduction; and 3) amount of visible artifacts. In the case where the person could not decide which one was better, the corresponding methods were ranked equally. The experiment was carried out on three different sequences, that is "Salesman," "Flower Garden," and "Tennis" and with three different noise levels ( ). The sequences used for the experiment can be viewed on the website: http://telin.ugent.be/~vzlokoli/Results_J/subj_eval/. Table I shows the results of the experiment, where the numbers denote the filters. 1: 3DWTF; 2: SEQWT; 3: WRSTF, and order of the numbers corresponds to the ranking of the results according to visual quality.
The results in Table I demonstrate that 1) in terms of overall quality the proposed WRSTF algorithm was judged to be best in 90% of the cases; 2) in terms of noise reduction the proposed WRSTF method was found to be best in 87% of the cases; and 3) in terms of the amount of visible artifacts the WRSTF method was preferred in 55% of the cases, in comparison with the other two methods. Fig. 10 summarizes the results of the subjective comparison evaluation in a different way, where each method was given 3 points when it was ranked first, 2 points when it was ranked second, and 1 point when it was ranked third. Specifically, Fig. 10 shows the average score for overall quality, noise and artifacts. The results confirm that the proposed WRSTF method scores best in all three aspects. In terms of visible artifacts, it is very close in performance to the 3DWTF algorithm. However, in terms of noise reduction it scores much better than SEQWT and 3DWTF, which show similar performance here. In addition, based on our own observation, we deduced the following. The ASTF of [14] , designed for noise reduction in video coding, showed relatively good performance in the case of relatively low noise levels . However, for higher noise levels , it does not sufficiently reduce noise and introduces blocky artifacts that are mostly due to the failure of motion estimation and compensation in a highly noisy environment. The MCWF of [6] also displayed relatively good performance for lower noise levels. For higher noise levels the MCWF filter did not introduce artifacts, but reduced the resolution of the input sequence significantly and in some case introduced spiky impulse-like artifacts. Finally, the rational filter (Rational) of [3] displayed the worst performance of all. Nevertheless, it should be noted that the rational filter is of the lowest complexity and it can still produce relatively good denoising results, for certain images without significant spatial details and slow moving objects.
Finally, the denoising results for the processed video sequences with real noisy scenarios by the proposed WRSTF filter are given on: http://telin.ugent.be/~vzlokoli/Results_J/New_Method/RealSeq/, along with the noisy sequences, for subjective evaluation of the denoising results. Specifically, we processed two sequences corrupted with white Gaussian-like noise (one with relatively lower and the other higher noise level) and two sequences with colored noise. From the results, it can be concluded that the proposed WRSTF algorithm removes noise sufficiently well in case of white Gaussian noise and performs slightly less efficiently in case of colored noise; some noise is still left after denoising, but essentially there is a clear improvement of the noisy sequence. Fig. 11 illustrates the denoising performance of the WRSTF method on one TV sequence corrupted with colored-like noise.
B. Computational Complexity RSTF
We have evaluated the computation complexity of the proposed WRSTF method in terms of the required time for processing. On a AMD Athlon 64 (4000+), 2.4-GHz processor (with 2 GB RAM), and a GNU/Linux operating system (in C++), in the case of CIF sequences (size: 352 288) and 50 frames, we obtained the following results for the tested video denoising algorithms, shown in Table II . 7 The processing time for the WRSTF technique was approximately 35 seconds, which corresponds to approximately 1.5 frames/s. 8 As can be seen from the Table II , the base-domain techniques, i.e., the Rational and 3RDS, require the least processing time. On the other hand, wavelet-based techniques, the MCWF, SEQWT, WRSTF, and ASTF, are significantly slower and require approximately five times more processing time (the difference in complexity between the proposed WRSTF method and the other compared (MCWF, SEQWT, and ASTF) is small).
For the proposed WRSTF method, about 30% of the total processing time is spent on the wavelet transform and approximately 30% on motion estimation. The rest (40%) is required by the proposed spatio-temporal filter. The proposed WRSTF method could be implemented in real-time video applications with possible optimization concerning the computation of the wavelet transform, with a simplified scheme for motion estimation and compensation (for a specific purpose). We note that the computational complexity of the proposed algorithm was evaluated for an implementation that had not been fully optimized for speed.
V. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a new method for motion estimation and image sequence denoising in the wavelet domain. By robustly estimating motion and compensating for it appropriately, we efficiently remove noise without introducing visual artifacts. In future work, we intend to refine our motion estimation framework in order to deal with occlusion and "moving block edges," i.e., to refine the MV estimation process for blocks undergoing two or more different motion.
