We introduce the notion of tropicalization for Poisson structures on R n with coefficients in Laurent polynomials. To such a Poisson structure we associate a polyhedral cone and a constant Poisson bracket on this cone. There is a version of this formalism applicable to C n viewed as a real Poisson manifold. In this case, the tropicalization gives rise to a completely integrable system with action variables taking values in a polyhedral cone and angle variables spanning a torus.
Introduction
Log-canonical coordinates on Poisson manifolds play an important role in Poisson Geometry. In particular, they have proved to be useful in the theory of cluster varieties (see e.g. [5] ). Log-canonical coordinates are characterized by the fact that for two coordinate functions, say x and y, their Poisson bracket is of the form {x, y} = c xy.
If x and y take real positive values, one can define new coordinates ξ = log(x) and η = log(y) so as the Poisson bracket of ξ and η is constant, {ξ, η} = c.
In this paper, we consider Poisson brackets of more general type. For coordinate functions (that we denote again by x and y) we now have {x, y} = c xy + p(x, y, . . . ), where p(x, y, . . . ) is a Laurent polynomial in x, y and (possibly) other coordinate functions. To a Poisson bracket of this type, we assign its tropicalization which is a pair (C, {·, ·} ∞ ) where C is a polyhedral cone and {·, ·} ∞ is a constant Poisson bracket on C.
Recall that the tropical calculus is a semi-ring structure on R where addition is replaced by the maximum function and multiplication is replaced by addition ξ + trop η = max(ξ, η), ξ · trop η = ξ + η.
One can obtain this semi-ring structure as a t → +∞ limit of the standard semi-ring structure on R + under the map x → ξ = t −1 log(x). Indeed, lim t→+∞ t −1 log e tξ + e tη = max(ξ, η), lim t→+∞ t −1 log e tξ · e tη = ξ + η.
Returning to tropicalization of Poisson brackets, we consider an example {x, y} = c xy + a x + b y.
Let t ∈ R + be a real positive parameter, and let ξ = t −1 log(x), η = t −1 log(y). In coordinates ξ, η the Poisson bracket acquires the form {ξ, η} t = t −2 c + ae −tη + be −tξ .
We require that the log-canonical contribution (t −2 c on the right hand side) is dominant for t → +∞. This yields two inequalities ξ > 0, η > 0 which define the cone C. By rescaling the bracket by a factor of t 2 , we obtain an expression which has a well-defined limit on C when t tends to infinity, {ξ, η} ∞ := lim t→+∞ t 2 {ξ, η} t = c.
The resulting Poisson bracket {·, ·} ∞ is constant.
There is a version of this formalism adapted to complex coordinate functions {z 1 , . . . , z n } on a real Poisson manifold. In this case, we use the change of variables z i = exp(tζ i + iϕ i ) with parameter t → +∞. The result of the tropicalization procedure is again an open polyhedral cone C and a constant Poisson structure on C × T n . Under this constant Poisson structure, coordinates ζ i Poisson commute with each other. That is, we obtain a completely integrable system with ζ i 's as action variables and ϕ i 's as angle variables.
As an example, we consider the Poisson bracket on the dual Poisson-Lie group G * for G = U (n). This Poisson bracket was defined in [11] and [10] . As a coordinate system we use solid minors ∆ (k) l from the total positivity theory [4] . Theorem of Kogan-Zelevinsky [9] shows that these minors provide log-canonical coordinates on the Poisson-Lie group G. For the Poisson-Lie group G * , the corresponding Poisson bracket is no longer log-canonical, but it admits the form (1) .
The main result of this paper is the following theorem: is Poisson isomorphic to (G * , tπ G * ) for all t > 0. The tropicalization procedure described in the paper assigns a limiting object at t = +∞ to the family (G * , tπ G * ). Theorem 1 shows that in the case of G = U (n) this object is isomorphic to the Gelfand-Zeitlin completely integrable system. Flaschka-Ratiu [3] discovered a Gelfand-Zeitlin type integrable system on G * , and in [1] it was shown that the Flaschka-Ratiu system is isomorphic to the Gelfand-Zeitlin system. Hence, Theorem 1 provides a t = +∞ extension of the Ginzburg-Weinstein Isomorphism in the case of G = U (n).
The structure of the paper is as follows: in Section 2 we introduce a notion of tropicalization and associate a polyhedral cone and a constant Poisson bracket on this cone to a certain type of Poisson structures. First, we consider real positive Poisson manifolds, then we allow for complex coordinate functions and introduce a notion of linear scaling. In Section 3 we consider Poisson structures on the group of upper triangular matrices and on its close relative G * 0 . Finally, in Section 4 we apply the machinery developed in Section 2 to the Poisson structure on the dual Poisson-Lie group U (n)
* to obtain the isomorphism with the Gelfand-Zeitlin completely integrable system. the coordinate chart U if it has the form
That is, the Poisson brackets of coordinate functions are given by formula
where no summation over repeating indices is assumed.
The main object of our study will be Poisson brackets of the form
where p i,j (x) are Laurent polynomials in variables x 1 , . . . , x N . The procedure of tropicalization will associate two combinatorial objects to a Poisson bracket of type (2): an open polyhedral cone C(π; x) and a constant Poisson bracket on this cone.
Let V = R N with elements (ξ 1 , . . . , ξ N ) ∈ V and let {e 1 , . . . , e N } be the corresponding dual basis in V * . For every pair (i, j) with 1 ≤ i < j ≤ N consider the decomposition
, and F i,j is the set of multi-indices for which the coefficients c I are non-vanishing. Put n i,j = e i +e j ∈ V * , denote
i r e r and let C i,j ⊂ V be the convex cone defined as follows
In more detail, the cone C i,j is defined by the inequalities
i r ξ r for all I ∈ F i,j . We define the cone C(π; x) ⊂ V as the intersection of the cones C i,j for all pairs (i, j):
Example 1. Let π be a log-canonical Poisson bracket in coordinates x 1 , . . . , x N . Then the set F i,j is empty for all i, j and C i,j = V which yields C(π; x) = V .
Example 2. Let N = 2 and let π be the Poisson bracket defined by formula
In this case, we obtain two inequalities,
They contradict each other, and in this case the cone C(π, x) is empty.
The next step is to introduce the following scaling transformation: let t ∈ R + be a parameter, make a change of variables x i = exp(tξ i ), ξ i = 1 t ln(x i ) and scale the Poisson bivector as follows, π t = t 2 π. If the Poisson bracket is log-canonical, it will become constant in variables
Note that the right hand side does not depend on t. This observation motivates the following definition: let π be a Poisson bracket of the form (2). Then, a constant Poisson bracket on the cone C(π; x) denoted by π ∞ and given by the following formula can be associated to it
Example 3. Let N = 2 and for ξ in C(π; x).
Proof. Let 1 ≤ i < j ≤ N , and compute
That is, for the bracket {ξ i , ξ j } t we obtain the following expression
For ξ ∈ C(π; x) we have ξ i + ξ j > i k ξ k for all I ∈ F i,j . Hence, the right hand side tends to π i,j when t → +∞.
Complex coordinates and linear scaling
In this Section, we shall allow for complex valued coordinate functions. The coordinate chart U will carry coordinates of the form {x 1 , . . . , x k , z 1 , . . . , z l }, where x 1 , . . . , x k are real positive and z 1 , . . . , z l are complex valued non-vanishing functions. Then, the real dimension of M is 2l + k, and we also get complex conjugates of the coordinate functionsz 1 , . . . ,z l on U . A Poisson bracket π is log-canonical in the coordinate chart U is it is of the form
Since the bivector π is supposed to be real, we have the following reality conditions imposed on the components of π:
Remark 1. A more conceptual way to introduce log-canonical Poisson structures is as follows:
l be an abelian real Lie group with point-wise multiplication. Then, log-canonical Poisson structures are exactly the translation-invariant Poisson structures on G (since G is abelian, left and right translations coincide). More generally, we shall consider Poisson brackets of the form
where π 0 is a log-canonical Poisson bracket and π ′ is a bivector with coefficients in Laurent polynomials in variables x, z andz. Let V = R k+l with elements (ξ 1 , . . . , ξ k , ζ 1 , . . . , ζ l ). Denote the dual basis in V * by e i , i = 1, . . . , k and f a , a = 1, . . . , l. Similarly to the previous Section, we define the cones C i,j for i < j, C a,b for a < b and C i,a . For example, we have
where p i,a (x, z) is a Laurent polynomial in variables x, z andz. It can be written in the form
where I, J and K are multi-indices, and F i,a is the finite set where the coefficients c I,J,K are non-vanishing. Denote n i,a = e i + f a ∈ V * and
The cone C i,a is defined as follows
That is we have the inequalities
We define the cone C(π; x, z) as the intersection of the cones C i,j , C i,a and C a,b . We shall assume in addition the following reality conditions on the log-canonical part of the bivector π:
Under these assumptions, a log-canonical bivector admits the following linear scaling. Again, let t ∈ R + be a parameter. We introduce new coordinates on U via x i = exp(tξ i ), z a = exp(tζ a + iϕ a ). Consider the scaled Poisson bracket π t = tπ in new coordinates. It yields the following Poisson brackets:
As before, this bracket does not depend on t, and we can denote it by π ∞ . It is defined on the product C(π; x, z) × T l , where (ξ, ζ) ∈ C(π; x, z) and (ϕ 1 , . . . , ϕ l ) ∈ T l , the real torus of dimension l.
Remark 2. Log-canonical Poisson brackets without reality conditions (4) do not allow for a linear scaling limit. Instead, one can consider the limit of π (no powers of t added) in coordinates (ξ, ζ, ϕ). It yields constant Poisson brackets between the angle variables {ϕ a , ϕ b } while ξ's and ζ's become Casimir functions in the limit.
Remark 3. Log-canonical Poisson brackets with reality condition (4) admit the following geometric interpretation. Consider the manifold
as a graded manifold with the base T l = (S 1 ) l the real torus of dimension l parametrized by the angles ϕ a = Arg(z a ), a = 1, . . . , l. These angle coordinates have degree zero. Declare the coordinates ξ i = log(x i ) and ζ a = log(|z a |) to be of degree 1. Then, conditions (4) are equivalent to saying that the Poisson structure is of degree one.
Remark 4. Note that log-canonical Poisson brackets with reality conditions (4) naturally give rise to completely integrable systems. Indeed, variables ξ i and ζ a Poisson commute. Assuming that the rank of the bracket π is equal to 2l (which is the maximal possible rank), this is a maximal family of Poisson commuting functions. The dual angles are ϕ a 's. They are spanning the Liouville tori. The variables (ξ, ζ, ϕ) are in fact action-angle variables for the resulting completely integrable system. 
The set G 1,1 and the cone C are represented at the Figure 4 :
The set F 1,1 and the cone C After changing variables x = e tξ , z = e tζ+iϕ ,z = e tζ−iϕ and applying the t → +∞ limit we obtain the following constant Poisson bracket on C × S 1 {ξ, ζ} ∞ = 0, {ξ, ϕ} ∞ = 1, {ζ, ϕ} ∞ = 0.
Proposition 2. Let π be a Poisson bracket of type (3) verifying reality conditions (4)
. Then, in coordinates (ξ, ζ, ϕ) we have
Proof. We shall give a proof for the Poisson bracket {ξ i , ϕ a } ∞ , the calculation for other Poisson brackets between coordinates is similar and will be omitted. Consider
Thus, for the bracket {ξ i , ϕ a } t we obtain the following expression
Let I, J, K ∈ G i,a and consider the expression
For (ξ, ζ) ∈ C(π; x, z), we have
for all I, J, K ∈ G i,a . Hence, the exponential e t(ξi+ζa) dominates all the expressions c I,J,K x I z JzK and e −t(ξi+ζa) c I,J,K x I z JzK tends to zero when t → +∞, as required.
Poisson brackets on Poisson-Lie groups B +
and G * 0
In this Section we recall the definitions of Poisson brackets and of log-canonical coordinates on the group of upper triangular invertible matrices and on its close relative the group G * 0 .
Poisson-Lie group of upper triangular matrices
Let g = gl(n, C), and let r ∈ g ⊗ g be the standard classical r-matrix given by formula r = 1
where e i,j is the elementary matrix with the only non-vanishing matrix entry equal to 1 at the intersection of the i'th row and j'th column. Sometimes it is convenient to split the r-matrix into two parts,
The group B + of invertible upper-triangular matrices carries a Poisson structure given by formula
where we are using the Saint-Petersburg notation
Remark 5. To illustrate the usage of this notation convention, consider a simpler bracket
In terms of more standard notation, this bracket looks as
where f and h are two functions on
for x ∈ b + = Lie(B + ), and the pairing ·, · is induced by the natural pairing between b + and b * + . The writing {g 1 , g 2 } = r 0 g 1 g 2 encodes the following (non skew-symmetric) brackets of the matrix elements of g:
This formula is obtained by taking the matrix element (i, j) in the first factor of the tensor product (the matrix g 1 ), and the matrix element (s, t) in the second factor (the matrix g 2 ). Note that the brackets of matrix elements completely determine the Poisson bracket on B + .
The Jacobi identity for the bracket (6) is a corollary of the classical Yang-Baxter equation for the element r:
The group multiplication B + × B + → B + is a Poisson map making B + into a Poisson-Lie group. Following Kogan-Zelevinsky [9] , we introduce a log-canonical coordinate chart on B + in the following way. Let n ≥ k ≥ l ≥ 1 and denote by ∆ 
where R is the number of common rows, C is the number of common columns of the two minors, and ǫ(x) is the sign function (that is, ǫ(x) = 1 for x > 0, ǫ(x) = −1 for x < 0, and ǫ(0) = 0).
Proof.
To prove the theorem we shall use formula (24) (see Appendix A) for a Poisson bracket of two arbitrary minors g IJ and g KL which reads
where χ I is the characteristic function of the set I (that is, χ I (k) = 1 for k ∈ I and χ I (k) = 0 for k / ∈ I), and σ v,u (I) is the set obtained from I by replacing v with u.
Consider the second term on the right hand side. In our situation, either J ⊂ T or T ⊂ J (or J = T ). Hence, one of these subsets necessarily contains both u and v. After the replacement the corresponding matrix will contain two identical columns and its determinant (either g I,σv,u(J) or g S,σu,v(T ) ) will vanish. Therefore, this term always vanishes.
In the first term on the right hand side, non trivial contributions come from the terms with u ∈ I\(I ∩ S) and v ∈ S\(I ∩ S). If p ≥ k, this implies v < u whereas the summation is over the range of u < v. Hence, in this case the first term in the sum vanishes as well.
By definition, R = |I ∩ S| and C = |J ∩ T | which yields for k ≥ p
The statement of the theorem follows by skew-symmetry of the Poisson bracket.
Example 5. Let n = 2. In this case, for
we have three coordinate functions on B + ∆
2 = g 11 g 22 . Their Poisson brackets read
Note that the determinant of g is a Casimir function. Putting ∆
One can also consider the group B − of lower triangular matrices with Poisson bracket
The matrix elements of the inverse matrix f −1 have Poisson brackets of the same type (up to sign):
We shall denote by Λ 
Remark. We could have chosen some solid minors of f as log-canonical coordinates on B − . Our choice of solid minors of f −1 is dictated by convenience of calculations in the next section.
Poisson-Lie group G * 0
Denote by B − the group of lower triangular matrices. For an element g ∈ B + , let 
Remark 6. The corresponding Drinfeld double Lie group is G × G, and the dual Poisson Lie group to
where A is the number of columns of the minor ∆ For the brackets {∆
q } we have
We shall use the formula (22) for two arbitrary minors from Appendix A which reads:
By definition, A = |J ∩ S| and B = |I ∩ T | and the expression for {∆
q } follows.
We will be interested in the real form of the group G * 0 where one imposes a relation f * = g −1 on the components (g, f ) of the group element. Note that on this real form we have Λ 
Proof. In order to check that the Poisson bracket {·, ·}
R is real, we compute
Here we have used that the element r + r t , where r t = 1 2 n i=1 e i,i ⊗ e i,i + i<j e j,i ⊗ e i,j , is invariant under the diagonal action of GL(n) by conjugation. Thus, one can replace r t by −r in the commutator. The same calculation can be repeated for the bracket {f 1 , f 2 }. For the mixed bracket, we write
The bracket {·, ·} R verifies the conditions (4) since all its defining tensors are purely imaginary.
In the next section, we denote the Poisson structure {·, ·}
Example 6. For n = 2, we have three coordinate functions ∆
1 ∈ C. The non-vanishing Poisson brackets read
1 .
We can actually put the Casimir function ∆
2 equal to one and consider upperand lower-triangular matrices with unit determinant.
Poisson bracket on Poisson-Lie group G *
The definition of the Poisson-Lie group G * is due to Semenov-Tian-Shansky [11] and Lu-Weinstein [10] ,
As groups, G * and G * 0 are isomorphic. However, their Poisson structures are different:
Remark 7. The corresponding Drinfeld double is again (as in the case of G * 0 ) G×G, and the dual Poisson-Lie group is a copy of G ∼ = {(g, g) ∈ G×G; g ∈ G}.
Note that the only difference with respect to the Poisson bracket on G * 0 is in the brackets between g and f , whereas the brackets between g's and the brackets between f 's are exactly the same as for G * 0 . In view of this remark, the following statement is obvious:
Note that the Poisson-Lie group G * also admits a real form defined by the equation f * = g −1 . As before, this implies Λ
l . In contrast to the group G * 0 , the Poisson brackets between ∆'s and∆'s are no longer log-canonical. More precisely, we can use equation (26) (see Appendix A) for arbitrary minors of matrices g and f −1 which reads
Recall [7] that all minors of the matrix g are Laurent polynomials in the minors ∆ Example 7. For n = 2, we use the same functions as in the case of G * 0 , ∆
1 ,∆
are the same as for π G *
0
. The new contribution is
Here we have used that ∆ (2) 2 = g 11 g 22 . The minor ∆
2 is a Casimir function.
k ) (for convenience we are using the notation ζ
1 ) we obtain the following inequalities defining the cone C(π, ∆,∆):
The non-vanishing component of the Poisson bracket {·, ·} ∞ reads
Both ζ Proof. Let a : R + × B + → B + be the following action of the multiplicative group R + :
. This action introduces a grading on the set of regular functions on B + . In particular, the grading of the minors is given by
Let g (k) be the submatrix of g with rows and columns {n − k + 1, . . . , n} (the lower right corner of size k). Note that the minor ∆
is the minor of g (k) of size l which has the lowest possible grading.
For the matrix f
In particular, the minor Λ
is the minor of (g (k) ) * with the lowest possible grading.
Consider the Poisson bracket {∆
q }. Note that the minors g I,σv,u(J) and g σu,v (I),J for u < v are in fact minors of the matrix g (k) . Indeed, in g σu,v (I),J we are replacing the row number u with the row number v > u, hence we cannot leave the range {n − k + 1, . . . , n}. In g I,σv,u(J) , we are replacing the column number v with the column number u < v. However, g is an upper triangular matrix, and its minor g IJ with I ⊂ {n − k + 1, . . . , n} is non-vanishing only if J ⊂ {n − k + 1, . . . , n}. A similar consideration applies to the minors of f −1 . We conclude that the first two terms on the right hand side of the Poisson bracket {∆ 
as required.
One of the main results of this paper is the description of the tropicalization of the Poisson bracket π G * . We shall use the following notation for the scaling limit: ∆
. . , n and we are using the more uniform notation ζ 
In the proof, we are using the machinery of planar networks and the notion of the tropical Gelfand-Zeitlin map. For more information and notation, we refer the reader to Appendices B and C.
Proof. The map σ defines an isomorphism of vector spaces of dimensions n(n + 1)/2. We shall first prove that σ(C GZ ) ⊂ C(π G * ; ∆,∆). Recall that by Theorem 3 in [2] the tropical Gelfand-Zeitlin map establishes a bijection between the Gelfand-Zeitlin cone and the principal chamber C 0 ⊂ R n(n+1)/2 . On this chamber, the weight of the multi-path γ 
Here γ's are paths in Γ
s , the complex conjugation corresponds to replacing ϕ(e) → −ϕ(e) and c(γ,γ) are some coefficients.
Note that
and assume that parameters ζ belong to the interior of the principal chamber C 0 . Then, the maximality property of the paths γ
for all paths γ,γ in the sum above. Hence, ∆
dominates hγ(ζ, −ϕ). By definition of C(π G * ; ∆,∆), we conclude that ζ ∈ C(π G * ; ∆,∆), as required.
Next, we shall show that C(π G * ; ∆,∆) ⊂ σ(C GZ ). In order to do that, we consider the Poisson bracket {∆
is given by
The log-canonical contribution (of weight −2l(k − l)) vanishes since in this case A = B. There are two contributions in the Poisson bracket of weight −2l(k − l) + 2 which are of the form
,...,n−k+l; n−l,n−l+2,...,n} Figure 4) . By the Linström's Lemma, the minors g {n−k+1,...,n−k+l−1,n−k+l+1; n−l+1,...,n} and g {n−k+1,...,n−k+l; n−l,n−l+2,...,n} can be expressed as sums of weights of l-paths. Each product of two weights of l-paths in the expression for |g| 2 gives rise to a defining inequality for the cone C(π G * ; ∆,∆). Our task is to find the Gelfand-Zeitlin inequalities among them. By Lemma 9 in [2] , this sum of weights is given by
The corresponding inequality reads u 
In a similar fashion, we consider the minor g {n−k+1,...,n−k+l; n−l,n−l+2,...,n} . In this case, we choose the highest l-path L 2 given by the Lindström Lemma. This l-path is shown on Fig. 7 . Again, we obtain a pictorial expression of the ratio of ∆ (k) l and of the weight of L 2 , exp(−t × sum of weights of shadow regions).
By Lemma 9 in [2] , the sum of weights reads
and the corresponding inequality v 
one can easily check that the inequalities of Example 7 are equivalent to the Gelfand-Zeitlin inequalities for n = 2:
Theorem 6. For π G * in coordinates ∆,∆, the Poisson bracket {·, ·} ∞ has the following properties: {ζ
Proof. First, we combine the formulas
to every ϕ) we can associate its number in the order of ζ's (respectively, in the order of ϕ's). • M IJ denotes the minor of a matrix M ∈ Mat n with rows labeled by elements of I and columns labeled by elements of J;
• χ I is the characteristic function of I, so that χ I (k) = 1 if k ∈ I and χ I (k) = 0 otherwise;
• for k ∈ I, σ k,l (I) is the set obtained from I after replacing k by l.
Proposition 7.
Let i, j ∈ [n] and let
be a skew-symmetric bracket on Mat n × Mat n . Then
Remark 8. Note that if v ∈ I the minor L σu,v (I),J vanishes since it contains two identical rows. The same applies to the case of u ∈ S.
Proof. Let us first consider a bracket
and prove that for such a bracket
Taking matrix elements (i, j) in the first space and (s, t) in the second space in the formula (14) we get
This is exactly the equation (15) 
And for the bracket
Proposition 8. For the skew-symmetric bracket
on Mat n × Mat n , we have
Proof. Recall that r 0 = 1 2 k e kk ⊗ e kk . The proof is similar to that of Proposition 7. We compute,
Similarly, for the bracket {L 1 , M 2 } = L 1 M 2 r 0 we have
and for the bracket
Theorem 8. Let i, j ∈ [n] and let
be a skew-symmetric bracket on Mat n × Mat n . Then, Proof. The theorem directly follows from Propositions 7 and 8 and equations (17) and (21) .
For a network Γ of type n, we introduce a family of subnetworks Γ (k) for k = 1, . . . , n such that Γ (n) = Γ and Γ (k) ⊂ Γ is the subnetwork of type k which contains the last k sources on L and the last k sinks on R. The remaining sources and sinks of Γ and the edges attached to them are deleted.
Example 9. Let n = 3. Consider a network represented on the Figure 8 (note that the weights equal to 1 are omitted in pictorial presentation). l . Proof. One can prove this claim by induction. For n = 2 the statement is obvious. Assume that it holds for a certain n. We need to show that it also holds for n + 1. By assumption, we already know that the weights on the subnetwork of size n are Laurent monomials in ∆'s, and it remains to determine n weights corresponding to the slanted edges of the upper floor of the network. Starting with the leftmost slanted edge, we notice that ∆ (n+1) 1 is a product of w 1 and some weights from the lower subnetwork, ∆ (n+1) 2 is a product of w 2 and some weights from the lower subnetwork etc. which proves the claim (see Figure 9 for illustration of the reasoning for n = 3). 
