This paper considers the small sample properties of the mean group estimator of the long-run coefficients in dynamic heterogeneous panels, and using Monte Carlo techniques examines the effectiveness of a number of alternative bias-correction procedures in reducing the small sample bias of these estimators. Four different biascorrected estimators of the long-run coefficients are considered. A "naïve" procedure which attempts to bias-correct the estimator of the long-run coefficients by using the bias-corrected estimators of the short-run coefficients proposed by Kiviet and Phillips (1993, Econometric Theory). Two variations of a direct approach which derives biascorrections of the estimators of the long-run coefficients allowing for the variance and covariances of the short-run coefficients, referred to as DBC 1 and DBC 2 , and a bootstrap bias-correction procedure. The "naïve" bias-corrected estimator fails in all cases, and the bootstrap method performs poorly in cases where the true coefficient of the lagged dependent variable is relatively large. Both of the direct biased corrected estimators perform reasonably well, although only the DBC 1 estimator which allows for some higher order bias correction terms out-performs the bootstrap method. None of the estimators seem to be effective when the coefficient of the lagged dependent variable is around 0.8.
INTRODUCTION
In panel data models it is often of interest to estimate the average long-run effects of some exogenous variables (x) on a dependent variable of interest (y). In situations where T ( the number of time periods) is sufficiently large there are four procedures that can be used to estimate this average effect (Pesaran and Smith 1995) .
The first involves estimating separate regressions for each group and averaging the long-run coefficients over groups, which Pesaran and Smith refer to as the mean group estimator (MGE). The second procedure is to pool the separate regressions by imposing common slopes (but allowing for fixed or random intercepts), with the longrun effects estimated using standard fixed or random effects pooled regressions. The third is to average the data over groups and estimate aggregate time-series regressions based on group averages. The last is to average the data over time and estimate crosssection regression based on long-time averages. In the static case, where the regressors are strictly exogenous and the coefficients differ randomly and are distributed independently of the regressors across groups, all four procedures provide consistent (and unbiased) estimates of the average (long-run) effects (Zellner 1969) . For some time it was wrongly believed that a similar result held for dynamic panel data models, namely that all the above four procedures yield consistent estimators. However, recently Pesaran and Smith (1995) have shown that the pooled and aggregate time series estimators are not consistent in dynamic models, even for large N (the number of groups) and T, and the traditional panel procedures (such as the fixed and random effects estimators) which pool the data by imposing slope homogeneity can be subject to substantial estimation bias when applied to heterogeneous dynamic panel data models. They also show that under certain conditions the mean group and the crosssection estimates based on long time averages yield consistent estimates of the average long-run effects. Pesaran, Smith and Im (1996) , using Monte Carlo simulations, investigate the small sample properties of the various estimators of the long-run coefficients, and discuss a number of procedures for testing the slope homogeneity hypothesis. Their findings indicate that the mean group estimator performs reasonably well for large T.
However, when T is small, the mean group estimator could be seriously biased, particularly when N is large relative to T.
This paper considers further the small sample properties of the mean group estimator in dynamic heterogeneous panels, and examines the effectiveness of alternative bias-correction procedures in reducing the small sample bias of these estimators. In particular, three procedures will be considered. An indirect procedure which attempts to bias-correct the estimator of the long-run coefficients by using the bias-corrected estimators of the short-run coefficients proposed by Kiviet and Phillips (1993) . Due to the non-linear dependence of the long-run coefficients on the short-run coefficients it is easily seen that such an indirect approach does not lead to an estimator which is unbiased to order O(T -1 ); and it is included to demonstrate the problem that surrounds a careless use of the results in Kiviet and Phillips (1993) . We refer to this as the "naive" bias corrected (NBC) estimator. More appropriately, we derive large sample approximation formulae directly for the bias of the least squares estimators of the long-run coefficients. In particular, we consider two variations of this direct approach and obtain estimators of the long-run coefficients which we call the "direct" bias-corrected estimators, DBC 1 and DBC 2 . The bias in both of these estimators are of O(T -1 ) order, but DBC 1 estimator contains some higher order bias corrections. The third procedure we shall consider employs the bootstrap method to compute the bias of the estimates of the long-run coefficients, which is subsequently used to construct a new bias-corrected estimator. This will be referred to as the bootstrap bias-corrected (BSBC) estimator. Kiviet and Phillips (1996) .
Section 2 sets out the dynamic heterogeneous panel data model and provides a brief review of the literature on small sample bias of the least squares estimation of the slope coefficients in dynamic models. Section 3 discusses the alternative procedures for correcting the small sample bias of the MG estimator of the long-run coefficients. Section 4 examines their finite sample performances by means of Monte Carlo experiments. A brief summary of the paper's main findings is given in Section 5.
Dynamic Models of Heterogeneous Panels
We assume that the data are generated by a set of relationships with coefficients that are constant over time but differ randomly across groups, and that the distribution of the coefficients is independent of the regressors. The parameters of interest are the averages, over groups, of the long-run coefficients. Consider the following heterogeneous dynamic model, also examined by Pesaran and Smith (1995) : 2, ... , N, t = 1, 2, ... , T , (2.1) where i denotes cross-sectional units (groups) and t is the time index. ε it is assumed to be independently and identically distributed with mean zero and variance σ i 2 , and ε it is independent of α i , λ i , β i and x it . It will be assumed that the process is stable (-1 < λ i < 1) and has started a long time ago, the between group disturbance covariances are zero, i.e., E(ε it ε js ) = 0, for all t and s , i ≠ j, and the parameters λ i and β i are random and can be characterised by
where η 1i and η 2i are assumed to have zero means and have a constant variance covariance matrix:
We also assume that the higher order moments of η 1i and η 2i , and their crossmoments exist and are finite, such that β = E(β i ), λ = E(λ i ) and the following (average) long-run parameter of interest exists:
We also assume that x it is generated by a stationary first-order vector autoregressive process:
where all the eigenvalues of Φ lie within the unit circle, and for each i, u it is independently and identically distributed with zero mean and variance δ i 2 , and
The assumption is made for convenience, and except for the stationarity condition, can be readily relaxed.
In the case of a single group, namely for N = 1, there is a sizeable literature on the small sample bias of the least squares estimators of the slope coefficients λ i and β i . In the relatively simple case where β i = 0, the order of the bias of the OLS estimator of λ i has been the subject of intensive research since the pioneering work of Hurwicz (1950) and White (1961) . See, for example, Orcutt and Winokur (1969) , Sawa (1978) ; Evans and Savin (1981) , Tanaka (1983) , and Evans and Savin (1984) .
In this case the bias of the OLS estimator of λ i ,up to order O(T -1 ), is given by -2λ i /T, when the model contains no intercepts. Including an intercept, this bias become -(1+3λ i )/T . In the more general case where the model contains exogenous regressors, Tse (1982) and Maekawa (1983) derived Edgeworth approximations for the distribution of the OLS estimators of the slope coefficients. Carter and Ullah (1979) , Ullah and Maasoumi (1986) , Hoque and Peters (1986) , Peters (1989) , Ullah and Srivastava (1994) , on the other hand, derived the exact moments and small error variance approximation for the bias of the OLS estimator of λ i . However, as shown by Kiviet and Phillips (1993) , the small-σ approximation procedure performs rather poorly as compared to the large sample approximation techniques in reducing the bias of the short-run slopes. Grubb and Symons (1987) and Kiviet and Phillips (1993) , especially the latter, provide an effective and easy to implement large sample approximation formulae for reducing the bias of the OLS estimators of the short-run coefficients in dynamic regressions. By comparison, little attention has been paid in the literature to the problem of the small sample bias correction of the estimators of the long-run coefficients. This problem is considered in the next section.
Bias Reduction Techniques for Estimation of the Long-Run Coefficients
The focus of our analysis is the estimation of the (average) long-run
. The theoretical and Monte Carlo evidence provided by Pesaran and Smith (1995) and Pesaran, Smith and Im (1996) indicate that the mean group estimator of θ performs well for sufficiently large T. But, when T is small the bias in the estimate of the coefficient of the lagged dependent variable and the inherent non-linearity between the short-run and the long-run coefficients introduce a bias in the mean group estimator of the long-run coefficient which becomes more serious as N → ∞ .
The mean group estimator is based on individual group estimates. For the i-th group, write (2.1) more compactly as
where 
τ′ T , I T is the identity matrix of order T, and τ T is a T×1 unit vector, and
Then the individual group estimates of the long-run coefficients are given by,
The mean group estimator of
with its variance consistently estimated by samples. In case of trended regressors (irrespective of whether such trends are deterministic or stochastic) it is quite likely for the small sample bias of the estimator of the long-run coefficient to be much less serious than the bias of the estimators of the short-run coefficients. (On this see Pesaran and Shin (1997) ).
Here we consider three bias reduction methods for the estimation of the longrun coefficients.
The "Naive" Bias-Corrected Estimator (NBC)
This method employs the bias-corrected estimators of the short-run coefficients proposed by Kiviet-Phillips (1993) , and uses these corrected OLS estimators to construct the bias-corrected MG estimators of the long-run coefficients.
More specifically, the NBC mean group estimator of θ is given by
where $ $ λ i and $ $ β i are the Kiviet-Phillips bias-corrected estimates of λ i and β i respectively, for i = 1, 2, ..., N. As was noted earlier such an indirect method of correcting for the bias of the estimator of the long-run coefficient does not yield a bias-corrected estimator which is of order O(T -1 ), and it is included as a bench mark 2 The mean group estimator is based on a simple average of the individual group estimates. However, it is also possible to consider weighted averages of individual group estimates with the weights determined either from a Bayesian perspective or a classical view point. A prominent example of such a weighting scheme is Swamy's random coefficient estimator which weighs the individual group estimates by matrices that are inversely proportional to their estimated covariances. See, for example, Swamy (1970) and Hsiao (1986, Ch.6 ).
and to illustrate the pitfalls of an indiscriminate use of bias-corrected estimators of the short-run coefficients.
Bias Corrections Applied Directly to the Estimator of the Long-Run Coefficients
Building on the work of Kiviet and Phillips we shall derive an O(T -1 ) approximation formula for the bias of the long-run coefficient. For notational convenience, subscript i will be omitted here. We first note that
where the letters without hats denote the true values. Let
where expectations are taken with respect to the joint distribution of the estimators of the short-run coefficients. Then the bias of $ θ can be expressed as
The Nagar-type expansion of E C D       can now be used to yield the following bias approximation formula. (See Nagar (1959) ).
Theorem 1 : The bias B θ of the OLS estimator of the long-run coefficient for each group can be approximated by
, where (3.8) and note that
Substituting in this identity recursively for D -1 from its own right-hand side, the
, is obtained:
where R, the remainder term, is composed of a series of terms with elements
Under λ < 1 and assuming the regressors are covariance stationary we have
Now using Theorem 8 of Kiviet and Phillips (1993) it also follows that
Therefore,
Using these results in (3.10)
which establishes that the remainder term in (3.9) is in fact of order O(T -3/2 ).
Now consider the main term of (3.9). Let
and note that
and
and, after some simple algebra,
which completes the proof of the Theorem.
Since B β + θB λ =O(T -2 ) and B β B λ =O(T -2 ) then ψ θ defined by (3.11) can be further simplified, and the result of Theorem 1 is not a parsimonious O(T -1 ) approximation to the bias. Using a more direct approach the following alternative O(T -1 ) approximation for the bias can be obtained:
Based on the result of Theorem 1, a bias-corrected estimator for θ can be constructed as follows:
where $ ψ θ is the expression given by (3.6) (or alternatively by (3.11)), with β, λ,
replaced by their corresponding OLS estimators, whereas B β and B λ are replaced by $ B β and $ B λ which are obtained using the approximation formulae provided for the short-run coefficients in Kiviet and Phillips (1993) .
Bootstrap Bias-Corrected Estimator
Bootstrap methods (Efron 1979; Bickel and Freedman 1981; Hall 1992; Efron and Tibshirani 1993) can also be used to make the bias corrections. 4 In the present application the bootstrap bias-corrected (BSBC) estimator of the mean group estimator of the long-run coefficient is computed in the following manner:
Step one: Compute the OLS estimators of α i , λ i , β i and the group-specific error variances
as well as the least squares estimators of θ i defined by (3.2).
Step two: Generate bootstrap samples $ ,
for the j-th replication either using the parametric or nonparametric approaches:
(a) In the case of parametric bootstrap, the errors $ (b) The nonparametric resampling starts from the residuals: 
Step three: Generate R bootstrap samples y it j ( ) : are from step two above, generated either by parametric or nonparametric techniques.
Step Step five: Repeat steps two through four R times, and compute the bootstrap estimate of the bias 
Small Sample Performance of Bias Reduction Methods
In this section, the three bias-correction procedures discussed above will be illustrated and compared by Monte Carlo methods. Even though our main concern is with the estimation of average long-run effects, our simulations also provide information on the small sample performance of the estimates of the short-run coefficients obtained using the Kiviet-Phillips bias-corrected and the bootstrap methods.
Monte Carlo Results for a Single Time Series Regression
We consider first the case where N = 1. To allow for the effect of variations in λ on the long-run coefficient, θ and to control the signal-to-noise ratio of the model we use the following parameterization of the Data Generation Process (DGP): where R 2 is the population value of the squared multiple coefficient of (4.1). 
We follow Kiviet (1995, The number of such cases is denoted by M and reported for each experiment. In general, they form only a very small fraction of the total number of replications, and mainly occur when λ=0.8 and ρ is small.
The simulation results for the single-group model, (4.1) -(4.2), are reported in Tables 1 to 3 . The following general conclusions may be drawn from these results: (i) As far as the estimates of the short-run coefficients (λ and β ) are concerned, both the bootstrap and Kiviet-Phillips bias-corrected (KPBC) procedures seem to be quite effective. For λ, the bias of the bootstrap method (in absolute value) is less than the bias of the KPBC estimator for all combinations of the parameter values. In terms of root mean square errors (RMSE), the bootstrap method yields a slightly higher value than the KPBC procedure. For the coefficient of the exogenous variable, β, the bias of the bootstrap method, is less than the bias of the KPBC estimator in 8 out of 12 cases.
It is also interesting to note that these results continue to hold even for a very small 5 See also equation (40) in Kiviet (1995) . Despite their apparent differences (4.4) and (40) Suppose now the parameter of interest is the long-run coefficient, θ. We experimented with five different ways of estimating it: The standard OLS estimator
, where β ∧ and λ ∧ are the OLS estimates of the short-run coefficients.
The "naive" bias-corrected (NBC) estimator
, where $ $ λ and $ $ β are the Kiviet-Phillips bias-corrected estimates of λ and β, respectively. The two variants of the bias-corrected estimator of θ, using (3.12) with the bias-correction factors given by (3.6) and (3.11). We shall refer to them as DBC 1 and DBC 2 estimators, respectively.
And the bootstrap bias-corrected (BSBC) estimator defined by (3.16) for N=1. The results are summarised in Tables 1-3 . Firstly, the bias of the OLS estimator of the long-run coefficient, although still quite substantial particularly when λ is large ( around 0.8), it is nevertheless generally smaller than the bias of the underlying shortrun coefficients. Secondly, as expected, the NBC estimator completely fails to correct for the bias of the long-run estimates, and in many cases does even worse than the uncorrected OLS estimator. Thirdly, out of the two variants of the direct approach to bias-correction of the long-run estimates the DBC 1 estimator based on (3.6) does much better particularly in the case of experiments with λ = 0.8. This seems to be due to the inclusion of terms of order O(T -3/2 ) in (3.6) not included in (3.11), the bias correction formulae that underlies the DBC 2 estimator. 6 Finally, both the bootstrap and the DBC 1 procedures perform reasonably well for values of λ = 0.2 and 0.6, with the DBC 1 method generally yielding a smaller RMSE as compared to the bootstrap procedure. But for λ = 0.8, none of the procedures seem to work, although the DBC 1 method still outperforms the bootstrap procedure.
The simulation results also show that the choice of the signal-to-noise ratio, σ s 2 , has a significant impact on the bias and the RMSE of both the short-run and the 6 An appropriate order O(T -3/2 ) approximation formulae for the bias of the long-run estimator can be obtained along the lines advanced recently by Kiviet and Phillips (1996) , which could be a useful topic for future research. 
Monte Carlo Results for Panels
The DGP underlying the Monte Carlo experiments for the panel data model follows closely the design of the experiments described in the previous section, but allows for parameter heterogeneity across the different groups: The values of τ i 2 across i are generated using the analogue of (4.5) for panels, Table 6 ). 8 As in the case of the single-group regressions the bias and the RMSE of the different MGE estimates tend to improve as the signal-to-noise ratio, σ s 2 , is raised; and worsens as the degree of regressor serial correlation, ρ, is increased.
Once again, as to be expected, the bias-corrected estimators tend to loose their effectiveness as the coefficient of the lagged dependent variable, λ, is increased.
As far as the estimation of the long-run coefficient, θ, are concerned, the mean group estimator based on the NBC procedure fails in all cases. In fact for small and moderate values of λ (≤ 0.6), the bias of the uncorrected MGE of the long-run coefficient is generally less than 5 per cent, often substantially smaller than the bias of the uncorrected mean group estimators of the short-run coefficients. As before, the MGE based on the DBC 1 correction formula does much better than the DBC 2 variant.
The bootstrap and DBC 1 methods perform well in terms of their effectiveness in reducing the bias, and the latter method tends to have a smaller RMSE. But as λ is allowed to increase to 0.8 neither of these methods is effective in reducing the bias of the estimator of the long-run coefficient. Even for λ = 0.6 the bootstrap method yields long-run estimates with unacceptably large RMSE. By comparison, the DBC 1 method continues to perform reasonably well, although it is still not very effective. For λ = 0.8
there is little to choose between the uncorrected MGE and the DBC 1 methods. Again, for λ = 0.2 or 0.6, the bias in the estimates of θ decreases (increases) as σ s 2 ( ρ ) is increased.
Concluding Remarks
Both theoretical and simulation results from the previous studies (Pesaran and Smith 1995; and Pesaran, Smith and Im 1996) indicate that the mean group estimates of the long-run coefficient of a heterogeneous dynamic panel can exhibit substantial bias in small samples. This bias becomes particularly troublesome for inference in panels with large N. The small sample bias is caused by the bias in the estimation of the short-run coefficients as well as the non-linearity inherent in estimation of the long-run coefficients from the short-run coefficients. In view of this, four estimation methods are considered in this paper for correcting the small sample bias of the longrun coefficient in dynamic heterogeneous panels. Intensive Monte Carlo experiments are conducted to evaluate the merits of the alternative estimators. Although, the primary concern in this paper has been the long-run coefficients, our simulation experiments also shed light on the relative performance of the Kiviet-Phillips biascorrected (KPBC) and the bootstrap (BSBC) methods as far as the small sample bias of the short-run coefficients are concerned.
All estimation methods are applied to a heterogeneous dynamic panel as well as to a single-group dynamic regression model. For the short-run coefficients, the KPBC and BSBC procedures perform well, although the BSBC method tends to yield a smaller bias with a slightly larger root mean square than the KPBC estimator. For the long-run coefficient, BSBC method performs reasonably well in cases where λ ( the coefficient of the lagged dependent variable) is small, around 0.2, but does rather poorly for larger values of λ. In contrast, the DBC 1 estimator which applies the bias corrections directly to the long-run coefficient performs well for small and moderate values of λ. None of the procedures seem to be effective when λ.is relatively large.
Clearly, further research is required in cases where λ ≥ 0.8. Table 1 Simulation 
, where $ $ λ and $ $ β are the Kiviet-Phillips bias-corrected estimates of λ and β, respectively.DBC 1 and DBC 2 stand for the two variants of the bias-corrected estimator of the long-run coefficient defined by (3.12), and utilize the correction formula (3.6) and (3.11), respectively. BSBC the bootstrap bias-corrected estimator defined by (3.16). *See notes to Table 1 . Table 4 Simulation 
