The purpose of the paper is to find the joint distribution of the hitting time and place of two-dimensional Brownian motion hitting the negative horizontal axis. We provide various formulas for Green functions as well as for the conditional distributions. In the end we treat an analogous problem for the case when vertical component has a negative drift.
Introduction
The aim of the paper is to investigate two-dimensional Brownian motion hitting the negative part of the horizontal axis. We compute its various hitting characteristics. Although there is a close connection with hitting distributions for Cauchy Lévy process as well as with relativistic Cauchy process (see [BMR] ), we are mainly interested in the two-dimensional (Brownian) situation. We show that most characteristics can be recovered from the correspondig ones for two-dimensional Cauchy process by an appropriate application of Fourier transform.
Preliminaries 2.1 Bessel functions
Various potential-theoretic objects in our paper are expressed in terms of modified Bessel functions K ϑ of the third kind, also called Macdonald functions. For convenience we collect here basic information about these functions.
The modified Bessel function I ϑ of the first kind is defined by (see, e.g. [E1] , 7.2.2 (12)):
where ϑ ∈ R is not an integer and z ϑ is the branch that is analytic on C \ (−R + ) and positive on R + \ {0}
The modified Bessel function of the third kind is defined by (see [E1] , 7.2.2 (13) and (36)):
For ϑ = n + 1/2 we have the following expression for the function K n+1/2 K n+1/2 (z) = π 2z
We will also use the following integral representations of the function K ϑ (z) ([E1], 7.11 (23) or [GR] , 8.432 (6)):
where ℜ(z 2 ) > 0, | arg z| < π 2
. Moreover (see [GR] , 8.432 (3)),
where ℜ(ϑ + 1/2) > 0, | arg z| < π 2 .
Relativistic processes
We now make a detour from the main topic and point out some connections with the relativistic α-stable process and its hitting probabilities. We begin with recalling some basic facts about these processes.
We begin with recalling the definition of the standard α/2-stable subordinator S α t with the Laplace transform E 0 e −λS α t = e −tλ α/2 . Throughout the whole paper α denotes the stability index of the process and we always assume 0 < α < 2. The transition density function of S α t will be denoted by θ 
The Laplace transform of T α,m t is:
α,m t = e mt e −t(λ+m 2/α ) α/2 .
Let B t be the Brownian motion in R d with the characteristic function E 0 e i(ξ,Bt) = e −t|ξ| 2 . The transition density function of B t is denoted by g t and is of the form:
Assume that the processes T When m = 0 we obtain the α-stable rotation invariant Lévy process which is denoted by Z t . We obtain This provides the formula for the transition density function of the process X m t :
A particular case when α = 1 yields the relativistic Cauchy semigroup on R d with parameter m and is denoted byp m t . The formula below exhibits the explicit form of this transition density function.
Proof. Observe that θ 1 t (u), the transition density function of the 1/2-stable subordinator, is of the form θ
so, taking into account (5), we obtaiñ
.
In what follows we will work within the framework of the so-called λ-potential theory, for λ > 0.
The kernel of the λ-resolvent of the semigroup generated by X m t will be denoted by U m λ (x) and will be called the λ-potential, for λ > 0. We have
The function has a particularly simple expression when λ = m and we state it for further references.
Lemma 2.2. (m-potential for relativistic process with parameter
Proof. We provide calculations for m = 1; the general case follows from Observe first that the potential kernel of the α/2-stable subordinator is well-known (and easy to obtain via Laplace transform). Namely, we have
This and (5) yield
In what follows we denote by U 1 the λ-potential for λ = m = 1. In the next lemma we compute the Fourier transform of the transition density function (8). Proof.
Specializing this to the case α = 1 we obtain
From the Fourier transform we obtain the following scaling property:
In terms of one-dimensional distributions of the relativistic process (starting from the point 0) (12) reads as
mt , where X m t denotes the relativistic α-stable process with parameter m and "∼" denotes equality of distributions. Because of this scaling property, we often restrict our attention to the case when m = 1, if not specified otherwise. When m = 1 we omit the superscript "1", i.e. we write In this section we work in the following setting: we consider complex Brownian motion B(t) + iW (t) hitting the negative part of the real axis. We are interested in finding the joint distribution of the exit time and place. We assume, as usual, the independence of the processes W and B and, for the sake of a suitable normalization, that EW 2 (t) = EB 2 (t) = 2t. We further denote
The first observation follows from a straightforward application of Lévy theorem (see, e.g. [Ba] ) of conformal invariance of two-dimensional Brownian motion, applied to the half-plane. 
and with respect to P (x,y) , where
or, equivalently,
In the last formula we denote w = (x, y).
Proof. We begin with justifying the last formula in Theorem 3.1. We denote by H = {z; ℜz > 0} the right half-plane and by τ H the first exit time from H of the Brownian motion Z t starting from the point u = (u 1 , u 2 ) ∈ H. Let Y = Z 2 . By Paul Lévy conformal invariance of Brownian motion theorem the process Y is the Brownian motion with changed time. Moreover, the halfplane H is transformed onto the set D = ((−∞, 0] × {0}) c and the hitting place of D c by the process Y is transformed under the mapping w → w 1/2 into the corresponding hitting place of H c by the process Z. In the calculations below the starting point of the process Y is denoted by w = x + iy. We then take ℜw 1/2 = (|w| + x)/2 and ℑw 1/2 = sgn(y) (|w| − x)/2. Thus, we obtain
We just have obtained the last formula. Now, if we put y = 0 in the last formula then x > 0, ((x, y) ∈ D), and we obtain the first formula. To prove the remaining part, observe that for (x, y) ∈ D and for a bounded Borel function f we obtain for τ :
The proof is complete.
We state now one more formula. Namely, if we substitute in (16) w = (0, y) we obtain Corollary 3.2.
Although the form of d-dimensional α-stable Poisson kernel for the half-space is well-known, for all α, 0 < α < 1, we provide an alternative proof. The simplest case is when α = 1 and we then apply once again Lévy's theorem. Before formulating the theorem, we introduce some notation. As before, by H we denote the (right) half-space; this time d-dimensional, d
1:
The α-stable Poisson kernel of the set H is of the form:
where
Proof. We assume in what follows that d > 1. First of all, observe that, according to general facts from potential theory, it is enough to show that for all y 1 < 0 the following identity holds:
We prove this identity by taking the (d − 1)-dimensional Fourier transform with respect to y ∈ R d−1 . Observe that taking into account the form of the (d − 1)-dimensional Fourier transform of symmetric Cauchy distribution in R d−1 we obtain
At the same time, by the following simple formula
we obtain
Thus, the transform of the left-hand side of the formula (19) takes the form
The constant C is equal to 2
). The transform of the right-hand side is of the form
After multiplication of both sides by
we see that the formula (19) takes the form sin(πα/2) π
In another words, to prove (19) it is enough to show that the function Φ is α-harmonic on the half-line (0, ∞), for every r > 0 and this is proved in the lemma below.
Lemma 3.4. The following function Φ(u) is α-harmonic on (0, ∞) (harmonic with respect to isotropic α-stable Lévy process):
Proof. We provide the proof in the simplest case, that is, for α = 1.
To check this, we apply again Theorem 3.1 or, more specifically, the transformation rule allowing to derive the 1-stable one-dimensional Poisson kernel for the set (0, ∞) from the Poisson kernel of half-space for two-dimensional Brownian motion on the (complex) plane. We follow the notation introduced in this theorem.
Recall that we identified the half-axis (−∞, 0] with the negative real coordinate axis, and that Z t was the two-dimensional complex Brownian motion on the (complex) plane. Also
for integrable functions Φ on the plane. In another words, we obtain
2 ) dv .
Observe that the right-hand side of the above equation is the usual Poisson integral of the function Φ((iv)
2 ) = Φ(−v 2 ). In our case, the function Φ(u) = e u|z| K 0 (|r+u||z|), and it is enough to show that Φ(u 2 ) extends to the classical (Newtonian) harmonic function for all z ∈ H. To do this, note that the
is harmonic over H. The boundary value of the above function (for z = iv) coincides with Φ(−v 2 ) = e −v 2 |z| K 0 (|r − v 2 ||z|). To realize that we apply the following integral formula for the functions K ν , specialized for ν = 0 (see [GR] , p. 907):
where all real-valued square roots are taken to be arithmetic (positive). It is also apparent that for z from the positive real axis the value of the function Φ(z 2 ) coincides with the above defined harmonic function. This observation ends the proof of the case α = 1. The general case is proved in [BMR] , using complex variables methods. For the proof of the case d = 1 see [W] .
Joint distribution of
Recall that we consider the two-dimensional Brownian motion (B(t), W (t)) t 0 starting from the point (x, 0), x > 0, of the positive part of the horizontal axis and hitting the negative part of the same axis. We have, as before
Now, denote the joint density of the distribution of (τ D , B τ D ) with respect to P (x,0) by h x (s, z). We determine this density using the form of the d-dimensional 1-stable (Cauchy) Poisson kernel of the half-space.
We show first that the 1-stable d-dimensional Poisson kernel for the set
t ) be the d-dimensional Brownian motion and let η t be the standard 1/2-stable subordinator independent from B. The process Y t = B ηt is our isotropic 1-stable (Cauchy) Lévy motion.
Furthermore, let W t be another, 1-dimensional Brownian motion, independent from B and let L s be its local time at 0. We represent the process η t as the right-continuous "inverse" of the process L s :
Then the process L grows exactly on the set of zeros of W . Moreover, if we define
is one of the maximal intervals at which L is constant. The process W t makes a single excursion at this interval and takes the value 0 at its endpoints.
Summarizing, we obtain
We now compute for u = (u 2 , · · · , u d ) and arbitrary bounded Borel function f :
We now determine the joint density of (τ D , B τ D ) by the form of d-dimensional α-stable Poisson kernel for α = 1.
The starting point is now the formula (18). We rewrite it in a form suitable for further calculations:
We assume in what follows that d > 1 and that α = 1. We take the (d − 1)-dimensional Fourier transform with respect to x ∈ R d−1 . Observe that taking into account the form of the (d − 1)-dimensional Fourier transform of symmetric Cauchy distribution in R d−1 we obtain
Hence, taking into account (18) and (27) we obtain
Comparing (26) we obtain
At the same time, for the 1/2-stable subordinator η t we know the explicit form of the density so we can write
Taking into account (29) we transform the last integral in the previous calculations into the form
The last formula and (26) yield the form of the joint density function of (τ D , B τ D ):
Observe that this density is the product of the density of B T D by the density of η x−w . We summarize our result in the following proposition. For the sake of further calculations we also record well-known facts concerning hitting distributions of our Brownian motion.
By τ we denote the first hitting time of the point 0 by the process W (t); by σ -the first hitting time of the point 0 by the process B(t). For the sake of convenience we also record joint densities of (τ, B τ ) and (σ, W σ ), denoted by g τ x (s, w) or g σ x (s, w), respectively. Here x = (x 1 , x 2 ) is the starting point of (B(t), W (t), ). The (marginal) density of the variables τ , σ is denoted by g x (s). By p(t, x, w) we denote the transition density (depending on the context) of (one or two -dimensional) Brownian motion. The crucial (and well-known) observation stemming out of the reflection principle for one dimensional Brownian motion starting from the point y > 0 is the following: g y (s) = (y/s)p(s, y, 0). This at once yields the formulas for the joint densities of (τ, B τ ) and (σ, W σ ).
Proposition 3.5. We have for z < 0 < x and s > 0
An intriguing observation about the density h x (z, s) is contained in the following Corollary 3.6. We have for z < 0 < x and s > 0
We recall that g a (s) denotes the density of τ with respect to P a . When the process starts outside the positive axis situation is much more complicated. Namely, we have the following, see [BMR] :
From this theorem we can recover the joint distribution of (τ D , B(τ D )):
Corollary 3.8.
Proof. From the preceding theorem and the representation of K 1/2 (x) = π/2x e −x we obtain
This and the formula from the theorem yield the result.
The Theorem 3.7 enables us to express the value of the conditional gauge u(z, w), defined as
] for z ∈ D and w < 0. We recall that E z x denotes the conditional expectation with respect to the density function of the distribution (B(τ D ), W (τ D )) = (B(τ D ), 0) which we denoted by h(z, w). For the Brownian motion it is equivalent to the usual conditioning by the random variable B(τ D ). We thus have Theorem 3.9. For z ∈ D, w < 0 we obtain the following formula
Proof. Computing the function u(z, w) as conditional expectation we obtain
We recall that the distribution of B(τ D ), denoted by h(z, w) is given by the formula:
In what follows we apply (d−1)-dimensional Fourier transform for various objects pertaining our processes. We begin with the Gaussian case Lemma 3.10.
Applying the above relation for d-dimensional α-stable process we obtain Lemma 3.11.
We recall that p m u (x, y) denotes the transition density function of the 1-dimensional α-stable relativistic process with the parameter m. Thus, the application of (d − 1)-dimensional Fourier transform on the d-dimensional α-stable process produces the 1-dimensional α-stable relativistic process with the parameter m = |z| α where z is the argument of the Fourier transform. Taking into account the relation (26) and the above calculations we obtain
Here ρ is the first exit time of the relativistic Cauchy process X |u| t with the parameter |u| from the halfline (0, ∞). Comparing with the previous calculations we obtain Theorem 3.12. We obtain
As a corollary we exhibit an explicit form of the density function of relativistic Cauchy 1-Poisson kernel:
Proof.
In the case of halfline we obtain
Here h(x, z) denotes the P (x,0) density function of B(τ D ) and is easily identifiable. We recall that To determine its value we need once again some information about relativistic process.
Denote h(x, w) u(x, w) = h(x, w) u(x, w) + δ 0 (x − w).
Theorem 3.14. We have for (x, y) ∈ D and w < 0
wherep |y| is the Cauchy relativistic stable process with parameter m = 1 and the Fourier transform of the right-hand side of (35) is of the form
We begin with computing Fourier transform of Ψ((x − z), y)
On the other hand
Thus, we obtain for
The same calculations apply for (−∞, −1] × {0} ∪ [1, ∞) × {0} with the exception that in the last integral we integrate over |w| 1 instead of w 0.
In the same way we can express the Green function of D.
Theorem 3.15. We obtain
When (z 1 , z 2 ) = (z 1 , 0) with z 1 > 0 then we obtain
The formula for Poisson kernel of the set D enables us to write down a more explicit form of the λ-Green function of this set. For convenience we take λ 2 /2 instead of λ. As a corollary we write the transition density of our process but only in the case when both arguments are in the horizontal line.
We recall that x = (x 1 , x 2 ) and the same convention applies to y. We also denote y * = (y 1 , −y 2 ) for y = (y 1 , y 2 ).
Theorem 3.16 (λ 2 /2-Green function). We have the following formula
H (x, y) .
We assume here that |x 2 | > 0 and |y 2 | > 0. We also denote G
where |x 2 |, y > 0. For x 2 = 0 we obtain for G
where x, y > 0.
Proof. Let f be a bounded Borel function on R 2 . Under the assumption that |x 2 | > 0 we compute the λ 2 /2-Green operator on f
Let us note that the λ 2 /2-harmonic operator of H is defined as
can be thus written as follows
Applying this equation once again for G λ 2 /2 D ((w, 0), y) as for the function of y and taking into account that G λ 2 /2 H ((w, 0), y) = 0 we obtain the conclusion. Observe that if x 2 = 0 then we already have τ < τ D so the corresponding terms vanish. By Fubini's theorem and from Theorem 3.3 in the paper [BMR] with α = 1 = d and m = λ we obtain the formula (37). This formula and the calculations above yield (36). The formula (38) is read from the paper [BMR] .
Corollary 3.17 (Transition density of killed process). We obtain
For x 2 = 0 we obtain
The convolution above is uderstood as with respect to semigroup parameter.
Proof. Taking into account the definition of the modified Bessel function of the second kind K −1/2 we obtain
so putting this into formula (38) we obtain, after changing the order of integration:
Changing variable (u 2 − (x − y) 2 ) 1/2 = v and taking into account that we delt with the λ 2 /2-Green function, being the Laplace transform of the transition density of the killed process, the conclusion follows.
Corollary 3.18.
We also obtain
Proof. We begin with justifying the first formula. Observe that the two-dimensional Brownian motion is recurrent so we have to work with the compensated potential U(x, y) = U(x − y),
We thus obtain
The sweeping-out principle now yields
To prove the second formula we first observe that the potential U(·, w) is a harmonic function on a half-plane, for w ∈ (−∞, ∞) × {0} so we obtain for (x 1 , x 2 ) ∈ H, with H = {(u, v); v > 0}:
This and the sweeping-out formula gives the following form of the Green function
is the Green function of the one-dimensional Cauchy process Y t = B ηt for the halfaxis (0, ∞). The last equality follows from the fact that the Green function G
, y) and the formula (43) holds as well.
To finish the proof, observe that the Green function of one-dimensional Cauchy process Y t = B ηt , is of the form (see, e.g. [R] )
This last observation completes the proof.
Remark. The formula (42) can be written in a more concise form. Namely, we have the following identity
Intuitive meaning of the above formula for λ = 0 is that the value at (x 1 , x 2 ) of the density function of time spent in the set D by the process (W t , B t ), starting from the point (0, y), with y > 0, is the same as the density of time spent by the same process starting from the point (x 1 , x 2 ) up to the moment of first hitting time of positive part of horizontal axis and then behaving as one-dimentional Cauchy process Y t , starting from the hitting point B τ > 0.
The identity (43) can be used to show that the one-dimensional Green function determined as
is not well-defined. Indeed, for a positive Borel function f we obtain
the last equality follows from the fact that P t f (v) = ∞, since the one-dimensional Cauchy motion is reccurent.
Recall that λ-Green function (of the set D) is defined as the density function of the λ-Green operator determined by the formula
Conditional λ-Green operator, z ∈ ∂D is defined analogously:
Since p
we have the following relationship:
Let e q (t) = e t 0 q(Xs)ds (in our case X s = (W s , B s − 2µs) and q(x 1 , x 2 ) = −e 2x 2 ). We define q-potential operator
Conditional q-potential operator:
, where h(x, z) is a Poisson kernel for D of (B t − 2µt, W t ). The formula for it isgiven in the next section. Now compute
The last equality follows from the fact that deq dt = e q (t)q(X t ). We state an important relation between the λ-Green function of the set D and the conditional gauge E (0,y) z e −λτ D . Although it is well-known ( [ChZ] ), we provide the proof for the sake of convenience.
Lemma 3.20.
Proof. Let Φ be a bounded measurable function of real variable. By the strong Markov property we obtain
The result is now a direct consequence of comparison of the densities functions.
Lemma 3.21.
We now need another formula of the sweeping-out type pertaining the λ-Green function (of the set
We begin with the following calculation:
We need to compute now
Observe that we have
On the other hand, we have the following formula for the λ-Green function of the set H:
Here U λ is the λ-potential of the process (W t , B t ). We have
A direct computation yields
Transition density of the conditional process
In this section we give a representation formula for the transition density of the process (B(t), W (t)) conditioned to exit D at the specified point (z, 0) of D c . The following technical lemma is essential in what follows. We recall that τ denotes the first hitting time of the point 0 by the process B(t). By p(t, x, y) we denote the transition density of the process (B(t), W (t)) and p Proof. By previous arguments we obtain
This obviously ends the proof.
For further applications we write the density of the killed process in a more computational form: (W (t) , B(t)) is starting from the point(0, y). Then under the new probability Q the process (W (t), B(t) + 2µt) is a BM(with variance 2t) starting from the point(0, y). The probability Q satisfies: 
We recall that g a (s) denotes the density of τ with respect to P a . Also observe that g µ a (s) = g a (s)e µa e −µ 2 s is the density of τ µ -hitting time of 0 by the process B(t) − µt with respect to P a . Let h µ y (z) be the density of B µ τ D
. Integrating h µ y (z, s) with respect to t we obtain a surprising fact that h µ y (z) = h y (z) -it does not depend on µ! Let H a = R × R + \ {0} × [0, a], a > 0. Let X t = y exp(B(t) − 2µt) -vertical coordinate of hyperbolic BM. We can easily find the joint density of (X τ Ha , τ Ha ) as a consequence of Corollary 5.1.
Corollary 5.2. We have for 0 < z < a < y and s > 0 
where A ′ y (∞) is a copy of A y (∞), independent from A y (τ D ) and X τ D . The relation (61) can also be read as follows:
Taking expectation of both sides, we obtain
If we assume that E y A(∞) < ∞ we can compute = E (0,y) A(τ D ). Also we can write this for a single t:
Let ψ(λ) = E exp(−λA 1 (∞)). Then the last relationship reads: E y [exp(−λA(∞))|F t ] = ψ(λX 2 t ) exp(−λA(t)), which means that ψ(λX
