INTRODUCTION
J. H. Conway [4] discovered that the Class On of all ordinal numbers is turned into an algebraically closed Field Ons of characteristic two by the following inductive definitions of addition and multiplication :
01+ /3 is the least ordinal distinct from all ordinals 01' + /3 and a f ,!?', LX/? is the least ordinal distinct from all ordinals (0~'p-t CL/Y) + OL'/Y.
In each case, 0~' and /Y range over all ordinals smaller than 01 and p, respectively.
Conway has shown, inter alia, that a suitable beginning segment of Onz is an algebraic closure of the two-element subfield (0, 11, cf. section 1. The purpose of this paper is to prove that, in this beginning segment, the field operations can be performed in an effective manner.
Following Conway we distinguish the ordinary ordinal operations from those in On2 by the use of square brackets [ ]-that is, all sums, products and powers appearing inside square brackets are meant in the sense of classical ordinal arithmetic, cf. Bachmann [2] , and all others represent operations in Ona. A single decimal digit between square brackets refers to the bibliography at the end of this paper. We denote by o the least infinite ordinal, and we identify each ordinal number with the set of all previous ones. In particular, 2 = {0, 1). Notice the analogy with (1.2). But this rule does not enable us to compute all products, since it may happen that [m(q) + m'(q)] >p for some q. Thus it remains to specify the ordinals (x~)P. This is done by the second multiplication rule :
where ap is the smallest ordinal <xp which cannot be written as /?P, with /3<+ For proofs of these statements we refer to [4] . The only obscure quantities here are the ordinals alp. In section 3 we show that they can be effectively determined. It follows that multiplication in [CC&"] can be performed effectively, if the ordinals are written as in (1.1) with exponents expressed in the form (1.4). The same holds for division, since every non-zero element of [UYJJ"] has finite multiplicative order. We leave it to the reader to deduce from (2.1) and (3.5 The proof of (2.1) is by induction on the number of different primes dividing it. If h=q then g= 1 and the assertion is clear. Generally, since g divides h we have
We shall also need (2.4) x,+a= [x,+or] for all a<%,.
To see this, notice that the inductive hypothesis implies that zg is a finite sum of terms x,t, each one of which is larger than xq. The relation (2.4) then follows from (1.2).
In the first case, q divides d(Xg). Since d(xg) is also divisible by g, it is divisible by h, so lcg> xn, and (2.3) shows that Ith=xg, as required.
Before treating the second case we prove a lemma. The number m is called the exce.sa of aP over xf(r).
PROOF: Since 01~ is no p-th power in the field xP, the p-th power map 2(c+) -+ 2(cyP) is not surjective. Consequently, it is not injecthe, so cPE 2(01,). This implies that d(~l~) is divisible by d(cp) = f(p), and we find
Conversely, since d(zf(p)) is divisible by f(p), we have cP E 2(xf(P)), so the p-th power map S(lt,,,,) -+2(~f(~)) is not injective. Therefore some element p E 2(ltf(r)) is not a p-th power in 2(zff(,)). Since no subextension of 2(xftP)) C xP has degree p over 2(ltfe,)), it follows that p is still not a p-th power in xP. But by lemma (3.4), stated and proved below, we can write /3 as a product of elements of the form xfcp) + m, m E o. It follows that there exists mo E o such that the element xftp) + mo of xP has no p-th root in ~lr. We conclude Hence, if one tries @= [xj(r) +m] for m = 0, 1, 2, . . . in succession, then ap is the first /? for which (3.6) fails. This proves (3.5). Table ( 4.1) gives, for each odd prime number ~~43, the value of f(p), the elements of C&f(p)) (cf. (2.2) ), th e excess of 01~ over xj(r) (cf. (3.1) ) and the value of ap. 
EXAMPLES

