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ABSTRACT 
Throughout the 1980s and 1990s, as the semiconductor industry upheld Moore’s Law 
and continuously shrank device feature sizes, the wavelength of the lithography source 
remained at or below the resolution limit of the minimum feature size.  Since 2001, however, 
the light source has been the 193nm ArF excimer laser.  While the industry has managed to 
keep up with Moore’s Law, shrinking feature sizes without shrinking the lithographic 
wavelength has required extra innovations and steps that increase fabrication time, cost, and 
error.  These innovations include immersion lithography and double patterning.  Currently, the 
industry is at the 14 nm technology node.  Thus, the minimum feature size is an order of 
magnitude below the exposure wavelength.  For the 10 nm node, triple and quadruple 
patterning have been proposed, causing potentially even more cost, fabrication time, and error. 
Such a trend cannot continue indefinitely in an economic fashion, and it is desirable to 
decrease the wavelength of the lithography sources.  Thus, much research has been invested in 
extreme ultraviolet lithography (EUVL), which uses 13.5 nm light.  While much progress has 
been made in recent years, some challenges must still be solved in order to yield a throughput 
high enough for EUVL to be commercially viable for high-volume manufacturing (HVM).  One of 
these problems is collector contamination.  Due to the 92 eV energy of a 13.5 nm photon, EUV 
light must be made by a plasma, rather than by a laser.  Specifically, the industrially-favored 
EUV source topology is to irradiate a droplet of molten Sn with a laser, creating a dense, hot 
laser-produced plasma (LPP) and ionizing the Sn to (on average) the +10 state.  Additionally, no 
materials are known to easily transmit EUV.  All EUV light must be collected by a collector optic 
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mirror, which cannot be guarded by a window.  The plasmas used in EUV lithography sources 
expel Sn ions and neutrals, which degrade the quality of collector optics.  The mitigation of this 
debris is one of the main problems facing potential manufacturers of EUV sources.  which can 
damage the collector optic in three ways: sputtering, implantation, and deposition.  The first 
two damage processes are irreversible and are caused by the high energies (1-10 keV) of the 
ion debris.  Debris mitigation methods have largely managed to reduce this problem by using 
collisions with H2 buffer gas to slow down the energetic ions.  However, deposition can take 
place at all ion and neutral energies, and no mitigation method can deterministically deflect all 
neutrals away from the collector.  Thus, deposition still takes place, lowering the collector 
reflectivity and increasing the time needed to deliver enough EUV power to pattern a wafer.  
Additionally, even once EUV reaches HVM insertion, source power will need to be continually 
increased as feature sizes continue to shrink; this increase in source power may potentially 
come at a cost of increased debris.  Thus, debris mitigation solutions that work for the initial 
generation of commercial EUVL systems may not be adequate for future generations.  An in-situ 
technology to clean collector optics without source downtime is required. which will require an 
in-situ technology to clean collector optics. 
The novel cleaning solution described in this work is to create the radicals directly on 
the collector surface by using the collector itself to drive a capacitively-coupled hydrogen 
plasma.  This allows for radical creation at the desired location without requiring any delivery 
system and without requiring any source downtime.  Additionally, the plasma provides 
energetic radicals that aid in the etching process.  This work will focus on two areas.  First, it will 
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focus on experimental collector cleaning and EUV reflectivity restoration.  Second, it will focus 
on developing an understanding of the fundamental processes governing Sn removal.  It will be 
shown that this plasma technique can clean an entire collector optic and restore EUV 
reflectivity to MLMs without damaging them.  Additionally, it will be shown that, within the 
parameter space explored, the limiting factor in Sn etching is not hydrogen radical flux or SnH4 
decomposition but ion energy flux.  This will be backed up by experimental measurements, as 
well as a plasma chemistry model of the radical density and a 3D model of SnH4 transport and 
redeposition. 
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 CHAPTER 1 
INTRODUCTION 
One of the greatest marvels of modern technology is integrated circuit manufacturing, 
in which microscopic and nanoscopic transistors are etched and connected on silicon wafers.  
With remarkable speed, this process forms large circuits that would require an incredible 
amount of time and space to replicate with macroscopic components.  The use of automated 
processes to create transistors on silicon wafers has revolutionized modern life.  First 
introduced in the second half of the 20th century, integrated circuits gave rise to such important 
events as the personal computer boom of the 1980s & 1990s, and they continue to be at the 
heart of the mobile device boom of the 21st century, which has made devices such as cell 
phones, music players, and tablets ubiquitous in modern life. 
Continuous advancement in this field is made possible by the semiconductor industry’s 
adherence to a standard called Moore’s Law, which was proposed by its namesake, Intel co-
founder Gordon Moore.  Moore’s law states that the number of cost-effective transistors on a 
single integrated circuit chip must double every two years [1].  In just 30 years, the minimum 
feature size on a chip has shrunk from 1μm to 14nm [2] (in industry terms, manufacturing has 
reached the “14 nm half-pitch” node).  Such rapid progress is what has enabled the 
semiconductor industry to continue unabated exponential improvement for decades.  
Adherence to Moore’s Law has been made possible by advancements in lithography, the 
process by which an integrated circuit pattern is originally transferred to a wafer. 
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Currently, the industrial workhorse is optical lithography, which uses a 193 nm laser to 
pattern features on the Si wafer.  However, since the 14 nm minimum feature size is an order of 
magnitude smaller than the 193 nm lithographic wavelength, time-consuming and expensive 
techniques are needed in order to pattern such small features with such a comparatively large 
wavelength. 
 Due to the small size of the shrinking half-pitch compared to the 193nm wavelength, it 
is desirable to develop a new lithographic technology based around a smaller wavelength of 
light [3].  The most viable candidate for next-generation lithography uses 13.5nm light, which 
lies in the extreme ultraviolet (EUV) range and is produced by plasmas.  Unfortunately, EUV 
lithography must overcome a host of problems before reaching cost-effectiveness.  One key 
problem is collector optic contamination. 
Collector contamination is caused by the interaction between the EUV light source and 
the first piece in the optical chain: the collector optic.  Due to the 92 eV energy of a 13.5 nm 
photon, EUV light must be made by a plasma, rather than by a laser.  Specifically, the 
industrially-favored EUV source topology is to irradiate a droplet of molten Sn with a laser, 
creating a dense, hot laser-produced plasma (LPP) [4,5] and ionizing the Sn to (on average) the 
+10 state [6,7].  In the past, different fuels, such as Xe, were considered, allowing for gas 
discharge-produced plasmas (DPPs).  However, the high power requirements for EUV sources, 
coupled with the low conversion efficiency of non-Sn fuels and DPP topologies, rendered these 
sources inadequate for EUV power production [8,9].  While DPPs can still be used for low-
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power metrology applications, the EUV power market has been captured exclusively by Sn-
based LPPs.   
The optics for such sources are normal incidence multilayer mirrors (MLMs).   To 
overcome the high EUV absorption of all known solid materials, MLMs employ synthetic Bragg 
reflection to reflect EUV light.  This requires stacks of 7 nm-thick Mo/Si bilayers, which cause 
Bragg reflection of 13.5 nm light [6].  The first of the mirrors is the collector optic, which collects 
the EUV light from the source and sends it to the rest of the optical chain.  Due to the absence 
of any known EUV-transparent material of substantial thickness, the collector optic is exposed 
directly to the Sn plasma.   
This Sn-based plasma emits Sn ion and neutral debris, which can damage the collector 
optic in three ways: sputtering, implantation, and deposition.  The first two damage processes 
are irreversible and are caused by the high energies (1-10 keV) of the ion debris [10].  Debris 
mitigation methods have largely managed to reduce this problem by using collisions with H2 
buffer gas to slow down the energetic ions.  However, deposition can occur at all ion and 
neutral energies, and no debris mitigation technique can deterministically deflect all neutrals 
from the collector.  Thus, deposition still takes place, lowering the collector reflectivity and 
increasing the time needed to deliver enough EUV power to pattern a wafer. 
Luckily, deposition is a reversible process.  However, a suitable cleaning technique must 
be employed.  Externally cleaning the collector requires both cost and significant source 
downtime; therefore, it is desirable to clean the collector in-situ, or inside the EUV source 
chamber. 
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Most in-situ cleaning techniques employed in industry and studied in academia have 
utilized etching by atomic H radicals [11, 12, 13, 14], which chemically react with Sn to form 
volatile SnH4.  However, these studies have been performed by utilizing a remote radical source 
and then blowing the radicals at a Sn-coated sample.  While this is a possible technique, its 
application to a real EUV system could necessitate the insertion of a delivery system in front of 
the collector (causing downtime) and could be subject to radical diffusion and recombination 
on the walls of the delivery system in the chamber.   
The novel cleaning solution described in this dissertation is to create the radicals directly 
on the collector surface by using the collector itself to drive a capacitively-coupled hydrogen 
plasma.  This allows for radical creation at the desired location without requiring any delivery 
system and without requiring any source downtime.  Additionally, the plasma provides 
energetic radicals that aid in the etching process.  This dissertation will focus on two areas.  
First, it will focus on experimental collector cleaning and EUV reflectivity restoration.  Second, it 
will focus on developing an understanding of the fundamental processes governing Sn removal.  
It will be shown that this plasma technique can clean an entire collector optic and restore EUV 
reflectivity to MLMs without damaging them.  Additionally, it will be shown that, within the 
parameter space explored, the limiting factor in Sn etching is not hydrogen radical flux or SnH4 
decomposition but ion energy flux.  This will be backed up by experimental measurements, as 
well as a plasma chemistry model of the radical density and a 3D model of SnH4 transport and 
redeposition. 
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CHAPTER 2 
BACKGROUND 
In order to mass-produce computer chips, it is necessary to transfer an image from a 
mask and replicate it on wafers.  This process is known as “lithography”, which literally means 
“writing in stone.”  Many different methods of performing lithography exist.  However, the 
most common lithographic technique, which has been used in all major commercial HVM 
applications, is optical lithography.  Unfortunately, conventional (non-plasma-based) optical 
lithography is reaching its limits as feature sizes continue to shrink.  Of all the next-generation 
lithography (NGL) candidates, EUV lithography is the one that represents a continuation of the 
basic principles behind optical lithography; additionally, it is the NGL candidate that shows the 
most immediate promise for HVM use.  This chapter will present a review of the basics of 
optical lithography, followed by a discussion of EUV lithography and its differences from 
conventional optical lithography.  These differences will serve as a motivation for the Sn 
removal work in this thesis, and the external literature regarding hydrogen-based Sn removal 
will be summarized. 
2.1 Optical Lithography 
In the manufacturing of integrated circuits, highly complex patterns must be etched into 
Si wafers.  The plasma and chemicals necessary to etch Si cannot simply be directed to etch 
these patterns directly.  Light, however, can be directed according to these patterns.  This is the 
key to optical lithography. 
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In optical lithography, a wafer is first coated with a type of photoresist. Similar to the concept 
behind camera film, a photoresist is a material that is chemically altered when exposed to light 
[15].  The exposure causes a chemical change in the photoresist, causing a difference in 
solubility between the exposed and unexposed regions.  After being exposed to patterned light, 
the photoresist is washed (“developed”) with chemicals that dissolve and remove the soluble 
portions; methods to develop resist with plasmas exist, as well [16].  In a so-called “positive-
tone” resist, exposure breaks bonds and increases the solubility of the exposed sections; after 
development, tranches are left behind where light struck the photoresist.  In a “negative-tone” 
resist, the opposite is true; exposure to light strengthens the resist, allowing the unexposed 
resist to be developed away.  In this case, resist remains on the wafer only in areas which were 
exposed [17]. 
 In this manner, the pattern is transferred onto the photoresist, and the wafer is 
selectively exposed.  Plasma etching can then take place, with the unexposed photoresist 
serving to protect the rest of the wafer from the etchant.  Typically, the etch rate of the wafer is 
much higher than that of the unexposed photoresist, causing the desired trench patterns to be 
etched into the wafer long before the unexposed photoresist is etched away.  After plasma 
etching, the unexposed photoresist is removed.  The optimal resist stripping process varies by 
substrate; the most common method now is O2 plasma ashing.  Sometimes, wet (chemical) 
stripping is employed, followed by a plasma-based “descumming” process that eliminates 
residues left by the stripping chemical [18].  In this manner, manufacturers are left simply with 
a wafer that has the desired patterns etched into it. 
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 Throughout the history of optical lithography, the light used for patterning has been 
provided by a source which produces a desired electronic transition in an excited-state neutral 
atom or molecule.  Currently, the light used to expose the resist is typically produced by a 
193nm ArF excimer laser in current commercial applications [6].  The light is then focused by a 
condenser lens before passing through a patterned mask.  The mask contains the desired 
pattern to be transferred onto the wafer.  While part of the mask is transparent, the rest is 
opaque.  In this manner, the light passes through the mask according to the desired pattern. 
 After passing through the mask, the newly-patterned light is focused by a projection 
lens, which reduces the image size to that of a computer chip.  The wafer is exposed to this 
image, causing the pattern for one chip to be transferred to the photoresist.  A simplified 
diagram of a conventional optical lithography system is shown in Fig. 2.1. 
 After one computer chip image has been transferred to the photoresist, the wafer is 
moved and the process repeated, with the same pattern being placed at a different location on 
the wafer.  In an attempt to minimize material costs, as many copies of this image as possible 
are placed on the wafer.  The wafer is then put through the previously-described process of 
developing the photoresist and etching the exposed sections of the wafer, transferring the 
pattern onto the wafer itself. 
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Figure 2.1: In a conventional optical lithography system, light is focused onto a transparent mask, which is patterned with an 
absorber that transfers the pattern to the beam of incident light.  This patterned light is then focused onto a wafer covered 
with photoresist.  Figure taken from Ref. 19. 
 As will be seen shortly, the wavelength of the light is a limiting factor in the resolution, 
which determines the smallest feature size that can be transferred onto the photoresist.  This 
fact is what drives the desire to use EUV. 
2.1.1: Resolution 
One of the two figures of merit and fundamental limits in any optical lithography system 
(conventional or EUV) is resolution.   Its principle is similar to that used in viewing an image via 
optical microscopy.  In a microscope, the resolution is the minimum length needed between 
objects in order for those objects to be resolved as separate features in an image.  Any attempt 
to view objects which are too close together will result in overlap and a fuzzy blur. 
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Similarly, in lithography, resolution determines the smallest feature size which can be 
printed.  Any attempt to print smaller features will result in overlap.  The resolution, R, of a 
single exposure is given by the equation 
𝑅 = 𝑘1
𝜆
𝑁𝐴
 
 
(2.1) 
where k1 is a constant dependent on the optical system, λ is the wavelength of light, and NA is a 
quantity called “Numerical Aperture” [20].  NA is defined below, where n is the refractive index 
and θ is half the angle formed by the focused light rays as they hit the wafer. 
𝑁𝐴 = 𝑛 𝑠𝑖𝑛𝜃 (2.2) 
An illustration  of the half-angle θ is shown in Figure 2.2. 
 
Figure 2.2: The beam of light is focused by a projection lens onto the wafer surface.  The light focused onto the wafer can be 
described by a cone with angle 2θ.  Figure taken from [20]. 
It should be evident from Equation 2.1 that there are three ways to directly decrease R and 
print smaller features: (a) decrease k1, (b) decrease λ, and (c) Increase NA.   
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The factor k1 is a process-dependent scaling factor that captures facets of the 
lithography system not included in λ or NA.  This factor is largely dependent on the bandwidth 
of the light source.  As the bandwidth of the light source is lowered, k1 is lowered, too.  A graph 
showing the dependence of k1 on the bandwidth (referred to as “E95”, or the bandwidth that 
captures 95% of the energy) is shown below in Fig. 2.3. 
 
Figure 2.3: The dependence of k1 on the 95% spectral bandwidth, or E95, of the light source is shown.  By decreasing the light 
source bandwidth, k1 can be decreased.  Figure from [21]. 
However, as the bandwidth shrinks becomes closer to a delta function, the process margin 
becomes smaller, and small fluctuations in the bandwidth have a greater effect on critical 
dimension (CD) uniformity.  Lower CD uniformity (higher variation in the CD) means that the 
real size difference between ideally-identical features becomes larger.  A graph of variation in 
the CD caused by fluctuations in the bandwidth is shown for various k1 values in Fig. 2.4.  As the 
bandwidth shrinks and k1 grows, bandwidth stability increases CD variation more and more. 
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Figure 2.4: The dependence of k1 on the 95% spectral bandwidth, or E95, of the light source is shown.  By decreasing the light 
source bandwidth, k1 can be decreased.  Figure from [21]. 
Most sources list the limit of k1 as between 0.25 and 0.3 [21, 22, 23]. 
NA can be increased by making use of Equation 2.2 and passing the light through a 
material with a higher refractive index n.  Immersion lithography, mentioned earlier, consists of 
placing high-n materials (such as water, which has a refractive index of 1.44) between the 
projection lens and the wafer, causing NA to rise and feature size to decrease.  Unfortunately, 
fluids with very high n often absorb much of the light they are attempting to transmit.  
Absorbance of various immersion lithography fluids is shown in Fig. 2.5. 
 
Figure 2.5: Absorbances of various fluids at 193 nm are shown.  Higher absorbance reduces power to the wafer in immersion 
lithography.  Figure taken from [24]. 
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Unfortunately, increasing the numerical aperture produces an unintended side-effect 
related to the lithography’s second figure of merit, depth-of-focus. 
2.1.2: Depth-of-Focus 
 If photoresists and integrated circuits were truly 2-dimensional, resolution would be the 
only figure of merit in optical lithography.  In reality, trenches are not 2D images; they are 3D 
shapes that have a non-negligible depth.  In fact, modern integrated circuit features often have 
large aspect ratios.  Accordingly, when using lithography to expose photoresist, photons must 
penetrate a non-negligible depth of photoresist and remain in focus throughout this depth.  The 
maximum depth that the photons can travel while remaining in focus is called the “depth-of-
focus” (DOF), given by Equation 2.3, where k2 is a process-dependent constant: 
𝐷𝑂𝐹 = 𝑘2
𝜆
(𝑁𝐴)2
 
(2.3) 
Like Equation 2.1 for resolution, Equation 2.3 for DOF contains λ in the numerator and NA in the 
denominator.  The only new value in Eq. 2.3 is k2, which is another process-dependent 
constant.  This value is an empirically-determined scaling parameter dependent on the 
resolution, the lithography system, and the definition of acceptable imaging for the particular 
feature being imaged.  A typical value for k2 is 0.5 [24, 25]. 
Unfortunately, while resolution must be made as small as possible, DOF must remain 
large enough to support the high aspect ratios of today’s integrated circuits.  Of the ways to 
increase resolution, increasing NA comes at a great cost when DOF is considered.  Though 
decreasing λ will decrease the DOF, increasing NA will cause exponentially greater reductions in 
DOF.  This suggests the need for a smaller λ. 
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2.1.3: 193 nm Lithography Extension and Alternative NGL Techniques 
As Eq. 2.1 suggests, it can become difficult to pattern feature sizes significantly smaller than the 
lithographic wavelength.  Due to this fact, the wavelength of the lithography source remained 
at or below the resolution limit of the minimum feature size [26]. 
 
Figure 2.6: For years, lithography was performed with a minimum feature size at or above the wavelength of the incident 
light.  However, in more recent years, feature sizes have dropped below the wavelength.  The 193nm ArF laser used in the 
early 2000s is still in use today, though the feature size has continued to shrink in accordance with Moore’s Law.  This 
necessitates a shift to a lower wavelength.  Figure from [26]. 
As seen in Fig. 2.6, light sources initially utilized transition lines from a mercury lamp; 
these sources were succeeded by KrF and ArF excimer lasers.  Since the adoption of the 193nm 
excimer laser, however, the wavelength used in optical lithography has not decreased.  This 14-
year-long use of the same light source is unprecedented and has resulted in feature sizes more 
than an order of magnitude below the wavelength.  Today, the industry is at the 14 nm node 
and still using a 193 nm light source.  Even with immersion lithography, this is beyond the 
ability of a single exposure, as shown in Table 2.1.  Data are based on Ref. 23.  Note that the 
maximum numerical aperature is slightly smaller than the refractive index, since the maximum 
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practical half-angle in Fig. 2.2 is less than 90°.  The largest realistic angle results in the sinθ term 
of Eq. 2.2 being approximately 0.93 [22].  A value of k1=0.25 was used. 
Fluid Refractive Index NAmax Rmin 
Water 1.44 1.34 36.2 nm 
H2SO4 (19 vol. %) 1.48 1.38 35.1 nm 
Cs2SO4 (40 wt.%) 1.60 1.49 32.5 nm 
H3PO4 (17 vol. %) 1.63 1.52 31.8 nm 
Table 2.1. Resolution limits are shown for immersion lithography setups with various fluids.  Data are based on Ref. 23. 
 
 The resolution limits provided by Eq. 2.1 are, of course, resolution limits for a single 
exposure.  If one exposure cannot provide a small enough resolution (as is the case for today’s 
14 nm node), two exposures can be used.  This technique is called double patterning. 
Double patterning involves splitting the lithographic process into multiple steps, each 
with its own mask.  A desired pattern is split up over two masks, with each mask conforming to 
the resolution limit set by Equation 2.1.  Different methods of double patterning exist; three are 
described here. 
Litho-Etch-Litho-Etch (LELE) contains two cycles of lithography and etching, as the name 
implies.  The process is set up by depositing a hard mask onto the Si substrate to which the 
pattern will eventually be transferred.  This hard mask is then coated with resist.  The resist is 
exposed to patterned light in a lithography step and is developed.  The pattern in the resist is 
then transferred to the hard mask by an etching process that etches the exposed pattern into 
the hard mask.  A new coating of resist is then applied, and lithography is performed again; a 
second photomask is used to expose a different pattern on the new resist.  Thus, the wafer 
surface now contains a pattern made of both photoresist and hardmask.  Finally, an etching 
process is performed that etches the exposed sections of the wafer.  The resist and hardmask 
are then removed.  This is shown in Fig. 2.7. 
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Figure 2.7: The Litho-Etch-Litho-Etch (LELE) variant of double patterning is shown.  This essentially consists of performing 
lithography and etching a pattern into a surface twice.  The second pattern is produced with a different mask than the first.  
After the second lithography step, the superposition of both patterns is present on the Si surface; this cumulative pattern is 
then etched into the Si.  Figure taken from [27]. 
A similar variation, “Litho-Freeze-Litho-Etch” (LFLE) contains only one etch step.  There 
is no hardmask used in this process; the first lithography step is performed in the traditional 
manner, with photoresists being patterned on top of a wafer.  After the resist is patterned and 
developed, it is then chemically “frozen” such that future exposure and developed do not affect 
it.  The structure is then coated with a different resist.  The second lithography step is then 
undertaken.  The new resist is exposed and developed; the result is a cumulative pattern made 
of both the developed second resist and the developed first resist.  This pattern is then etched 
into the Si, and the resists are stripped.  This is shown in Fig. 2.8. 
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Figure 2.8: The Litho-Freeze-Litho-Etch (LFLE) variant of double patterning is shown.  This essentially consists of performing 
two lithography sets, each with a different mask, on two resists that are superimposed on one wafer.  After lithography is 
performed on the first resist, the resist is chemically “frozen” to lithography and etching a pattern into a surface twice.  The 
second pattern is produced with a different mask than the first.  After the second lithography step, the superposition of both 
patterns is present on the Si surface; this cumulative pattern is then etched into the Si.  Figure taken from [27]. 
Finally, self-aligned double patterning (SADP) utilizes a somewhat different 
methodology.  In SADP, lithography is used to expose a pattern in resist, which is then 
developed.  After this, a different material called the “spacer” is grown in top of the wafer and 
patterned resist.  As the spacer is deposited, it forms sidewalls along the sides of the resist 
structures.  These sidewalls are thinner than the original resist feature size.  Etching is then 
employed to vertically etch a certain thickness of the spacer so that the resist structures and 
the wafer are no longer covered.  However, once the spacer is removed from the wafer and the 
top of the resist, the sidewalls remain, due to their height.  The resist is then stripped, leaving a 
structure consisting solely of sidewalls.  These sidewalls then serve the purpose of a traditional 
resist: an etching step is undertaken, and the wafer is etched wherever it is not protected by 
the sidewalls.  However, as mentioned before, the sidewalls are thinner than the resolution 
limit; thus, sub-resolution-limit feature sizes have been etched into the wafer. 
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Figure 2.9: Self-aligned double patterning (SADP) is shown.  After a traditional lithography step, a spacer is deposited around 
the resist features.  This spacer is then vertically etched, exposing the tops of the resist structrues and parts of the wafer 
between the resist structures.  However, the sidewalls formed around the sides of the resist structures are much taller than 
the other areas of the spacer, and these sidewalls remain after the other areas are etched away.  The resist is then stripped, 
leaving sidewall structures on op of the Si.  These sidewalls are thinner than the original resist features.  Finally, etching 
transfers the sidewall pattern into the wafer.  Thus, sub-resolution-limit features are transferred to the wafer.  Figure taken 
from [27]. 
Aside from requiring more time for multiple exposures, the drawbacks of double 
patterning include the fact that complicated algorithms are necessary to determine how best to 
split a pattern between two masks.  Additionally, the fabrication of the additional masks adds a 
significant cost.  Finally, the process is incredibly sensitive to pattern overlay and mechanical 
tolerances.  The wafer must be positioned in exactly the correct fashion in regard to both masks 
in order for the patterns to transfer correctly and avoid overlap.  A diagram of potential overlay 
scaling is shown in Fig. 2.10, assuming double patterning at 14 nm and triple patterning at 10 
nm.  As the number of patterning steps increases, the overlay tolerances become ever smaller 
so that the patterning steps are sufficiently aligned with each other.  While SADP does not 
suffer from overlay errors or a need for multiple masks, it is not very versatile and is only 
suitable for regular, repeating patterns (such as memory). 
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Figure 2.10: As the number of patterning steps is increased, the allowed overlay becomes very small because each patterning 
step must be aligned with its predecessor.  Overlay values higher than these limits would result in non-functional chips.  This 
figure assumes single patterning for 28 nm, double patterning for 14 nm, and triple patterning for 10 nm.  In reality, triple 
patterning is already being used for some 14 nm process steps.  Figure taken from [28]. 
As feature sizes have grown ever smaller, even double pattering has begun to show its 
limits.  For the 10 nm node, quadruple patterning is being considered; without EUV, it will 
certainly be necessary at the 7 nm node.  Such a technique would only magnify the increased 
time, cost, and error associated with double patterning [29-32]. 
This trajectory is unsustainable.  In order to continue Moore’s Law and remain 
profitable, the semiconductor industry must not only continually shrink feature sizes; it must do 
so economically.  Cost-effectiveness is dependent on speed and production quality (yield), both 
of which are negatively impacted in every iteration of multiple patterning (since each additional 
patterning step increases both production time and the potential for errors).  Thus, it is 
generally accepted that the industry must eventually develop a form of lithography that is not 
limited by the 193 nm excimer laser.   
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Many such “next-generation lithography” (NGL) candidates, such as e-beam lithography 
and nanoimprint lithography, have been discussed.  In e-beam lithography, magnetic fields are 
used to focus a beam of electrons, which impacts a special electron-sensitive photoresist [33].  
The beam is scanned across the wafer, creating a pattern without requiring a mask.  The 
viability of e-beam lithography is limited by the fact that the beam cannot expose an entire 
wafer at once and must be scanned over time.  In nanoimprint lithography, a mold containing 
the desired pattern is pressed into photoresist, creating a pattern in the resist.  Unfortunately, 
nanoimprint is extremely subject to mask defects and is further hindered by the fact that the 
mask tends to stick to the resist.  In the end, it is too slow [34].  E-beam and nanoimprint, as 
well as a myriad of other advanced lithographic techniques, are not considered viable for HVM 
because they cannot reach the speeds necessary to produce the desired wafer throughput. 
The conceptually simplest way to mimic the manufacturing speeds of conventional 
optical lithography would be to create a successor that preserves the basic nature and 
components of an optical lithography system.  Light patterned by a mask can avoid the slow 
exposure speeds caused by rastering techniques and mechanical issues posed by other 
techniques; additionally, it can easily create arbitrary patterns.  Of the NGL candidates, only 
EUV lithography preserves the core elements of conventional optical lithography, keeping in 
place the concepts and structure behind the only technique that has ever managed to actually 
be used for HVM.  While its problems are myriad (indeed, one of its problems is the motivation 
for this dissertation), EUV is the only NGL candidate that can pattern wafers with light, and it is 
the only NGL candidate that has shown significant progress towards HVM capabilities and 
demonstrated a reasonable possibility of reaching HVM in the next few years.  Thus, the 
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remainder of this chapter will be devoted to EUV lithography, leading to a discussion of the 
need for EUV collector cleaning, which is the motivation for this work. 
2.2 EUV Lithography Overview 
EUV lithography consists of performing optical lithography using 13.5nm as the 
wavelength of the patterning photons.  The advantages of this order-of-magnitude reduction in 
wavelength are great.  Equation 2.3 shows that, by lowering λ rather than raising NA, feature 
size can be decreased while only decreasing DOF by the factor of the reduction in λ.  This is 
preferable to increasing the numerical aperture via immersion lithography, which would 
decrease DOF by a factor of the square of the resolution improvement.  Additionally, while EUV 
may require multiple patterning steps as feature sizes become smaller than even the EUV 
wavelength, the number of patterning steps will be significantly reduced (and design 
constraints will be relaxed) when compared to what would be necessary to pattern the same 
features with a 193 nm laser.  Reducing the number of patterning steps can significantly 
decrease cost, time, and error. 
An example projection of EUV cost benefits is shown in Fig. 2.11. 
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Figure 2.11: As feature size grows smaller, cost-of-ownership rises steeply for extensions of 193nm lithography.  At 100 
wafers per hour, the cost of EUV lithography is much lower than the cost of 193nm immersion lithography with multiple 
patterning.  Figure taken from [35]. 
Even at 100 wafers per hour, half the throughput of a multiple-patterning system, the 
cost of EUV is shown to be far less than the cost of 193nm extensions.  The difference in cost-
of-ownership only grows as the feature size grows smaller.  The giant increase in cost-of-
ownership for a 193nm extension system between the 32nm node and the 22nm node is of 
particular interest.  In 2009, when Figure 2.11 was made, the International Technology 
Roadmap for Semiconductors (ITRS) predicted that the 22nm node would require triple 
patterning (referred to as “TP” in Figure 2.11).  This increase from double to triple patterning 
appears to be responsible for adding a great deal of cost.  In reality, the 22 nm node was 
produced without having to rely on triple patterning.  However, the jump in cost seen in Figure 
2.5 for adding even one extra layer of patterning should raise a great deal of concern given that 
additional patterning steps would be required in order to continue extending 193 nm 
lithography to the 10  and 7 nm nodes.  Such steps would not be necessary with EUV 
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lithography, and this creates an economic imperative to develop an EUV system capable of 
delivering 100 wafers per hour [36]. 
Unfortunately, this is where the problems begin.  When Figure 2.11 was made in 2009, it 
was thought that EUV might be a viable candidate for the 14 nm node.  However, the industry is 
at the 14 nm node today, and EUV is not used.  In fact, the prediction of EUV availability, 
followed by delay, is an all-too-familiar narrative [35, 37].  The main reason for this is that 
current EUV systems suffer from low throughput.  EUV will become cost-effective for HVM if it 
can reach 100 wafers per hour.  While significant progress has been made, especially in recent 
years [38, 39, 40], EUV is still at least a couple years from HVM deployment [41].  Perhaps the 
most fundamental limit on the throughput is the EUV power, typically quoted as power at the 
intermediate focus (the focal point of the collector optic, the first optic in the optical chain).  It 
is expected that the benchmark of 100 wafers per hour will not be reached without an EUV 
power of 250 W at the intermediate focus [42].  For years, projected roadmaps have predicted 
exponential increases in EUV power.  Such large increases typically failed to materialize.  
However, in recent years, power targets have finally been consistently met, offering hope that 
EUV will, in fact, be commercialized for HVM.  A graph showing projected power roadmaps and 
actual power levels is shown in Fig. 12. 
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Figure 2.12: For years, EUV power roadmaps have assumed that an exponential increase in EUV power would occur.  When 
compared to the real powers that were produced, however, that assumption was wrong many times.  However, in recent 
years, source power has actually increased exponentially.  This provides confidence that the 250 W level needed for 
operation at 100 wafers per hour will be achieved.  Figure taken from [41]. 
Even once a 250 W source is realized, EUV must still overcome a host of other problems, 
such as low source availability.  The problems that hinder EUV’s march to 100 wafers per hour 
derive mainly from 2 key differences between EUV and 193nm light.  These differences are the 
method of EUV production and the transmittance of EUV. 
At 13.5nm, an EUV photon carries approximately 92eV of energy [42].  This is well above 
the first ionization threshold of all atoms.  Accordingly, EUV photons cannot be produced by 
using neutral excitation, which is the principle employed in 193 nm lasers.  A 92 eV difference 
between states only occurs once certain atoms are highly ionized.  This means that EUV must 
be produced by a plasma.  Currently, this plasma is produced by bombarding a molten Sn 
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droplet with a laser and (on average) ionizing it to the +10 state [4]. The plasma source will be 
further discussed in Sec. 2.3. 
Furthermore, since the energy of an EUV photon is greater than every atom’s first 
ionization energy, EUV photons take part in the photoelectric effect whenever they come in 
contact with any material.  Materials absorb the photons and emit electrons.  Because of this 
fact, there are no lenses or windows that can transmit EUV.  While transmissive pellicles 
(approximately 90% transmission) are being developed to protect EUV masks [44], these 
pellicles consist of incredibly thin membranes that cannot be used as optics.  Mirrors designed 
to reflect EUV do exist.  However, these usually take the form of synthetic Bragg reflectors 
called multilayer mirrors (MLMs).  EUV Bragg reflectors employ stacks of alternating Mo and Si 
layers, with each layer being less than 5 nm thick [6].  More detail about MLMs will be provided 
in Sec. 2.4.  These MLMs are difficult to manufacture, easy to damage, and have a reflectivity of 
approximately 70%; thus, to maximize EUV throughput, it is essential to minimize the number 
of mirrors used.  Finally, the absorption of EUV is not limited to solids; gases also absorb EUV.  
For this reason, EUV lithography must be done under vacuum. 
The nature of the EUV plasma and EUV optics creates a problem that is critical to this 
dissertation.  Since EUV cannot be transmitted through windows, the first mirror in the chain of 
EUV optics is exposed directly to the plasma.  This mirror is called the “collector optic”, so 
named because its job is to collect as much of the EUV light as possible and send it to the next 
point of interest (the intermediate focus, or IF) [45].  However, the plasma expels not only EUV, 
but also Sn ion and neutral debris.  Collector contamination is caused by the interaction of this 
debris flux with the collector.  Collector contamination can take three different forms: 
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sputtering, implantation, and deposition.  The first two forms of damage are irreversible, while 
the third can be reversed by cleaning.  Due to the nanoscale size of the MLM layers, 
contamination on the same small scale can significantly reduce the EUV reflectivity of the 
collector optic [7].  This reduces the total EUV throughput of the system, leading to a longer 
processing time for each wafer and hindering the economic efficiency of the EUV tool.  A 
solution to such a problem is necessary in order to allow for HVM.  However, both collector 
replacement and current collector cleaning methods currently require significant cost and 
downtime, raising the cost-of-ownership and playing a role in hindering EUV from reaching 
HVM. This dissertation will focus on a method to economically clean the collector without 
causing downtime. 
As a visual aid, a general concept diagram of an EUV system is presented in Figure 2.13. 
 
Figure 2.13: In an EUV lithography system, EUV is created by a plasma and focused by a series of reflective mirrors.  The 
pattern that is projected onto the wafer is provided by the reflective mask, which is patterned with an EUV absorber.  A 
normal-incidence collector (discussed in detail later) is seen near the plasma at right.  The rest of the system employs a 
variety of normal-incidence and grazing-incidence mirrors. Figure taken from [46]. 
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The light, once produced by the plasma and collected by the collector, is sent to a train 
of optics that reflect and focus it onto the reflective mask.  This mask is patterned with an EUV 
absorber, which removes some of the light.  The remaining light is reflected in the pattern of 
the mask, focused by more optics, and projected onto the wafer. 
The next few sections will provide an overview of the EUV source, EUV mirrors, collector 
contamination, and attempts to extend collector lifetime, leading to the motivation for and aim 
of this work. 
2.3 EUV Source 
The earliest EUV sources were gas discharge sources that used Xe as the fuel.  These 
sources worked by applying a voltage across the gas in a pulsed manner (in order to provide the 
high currents needed to ionize Xe to the +10 state) [47].  The most common architecture 
employed what was known as a z-pinch, in which the currents driven through the plasma set up 
magnetic fields that helped confine the plasma and allow it to reach a +10 ionization state and 
approximately 30 eV temperature [48, 49].  However, discharge-produced plasma (DPP) 
sources proved to be too limited in power output.  This occurred largely for two reasons.  The 
first reason is that Xe, the only gas known to radiate EUV in substantial quantities, had a low 
conversion efficiency (CE) of 0.5%-1% [50, 51].  The second reason is that the use of an 
electrode-driven system meant that, in order to increase the source power, the voltage across 
the electrodes had to be raised.  However, given the high plasma current and density, this 
caused very fast sputtering of the electrodes.  This sputtering not only caused the introduction 
of contaminants into the plasma but also destroyed the electrodes, necessitating downtime for 
electrode replacement.  With such systems, the required levels of EUV power and source 
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uptime were impossible to achieve.  Thus, it was desirable to employ a different fuel with a 
maximum CE and a source architecture that would not be limited by electrodes.  Some 
attempts were made to create a DPP that utilized Sn (which has a higher CE) by ablating a liquid 
Sn electrode and then creating a discharge across the newly-produced Sn vapor cloud [52].  
However, while this design was sufficient for EUV metrology systems, it still could not produce 
enough EUV power to yield a reasonable roadmap to HVM. 
This led to the dominance of the current laser-produced plasma (LPP) design.  An LPP is 
produced by bombarding a material with a laser.  Thus, it removes the need for electrodes and 
can also be used with fuel materials that are not normally gaseous.  Currently, only an LPP is 
considered viable for HVM. 
In the current LPP design, Sn is melted into a liquid.  Droplets of liquid Sn are then 
released from a dropper.  As a droplet falls, it is shot twice by a CO2 laser.  The first pulse is a 
“pre-pulse” which serves to flatten the spherical droplet into a 2-dimensional “pancake”.  This 
causes the second pulse to see a larger target and causes the photons from the second pulse to 
directly interact with a larger surface area of Sn.  This second pulse is the main pulse and is 
much more powerful than the pre-pulse (on the order of tens of kilowatts); it completely 
obliterates the Sn pancake and turns it into a plasma [53].   
The selection of laser wavelength (10.6 µm) is designed to maximize the amount of Sn in 
the +10 state, which emits the most EUV radiation.  Since the plasma is a conductor, its 
electrons can respond to reflect electromagnetic radiation below a certain frequency called the 
“plasma frequency”.  In an unmagnetized plasma, such as an EUV LPP, radiation below this 
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frequency will be reflected; radiation above it will be transmitted.  The plasma frequency ωpe is 
dependent on the electron density ne as shown below: 
𝜔𝑝𝑒 = √
𝑞2𝑛𝑒
𝜖0𝑚𝑒
 
(2.4) 
where q is the electronic charge, me is the mass of an electron, and ϵ0 is the permittivity of free 
space.  Thus, as the laser transfers energy to the Sn plasma, the electron density grows until it 
reaches a “critical density” at which the plasma frequency is equal to the laser frequency; at 
this point, the plasma begins to reflect the laser light and the electron density ceases to grow.  
Thus, the wavelength of the laser determines the electron density of the plasma. 
The laser-produced plasma can be described by the collisional-radiative model of 
Colombant and Tonon [54], which provides rate equations for each ionization state of an 
arbitrary atomic species within a certain parameter space (which is typically satisfied by a laser-
produced plasma).  The collisional-radiative model was solved for a Sn EUV LPP by Burdt in 
2010 [4].  Results for an Nd:YAG laser (with a wavelength of 1064 nm, producing a critical 
density of 1021 cm-3) and a CO2 laser (with a wavelength of 10.6 µm, producing a critical density 
of 1019 cm-3) are shown in Fig. 2.14.  These results show that Sn+10 (the optimal EUV-radiating 
state) is maximized at an electron density of 1019 cm-3 and an electron temperature (Te) of 
approximately 30 eV.  This 1019 cm-3 number also results in a lower ion loss term due to 3-body 
collisions and has been confirmed as optimal by other researchers as well [55].  Thus, the CO2 
laser was selected in order to produce a plasma with an electron density of 1019 cm-3. 
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Figure 2.14: The Sn ionization state populations for (A) a Nd:YAG laser-produced plasma (ne = 10
21
 cm
-3
)  and (B) a CO2 laser-
produced plasma (ne = 10
19
 cm
-3
) are shown according to the collisional-radiative model.  The EUV-producing Sn
+10
 state is 
most populated at an electron density of 10
19
 cm
-3
 and an electron temperature of 30 eV; hence, the CO2 laser is used in 
modern Sn LPPs for maximum EUV conversion efficiency.  Figure taken from [4]. 
A diagram of the current source-collector module is shown in Fig. 2.15.  The collector is 
a normal-incidence multilayer mirror that focuses the EUV to the intermediate focus.  The laser 
reaches the Sn droplet through a hole in the center of the collector.  This leads naturally to a 
discussion of multilayer mirrors, the collector, and collector contamination. 
 
Figure 2.15: In an LPP source, liquid Sn droplets are irradiated by a laser, which ionizes them and causes the droplets to emit 
EUV.  The EUV is focused and sent to the intermediate focus by the collector optic, which is a normal-incidence multilayer 
mirror.  Figure taken from [56]. 
2.4 Multilayer Mirrors 
Normal-incidence EUV mirrors must employ Bragg reflection and are made with 
alternating layers of Mo and Si.  Bragg reflection was originally used to reflect X-rays with 
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wavelengths on the order of atomic crystal spacing.  In Bragg reflection, a photon has a 
probability of reflection when it is incident on an atom at a certain angle.  If the atomic lattice 
spacing d is related to the radiation wavelength λ by the Bragg Condition, then the reflected 
waves interfere constructively and add together to form a large-amplitude reflected wave.  The 
Bragg condition is given by Eq. 2.5 [57]: 
2𝑑 𝑠𝑖𝑛𝜃 = 𝑛𝜆 (2.5) 
where θ is the angle of incidence and n is a positive integer.  Thus, for normal incidence, the 
minimum spacing for which the Bragg condition is valid is λ/2. 
 The half-wavelength of EUV is much larger than atomic lattice spacing.  However, 
multilayer mirrors synthesize the Bragg condition by using alternating materials spaced out in 
such a manner that the Bragg condition is satisfied by the distance between the material 
interfaces.  A brief description of the mechanism for doing so follows. 
When light is incident on an interface between two materials, Maxwell’s Equations 
dictate that a percentage of the light is reflected.  This reflection can be maximized by 
maximizing the difference between the real permittivities of the materials.  A multilayer mirror 
creates these interfaces at a spacing equal to the half-wavelength of the incident photon.  By 
creating a stack of reflective interfaces at half-wavelength spacing, the MLM replicates the 
Bragg condition (Eq. 2.5) and causes the reflected waves to add constructively. 
This means that a multilayer mirror must contain two different materials, stacked in an 
alternating fashion.  Materials selection must be carried out not only by maximizing reflection 
but also by minimizing absorption, which depends on the imaginary component of permittivity.  
Thus, it is desirable to select one material with a minimum imaginary permittivity.  For 13.5 nm, 
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the material with the minimum imaginary permittivity is Si.  Thus, Si was chosen one of the 
materials (the “spacer”) in order to minimize EUV absorption.  In fact, it was the low absorption 
of Si at 13.5 nm that originally led to the selection of 13.5 nm as a contender for the next-
generation lithographic wavelength [58].  Mo was then chosen as the other material (the 
“reflector”) due to the difference between its real permittivity and that of Si. 
Quantitatively, assuming an optimized thickness ratio between the two layers, 
maximum reflectivity is achieved by maximizing f and minimize g, where f and g are given below 
and “1” and “2” denote the different materials. 
𝑓 =
Re(𝜖1 − 𝜖2)
𝐼𝑚(𝜖1 − 𝜖2)
 
 
(2.6) 
𝑔 =
Im(𝜖2)
𝐼𝑚(𝜖1 − 𝜖2)
  
 
(2.7) 
Thus, to minimize g, the imaginary permittivity (and, therefore, absorption) of Material 2 must 
be minimized, and the difference between the real permittivities of the materials must be 
maximized.  A plot of the effect of f and g is shown in Fig. 2.16.  Each solid line represents a 
different value of peak reflectivity.  Thus, as g is lowered and f is raised, the (f,g) coordinate will 
lie on a line of higher reflectivity.  Region 1 outlines the region of interference reflection 
mirrors, where EUV MLMs reside.  Region 2 outlines a region dominated by a phenomenon 
called the Borman effect, which is caused by very low values of both g and f [59]. 
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Figure 2.16:  Maximum theoretical reflectivity of an MLM.  Solid lines indicate different peak reflectivities.  The x-coordinate 
is proportional to the absorption of the spacer material (Si for EUV MLMs), while the y-coordinate is proportional to the 
difference in real permittivities between the two materials.  Thus, by minimizing absorption of the spacer and maximizing 
the difference in real permittivities, a high theoretical reflectivity is achieved.  Reprinted from [59]. 
 
A diagram of a 13.5 nm Mo/Si MLM is shown in Fig. 2.17.  Each bilayer (one layer of Mo plus 
one layer of Si) is spaced approximately one half-wavelength apart (with a slight offset due to 
the angle of incidence being slightly off-normal) to maximize Bragg reflection. 
 
Figure 2.17:  Diagram of an EUV MLM.  EUV photons are incident on the Mo/Si stack and are reflected at the Mo/Si 
interfaces.  The bilayer thicknesses are spaced such that the Bragg condition is satisfied and the reflected waves add 
constructively.  Reprinted from [60]. 
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As seen in Fig. 2.10, the Mo and Si layers are exceedingly thin, with an average single-
layer thickness being on the order of 3.3 nm.  These layers must also be incredibly smooth with 
minimal intermixing in order to approximate the ideal interface and approach the Bragg 
condition.  These requirements have led to a great deal of research being undertaken in order 
to optimize MLM deposition techniques.  Maximum reflection is necessary, since the 
theoretical maximum for these mirrors is approximately 73% [61]; thus, even for mirrors that 
approach the maximum, a several-mirror system will cause most EUV to be wasted and keep it 
from reaching the wafer.  For example, a 10-mirror optical chain with 73% reflectivity per 
mirror would transmit barely more than 4% of the initial EUV power.  Thus, every percent of 
reflectivity is vital.  In practice, mirrors with reflectivity of approximately 70% have been 
demonstrated [62].  Most mirrors contain a protective capping layer (such as Ru) on top of the 
multilayer stack in order to minimize damage to the stack.  However, phenomena such as 
deposition, implantation, and sputtering can still easily destroy the EUV reflectivity of a 
multilayer mirror, since contamination even on a nanometer scale can interfere with the Bragg 
reflection caused by the multilayer stack.  Nowhere is this problem more clearly seen than on 
the first mirror in the optical chain: the collector optic. 
2.5 Collector Contamination & Debris Mitigation 
 The collector, as mentioned earlier, is a curved multilayer mirror that collects and 
focuses the light from the EUV-producing Sn plasma.  However, the EUV plasma mentioned in 
Sec. 2.3 has a conversion efficiency of only about 4-5% [63].  This means that the other 95% of 
laser energy incident on the Sn droplet is radiated back out in forms other than EUV.  Some 
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radiation takes the form of out-of-band photons.  However, much of the energy is retained by 
the Sn, which is expelled as ions, neutrals, and larger particles.  The ions, in particular, can reach 
energies on the order of single to tens of keV [10, 64, 65, 66].  It has been shown that these 
energies are likely due to electrostatic acceleration [67]; since electrons leave the EUV plasma 
much faster than ions, they set up a large electric field that accelerates the ions to high 
energies.  An example of energies from a Xe-fueled source is shown in Fig. 2.18 [65].  Note that 
higher gas pressures result in more collisions, which reduce the flux of ions to the detector.  
This effect is called buffer gas mitigation and will be explained shortly. 
 
Figure 2.18: Ion energies from an EUV source are shown.  Peak energies reach well over 5 keV.  Ions of such high energy can 
easily cause permanent damage to a collector through sputtering and implantion. Figure taken from [65]. 
 
 The collector is exposed to this energetic flux emanating from the Sn plasma.  It can 
easily become contaminated by the ions, neutrals, and particles incident on it.  Reflectivity 
reductions caused by contamination reduce the total EUV throughput of the system, leading to 
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a longer processing time for each wafer and hindering the economic efficiency of the EUV tool.  
A solution to such a problem is necessary in order to allow for HVM. 
Collector contamination can take three different forms: sputtering, implantation, and 
deposition.  The first two forms of damage are irreversible, while the third can be reversed by 
cleaning.  Ions, due to their high energies, can cause sputtering and implantation; neutrals and 
particles mostly cause deposition.  Accordingly, a great deal of effort has been put into debris 
mitigation.  Debris mitigation is the process of moving and/or slowing the particles heading 
towards the collector.  Since sputtering and implantation cannot be reversed, debris mitigation 
must be employed to make sure that fast ions do not reach the collector.  Magnetic mitigation 
has been shown as a viable strategy to deflect high-energy ions away from the collector [66].  
However, no such deterministic method is available to eliminate neutral flux.  The most 
common method of debris mitigation is the use of a buffer gas.  By flowing gas into the 
chamber, particles expelled from the plasma can be knocked away from the collector.  This not 
only slows down and neutralizes high-energy ions but also deflects a great deal of neutral Sn 
vapor.  Currently, hydrogen is the preferred choice for buffer gas, owing to its relatively high 
EUV transmittance [68].  In recent years, debris mitigation has been shown to be very 
successful, preventing most sputtering and implantation, as well as most “fast” contamination 
(contamination due to species incident directly from the plasma) [40]. 
 However, though buffer gas may slow down fast particles and knock many atoms and 
particles away from the collector, there is no way to truly and completely alter every atom and 
particle trajectory so as to avoid the collector optic.  Additionally, even if Sn is deflected away 
from the collector, it builds up on other parts of the EUV source chamber.  Once Sn builds up on 
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the chamber walls, various phenomena often cause it to be ejected and to land on the 
collector.  Thus, debris mitigation alone cannot completely protect the collector; it must be 
supplemented by cleaning. 
2.6 Collector Cleaning 
Since Sn is a condensable EUV fuel, it can deposit on the collector surface regardless of 
energy.  Over time, even in the presence of large buffer gas flows, Sn will build up on the 
collector surface.  This Sn must be removed by cleaning.  If it is not, the collector reflectivity will 
quickly be reduced.  Fig. 2.19 shows the decrease in reflectivity due to Sn contamination.  In this 
figure, “c” is a roughness parameter that accounts for the increase in roughness as the 
deposited Sn thickness is increased.  The roughness is given by (1+c) nm.  While this figure was 
developed for grazing-incidence mirrors, the effect of Sn on a multilayer mirror should be 
similar (the initial reflectivity will just be different).  As this figure makes clear, less than 3 nm of 
Sn can reduce the reflectivity to less than half of its initial value. 
 
Figure 2.19:  As Sn is deposited on an EUV mirror, reflectivity decreases quickly.  Even 3 nm of Sn can reduce the reflectivity 
by more than half of its initial value.  In this graph, c is a roughness parameter that adjusts the RMS roughness to be 1 + c 
times the total thickness of Sn.  This was done in an attempt to account for the roughening of Sn films as they grow. Figure 
taken from [60]. 
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As mentioned before, despite excellent debris mitigation, some Sn still deposits on the 
collector, causing the reflectivity to decrease over billions of EUV exposures.  Reflectivity 
degradation from industry collectors is shown in Fig. 2. 20.  This shows that the collector 
reflectivity shrinks to half of its initial value within about 100 billion EUV plasma pulses.  The 
collectors in this figure were installed in EUV systems producing 80 W of power at the 
intermediate focus. 
 
Figure 2.20: Even with H2 buffer gas debris mitigation, collectors in current industrial EUV sources still see reflectivity losses 
due to Sn deposition, with the reflectivity reaching half of its initial value at approximately 100 billion pulses.  The collectors 
in this graph were used in EUV systems producing at 80 W of EUV power at the intermediate focus.  
 
While a collector lifetime of 100 billion pulses at 50% reflectivity is certainly an 
achievement, it is desired to increase the lifetime to 1 trillion pulses at 90% reflectivity in order 
to avoid expensive downtime.  Thus, the deposited Sn must be cleaned.  Potential cleaning 
methodologies include external cleaning, low-pressure cleaning by an external hydrogen radical 
source, and true in-situ cleaning. 
External cleaning was the first cleaning method to be employed.  However, it required 
venting the EUV source chamber, removing the collector, cleaning it with chemicals, re-
mounting the collector, and vacuuming out the chamber.  Such operations create an enormous 
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disruption, as the system must be shut off during all these steps.  Cleaning in the chamber is 
preferable.  This can be accomplished by etching with hydrogen radicals. 
Hydrogen radicals can react with Sn to form SnH4, a gas which can be vacuumed away 
[69].  One way of etching Sn is to create radicals in an external hydrogen plasma source, then 
blow them into the chamber to react with the Sn on the collector [11].  Research has shown this 
method to clean Sn from collector surfaces [12].  However, such a method does not produce 
radicals where they are required.  The radicals must be transported to the collector surface, 
which leads to the potential for diffusion and for recombination along the walls of the delivery 
system.  Additionally, the required delivery system may need to extend into the chamber, 
blocking part of the collector and necessitating downtime. 
2.7 Aim of the Present Work 
Accordingly, the ideal solution is a true in-situ cleaning method where radicals are 
created at the collector without the addition of any physical blockage, allowing the EUV source 
to continue running during cleaning.   A novel method of accomplishing this is investigated in 
this research.  In this research, hydrogen cleaning of Sn is demonstrated by connecting an 
electrically-isolated stainless steel “dummy” collector in a hydrogen environment to a 300W 
13.56MHz RF source through a matching network.  This creates a capacitively-coupled plasma, 
with the vacuum chamber serving as the ground electrode.  This plasma produces radicals at 
the collector surface and does so without any delivery system. 
The goal of this dissertation is to experimentally verify the validity of such a technique 
and to provide an understanding of the fundamental processes governing hydrogen plasma 
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cleaning of Sn.  Prior to this work, nobody has demonstrated plasma-based Sn cleaning of EUV 
collectors or demonstrated EUV reflectivity restoration being caused by such a technique.  
Additionally, nobody has explored the processes underlying hydrogen plasma-based Sn 
removal. 
Thus, the work will be divided into two sections.  The first section will demonstrate 
hydrogen plasma cleaning of a fully-coated 300 mm collector.  The cleaning results will be 
followed by simulations and experiments showing that the plasma does not damage the ZrN 
capping layer of EUV collectors.  Finally, this investigation will culminate in EUV reflectivity 
measurements of cleaned MLM samples that were placed on the collector.  The reflectivity 
measurements will show that EUV reflectivity restoration occurs and that the plasma does not 
reduce EUV reflectivity when interacting with a bare MLM surface. 
The second part of this work will consist of experimental and theoretical investigations 
into the fundamental processes governing Sn removal.  Hydrogen radical density 
measurements will be carried out, validated by a 0D plasma chemistry model, and correlated 
with etch rate measurements.  Redeposition rates will be calculated by modeling SnH4 
transport through the chamber, assuming that such transport is governed by diffusion and 
advection (the latter of which will come from a flow profile produced by undertaking fluid 
modeling of H2 in the etching chamber).  Finally, etch rates will be correlated with ion energy 
flux measurements.  It will be shown that, within the parameter space explored, the etch rate is 
not related to the radical flux, redeposition effects are minimal, and the etch rate follows the 
ion energy flux.  This suggests, within this parameter space, a reactive ion etching regime.  The 
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discovery of this limiting factor shows that plasma ions are a vital component of cleaning Sn 
efficiently and demonstrates a potential strength of a plasma-based Sn cleaning technique over 
techniques based on pure radical (plasma-less) sources. 
2.8 Previous Works 
 Sn cleaning has been a subject of research for some time within the semiconductor 
industry.  Years ago, etching of Sn by Cl radicals was considered [70]; however, this idea was 
abandoned once manufacturers decided they did not want Cl in EUV sources.  Sn etching by 
atomic H radicals has been explored in a few papers, most notably those of van Herpen [11] 
and Ugur [12, 13].  Van Herpen showed that Sn could be etched by hydrogen radicals, and this 
was confirmed by Ugur, though Ugur noted a high number of radicals necessary for etching (on 
the order of 9x104 H radicals for every SnH4).  Both also saw evidence of SnH4 redeposition, 
though neither studied it closely enough to determine redeposition probabilities or correlate 
the redeposition rate with redeposition probabilities. 
 In these previous studies of Sn etching by hydrogen, a pure radical source was used.  
Thus, these studies did not illuminate the etching behavior of Sn in the presence of a hydrogen 
plasma, which contains energetic electrons and ions.  Additionally, these studies were 
restricted to small samples; none showed the ability to overcome redeposition and clean an 
entire collector. 
 Previous research into hydrogen plasma cleaning of Sn had been undertaken in the 
Center for Plasma-Material Interactions (CPMI) at the University of Illinois.  However, while 
some results had suggested etch rates in the tens of nm/min on small the successful results (1 
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cm2) Sn-coated Si samples, these results had proved unreliable and difficult to repeat [71].  In 
addition, this research was performed using a remote helicon plasma source with low flow 
rates and low ion energies incident on the sample.  This source also proved inadequate to etch 
Sn depositions from larger samples.  The ability to clean a full collector and restore EUV 
reflectivity had not been demonstrated.  It was unknown how the use of a capacitively-coupled 
collector-driven plasma, and its accompanying radical densities and higher ion energies, would 
affect etching.  Furthermore, due to the inability to etch larger samples with the helicon 
plasma, it was unknown if a capacitively-coupled plasma (which typically has lower plasma 
densities, on the order of 109-1010 cm-3 instead of 1012 cm-3) would be able to clean a fully-
coated collector at all. 
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CHAPTER 3 
EXPERIMENTAL APPARATUSES 
 The work performed in this dissertation utilized many different experimental setups.  
The operating conditions varied from experiment to experiment, and they will be discussed for 
each experiment in the later chapters.  However, in order to consolidate general facts about 
each machine, the physical apparatuses themselves will be described here. 
3.1 Etching Chambers 
3.1.1: XCEED 
 The main collector-driven-plasma experiments in this work were performed in the 
XCEED chamber.  XCEED stands for Xtreme Commercial EUV Exposure Diagnostic.  The name 
reflects the chamber’s original purpose.  Attached to the back of the main chamber is an XTS 
13-35, which is a DPP EUV source designed by Xtreme Technologies and originally intended to 
run with Xe as the source.  The EUV plasma discharge is of the z-pinch topology.  This is a pulsed 
plasma source; a capacitor bank charges up to high voltages and then discharges very quickly, 
yielding temporarily large currents.  The high pulse current leads to fast energy deposition (5J of 
stored energy are discharged in a 5 ns pulse, leading to an in-pulse power of 1 GW).  As the high 
current runs through the plasma, it creates a magnetic field that temporarily confines the 
plasma, constricting it as the current rises (hence the “pinch” name) and causing the plasma to 
become very hot and very dense (eventually achieving full ionization, the presence of some 
EUV-emitting Xe+10 ions, and a temperature of 30 eV). The XCEED sits on a large moveable cart 
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and can easily be attached to the source for pumping and experiments or removed to facilitate 
alteration of an experimental setup inside the chamber. 
XCEED was originally built to house an array of diagnostics to characterize the EUV 
source [64, 72-74].  For this work, however, XCEED was repurposed to hold a 300mm-diameter 
stainless steel dummy collector, which was used to drive a capacitvely-coupled H2 plasma.  The 
collector was isolated from ground by 3 polytetrafluoroethylene (PTFE) clamps.  For this work, 
the XTS 13-35 EUV source was not used; instead, a Kurt J. Lesker R301 RF Power Supply was 
attached to the collector through a matching network to drive a continuous 13.56MHz plasma.  
This supply has a maximum power of 300W.  The collector is mounted with the center-hole in 
front of the gas inlet.  A picture of the system opened up (with the XCEED chamber detached 
from the EUV source, allowing the collector to be visible) is shown in Fig. 3.1.  The collector is 
shown in the Fig. 3.2, first in the open configuration with no plasma and second in with the 
chamber closed and the plasma present.  Finally, a circuit diagram of this plasma source system 
is shown in Fig. 3.3. 
 
Figure 3.1: Shown is the dummy collector optic installed in XCEED.  The collector was driven with 300 W 13.56 MHz RF power 
through an electrical feedthrough, which allowed for electrical connection to the electrically isolated optic.   
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Figure 3.2: (a) The collector is installed with electrically isolating Teflon clamps.  (b) Shown is the collector driving a hydrogen 
plasma, with the collector itself acting as the antenna. 
 
Figure 3.3. A circuit diagram of the plasma source setup is shown.  The collector is isolated inside XCEED and is attached to a 
300W 13.56MHz RF supply.  A matching network serves to minimize reflected power. 
 
The chamber is pumped by two Osaka TG-2003M magnetically-levitated turbomolecular 
pumps, positioned near the top of the chamber and attached by ISO250 flanges.  The turbo 
pumps are backed by a BOC Edwards IL 600N roughing pump, which contains a dry pump (for 
the first stage of high-pressure pumping) and a mechanical booster pump (to aid the dry pump 
once lower pressures are reached).  The base pressure of the chamber is approximately 10-6 
Torr. 
(a) (b)
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Gas flow is provided through an inlet originally used for the EUV-producing z-pinch.  This 
is located behind the collector and blows gas straight through the collector hole.  Gas flow to 
the pinch is regulated by an MKS mass-flow controller (MFC).  The MFC accepts input voltages 
between 0-5 V and is calibrated for 5 V to correspond to a flow rate of 1000 sccm of N2.  This 
gives a conversion factor of .005V per sccm of N2.  For other gases, 1000 sccm is not the true 
maximum flow rate, and calibration factors must be used to convert to equivalent N2 flow rate 
numbers.  However, for H2, the calibration factor is rated at 1.01; thus, for all intents and 
purposes, it was sufficient to use the N2 conversion factor without calibration. 
Pressure was measured by a Pfeiffer PKR 251 Full-Range Gauge.  This contains two 
pressure gauges: a Pirani gauge (for high pressure) and a cold-cathode gauge (for low pressure).  
The cold-cathode gauge cannot be calibrated, but it can be cleaned, and it was periodically 
cleaned to ensure gauge accuracy.  The Pirani gauge cannot be cleaned but can be calibrated, 
and calibration was performed.  However, calibration affects the high and low ends of the 
Pirani gauge spectrum the most, and it has little to no effect on the gauge readout at the 
operating pressures used in this dissertation (65-325 mTorr).  The Pirani gauge does not need 
calibration in this range, anyway; the PKR 251 was calibrated against an MKS Baratron 
capacitance manometer, which had a maximum measurable pressure of 20 Torr and a 
minimum measurable pressure of 1 mTorr.  The calibration results verified that, at least within 
the 1 mTorr – 20 Torr range, the PKR 251 read the correct pressures.  Finally, it should be noted 
that neither of the gauges in the PKR 251 is gas-independent; non-N2 gases require a calibration 
factor.  Within the range of pressures used in this work, the factor for H2 is approximately 0.5 
[75]. 
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3.1.2: MSWP 
Some etching experiments were undertaken with a remote, rather than local, plasma 
source.  This was done to try and measure etch rates in real-time (with a QCM) and determine 
an etching probability (number of SnH4 molecules etched per incident H atom) in a controlled 
environment with easily controllable temperature and only low-energy ions.  These 
experiments were conducted in the microwave surface wave plasma (MSWP) chamber.  The 
setup for the etching system is shown in Fig. 3.4.   
 
Figure 3.4: The experimental setup for remote plasma etching probability experiments is shown.  A large, clean chamber is 
used.  Radicals are created at the top of the chamber by a microwave surface wave plasma (MSWP).  They then diffuse down 
towards an Sn-coated QCM.  The radical flux at the QCM is measured with the catalytic probe, while the etch rate of Sn (used 
to calculate the etched SnH4 flux) is measured by the QCM. 
The plasma is provided at the top of the chamber as a MSWP.  The MSWP has very high 
electron density (on the order of 1012 cm-3) and creates plasma only near the antenna; radicals 
then reach the QCM through diffusion.  Thus, the radical density can easily be controlled by 
controlling the pressure.  Additionally, few ions reach the QCM; those that do have low 
energies, since the QCM is at ground and is not a powered electrode.  Pressure control is 
accomplished by varying flow rate through an MFC. 
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3.2 Deposition Chambers 
 The work in this dissertation is concerned with H2 etching of Sn.  Thus, for many 
experiments, it is necessary to first deposit thin Sn films so that they can be etched.  Multiple 
chambers were used at different times to produce Sn films. 
3.2.1: SCOPE 
 The earlier experiments, including all the proof-of-concept experiments, used a 
deposition chamber named SCOPE (which stands for “Surface Cleaning of Optics by Plasma 
Exposure).  This is a large chamber with a diameter of more than 30 cm.  A MORI helicon source 
was originally present on top of the chamber in earlier projects; for the work in this 
dissertation, the helicon was replaced with a Kurt J. Lesker magnetron equipped with a 2”-
diameter Sn target.  Figure 3.5a shows the chamber with the magnetron installed, while Figure 
3.5b shows the magnetron plasma. 
48 
 
 
Figure 3.5: (A) The SCOPE Chamber is shown with the magnetron attached to the top.  The magnetron was used to deposit Sn 
onto the collector.  (B) By looking through a window flange, the magnetron plasma can be seen.  A current of 30mA was 
driven through Ar to create the plasma.  The pressure was 3mTorr. 
The magnetron plasma was maintained by driving 30mA through Ar at a pressure of 
3mTorr.  The necessary voltage was typically between 400-450V.  The magnetron was used to 
deposit Sn onto the collector.  The collector was mounted on two ledges welded to the sides of 
SCOPE.  These ledges position the collector 31cm below the magnetron.  Deposition was 
measured by a quartz crystal monitor (QCM) attached near the center of the collector.  Typical 
deposition rates were between 0.05 Å/s and 0.07Å/s.  Due to this fact, a mounting system was 
built out of angle irons to lift the collector up for thick depositions.  Raising the collector to only 
15cm below the magnetron enabled a higher deposition rate of approximately 0.5 Å/s. 
The base pressure of SCOPE was usually in the range of 5x10-6 Torr.  However, in later 
experiments, leaky welds caused the base pressure to rise to 5x10-5 – 10-4 Torr, resulting in 
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oxidized depositions.  Additionally, the chamber was repurposed for a different project, and it 
was necessary to deposit Sn in a different chamber. 
3.2.2: XS 
The new deposition chamber consisted of a 6” cross grafted onto XCEED and utilizing 
the same pumping system.  This small chamber was named “XS”, which stands for “Cross 
Sputtering” but conveniently also stands for “Extra Small”.  The magnetron sits on the top of XS, 
and the QCM sits on a small stage below.  Due to the size of the QCM holder, the actual QCM 
surface is approximately 2cm below the magnetron target.  Ar is introduced to the chamber 
through a needle valve system that allows for arbitrary Ar flows while maintaining the back end 
of the Ar gas line at a high pressure and minimizing the ability of air to leak into the gas line.  
Pressure is measured with another Pfeiffer PKR 251.  Deposition current and pressure were 
usually 100mA and 30mTorr; this will be discussed in more detail later in Sec. 7.2.  Over time, it 
was found that it was necessary to “pulse” the system with an on-time of 5 seconds followed by 
an off-time of 90 seconds in order to avoid heating the Sn target and causing fast oxidation.  A 
picture of XS, with relevant positions labeled, is shown in Fig. 3.6.   
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Figure 3.6: The small, cross-shaped sputtering chamber XS is shown grafted onto the front of XCEED.  This allows XS to use 
XCEED’s pumping system.  The magnetron is only 2 cm above the sample.   
Due to the small size of XS, this system is able to deposit only small samples and QCMs.  
To coat the entire collector after the decommissioning of SCOPE, it was necessary to use a 
system called GALAXY, which is primarily used for non-EUV experiments. 
3.2.3: GALAXY 
GALAXY is originally a deposition tool developed by Novellus Systems.  It is designed for 
large-area, high-rate sputtering [76].  The magnetron head used in GALAXY was a circle 14” in 
diameter.  Since no Sn target had been manufactured for this device, an in-house solution was 
created.  A normal magnetron target consists of a plate of the desired material bonded to a Cu 
backing plate, which is water-cooled.  For this experiment, a bare Cu backing plate was 
available.  Sn bars (99.95% Sn) were obtained and used to coat the surface of the Cu plate.  The 
Cu was heated on a hot plate.  The flame of a propane torch was applied to the Sn bar, causing 
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it to melt (since Sn has a low melting point of 220°C).  When the Cu surface was cleaned with 
soldering flux, the heat from the hot plate was enough to allow the Sn to wet the Cu surface 
and remain molten.  In this manner, a Sn coating was applied to the Cu plate, creating a Sn 
target.  The Sn was then re-melted, allowing oxides to float the surface.  These were then 
scrubbed off with a wire brush and sandpaper. 
The large size and high deposition rates of GALAXY enable coating of the full collector on 
reasonable timescales.  Specifically, it was possible to run depositions with 5sec pulses and 
90sec off-times while still achieving net depositions of around 1μm.  This technique was 
necessary to prevent heating of the Sn surface, which would cause oxidation from contaminant 
oxygen (given the base pressure of 3.5x10-5 Torr).  Deposition was carried out with a current of 
approximately 2.3A; this yielded a current density approximately twice as large as that in XS. 
3.2.4: DOS 
Finally, one last chamber was constructed in which to perform experiments to measure 
the redeposition probability of SnH4 on a Sn surface, since SnH4 can decompose and re-deposit 
Sn upon collision with a wall [77].  This chamber was named DOS, which stands for Deposition 
of Stannane.  DOS is a small cylindrical glass chamber.  The chamber was made of glass 
because, as discussed later, SnH4 does not easily decompose on glass [13, 77, 78, 79].  DOS was 
pumped by a roughing pump to a base pressure of approximately 10mTorr.  Successive Ar 
purges were then used to lower the partial pressure of air in the chamber.  Inside the chamber 
was a Sn-coated QCM.  All metal components, except the exposed Sn-coated QCM surface, 
were covered with fiberglass tape in order to minimize deceomposition on surfaces other than 
the QCM. 
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The chamber was equipped with an MKS Baratron 722 Capacitance Manometer.  This 
gauge was chosen because it was gas-independent; for gas-dependent gauges, no calibration 
factor is known for SnH4.  Since the redeposition probability is expected to be temperature-
dependent, a thermocouple was attached to the QCM holder.  The QCM holder was also 
equipped with water lines, which were used to heat the QCM.  Fluid heated by a hot plate was 
pumped through the water lines by a small 12V water pump. 
Once base pressure was reached and Ar purges were completed, the system was 
isolated from the vacuum pump and exposed to a source of SnH4. The operating SnH4 pressure 
was approximately 10 Torr, and deposition was measured with the QCM.  The redeposition 
experiments, as well as the procedure for synthesizing SnH4, will be discussed in Sec. 6.3.  A 
picture of the DOS system is shown in Fig. 3.7. 
 
Figure 3.7: The DOS chamber, used for SnH4 deposition experiments, is shown.  This chamber consists of a glass jar attached 
to a stainless steel cross.  Inside the jar is a Sn-coated QCM.  Coming off of the cross are a glass apparatus to attach to an 
SnH4 source, the Baratron pressure gauge, a thermocouple feedthrough, the QCM feedthrough, and pumping line.  The QCM 
feedthrough is equipped with coolant lines that allow for heated coolant (ethylene glycol shown here) to be pumped 
through the QCM.  The QCM temperature is measured through by a thermocouple connected to the thermocouple 
feedthrough.  All metal, except the Sn-coated QCM surface, is covered in fiberglass tape to prevent dissociation of SnH4 on 
the surface. 
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3.3 In-Situ Diagnostics 
A variety of diagnostics and measurement apparatuses were used both inside and 
outside the process chambers.  This section concerns the diagnostics that were used in-situ, or 
inside the chamber. 
3.3.1: RF-Compensated Langmuir Probe 
A Langmuir probe was used to measure the electron density (ne), electron temperature 
(Te), plasma potential (Vp), and ion current (Ii).  Within the collisionless thick sheath regime 
typically used in this work, ne is actually proportional to Ii. 
Conceptually, a Langmuir probe is a wire in a plasma, although its construction is not so 
simple.  However, the “active” surface (that is, the surface that actually participates in making 
measurements) is, in fact, a tungsten wire.  Various biases applied to this wire will draw 
different currents from the plasma, yielding information about the plasma.  Essentially, the 
probe is swept across a voltage range in order to build up an I-V curve for the plasma.  It is 
assumed that, in doing so, the probe does not perturb the plasma (that is, the power 
sinked/sourced by the probe does not alter the bulk plasma in any way). 
In order to understand the plasma I-V curve, it is necessary to know some of the basic 
electronic properties of a plasma.  A plasma is essentially a p-n junction, and it is not surprising 
that its I-V curve is very similar to that of a diode.  Within the plasma bulk, there are both free 
electrons and free ions.  However, in a normal laboratory “cold” plasma, the electrons and ions 
are not at equal temperatures (electrons are usually on the order of a few eV, while ions are 
near room temperature); additionally, since electrons are so much less massive than ions, more 
of their energy is in their velocity.  Thus, the electrons are far more mobile than the ions, and 
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the bulk is essentially a region of negative charge carriers (it should be noted that, in plasmas 
with sufficient collisionality, electrons usually thermalize to a Maxwellian distribution; thus, 
while Te may be only a few eV, some electrons on the high-energy tail of the distribution can 
have much higher energies).  Ions in the bulk are approximately stationary.  Operating under 
random motion, electrons will reach the walls (and the Langmuir Probe) far faster than ions.  
This charges up the walls and sets up an electric field around the walls that preferentially 
attracts ions.  This field is similar to that seen in the depletion region of a p-n junction.  The 
region where this field exists is called the sheath.  It repels electrons and becomes a region of 
positive charge carriers.  It should be noted that, due to the high-energy tail of the Maxwellian 
distribution, some electrons will still overcome this barrier and reach the wall simply by thermal 
motion.  For a floating device, this sheath is set up in such a manner that the total current to 
the wall is equal to 0; directed ion current cancels out the current of random electrons.  
However, even if the wall is biased, a sheath will still form, keeping the bulk plasma at a 
potential slightly higher than the highest wall potential.   
As with anything else immersed in a plasma, a sheath forms around a Langmuir probe.  
Thus, if the probe is left floating, an electric field forms around it, and there is a potential drop 
from the plasma to the probe.  Like with a p-n junction, making this drop even larger (by 
applying a negative bias to the probe) does very little.  It repels electrons and attracts ions, but 
the conducting bulk plasma “screens out” this field outside of the vicinity of the sheath.  Thus, 
ions must randomly arrive near the sheath in order to see the field.  Hence, biasing the probe 
extremely negative results in a current carried solely by ions and which does not get much 
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larger as the bias is made more negative.  This is called the “ion saturation” region and is similar 
to reverse-biasing a diode. 
Conversely, if the probe is biased above the floating potential (Vf) repels ions and 
attracts electrons.  The small ion current drops quickly, and the electron current becomes large 
quickly, since the potential barrier holding back the fast electrons is decreased.  Thus, the total 
current also becomes large.  Since the probe is assumed to be small enough to not perturb the 
plasma, it is assumed that the local plasma potential (Vp) is not altered by the bias on the 
probe.  Thus, once the probe bias reaches Vp, the probe is at the same potential as the bulk 
plasma.  At this point, there is no electric field to direct ions to the probe, and ion current is 
assumed to be 0. 
An ideal Langmuir probe I-V curve is shown in Fig. 3.8.  On this curve, V1 is in the ion 
saturation region, and the current is composed solely of solely Ii.  V2 is at floating potential (Vf), 
and the ion and electron currents are equal and opposite.  V3 is in a region where the ion 
current is small and most current is Ie. 
56 
 
 
Figure 3.8. An ideal Langmuir probe I-V curve is shown.  It is similar to the I-V curve for a p-n junction.  At highly negative 
voltage (V3), electrons are repelled and ions are attracted; current is composed solely of ion current.  However, this current is 
small and difficult to increase, since the electric field of the sheath is screened out by the plasma, the amount of ions 
reaching the sheath is limited by the ion density, and ions are too slow to reach the probe unless they see the sheath 
potential drop.  At 0 current is floating potential, Vf (V2); electron and ion currents are balanced.  Bias voltages higher than Vf 
result in current composed mainly of electrons (V1).  Finally, at plasma potential (Vp), ion current is 0.  Higher voltages result 
exclusively in electron current. 
At Vp, geometric effects begin to limit the electron current to the probe.  These effects 
vary for different probe shapes; however, a cylindrical wire is the most common and relevant 
type of probe.  For a cylindrical probe, the slope of the I-V curve will get shallower at Vp.  This 
produces a “knee” at the plasma potential; locating this knee can yield the value of Vp. 
In order to determine ne and Te from the I-V trace, it is necessary to know the length 
scale regime of the probe-plasma interface.  In order to determine this, the concepts of the 
“Debye Length” and the mean-free-path must be understood.  A plasma is said to be “quasi-
neutral”.  This means that, over most length scales, the plasma has no net charge (since electric 
forces keep ions and electrons from separating too far from each other).  However, over length 
scales smaller than a Debye length, λD, the plasma may be non-neutral.  The Debye length, 
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then, is the distance that is allowed to be between electrons and ions.  The sheath is usually on 
the order of a few (for example, 4) Debye lengths.  The Debye length is defined by Eq. 3.1: 
𝜆𝐷 = √
𝑘𝐵𝑇𝑒𝜖0
𝑞𝑒2𝑛𝑒
 
(3.1) 
Meanwhile, the mean-free-path, λ0, is the average distance between collisions in the 
plasma.  This is defined as 
𝜆0 =
1
𝑛𝜎
 
(3.2) 
Where n is the species density and σ is the collision cross-section.  For collisions with the 
main neutral gas species, n is the neutral density.  For electron-neutral collisions, 5x10-19 cm2 is 
a reasonable value for σ.  For neutral-neutral collisions, σ is more on the order of 1x10-19 cm2. 
If the sheath size is less than the mean-free-path, the sheath is collisionless.  However, if 
it is larger, the sheath is collisional.  Since collisions in the sheath retard the approach of ions to 
the probe, Langmuir probe analysis becomes very complicated when the sheath is collisional.  
To be in the collisionless regime, λ0 must be greater than 4 λD. 
Meanwhile, if the sheath is small compared to the probe, ions that reach the sheath are 
simply directed straight into the probe at normal incidence.  However, if the sheath is large 
compared to the probe, ions that reach the sheath can “orbit” around the probe before actually 
reaching it.  These differences affect current collection by the probe and, therefore, also play a 
role in determining which equations are used to analyze probe data.  A probe radius larger than 
4 λD yields a thin sheath; a probe radius smaller than 4 λD yields a thick sheath. 
58 
 
For most of the work in this dissertation, the probe was in the collisional thick sheath 
regime.  Due to the orbit-like approaches of ions to the probe, this regime is also referred to as 
“orbital motion-limited” (OML).  In this regime, ne is directly proportional to Ii, according to Eq. 
3.3: 
𝑛𝑒[𝑐𝑚
−3] =
1.42𝑥109𝐼𝑖[𝐴𝑚𝑝𝑠]√𝜇 [𝐴𝑀𝑈]
𝐴𝑝𝑟𝑜𝑏𝑒[𝑚2]√𝑉𝑝[𝑉𝑜𝑙𝑡𝑠] − 𝑉𝑝𝑟𝑜𝑏𝑒[𝑉𝑜𝑙𝑡𝑠]
  
(3.3) 
where μ is the atomic mass, A is the area of the probe, and Vprobe is the voltage on the probe. 
Thus, the ion current may be described by a sideways parabola with the vertex at Vp 
(where Ii goes to 0).  To describe this parabola, only the vertex (Vp) and a point on the parabola 
(a point far into the ion saturation region, where all current is Ii) are needed.  This point in the 
ion saturation region may also be used to calculate ne from Eq. 3.3.  Once the parabola is 
mathematically described, it can be subtracted from the total current to yield the electron 
current.  In the collisional thick sheath regime, Te is proportional to the inverse of the logarithm 
of the slope of Ie between Vf and Vp.  That long sentence can be better stated as an equation: 
ln(|𝐼𝑒|) =  −
𝑞𝑒
𝑘𝐵𝑇𝑒
(𝑉𝑝 − 𝑉𝑝𝑟𝑜𝑏𝑒) + ln (|𝐼𝑒𝑠𝑎𝑡|) 
(3.4) 
where Iesat is given by 
𝐼𝑒𝑠𝑎𝑡 = 𝑞𝑒𝐴𝑝𝑟𝑜𝑏𝑒𝑛𝑒√
𝑘𝐵𝑇𝑒
2𝜋𝑚𝑒
 
(3.5) 
Eq. 3.4 is valid for probe voltages between Vf and Vp.  More information about Langmuir probes 
can be found in the monograph by Ruzic [80]. 
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 The Langmuir probe used in these experiments was built in accordance to the 
specifications provided by Lytle [81], although external RF chokes were not used.  However, the 
probe contains multiple internal RF chokes that allow it to successfully filter out most of the 
13.56MHz and 27.12MHz hum present in the capacitively-coupled plasma.  The probe itself 
consists of an exposed tungsten wire tip, with the rest of the wire and the RF chokes being 
encapsulated by insulating ceramic tubes sealed with a vacuum-compatible epoxy.  Thus, only 
the tip of the probe was electrically exposed to the plasma.  The probe tip was 9mm long and 
0.16mm in diameter.  An example Langmuir probe trace is shown in Fig. 3.9.  This trace was 
taken 3cm away from the collector surface at a pressure of 65mTorr and a power of 300W. 
Analysis of this trace according to Eqns. 3.3-3.5 yields ne = 8.12x10
9 cm-3 and Te = 1.55eV. 
 
Figure 3.9: An experimentally-obtained example Langmuir probe I-V curve is shown. 
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3.3.2: Catalytic Radical Probe 
A catalytic probe was used to measure the density of H radicals.  This probe was made by the 
research group of Mozetic [82-84].  This probe consists of a thermocouple attached to a very 
small piece of material (a catalyst) that has a known recombination coefficient for the radical in 
question.  For the experiments detailed herein, the catalyst is a 4.5 mm x 1.35 mm piece of Au, 
which has a hydrogen recombination coefficient of 0.18.  The recombination of hydrogen ions 
on the surface produces heat, warming the thermocouple.  The power delivered to the probe 
by radicals is given by Eq. 3.6: 
 
𝑃 =
1
2
𝑊𝛾
𝑛𝐻𝑣𝑡ℎ
4
𝐴𝑝𝑟𝑜𝑏𝑒 
 
(3.6) 
where W is the molecular binding energy of H2 (4.52eV), γ is the recombination coefficient, vth 
is the thermal velocity, Aprobe is the probe area, and the factor of ½ is due to the fact that two 
radicals are used in recombination.  Of course, the power delivered by radicals may also be 
expressed the usual thermodynamic equation: 
 
𝑃 = 𝑚𝑐𝑝
𝑑𝑇
𝑑𝑡
 
 
(3.7) 
where m is the catalyst mass, cp is the specific heat, and dT/dt is the heating rate due to 
recombination.  Combining these equations and solving for vth yields: 
 
𝑛𝐻 =
8𝑚𝑐𝑝
𝑊𝛾𝑣𝑡ℎ𝐴𝑝𝑟𝑜𝑏𝑒
𝑑𝑇
𝑑𝑡
 
(3.8) 
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After a few minutes of plasma runtime, the temperature equilibrates at a steady-state value 
where the heating rate is equal to the cooling rate.  When the plasma is switched off, the 
radical source is immediately removed, and heating from recombination disappears.  However, 
heating due to the temperature of gas molecules decreases much more slowly, and the cooling 
processes are unchanged.  Thus, the cooling rate observed immediately after shut-off is 
equivalent to the heating rate due to recombination.  This rate may be inferred from the time-
dependent temperature profile measured by the thermocouple, yielding the derivative 
necessary for the calculation of nH in Eq. 3.8.  All other quantities on the right side of Eq. 3.8 are 
known [82-84].  The probe is connected to an ISO-TECH IDM 73 voltmeter through an in-line 
low-pass filter, which eliminates RF hum.  The voltmeter sends the thermocouple voltage to a 
computer, which processes the voltage and builds a T(t) graph via a LabVIEW program provided 
with the probe.  An example of an experimental T(t) curve is shown below in Fig. 3.10.  The 
temperature decrease on the right side is occurs when the plasma is turned off, and it is the 
slope of this region that must be measured and used in Eq. 3.8. 
 
Figure 3.10: An experimentally-obtained example radical probe T(t) curve is shown.  The decrease in temperature at 
approximately 275 s is due to the plasma extinguishing, removing the radical heating term.  The slope of the temperature at 
this time is measured to prove the dT/dt term in Eq. 3.8. 
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3.3.3: Quartz Crystal Monitor 
A Quartz Crystal Monitor (QCM) is a tool used to measure thin film thickness.  Though 
this is often used to measure film deposition, it can also be used to measure film etching.  QCM 
exploits the piezoelectric effect by applying an alternating voltage across a quartz crystal.  This 
causes the crystal to oscillate at a resonant frequency, which is then measured.  Changes in 
mass on the crystal surface cause changes in frequency.  The relation between mass change, 
Δm, and frequency change, Δf, was originally formulated by Sauerbrey [85]: 
 
∆𝑓 =
−2𝑛𝑓0
2
√𝜌𝑞𝜇𝑞
∆𝑚
𝐴
 
(3.9) 
where n is the number of the driving harmonic, f0 is the fundamental mode’s resonant 
frequency in quartz, ρq is the density of quartz, µq is the shear modulus of quartz accounting for 
piezoelectric stiffening, and A is the area exposed to depositing mass. 
In reality, most QCM setups do not actually use the original Sauerbrey equation.  The 
equation used to calculate film thickness in the QCM setups used in this work was given by Eqn. 
3.10: 
 
𝑇ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 [𝑐𝑚] =
𝜌𝑞
𝜌𝑓
√𝜌𝑞𝜇𝑞
2𝜌𝑞
𝜏
𝜋𝑅𝑍
tan−1[ 𝑅𝑍 (
𝜏 − 𝜏𝑞
𝜏
) tan 𝜋]  
(3.10) 
where ρq is the density of the film material, τq is the resonant period of the quartz crystal with 
no film, τ is the measured period of the crystal with the film deposition, and Rz is a 
dimensionless term called the “acoustic impedance ratio”, also known as the “Z-factor”, which 
is dependent on the film material [86].  All quantities are known beforehand except τ, which is 
measured.  The density and Z-factor used for Sn were 7.30 g/cm3 and 0.724, respectively. 
 The QCM setups used in this project were manufactured by Inficon, Inc.  The quartz 
63 
 
crystals had a fundamental resonant frequency of 6MHz, and the diameter of the exposed 
circular area was approximately 8mm.  Since QCM frequency is affected by temperature, the in-
vacuum setup consisted of a holder with space for 2 crystals.  The second crystal was blocked 
off from depositing atoms (or, in the case of etching experiments, etchant radicals) in order to 
account for temperature-caused frequency shifts.  The apparent thickness on the blocked 
crystal was subtracted from the thickness on the exposed crystal to yield the real film thickness. 
 In all QCM experiments, the QCM was connected by microdot cables to a microdot-to-
BNC feedthrough flange.  Measurements were taken either by connecting a transducer (which 
contains both an oscillator and A/D conversion circuitry) between the flange and a computer or 
by connecting an oscillator between the flange and an SQC-310 film thickness monitor, which 
contained the data processing circuitry.  From thickness and frequency measurements, a 
frequency-to-thickness ratio for Sn of approximately 0.17 Å/Hz was back-calculated.  This 
conversion factor was useful for times when the deposition monitor would have to be 
restarted, causing it to re-zero the calculated thickness but not the measured frequency.  Due 
to product discontinuation, the transducers varied between Inficon Q-Pod (an older model) and 
Inficon STM-2 (a newer model). 
3.4 Ex-Situ Diagnostics 
A variety of external diagnostics were also employed.  These mostly consisted of apparatuses 
used for material analysis and characterization.  All of these, except for the synchrotron, were 
located at the Frederick Seitz Materials Research Laboratory (MRL) at the University of Illinois. 
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3.4.1: Surface Profilometer 
 A surface profilometer is a rather simple instrument that operates on a principle similar 
to that behind a record player.  In a profilometer, a stylus is pressed into a sample with a set 
amount of force.  This sample is then translated relative to the stylus, which moves up and 
down with the surface profile to maintain a constant force.  In this manner, a 1-D profile of the 
surface is generated. 
 This instrument was used in various etching experiments to determine etch rate.  The 
specific profilometer used was a Dektak 3030.  In certain etching experiments, Si samples were 
partially coated with Sn and then exposed to H2 plasma.  Thus, part of the sample was 
deposited with Sn and then etched; another section of the sample was simply bare Si. The 
profilometer was used to determine the step height at the interface between these two 
sections of the sample.  By subtracting this thickness from the original Sn thickness, the amount 
of Sn etched could be determined.  Dividing by the etch time yielded an etch rate.  The main 
advantage of the profilometer was its ease of use.  A disadvantage was its low precision and the 
need to computationally level the profile, since small variations in the sample and in stage 
positioning could introduce an apparent slope to a flat surface.  Since the amount of leveling 
required varied by day, the precision and leveling issues typically led to an error of 
approximately +/- 20-30 nm.  Another disadvantage of the profilometer was that its use in 
calculating etch rates required the assumption of a constant etch rate throughout the time of 
the etch. 
 
 
65 
 
3.4.2: SEM 
 To generate images of sample surfaces, a scanning electron microscope (SEM) was used.  
The SEM was used to compare surface cleanliness before and after etching, as well as to 
generate images of the Sn depositions. 
 Two different modes of SEM were used in this research.  Both involve rastering an 
electron beam across the surface.  However, the modes differ in what product they measure.  
The most common mode of SEM operation is Secondary Electron Imaging (SEI), which is 
sensitive to surface topography.  In this mode, low-energy secondary electrons (liberated from 
the sample by the incident high-energy electron beam) are measured.  However, another mode 
of SEM was also employed.  Backscattered Electron (BSE) imaging measures the high-energy 
beam electrons that are backscattered upon collision with the surface.  This mode is sensitive to 
material composition, rather than topography.  Thus, brightness variation in a BSE image is 
indicative of a change in surface material, while a monochromatic image indicates the presence 
of only one surface material.  Accordingly, after etching, BSE imaging could be used to compare 
a previously Sn-coated portion of an Si sample to a non-coated portion.  A difference between 
the two sections indicated the presence of Sn on the coated surface; no difference indicated a 
complete etch. 
 The SEM used in this dissertation was a Hitachi S-4700, with a working distance of 
12mm. 
3.4.3: AFM 
 Topographical surface maps were also generated by means of Atomic Force Microscopy 
(AFM).  The sensing surface of the AFM is an atomically sharp probe tip on an Si cantilever.  The 
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work in this dissertation was performed with the AFM in tapping mode.  In tapping mode, the 
cantilever is driven at a certain frequency and scanned across the surface, slowly rastering to 
build up a 2D map.  As the cantilever encounters surface features, they change the oscillation.  
The frequency and amplitude of the oscillation are measured by a laser incident on the 
cantilever.  In tapping mode, the frequency and amplitude are kept constant by a feedback loop 
which controls a piezoelectric element to adjust the cantilever’s z-position based on the signal 
from the laser.  Utilizing tapping mode avoids damage-inducing direct contact with the surface 
[87]. 
 Aside from generating very high-resolution surface maps, the main use of the AFM was 
to quantify surface roughness.  The AFM used in this work was made by Asylum Research. 
3.4.4: SIMS 
 In certain experiments, depth profiles of MLMs were measured in order to determine if 
plasma exposure eroded the protective capping layer.  These profiles were performed with a 
Secondary Ion Mass Spectrometry (SIMS) instrument manufactured by Cameca.  This 
instrument fired 12-keV oxygen ions at the surface, sputtering away surface material.  While 
sputtering typically produces mostly neutral atoms, some of the surface material is sputtered as 
ions, rather than neutrals.  These ions are then analyzed by a quadrupole mass spectrometer, 
which separates ions based on their mass.  The instrument records ion mass signal as a function 
of time. 
 At such high incident ion energies, the sputtering yield does not vary much across 
various materials.  Thus, despite the presence of layers within the MLM stack, the sputtering 
rate can be approximated as constant.  After SIMS measurements are complete, the depth of 
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the sputtered crater is measured with the profilometer.  Assuming a constant etch rate, the 
measured time values can then be proportionally converted to depth values, yielding the 
composition of the sample at various depths. 
 However, while sputtering yield may not be very material-dependent, the same cannot 
be said of ionization yield.  The fraction of atoms that are sputtered as ions varies greatly 
depending on the sputtered material.  Thus, SIMS cannot easily be used to quantitatively 
compare the concentration of two different materials (such as Mo and Si in an MLM).  The 
difference in signal levels between various materials will be largely dependent on the ionization 
yield.  However, it is possible to measure relative concentrations of a particular element at 
different depths.  Thus, high signals from a material at certain depths are indicative of the 
presence of that material, while signals that are low or near the noise floor at different depths 
are indicative of the absence of that material.  Accordingly, the thickness of various layers can 
be determined. 
3.4.5: XPS 
 Finally, X-ray photoelectron spectroscopy (XPS) was used to analyze material 
composition of certain surfaces.  As will be discussed in Secs. 7.1 and 7.2, Sn magnetron targets 
were observed to easily oxidize, yielding films with high oxide content throughout the film.  
Thus, in this dissertation, XPS was mainly used to determine the extent of oxidation of Sn films.  
In XPS, x-rays incident on a sample liberate electrons.  The energy of these electrons is equal to 
the difference between the X-ray energy and the binding energies of the electrons in the 
material.  The electron energies are analyzed by an electrostatic energy analyzer similar to the 
one described in Ref. [64].  Signal peaks at different energies are caused by the unique 
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electronic structure of different materials and are used to identify those materials.  The 
particular XPS used in this work was a Physical Electronics 5400.  The “takeoff angle” of 
electrons was 45°.  This means that electrons emanating from the surface at a 45° angle were 
analyzed. 
 Sn yields strong XPS peaks at 484eV and 493eV.  However, oxides of Sn (SnO and SnO2) 
have peaks that are shifted a couple eV higher.  Thus, curve-fitting software can be used to 
analyze experimentally-obtained Sn XPS spectra and separate out the contributions to the 
overall signal curve from pure Sn and from Sn oxides.  The area ratio of the computationally-
obtained Sn and oxide curves can show whether the film is oxidized or not. 
 It is important to note that, at room temperature, Sn in atmosphere immediately forms 
a thin native oxide of approximately 5-10 nm.  However, XPS only measures electrons from the 
first few nm of the surface; thus, analysis of even a pure Sn sample will appear to be heavily 
oxidized.  This XPS is equipped with a 2keV Ar+ ion gun, which can be used to sputter into the 
surface.  Similarly to the incident ions in SIMS, these ions (due to their high energies) yield 
sputter rates that are not very material-dependent.  A calibration obtained with an SiO2 sample 
yielded a sputter rate of approximately 4nm/min; the rate was assumed to be the same for Sn 
films.  By sputtering down to depths of 10nm and 20nm, much of the native oxide could be 
removed, yielding a more definitive indication of whether or not the film had been oxidized 
throughout during deposition.  More information about the XPS, including spectra and purity 
measurements, can be found in Sec. 7.2. 
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3.4.6: ALS Synchrotron 
 EUV Reflectivity (EUVR) analysis was performed at the Advanced Light Source (ALS) 
synchrotron located at Lawrence Berkeley National Lab.  In the synchrotron, electrons are 
accelerated to relativistic speeds and then manipulated into curved trajectories.  Due to the 
centripetal acceleration, the electrons emit photons.  This effect can be used to produce EUV.  
At the ALS, 13.5nm light was scanned in a line across the surface of MLM samples, and EUV 
reflectivity was measured.  The measurements at individual points were averaged together to 
produce a composite EUVR measurement for each sample.  
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CHAPTER 4 
COLLECTOR-DRIVEN HYDROGEN PLASMA CLEANING 
This chapter will focus on a series of experiments performed to demonstrate the ability 
to clean an entire collector and restore EUV reflectivity to MLMs by using a collector-driven H2 
plasma.  First, etching experiments will be detailed, culminating in the measurement of etch 
rates for a fully-coated collector.  Next, an investigation into MLM surface damage will be 
performed.  Finally, EUVR analysis will be undertaken to explore the plasma’s ability to both 
restore EUVR to Sn-coated MLMs and to avoid damaging the EUVR of clean MLMs.  Etching in 
these experiments was performed an H2 pressure of 65mTorr with a flow of 500sccm and a 
power of 300W.  This chapter is largely based on material published previously by the author as 
a journal paper [88]. 
 4.1 Full Collector Cleaning 
First, it was necessary to determine if a collector-driven plasma could clean a full 
collector and, if so, what the Sn removal rates were.  Deposition was carried out in SCOPE with 
the magnetron operating at 30 mA of current in approximately 3 mTorr of Ar.  The entire 
collector was coated with Sn.  Masked Si witness plates were attached along a collector radius 
in order to facilitate profilometer-based measurements of local removal rate, as shown in Fig. 
4.1.  Position 1 is at the inner radius of the collector (which is 3cm from the center), while 
Position 5 is at the outer radius (15cm from the center). 
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Fig 4.1: A diagram of the collector is shown with Si witness plates attached in 5 different positions.  The entire collector was 
coated with Sn during depositions; however, to measure local removal rates, Si witness plates were also placed on the 
collector during deposition and etching.  These were later analyzed in a profilometer. 
To develop contrasting areas of the sample, masking was employed.  In deposition, a 
mask covered half of the witness plate, leaving that half as bare Si with no deposited Sn.  In 
etching, the mask was rotated by 90° so that one quadrant of deposited Sn and one quadrant of 
bare Si were exposed while another quadrant of deposited Sn and another quadrant of bare Si 
were masked.  This led to four quadrants on each sample, which will be referred to over the 
course of this report.  “Etch Sn” and “Etch Si” are quadrants of deposited Sn and bare Si, 
respectively, which were exposed to etching.  “Mask Sn” and “Mask Si” are quadrants of 
deposited Sn and bare Si, respectively, which were masked during etching.  After etching, a “T” 
was inscribed at the corner point of the four quadrants to provide orientation during 
profilometry and microscopy.  This “T” will be seen in some SEM images.  A diagram of the 
quadrant setup is shown in Fig. 4.2. 
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Figure 4.2: The four quadrants of a witness plate are shown.  The "Sn" quadrants were deposited, while the "Si" quadrants 
were not.  The “Etch” quadrants were exposed to etching, while the “mask” quadrants were not. 
The first etching experiment was carried out for an initial deposition of 20nm.  Since the 
removal rates were not known, the etch was run for 2 hours in hopes of demonstrating a 
complete etch.  Pictures of the collector pre- and post-etch are shown in Fig. 4.3.  An issue with 
arcing also caused the chamber to be opened up approximately 4min. into the etch and allowed 
for a collector picture at that time, as well.  As shown in the pictures, some Sn cleaning can 
already be seen after 4min; after 2 hours, the collector visibly appears to be completely clean. 
 
Figure 4.3: Before etching, the collector appears blue.  The non-deposited part at approximately the 11 o’clock position is 
wehre the QCM sat during deposition.  After only 4 minutes, the collector has already begun to see some cleaning.  After 2 
hours of etching, the collector appears clean and pristine. 
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Profilometry on the witness plates confirmed that, indeed, 20nm of Sn had been etched.  No 
height difference was seen between Etched Sn and Etched Si.  SEM (in SEI mode) was also used 
to compare the Masked Sn and Etched Sn portions of one of the witness plates (seen in Fig. 
4.4).  The Etch Sn portion appears as pristine, smooth bare Si.  In conclusion, the 20nm etch 
completely cleaned the collector. 
 
Figure 4.4: (A) An image from the Mask Sn portion of one witness plate is seen.  This image shows Sn grains.  (B) An image 
from the Etch Sn portion of the witness plate is seen.  No Sn grains are present, and the surface is smooth, like a bare Si 
wafer. 
Etching was then carried out for an initial deposition of 50nm.  Results were very similar.  
Once again, profilometry found no step height between the Etched Si and Etched Sn quadrants.  
SEM images showed the Etched Sn quadrant to be clean; a comparison to the Etched Si 
quadrant, validating the cleanliness of the Etched Sn quadrant, is shown in Fig. 4.5. 
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Figure 4.5: SEM images show that, after a 2 hour etch, the previously-Sn-coated quadrant of an Si sample (A) is as clean as 
the Etched Si quadrant (B).  
Additionally, some BSE SEM images show that the Etched Sn quadrant has the same 
surface as the Etched Si quadrant, rather than the Masked Sn quadrant.  As mentioned in Sec. 
3.4.2, these BSE images are sensitive to material composition.  Due to instrument limitations, 
the BSE detector could only be used at low magnifications; these images are centered on the 
common vertex of all four quadrants.  Shown in Fig. 4.6, these images confirm that the surface 
of the Masked Sn quadrant has a different material than the surfaces of the other quadrants, 
while the Etched Sn quadrant appears identical to the never-coated bare Si quadrants. 
 
Figure 4.6: BSE images from the 50nm etch shows that Masked Si, Etched Si, and Etched Sn surfaces all share the same 
material composition.  Mask Sn has a different material composition.  This suggests that the Sn was fully etched from the 
Etched Sn quadrant.  Image A is from Sample 3, and Image B is from Sample 5. 
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In order to calculate etch rates, an incomplete etch was needed.  Thus, the deposition 
was raised to 100nm, and etching was undertaken again.  However, the 100nm etch also 
appeared to yield complete etching over 2 hours.  Once again, profilometry showed no 
difference between Etched Si and Etched Sn.  A BSE image, shown below, detects no difference 
between Etched Si and Etched Sn. 
 
Figure 4.7: A BSE image shows that 100nm had completely etched. Etch Sn is identical to Etch Si and Mask Si, while the 
different color of Mask Sn indicates a different material composition. 
SEI images of the Etched Sn quadrant are shown in Fig. 4.8.  High-magnification images 
appear to show a pristine Si surface.  However, zooming out yields an additional piece of 
information.  As the magnification is lowered, it becomes evident that a few “islands” of Sn are 
left.  This is likely due to the island-like nature of the original deposition (as shown in Fig. 4.4a) 
and due to the probability-driven effect.  As the substrate material is exposed and less of the 
surface is covered in Sn, it becomes more and more unlikely that an incident radical will happen 
to find its way to one of the remaining Sn islands.  Thus, even for etches which appear complete 
(such as this 100nm etch), small remnants of Sn may be left behind, and additional time may be 
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necessary in order to remove these.  However, these islands are so small and far enough apart 
that they were not detected by the profilometer or the BSE imaging mode. 
 
Figure 4.8: Etch Sn is seen at various magnifications.  At high magnifications (bottom), it appears pristine.  Lower 
magnifications (top) reveal that, despite the seeming completeness of the etch, there are a few Sn islands left on top of the 
Si surface.  This can be explained by the fact that, as the Si substrate is exposed, it becomes less and less likely that an 
incident H atom will hit one of the few remaining Sn islands; thus, it is difficult to remove the last islands. 
 
Since the SEM images showed that the etch had barely completed for the 100nm deposition, 
the deposition thickness was increased one last time to 200nm.  To enable deposition in a 
timely manner, the collector was raised toward the magnetron from a distance of 31cm to a 
distance of 15cm.  Etching of the 200nm deposition for 2 hours yielded an incomplete etch.  SEI 
images of the Etched Sn quadrant are shown in Fig. 4.9.  These show the presence of Sn at all 
magnifications. 
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Figure 4.9: SEI images show Sn coverage on the Etched Sn quadrant, indicating an incomplete etch. 
A BSE image (Fig. 4.10) also shows a difference between Etched Sn and Etched Si.  It should be 
noted that, due to the different thickness of Sn (and perhaps due to some exposed Si between 
Sn islands), the Etched Sn quadrant appears to be a different shade than both Etched Si and 
Masked Sn. 
 
Figure 4.10:  There is a clear difference between the color of Etch Si and Etch Sn.   This indicates that the Etch Sn quadrant 
has a different material composition than the Etch Si quadrant. 
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Due to incomplete etching, removal rates could be calculated.  Witness plates analyzed 
on the profilometer yielded the removal rates shown in Fig. 4.11.  2 scans were taken for each 
sample. 
 
Figure 4.11:  Sn removal rates are shown at 65mTorr, 500sccm, 300W for each sample according to the sample positions 
diagrammed in Fig. 4.1  The removal rates were calculated by measuring etch thickness with a profilometer and dividing by 
etch time.  
While the removal rates do appear to be higher closer to the center of the collector, they are 
basically within error bars of each other, with the exception that the etch rate at Position 4 is 
definitively lower than at Position 1.  This makes sense because of a higher plasma density at 
Position 1.  This will be discussed more in Ch. 7.  Additionally, another hypothesis for the 
variation shown in Fig. 4.11 was flow-mitigated redeposition.  SnH4 is weakly-bound; as 
mentioned in Sec. 3.2.4, it can decompose and re-deposit Sn upon collision with a wall.  If this 
phenomenon were a large factor, it would lead to the necessity to blow SnH4 away from the 
collector before it had a chance to hit the collector surface.  Since Position 1 is closest to the 
location of H2 flow and is not surrounded by a Sn source on all sides (due to its location 
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adjacent to the collector inner radius), redeposition would be consistent with a higher net 
removal rate at Position 1.  This redeposition hypothesis will be explored more throughout this 
dissertation.  It should be noted that SEM imaging of an Etched Si sample from the 200nm 
experiment shows that, despite any role redeposition may have had in decreasing net removal 
rate, it did not cause a net deposition rate on an already-clean location.  Since any redeposition 
is due to SnH4 created by etching, it makes sense that the redeposition rate should not be 
greater than the raw etch rate. 
 
Figure 4.12: An Etched Si sample from the 200nm etching experiment is shown.  This was an incomplete etch; however, 
though Sn remained on the initially Sn-coated surfaces, no Sn was observed to deposit on the bare Si sample, which 
remained clean. Sn removal rates are shown at 65mTorr, 500sccm, 300W for each sample according to the sample positions 
diagrammed in Fig. 4.1  The removal rates were calculated by measuring etch thickness with a profilometer and dividing by 
etch time.  
4.2 MLM Surface Damage Simulations and Experiments 
 Since full-collector cleaning had been demonstrated and measured, it was relevant to 
know if exposure to the plasma would pose a threat to an actual MLM surface.  It should be 
noted that an attempt was made to provide etch “end-detection” by observing Sn or SnH4 lines 
with a spectrometer.  If the lines then disappeared, this would indicate the completion of the 
etch, and the plasma could be turned off before the MLM surface had been exposed for long.  
80 
 
However, while this method yielded a hydrogen spectrum, SnH4 and Sn lines could not be 
clearly resolved, resulting in the abandonment of this technique; thus, it was necessary to know 
if plasma exposure damaged an MLM surface.  Additionally, real EUV collectors have strongly 
nonuniform Sn deposition, so the collector-driven plasma technique will invariably cause some 
parts of the MLM surface to be exposed to the plasma.  Thus, it must be known if plasma 
exposure damages the MLM surface. 
As an initial indicator, an AFM scan on the Etched Si quadrant of one of the 200nm 
samples revealed that, after spending 2 hours exposed to the etching plasma, the Etched Si 
quadrant had a roughness of only 3.2Å.  Such a low roughness is close to the typical roughness 
value for a polished and very-carefully-handled Si wafer, 1.5Å [89].  Since the sample was 
handled and cut in a dirty lab environment, the measured value of 3.2Å does not indicate 
plasma-caused surface damage.  Since Si is a major part of an EUV MLM, this result was 
heartening.  The AFM scan is shown in Fig. 4.13.  Note the picometer scale. 
 
Figure 4.13:  An AFM image of a bare Si sample exposed to plasma etching for 2 hours yields and RMS roughness of 0.32nm, 
close to the expected roughness for a polished Si wafer.  This indicates the absence of sputtering-induced roughening on Si.  
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A deeper investigation of surface damage was undertaken through simulation and 
through SIMS depth profiles of plasma-cleaned MLM samples.  First, the simulation will be 
described.  The simulation used was SRIM, which stands for “The Stopping and Range of Ions in 
Matter” [90].  This is a Monte Carlo code that traces high-energy incident ions through a layer 
and records collisions (and the results of the collisions).  Some collisions result in sputtering; 
thus, by running enough ion flights and dividing the number of sputtered atoms by the number 
of ion flights, one can develop a reasonable estimate of the sputtering yield.  In this work, the 
maximum number of ion flights (99,999) was used. 
However, in order to run the code, the ion energy must be known.  Since ions are 
directed into the collector by a sheath, they will acquire an energy equal to the potential 
difference between the collector and the bulk plasma.  Thus, the voltage on the collector must 
be measured.  Additionally, the plasma potential (Vp) must be measured, since the measured 
potential on the collector will be referenced to ground.  In reality, ions begin their approach to 
the collector not from ground but from Vp, so the total potential drop is the sum of Vp and the 
ground-referenced collector potential. 
Vp was measured by a Langmuir probe, as described in Sec. 3.3.1.  The value was 
approximately 45V.  It should be noted that this value is in good agreement with a back-of-the-
envelope calculation that relates Vp, Vf, and Te.  This relation is given by Eqn. 4.1 [80]: 
 𝑉𝑝 − 𝑉𝑓 = 𝑇𝑒[3.34 + ln(𝜇)] (4.1) 
where Te is given in eV and µ is the mass number of the ions in AMU.  The Te value obtained 
from the Langmuir probe was 1.8eV.  Thus, for H+ ions, the expected difference between Vp and 
Vf is approximately 6eV.  Since Vf was measured to be 39V, the measurements are in very good 
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agreement with this back-of-the-envelope calculation, showing that the probe is working as 
expected. 
 Measurement of the collector potential required a few steps, due to the high amplitude 
and frequency of the potential.  The amplitude rendered the use of a traditional oscilloscope 
probe impossible, since the signal would be too large for an oscilloscope to process.  A 
Tektronix P6015 high-voltage attenuating oscilloscope probe was placed on the RF feedthrough 
at the entrance to the XCEED chamber.  The signal from this probe was recorded on an 
oscilloscope.  However, since attenuation varies at different radio frequencies, calibration was 
necessary to determine the attenuation factor at 13.56MHz.  The calibration process is 
described below. 
First, a function generator was connected directly to the oscilloscope by means of a BNC 
cable.  This function generator was set to produce a sine wave of 6V amplitude at 13.56MHz.  
The oscilloscope was set to terminate in a high (1MΩ) impedance.  The sine wave was recorded 
to have an amplitude of approximately 6V, as expected.  Second, with XCEED at atmosphere, 
the Type-N cable that connects the matching network to the RF feedthrough was detached 
from the matching network and attached to the function generator by means of a matched 
BNC-to-RF connector.  This signal path, of course, also terminates in a high impedance (since 
the collector is disconnected from ground and does not drive a plasma at atmosphere).  The 
Tektronix probe was used to measure the voltage on the RF feedthrough.  Due to the probe 
attenuation, the voltage seen on the oscilloscope was very low.  Since the function generator 
was outputting the same 6V signal, a calibration factor for the Tektronix probe was then 
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established by scaling up this measured voltage to be equal to the 6V signal.  This factor was 
approximately 632. 
Applying this calibration factor to the measured voltage for a 300W plasma at 65mTorr 
yielded an average collector voltage of approximately -250V.  This “self-bias” is typical of 
capacitively-coupled plasmas and occurs on the smaller electrode (which, in this case, is the 
collector, since the entire chamber is the ground electrode).  This occurs due to the need to 
carry higher current densities through the collector sheath in order to preserve Kirchhoff’s 
Current Law at the powered and ground electrodes [91].  Adding the plasma potential shows 
that the average ion energy was 290eV. 
Sputtering simulations were then performed using SRIM for H+ ions incident on different 
surfaces: Si, Mo, Ru, and Zr.  The first two elements comprise the actual MLM structure, and the 
latter two are often used in capping layers.  The results, shown below, indicate an incredibly 
small expected sputtering rate for Si and an expected rate of 0 for sputtering of Mo, Ru, and Zr. 
 Si Mo Ru Zr 
Sputtering Yield .017 at/ion 0 0 0 
Sputtering Rate .029 nm/min 0 0 0 
Thickness Sputtered after 45 min. 1.3 nm 0 0 0 
Table 4.1. Sputtering yields for common MLM materials bombarded by 245 eV H
+
 ions. 
 
 Only a small yield is shown for Si, and no sputtering is expected for the other materials.  
It should also be noted that, since these simulations were performed for H+, they represent a 
worst-case scenario.  In reality, as shown in Ref. [92] and in the next chapter, most plasma ions 
in the pressure range considered in the previous section (65-325 mTorr) will be H3
+.  The 
sputtering effect of an H3
+ ion is identical to dividing the energy equally amongst 3 H+ ions.  If 
the simulations are undertaken once again for H3
+ by simulating H+ at 82eV, then all the 
sputtering yields go to 0. 
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To experimentally verify the ability of MLM surfaces to withstand exposure to the 
hydrogen plasma, MLM samples were obtained.  While all samples contained the same 
multilayer structure, some had a capping layer of ZrN, while others had a capping layer of SiN. 
For each capping layer, samples were subjected to four different conditions.  “Bare” 
samples were left bare and never exposed to plasma, offering a baseline in case plasma 
exposure damaged other samples.  “Etched” samples were never coated with Sn but were 
taped onto the collector and exposed to the etching plasma for 45min.  “Deposited” samples 
were coated with Sn in SCOPE but never etched; finally, “Deposited & Etched” samples were 
coated in SCOPE and then exposed to the etching plasma for 45min.  Depth profiles for the 
samples were then obtained using SIMS, as explained in Sec. 3.4.2. 
ZrN-capped samples will be considered first.  SIMS depth profiles of both a Bare and an 
Etched ZrN-capped sample are shown in Fig. 4.14.  Both show a ZrN cap layer that is about 
20nm thick, followed by multilayers of Mo/Si, followed finally by a drop in Mo that indicates the 
transition to the Si substrate beneath the multilayer structure.  Zr levels observed after the first 
20nm are spurious and at the noise floor of the instrument.  Oscillations in the Mo/Si counts, 
due to the multilayer structure, are smoothed out due to intermixing caused by heating from 
ion bombardment.  Both the Bare sample and the Etched sample show the same Zr capping 
structure of the same thickness, indicating that exposure to the hydrogen plasma has not 
damaged the surface of the MLM.  The absence of measurable removal is in agreement with 
the TRIM predictions. 
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Figure 4.14: SIMS depth profiles of (A) a bare ZrN-capped MLM sample and (B) a ZrN-capped sample exposed to the etching 
plasma for 45 min. show the same capping layer structure and thickness, followed by the same multilayer structure. Thus, no 
damage or surface erosion is observed after 45min. of exposure to the etching plasma. 
Depth profiles of the ZrN Deposited sample and the ZrN Deposited & Etched sample are 
shown in Fig. 4.15.  A small coating of Sn is seen on the Deposited sample, while it is removed 
on the Deposited & Etched smaple.  However, the removal of Sn is the only difference between 
the two, indicating no observable damage to the MLM.  It should be noted that, beyond the 
first few nm of the Deposited sample, the Sn signal is at noise levels. 
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Figure 4.15: SIMS depth profiles of (A) a Sn-coated ZrN-capped MLM sample and (B) a ZrN-capped sample that was coated 
with Sn but then exposed to the etching plasma for 45 min. show the same capping layer structure and thickness, followed 
by the same multilayer structure. The only difference is the presence of a small amount of Sn at the top of the Deposited 
sample, with no trace of the Sn remaining in the Deposited & Etched sample.  Thus, no damage or surface erosion is 
observed. 
Depth profiles were also recorded for SiN-capped MLM samples exposed to the same 
conditions and are shown in Figs. 4.16 and 4.17.  The SiN-capped samples have a cap layer 
indicated by high counts of Si but low counts of Mo, followed by a rise in Mo counts to levels 
associated with the multilayer structure.  The cap is usually also observed as a peak in Si 
concentration above that seen in the multilayer structure, except for on the Bare sample.  The 
reason for this is most likely due to the fact that the profile of the Bare sample used an ion 
current twice as large as the profiles of the other samples.  Nevertheless, the distance from the 
beginning of the cap to the rise in Mo remains constant across all SiN-capped samples.  This 
indicates that sputtering of the cap layer by the plasma was not observed.  The absence of 
measurable removal is in agreement with the TRIM predictions. 
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Figure 4.16: SIMS depth profiles of (A) a bare SiN-capped MLM sample and (B) a SiN-capped sample exposed to the etching 
plasma for 45min.  Both show a rise in Mo at the same depth, indicating the beginning of the multilayer structure.  The SiN 
cap is indicated as a high concentration in Si prior to the rise of Mo.  In the Bare sample, this peak is not easily differentiable 
from the Si in the multilayer structure, due to an ion beam current of 200nA rather than 100nA.  However, the depth at 
which the Mo rise begins is the same in both profiles, indicating no removal of the capping layer after 45 min. of plasma 
exposure. 
 
Figure 4.17: SIMS depth profiles of (A) a Sn-coated SiN-capped MLM sample and (B) a SiN-capped sample that was coated 
with Sn but then exposed to the etching plasma for 45 min. show the same capping layer structure and thickness, followed 
by the same multilayer structure. The only difference is the presence of a small amount of Sn at the top of the Deposited 
sample, with no trace of the Sn remaining in the Deposited & Etched sample.  Thus, no damage or surface erosion is 
observed. 
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Finally, to provide a closer look at the capping layer features shown in Figs. 4.14-4.15, 
the first 50nm of the ZrN-capped depth profiles are shown in Fig. 4.18.  This figure clearly shows 
a Zr feature that is the same size in every sample.  The only difference between the samples is 
that the Deposited sample has a layer of Sn on the surface.  This shows that, not only does the 
plasma remove Sn, but it does not erode the capping layer.  The instrument hit counts are 
normalized to the maximum Si value. 
Figure 4.18: SIMS depth profiles are shown ZrN samples that were (A) Bare, (B) Etched, (C) Deposited, and (D) Deposited & 
Etched.  All samples show the same capping layer structure and thickness, followed by the same multilayer structure. Thus, 
no damage or surface erosion is observed after 45 min.  The only difference is the presence of a Sn layer in (C), which is 
removed by etching in (D). 
 
As shown in this section, SIMS results agree with SRIM simulations and show that the H2 
plasma used in this work does not sputter or erode the capping layer of an MLM.  However, in a 
real EUV source, what matters is not a SIMS depth profile.  What matters is the ability to 
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restore EUV reflectivity by Sn cleaning and to not damage EUV reflectivity by exposure of the 
MLM to the plasma.  Thus, a series of EUV reflectivity experiments were undertaken. 
4.3 EUV Reflectivity 
To allow for EUV reflectivity measurements and comparisons at various conditions, 
multiple MLM ZrN-capped and SiN-capped samples were prepared and exposed to conditions 
similar to those in the SIMS experiments of Sec. 4.2.  Sn depositions were 20nm thick, and 
etches were 45min. long.  Multiple “sets” of SiN samples were used, but ZrN samples were 
scarce, resulting in only one set of ZrN-capped samples.  A set consisted of 5 samples, each 
exposed to different conditions.  The sample condition terminology is identical to that in Sec. 
4.2, except for one difference: a “Control” sample was added.  The difference between 
“Control” and “Bare” was that Control samples were never removed from their initial sample 
holders, while Bare samples were removed and handled but never placed in any plasma 
chamber.  The purpose of this distinction was to quantify and isolate any potential reductions in 
reflectivity caused by atmospheric contaminants and handling.  Samples were deposited and 
etched as shown in Fig. 4.19.  Samples from the ZrN set and SiN sets 1 & 2 were deposited and 
etched in “Run 1”, while samples from SiN sets 3 & 4 were deposited and etched in “Run 2”.  
The abbreviations are: E for “Etched”, D for “Deposited”, DE for “Deposited & Etched”. 
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Figure 4.19:  For EUVR measurements, samples were divided into “sets”, with each set consisting of 5 samples with the same 
capping layer but exposed to different conditions.  Scarcity of ZrN-capped samples led to one ZrN-capped set and 4 SiN-
capped sets (SiN 1,2, etc.).  The ZrN set and SiN sets 1 &2 were deposited and etched together; this constituted “Run 1”.  SiN 
sets 3 & 4 were deposited and etched together in “Run 2”.  This figure shows the deposition and etching configurations.  
Note that “E” stands for “Etched”, “D” stands for “Deposited”, and “DE” stands for “Deposited and Etched”.  These 
conditions have meanings identical to their meanings in Sec. 4.2.  
 
After exposing the samples to the various conditions, they were sent to LBNL for EUVR 
measurements on the Advanced Light Source.  As mentioned in Sec. 3.4.6, this process 
consisted of scanning beam of 13.5nm light across each sample in a line; reflectivity was then 
averaged over the line.  Results from the ZrN-capped set are shown below. 
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Figure 4.20: ZrN-capped samples were exposed to five different conditions.  The atmosphere did not appear to contaminate 
the samples, as is evident from the negligible difference in reflectivity between the Control and Bare samples.  Exposure of a 
non-deposited sample to the etching plasma for 45 minutes yielded little surface damage, as evidenced by the reflectivity 
measurement of the Etched sample.  As expected, a deposition of 20 nm of Sn reduces the reflectivity drastically (Deposited 
sample).  Finally, the Deposited and Etched (“Dep & Etched”) sample was once coated with Sn but saw most of its reflectivity 
restored by in-situ hydrogen plasma cleaning.  Larger error bars on the last two samples are due to the presence of 
contamination in the deposition experiment. 
As seen in Fig. 4.20, exposure and handling seem to have a minimal effect on the 
samples’ reflectivity, since the Control and Bare samples are within error bars of each other 
(50% vs. 49%).  No reflectivity loss is caused by the 45 min. plasma exposure, as seen by the 
Etched sample, which actually has a reflectivity that is well within an error bar and even 
nominally higher than the Bare sample.  Deposition predictably lowers reflectivity to a non-
useful value (approximately 6%).  Finally, etching of a deposited sample brings the reflectivity 
back to 46%.  While this value is slightly below the Etched and Bare values, such a result was 
expected due to contamination in the deposition experiment, caused by isopropyl alcohol being 
vacuumed into the chamber and depositing contaminants on the samples after leak-checking.  
Error was estimated a +/- 1% by comparing EUVR values from multiple SiN Control samples that 
should have theoretically had the same reflectivity. 
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While these results further confirm the ability to remove Sn and confirm the ability to 
restore EUV reflectivity, the lack of reflectivity loss for the Etched sample is also very important.  
This confirms that exposure to the plasma does not degrade the reflectivity of an MLM.  This is 
important because, in a real industrial source, part of the collector will be Sn-coated, while part 
will not.  Additionally, if the deposition thickness is non-uniform, some coated sections will 
clean before others, leaving a bare MLM surface exposed to the cleaning plasma.  Thus, before 
implementing a cleaning technique, it is necessary to know that this technique will not hurt the 
MLM.  These results show that to be the case. 
The SiN-capped results, presented in Fig. 4.21, show a different story.  It should be 
noted that, due to time constraints at the ALS, EUVR measurements are only shown from the 
Control, Etched, and Deposited & Etched samples of Sets 1-3.  As shown below, the Etched 
samples lose approximately 10% reflectivity (from approximately 56% to approximately 46%) 
after simple exposure to the etching plasma.  Deposited & Etched samples have approximately 
the same reflectivity, indicating reflectivity restoration ability.  However, it seems that any 
samples exposed to the etching plasma see a reflectivity degradation from 56% to 46%. 
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Figure 4.21: SiN-capped samples were exposed to the same conditions as the ZrN-capped samples.  Due to an excess of 
supply, 3 sets of SiN-capped samples were exposed and measured.  Due to time constraints at the synchrotron, only 3 
different conditions were measured for EUVR.  Etching does restore much reflectivity, since a sample with an Sn coating 
ought to have a reflectivity in the single digits, as was the case for the ZrN-capped Deposited sample.  However, it seems that 
any sample exposed to the etching plasma sees a final reflectivity of about 46%, which is 10% below the initial value of 56%.  
This effect is due to blistering on SiN-capped samples. 
The reason for the reflectivity degradation becomes evident upon sample inspection 
with an SEM.  As expected, SEM analysis confirmed that Sn removal was completed.  For 
example, an image of the ZrN-capped Deposited sample is compared with one of the SiN-
capped cleaned samples in Fig. 4.22.  Comparison of the two images shows an absence of Sn on 
the latter. 
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Figure 4.22: (A) After Sn deposition, a ZrN-capped sample shows grains of Sn on the surface.  (B) After exposure to the 
etching plasma, an SiN-capped sample shows no Sn, indicating etch completion. 
However, zoomed-out SEM images of SiN-capped samples, shown in Fig. 4.23, display 
blisters, which are not seen on ZrN-capped samples after plasma exposure (Fig. 4.24). 
 
Figure 4.23: Blistering is shown on SiN-capped samples after plasma exposure.  (A)  A Deposited & Etched sample shows 
blisters.  (B) The surface eof the Etched sample was exposed to the etching plasma for longer than that of the Deposited & 
Etched sample, since the Etched sample never had any Sn coating.  On this sample, some of the blisters have popped. 
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Figure 4.24: Blistering is not seen on the ZrN-capped samples.  The ZrN-capped Etched sample, shown at the same 
magnification as the SiN-capped samples in Fig. 3.18, does not have any blisters. 
It is concluded that the drop in reflectivity on SiN-capped MLMs (not seen on ZrN-
capped MLMs) is due to hydrogen blistering.  Hydrogen ions incident on the surface can 
implant, reacting with the Si or recombining to form H2.  However, the native oxide on an SiN 
surface is known to present a hydrogen diffusion barrier [93].  This keeps the implanted 
hydrogen from diffusing out; instead, it forms H2 bubbles that cause blisters, which eventually 
rupture.  ZrN does not show this same behavior; even after 45 minutes of direct exposure to 
the etching plasma, the sample in Fig. 4.22 did not show any signs of blistering. 
As noted earlier, current EUV source technology uses H2 as a buffer gas to slow down 
high-energy Sn ions [69].  Due to the radiation from the EUV plasma, some of this H2 gas is 
dissociated and ionized, even if the collector is not driving a plasma.  ZrN is known to be more 
stable than SiN in this environment [94].  Thus, since any commercial EUV collector will have to 
contend with a hydrogen plasma, ZrN is a likelier capping layer for commercial-level collectors.  
In fact, the relative scarcity of ZrN-capped samples was due to the fact that industry was 
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switching to the ZrN capping layer at the time of these experiments.  This switch from SiN came 
about because of the blistering effect caused by the photon-produced H2 plasma in industrial 
EUV sources.  Accordingly, the ability of the technique shown in this dissertation to restore EUV 
reflectivity to ZrN-capped MLMs without damaging the capping layer or MLM structure 
indicates this technique’s potential for adoption in commercial EUV sources. 
4.4 High-Pressure Etching 
 Having demonstrated full-collector etching, measured etch rates, and demonstrated 
EUVR restoration at 65 mTorr, it was then decided to attempt etching at 325 mTorr.  Real EUV 
sources run at pressures much higher than 65mTorr, so it was desirable to learn about etching 
at a higher pressure.  Additionally, these 325mTorr experiments illuminated an interesting 
result that led to a deeper investigation of the fundamental processes behind Sn removal. 
 The work of Sporre [71], which observed difficulty in etching wafer-size samples with a 
remote helicon plasma source, along with works cited in Sec. 2.8, suggested the possibility of 
SnH4 decomposition and redeposition.  Thus, it was not initially known whether an observable 
removal rate would even be seen at 325mTorr.  Additionally, to try to mitigate this effect, it was 
desirable to employ a high flow rate in order to blow SnH4 out of the chamber as quickly as 
possible.  The maximum setting for the MFC was 1000sccm of H2 flow; thus, this flow was used. 
Collector voltages measured under these conditions showed only a bias of -114V.  This is 
lower than the bias seen at 65mTorr.  Though sputtering was already predicted to be negligible 
given the incident ion energies at 65mTorr (Sec. 4.2) and was never seen in experiments, this 
decrease in voltage reduces the likelihood of sputtering even further.  Additionally, the 
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collector temperature was measured as a function of time at 65mTorr and 325mTorr.  This was 
done by attaching a thermocouple to the collector surface.  Since the thermocouple was 
electrically connected to the collector, no readings could be taken with the plasma on.  Thus, 
the plasma was momentarily turned off at 10-minute intervals to facilitate measurement of the 
temperature.  The temperature curves below in Fig. 4.25 show that the temperature at 
65mTorr is higher than at 325mTorr.  Given the increase in convective cooling at higher gas 
pressures, this is not surprising.  Error of +/- 2°C is caused by fluctuations on the thermometer 
as well as the time necessary to plug in the thermometer and write down a reading.  Error bars 
are approximately the size of the markers. 
 
Figure 4.25: The temperature of the collector is shown as a function of time.  At 65 mTorr, the steady-state temperature 
reaches a higher value than at 325mTorr, due to the comparative lack of gas molecules to provide convective cooling. Error is 
caused by fluctuations on the thermometer as well as the time necessary to plug in the thermometer and write down a 
reading; however, the error bars are approximately the size of the markers. 
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 Sn-coated Si witness plates were used for measurement of removal rate.  The collector 
plasma setup was used to clean Sn off of the dummy collector (and witness plates) for 2 hours.  
In Fig. 4.26, SEM images of the as-deposited Sn and the plasma-etched Sn show that the plasma 
has altered the Sn structure somewhat, but Sn has not fully been removed.  Since the etch was 
incomplete, the remaining Sn thickness on the witness plates could be measured by a 
profilometer and divided by 120 minutes to yield a removal rate.  The measured removal rate 
was approximately 0.1 nm/min; however, since the error of the profilometer is 20-30 nm and 
the run was 2 hours long, the range of error is larger than the measurement. 
.  
Figure 4.26: (A) The witness plate surface is coated with Sn before etching. (B) After 2 hours of etching at 325 mTorr and 1000 
sccm of H2 flow, some Sn has been removed, but some is still on the surface.  This indicates an incomplete etch. 
 The removal rate value of 0.1 nm/min was an order of magnitude lower than those seen 
at 65mTorr.  To further explore this effect, an etching experiment was performed at 325mTorr 
using the maximum flow rate that could be handled by the pumping system at that pressure.  
However, this rate was larger than one MFC could provide.  Two mass flow controllers, each 
capable of flowing 1000sccm, were attached in parallel between the hydrogen tank and the 
chamber inlet.  With both turbo pumps running at full speed, pressures were measured at total 
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flow rates from 1000sccm to 2000sccm.  The results are shown in Fig. 4.27.  Due to the high 
precision of the pressure gauge, error bars are smaller than the markers. 
 
Figure 4.27: As expected for a constant pumping speed, the pressure shows a very linear trend with flow rate.   The slope is 
approximately 0.12mTorr/sccm.  Extrapolating this trend to 325mTorr yields a flow rate of 3200sccm.  This is the maximum 
rate at which H2 can be let in while still maintaining a pressure of 325mTorr.  The high precision of the pressure gauge causes 
error bars to be smaller than the markers. 
 Most pumps exhibit a pressure regime in which the pumping speed is constant.  Within 
this regime, pressure linearly increases with flow, due to the gas throughput equation 
 𝑄 = 𝑆𝑃 (4.2) 
Here, Q is the pump throughput, P is the pressure, and S is the pumping speed.  At steady-state, 
the throughput is equal to the inlet flow rate.  In Fig. 4.26, it is clear that the pumping system is 
in the region of constant speed.  The slope of the experimental curve is approximately 
0.5mTorr/sccm.  Extrapolating this trend indicates that, with full pumping, the flow rate 
necessary to raise the pressure to 1.3Torr is 3200sccm.  This is the maximum flow rate 
attainable with the current pumping configuration.  Since the mass flow controllers do not 
permit such a flow rate, they were replaced by a valve system which was used to adjust the 
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flow such that the pressure rose to 1.3Torr.  Accordingly, this flow rate was approximately 
3200sccm. 
 At 3200sccm, an etch of approximately 30nm was observed on the profilmeter, yielding 
an etch rate of approximately 0.25nm/min; however, the error bars of 20-30 nm place this 
measurement at the edge of the profilometer noise floor (given the 2 hour etching time).  
While this (and the slightly-cleaner Sn surface seen in Fig. 4.26b) indicates that etching probably 
occurred, the etch rate is too small to be measured accurately, and it is impossible to tell if it is 
any better than the etch rate at 1000 sccm.  This measurement also does not yield any 
definitive conclusions about the cause of the low etch rates at high pressure.  Accordingly, it 
was necessary to perform further experiments and simulations in order to understand the 
nature of the fundamental processes and mechanisms underlying Sn etching.  In order to 
understand how best to maximize removal rate, the fundamental processes underlying Sn 
removal must be understood.  While redeposition was one possible cause of the etch rate 
decrease, other causes, such as a radical density decrease or an ion-driven etching dependence, 
were also possible.  The process investigations were undertaken to quantify these various 
phenomena and determine what truly governs hydrogen plasma-based Sn etching.  The 
remaining chapters of this work will be dedicated to these investigations. 
101 
 
CHAPTER 5 
HYDROGEN RADICAL DENSITY MEASUREMENT AND MODELING 
 One of the fundamental processes underlying Sn removal is hydrogen radical creation.  
This chapter will focus on the science of radical creation in the capacitively-coupled XCEED 
discharge.  To understand the role of H radical density on plasma-based Sn etching, a series of 
experiments were performed to measure the radical density, nH, at various conditions.  
Additionally, these numbers were necessary as an input to the redeposition diffusion-advection 
model (which will be discussed in Ch. 6). 
The experimental diagnostic used to measure the radical density was the catalytic 
radical probe described in Sec. 3.3.  Due to the assumptions and error associated with this type 
of probe, a plasma chemistry model was also developed in order to validate the probe.  This 
chapter will first show the experimental setup, followed by details about the model, concluding 
with a comparison of experimental and theoretical results. 
5.1 Experimental Setup 
Since probe theory and the XCEED etching chamber have already been described in Ch. 3, 
this section will simply present a short overview of the way that the diagnostics were set up for 
these experiments.  Since the model required n and Te as inputs, a Langmuir probe was used to 
measure these quantities.  Both the Langmuir probe and the radical probe were positioned in 
front of the collector approximately halfway between the inner and outer radius.  This location 
is the same as “Radial Position 3” as described in Sec. 4.1.  The probes were attached to a 
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transfer arm which allowed translation in the axial direction (z-direction), as diagrammed in Fig. 
5.1.  A mounting apparatus was designed and machined to hang from the transfer arm and 
support both probes. The probes were positioned within the mounting apparatus such that 
both probes were at the same z-coordinate.  In the radial direction, the probes were angled 
such that they were approximately only 1cm apart from each other.   
 
Figure 5.1. The Langmuir probe and catalytic radical probe are placed very close together, effectively measuring conditions at 
the same point.  Both are suspended from a transfer arm, which can translate the probes in the axial (z) direction. 
 
 The distance from the collector was determined by performing the following 
“orientation” procedure with the chamber closed but with the plasma turned off.  A bakeout 
lamp was turned on in the chamber in order to see where the probes were in relation to the 
collector.  Following this, the probes were moved forward, with frequent visual checks to make 
sure they had not hit the collector.  Since all the viewports looked at the collector from an 
angle, it was difficult to determine from sight alone whether the probes had reached the 
collector.  However, it was possible to see a reflection of the probes as they approached the 
collector.  As the probes approached their own reflection, the transit towards the collector was 
slowed down greatly.  An ohmmeter was attached to the collector power feedthrough on one 
end and to the probe feedthrough on the other.  Finally, the probes were pushed forward very 
slowly until the ohmmeter registered an electrical connection, indicating the probes had 
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touched the collector.  This location was marked on the transfer arm, and the probes were 
retracted.  Distances away from the collector were measured using this marked location on the 
transfer arm as the 0cm point. 
 With this experimental setup in mind, the model will now be discussed. 
5.2 0D Plasma Chemistry Model 
5.2.1: Model Setup 
To validate the radical probe and understand the science behind radical creation, a 
simple model was developed.  Plasma chemistry modeling is often used to predict densities of 
species in plasmas.  However, a full 2-dimensional plasma chemistry model involves (at the 
least) solving coupled mass continuity equations for every species; momentum balance 
equations and an electron energy equation are often involved, as well.  This kind of modeling is 
computationally intensive; performing it in a system such as XCEED, in which the pumps do not 
lie in the same plane as the source, would require even more-intensive 3D modeling.  Such an 
approach is beyond the scope of a simple model. 
A common alternative to provide density predictions with less computational burden is 
to use a “zero-dimensional” model, in which rate equations are solved for plasma species 
within a given domain.  Volumetric reactions provide gains and losses in species density, as do 
surface boundary conditions, as seen in Eq. 5.1: 
𝑑𝑛
𝑑𝑡
= (𝐺𝑎𝑖𝑛 𝑓𝑟𝑜𝑚 𝑉𝑜𝑙𝑢𝑚𝑒 𝑅𝑒𝑎𝑐𝑡𝑖𝑜𝑛𝑠) − (𝐿𝑜𝑠𝑠 𝑓𝑟𝑜𝑚 𝑉𝑜𝑙𝑢𝑚𝑒 𝑅𝑒𝑎𝑐𝑡𝑖𝑜𝑛𝑠)
− ∑
𝐴𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦
𝑉
𝛤𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦
𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦
 
      
(5.1) 
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where n is the density of the particular species, V is the domain volume, A is the boundary area, 
and Γboundary is the flux of particles out of the domain across a particular boundary (in the case of 
an influx, this term is negative). 
However, 0D models require various assumptions.  Often, densities are taken to be uniform 
in the entire chamber [95].  In yet another type of 0D model, some densities are assigned 
certain non-uniform profiles (e.g., the ion densities are assigned parabolic profiles), but the 
electron density is still left uniform [96].  Additionally, in this latter method, only volume-
averaged densities are calculated.  Meanwhile, in order to calculate the boundary fluxes, simple 
chamber geometries must generally be used [96, 97, 98]. 
XCEED does not easily fit these approaches.  The plasma is very localized at the collector 
surface, and the chamber is very large; no plasma species density, including the electron 
density, can be approximated as uniform throughout the chamber.  Additionally, the geometry 
does not easily conform to common simple designs.  Neither the diameter nor the length of 
XCEED is significantly larger than the other, the collector (and, thus, the plasma created on its 
surface) does not extend all the way to the walls of the chamber, and there is a hole in the 
center of the collector.  Thus, constructing a 0D model that would actively predict radical 
densities at the surface would prove difficult if the model was applied to the entire chamber.  
However, uniformity can be approximated for small dimensions, and requirements for a 0D 
model should be met if the model is constrained to a small domain.   
Thus, a small box in front of the collector was chosen as the domain.  In this box, the plasma 
is assumed uniform.  The collector is approximated as a flat surface.  The electron density and 
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temperature within the box were determined by Langmuir probe measurements.  A diagram of 
the domain is shown in Fig. 5.2.  Arrows indicate net fluxes to/from the plasma across surfaces; 
equal opposing arrows indicate no net flux.  This will be explained below. 
 
Figure 5.2. The domain for the model is shown.  Inside the domain, the plasma is assumed uniform.  The collector is 
approximated as a flat surface, and the electron density and electron temperature were measured with the Langmuir probe.  
The plasma was observed to vary much more sharply in the axial direction than the radial direction, and it was assumed to 
be uniform in regards to rotation about the center of the collector.  Thus, as it was assumed that no net flux occurred across 
faces of the domain except those in the axial direction (as shown by the arrows in the zoomed-in picture).  The method of 
determining the domain length L, as well as the axial fluxes, will be described shortly. 
It was necessary to consider boundary conditions and the uniformity approximation when 
choosing the size of the domain.  Much stronger variation was observed in the z-direction than 
the r-direction, and the plasma was assumed to be uniform with regards to rotation about the 
center of the collector.  Thus, it was assumed that approximately no net diffusion occurred 
across the walls of the domain in the non-axial directions.  The only surface losses (or gains) 
were assumed to occur at the collector surface and through the opposing surface.  Since the 
net fluxes across the other surfaces were thus set to 0, this approximation also simplified the 
choice of domain size by allowing the non-axial dimensions to be arbitrary.  The size of the 
domain only enters the model through area-to-volume ratios in the 
𝐴𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦
𝑉
𝛤𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 terms of 
Eq. 3.  Since the only nonzero terms will be from the collector surface and the opposing face, 
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the area-to-volume ratio in all nonzero terms will simply be 1/L, where L is the axial length of 
the domain. 
L was determined by considering a measured axial (z-direction) electron density profile with 
1 cm increments.  In order to decouple the domain from other cells, it was necessary to 
determine an effective “cutoff length” such that the plasma density at smaller lengths could be 
approximated as uniform and the electron density at larger lengths could be approximated as 0.  
To take a real, non-digital profile and approximate it with an “on” region and an “off” region, 
the length was chosen to be the point at which the slope of the density was steepest, signaling 
a sharp change from high density to low density.  According to this procedure, L was set to 9 cm 
for the 65 mTorr simulations, 6 cm for the 97.5 mTorr simulations, and 5 cm for the 130 mTorr 
simulations.  Electron density profiles used for determining L are shown below and were 
obtained by translating the Langmuir probe in the z-direction by means of the transfer arm.  
Profiles were begun at the point at which the ion current signal (and, therefore, the electron 
density signal) was greatest; as the pressure rises and confines the plasma, this point becomes 
closer to the collector.  The “uniform plasma” domain is assumed to have an electron density 
value equal to the value at this point.  Error in the electron density is caused by error in 
measuring the probe area (4.56x10-6 m2 +/- 4x10-7 m2) and error in fitting the ion current 
parabola, as described in Sec. 3.3.1 (+/- 2 x 10-5 A). 
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Figure 5.3. The electron density profile in the z-direction is shown at 65mTorr.  The point of steepest decrease is 9cm, which 
is set as the side length L for the 65mTorr simulation.  In this particular graph, the location of L is diagrammed.  For the 
purposes of the simulation, the domain between the collector and L is approximated to have a uniform plasma; beyond L, 
the electron density is approximated to be 0.  Error is due to measurement of the probe area and ion current. 
 
Figure 5.4. The electron density profile in the z-direction is shown at 97.5mTorr.  The point of steepest decrease 6cm, which 
is set as the side length L for the 65mTorr simulation.  For the purposes of the simulation, the domain between the collector 
and L is approximated to have a uniform plasma; beyond L, the electron density is approximated to be 0.  Error is due to 
measurement of the probe area and ion current. 
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Figure 5.5. The electron density profile in the z-direction is shown at 130mTorr.  The point of steepest decrease is 5cm, which 
is set as the side length L for the 65mTorr simulation.  For the purposes of the simulation, the domain between the collector 
and L is approximated to have a uniform plasma; beyond L, the electron density is approximated to be 0.  Error is due to 
measurement of the probe area and ion current. 
5.2.2: Volumetric Reactions 
With the assumptions set, a 0D model was implemented by solving reaction rate 
equations inside the domain to predict densities of hydrogen radicals and ions.  Each reaction 
occurs with a different rate constant k, which is dependent on Te.  The values of k can be found 
in the literature either directly or by integrating known cross-sections over the electron energy 
distribution (assumed here to be Maxwellian).  The reactions considered, along with the 
sources used for the rate constants, are shown in Table 5.1. 
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Reaction Number Reaction Source 
(R5.1) 𝐻2
+ + 𝐻2
𝑘1
→𝐻3
+ + 𝐻 [92] 
(R5.2) 𝐻2
+ + 𝑒
𝑘2
→2𝐻 [99] 
(R5.3)  𝐻3
+ + 𝑒
𝑘3
→𝐻2 + 𝐻 
[99] 
(R5.4) 𝐻2 + 𝐻
𝑘4
→𝐻3
+ + 𝑒 [100, 101, 102] 
(R5.5) 𝐻2 + 𝑒
𝑘5
→2𝐻 + 2𝑒 [100] 
(R5.6) 𝐻2 + 𝑒
𝑘6
→2𝐻 + 2𝑒 [100] 
(R5.7) 𝐻 + 𝑒
𝑘7
→𝐻+ + 2𝑒 [103] 
(R5.8) 𝐻3
+ + 𝑒
𝑘8
→2𝐻 + 𝐻+ + 𝑒 [103] 
(R5.9) 𝐻2 + 𝑒
𝑘9
→2𝐻 + 2𝑒 [100, 101, 102] 
Table 5.1. Volumetric reactions considered in the 0D model are shown, along with references from which the rate constants 
k were either calculated directly or derived. 
These reactions produced gains and losses inside the domain, to be plugged into rate 
equations of the form of Eq. 3.  While this is not an exhaustive set of all possible reactions in a 
hydrogen plasma, this set was chosen as the most relevant because of comparatively high 
reaction rate constants within the experimental parameter space. 
5.2.3: Surface Gains and Losses 
At this point, only the surface loss and gain terms were left to consider.  Due to the 
assumptions discussed earlier, the only surface loss considered is loss of particles to the 
collector and through the face opposite of the collector, beyond which the electron density is 
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assumed to be 0.  At the collector, radicals will be lost to the wall via recombination, which will 
occur with a probability γ: 
2𝐻 +𝑊𝑎𝑙𝑙 →  𝐻2   (5.2) 
The value of γ was chosen to be 0.07, in agreement with the general range for γ that is cited 
in literature (.01-0.2) [98].  Additionally, the radicals reach the surface through isodirectional 
thermal motion.  Thus, the flux of radicals lost to the collector will be as shown in Eq. 5.3, 
where vH,th is the thermal velocity of H radicals: 
 
𝛤𝑟𝑎𝑑𝑖𝑐𝑎𝑙 𝑙𝑜𝑠𝑠 𝑡𝑜 𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑜𝑟 = 𝛾
1
4
𝑛𝐻𝑣𝐻,𝑡ℎ. 
(5.3) 
Ions do not reach the collector by random motion.  Rather, they are accelerated toward the 
collector by the plasma sheath and presheath, causing a directed ion flux.  Ions are assumed to 
be lost with a probability of 1.  Thus, the ion loss flux to the collector is given by Eq. 5.4: 
 𝛤𝑖𝑜𝑛 𝑙𝑜𝑠𝑠 𝑡𝑜 𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑜𝑟 = 𝑛𝑖𝑣𝐵. (5.4) 
In this equation, vB is the Bohm velocity, given by Eq. 5.5: 
 
𝑣𝐵 = √
𝑇𝑖𝑞𝑖
𝑚𝑖
, 
(5.5) 
where Ti is the ion temperature (assumed to be room temperature), qi is the ion charge, and mi 
is the ion mass. 
While ions are lost when they hit the collector, the mechanism of loss can vary.  Ions can 
implant, stick to the surface, or be reflected.  Reflection of H2
+ simply produces neutral H2.  
However, reflections of H+ and H3
+ occur according to Eqs. 5.6 and 5.7 [98]: 
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𝐻+ +𝑊𝑎𝑙𝑙 → 𝐻;   (5.6) 
𝐻3
+ +𝑊𝑎𝑙𝑙 → 𝐻 + 𝐻2.   (5.7) 
Eqs. 5.6 and 5.7 represent radical gain mechanisms.  Reflection probabilities were determined 
by SRIM [26].  The ion energy used as an inputs to SRIM at 65mTorr was the same as that in 
Section 4.2.  The ion energy was also measured at 130mTorr, as well as at powers of 100W and 
200W at 65mTorr.  For the dissociative reflection of H3
+, the reflection coefficient was 
determined to be the coefficient of an incident H+ ion with 1/3 of the energy.  For powers of 
100W and 200W at 97.5mTorr, the energy was approximated by taking the ratio of the energies 
at 97.5mTorr, 300W and 65mTorr, 300W, and multiplying by the coefficients for the 
appropriate powers at 65mTorr.  Since the reflection coefficients were directly calculated from 
other reflection coefficients at these powers, ion energies were not measured at 100W and 
200W at 97.5mTorr.  Reflection coefficients for Eqs. 5.6 and 5.7 are shown in Table 2 for the 
different pressures used in the 0D model. 
Pressure (mTorr) Power (W) EH+ (eV) Eq. 5.6 Eq. 5.7 
65 300 290 .30 .34 
65 200 195 . 31 .36 
65 100 146 .32 .37 
97.5 300 256 .30 .35 
97.5 200 N/A .31 .36 
97.5 100 N/A .33 .38 
130 300 222 .31 .38 
Table 5.2. Reflection of incident H
+
 (Eq. 5.6) and H3
+
 (Eq. 5.7) produces H radicals.  Reflection coefficients, determined by 
SRIM, are shown at different pressures and powers. 
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Reflection causes positive radical fluxes into the domain, according to Eqs. 5.8 and 5.9. 
 
𝛤𝑟𝑎𝑑𝑖𝑐𝑎𝑙 𝑔𝑎𝑖𝑛 𝑑𝑢𝑒 𝑡𝑜 𝐸𝑞.8 = 𝑅𝐻+
𝐴
𝑉
𝑛𝐻+𝑣𝐻+,𝐵𝑜ℎ𝑚; 
(5.8) 
 
𝛤𝑟𝑎𝑑𝑖𝑐𝑎𝑙 𝑔𝑎𝑖𝑛 𝑑𝑢𝑒 𝑡𝑜 𝐸𝑞.9 = 𝑅𝐻3+
𝐴
𝑉
𝑛𝐻3+𝑣𝐻3+,𝐵𝑜ℎ𝑚; 
(5.9) 
Fluxes across the surface opposite the collector must also be considered.  According to the 
approximation that there is no plasma beyond that surface, no ions can diffuse from the far 
side of the surface into the domain.  Thus, the surface simply sees an ion loss flux.  Since the 
surface is not a physical wall, there is no sheath, and the ions simply travel isodirectionally at 
the thermal velocity, as shown in Eq. 5.10: 
 
𝛤𝑖𝑜𝑛 𝑙𝑜𝑠𝑠 𝑎𝑐𝑟𝑜𝑠𝑠 𝑎𝑥𝑖𝑎𝑙 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 =
1
4
𝑛𝑖𝑣𝑡ℎ𝑖 . 
(5.10) 
Radicals present a somewhat different picture.  Once radicals leave the domain through the 
axial surface, there is only one volumetric method of radical destruction (R5.7), but since the 
model assumes an electron density of 0 beyond the surface, R5.7 cannot proceed.  This means 
that radicals can be lost only to recombination on the walls.  The walls are far away from the 
domain, and the recombination coefficient is very small, causing most radicals to be reflected.  
For the purposes of this model, it is therefore assumed that the radical density is approximately 
flat near the domain; thus, approximately no radicals are lost across the axial surface.  
5.2.4: Final System of Equations 
Rate equations of the form of Eq. 3 were then solved for the densities of radicals, H+, and 
H3
+.  The density of H2
+ was calculated by assuming quasineutrality, which states that the sum 
of the ion densities is equal to the electron density, which was set as an experimentally-
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determined constant based on Langmuir probe measurements.  Since the predominant species, 
by far, is neutral H2, the density of neutral H2 was assumed to be a constant dictated by the gas 
pressure.  The final system of equations is shown in Eqs. 5.11-5.14.  It should be noted that, of 
the inputs to these equations, all are determined by experiment (nH2, ne, Te, L), literature (k, γ), 
or simulation (R).  Thus, this model requires no external scaling factors. 
 𝑑𝑛𝐻
𝑑𝑡
= 𝑘1𝑛𝐻2𝑛𝐻2+ + 2𝑘2𝑛𝑒𝑛𝐻2+ + 𝑘3𝑛𝑒𝑛𝐻3+ + 2(𝑘5 + 𝑘6 + 𝑘9)𝑛𝐻2𝑛𝑒
+ 2𝑘8𝑛𝑒𝑛𝐻3+ − 𝑘4𝑛𝐻2𝑛𝐻 − 𝑘7𝑛𝐻𝑛𝑒 − 𝛾
1
𝐿
𝑛𝐻𝑣𝐻,𝑡ℎ
4
+ 𝑅𝐻+
1
𝐿
𝑛𝐻+𝑣𝐻+,𝐵𝑜ℎ𝑚 + 𝑅𝐻3+
1
𝐿
𝑛𝐻3+𝑣𝐻3+,𝐵𝑜ℎ𝑚; 
 
(5.11) 
 𝑑𝑛𝐻+
𝑑𝑡
= 𝑘7𝑛𝐻𝑛𝑒 + 𝑘8𝑛𝑒𝑛𝐻3+ −
1
𝐿
𝑛𝐻+𝑣𝐻+,𝐵𝑜ℎ𝑚 −
1
𝐿
𝑛𝐻+𝑣𝐻+,𝑡ℎ
4
; 
(5.12) 
 
 𝑛𝐻2+ = 𝑛𝑒 − 𝑛𝐻+ − 𝑛𝐻3+; (5.13) 
 
 𝑑𝑛𝐻3+
𝑑𝑡
= 𝑘1𝑛𝐻2𝑛𝐻2+ + 𝑘4𝑛𝐻2𝑛𝐻 − 𝑘3𝑛𝑒𝑛𝐻3+ − 𝑘8𝑛𝑒𝑛𝐻3+ −
1
𝐿
𝑛𝐻3+𝑣𝐻3+,𝐵𝑜ℎ𝑚
−
1
𝐿
𝑛𝐻3+𝑣𝐻3+,𝑡ℎ
4
 . 
(5.14) 
These equations were solved in MATLAB by running ode15s until convergence at steady-state. 
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5.2.5: Model Calibration and Check on Numerical Results 
At 65mTorr and 300W, simultaneously solving Eqs. 5.11-5.14 yielded the following values for 
the four dependent variables: nH = 4.15x10
12 cm-3, nH+ = 2.47x10
5 cm-3, nH2+ = 1.52x10
8 cm-3, and 
nH3+ = 7.97x10
15 cm-3.  Error will be discussed later.   
From these numbers, the rationale behind the choice of γ = 0.07 as the recombination 
coefficient can be seen.  If nH and γ are left as variables, Eq. 5.11 yields Eq. 5.15. 
 3.42𝑛𝐻 + 6.98𝑥10
3𝛾𝑛𝐻 = 2.06𝑥10
15 (5.15) 
If γ is chosen to be 0.07, solving this for nH yields a value of 4.2x1012 cm-3, which is very close 
to the experimental result (shown in the next section) of 4.3x1012 cm-3 +/- 4x1011 cm-3.  This 
informed the choice of γ.  Once chosen, γ was held constant throughout all simulations. 
 It should be noted that the simulation result is quite sensitive to γ.  Rather than having a 
constant sensitivity factor, the dependence of nH on γ appears to follow an inverse exponential, 
as shown in Fig. 5.6.  In this figure, γ is varied throughout the range presented in literature 
(0.01-0.02). 
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Fig. 5.6. The dependence of nH on the recombination coefficient, γ, is shown. 
Alternatively, this can be expressed as a sensitivity factor, which is a ratio of the absolute value 
of the errors in nH and γ (Fig. 5.7). 
 
Fig. 5.7.  The sensitivity factor, which is a ratio of the error in nH caused by the error in γ, is shown. 
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Finally, the percent error caused to the original model nH (with γ=0.07) that would be caused by 
alterations in the value of γ is shown in Fig. 5.8. 
 
Fig 5.8. This figure shows the absolute value of the error in nH caused by variations in γ over the range of γ values allowable 
based on the literature [98]. 
For the purposes of error analysis, γ will be assumed to be a set, fixed constant.  Error 
presented as error bars on radical density graphs will be due to parameters that are not set but 
instead are measured variables. 
As a check to verify that the simulation was working correctly, the individual terms in 
Eq. 5.11 were summed to make sure that the right-hand-side was approximately 0.  The values 
of the terms are presented below in Table 5.3. 
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Term Value (cm
-3
s
-1
) 
𝑘1𝑛𝐻2𝑛𝐻2+ 6.4E+14 
2𝑘2𝑛𝑒𝑛𝐻2+ 1.4E+08 
𝑘3𝑛𝑒𝑛𝐻3+  6.3E+09 
2(𝑘5 + 𝑘6 + 𝑘9)𝑛𝐻2𝑛𝑒 1.2E+15 
2𝑘8𝑛𝑒𝑛𝐻3+ 2.2E+09 
−𝑘4𝑛𝐻2𝑛𝐻 1.4E+13 
−𝑘7𝑛𝐻𝑛𝑒 3.4E+10 
−𝛾
1
𝐿
𝑛𝐻𝑣𝐻,𝑡ℎ
4
 
2.0E+15 
𝑅𝐻+
1
𝐿
𝑛𝐻+𝑣𝐻+,𝐵𝑜ℎ𝑚  
1.0E+10 
𝑅𝐻3+
1
𝐿
𝑛𝐻3+𝑣𝐻3+,𝐵𝑜ℎ𝑚  
2.3E+14 
Table 5.3. Numerical values of the terms in Eq. 5.11. 
 
Summing these terms together yields dnH/dt = 7.5 cm
-3s-1.  Given the orders of 
magnitude of the terms in the equation (and the fact that the final radical density has a value 
on the order of 1012cm-3), such a small value for the derivative shows that the derivative is 
effectively 0.  Effectively, the computational slope of the radical density shows that, over the 
course of 1 second, a change of 7.5cm-3, or 1.8x10-12 of the final value, can be expected.  This is 
effectively a slope of 0, indicating that the numbers produced by the simulation do, in fact, 
dictate a steady-state solution. 
5.2.6: Model Error Analysis 
Due to their sensitivity to assumptions and experimental measurements, 0D models are 
often used more for order-of-magnitude estimates than for precise calculations.  An error 
analysis of this model shows why. 
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 Several inputs to the model are either derived from or are themselves measured 
experimental variables.  These are Te, ne, L, nH2, and the reflection coefficients.  Due to the 
precision of the pressure gauge used to determine nH2, error in nH2 will be assumed to be 
insignificant in causing error in nH.  Also, it will readily be shown that the reflection coefficients 
do not contribute significantly to the error, either. 
A treatment of the reflection coefficient error and the induced nH error at the “base 
condition” (65mTorr, 300W) is presented here.  Given the 99999 flights of SRIM were used for 
each reflection coefficient, the statistical error for the reflection coefficients is quite small.  At 
65mTorr, 300W, 29520 of the 99999 computation H+ ions were observed to reflect, while 
34772 of the 99999 computational H3+ ions were observed to reflect.  The statistical error is 
the square root of the reflected ion count divided by the reflected ion count.  For these two 
values, this fact yields statistical errors of 0.58% and 0.54%.  Owing to the small magnitude of 
these errors, it will be assumed that error in the reflection coefficients comes not from 
statistical error but from error in the ion energy measurements used to determine the energies 
of incident ions for the SRIM simulations.  Error in the ion energy measurements comes from 
variations on the high-voltage probe and inaccuracy in the determination of Vp; for more ion 
energy measurements and information, see Sec. 7.3.  This error leads to error in the reflection 
coefficients and is within 18-25% within the given pressure range (and within 12-25% in the 
given power range).  However, given that the variation of ion energies seen in Table 5.1 does 
not cause large alterations to the reflection coefficients, it is not surprising that this amount of 
error in the ion energy measurements causes even less variation in the reflection coefficients.  
At 65mTorr, 300W, the reflection count lower bounds are 29187 for H+ (1.1% error) and 33879 
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for H3+ (1.1% error).  The reflection count upper bounds are 29662 for H+ (.47% error) and 
34929 for H3+ (1.9% error).  These have very small effects on the radical density.  Results are 
shown in Table 5.4.  For cases when nH appears the same, a non-zero percent error was still 
determined because the presented nH values are rounded, rather than truly identical. 
 RH+ RH3+ nH (cm
-3
) RH+ %Error RH3+ 
%Error 
nH 
%Error 
Measured 
Value 
29520/99999 34277 4.15x1012 N/A N/A N/A 
Upper Bound 29662/99999 34929/99999 4.16x1012 .47% 1.9% 0.002% 
Lower 
Bound 
29187/99999 33879/99999 4.09x1012 1.1% 1.1% 0.0012% 
Table 5.4. Error in nH caused by error in ion reflection coefficients is nearly nonexistent. 
The three remaining factors are Te, ne, and L.  An example of their numerical 
contributions at 65mTorr, 300W is shown in Table 5.4, similar to Table 5.3.  It is clear that the 
main contributor to the total error is Te.  Error in Te is due to approximating the slope of the 
electron current in the Langmuir probe trace.  Error in L is due to the fact that the radial profiles 
used to determine L were taken with 1 cm spatial resolution.  Error in ne is explained in Sec. 
5.2.1. 
For all other conditions, the total error will simply be seen as error bars on graphs in 
Sec. 5.3.   
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Parameter Parameter 
Condition 
Parameter Value nH (cm
-3
) nH 
%Error  
Te Measured 1.55 eV 4.15x10
12
 N/A 
Upper Bound 1.8 eV 7.31x1012 76.1% 
Lower Bound 1.3 eV 2.64x1012 36.4% 
ne Measured 8.12x10
9
 cm
-3
 4.15x10
12
 N/A 
Upper Bound 9.27x109 cm-3 4.74x1012 14.2% 
Lower Bound 6.97x109 cm-3 3.56x1012 14.1% 
L Measured 9 cm 4.15x1012 N/A 
Upper Bound 10 cm 4.41x10
12
 6.4% 
Lower Bound 8 cm 3.89x1012 6.3% 
Table 5.5. Error in nH caused by error in ion reflection coefficients is nearly nonexistent. 
Total error is found by taking the square root of the sum of the squares of the individual 
percent errors.  For the base case of 65mTorr, 300W, the total positive error was 77.7%; the 
total negative error was 39.5%. 
5.3 Results and Discussion 
Radical probe experiments were carried out for variations in power, pressure, and flow.  
For each experiment, radical densities were measured with the catalytic probe, while electron 
density and electron temperature were measured with the Langmuir probe; the measured ne 
and Te values were then plugged into the model, which calculated predicted radical densities.  
The base conditions were 300W RF power, 65mTorr, and 1000sccm of H2 flow.  While a given 
parameter was varied, the other parameters were left at their base values, unless otherwise 
noted.  
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 Power was varied between 100W, 200W, and 300W.  Power variation was carried out at 
two different pressures: 65mTorr and 97.5mTorr.  Experimental and model results at 65mTorr 
are compared in Fig. 5.9.   
Since the quantities on the right-hand side of equation 3.8, other than dT/dt, are well 
known quantities provided by the radical probe manufacturers, error in the experimental 
measurements is due to error in the measurement of dT/dt.  This error occurs because the 
voltmeter that processes the temperature data has large discretization steps in both T and t 
(approximately 2K and 1sec), necessitating the use of smoothing in order to obtain dT/dt.  Error 
is found for each measurement by calculating the radical density using different numbers of 
points for slope averaging; it is usually around +/- 10-20%. 
 
Figure 5.9. The predicted and experimental radical densities are shown as a function of power at 65mTorr.  The experimental 
data are approximately linear with power, as would be expected.  The model is in good agreement with experiments, 
suggesting that the fundamental science behind radical creation has been captured. 
 
As expected, experimental nH is approximately linear with power.  Additionally, 
extrapolating the trend backwards would yield approximately 0 radicals at 0W power.  These 
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two facts suggest that the catalytic probe is working as expected.  The proper functioning of the 
probe, as well as an understanding of the science behind radical creation, is confirmed by the 
agreement between the model output and experiment data.  The agreement at 100W and 
300W is particularly close given the level of approximation inherent in a 0D model. 
To further demonstrate the versatility of the model, power variation experiments were also 
carried out at 97.5 mTorr and are presented in Fig. 5.10.  As with power variation at 65 mTorr, 
the model is in good agreement with the experimental data.   
 
Figure 5.10.  The predicted and experimental radical densities are shown as a function of power at 97.5 mTorr.  As at 65 
mTorr, the experimental data are approximately linear with power, as would be expected.  The model is in good agreement 
with experiments, suggesting that the fundamental science behind radical creation has been captured. 
 
With a constant 300W of RF power, the pressure was varied between 65mTorr, 
97.5mTorr, and 130mTorr.  Model results are contrasted with experimental results in Fig. 5.11. 
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Figure 5.11. The predicted and experimental radical densities are shown as a function of pressure at 300 W.   The model is in 
good agreement with experiments. 
 
Once again, the model agrees well with experiments.  Both model and experimental data 
show that radical density increases with pressure.  The agreement between experiment and 
model shown in Figs. 5.9-5.11 confirmed that the probe is working correctly and is a reliable 
experimental diagnostic. 
 Increasing the pressure above 130mTorr reveals that the increase of radical density with 
pressure is not linear, as shown in Fig. 5.12.  This is due to the fact that the main source of 
radical creation is the dissociation of H2 by electrons.  While nH2 obviously increases with the 
pressure, ne experiences a decrease.  Thus, the increase of nH with pressure is not linear.  At 
pressures above 130mTorr, only experimental results are provided, since increasing the 
pressure above 130 mTorr caused the Langmuir probe sheath to become collisional, rendering 
the model inputs of ne and Te unmeasurable with standard collisionless Langmuir probe theory.   
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Figure 5.12. As pressure increases, radical density generally increases, though not linearly.  This is due to decreases in ne at 
high pressures.  At 195, 260, and 325 mTorr, all radical probe results were effectively the same. 
 
Finally, flow was varied at 325 mTorr and 300 W.  Radical densities were measured for 
flow rates of 500, 1000, 1500, 2000, and 3200 sccm (with 3200 sccm being the maximum flow 
rate possible while maintaining a pressure of 325 mTorr).  However, no variation of radical 
density was visible with flow variation, with the density always being equal to the value 
presented in Fig. 5.12 at 325 mTorr (5.2 x 1012 cm-3 +/- 1x1012 cm-3).  This confirmed that, within 
this range of flow rates, increases in flow did not cause removal of any measurable number of 
radicals.  This agreed with an implicit assumption in the 0D model, since the model did not 
account for any method of affecting the radical density by means of flow variation.  This 
assumption was validated by the experiments that showed no change in radical density as a 
function of flow. 
As an academic sidenote, it is useful to point out that the model can also predict ion 
densities.  As an example, ion and radical densities are plotted against electron temperature at 
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65mTorr in Fig. 5.13.  At this condition (65mTorr, 300W), the electron density was 8.12x109 cm-
3, and the electron temperature was 1.55eV. 
 
Figure 5.13. The model can also predict ion densities.  Here, an example is shown at 65mTorr, 300W as a function of Te, which 
was experimentally measured to be 1.55eV.  At this condition, the measured electron density was 8.12x10
9
 cm
-3
.  Thus, this 
graph indicates that almost all ions are H3
+
.  This is consistent with other hydrogen plasma chemistry models in this pressure 
region [92].   
The ion density results in Fig. 5.13 show that, at physically relevant values of Te, virtually 
all ions are H3
+.  This agrees with other research performed on hydrogen plasma chemistry [92] 
and helps confirm that the model is operating as expected. 
The radical density results, when compared to the removal rates presented in Ch. 4, 
show that Sn removal rate is certainly not a function of radical density alone in this parameter 
space.  Indeed, while the radical density experiences a modest increase from 65mTorr to 
325mTorr, the removal rate sees a strong decrease.  Thus, radical density is not the limiting 
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factor.  To determine the limiting factor, investigations were performed into the fundamentals 
of redeposition and etching.  
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CHAPTER 6 
REDEPOSITION THEORY & COEFFICIENT 
Having gained an understanding of radical creation and measured radical densities, it 
was clear that, within the given parameter space, radical density was not the limiting factor in 
H2 plasma removal of Sn.  When the pressure increased by a factor of 5, etch rate decreased by 
an order of magnitude (as shown in Ch. 4), even though the radical density saw a slight increase 
(as shown in Ch. 5).  A figure showing this effect with more etch rate data and less error than in 
Ch. 4 will be shown in Sec. 7.3. 
Therefore, it was thought that something else (either redeposition or an unknown fact 
about etching) was limiting the net removal rate.  However, given that the redeposition rate 
was unknown, it was impossible to tell how much of the removal rate was due to etching and 
how much (if any) was due to redeposition.  Thus, in order to understand Sn removal and guide 
design of future Sn removal system, investigations were performed into etching and 
redeposition in an attempt to separate these processes, understand them better, and learn to 
what extent they contributed to the net removal rate.  While the investigations typically 
attempted to isolate etching and redeposition from each other, results from investigations into 
one of these processes were often useful in carrying out investigations into the other process. 
Etching was comparatively easy to observe on its own.  Most etching experiments 
involved using a Sn-coated QCM (8mm in diameter) as both the etch rate diagnostic and as the 
only source of Sn.  This eliminated concerns about coating the chamber walls with Sn or having 
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Sn etch off of one location on a large source and re-deposit far away on the same source.  The 
only way redeposition could occur with this setup would have been for an SnH4 molecule leave 
the QCM surface, turn around 180, return to the small QCM, and redeposit (as will be shown 
later, this did not occur in these experiments).  However, redeposition was more difficult to 
isolate.  A particular problem was that any redeposition in XCEED would depend on the SnH4 
density profile created by the etching plasma; this could not be measured, nor could it be easily 
reproduced without the presence of the plasma and etching.  Thus, it was necessary to develop 
a model to solve for the density profile of SnH4.  The theory behind this model will be discussed 
first; though the outcome was ultimately somewhat different than expected, the SnH4 model 
served as an initial motivation for much of the work that ultimately led to the understanding of 
Sn removal by an H2 plasma.  
6.1 Redeposition Theory 
6.1.1: Theoretical Setup 
In order to know the density profile of SnH4, it was necessary to solve a fluid equation 
for SnH4 density that took into account the processes of SnH4 transport, creation, and 
destruction. The use of a fluid equation was justified by the following calculation of the 
Knudsen number, which shows whether the gas is in the viscous, transition, or molecular flow 
regime.  The mean free path λ is given by 
 
𝜆 =
1
𝑛0𝜎
 
(6.1) 
where n0 is the gas density and σ is the relevant cross-section; in this case, for transport of 
neutral gas molecules, it is the neutral-neutral cross section.  As seen in the work of Sporre [JR 
129 
 
PHD], a decent estimate for neutral-neutral cross sections is 10-15 cm2.  As expected, this is 
smaller than the estimated electron-neutral cross section of 5x10-15 cm2 found in Ref. [DAVID], 
due to the lack of long-ranging free-charge Coulomb forces.  A useful back-of-the-envelope 
calculation for gas density in terms of the pressure, P, is given by Equation 6.2 [80]: 
 𝑛0[𝑐𝑚
−3] = 3.29𝑥1016 𝑃[𝑇𝑜𝑟𝑟] (6.2) 
According to Eqs. 6.1 and 6.2, the mean free path at 65mTorr is approximately 0.95cm.  This 
value decreases for higher pressures.  The Knudsen number is given by 
 
𝐾𝑛 =
𝜆
𝑑
 
(6.3) 
where d is the diameter of the XCEED chamber.  This diameter was measured as 36”, or 
approximately 91cm.  Accordingly, the Knudsen number at 65mTorr is 0.005.  For Knudsen 
numbers less than 0.01, the gas is in the viscous flow regime, allowing for a continuous 
approximation and the use of fluid equations as opposed to Monte Carlo simulations of 
individual particle trajectories. 
 Thus, it was possible to write a fluid equation for the SnH4 density profile, taking into 
account transport, creation, and destruction processes.  Physically, these processes are as 
follows.  For transport of SnH4, in order to investigate if flow had any effect on redeposition, it 
was necessary to consider not only diffusion but also flow-driven advection.  Creation of SnH4 
does not occur in the chamber volume; it occurs only at the collector surface and is caused by 
etching.  The work of Tamaru [TAMARU], which will be described in more detail in Sec. 6.3.1, 
showed that SnH4 decomposition does not occur upon collision with gas molecules; it occurs 
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only on wall surfaces, not in the volume.  The only other source of SnH4 “destruction” is for the 
gas to leave the volume through the pumping system.  Thus, destruction, like creation, only 
occurs at boundaries. 
 For the purpose of calculating the SnH4 density profile, these processes may be 
translated into mathematical terms.  Generally, density profiles are described by continuity 
equations, which mathematically balance the concentration of the molecule entering and 
leaving an infinitesimally small volume element.  Since there is no creation or destruction 
within the volume, the only way for SnH4 to enter or leave an infinitesimally small volume 
element (as long as it is not adjacent to a wall-based source of creation or destruction) is 
through transport.  Additionally, since the plasma in this work is continuous, it is sufficient to 
calculate only the steady-state SnH4 profile.  Since the steady-state profile does not change in 
time and the only volumetric processes are diffusion and advection, the equation that must be 
solved is a diffusion-advection equation where the rate of change is set to 0 and equated to a 
balance between diffusion and advection.  This is given by Eq. 6.4: 
 𝜕𝑛
𝜕𝑡
= 0 =  −𝛻 ∙ (𝐷∇𝑛) + 𝒗 ∙ 𝛻𝑛 
(6.4) 
where n is the SnH4 density, D is the diffusion coefficient, and v is the velocity profile.  The 
rightmost term is the advection term, while the term to its left is the diffusion term. 
 Since creation and destruction only occur at surfaces, they enter the math as boundary 
conditions for Eq. 6.4.  Since these are surface processes, rather than volumetric processes, 
they will be described by fluxes into and out of surfaces.  The boundary condition for SnH4 
creation is applied to the collector surface and is given by 
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−𝐷 
𝜕𝑛
𝜕𝒏
= 𝛤𝑒𝑡𝑐ℎ𝑒𝑑 
(6.5) 
Where Γetched is the flux of SnH4 lifted from the collector by etching.  Note that this is the “raw 
etching” flux, i.e. the flux of etched SnH4 in the absence of redeposition.  Note also that, while n 
is the density, n, is the vector normal to the collector surface.  Mathematically, Eq. 6.5 is a 
Neumann boundary condition where the derivative at the boundary is set to a known constant 
value. 
The redeposition boundary condition can be written in the same form as Eq. 6.5; 
however, the redepositing flux will be given as a fraction of the SnH4 flux incident on the 
surface.  Thus, it will be proportional to the SnH4 density, as shown in Eq. 6.6: 
 
−𝐷 
𝜕𝑛
𝜕𝒏
= 𝛤𝑟𝑒𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑛𝑔 = 𝛾
1
4
𝑛𝑣𝑡ℎ  
(6.6) 
where vth is the thermal velocity and γ is the redeposition coefficient.  This coefficient is the 
probability of a SnH4 molecule decomposing when it strikes the collector.  Thus, the boundary 
condition for the collector surface is a superposition of Eqs. 6.5 and 6.6.  Mathematically, Eq. 
6.6 is a Neumann boundary condition where the derivative at the boundary is proportional to 
the quantity being solved for in the volume.  The diffusion coefficient D for Eqs. 6.4-6.6 is found 
by means of Eq. 6.7: 
 
𝐷 =
𝜋
8
𝜆𝑣𝑡ℎ  
(6.7) 
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A real contaminated EUV collector will not simply contain Sn only at one point.  
Additionally, the collector used in this dissertation was fully coated with Sn.  Therefore, it will 
be assumed in the model that the collector surface is coated with Sn; accordingly, the relevant γ 
is that associated with SnH4 decomposition on a Sn surface.  While real collectors will be 
partially coated and partially uncoated, a collector completely covered with the etching plasma 
from the collector-driven etching technique will, by necessity, see an etch rate greater than or 
equal to the redeposition rate caused by Sn etched from the collector surface.  Thus, once a 
part of the collector is clean, it will not experience a net deposition from etched SnH4.  This was 
confirmed by the lack of Sn deposition on a Si surface during the incomplete 200nm etch (Fig. 
4.12). 
6.1.2: Required Model Inputs 
 Equation 6.4 is a 3-dimensional equation that is easiest to solve using a finite element 
program, such as COMSOL.  Once the boundary conditions are applied, the equation can be 
solved for the SnH4 density profile.  This profile can be used to determine the flux of SnH4 
incident on the collector surface.  Multiplying that flux by the redeposition probability γ will 
yield what redeposition rate, if any exists. 
However, before Eq. 6.4 can be solved, 3 main inputs must be provided.  One input is 
the velocity flow profile, v.  This will be obtained from COMSOL modeling (independently of the 
diffusion-advection model).  Another necessary input is the redeposition coefficient.  This value 
will be based on experiments and the literature.  Finally, the diffusion-advection model requires 
the etch rate as an input.  Since a variety of experiments must be performed in order to 
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understand the etching process, the etch rate used in the redeposition model will come from 
those experiments. 
6.2 Velocity Profile 
As shown in Ch. 5, the most predominant species in the chamber (by orders of 
magnitude) is neutral H2.  Due to this, it is assumed that, upon entering the chamber volume, 
SnH4 molecules, like H radicals do not significantly perturb the gas flow or total gas density.  
This assumption allows for a very useful approximation.  Since SnH4 is also neutral and is not 
moved by electric fields, it is assumed that SnH4 simply takes on the same flow profile as 
neutral H2.  This approach is similar to that seen in other works published on the transport of 
diluted neutral species through a plasma [104, 105].  It avoids the necessity of solving a series 
of coupled momentum balance and continuity equations, which would prove incredibly 
computationally intensive.  Instead, it is sufficient to solve momentum balance for H2 and 
assume that SnH4 takes on the same flow profile.  In the viscous flow regime, momentum 
balance takes on the form of the Navier-Stokes equations. 
As is common in non-simple geometries, calculation of the flow profile required the use 
of computational modeling.  The finite element program COMSOL was used to solve the Navier-
Stokes equations for H2 flow in XCEED.  Chamber dimensions were measured, and a mock-up of 
the XCEED chamber was created in COMSOL.  The mock-up is shown below in Fig. 6.1. 
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Figure 6.1. The COMSOL drawing of the XCEED chamber is shown.  Not drawn is the XTS 13-35 capacitor bank, since no part 
of the XTS 13-35 source behind the gas inlet is relevant to the modeling.  The top view will be used to show flow profiles in 
Fig. 3.31 and Fig. 3.32, while the angle and side views have been provided to clarify the image of the physical system.  To 
distinguish the collector from the rest of the chamber, the collector is shown in red. 
As explained in the caption, this mock-up omits the capacitor bank behind XCEED, since 
it is irrelevant to the H2 flow profile.  An inlet boundary condition is applied at the gas inlet; this 
accepts a flow value in sccm.  At the pumps, an outlet boundary condition is set by specifying 
the chamber pressure. 
For these simulations, Laminar flow was assumed.  This was justified by the following 
Reynolds number calculation.  The Reynolds number, Re, determines whether flow is laminar or 
turbulent; the transition is at approximately Re = 2000.  For Reynolds numbers below 2000, 
flow is laminar.  The Reynolds number is given by Eq. 6.8: 
 
𝑅𝑒 =
𝜌𝑣𝐿
𝜇
 
(6.8) 
where ρ is the gas density, μ is the dynamic viscosity, v is the velocity, and L is a characteristic 
length, such as the length of the chamber.  At 325mTorr, the density is 2.49x10-5 kg/m3, while 
the dynamic viscosity is 1.12x10-5 kg/m*s.  The length of the chamber is 71cm.  Thus, from Eq. 
135 
 
6.6, it would take flow velocities greater than 13000 m/s for Re to be above 2000 and the flow 
to be turbulent.  To put this in perspective, a hydrogen atom traveling 13000 m/s would have 
an energy of 1eV.  This extremely high value is not easily reached by advection-driven flows.  As 
will be shown in the following figures, the flow velocity does not come anywhere close to 13000 
m/s. 
Flow profiles at 65mTorr and 1000sccm are shown in Fig. 6.2.  The top-down view is 
used to show the y=0 plane. 
 
Figure 6.2. The flow magnitude on the y=0 plane is shown.  The chamber is vertically symmetric about this plane, with the 
exception of the pumps.  The maximum flow velocity is approximately 1730 m/s; however, this high velocity is only present 
at the inlet, which is very small (5mm diameter).  The maximum on the color scale has been set to 20m/s so that variation 
may be seen throughout the chamber. 
In the main chamber, the flow velocity is on the order of tens of m/s when not occluded 
by the collector.  However, away from the z-axis, the flow values quickly drop.  To explore the 
effects of parameter variation and to check that the simulation was working as expected, the 
Navier-Stokes equations were also solved in Figs. 6.3 and 6.4 at 65mTorr, 500sccm and 
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325mTorr, 1000sccm.  For visual comparison to Fig. 3.32, the maximum on the velocity scale 
was left at 20 m/s.  As expected, both lowering the flow and raising the pressure lower the flow 
velocities. 
 
Figure 6.3. If the flow is decreased to 500sccm while leaving the pressure constant, velocities predictably decrease.   
 
Figure 6.4. If the pressure is increased to 325mTorr while leaving the flow constant, velocities predictably decrease.   
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Having completed the calculation of the flow velocity profile, it was necessary to move 
on to another piece of the puzzle: the etch rate.  Investigations into the etch rate were initially 
inconclusive but eventually yielded information about the limiting factor behind H2 plasma 
etching of Sn. 
6.3 Redeposition Coefficient 
 The value of γ in Eq. 6.6 will determine whether and, if so, to what extent, redeposition 
plays a limiting role.  Very little is known about SnH4; since it decomposes when enclosed in a 
tank and combusts when exposed to air, it has very little practical use.  Few papers have been 
written about this compound.  Of those that exist, one, written by Tamaru in 1956 [77], 
contains a rigorous study of SnH4 decomposition.  The section will present results from that 
work and will also bolster these results by presenting experiments that confirm the surprisingly 
small nature.  First, results from Tamaru’s work, including figures from which the redeposition 
coefficient is derived, will be presented below. 
6.3.1: Decomposition in the Literature 
 In the study by Tamaru, SnH4 was prepared outside of a glass chamber and introduced 
to the chamber at a high pressure.  The pressure used in these experiments was 120Torr.  The 
pressure was measured by a mercury manometer, and the chamber temperature was 
controlled with a water bath.  Multiple phenomena were observed. 
 At 120Torr of SnH4 and a temperature of 100°C, no pressure change was evident for 15 
minutes.  This indicates an absence of redeposition, since SnH4 decomposition should increase 
the pressure by yielding 2 H2 molecules for every molecule of SnH4 that decomposes.  
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Additionally, no Sn was seen on the glass.   Following this, Sn began to appear on the glass, and 
the pressure began to increase.  After vacuuming out the remaining gas, SnH4 was re-
introduced and the experiment was repeated with the vessel coated in Sn.  Pressure began 
increasing immediately. 
 Multiple facts about the nature of SnH4 decomposition can be learned from these 
events.  First, since decomposition seemed was solely dependent on wall material, SnH4 
decomposition happens on surfaces, not in the volume.  Essentially, collision of SnH4 with other 
gas molecules does not cause decomposition (which allows for this assumption to be made in 
Sec. 6.1).  Second, the decomposition coefficient on a glass surface is not measurable, even at 
120 Torr of SnH4.  Once the first layer of Sn was deposited, the reaction proceeded more 
quickly.  Before that, however, even with 120 Torr of SnH4 in the chamber, it took 15 minutes 
for enough Sn to deposit on the glass surface to make a layer of Sn on the wall. 
 With the walls of the chamber coated in Sn, the chamber was pumped out to a base 
pressure of 10-5 Torr, and SnH4 was then introduced at various initial pressures.  After recording 
the total pressure as a function of time, it was then possible to back-calculate the partial 
pressure of SnH4 because the only factor causing an increase in total pressure was the 
production of H2 by means of SnH4 decomposition (assuming no desorption of contaminants 
from the walls).  Plots of the SnH4 partial pressure, with different initial pressures, are shown on 
a log scale in Fig. 6.5.  The fact that the slopes are straight and identical on a log plot confirms 
that decomposition is not pressure-dependent (i.e. it occurs only at the surface, not in the 
volume).  These experiments were performed at approximately 77°C. 
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Figure 6.5. The partial pressure of SnH4 is shown for a Sn-coated chamber with various initial pressures at 77°C.  Over time, 
SnH4 slowly decomposes, yielding a decreasing partial pressure.  For different initial pressures, the slopes are identical on a 
log plot.  This shows that the physical phenomenon causing the pressure decrease (SnH4 decomposition) is not pressure-
dependent.  In essence, this confirms that SnH4 falls apart on the walls, not in the volume.  Figure taken from [TAMARU]. 
 Measurement of the slope in Fig. 6.5 provides an effective rate constant for the 
following reaction: 
𝑆𝑛𝐻4(𝑠)
𝑘𝑑
→ 𝑆𝑛(𝑠) +  2𝐻2(𝑔) 
(R6.1) 
Performing similar experiments at various temperatures and measuring the slopes of the partial 
SnH4 pressure showed that SnH4 decomposition displays an Arrhenius behavior.  Essentially, 
this means that the reaction rate kd is exponentially dependent on temperature and is 
proportional to e-1/kT.  An Arrhenius plot showing the dependence of kd on temperature is 
shown in Fig. 6.6.  Note that, in this plot, the logarithm is base 10 (not base e). 
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Figure 6.6. The rate constant is shown at various temperatures.  This is an Arrhenius plot; a straight line on this plot means 
that the rate constant obeys the Arrhenius equation, which means that the rate constant is proportional to 10-
1/kT
.  Figure 
taken from Ref. [77].  The large circle at approximately 3.0 on the x-axis may be ignored; it corresponds to the decomposition 
rate constant of SnD4 at 60°C. 
However, this rate constant must still be translated into a relevant quantity.  As a 
chemist, Tamaru thought of decomposition in terms of a reaction rate.  The reaction rate 
constant satisfies the following equation: 
𝑑𝑛
𝑑𝑡
= −𝑘𝑑𝑛 
(6.9) 
where n is the density of SnH4.  The units of kd, therefore, are s
-1.  However, specifying a kd 
value for Reaction R6.1 does not truly capture what is physically occurring.  SnH4 does not 
simply spontaneously decay; the reaction is catalyzed by the presence of the wall.  Physically, 
the process causing decomposition is collision with the wall, which decomposes SnH4 with a 
certain probability.  Tamaru’s rate constant incorporates information about the wall (most 
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notably the area-to-volume ratio of his chamber).  The probability is the true geometrically-
invariant fundamental physical quantity, and a conversion must be performed to return the 
decomposition probability from the rate constant.  Aided by a mentality adopted from the 0D 
plasma chemistry model, this conversion is presented below. 
 Mathematically, Eq. 6.9 is true in that it is satisfied by kd.  However, Eq. 6.9 is essentially 
a 0D continuity equation, like those presented in Eqs. 5.13-5.16.  The term on the right side of 
Eq. 6.9, however, is written like the volumetric terms in Eqs. 5.13-5.16.  Since decomposition 
occurs at the boundary, it is more physically appropriate to write the right-hand side of Eq. 6.9 
as a boundary term in the style seen in Eq. 5.1: 
𝑑𝑛
𝑑𝑡
=
𝐴𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦
𝑉
𝛤𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 
(6.10) 
The depositing flux to the boundary is given by Eq. 6.11: 
𝛤𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 = 𝛾𝛤𝑆𝑛𝐻4 = 𝛾
1
4
𝑛𝑣𝑡ℎ  
(6.11) 
Thus, substituting Eq. 6.9 into Eq. 6.8, equating Eq. 6.8 with Eq. 6.7, and dividing both sides by n 
gives: 
1
4
𝐴𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦
𝑉
𝛾𝑣𝑡ℎ = 𝑘𝑑 
(6.12) 
Rearranging and solving for γ yields the conversion equation: 
𝛾 =
4
𝑣𝑡ℎ
𝑘𝑑
𝐴
𝑉
 
(6.13) 
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where A and V are just the surface area and volume of Tamaru’s chamber, respectively.  From 
the dimensions Tamaru gives (V = 68 cm3, diameter = 2.7 cm), the area can be calculated by 
simple geometry to be approximately 112 cm2.  At Tamaru’s original example temperature of 
77°C, k is approximately 0.079 min-1.  Plugging these values into Eq. 6.13 yields a redeposition 
coefficient of 1.3x10-7.  In a later paper [106], Tamaru claimed that his ratio of colliding SnH4 
molecules to reacting SnH4 molecules at 77°Cwas 1.7x10
20 : 2.3 x 1013.  Dividing these numbers 
by each other yields a redeposition probability of 1.35x10-7, confirming that the conversion 
process shown above is correct.  At this point, the data in Fig. 6.6 can be used to extract rate 
constants at other temperatures, which can be converted into redeposition probabilities 
through Eq. 6.13.  In Fig. 6.6, the 77°C point corresponds to an x-axis point of approximately 
2.86, while 35°C and 100°C are the data points at the right and left extrema, respectively, of 
that graph.  Thus, over that temperature range, it is evident that the redeposition probability 
varies by only approximately an order of magnitude.  This suggests that, even at the slightly 
higher collector temperatures used in this dissertation (120°C-165°C), the redeposition 
probability ought to be very small. 
 Outside of the work of Tamaru, very little research has been performed into the 
decomposition of SnH4.  Perhaps the other study most relevant to the present work is that of 
Ugur [13].  While Ugur did not measure decomposition probabilities, she did show that, when 
exposed to an unmeasured amount of SnH4, significantly more Sn deposition was seen on 
metals than on oxides.  This is in line with Tamaru’s observation that the decomposition 
coefficient is significantly lower on glass than on Sn. 
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6.3.2: Decomposition Coefficient Experiments 
 In an attempt to verify the low orders of magnitude for γ resulting from Tamaru’s work, 
a similar experiment was constructed at the University of Illinois.  The concept was quite 
simple, though the actual construction and setup were more complicated.  The calculation of 
the decomposition coefficient of SnH4 on Sn would be undertaken by measuring the deposition 
rate of Sn on a Sn-coated QCM in the presence of a known flux of SnH4 (and without any other 
source of Sn deposition or removal).  To do this, it was necessary to supply a source of pure 
SnH4.  This would be discharged into a glass chamber containing the Sn-coated QCM.  The 
density of SnH4 would be calculated from the pressure (Eq. 6.2), and the flux of incident SnH4 
would be calculated from the density as an isodirectional thermal flux. 
𝛤𝑆𝑛𝐻4 =
1
4
𝑛𝑆𝑛𝐻4𝑣𝑡ℎ  
(6.14) 
 The deposition flux would be calculated by multiplying the deposition rate by the solid density 
of Sn  
𝛤𝑆𝑛𝐻4 = (𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒)(𝑛𝑆𝑛) (6.15) 
and the redeposition probability would be calculated by dividing the deposition flux by the 
incident SnH4 flux:  
𝛾 =
𝛤𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑒𝑑
𝛤𝑆𝑛𝐻4
 
     
(6.16) 
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By constructing the chamber of glass and having the QCM surface be the only metal exposed, 
significant changes of pressure in time would be avoided, and SnH4 would decompose only on 
the QCM. 
For these experiments, the DOS (Deposition of Stannane) chamber was constructed.  As 
explained in Sec. 3.2.4, this chamber contained a Sn-coated QCM with coolant lines, a 
thermocouple attached to the QCM, and a gas-independent Baratron pressure gauge.  All 
metal, except for the Sn-coated QCM, was covered in fiberglass tape, in order to provide oxide 
walls with minimal redeposition.  Fluid (initially water) was heated in a beaker by a hot plate 
and pumped through the QCM water lines by means of a small 12V water pump. 
The most difficult part of the setup was the production of SnH4.  This required the help 
of Sumeng Liu, a chemist with expertise in inorganic synthesis.  SnH4 was prepared in a manner 
similar to that described in Norman [107].  A summary of the preparation method follows. 
The instability of SnH4 has caused it to be a rarely-prepared molecule.  The few papers 
that detail its preparation list the following reaction as the one with the highest yield [78, 107, 
108]: 
𝑆𝑛𝐶𝑙4 + 𝐿𝑖𝐴𝑙𝐻4 →  𝐿𝑖𝐶𝑙 + 𝐴𝑙𝐶𝑙3 + 𝑆𝑛𝐻4 (R6.2) 
LiAlH4 must be dissolved in diethyl ether in a glass flask cooled to about -65°C, and very 
reactive SnCl4 (also dissolved in diethyl ether) must slowly be added.  Care must be taken to 
control the temperature and not add reactants too quickly.  Of the three products, SnH4 is the 
only gas; thus, it may be pumped out of the reaction vessel and collected.  However, diethyl 
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ether is a very volatile liquid that can easily contaminate the gaseous SnH4 product.  This 
necessitates the use of a cold-finger reflux condenser and a -95°C U-trap to remove diethyl 
ether from the SnH4.  In addition, since SnH4 is unstable as a gas at any temperature, it must be 
collected by condensation in a series of liquid N2-cooled traps (which cool the SnH4 below its 
melting temperature of -146°C).  For the experiments in this work, two traps were used.  After 
preparation, SnH4 must be stored in a liquid N2 bath until use in order to avoid eventual 
decomposition. 
As a demonstration, one test tube of SnH4 was heated with a heat gun until SnH4 began 
to decompose on the inside of the tube, depositing Sn.  The Sn can be seen as a reflective 
coating at the bottom of the test tube in Fig. 6.7. 
 
Figure 6.7. After synthesizing SnH4, a test tube containing SnH4 was subjected to a heat gun until the SnH4 decomposed, 
yielding the metallic Sn film seen at the bottom of the tube in this picture. 
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After decomposition was complete, the test tube was weighed.  After removing the Sn 
with acid, the tube was weighed again.  By subtracting the weights and assuming one SnH4 
molecule had originally been created per deposited Sn atom, it was found that approximately 
1.75mmol of SnH4 had been created.  While the yield varied each time the reaction was 
performed, the 1.75mmol figure provided an upper bound estimate of the SnH4 yield.  It was 
estimated that, if introduced to DOS, this amount of SnH4 would cause a pressure of 
approximately 20 Torr or less.  This estimate was an upper bound both because the yield was 
usually lower and because the calculation did not take into account any volume added by the 
peripherals.  In reality, most runs showed a pressure of 5-10 Torr. 
To carry out an SnH4 deposition experiment, DOS was first pumped out by a mechanical 
roughing pump.  There was no turbo pump, resulting in a base pressure of approximately 10 
mTorr.  However, when the chamber was isolated from the pump, the leak rate was very slow 
(approximately 1 mTorr/min).  This, combined with the high SnH4 pressures used for the 
experiments, ensured a reasonable degree of purity. 
After pumping, the heating fluid was heated and pumped through the QCM until the 
QCM reached the desired temperature.  A SnH4 test tube was attached to a glass-metal joint on 
the DOS cross by means of a rubber hose, which was evacuated.  Both the SnH4 test tube and 
the glass-metal joint had valves, allowing for the hose to be isolated, connected to the SnH4, 
connected to the chamber, or connected to both.  The SnH4 test tube was kept in a liquid N2 
bath to avoid premature boiling.  At this point, the chamber (and hose) were purged with Ar by 
bringing the apparatus to 1 atmosphere of Ar and then pumping out the Ar until base pressure 
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was re-achieved.  This helped remove contaminants, such as O2, from the chamber.  Once the 
chamber had been purged, the valve to the SnH4 test tube was temporarily opened to let out 
any H2 that had accumulated in the tube.  While no deposition had been observed in any of the 
tubes used for these experiments, the SnH4-creating reaction can also produce H2, which can 
contaminate the SnH4 test tubes.  As the boiling point of liquid N2 (78K) is above that of H2 (20K) 
but below the melting point of SnH4 (127K), H2 was evacuated from the test tube while leaving 
SnH4 in the tube. 
Finally, once the chamber had been purged and the tube purified, the chamber was 
isolated from the pump, test tube valve was opened, and the tube of SnH4 was removed from 
the liquid N2.  The valve remained open as SnH4 evaporated until a steady chamber pressure 
(usually between 5 and 10 Torr) was obtained.  At this point, the hose was isolated from the 
chamber by means of the valve on the glass-metal joint.  Pressure and deposition readings were 
recorded as functions of time. 
Initially, a room-temperature experiment was performed at 20°C.  However, despite a 
SnH4 pressure of approximately 5 Torr, no measurable deposition was observed.  Additionally, 
no pressure increase (due to creation of H2) was observed.  This experiment was repeated at 9 
Torr, again with no observable deposition. 
Following this, deposition experiments was performed with a heated QCM at 50°C (7 
Torr) and 35°C (10 Torr).  However, this experiment still yielded no observable deposition or 
steady rate.  Higher temperatures stood more likelihood of producing observable depositions.  
Additionally, the collector temperature (shown in Fig. 4.25) was above the boiling point of 
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water; thus, it was desirable to increase the temperature above boiling if possible.  
Unfortunately, the water pump was only rated for 60°C, and the water coming into the pump 
had to be at approximately 60°C in order to keep the QCM at 50°C. 
Multiple modifications were  made to allow for a higher operating temperature.  The 
water pump was replaced with a brushless pump that could also pump oils.  This pump, if not 
submerged, was rated to operate at temperatures up to 100°C.  A 2-necked flask was placed on 
its side, with one neck higher than the other.  To prime the non-submerged pump, the pump 
was attached to the lower neck, while the return line from the QCM exhausted into the upper 
neck.  The flask was filled almost to the upper neck and placed on a cloth heater basket.  
Instead of water, ethylene glycol (similar to car antifreeze) was used in order to allow for 
temperatures above 100°C with comparatively low viscosity. 
To minimize viscosity, the ethylene glycol was first heated to 100°C before turning on 
the pump.  Even then, the pump had to be driven with 20V, though it is only rated for 12V.  In 
order to minimize heat loss during fluid transport, a heater tape was placed around the metal 
coolant lines leading into the QCM flange.  The temperature of the ethylene glycol was then 
increased further.  Even with the heater tape, it was necessary to heat the flask to 
approximately 145°C just to maintain a temperature of 110°C at the QCM.  In this process, it 
was found that the pump typically fails between 130°C and 155°C.  Thus, 110°C was the highest 
stable temperature attainable. 
A diagram of the final DOS setup is shown in Fig. 6.8.  The Baratron and the glass-metal 
joint connecting to the SnH4 source are located on the front and back of the cross. 
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Figure 6.8. A labeled diagram of the final DOS setup is shown.  For high-temperature operation, water was replaced with 
ethylene glycol, which is placed in a 2-necked flask and heated.  The pump used to circulate the ethylene glycol is positioned 
below the flask in order to keep it primed.  The fluid returns to the flask through the second (upper) neck.  The heater basket 
is controlled with an on-off (“bang-bang”) controller.  A thermocouple measures the QCM temperature, and a Baratron 
measures the pressure. The Baratron and the glass-metal joint leading to the SnH4 source are not shown in this 2D diagram, 
since they are located on the front and back of the cross.  They can be seen below in Fig. 6.9. 
A corresponding picture of the final DOS setup is shown in Fig. 6.9, with components of 
the system labeled. 
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Figure 6.9. A labeled picture of the final DOS setup is shown.  For high-temperature operation, water was replaced with 
ethylene glycol, which is placed in a 2-necked flask and heated.  The pump used to circulate the ethylene glycol is positioned 
below the flask in order to keep it primed.  The fluid returns to the flask through the second (upper) neck.  A thermocouple 
measures the QCM temperature, and a Baratron measures the pressure. After evacuating the chamber to approximately 10 
mTorr, a valve isolates the chamber from the vacuum pump so that SnH4, once introduced, is not pumped out.   The hose to 
the SnH4 source has a valve, allowing it to be shut off after the SnH4 enters the chamber.  The heater basket is controlled 
with an on-off (“bang-bang”) controller. 
The coolant pump was housed inside a paint can to avoid dangerous leaks of hot 
ethylene glycol if the pump was to leak or melt.  The pump, which was very small, is shown in 
Fig. 6.10. 
 
Figure 6.10. The small water pump used to circulate the ethylene glycol is shown.  This pump, while rated for 100°C, could 
usually withstand operation up to approximately 150°C.  Due to losses in the circulation lines, coolant heated to 150°C in the 
flask resulted in a QCM temperature of 110C. 
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An experiment was performed at 110°C.  The unsophisticated nature of the temperature 
feedback system (a thermocouple hooked up to a “bang-bang”, or on-off, controlled Variac 
powering the heating basket) caused wild vacillations in apparent thickness (even after 
subtracting out the thickness of the Blocked QCM).  However, in the first experiment, the 
temperature was managed to be held at 110.5°C +/- 0.5°C for a period of approximately 4.5 
minutes.  The thickness graph in that time is shown below. 
 
Figure 6.11. Over a period of approximately 4.5 min, the temperature was held steady at 110.5°C +/- 0.5°C.  The measured 
QCM thickness over that time is seen in this graph.  Fitting a line to this slope yields a rate of 0.0044 A/s, or 0.026 nm/min.   
This yields an apparent redeposition coefficient of 1x10
-9
.  However, it should be noted that this measured rate is below the 
noise floor for the instrument.  Rather than place error bars on every point, it will simply be noted that the noise floor of the 
QCM in this experiment is approximately 0.07 nm/min, or 0.012 A/s. 
A linear slope drawn through the data in Fig. 6.11 yields a calculated deposition rate of 
0.0044 A/s, equivalent to 0.026 nm/min.  Carrying out Eqs. 6.14-6.16 with this rate yields a 
calculated redeposition probability of 1x10-9.  It should be noted that the noise floor of this 
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instrument, as ascertained by acquiring data with no SnH4 present, is approximately 0.012 A/s, 
or 0.07 nm/min.  Thus, the slope seen in Fig. 6.11 is not above the noise floor. 
If this calculated redeposition probability is compared to Tamaru’s value of 4.4x10-7 at 
110°C, the result from this deposition experiment is shown to be within a couple orders of 
magnitude of Tamaru’s measurement.  This, combined with no observable deposition at lower 
temperatures, confirms the very low orders of magnitude in Tamaru’s measurements.  In order 
to provide a conservative estimate in the diffusion-advection model, Tamaru’s redeposition 
coefficients will be used as an upper bound.  However, given the low magnitude of these 
numbers, it would be surprising if redeposition played a large role in limiting the removal rate 
for collector-driven Sn cleaning.  This fact, along with the need for an etch rate input to the 
diffusion-advection model, prompted an in-depth study of etching that revealed the limiting 
factor behind Sn cleaning by a hydrogen plasma. 
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CHAPTER 7 
ETCHING 
7.1 Remote Plasma Etching 
7.1.1: Experimental Setup 
Initially, attempts were made to measure the probability of radicals etching Sn.  
Essentially, such a measurement would yield a reaction rate for the reaction of 4 H radicals with 
a Sn atom.  While the maximum theoretical probability is 0.25 (4 radicals per Sn), it is highly 
unlikely that every single radical incident on the surface will bond to Sn.  Measuring this 
probability and then multiplying it by the radical densities seen in XCEED would yield the true 
etch rate on the collector. 
The probability of etching can be measured by etching SnH4 with hydrogen radicals and 
dividing the etched flux of SnH4 away from a Sn surface by the flux of radicals, as seen below: 
𝑃𝑒𝑡𝑐ℎ =
𝛤𝑒𝑡𝑐ℎ𝑒𝑑 𝑆𝑛𝐻4
𝛤𝐻
 
     
(7.1) 
In the absence of redeposition, the fluxes can be easily calculated from the radical 
density and the Sn etch rate.  In a given hydrogen plasma, radical density can be measured by 
the catalytic probe described in the previous sections, while Sn etch rate can be measured with 
a Sn-coated quartz crystal monitor (QCM) exposed to the plasma.  Equations to convert radical 
densities and Sn etch rates to fluxes are shown below. 
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𝛤𝐻 =
1
4
𝑛𝐻𝑣𝑡ℎ 
 (7.2) 
𝛤𝑆𝑛𝐻4 = (𝐸𝑡𝑐ℎ 𝑅𝑎𝑡𝑒)(𝑛𝑆𝑛) (7.3) 
where vth is the thermal velocity, nH is the radical density, and nSn is the solid density of Sn. 
Since the QCM measures net removal rate, it was important to eliminate the possibility 
of redeposition, which could otherwise artificially lower the apparent flux of etched SnH4.  Since 
a QCM is a very small source of Sn, redeposition can be effectively eliminated by using the QCM 
as the only source of Sn in a large, clean chamber, where Sn is unlikely to severely coat the 
walls and then be re-etched and deposited back on the QCM.  The QCM’s small size not only 
minimizes the amount of Sn in the chamber but also ensures that SnH4 is unlikely to find its way 
back to such a small surface. 
For these experiments, etching was performed not in XCEED, but in the MSWP chamber.  
This was done to provide a more-controlled environment.  As shown in Sec. 3.1.2, the MSWP 
chamber contains a remote plasma source that makes a high-density, low-energy plasma.  The 
QCM sits on a stage approximately 30cm below it.  Thus, a large number of radicals reach the 
QCM, but the ions that reach it are at low energies (effectively the difference between Vp and 
ground).  Therefore, radical density can be easily altered by altering the pressure (since radicals 
reach the QCM through diffusion) without dramatically changing the ion energy.  Additionally, 
the stage allows for temperature control.  It was also possible to insert a mesh between the 
source and the QCM, blocking ions even further.  These differences led to the initial choice of 
MSWP over XCEED.  Additionally, the QCM’s data cables are coaxial and grounded, making it 
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difficult to mount the QCM on the collector.  By mounting it instead on a grounded stage, it was 
possible to use a QCM, which allowed for real-time etch rate measurement, rather than having 
to measure Si witness plates in a profilometer (which does not provide real-time etch rates, is 
cumbersome, and has large errors).   
Though the stage was equipped with a heater and thermocouple, preliminary 
experiments showed no discernible difference between etching at 100°C and at room 
temperature; thus, the heating capabilities were not used for the main experiments.  
Additionally, the plasma potential measured with a Langmuir probe showed that ion energies 
were, indeed, quite low.  For example, at 55mTorr, the plasma potential (and, therefore, the 
ion energy at the QCM) was only 17V.  Perhaps for this reason, the introduction of a mesh did 
not seem to raise or lower etch rates.  This was confirmed by the work of Braginsky, which 
showed that ion energies in the range of 10-20 eV had no effect on Sn etching.  Thus, the mesh 
was not used in the main experiments, either.  Sn-coated QCMs were deposited in SCOPE, 
though deposition was later moved to XS. 
7.1.2: Initial Sn Etching Experiments 
When plasma was ignited, an observed removal occurred on the QCM, indicated by a 
negative deposition rate (i.e. an etch rate).  However, this etch rate was observed to vary over 
time, exponentially trending towards 0.  A long etch, shown in Fig. 7.1, displays this effect 
makes clear.  This graph displays the instantaneous etch rate as a function of time and shows 
that the etch rate dramatically decreases over time.  The pressure was 16mTorr, the lowest 
possible pressure at which an H2 plasma could be sustained in MSWP.  Due to increased 
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diffusion of radicals from source to QCM, this pressure maximized the radical density at the 
QCM.  This radical density was measured at 3.3 x1012 cm-3 +/- 3.3x1011 cm-3.  Note that, for 
instantaneous etch rate graphs, negative rates indicate etching (rather than deposition).   
 
Figure 7.1. It is shown that, over a time period longer than 3 hours, the etch rate for a Sn thin film exposed to radicals in 
MSWP is time-dependent.  The etch rate asymptotically approaches 0 as time goes on. 
This phenomenon led to an investigation of potential causes in an attempt to remedy 
the time-dependent etch rate.  The first possibility to be examined was redeposition.  While 
redeposition was initially thought not to be an issue, the discovery of a time-dependent etch 
rate warranted a closer look at the possibility of redeposition.  Redeposition would cause a 
decrease in etch rate over time.  Initially, no Sn is present on the chamber walls.  As Sn is 
etched, it is possible for this Sn to deposit on the chamber walls or on the stage or on the QCM 
holder.  If this occurs and that Sn is then etched off again, it could re-deposit on the QCM.  
Thus, if redeposition is occurring, it ought to be exacerbated with time, and it could be a cause 
of the decrease in etch rate with time. 
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To explore this, a set of 3 etches was performed on 2 QCMs, as shown in Figure 7.2.  
Both QCMs were initially coated with 400 nm of Sn, and all etches took place at 16 mTorr.  
Between the first etch (QCM 1) and the second etch (QCM 1 Run 2), the chamber was vented 
and re-pumped.  Between the second etch and third etch (QCM 2), the chamber was vented, 
the original QCM was switched out for a new one, and the chamber was pumped down. 
 
Figure 7.2. In this set of experiments, QCM 1 was etched for approximately 2500 s, after which time the chamber was vented 
and re-pumped.  The same QCM was then etched again.  Following this, the chamber was again vented, and QCM 1 was 
replaced with a fresh Sn-coated QCM (QCM 2).  Pumping and etching were carried out once more.  The second run (QCM 1 
Run 2) shows that, after the initial desorption-induced transient, QCM 1 quickly returns to its previous low etch rates that it 
experienced near the end of the first run.  However, when QCM 2 is inserted, the etch rate is restored for some time before 
decaying.  Nothing in the chamber was cleaned.  Therefore, if redeposition were an effect, any Sn coming off of the chamber 
walls and redepositing onto the QCM would still be doing so, and QCM 2 would be expected to begin at the low etch rate 
seen in the second run.  Since this did not occur, redeposition is ruled out. 
The point of this set of experiments was to determine whether Sn etched off of QCM 1 
was staying in the chamber and redepositing.  When QCM 1 was replaced with QCM 2, nothing 
was cleaned.  Thus, any Sn placed in the chamber by QCM 1 should still have been there.  If the 
change of etch rate in time were caused by redeposition, QCM 2 would therefore be expected 
to see low etch rates immediately, since the effect of redeposition would not have been 
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lessened simply by changing the crystal.  However, it was shown that, while QCM 1 immediately 
exhibited low etch rates upon a second round of etching, the etch rate did not immediately 
return to this low value when QCM 2 replaced QCM 1.  Accordingly, it appears that the time-
dependent etch rate tracks the history of the QCM but not the history of the chamber, since 
simply changing the QCM can restore the etch rate.  Since redeposition would track the history 
of the chamber rather than the history of the individual QCM, redeposition is not responsible 
for the time-dependent etch rate. 
Another candidate for causing the time dependence was oxidation.  Oxidation can occur 
in the etching chamber, the deposition chamber, or both.  Tin Oxide is known to resist 
hydrogen etching much more easily than Sn [10, 27].  Oxidation in the etching chamber would 
be caused by contaminant oxygen being broken down into reactive radicals by the etching 
plasma; since this effect would not occur until plasma breakdown, it would cause the etch rate 
to slowly increase in time.  Oxidation in the deposition chamber would cause the film to contain 
a certain amount of contaminant oxygen throughout; as Sn is etched, SnO2 and SnO would 
remain, composing an ever-increasing percentage of the exposed surface.  Thus, as with 
oxidation in the etching chamber, oxidation in the deposition chamber would cause the etch 
rate to decrease in time. 
The base pressure of the etching chamber was 5x10-7 Torr.  However, the base pressure 
in the etching chamber ranged from 3x10-6 Torr to 1x10-4 Torr.  Thus, it was suspected that 
oxidation was definitely possible.  To explore this possibility, XPS spectra were taken of the 800 
nm QCM before and after etching.  The analyzer angle of incidence was 90°, and the instrument 
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was a Kratos AXIS XPS.  The ratio of pure Sn to oxide was found by fitting curves to the binding 
energy peaks observed near 481 eV and taking ratios of areas under the curves due to Sn and 
the curves due to Sn oxides (SnO and SnO2).  Before etching, the ratio of Sn to Sn oxides was 
66% to 34%.  After etching, the ratio had been reduced to 23% Sn and 77% oxide.  This shows a 
rise in the oxide content on the surface, suggesting that oxidation could be playing a role in 
decreasing the etch rate over time.   
Accordingly, a refinement of the deposition process was undertaken to try and keep the 
Sn sputtering target from oxidizing.  This investigation showed Sn deposition to be more 
complex and sensitive than previously known.  The deposition investigation will be detailed in 
the next section both to provide as much information as possible about the work in this 
dissertation and also to serve as a reference for future Sn deposition.  However, in order to 
keep information organized by section, it should be noted here that, while deposition 
purification was ultimately successful, it did not enable time-independent etching and radical 
etching probability measurement with the remote plasma source.  A sample instantaneous etch 
rate graph after deposition purification is shown in Fig. 7.3. 
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Figure 7.3. After deposition purification, the etch rate still continues to decrease asymptotically toward 0. 
Different samples presented different initial etch rates and different rates at which they 
approached 0; however, a constant rate was not attainable with any of them, nor was there 
seemingly any way to replicate an etching curve by keeping conditions (initial thickness, 
pressure, power) the same.  Thus, it was hypothesized that oxidation during deposition was not 
the only factor affecting the etch rate.  One potential factor was the lack of ion energy.  These 
etching experiments were performed with minimal ion energies in an attempt to come close to 
pure radical-driven etching.  It was possible that higher ion energies were necessary in order to 
break Sn bonds and allow for constant etch rates.  With such low ion energies, it was possible 
that what was observed was simply desorption of contaminants (which can be induced even by 
very low ion energies and fluxes) combined with slow radical-driven etching that allowed for 
the few oxygen molecules dissociated in the plasma to react with the Sn due to a very slow 
reaction rate with H radicals.   
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This theory was later tested by crafting a way to place the QCM on the collector in 
XCEED, which was exposed to high ion energies and fluxes.  It should be noted that, using an 
atomic hydrogen source, Ugur observed a period of contaminant desorption followed by very 
slow radical etching, with an estimated probability of 1 SnH4 per 90000 radicals.  At the radical 
densities seen in MSWP, this corresponds to an etch rate of approximately only 0.0055 nm/min, 
or slightly less than 0.01 A/s.  The work of Braginsky, which involved a similar setup (a plasma 
source with ion energies below 20 eV) also measured a similar etch rate (0.1 nm/min, or 
approximately 0.017 A/s) at radical densities similar to those seen in MSWP (3x1012 cm-3).  As 
mentioned in Ch. 6, these values are below the noise floor of our setup and at the resolution 
limit of the QCM software.  Thus, it is likely that the etch rates reaching this value in Fig. 7.3 are 
simply consistent with these other works.  However, it is clear from the etching seen in XCEED 
in Ch.4 that the etch rate in XCEED far exceeds this value.  Thus, it was necessary to expose the 
QCM to the conditions in XCEED in order to understand what was driving the etching in that 
chamber.  Ultimately, this strategy was successful at producing constant etch rates and 
elucidating the importance of ions in H2 plasma etching of Sn.  The work performed with the 
QCM in XCEED will be discussed after the Sn deposition purification process is detailed. 
7.2 Sn Sputtering Purification 
Though SCOPE had initially been able to pump down to 3x10-6Torr, its base pressure had 
worsened (to between 5x10-5 and 1x10-4 Torr) by the time the experiments in Sec. 6.3 were 
performed.  This was unable to be remedied with normal leak-checking techniques.  The poor 
base pressure of SCOPE, likely caused by leaky welds, rendered SCOPE unable to deposit a non-
oxidized Sn film.  Because of this and because of SCOPE’s necessity for a different project, the 
162 
 
magnetron was relocated to the XS chamber (described in Sec. 3.2.2).  However, initial 
depositions in XS also produced heavily oxidized films, as evidenced by a white discoloration 
seen afterwards on the magnetron racetrack.  This is a better visual estimation of oxidation 
than looking solely at the film, since both oxidized and high-purity Sn thin films can be white 
[109, 110].  Even if the etching chamber has high gas purity, oxidation of the target during 
deposition will cause much of the deposition to be oxidized; as pure Sn is removed during 
etching, oxide will be left behind and cause the etch rate to decrease.  Thus, the deposition 
must be purified. 
To quantitatively measure oxidation, XPS (described in Sec. 3.4.5) was used.  It should be 
noted that, for these measurements, photoelectrons were measured at a takeoff angle of 45°, 
while the measurements in Sec. 6.3.2 were taken at a takeoff angle of 90°.  The 45° takeoff 
angle was used for all other XPS measurements.  Thus, these measurements cannot be 
quantitatively compared to the measurements in Sec. 6.3.2. 
In order to determine if a film was oxidized, it was necessary to first establish a baseline.  
Sn is very reactive with oxygen and easily forms a native oxide a few nm thick at room 
temperature [111].  Thus, since the XPS measures only the concentration in a very shallow 
region at the surface, even a sample of pure Sn would appear to have an oxide content.  
Accordingly, it was necessary to see what this content was in order to establish what pure Sn 
looks like under the XPS used in this work. 
To provide a baseline Sn sample, an old Sn magnetron target was cut into small (<1cm2) 
pieces and cleaned at atmosphere.  It was then characterized in the XPS.  The most prominent 
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Sn peaks come from the 3d electronic shell and are located at 485 and 493 eV.  However, Sn 
oxide peaks are located a couple eV higher.  A scan of this energy region in Fig 7.4 shows the 
presence of both oxide and Sn peaks. 
 
Figure 7.4. An XPS scan of a Sn target surface reveals the presence of both Sn peaks (485eV and 493eV) and Sn oxide peaks 
(486eV and 497eV).  Since this was from a cleaned Sn target, the data from this scan were used as a baseline to show how 
much oxide content could be expected in an XPS scan due to native oxide. 
The CasaXPS software was then used to fit curves to these peaks assuming a Tougaard 
background.  Once curve fitting was complete, the areas under the curves were used to 
quantify the pure Sn and oxide content.  At the 45° takeoff angle, for pure Sn with native oxide, 
the surface appeared to be 28% Sn and 72% oxide (+/- 2%).  Error bars are largely due to curve-
fitting and were obtained by observing variations in samples that were known to be pure. 
This baseline was compared to an XPS measurement of a film deposited in XS, shown in 
Fig. 7.5. 
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Figure 7.5. XPS shows that the Sn purity of the film deposited in XS does not reach that of the clean Sn target.  Thus, this film 
is known to be oxidized. 
Following this, a series of steps were undertaken to purify the deposition system.  These 
steps were aimed at removing oxygen and reducing the ability for the target to oxidize.  The Ar 
tank was switched to an ultra-high-purity (UHP) tank.  A high pressure (approx. 100psi) was 
maintained in the gas line to minimize the possibility of air leaking into the line.  Leaks in the 
gas line were eliminated; the success of this was tested by closing the valve at the inlet to the 
chamber, opening the Ar tank, and then closing the Ar tank.  The pressure indicator on the Ar 
regulator did not decrease after the bottle was turned off, indicating that gas was not leaking 
out of the line.  Leak purification was also undertaken on the chamber with the help of a 
residual gas analyzer. 
However, even though the base pressure of XS reached below 3x10-6Torr, oxidation still 
occurred.  Thus, it was theorized that oxygen was being delivered not just by leaks but from 
contaminants adsorbed on the walls.  Unfortunately, the small size of XS places the magnetron 
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target very close to the walls, allowing for easy transport of oxygen from the walls to the target.  
Multiple steps were undertaken to remedy this “wall effect”. 
A bakeout of 3-4 hours was achieved by wrapping a heater tape around the chamber.  
However, oxidation of Sn proceeds rapidly at high temperatures [111], allowing oxidation to 
occur quickly and penetrate far deeper than the few nm of native oxide at room temperature.  
Thus, the water cooling for the magnetron was left on, keeping the target cool.  Additionally, to 
avoid any possibility of the target (or contaminant oxygen) retaining bakeout heat while 
activated by plasma, the chamber was usually allowed to cool overnight before running a 
plasma. 
However, keeping the magnetron target cooled allowed for the possibility that water 
may not have been boiled off of the cooled target.  To remedy this, a target conditioning 
procedure was employed before sputtering.  This involved hooking the target up to a positive 
(rather than negative) power supply.  Since the plasma potential is the highest voltage in the 
system, this adjusts the plasma potential to be a few eV above the target potential.  This allows 
for low-energy ions to impact the target and remove adsorbed contaminants without easily 
breaking bonds or sputtering.  Additionally, it causes sputtering of the walls (due to the large 
difference between plasma potential and ground).  This sputtering removes any contaminants 
left on the walls. 
Additionally, the Ar gas pressure was kept relatively high (approximately 30mTorr).  This 
was done to try to inhibit contaminant transport and lower the partial pressure of oxygen.  
While this is higher than typical sputtering pressures, deposition still occurred at a fast rate due 
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to the QCM’s proximity (approx. 2cm) to the magnetron target.  The deposition current was 
also raised to the supply limit of 100mA.  This was done in order to produce as many sputtered 
Sn atoms as quickly as possible, raising the fraction of Sn in the volume compared to oxygen. 
Finally, the problem of target temperature during sputtering was addressed.  Even with 
water cooling, it was very easy to heat the Sn surface.  This is due to the lack of convection at 
lower pressures; thus, if the Sn is not perfectly in contact with the cooled Cu plate behind it, it 
easily heats up.  The Sn is secured to the Cu with a screw through a threaded hole in the middle 
of the target.  However, the XS (and SCOPE) configuration has the target hanging down.  The 
softness of Sn, when combined with gravity and plasma-induced heating, often causes the Sn to 
strip its threads under its own weight.  The target slides imperceptibly down the screw, losing 
thermal contact with the Cu.  This was confirmed by the target being loose after deposition.  To 
remedy this and secure the target to the backing plate, a steel nut was added at the end of the 
screw, pressing the Sn target onto the Cu plate. 
However, even with this system, the target was still warmed by the 100mA current.  This 
allowed for fast oxidation of the sputtering racetrack.  To eliminate this, the deposition was 
“pulsed”: 5 seconds of 100mA, followed by 1.5 minutes of no current in order to allow the 
target to cool.  After this step was added, the racetrack finally ceased to appear white after 
sputtering, and XPS confirmed film purity (shown in Fig. 7.6). 
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Figure 7.6. Figure 7.5 is reproduced with an additional data point for the “Post-Opt” (post-optimization) film.  The Sn content 
on the optimized film’s surface is effectively the same as that of the cleaned Sn target.  This shows that the optimized film is 
non-oxidized. 
 To further show the purity of the optimized film, the XPS ion gun was employed to 
sputter down into the surface.  Sputtering was employed for 2 consecutive 2.5min runs, with 
each followed by XPS characterization As mentioned in Sec. 3.4.5, the depth calibration for this 
sputtering was based off of a measured SiO2 sputtering rate of 4nm/min.  Sputtering allowed 
for removal of much of the native oxide, though some oxygen content was still observed (likely 
due to focusing of the x-ray beam and the non-normal electron takeoff angle).  However, the 
resulting Sn percentages are much higher and thus allow for better resolution in sample 
comparison.  As shown in Fig. 7.7, the XPS depth profile confirms that the optimized film is as 
pure as the target sample. 
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Figure 7.7. The target and the optimized film are compared at multiple depths.  Sputtering down below the surface removes 
most of the native oxide, allowing for a better comparison of target and film.  This comparison confirms that the high purity 
of the deposited film. 
 While the procedure outlined above was usually sufficient to produce high-quality films, 
there were times when the magnetron either arced or began to visibly oxidize.  In these cases, 
the pressure often had to be raised to cool the magnetron, further reduce oxygen 
contamination, and sputter away the oxide on the target.  Eventually, it was found that the 
positive bias pre-conditioning, in particular, often caused the target to arc once the negative 
bias was applied for sputtering.  However, removal of the positive bias pre-conditioning often 
allowed the target to oxidize outside the racetrack.  Thus, even if the racetrack were visibly 
clean, some oxygen would still be present in the deposited film.  While the QCM in XS was 
aligned to position the QCM surface under the racetrack, the QCM surface was larger in 
diameter than the racetrack width; thus, for some depositions, parts of the deposited film 
contained oxides. 
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7.3 Ion Energy Flux-driven Etching in XCEED 
After the results of Fig. 7.9 made it clear that even high-purity depositions would not 
allow for a constant observable etch rate, the decision was made to move to XCEED.  This was 
done to allow the conditions on the QCM to match those that produced the etching seen in Ch. 
4.  After describing the experimental setup, this section will present the results of etching in 
XCEED and show that energetic ions are the limiting factor in hydrogen-based etching of Sn. 
7.3.1: Experimental Setup 
Previous etches in XCEED had been measured with profilometry on Si witness plates.  
However, there were many drawbacks to this approach.  For one, the resolution of the 
profilometer was poor.  This introduced error and made it almost impossible to measure 
etching at 325 mTorr, even after 2 hours of etching.  Second, the only way to circumvent the 
profilometer resolution was to run very long etches, causing large amounts of Sn to be etched.  
This required the assumption of a constant etch rate over multiple hours, an assumption 
thrown into doubt by the results in MSWP.  Finally, profilometry is an ex-situ measurement 
technique; each measurement requires that the chamber be vented and opened and that the 
profilometry samples be taken to the MRL for analysis.  Thus, running many etches at many 
different conditions would prove to be nearly impossible, especially at the etch rates seen in 
Ch. 4. 
To avoid this problem, it was desirable to use an in-situ etch measurement technique, 
i.e. a QCM.  However, the QCM data cables are coaxial microdot cables and include a grounded 
outer conductor that grounds the QCM body.  Placing the QCM on the collector, therefore, 
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would short the system.  Accordingly, a workaround was devised.  The ground shielding of the 
cables was cut without cutting the insulation or inner conductor; fiberglass tape was then used 
to keep the shielding from touching the QCM or the collector.  After this, the data cables were 
attached to the QCM and the QCM was attached to the collector with fiberglass tape.  An 
ohmmeter was used to make sure that the electrical contact between the floating QCM and the 
collector was strong before sealing the chamber and pumping down.  Before turning on the 
plasma, the transducers attached to the QCM feedthrough on XCEED were disconnected.  After 
an etch (usually 5 min long), the plasma was turned off and the transducers were re-connected. 
This method allowed for etches to be performed at many different conditions on short 
timescales and without opening the chamber.  In this regard, it was vastly superior to 
profilometry.  However, it was not without its downsides.  Cutting the data cable ground shield 
often destabilized the QCM readings.  The loss of noise protection simply from cutting the 
ground shield was bearable, as it only brought the noise floor up to about 1 Å/min (the 
chamber also acted as a Faraday shield protecting the cable from exterior noise).  However, the 
ground shield was also structural, helping to hold the connectors onto the ends of the cable.  
Often, cutting the ground shield would weaken the cable at the connectors, allowing for the 
connection to suffer or the connectors to cut into the insulation.  This would raise the noise 
level into the tens and hundreds of Å/s, rendering the diagnostic unusable.  Often, this problem 
would occur even when the cables appeared visually fine; additionally, , destabilization of the 
QCM would often only manifest itself once the chamber was pumped down, necessitating a 
vent and costing a great deal of time.  Sometimes, the loose connection between the cable and 
connector would simply open under vacuum, leaving the QCM unconnected.  This would often 
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occur after running a few etches.  Usually, cables had to be replaced at every vent of the 
chamber, and even unused cables had to be replaced before use approximately half of the 
time. 
This was eventually remedied by building homemade microdot cables with greater 
structural integrity than the ones bought from Inficon.  The data was carried over Ag-coated 
Kapton wire, and the microdot connectors were both soldered and crimped onto the Kapton 
wire.  A ground shield was simply not added. 
Additionally, care had to be taken to tape the QCM onto the collector very securely.  The 
fiberglass tape neverfell off or dropped the QCM; however, if the taping was not incredibly 
tight, the QCM could vibrate and raise the noise floor to an unacceptable level.  As mentioned 
earlier, when all was working properly, the noise floor was approximately 1 Å/min. 
Finally, this process caused the destruction of multiple Q-Pod and STM-2 transducers.  If 
the transducers are mistakenly left attached to the QCM once the plasma is turned on, their 
ability to read data will be destroyed.  Eventually, they were replaced with oscillators that were 
connected to an SQC-310 reader.  This would reset its thickness reading every time the 
oscillators were unplugged from the QCM, necessitating manual conversion from QCM 
frequency to thickness.  As mentioned in Sec. 3.3.3, this conversion factor was found to be 
approximately .17 Å/Hz for Sn. 
Only etches from setups that conformed to the quality standards set forth above are 
presented in this chapter.   Generally, etches were 5 minutes long unless otherwise noted.  A 
dual QCM was used to account for temperature-induced frequency variations.  However, in the 
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initial seconds after an etch, thermal-induced drift was often observed to the point where it 
would hae been difficult to write down the readings from both QCMs at the same temperature; 
an attempt to write the readings immediately would lead to error from one reading being 
written when the system was hotter than a few seconds later when the next reading was 
written.  Thus, a cooling-down time of 2 minutes was typically instituted between turning the 
plasma off and recording the Sn thickness.  This allowed for the thermal drift in both crystals to 
settle down, eliminating the potential source of error described above. 
For these etches, to eliminate the possibility of redeposition and focus solely on etching, 
the collector was left bare.  XCEED was thoroughly cleaned before this work was begun; the 
only source of Sn was the Sn-coated QCM. 
7.3.2: Initial Constant Etch Rates 
 The system was set up as described in Sec. 7.3.1.  A QCM with 460nm of Sn deposited in 
XS was used.  The purity of the Sn film was verified using XPS, as described in Sec. 7.2. 
 The first test performed was to see if a constant etch rate could be produced.  Before 
looking at etch rates from a variety of conditions, etch rate consistency will be explored 
through individual etches at one condition on one crystal.  A long series of 5-minute etches 
were performed at 65mTorr and 300W.  To capture the etch rate in the middle of the collector, 
the QCM was placed at Position 3 (as shown in Fig. 4.1).  The QCM thickness was measured 
after every etch.  Breaking the etching process up into these small intervals allowed for a 
determination of if the etch rate was changing in time or not. 
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 The results from this series of etches is shown in Fig. 7.8.  On this scale, the error bars 
are smaller than the markers.  The time shown on the x-axis is the cumulative amount of time 
spent etching. 
 
Figure 7.8. Over 2500Å (250nm) were etched in XCEED at 65mTorr and 300W.  The runtime for most etches was 5 minutes.  
This linear etch indicates a constant etch rate in XCEED.  Error bars are smaller than the markers.  The etch rate remained 
constant over an etch time of approximately 2.5 hours. 
Figure 7.8 displays a high degree of linearity in the etching, with a constant etch rate 
being maintained for the entire 2.5 hours of etching.  As another indication of linearity, the etch 
rates for each individual etch are presented in Fig. 7.9. 
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Figure 7.9. The etch rates for the etches shown in Fig. 7.10.  No trend is observed over 2.5 hours.  Error bars are 
approximately 18% and come from a standard deviation of etch rates. 
The etch rate data in Fig. 7.9 show no trend after 2.5 hours.  This figure can be 
compared to the time-dependent etch rates shown in Fig. 7.1.  Averaging the data points in Fig. 
7.9 yields an average etch rate of 1.75 nm/min.  Meanwhile, fitting a line to the data in Fig. 7.8 
yields a slope of 1.72 nm/min.  This similarity between the mean etch rate and the slope of the 
fit line is another indicator of a constant etch rate.  Error bars of approximately +/- 18% have 
been added; they are derived from the standard deviation of etch rates across many QCMs.  
This will be discussed shortly.  First, observations about this particular QCM will be concluded. 
Amongst the etches presented in Fig. 7.8 are some etches that were not 5 minutes long.  
These etches were performed simply to make sure the length of the etch did not affect the etch 
175 
 
rate.  A comparison of 3, 4, 5, and 10-minute long etches in Fig. 7.10 shows that the etch length 
does not affect the etch rate. 
 
Figure 7.10. Etches of 3, 4, 5, and 10 minute in length are compare.  The etch rate shows no dependence on etch length. 
Finally, after a large amount of Sn has been etched, the etch rate drops.  However, it 
does not decay exponentially as in MSWP.  Rather, it drops to approximately 1.2 nm/min, as 
shown in Fig. 7.11. Gaps in the graph are due to this QCM being used to perform etches at 
other conditions. 
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Figure 7.11. After approximately 3000 Å, the etch rate decreases to approximately 1.2 nm/min. 
Due to the non-exponential nature of the drop and the lack of any change in XCEED, it is 
unlikely that this drop is caused by the etching plasma oxidizing the sample.  Rather, there is 
simply less Sn being etched.  Oxidation from the deposition is also unlikely.  While the XPS 
depth profile was not carried on all the way down to 300 nm, the characterized film appeared 
very pure (30% Sn on the surface and 69% at 20 nm, compared to 29% on the surface and 64% 
at 20 nm for the target sample), and the deposition in XS was stable throughout; there was no 
difference in the first 150 nm of deposition that could have indicated oxidation.  Additionally, 
the target after deposition was not observed to have oxidized. 
The more likely reason for this drop in etch rate is that pieces of the Au-coated crystal 
under the Sn have become exposed.  Sn deposited on a QCM exhibits island-style growth that 
may be a form of Stranski-Krastanov growth.  In Stranski-Krastanov growth, a very thin layer is 
first deposited, followed by deposition occurring in “islands”.  This mechanism is suggested by 
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the results of a “closed” layer of Sn even for a very thin deposition of 8nm [112].  In any case, 
whether or not the initial thin layer is formed, Sn is known to grow in islands [113].  For the 
thick films deposited in this work, these islands grow up and out, joining together.  However, 
the film’s shape and local thickness remain affected by the original islands.  This can be shown 
in Figs. 7.12 and 7.13, which are AFM scans of a 400 nm deposition and a 3000 nm deposition, 
respectively.  Though the islands grow and join, they still very clearly create a surface of 
prominent hills and valleys on both the 400 nm sample and the 3000 nm sample. 
 
Figure 7.12. An AFM scan of a 400 nm deposition Is shown.  Sn hills and valleys, caused by Sn islands that joined together, are 
shown.  The large gash at the upper left is due to the rough surface of the QCM. 
178 
 
 
Figure 7.13. An AFM scan of a 3000 nm deposition Is shown.  Though the amount of hills and valleys has decreased, their size 
has grown, and the effect of the original Sn islands is still seen on this nonuniform surface. 
Essentially, due to the deposition mechanism, some parts of the film are thicker than 
others.  However, if etching preferentially proceeds in a vertical direction (which, as will be 
discussed later, is a reasonable assumption), then the thinner areas of the film will be etched to 
completion faster than the rest of the film, effectively separating the islands.  While the islands 
will continue to etch, the spaces between them will not.  This is the most likely cause of the 
decreased etch rate.  Such a theory is corroborated by Fig. 4.9, which shows large voids 
between Sn islands after 2 hours of etching a deposition with an initial thickness of 200 nm.  
This theory is also corroborated by XPS spectra in Figs. 7.14 and 7.15.  The first spectrum, taken 
before etching, shows prominent Sn peaks but no Au peaks.  The second spectrum, taken after 
etching, shows prominent Sn peaks but also large Au peaks.  This indicates that, while some Sn 
remains, some Au has also been exposed. 
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Figure 7.14. An XPS spectrum is shown before etching.  Sn peaks are present, but Au peaks are not.  This indicates 100% 
surface coverage of the QCM. 
 
 
Figure 7.15. An XPS spectrum is shown after etching.  Sn peaks are present, but so are Au peaks.  This indicates a partial 
exposure of the Au surface, suggesting the reason for the decreased etch rate seen near the end of etching in Fig. 7.13. 
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It should be noted that this exposure of Au occurred for approximately the last 150 nm 
of Sn left on the QCM.  It should further be noted the incomplete etch in Ch. 4, from which 
removal rates at 65mTorr were derived, occurred over Sn thicknesses from 200 to 65 nm.  That 
etch yielded an average removal rate of approximately 1.1 nm/min.  Etching at the same 
thickness with a QCM has produced an etch rate of approximately 1.2 nm/min.  These rates are 
within error of each other, as shown in Figs. 7.11 and 4.11.  Thus, this similarity between 
removal rates on a coated and a non-coated collector hints that redeposition is small or 
negligible. 
Having shown one etch in-depth, etch rates from many other etches and QCMs will be 
presented in the next section to show trends observed at different conditions.  The most 
important result will be that the etching is driven by ions.  It should be noted, however, that 
every etch run included several “check-ins” at 65mTorr, 300W (hereafter referred to as the 
“base condition”).  Check-ins at the base condition were usually performed at the beginning 
and end of every etching run, as well as prior to any parameter variations.  While this was 
primarily done to see if anything had caused the etch rate at a known condition to change, it 
also built up a wealth of etch rate data at this particular base condition.  This enabled a better 
estimation of system-induced error than smaller sample sizes would provide.  An average was 
taken over the data at the base condition that did not obviously indicate oxidation or Au 
exposure (72 points).  From this, a mean etch rate of approximately 1.9 nm/min and a standard 
deviation of 18.2% were acquired.  Thus, the error in the etch rate is often higher than the QCM 
noise floor.  This is due to error caused by run-to-run variation in XCEED, QCM placement, 
thermal effects, and impurities in different QCMs (since even high-quality depositions will not 
181 
 
be 100% pure).  For very low etch rates, 18.2% is lower than the noise floor of 1Å/min; in such 
cases, 1Å/min will be used as the error bar.  However, for most etch rates, this is not the case, 
and error bars of 18.2% will be used. 
7.3.3: Parameter Variation and Ion Energy Flux-driven Etching 
 Having set up an in-situ etch rate measurement system and verified that XCEED was, 
indeed, producing a constant etch rate, it was time to learn how that etch rate behaved under 
various conditions.  While one parameter was varied, the other parameters were kept at their 
base conditions. 
 Power was varied between 100, 200, and 300W.  This produced the graph in Fig. 7.16. 
 
Figure 7.16. The etch rate appears approximately linear with power. 
Perhaps not surprisingly, the etch rate appears linear with power.  The radical density in 
Ch. 5 was also approximately linear with power.  For comparison, the radical density and the 
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etch rate are plotted together in Fig. 7.17, with each quantity normalized to its value at the 
base condition (65mTorr, 300W). 
 
Figure 7.17. The etch rate and radical density are normalized to their values at the base condition (65 mTorr, 300 W) and 
plotted together.  Both follow the same linear trend with power. 
 Perhaps the largest unknown was the effect that pressure would have on etch rate.  In 
Ch. 4, etch rate decreased approximately an order of magnitude when pressure was increased 
from 65 mTorr to 325 mTorr.  It was suggested that redeposition could be responsible for this 
phenomenon.  Therefore, being able to observe etch rates at various pressures without 
redeposition would be most illuminating.  The dependence of etch rate on pressure is shown 
below in Fig. 7.18. 
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Figure 7.18. Even with an uncoated collector and a lack of redeposition, the etch rate decreases as pressure increases.  As in 
Ch. 4, the decrease is approximately an order of magnitude between 65 mTorr and 325 mTorr. 
 Fig. 7.18 shows that pressure causes a significant decrease in etch rate even when the 
collector is not coated.  Furthermore, the etch rate decrease between 65 mTorr and 325 mTorr 
is approximately an order of magnitude; this behavior is very similar to that observed in Ch. 4.  
Thus, there must be a limiting factor other than redeposition.  As a comparison, the etch rate is 
once again plotted with the radical density; both quantities are normalized to their values at 65 
mTorr.  Fig. 7.19 shows very clearly that, within the pressure range explored, the Sn etch rate is 
not at all limited by (and is seemingly unaffected by) the radical density. 
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Figure 7.19. When the pressure is varied, the etch rate does not at all follow the radical density.  Therefore, the factor 
limiting the etch rate is neither redeposition nor radical density. 
 At this point, the task was to identify the limiting factor.  The answer lay in looking not 
for a limiting factor but an enabling factor.  The works of Ugur and van Herpen had both shown 
etching probabilities of only 1 SnH4 molecule for approximately every 10
5 incident H radicals.  
Additionally, a reliable etch rate had not been achievable in MSWP.  However, the etch rate in 
XCEED at 65mTorr in Fig. 7.21 produced a SnH4 molecule for approximately every 2300 incident 
H radicals.  Clearly, something in XCEED enables a much more efficient etching process. 
 The common link between the MSWP experiments and the works of Ugur, Braginsky, 
and van Herpen was a lack of energetic ion bombardment.  While the MSWP experiments and 
the work of Braginsky had occurred in the presence of a plasma, the plasma was remote and 
ion energies were very low; this, combined with the small mass of hydrogen ions, allowed for 
very little energy delivery to the Sn by ion bombardment.  Ugur and van Herpen, meanwhile, 
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utilized plasma-less atomic hydrogen sources.  Finally, experiments performed with a helicon 
plasma source at CPMI had shown an inability to reliably etch Sn; this plasma source, like the 
MSWP source, was remote and provided very little energetic ion bombardment. 
 Ion-enhanced etching is a well-known phenomenon often exploited in semiconductor 
processing [114]; however, it has never been observed in H2 etching of Sn.  If it were occurring, 
it was necessary to know what quantity would be most correlated with this effect.  Physically, 
ion-enhanced etching (also known as “reactive ion etching”, or RIE) raises etch rates because 
the incident ions break bonds between surface molecules.  Without those bonds broken, the 
likelihood of etchant radicals chemically reacting with the surface is often quite low; if energetic 
ions are present, however, the plasma sheath directs them into the surface, causing them to 
break bonds upon impact.  Radicals can then much more easily attach to these “dangling” 
bonds. 
 Thus, the quantity governing RIE should be correlated to the number of bonds being 
broken.  The most logical quantity is the ion energy flux, which is the product of the incident ion 
flux and the average ion energy.  The energy dictates the chances of an incident ion breaking a 
bond (or multiple bonds), while the flux provides a measurement of how many energetic ions 
are striking the surface per second. 
 To determine this quantity in XCEED, two diagnostics were used: the Tektronix high-
voltage probe and the Langmuir probe.  The high-voltage probe was placed on the collector 
feedthrough and was used to measure the potential on the collector, as detailed in Ch. 4.  As 
mentioned in that chapter, the collector sees a DC self-bias that causes the RF waveform to 
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oscillate around a negative potential, rather than 0.  The average ion energy was the sum of this 
potential and the plasma potential Vp, measured with the Langmuir probe. 
 The measurement of ion flux was accomplished by measuring the ion saturation current 
with the Langmuir probe.  Since the QCM protrudes approximately 2 cm from the collector 
surface, probe measurements were taken at 3 cm from the collector in order to quantify the 
plasma to which the QCM is exposed.  Since current is itself a flux and all ion current to a 
Langmuir probe is conduction current rather than displacement current, the current density can 
be written simply as a charged, directed flux: 
𝐽 = 𝑞𝑒𝑛𝑣 (7.4) 
After noting that J is simply the ion saturation current (I) divided by the probe area (A) the flux, 
nv, may then be solved for: 
𝑛𝑣 =
𝐼
𝐴𝑞𝑒
 
(7.5) 
It should be noted that, at 325 mTorr, the sheath becomes collisional and the probe enters the 
collisional regime.  However, since the ion flux is simply the current divided by the probe area 
and the electronic charge, a collisional sheath does not inhibit the ability to measure ion flux.  
The collisional sheath does make it difficult to back-calculate the bulk ion density from that flux, 
but the flux itself can still be measured by means of Eq. 7.5. 
 The ion energy flux (IEF) is given as the product of the flux and the energy, as seen in Eq. 
7.6: 
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𝐼𝐸𝐹 = 𝐸𝑖
𝐼
𝐴𝑞𝑒
 
(7.6) 
Error in this equation comes from multiple sources.  While the high-voltage probe attenuation 
circuitry is high-precision, the actual voltage measured by the probe has slight variations, 
causing the average bias to have an error of approximately +/- 6%.  Additionally, it is difficult to 
confidently determine the plasma potential to a precision below +/- 2V.  Meanwhile, the ion 
current and probe area error are the same as described in Ch. 5. 
 A graph of the ion energy flux as a function of pressure is shown in Fig. 7.20. 
 
Figure 7.20. The ion energy flux is shown at different pressures.  This curve is almost identical to the graph of etch rate in Fig. 
7.18. 
 Fig. 7.20 displays a strong similarity to the etch rate curve shown in Fig. 7.18.  To 
demonstrate how well etch rate follows the ion energy flux, both quantities are plotted in Fig. 
7.21, normalized to their values at 65mTorr, 300W. 
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Figure 7.21. Over a pressure range of two decades, the etch rate is shown to track the ion energy flux.  This indicates that ion 
energy flux is the limiting factor in this regime and that etching enhancements take place due to ion bombardment.  
That the ion energy flux decreases as pressure increases is not surprising.  As discussed 
in Ch. 5, an increase in pressure (within this pressure range) causes a decrease in electron (and, 
therefore, ion) density in the plasma.  Meanwhile, at high pressures, the sheath becomes small.  
The size of a capacitive plasma RF sheath is inversely proportional to the displacement current 
through the sheath [91].  Thus, as the sheath becomes small, the conduction current is allowed 
to decrease resulting in fewer ions transiting the full sheath to the collector.  Finally, ion current 
through the 325 mTorr sheath is also inhibited by collisions.  While the Langmuir probe can 
measure this current, collisions in the sheath can also decrease the energies of transiting ions, 
causing final energies to be somewhat less that the potential drop and reducing the etch rate; 
this effect could explain why there is slightly more separation between the normalized etch rate 
and normalized apparent ion energy flux at 325 mTorr than at lower pressures. 
189 
 
It should be noted that dividing the ion energy flux by the etched SnH4 flux shows that, 
within this range, the ratio of ion energy flux to etched SnH4 flux is approximately 8x10
4.  While 
8x104 ion-eV may seem high, it is helpful to put this into the perspective of currently-published 
work on the etching of Sn by hydrogen.  The reaction of Sn with H radicals is so slow that 
previous attempts to measure it have estimated that it takes 1x105 H atoms to etch a single Sn 
atom [12, 14].  If the etching shown in Fig. 7.21 is put in that perspective, then at 65 mTorr, 
given the measured radical densities in this system, the approximately 1 Sn atom is etched for 
every 2300 incident H atoms.  This means that the energetic ions in this plasma etching 
technique have improved the etching efficiency by well over an order of magnitude compared 
to current plasma-less hydrogen etching techniques. 
It should be noted that industry has reportedly been able to achieve an etch rate on the 
order of 1 nm/min with a radical source and no ion bombardment.  This source is a microwave 
plasma source which creates a microwave-driven plasma outside the main EUV chamber and 
then blows the radicals at the collector.  The delivery system used is a glass tube, which has a 
very low recombination coefficient for H radicals [98].  Thus, while ions recombine on the walls 
of the delivery system and are lost, radicals are not.  However, a microwave source can easily 
produce electron densities 2 orders of magnitude higher than capacitively-coupled sources.  
One such source, the Astron Paragon, is rated for up to 50% dissociation at an H2 pressure of 2 
Torr in the external chamber [115].  Carrying out Eq. 6.2 for this pressure and applying a 
dissociation factor of 50% yields a radical density of 3.3x1016 cm-3.  Even if this density is diluted 
by a factor of 100 due to volumetric expansion as the radicals enter the main chamber, an etch 
rate of approximately 3 nm/min can still be obtained.  However, this requires a very high radical 
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density on the order of 1014 cm-3; the results presented in Figs. 7.18, 7.19, and 7.21 have shown 
an etch rate of 1.9 nm/min with a radical density of approximately 4.3x1012 cm-3 +/- 4.5x1011 
cm-3, illustrating a strong etch rate enhancement due to energetic ion bombardment. 
 To show that the etch rate is governed by the ion energy flux and not either one of its 
constituents alone, graphs comparing the etch rate to the ion energy and the ion flux are 
provided in Figs. 7.22 and 7.23.  Neither quantity alone captures the physical situation, and 
neither quantity alone tracks the etch rate. 
 
Figure 7.22. While ion current does decrease at higher pressures, it does not track the etch rate because the ion current 
alone is not responsible for breaking Sn-Sn bonds; the ion energy must also be taken into account, since it determines the 
probability of an ion breaking a bond. 
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Figure 7.23. While ion energy does decrease at higher pressures, it does not track the etch rate because the ion energy alone 
is not responsible for breaking Sn-Sn bonds; the ion current must also be taken into account, since it determines the number 
of ions available to break bonds. 
As further confirmation of the presence of reactive ion etching, the ion energy flux and etch 
rate are plotted together as a function of power in Fig. 7.24.  The linear dependence of the ion 
energy flux on power explains why the etch rate is also linear with power.   
 
Figure 7.24. The etch rate tracks the ion energy flux as a function of power. 
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  It is not surprising that the ion energy flux, which is a product of a current and a 
voltage, is proportional to power.  In fact, if the electronic charge term is removed from Eq. 7.6, 
the ion energy flux can mathematically be written as a power density.  However, it should be 
noted that this is not the total power density on the collector.  For example, at 65 mTorr, 
dividing the ion current by the probe area, multiplying by the collector area, and multiplying by 
the ion energy yields approximately 1000 W on the collector.  This is certainly larger than the 
measured total 300 W power on the collector.  This difference is due to the fact that the total 
current on the collector is not solely ion current; there is also electron current and 
displacement current that can oppose the ion current.  For example, as the voltage on the 
collector oscillates, the sheath changes in size and potential; for low instantaneous sheath 
potentials, few ions transit to the collector, while fast electrons easily reach the collector.  Thus, 
the total current (and the total power) on the collector is less than that which would be 
predicted by ion current alone [116]. 
 To explore the physical situation a bit deeper, lower powers are examined.  The power 
graph in Fig. 7.24 is reproduced below with the addition of 50W, 30W, and 20W etches. 
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Figure 7.25. Lower power points (50, 30, and 20 W) are added to Fig. 7.24.  There is a slight divergence between the ion 
energy flux and the etch rate at these points, due to the energy threshold of bond-breaking. 
While the normalized etch rate and ion energy flux are within error bars of each other at 
every power value, a larger-than-usual discrepancy is noticeable at low powers.  This region of 
the graph is shown in closer detail in Fig. 7.26.  The 30 W etch rate is almost at the noise floor, 
while the 20 W etch rate is below it; 0 is within the error bar. 
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Figure 7.26. The etch rate at 30W is at the noise floor; at 20W, it is below the noise floor (0 is within the error bar). 
The reason for slightly lower etch rates at low powers is the concept of threshold 
energy.  In order to break bonds, an ion must be able to at least transfer one Sn-Sn bond’s 
worth of energy to the surface upon collision.  The maximum fractional energy transfer for a 
collision is given by Eq. 7.6: 
𝐸𝑚𝑎𝑥 =
4𝑚𝑀
(𝑚 +𝑀)2
 
(7.6) 
where m is the mass of the incident ion and M is the mass of Sn.  For hydrogen, this is 
approximately 0.033.  This means that, when an ion impacts the surface, it can transfer at most 
3.3% of its energy in a single collision.  This mass imbalance between hydrogen and Sn makes it 
difficult to transfer energy to the Sn and break bonds (though it also makes it difficult to sputter 
MLMs, as seen in Ch. 4).  The Sn-Sn bond strength is approximately 1.5 eV [117].  Thus, in order 
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to transfer 1.5 eV to a Sn atom, an impinging hydrogen ion must have a mass of at least a 
threshold energy of 45 eV.  Thus, while ion energy may still exist at low powers, it may not be 
enough to enhance etching.  A graph of the ion energy at low powers is seen in Fig. 7.27. 
  
Figure 7.27. At 30 W, the error bar for the ion energy dips below the threshold energy of 45 eV.  At 20 W, the data point itself 
is below 45 eV.  This explains why the 20 W etch is below the noise floor and why the 30 W etch straddles it. 
As seen in Fig. 7.27, the ion energy becomes very low at 30 W and 20 W.  At 30 W, the 
error bar reaches down below the threshold energy of 45 eV.  At 20 W, the actual ion energy 
measurement is below 45 eV.  According to the concept of the threshold energy, this explains 
why the etch rate at 20 W is below the noise floor.  The low ion energies simply do not provide 
enough energy to the Sn surface to break bonds.  It should be noted, as well, that the ion 
energies in MSWP, which were simply equal to the plasma potential, were approximately 20V—
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far below the threshold energy.  This explains why ion energy flux was not able to drive etching 
in MSWP, even though a plasma was technically present. 
While the trends at pressure and power may be the most interesting, two more 
parameters were also varied in XCEED to verify that the etching process was understood.  The 
first of these parameters was flow.  At 65 mTorr, etching was carried out with both 500 sccm 
and 1000 sccm of flow.  Additionally, while 1000 sccm was the original base condition flowrate, 
a pump failure partway through experiments necessitated the reduction of the flowrate to 560 
sccm.  Since the pressure and power were kept constant, no variations in the ion density or flux 
were observed when varying the flowrate.  As seen in Fig. 7.28, flowrate does not have any 
effect on the etch rate.  This further confirms that redeposition is not affecting etching in these 
experiments. 
 
Figure 7.28. Varying the flowrate does not affect the etch rate.  This further confirms that redeposition is not playing a role in 
this experiments. 
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Finally, the effect of position on the collector was explored.  The QCM and Langmuir 
probe were moved between positions 1, 3, and 5.  During plasma etching, the high-voltage 
probe is attached to the feedthrough and has no spatial resolution.  However, while the 
chamber was open at atmosphere between experiments, the high-voltage probe was physically 
brought in contact with the collector with the power supply set to 5 W. No repeatable variation 
of voltage amplitude was observed at the different positions, leading to the assumption that 
the voltage amplitude across the collector surface is approximately constant. 
The Langmuir probe, however, experienced variation in the ion current, with stronger 
currents being observed at Position 1 (near the inner radius of the collector).  This is probably 
due to plasma diffusing out of the very dense, bright zone of plasma creation located in the 
center hole of the collector (see Fig. 3.2b).  The correlation of position with etch rate and ion 
energy flux is shown in Fig. 7.29.  The etch rate and ion energy flux were normalized to their 
values at Position 3.  The etch rate decreases more sharply than expected at Position 5 because, 
when the Position 5 etch was carried out, the film remaining on the QCM had been significantly 
thinned by previous etching and had just entered the decreased-etch-rate regime seen in Fig. 
7.11. 
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Figure 7.29. The etch rate is shown to vary with position.  This is due to lower electron densities away from Position 1.  The 
discrepancy at Position 5, however, is due to an etch rate drop-off similar to that shown in Fig. 7.11; it occurred near the 
beginning of the Position 5 etches.  The QCM had been in service for many etches, and parts of the Au had become 
uncovered. 
The results in Fig. 7.29 show that, while there is some variation in etch rate due to 
position, it is not terribly strong.  This is more evident if the ion energy flux is used as a 
predictor of the etch rate that would have been seen at Position 5 if the QCM had still been 
fully Sn-coated.  Compared to the value at Position 3, the ion energy flux is 110% of this value at 
Position 1 and 75% of this value at Position 3. 
Additionally, these etch rates are compared against the etch rates from Ch. 4 in Fig. 
7.30.  To allow for comparison of trends, the etch rates are normalized to their values at 
Position 3.  Again, the Position 5 data point from this chapter drops off more steeply than it 
should because of the etch rate decrease that accompanies the last 150 nm on a Sn-coated 
QCM.  However, the trends for both still show higher values at Position 1 than at Position 3 and 
lower values at Position 5 than at Position 3. 
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Figure 7.30. The etch rate variation with position seen in Ch. 4 and in this chapter are compared.  Both the Ch. 4 and Ch. 7 
etch rate values are normalized to their value at Position 3, in order to allow for an easy comparison.  Both show higher etch 
rates towards the inside of the collector and lower etch rates towards the outside.  The discrepancy at Position 5 is caused by 
the etch rate decrease that occurs near the end of a Sn film due to Sn island separation, as described earlier in this section. 
 In this chapter, it has been shown that ion energy flux is a crucial limiting factor in the H2 
etching of Sn.  The etch rate closely tracks the ion energy flux, indicating a reactive ion etching 
regime.  A threshold energy has been established at 45 eV.  It has been shown that energetic 
ions have improved the etching efficiency per radical by more than an order of magntiude 
compared to previously published works, and there is no reason to think that higher ion energy 
flues cannot improve that efficiency even farther.  Etching on a bare collector was shown to 
display the same pressure trends as etching on a Sn-coated collector.  The magnitudes of etches 
on the bare collector were also only about twice those on the Sn-coated collector in Ch. 4.  
Additionally, it was observed that, for the last approximately 150 nm of a Sn film, the etch rate 
decreases to a value comparable to those seen in the 200 nm etch with the fully-coated 
collector in Ch. 4.  However, despite this, it still remained to be directly proven that a coated 
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collector did not cause lower rates than a clean collector.  This will be accomplished in the next 
chapter. 
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CHAPTER 8 
ABSENCE OF REDEPOSITION 
Having discovered the importance of ion energy flux in driving hydrogen etching of Sn, it was 
now necessary to find if, on a coated collector, redeposition had any effect on the net removal 
rate.  This chapter will show that any such effect is negligible. 
8.1 Results of Diffusion-Advection Model 
With raw etch rates now known, the last piece of information needed to run the 
diffusion-advection model described in Ch. 6 was complete.  The model implementation was 
completed, and results were obtained. 
COMSOL, at its heart, solves partial differential equations (PDEs).  It comes with a 
variety of pre-built “modules” that are each tailored to a specific physics, but these modules are 
all simply different “masks” that provide implementations of different mathematical concepts 
commonly associated with the selected physics.  However, not all physical phenomena can be 
anticipated by the creators of COMSOL, and it is mathematically possible for the program to 
solve equations the creators did not anticipate.  Thus, a “math module” exists.  This module 
provides a convenient front-end for setting up a user-defined partial differential equation (or 
set thereof) and boundary conditions. 
The physics module typically used to solve Eq. 6.4 is the “Transport of Diluted Species” 
module.  This name does, in fact, describe the physical situation at hand; SnH4 is “diluted” in 
the volume and transported through a medium (H2) that is orders of magnitude denser than the 
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SnH4.  However, the built-in boundary condition choices for this module do not include either 
an option to impose a Neumann boundary condition dependent on the dependent variable (Eq. 
6.6, which describes redeposition on the collector) or an option to superimpose such a 
condition on top of a more typical Neumann boundary condition dependent on a known 
constant (Eq. 6.5, which describes the SnH4 inlet due to etching).  Yet, the ability to solve PDEs 
with such boundary conditions clearly exists in COMSOL.  Superimposing Eqs. 6.5 and 6.6 yields 
a Robin boundary condition; perhaps the most famous phenomenon described by such a 
boundary condition is convective heat transfer.  In heat transfer problems with convective 
boundaries, the boundary condition is usually written as 
 
−𝑘 
𝜕𝑇
𝜕𝒏
= ℎ(𝑇 − 𝑇𝑏) 
(8.1) 
where T is the temperature at the boundary and Tb is a constant, known temperature 
maintained far outside of the domain.  This boundary condition, which COMSOL can solve in its 
heat transfer module, contains a derivative that is clearly proportional to both the dependent 
variable (T) and a known constant (Tb).  This is analogous to the situation on the collector, 
where the boundary condition will contain a derivative that is proportional to the dependent 
variable (n) through a redeposition term and also proportional to a known constant (Γetched) 
through an etching term. 
 Thus, in order to utilize COMSOL’s ability to handle such a boundary condition, the math 
module was used in order to create the diffusion-advection equation (Eq. 6.4) with a collector 
boundary condition given by  
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−𝐷 
𝜕𝑛
𝜕𝒏
= 𝛤𝑒𝑡𝑐ℎ𝑒𝑑 − 𝛾
1
4
𝑛𝑣𝑡ℎ  
(8.2) 
The etching flux, Γetched, is calculated from the measured etch rates in Ch. 7, according to Eq. 
7.3.  As discussed in Ch. 6, Tamaru’s values for γ will be used as an upper bound. 
 First, the Navier-Stokes equations were solved for H2 flow, as described in Sec. 6.2, using 
the built-in Laminar Flow module.  Following this, the diffusion-advection equation created in 
the math module was solved, using the flow profile from the Laminar Flow module as an input.  
An example of an SnH4 density profile with the redeposition coefficient set to 0 is shown in Fig. 
8.1.  This is the profile that would be seen if redeposition did not exist at all.  For this 
simulation, the input parameters were set to the “base” condition: 65 mTorr, 1000 sccm, and 
1.9 nm/min (the etch rate due to 300 W of power), and 165°C (the temperature due at the base 
condition as shown in Fig. 4.25).  Scale are shown in units of m-3. 
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Figure 8.1. The SnH4 profile is seen in XCEED at 65 mTorr, 300 W, and 1000 sccm.  This simulation was undertaken with the 
redeposition coefficient set to 0, in order to visualize what the situation would be in the complete absence of redeposition.  
The scale is in units of m
-3
. 
 To confirm proper operation of the model, the etch rate was set to one-tenth of its 
actual value while leaving all other parameters the same.  The result, presented in Fig. 8.2, 
shows that the model is working as expected.  If the etch rate is divided by 10 without changing 
any other parameters, the SnH4 density decreases by exactly an order of magnitude (shown on 
the scale at right). 
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Figure 8.2. The SnH4 profile is seen in XCEED at 65 mTorr, 300 W, and 1000 sccm with the etch rate set to 1/10 of its 
measured value.  This reduces the SnH4 densities by a factor of 10 compared to Fig. 8.1, confirming that the model is working 
as expected.  This simulation was undertaken with the redeposition coefficient set to 0, in order to visualize what the 
situation would be in the complete absence of redeposition. 
The SnH4 density is also shown at 325mTorr in Fig. 8.3, below.  The etch rate and temperature 
correspond to their measured values at 325 mTorr (120°C and 0.2 nm/min, respectively). 
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Figure 8.3. The SnH4 profile without redeposition is shown at 325 mTorr, 1000 sccm.  At this pressure, the etch rate is 0.2 
nm/min, and the temperature is 120°C.  The SnH4 densities decrease by slightly less than a factor of 2 compared to Fig. 8.1.  
This is due to the fact that the source of SnH4 (the etch rate) has decreased by almost a factor of 10, but the pressure has 
increased by a factor of 5, keeping SnH4 from leaving as fast and lowering the mean free path and the diffusion coefficient by 
a factor of 5. 
The simulations shown above were then repeated with redeposition coefficient values derived 
from the work of Tamaru (3.6x10-6 at the 65 mTorr temperature of 165°C and 6.8x10-7 at the 
325 mTorr temperature of 120°C).  SnH4 profiles accounting for redeposition are shown below.  
Due to the low values of the redeposition coefficient, the profiles are barely affected. 
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Figure 8.4. The SnH4 profile accounting for redeposition is shown at 65 mTorr, 1000 sccm.  At this pressure, the etch rate is 
1.9 nm/min, and the temperature is 165°C.  The redeposition coefficient is 3.6x10
-6
.  The SnH4 densities are almost identical 
to those in Fig. 8.1, indicating that redeposition is only occurring in very small amounts. 
 
Figure 8.5. The SnH4 profile accounting for redeposition is shown at 325 mTorr, 1000 sccm.  At this pressure, the etch rate is 
0.2 nm/min, and the temperature is 120°C.  The redeposition coefficient is 6.8x10
-7
.  The SnH4 densities are almost identical 
to those in Fig. 8.3, indicating that redeposition is only occurring in very small amounts. 
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Given the calculated densities of SnH4, Eq. 8.3. was carried out to determine the expected 
deposition rates on the collector: 
 
𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =
1
4
𝛾
𝑛𝑣𝑡ℎ
𝑛𝑆𝑛
 
(8.3) 
At 65 mTorr, this yields an expected deposition rate of 3.7x10-4 nm/min; at 325 mTorr, the 
expected deposition rate is 3.6x10-5 nm/min.  These values indicate that redeposition should be 
far below the measurable range on the QCM.  This prediction was then confirmed by 
experimentally comparing etch rates observed on a QCM with the collector coated and with the 
collector clean. 
 Due to the fact that one turbo pump broke and had to be removed, the simulation at 65 
mTorr was carried out again with a flow rate of 560 sccm, since this was the maximum flow that 
could be pumped by only one pump without the pressure rising above 65 mTorr.  A picture of 
this simulation is shown below.  Compared to Fig. 8.4, the SnH4 density at the collector is 
slightly higher (1.6x1018 m-3 as opposed to 9.1x1018 m-3) due to the increased gas residence 
time.  The ratio of flow rates (1000:560, or 1.75) is nearly identical to the ratio of densities 
(1.78).  While the new simulation displays some asymmetry in the chamber volume due to the 
asymmetrical nature of having only one working pump, the range of the color scale is not large, 
and the asymmetry is very small near the collector surface. 
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Figure 8.6. The SnH4 profile accounting for redeposition is shown at 65 mTorr, 560 sccm with only the right pump working, in 
order to mimic the physical condition of XCEED with a broken left pump.  While this introduces some asymmetry, the 
asymmetry is very minor at the surface of the collector.  Due to the lowered flow and increased gas residence time, the SnH4 
density near the collector has increased by approximately the ratio of the previous and current flow rate (1000 and 560 
sccm). 
 However, the very low redeposition probabilities cause the increase in SnH4 density due 
to increased flow to be irrelevant in terms of redeposition.  At 65 mTorr, the expected 
redeposition rate is approximately 6.3x10-4 nm/min, which is still far below the noise floor and 
not measurable with the QCM.  This is not only below the noise floor of the QCM, but it is at the 
noise floor of physical reality, given that a monolayer of Sn is approximately 1.4 Å thick. 
The simulation at 325 mTorr was also carried out with one pump, though the flow was 
left at 1000 sccm because the turbo pump was able to maintain 325 mTorr at that flow rate.  
However, since the flow rate was unaltered, the only difference was a slight asymmetry similar 
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to that shown in Fig. 8.6; the expected deposition rate was unchanged at 3.6x10-5 nm/min.  A 
picture of this simulation is shown in Fig. 8.7.   
 
Figure 8.7. Altering the 325 mTorr simulation to account for the use of only one pump does nothing other than introduce a 
slight asymmetry that is very minor at the collector surface.  Since it was not necessary to lower the flow below 1000 sccm 
was able to remain at 1000 sccm in order to maintain 325 mTorr with only one pump, there is no flow reduction to cause an 
increase in the SnH4 density, and the density at the collector surface retains its value from Fig. 8.5.  The expected 
redeposition rate retains its value of 3.6x10
-5
 nm/min, which is many orders of magnitude too small to be seen on a QCM. 
 The very low redeposition rates produced by this simulation confirm that no 
redeposition is expected.  Instead, the limiting factor behind H2 plasma etching of Sn is the ion 
energy flux, as described in Ch. 7. 
8.2 Etching of Coated & Clean Collector 
 Since the only coated-collector etch rates were measured with profilometry on a very 
thin deposition of Sn multiple years ago, it was desirable to compare etching of a coated and 
uncoated collector using a single QCM at very similar points in time.  This comparison will be 
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detailed in this section and will show no measurable difference between etch rates on a Sn-
coated collector and a clean collector. 
 Since the full collector could not fit in XS, it was coated with 1000 nm of Sn in the 
GALAXY chamber described in Sec. 3.2.3.  A picture of the GALAXY Sn target, made by melting 
Sn onto a Cu plate, is shown in Fig. 8.8.  A Sn bar was melted with a torch, while the Cu plate 
was kept hot with a hot plate and scrubbed with flux during tinning to ensure true wetting of Sn 
to the Cu.  In Fig. 8.8, the target is shown after sputtering.  Two sputtering racetracks are 
visible.  Between them is a large white oxidized annulus.  On the racetracks themselves, high 
fluxes of energetic ions effectively provided cleaning, keeping the surface from oxidizing as 
thoroughly.  Most sputtered Sn is from these racetracks. 
 
Figure 8.8. The 14”-diameter target for Sn sputtering in GALAXY is shown.  In the absence of a prefabricated target, this 
target was made by melting Sn onto a Cu backing plate.  A Sn bar was melted with a torch, while the Cu plate was kept hot 
with a hot plate and scrubbed with flux during tinning to ensure true wetting of Sn to the Cu.  In this photograph, there are 
two racetracks.  While a white oxidized annulus exists between them, most deposited Sn comes from the racetracks, which 
are more pure due to ion bombardment-induced cleaning. 
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To try and maximize experimental consistency and minimize variations, the QCM used to 
measure the etch rate was still deposited in XS.  However, this deposition did not proceed as 
well as planned.  At this point in time, positive bias cleaning of the magnetron surface (and 
chamber wall sputtering caused by this technique) had begun to cause the magnetron to arc 
once normal negative-bias sputtering commenced.  Thus, this step was skipped.  However, after 
deposition began, the observed deposition rate and voltage began to increase; these effects 
were known to correlate with oxidation.  Additionally, the magnetron target turned white.  To 
remedy this, very high pressures (up to 130mTorr) were used to inhibit oxygen transport from 
the walls and de-poison the target.  This was visually observed to succeed in removing oxide 
from the racetrack, restoring it to a metallic color.  However, the rest of the magnetron 
remained white and oxidized.  Thus, the purity of the final Sn film was not as high as usual.  An 
XPS scan revealed an apparent Sn content of 23% at the surface and 57% at 10nm below the 
surface (as opposed to expected values of at least 28% and 63%, respectively, for a pure film).  
The higher oxygen content of this film manifested itself in lower etch rates than usual.  
However, as will be shown shortly, the same low rates were observed on both a coated and a 
clean collector, showing that the removal rate is not dependent on Sn coverage of the collector. 
 After deposition, the collector and QCM were mounted in XCEED as usual, and etching 
was performed.  To compare etching with a coated collector to etching with a clean collector, 
the collector was turned 180, since only one side had been coated with Sn.  The QCM was then 
re-attached on the clean side of the collector, and etching was resumed.  Results are presented 
in Fig. 8.9.  As mentioned above, due to issues with deposition, the partially-oxidized QCM 
produced lower rates than before.  However, these rates occurred on both the coated and 
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uncoated collector.  The graph does not show an etch rate at 325 mTorr because readings at 
that pressure were below the noise floor for both the coated and the clean collector. 
 
Figure 8.9. While the impure QCM deposition causes lower rates than in previous etches, the same etch rates are seen for 
both a clean collector and a coated collector.  This confirms the predictions of the model, showing that redeposition does not 
measurable affect etch rates within the parameter space considered. 
The comparison between the clean and coated collector shows that coating the collector in Sn 
does not reduce etch rates compared to leaving the collector clean.  Additionally, to further 
demonstrate that redeposition was not occurring, a flow experiment was undertaken.  The flow 
was varied between 280 and 560 sccm.  As shown in Fig. 8.10, lowering the flow did not 
decrease the etch rate at all; in fact, the nominal value at a lower flow is slightly higher (though 
well within error).  By showing that higher flow does not raise the removal rate, the lack of 
redeposition is further confirmed. 
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Figure 8.10. Although lowering the flow was confirmed by the model to raise the SnH4 density in the chamber, doing so does 
not cause redeposition to lower the etch rate.  This further confirms a lack of redeposition for the etching conditions in this 
work. 
 As one last check, it was interesting to consider what would happen if the QCM was 
mounted next to the collector rather than on it.  Knowing that etching is driven by ion energy 
flux, a QCM placed next to the collector should see little or no etching.  However, it should still 
see any deposition that is occurring.  Performing this check yielded apparent rates well below 
the noise floor that showed no dependence on pressure and varied between a nominal 
deposition rate of 0.03 nm/min and a nominal etch rate of 0.02 nm/min.  These results are 
simply noise and indicate a lack of measurable redeposition.  
215 
 
CHAPTER 9 
CONCLUSIONS AND FUTURE WORK 
9.1 Conclusions 
 The object of this work was to demonstrate the ability of an in-situ plasma cleaning 
technique to remove Sn and restore extreme ultraviolet reflectivity to collector optics while 
also gaining a deeper understanding of the mechanisms which govern Sn removal by H2 plasma 
etching.  While this deeper understanding of Sn etching is academically interesting, it is also 
relevant and useful for EUV source manufacturers as they seek to clean collector optics as 
quickly and non-invasively as possible.  While much progress has been made in recent years 
towards producing high-power EUV sources and keeping Sn debris from reaching the collector, 
collector contamination still occurs and will likely grow as EUV power is increased further.  
Meanwhile, collector optic lifetimes must still grow beyond their current values in order to be 
ready for the low-downtime demands of high-volume manufacturing.  Thus, it is necessary to 
be able to extend collector lifetimes by in-situ cleaning. 
 An in-situ hydrogen plasma cleaning source for Sn removal in EUV sources has been 
proposed and demonstrated.  This source uses the EUV collector optic to drive a capacitively-
coupled H2 plasma, which produces H radicals that etch Sn as SnH4.  A 300 mm-diameter 
stainless steel dummy collector has been coated with Sn and completely cleaned.  SRIM 
simulations and SIMS depth profiles have shown that the technique does not cause sputtering 
of multilayer mirror surfaces.  This is due to the poor energy transfer capabilities of very light 
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hydrogen ions impacting heavier surfaces.  This technique has also been shown not to cause 
blistering on ZrN-capped multilayer mirrors.  Additionally, this technique has been shown to 
restore EUV reflectivity to Sn-coated multilayer mirrors.  Meanwhile, the reflectivity of the 
multilayer mirror surface is not damaged by plasma exposure. 
 An investigation of the science behind Sn etching was then undertaken.  A 0D plasma 
chemistry model was created to predict H radical densities in the nontraditional plasma 
chamber geometry.  This model was shown to agree with catalytic probe experiments, 
validating the catalytic probe as a reliable experimental technique.  Experiments were carried 
out on radical density variation as a function of power, pressure, and flow.  Radical densities 
were observed to increase linearly with power, increase nonlinearly with pressure, and remain 
constant with flow rate for the ranges explored in this paper.  Within the range of pressurese 
explored in this work, radical densities varied between 4.3x1012 +/- 1.2x1012 cm-3 and 5.3x1012 
+/- 1.6x1012 cm-3.  It was also observed that Sn removal rates in this plasma system did not track 
radical densities.  An increase in pressure from 65 mTorr to 325 mTorr caused an order-of-
magnitude decrease in Sn removal rate, despite providing a modest increase in radical density. 
 By placing a Sn-coated quartz crystal monitor on the RF-biased plasma-driving collector, 
a variety of experiments were performed that yielded information about the processes 
governing etching.  It was shown that etching was strongly dependent on ion energy flux, 
suggesting a reactive ion etching process where energetic ions break surface bonds and allow 
radicals to react with the surface material.  The ion energy flux decreased at high pressures, 
explaining the reason for the etch rate drop from 1.9 +/- 0.35 nm/min at 65 mTorr to 0.2 +/- 0.1 
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nm/min at 325 mTorr.  Etch rate and ion energy flux were both shown to vary linearly with 
power.  The etching cutoff at lower power agreed well with a 45 eV threshold energy predicted 
by mass transfer considerations.  Flow did not affect the etch rate of a single QCM. 
No previous works have elucidated the fundamentals of plasma-based Sn etching as 
opposed to Sn etching with a pure radical source.  The discovery of ion-enhanced etching 
presented in this dissertation not only represents a new addition to scientific knowledge but 
also has the power to be extraordinarily useful in the design of EUV collector cleaning systems.  
The use of energetic ions to activate a Sn surface without sputtering multilayer mirrors can 
greatly increase the efficiency of hydrogen-based cleaning.  For example, the etch rate of 1.9 
nm/min  +/- 0.35 nm/min was achieved with a radical density of 4.3x1012 +/- 1.2x1012 cm-3, an 
ion current of 2.3x10-4 +/- 2x10-5 A, and an average ion energy of 290 +/- 25 V.  This translates 
to one Sn atom etched for every 2300 incident radicals.  This etching efficiency is more than an 
order of magnitude higher than previous estimates of the etching efficiency of radical-only 
systems (approximately 1 Sn atom per 105 incident radicals).  An understanding of the role of 
energetic ions, combined with the in-situ nature of the demonstrated cleaning system and the 
knowledge that energetic ions can be employed without damaging multilayer mirrors, could 
allow for great improvements in collector cleaning and collector lifetime. 
Additionally, it was shown a theoretical model and multiple experiments that, within the 
parameter space explored (65-325 mTorr pressure, 280-1000 sccm flow, and 0.2 – 1.9 nm/min 
etch rates), decomposition of SnH4 and subsequent redeposition of Sn does not play a role in 
significantly limiting the net removal rate.  While SnH4 decomposition does occur, it proceeds 
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with very low probabilities that cause the resulting deposition rate to be many orders of 
magnitude lower than the Sn etching rate.  SnH4 was synthesized and exhausted into a vacuum 
chamber containing a Sn-coated QCM.  However, no measurable deposition occurred on the 
QCM, even at SnH4 pressures of 5-10 Torr.  This suggested that the very low decomposition 
probabilities found in the literature for SnH4 on a Sn surface were correct.  These probabilities 
were used in a model that predicted very low redeposition rates (6x10-7 – 10-5 nm/min) which 
do not measurably lessen the total net removal rate.  Experiments comparing etch rates on a 
Sn-coated collector and a clean collector did not show a difference in etch rates between the 
coated collector and the clean collector; this confirmed that, even with an entire collector 
coated with Sn, redeposition did not lower the removal rate.  Finally, placing a Sn-coated QCM 
next to the collector but at ground potential allowed that QCM to avoid ion-driven etching but 
should have allowed for redeposition to occur; no deposition was measured. 
In summary, the value of this work is multifold.  An in-situ Sn cleaning system that can 
easily be implemented in an EUV source has been designed, tested, and quantified.  A 0D plasm 
chemistry model that can be used in non-traditional geometries has been developed.  It has 
been shown that, within the parameter space, neither H radical density nor SnH4 redeposition 
play much of a role in determining the total etch rate of Sn in an H2 plasma.  Although radicals 
alone do cause etching to occur, the rates caused by radicals alone are significantly lower in 
experiments (see Sec. 7.1) and literature [11-14] than the rates observed in XCEED (Secs. 4.1 
and 7.3) and do not follow trends in the radical density.  Perhaps the most important result, 
however, is the isolation of the quantity that does drive H2 plasma etching of Sn: ion energy 
flux.  While an understanding of the role of ion energy flux can certainly be used in the cleaning 
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system described in this work, it can also be used to optimize and design other cleaning systems 
and stands to significantly aid in the lengthening of collector lifetimes, bringing EUV closer to 
cost-effective commercial implementation. 
9.2 Future Work 
 In science, one often wishes for infinite time so that investigations can be completed 
and a problem can be understood as fully as possible.  Unfortunately, infinite time does not 
exist; however, other scientists do, and this allows for continual progress in science, guided by 
the knowledge and experience gained by previous investigators. 
 There are several directions in which future investigations in this area could go.  With 
industrial relevance in mind, the idea of using an in-situ H2 plasma to clean Sn needs to be taken 
one step closer to commercialization.  This technique needs to be shown to work on a full-size 
collector and, eventually, a collector that is truly a real multilayer mirror (rather than simply 
multilayer mirror samples placed on a dummy collector).  Having recently acquired a full-size 
commercial EUV chamber, the University of Illinois is uniquely equipped to perform this 
investigation. 
However, the physical phenomena described in this work are not restricted to a 
collector-driven plasma; they can be observed and manipulated in other plasmas, as well.  
Knowing now the importance of ion energy flux, it is desirable to maximize that quantity as 
much as possible without reaching ion energies that cause sputtering of multilayer mirrors.  
One way to do this would be with a microwave surface wave plasma.  This type of plasma 
source makes a very dense, local plasma adjacent to a surface; this plasma, while dense, is not 
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very energetic.  It is sustained by waves, rather than by drawing current through the plasma to 
ground.  Thus, such a plasma could be used to raise the ion energy flux by maximizing ion 
current; ion energy of the collector (or chamber wall) adjacent to the surface wave plasma 
could then be controlled and adjusted to a desired value above 45 eV but below the sputtering 
threshold.   
Such a surface wave plasma source could also be used to clean not only the collector 
but also the chamber walls.  As mentioned in Ch. 2, collector contamination is caused not only 
by Sn from the EUV plasma but also by Sn ejection from the heavily Sn-encrusted chamber 
walls.  A microwave surface wave plasma can be generated by means of a small antenna; thus, 
it could also be used to clean the walls of an EUV chamber.  In fact, since MSWP sources are 
small, they could easily be positioned at multiple points around the chamber.  This research will 
be carried out on the full-size EUV chamber acquired by the University of Illinois. 
Additionally, it could be useful to perform more SnH4 deposition experiments to try and 
further confirm the results of Tamaru.  One potential reason for the low deposition in DOS is 
the presence of native surface oxide on the surface of the Sn-coated QCM.  Applying a plasma 
pre-treatment could remove this oxide and ensure that pure Sn is exposed, potentially raising 
deposition rates to a measurable level.  This pre-treatment could take the form of an 
inductively-coupled plasma coil wrapped around the glass of DOS and operated with Ar in the 
chamber. 
In a more fundamental physics direction, it would be interesting to see experiments 
aimed at determining a cross-section of electrons with SnH4.  Due to the diluted nature of SnH4 
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in these experiments, the mean free path between electrons and SnH4 was large; however, it is 
possible that, in systems with higher etching powers and more Sn, the density of SnH4 may be 
higher, resulting in a lower mean free path and enabling electron-impact dissociation.  As SnH4 
is so rarely synthesized, determination of this cross-section would constitute new knowledge 
and would need to be performed by a team of researchers with experience in both electron 
beams and inorganic synthesis. 
Finally, it is known that photons from EUV-producing plasmas ionize some of the H2 
buffer gas in EUV sources, creating a weak plasma that has been observed to etch Sn.  
However, a thorough investigation of this phenomenon has not yet been undertaken.  
Information about the output of an EUV plasma, combined with photoionization cross-sections, 
could be used to model such a plasma.  Experimentally, it would be interesting to measure ion 
densities, radical densities, and etch rate.  Experiments on this phenomenon could potentially 
be performed by using H2 buffer gas in XCEED; a foil trap could be used to block sputtered 
electrode debris, while photons would be allowed to pass through and ionize the H2 gas, 
creating measurable plasma species and etching Sn.  It would also be illuminating to see if 
biasing of a substrate would enhance the etch rate caused by this plasma.  The main question in 
such an investigation would be if it would be possible to produce, in a university system, an H2 
plasma strong enough to be characterized with a reasonable degree of precision and to cause 
measurable etching.  This project would require close co-ordination with industry and could 
potentially involve an internship to study the photon-produced H2 plasma in a commercial EUV 
source. 
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