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ĝ Gibb’s free energy per unit mole
h Planck’s constant, enthalpy





M Molecular weight (of species s), Mach number
µsr Effective molecular weight due to species s
and r
N̂ Avogadro number
Ns Total number of species s in the mixture
NR Number of reactions
ν Stoichiometric coefficient, vibrational level
xiv
ω Rate of production, weight function
p Pressure
P Probability of collision (between species s
and r)
P Pressure flux vector
Φ Convective flux vector
Q Source Term
R⃗ Vector denoting the sum total of flux terms
R̄ Universal gas constant
ρ Density
S⃗ Source vector due to chemical reactions
& vibrational excitations
σsr Collision cross-section between vibrating




τ Relaxation time or Inter-species relaxation
time
U⃗ State vector
u Velocity in the x-direction
V Cell volume
v Velocity in the y-direction
x Distance along the Cartesian x-direction
X Mole fraction











eff Effective (reaction rate or temperature)
e − T Electron-translation energy exchange
e − V Electron-vibration energy exchange
f Forward reaction
Ns Total number of species in the mixture
p Pressure-based
rot Rotational energy
i Species i in a gaseous mixture
i, j Unit vectors along Cartesian directions
L Left
L − T Landau-Teller
R Right
s, r Vibrating species s or r in the mixture
rk, sr between species r and k, and s and r
respectively
t Total (energy)
tr Translational (energy or temperature)
T − V Translation-vibration energy exchanges
V − V Vibration-vibration energy exchanges







n Exponential factor for temperature depen-





n size of square matrix
xvii
SUMMARY
The accurate computation of hypersonic flowfields is an ongoing endeavor and is impor-
tant for the accurate prediction of heat transfer and space vehicle design. The governing
equations for hypersonic flowfields have been evolving from multi-temperature modeling,
state-to-state modeling to the more recent reduced order modeling. Of the various models
existing till date of varying levels of complexity, multi-temperature modeling continues to
be the most widely implemented and computationally least expensive form of modeling
hypersonic flows. This thesis explores the resulting physics from various forms of multi-
temperature modeling.
The non-equilibrium flows at typical hypersonic re-entry conditions can be modeled by
considering varying extents of non-equilibrium: chemical, thermo-chemical with the typical
two temperature formalism, and thermo-chemical with more than two temperatures used
to represent the gas under consideration. Most initial numerical verification studies exam-
ine non-equilibrium relaxation rates using zero-dimensional heat bath systems. Literature
abounds with heat bath relaxation rate studies at isothermal conditions, and consequently
for very dilute systems with negligible chemical non-equilibrium. Nonetheless, the same
verified representative equations, including the Landau-Teller translation-vibration energy
exchange, are used to compute multi-dimensional flows involving high degrees of chemical
non-equilibrium. Thus, despite a well-established understanding of the temperature limita-
tions of Park’s empirical two-temperature model, and the original form of the Landau-Teller
formulation, the effects of system dilution levels on the resulting non-equilibrium character-
istics have not been well understood. The present work focuses on the effects of such dilution
on the thermo-chemical non-equilibrium characteristics of isochoric, finite heat baths rep-
resented by varying resolutions of multi-temperature models.
The non-equilibrium characteristics for such heating systems reveal non-linear effects in
attaining thermal non-equilibrium which are enhanced by the mixing-type Millikan-White
relaxation time empirical curve fit. Multi-vibrational, single translational temperature mod-
eling leads to significantly altered time-scales of non-equilibrium chemistry relative to a sim-
ple two-temperature model representation for internal energy. This was further confirmed
xviii
during the two-dimensional flows studied where thermo-chemical modeling with first order
effects exhibited altered shock stand-off, near-surface temperatures, and flow field chemistry
with multi-vibrational, single translational temperature modeling.
The implementation of an increased resolution of thermal non-equilibrium representa-
tion for any weakly ionized flows present in the system closely followed the trends exhibited
by a system in which electron and heavy particle translational temperatures were assumed
to be in equilibrium with each other. However, the shock structure showed an enhanced
sensitivity to a more complete representation of the underlying chemical kinetics.
For the aerothermodynamics community, this work contributes to understanding the
resultant thermo-chemical non-equilibrium rate effects for various forms of representing the
effective temperature of a reaction, within a multi-temperature modeling perspective. In
particular, it emphasizes the temporal and spatial sensitivity of non-equilibrium energy
modeling approaches for various zero-dimensional and two-dimensional flow fields. Such
intermediate non-equilibrium chemistry effects could be leveraged for aerodynamic flow




1.1 Problem Definition and Importance
Hypersonic flight, is the subject of heightened interest in light of the development of new
experimental diagnostic techniques for ground based tests, and improved numerical mod-
eling. The evolution of hypersonic designs, from the era of the National Aero-Space Plane
(NASP) program to more recent programs such as the X-51A, HyFly [1], and Hypersonic
Testing Vehicle-2 (HTV-2), has been made possible by CFD computations that well support
experimental findings.
In the pursuit of expanding the operational envelope of this frontier, accurate aerother-
mal loading predictions, and a correct understanding of the flow physics associated at
intermediate and high Mach numbers are of prime importance. Such Mach numbers yield
significant dissociation and ionization during atmospheric re-entry, and necessitate modeling
of themal, chemical and ionizational non-equilibrium to predict the associated aerothermo-
dynamics. Such non-equilibrium modeling has many applications including plasma aero-
dynamics, magneto-hydrodynamic(MHD) flow control, drag reduction techniques, and for
telemetry blackout mitigation.
The development of governing equations for hypersonic flow fields involves the solu-
tion to the conservation of species mass, momentum, and energy equations for neutral
species and charged particles. These governing equations in their complete form, as is
used currently in literature, include translation-vibration (T-V), vibration-vibration (V-V),
translation-electron (T-e) and electron-vibration (e-V) energy exchange rate equations. The
range of applicability of these equations to expanding and compressible flows, as well as,
across a wide range of temperatures has been typically investigated through solutions to
master equations that include various state-to-state transitions. Macroscopic thermal and
chemical models offer quick solutions for multi-dimensional flows.
Despite several macrosopic and state-to-state models that exist in literature, the non-
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compliance of numerical models with experimental ground-based or flight test results is still
intriguing [2, 3, 4]. Discrepancies can be found between these studies with regard to elec-
tron number densities obtained. A recent study by Surzhikov and Shang [5] demonstrated
the variations in stagnation point and surface electron density predictions between various
models using different chemical kinetics models. Some of the common chemical kinetics
models used are those of Park [6], Treanor-Marrone [7] and Marrone-Treanor [8]. While the
study [5] described above found that the satisfactory prediction of electron densities was
attainable at all altitudes by coupling the Park’s model with the Marrone-Treanor model,
determination of universally suitable physical and chemical kinetics models is still an open
problem, one that some recent studies [9, 10, 11] have begun to examine.
While validation with flight test data presents challenges as described above, ground-
based tests and computation of corresponding data at hypersonic planetary entry conditions
also present challenges. These include accurate determination of flow conditions [12], the
ability to define the test medium or environment [13], the need for special instrumentation
in any existing plasma environment, to name a few. The ability to numerically determine
the flow fields for weakly ionized gases present in such ground-based tests hinges upon
understanding the physics associated with such environments, as well as factoring in the
important limitations of the facilities. The consideration of such key parameters are imper-
ative to determine suitable chemical and physical models for hypersonic gases.
The present work proposes to systematically examine the effects of various macroscopic
thermo-chemical non-equilibrium models on the resultant equilibration rates in static en-
vironments, as well as to examine the flow physics in hypersonic high-temperature envi-
ronments. The next section presents an overview of some of the relevant experimental and
computational work in the numerical study of hypersonic gases. In addition, the thermal
non-equilibrium models developed thus far are also discussed.
The attainment of the overall goal discussed above can be made possible through a series
of objectives as presented in section 1.3 of this chapter.
2
1.2 Overview of Previous Research
The governing physico-chemical processes, such as dissociation and ionization of the con-
stituent molecules, depend upon the shock intensity in hypersonic flow. Several metrics of
interest for accurate aerothermal loading predictions, such as, internal energy distribution
functions, resulting shock stand-off distances, and concentration of gas species, stem from
the use of appropriate models describing the underlying non-equilibrium processes. The
energy exchange rates have a particularly significant effect on such predictions.
Some of the most commonly used models in the aerospace community are the multi-
temperature models where the gas under consideration is assumed to possess multiple tem-
peratures such as a translational temperature, a vibrational temperature, or electronic
temperature, if applicable. However, the applicability poses challenges as the models have
inherent uncertainties that are hard to quantify and define universally [14]. Some of the
uncertainties in multi-temperature models, as stated by Park [15], include the accuracy
of determination of chemical reaction rates, the influence of state-specific reactions in Zel-
dovich processes [16], and the influence of over-population of high vibrational states on the
flow around a body. The following section outlines some of the work performed in analyzing
such multi-temperature models.
1.2.1 Multi-Temperature Modeling
Multi-temperature models are quite computationally inexpensive to apply to multi-dimensional
flow codes. Such multi-temperature fomulations primarily emerged from the two-temperature
model. In a seminal work on two-temperature models, one representing translating tem-
peratures of all atoms/molecules, and the second representing the vibrational temperature
of all diatomic molecules, Park[17] was able to effectively capture the important features
of non-equilibrium flow. This model, which is one level more sophisticated than the one
temperature model commonly used for all chemically reacting flows, was derived based on
the following principal assumptions, as stated by Park in a recent study [18]:
(i) “A quasi-steady state distribution of internal energy
(ii) Preferential dissociation and ionization phenomena
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(iii) Diffusional model for vibrational relaxation, and
(iv) Collision limiting correction for vibrational relaxation times”
This two-temperature resolution was able to successfully explain the radiation overshoot
phenomenon as well as the observed radiation in expanding nozzles. However, at low tem-
peratures, the important consideration of rotational temperature was ignored. In addition,
there were a few violations of assumptions at high temperatures. These include, the energy
content in the rotational mode is less than kBT at temperatures beyond 30,000 K, the
optimal range for vibrational and electronic excitation extends from 7000 K to 12,000 K,
and extrapolation of rate coefficients were made from data that are known to be valid only
below 10,000 K.
Several studies [19, 20] have been carried out recently that examine the coupling of ro-
tational and vibrational modes. At sufficiently high temperatures (>= 1000 K), vibration-
rotation coupling has been observed through experimental shock tube experiments [21].
At temperatures below approximately 1000 K, although vibration-translation coupling was
shown to be absent, slower rotational relaxations (compared to vibrational relaxation) were
observed at high translational temperatures. Recent studies [20] on thermochemical mod-
eling of electronically excited molecular oxygen also confirm that rotational temperatures
need to be considered at high temperatures. However, their heat bath studies indicated
that this deciding cut-off temperature is 10000 K. Another study [22] on isochoric N2 sys-
tems also identified the need to incorporate rotational-vibrational, or rovibrational, states
at high temperatures. With increasing computational resources, dissociation-rovibrational
coupling using master equations are being studied [23]. However, the lack of empirical rovi-
brational energy coupling models for dissociated air does not allow for their incorporation
in to macroscopic multi-temperature models.
In the development of a holistic set of macroscopic thermo-chemical non-equilibrium gov-
erning equations for weakly ionized hypersonic flows, Candler [2] utilized electron-vibration
energy exchanges with diatomic nitrogen only, whereby the rate of energy transfer between
the electron translational energy mode and the nitrogen vibrational energy mode was set to
be proportional to the energy transfer rate between the two energy levels and the number
density of the electrons. The original expression for this energy transfer rate was developed
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by Lee [24], and involved the solution for master equations accounting for transitions from
multiple vibrational energy levels. Candler matched the electron-relaxation time to the
results of Lee using quadratic forms of the logarithmic electron temperature. An important
aspect about this quadratic form is that there was a strong resonance observed between
the electron and vibrational modes near 7000 K, with a quick departure from this value
observed at other temperatures. Bourdon and Vervisch [25] remodeled the coefficient of
the vibrational excitation rate of N2 by electrons with a polynomial function of electron
temperature. However, it was found that the electron-vibrational relaxation time resulted
in negative rate coefficients below 2000 K and above 50,000 K. More recently, Kim et al.
[26] have further modified this rate coefficient term and have successfully shown, through
explicit and implicit methods, that significant thermal non-equilibrium at very high and
low electron temperatures can be modeled. Furthermore, they were able to replicate the
theoretical findings of Lee in this regard. However, a common finding from the original
work, later studies, as well as Kim et al.’s [26] recent work is that the e-V excitation rate
coefficients differ significantly from the experimental results for higher vibrational states.
The causes of the differences between experimental and numerical results are yet to be ad-
dressed. The prediction of ionization dynamics behind a shock wave is largely dependent
on identifying the major source terms or the electron energy budget. In a study by Guy et
al. [27] involving vibrationally excited N2 and electronically excited N , it was found that
the e-V source term was the major energy creation term followed by the replacement with
the electron-ions elastic energy exchange term. Such an energy budget determination using
state-to-state models has resulted in macroscopic multi-internal temperature models that
predict weaker e-V coupling than other models existent in literature.
Other high temperature studies for non-equilibrium plasmas have focused on chemical
reaction rates. Reaction rate coefficients that can be used up to a temperature of 30,000 K
were proposed [28] in 1990 that included electron-number density corrections for the trans-
port properties of charged species. In their study, Gupta et al. [28] found that accounting
for non-rigidity of rotors and anharmonicity of oscillators improved high temperature pre-
dictions.
In a very recent work by Liu et al. [29], macroscopic moment equations and rate co-
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efficients have been obtained from microscopic equations using the method of weighted
residuals. Their work has demonstrated that macroscopic internal energy transfer occurs
through non-linear collisional processes. In addition, the resultant macroscopic models ob-
tained from grouping of microscopic equations show significant deviations from the Landau
Teller rate equations for the description of vibrational relaxation. It has been envisioned
that the application of such grouping techniques to microscopic models in order to ob-
tain macroscopic equations help better predict thermal and chemical non-equilibrium for a
broad range of problems [29, 30] than existing empirical models. Grasso and Capano
[31], through their simulations, showed that ionization is an inviscid phenomenon in the
presence of a strong bow shock. They also found that charged particles formed near the
stagnation zone are convected away and recombine due to flow expansion. Other recent
work on weakly ionized hypersonic flows have been more focussed on modeling them for
rarefied flows [32, 33]. In DSMC [32] and CFD simulations [2] the electron number densities
were found to be sensitive to the dissociation model as the associative ionization reaction
involved only atoms as reactants.
Very recent efforts with respect to simulating the plasma sheath to study radio black-
out include using chemical non-equilibrium and Park’s two temperature model by Qian et
al.[34]. It was seen in this study that the plasma sheath region becomes prominent be-
tween Mach 7 and Mach 8 when the incident EM incident wave frequency is greater than
1 GHz. The effect of plasma sheath on the Backscattering Radar Cross-Section (BRCS)
was found to be negligible for incident frequencies greater than 300 MHz. While the study
did conclude about some key parameters for BRCS, it did not include realistic geometries
and required greater parametic variations to lead to conclusive plasma sheath effects. Kim
et al. [35] found that the reduction of the plasma number density of the plasma layer,
through the creation of an E ×B layer allowed for radio signals to be transmitted through
the plasma layer. Other efforts to mitigate blackout include aerodynamic shaping, use of
magnetic windows, liquid injection and quenching of reentry plasma using ceramic metal-
oxide particulates [36]. Angle of attack studies [37], for signals of the order of a THz, have
indicated that the signal strength can be weakened if it gets bracketed between the range of
0 deg - 10 deg. Such studies, however, do need to incorporate complex non-linear convection
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effects to produce more definitive effects of plasma density on transmission of waves.
1.3 Objectives and Scope of Proposed Study
From the discussion in the previous section on studies performed on hypersonic flows, it can
be concluded that successful validation of numerical simulations using experimental data
is highly dependent on the modeling of internal energy. Irreversible thermodynamic and
nonequilibrium chemical kinetics is often considered to be the pacing item for hypersonic
flow simulations [38]. In the light of all these studies, the following research questions are
developed for the thesis:
(i) Are the current empirical relaxation models adequate for hypersonic flows?
(ii) What degree of thermo-chemical coupling is required for the accurate prediction of
non-ionized and weakly ionized hypersonic flows?
The overarching goal of this thesis is to perform a systematic study of the
resultant flow physics observed in non-equilibrium gas mixtures and hypersonic
flows upon the implementation of various macroscopic energy exchange mod-
els on an adaptive Cartesian grid-based flow solver. The effects of using different
macroscopic internal energy models for non-equilibrium flows are not fully understood yet
in this field. This work is intended to contribute to an increased comprehension through
achieving several non-equilibrium simulation capabilities in the Cartesian adaptive solver,
NASCART-GT. The objectives of the proposed study are:
(i) To create and simulate a non-equilibrium framework for chemically reacting flows
using an object oriented framework for an adaptive Cartesian grid-based flow solver.
(ii) To develop effective coupling of chemical and thermal non-equilibrium computa-
tional capabilities that are associated with a two-temperature model.
(iii) To develop effective coupling of chemical and thermal non-equilibrium capabilities
for a multi-vibrational, single translational temperature model.
(iv) To determine the range of validity of the implemented multi-temperature models
for various dilution levels and study their effectiveness at different pressures.
(v) To investigate the change in shock structure resulting from the implementation and
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coupling of the electron energy balance equation to the set of governing equations.
The following chapters will discuss the mathematical and numerical formulations followed





The governing equations used in this work to simulate hypersonic reacting flows comprise
of the Euler equations that account for chemical non-equilibrium, vibrationally excited
molecules as well as weakly ionized plasmas. In addition to the basic equations including
equations of state, the underlying assumptions in obtaining the form of equations presented
are also summarized.
2.2 Assumptions
In this work, the governing equations were solved assuming continuum flow fields and in-
viscid conditions. For continuum flow fields the Knudsen number, which is the ratio of the
mean free path to the characteristic length of the body, is less than one.
The chemical non-equilibrium aspect of the governing equations is dealt with by in-
cluding conservation of mass equation for each species involved. For thermo-chemical non-
equilibrium flows, the species’ mass conservation equations were coupled to equations that
accounted for conservation of vibrational energy and/or electron energy.
In particlar, thermal non-equilibrium resulted in equations that considered the flow-field
to be represented by multiple temperatures. Calorically perfect gas simulations or chemical
non-equilibrium flows required the need for a single temperature to define the flowfield. The
difference in the representations stemmed from the use of perfect gas assumptions or real
gas effects only. The usage of a two temperature model in this study refers to the represen-
tation of the translational and average vibrational energy by separate temperatures. The
rotational mode is assumed to be in equilibrium with the translational mode and therefore
is set to be equal to the translational temperature. The multi-vibrational model assumes
each diatomic molecule in the gaseous mixture to be described by a unique vibrational
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temperature based on the harmonic oscillator model. This assumption is reasonable for the
flow fields considered in this study where that temperatures involved are fairly low, and
exempts the need to consider anharmonicity in the vibrational states. While recent studies
[39] based on collisional models have successfully developed rovibrational models based on
non-Boltzmann energy distributions, their complexity renders them hard for incorporation
in to a multi-temperature fomulation. Therefore, the present study does not assume that
the rotational modes and vibrational modes are in equilibrium.
For weakly ionized flows, the multi-temperature formulation may be more appropriately
characterized by multiple vibrational temperatures, and two separate translational temper-
atures for electrons and other constituent atoms/molecules in the mixture. To compute
weakly ionized flows, the terms related to strong electro-magnetic field effects are neglected
which is a reasonable assumption for the flows considered in the present study.
2.3 Mathematical Formulation
The time accurate simulations conducted in this study consider the unsteady form of Euler
equations for conservation of species mass, momentum and energy. The mass conservation
















= NseZsÊi + Psi (2.2)






= NseZsÊiusi +Qsi (2.3)
The mass source term, ωs, is the rate of production of species s for reacting flows. Ps and
Qs represent the momentum and energy rates respectively. Êi represents the electric field in
the i direction due to charge separation, and is activated only for weakly ionized hypersonic
flows.
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In addition to the above set of equations, the vibrational energy conservation equation
for each diatomic species may be considered for multi-vibrational temperature formulations.









= Qvs + ωsevs (2.4)
The above formulation accounts for the addition and removal of vibrational energy due
to chemical reactions taking place in the system. This does not allow for any preferential
removal of vibrational energy due to dissociation.













Qe−vs + ωeee (2.5)
2.3.1 Equations of State and Other Ancillary Relations
The total density and pressure as used in the above equations relate to the the species













T + pe (2.7)





























In the equations represented above, the vibrational energy per particle is related to the
vibrational energy per unit volume by the relation











Through the above equation, the vibrational temperature of any species can be obtained.
Similarly, the electron energy equation provides the electron temperature,




Also, the electron pressure is assumed to be far more dominant than electron dynamic







and, finally, the enthalpy per unit mass is defined to be
hs = cvsT +
ps
ρs
+ evs + h
o
s (2.14)
2.4 Energy Exchange Rate Equations
The various energy exchange models used in the governing equations are described below.
The empirical models are assumed to be representative of the dominant energy exchange
processes occuring in the class of weakly ionized flows considered. The translation-vibration


















exp[Asr(T−1/3 − 0.015µ1/4sr ) − 18.42], where (2.17)






vs , and (2.18)
µsr = MsMr/(Ms +Mr) (2.19)
The overprediction of the collision cross-section is overcome by adding a limiting cross-
section as suggested by Park [43], i.e.











−21(50, 000/T )2 (2.23)
The vibration-vibration energy rate, as developed by Candler [40] from kinetic theory
and experimental studies, is given as,
QV −Vs = QV −Vsr −QV −Vrs (2.24)
The two terms on the right hand side of the above equation represent the energy exchange
processes occuring in the forward and backward directions. The forward v-v exchange rate,
when derived from first principles, results in








The probability of exchange, as can be deduced from the experimental work of Taylor et al.
[44], was taken to be a constant value of 10
−2
, and the collision cross-section was computed
from the same work [44] using the relation, σsr = dsdr.
The translation-electron energy exchange rate was taken from Lee’s formulation [41].
The exchange rate equation is,































Lee [45] showed that the coupling of electron energy with diatomic nitrogen for typical









, s = N2 only (2.28)
The relaxation parameter, peτes, as derived by Lee [45] consisted of an integral of a set
of master equations. Candler’s curve fits [40] to the integrated system was used in the
formulation here,
log(peτes) = 7.50(logTe)2 − 57.0(logTe) + 98.70, for Te < 7000K (2.29)
log(peτes) = 2.36(logTe)2 − 17.9(logTe) + 24.35, for Te >= 7000K (2.30)
2.5 Chemical Model














the rate of production of species, s, is related to the rate of change of the concentration of
the species Xi due to the forward and backward reactions taking place simultaneously. The

















The forward and backward reaction rates, which are assumed to take place at a certain

















+ EkeqΘ + Fkeq) (2.36)
Θ = ln(104/T ) (2.37)
It should be noted here that the effective temperatures of the forward and backward temper-
atures are not necessarily the same for a given reaction. For instance, dissociation reactions
involving heavy particles have a forward reaction rate that depends on the geometric average
of the translational temperature of the impacting species and the vibrational temperature
of the dissociating molecule [17]. However, the backward reaction rate depends upon the
translating temperature of the impacting third body. The forward reaction rate for associa-
tive ionization reactions take a similar formulation as the dissociation reactions. However,
the backward reaction is known to be dependent on the vibrational temperature of the
positive ion. Such choices of the effective temperatures can greatly impact the solution;






This chapter outlines the form of the compressible Euler equations in Cartesian coordinates
used to solve the multi-temperature problem involved in this work.
3.2 NASCART-GT
The code, NASCART-GT, uses an unstructured Cartesian grid, where a binary tree data
structure is used to explicity state the grid connectivity. The main components of the binary
tree adopted include :information about the geometry, the fluid, and connectivity such as
pointers to parent or children cells [46]. The geometry-based adaptation process used in the
code, that requires the information of neighboring nodes, involves the use of linked lists for
easy updating of neighboring information at each time step. Grid generation is performed
automatically through recursive refinement of the root cell in the computational domain.
This removes the human in the loop that is unavoidable for the generation of structured
grids. To ensure accurate capture of flow physics, the computational cells adjacent to the
geometry must be refined to a sufficient level. This is achieved via adaptation of the cut
cells. This refinement of the cell near the body is dependent on a user-defined length scale.
NASCART-GT is also designed to solve the flow structures using solution-based grid
adaptation. Error indicators based on some pre-defined adaptation criteria help add more
cells in regions of high gradients to more precisely capture the flow physics. The newly
developed object-oriented code has the capability of solving Euler, Euler+Integral boundary
layer, and Navier-Stokes equations. This present work incorporates thermo-chemical non-
equilibrium and ionization computing capabilities for Euler equations.
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3.3 Governing Equations in Vector Form
The governing equations for weakly ionized continuum hypersonic flows have been largely
solved on structured grids using fully implicit methods and Roe’s scheme [2, 4, 31]. In this
study, the fluid equations have been solved explicitly while the rate equations involving
chemistry are solved in an implicit manner. The Roe’s flux differencing scheme in its
original form proved to be dissipative for hypersonic flow simulations and led to shock
instability such as the carbuncle phenomenon. Only recently [47], reduction of the rate at
which pressure oscillation feeds the density field have been proposed for the Rho’s scheme.
Another scheme that has been shown to be less dissipative and more stable for hypersonic
flows is the AUSMPW+ scheme [48]. This is the scheme that is being used in the present








































































































3.4 AUSMPW+ Scheme for Weakly Ionized Flows
Considering the flux in one direction only, the the inviscid flux in the x-direction, according











ΦR + (P+L ∣α[P L] + P+R ∣α[PR]) (3.3)













R depend upon the cell interface-Mach





























L [(1 − ωp)(1 + fL) − fR] (3.8)
where,


















, ps ≠ 0 (3.10)




L pL + P
−
RpR (3.12)
The modifications for weakly ionized flows get expressed in the Φ and P vectors. These
vectors, when accounting for multiple vibrational temperatures and the electron energy
conservation equation take on the form:
Φ = [ρ, ρu, ρv, ρw, ρh, ρ1, ..., ρNs , ρ1ev1 , ..., ρNsevNv,s , ρeee]
T
(3.13)
P = [0, p, 0, 0, 0, 0, ..., 0, 0, ..., 0, pe]T (3.14)
The remainder of the formulation remains unchanged for the definition of quantities such
as the pressure splitting function, the critical speed of sound at the cell interface, and the
average sensible total enthalpy for chemically reacting flows. Further details of the scheme
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can be found in the original work by Kim et al. [48].
3.5 Point Implicit Scheme
For reasonable accuracy of computations, a second order explicit predictor-corrector scheme
was used thoroughout this work. However, the chemical source terms were solved using a
point-implicit method which had been previously incorporated in NASCART-GT [49]. For
each cell, the conservation equations take the following vector form:
∂[U⃗]
∂t
V + R⃗(U⃗n) = [S⃗]n+1V (3.15)
where, R⃗ is the sum total of the flux terms, and V is the cell volume. The Taylor series
expansion of the species production term gives






The final integration scheme, after LU decomposition, results in the following form:
d[U⃗]
dt





{[S⃗]nV − R⃗(U⃗n)} (3.17)
3.6 Calculation of temperatures
An initial guess value for the translational temperature is used to obtain the enthalpy and
specific heat at constant pressure from the thermodynamic curve fits. Through Newton’s
iterative method, the final value of the translational temperature is obtained. For this
root finding technique, the convergence criterion was based on a relative error of 10
−6
in
temperature estimates. The general form of the equation to estimate temperature for the
highest fidelity non-equilibrium model implemented in this work can be represented in the
following form:
Tnew = Told +
∆Hmix(Told, ⃗Tv,s, Y⃗s, Tel)
∆Cp,mix(Told, ⃗Tv,s, Y⃗s, Tel)
(3.18)
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The vibrational temperature of the gas mixture/ a particular gas species is obtained from
the updated relevant vibrational energy. Sufficient checks corresponding to the freestream
conditions are implemented in the solver in order to produce physically meaningful vibra-
tional temperatures. In particular, for multi-vibrational temperature model simulations,
very small trace amounts (O(10−12) % or lesser by volume) of minor diatomic species are
introduced in the freestream to prevent undefined vibrational temperatures in the compu-
tation. Similarly, the electron temperature is calculated from the electron energy in the
updated state vector. The enthalpy calculation takes in to account coupling between the
various energy modes. For all the temperature calculations, a lower clipping temperature
of 100 K was set in the code.
The following sections describe the results obtained upon implementing the above set





The classical Landau-Teller theory is used to describe the vibrational-translational energy
exchange in diatomic gases with the resulting mean vibrational energy relaxation equation
widely used in hypersonic flow simulations till date. This Landau-Teller equation, in the




Ev(T ) − Eeqv
τvib
(4.1)
The performance of this equation is typically studied by computing the relaxation time
and/or temperature dependence of the relaxation rate for diatomic gases in a heat bath.
While several studies in the past have well established the inverse temperature dependence
of thermal relaxation times of N2 [50] and H2 [51], as well as other recent studies have
focused on O2 relaxation times [20], the studies pertaining to the Landau-Teller equation
have been limited to the following assumptions :
(i) The dilution effects in a heat bath are limited to 5% of harmonic oscillators immersed
in a constant temperature bath
(ii) The typical models considered have been limited to pressures of 1 atm
This chapter presents a study that examines the various chemical and multi-temperature
thermo-chemical non-equilibrium models developed in the in-house C++ code. Due to the
bounds placed on typical non-equilibrium heat baths, there is insufficient study of the
behavior of the commonly used Landau Teller equation with harmonic oscillators in a con-
centration greater that 5% by volume.
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4.2 Previous Studies on Heat Baths
In this section, some of the previous heat bath studies are highlighted. Tietelbaum [52]
solved the steady state master equation to obtain the collision induced dissociation rate
constants for hydrides diluted in Ar. At high temperatures, dissociation rates are deter-
mined by energy transfer processes. Their results which included the Landau-Teller energy
formalism showed an explicit dependence on the oscillator energy, mhν. Landrum et al.
[53] investigated the nonequilibrium vibrational relaxation of N2 under isothermal and iso-
choric conditions. They found that the recombination rate for a heating bath is a function
of the translational temperature and not the vibrational energy distribution. Gonzalez et
al. [54] used the master equation to study shock heated N2 in dilute Ar. They found that
the approximated model near equilibrium replicated Landau-Teller results well at the start
of their simulations. They found a two-step relaxation process for the average vibrational
energy using master equations, which was not captured by their linearized model. Between
1000 and 3600 K, Andrienko et al. [55] were able to replicate Landau Teller relaxation times
for an O2-O system. However, solution to the master equations resulted in significantly dif-
ferent temperature dependence compared to the Millikan-White equation.
Boyd et al. [56] considered a heat bath with initial translational and vibrational tem-
perature modes set to 10000 K and 1000 K respectively. The equilibration of such a heat
bath initialized to a Boltzmann distribution was studied using CFD and DSMC models
of varying levels of fidelity. In congruence to the previous studies [54], [53] where final
Boltzmann distributions of constituent vibrational energies are to be expected, the same
was verified through computations using the Landau Teller equation. In addition, the
commonly observed bi-modal vibrational energy distributions that result from invoking a
Larsen-Borgnakke model [57] in the DSMC framework were also verified. Several stud-
ies since the 1980s have experimentally and numerically verified the temperature range of
validity for diatomic molecules. Furthermore, master equation formulations have well estab-
lished temperature regimes where a Landau Teller approach does not well encapsulate the
non-equilibrium states. Nonetheless, the Landau Teller equation that utilizes a Millikan-
White relaxation time correlation is the single most widely used method to obtain quick
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estimates of translation-vibration energy exchanges between diatomic as well as polyatomic
molecules. In light of these previous studies, the investigations described in this chapter
serve to answer the following questions:
(i) How do thermo-chemical non-equilibrium relaxation rates vary from thermal relaxation
rates?
(ii) What are the effects of including less dilution of harmonic oscillators on the non-
equilibrium characteristics of the gas system?
(iii) How does time to reach equilibrium scale with reduced initial pressure?
24
4.3 Thermo-Chemical Relaxation Rates: Two-Temperature Model
The hypersonics community has widely used the findings of Millikan and White experiments
and the Landau Teller equation to characterize the translation-vibration energy exchange
for flows such as those typically encountered during re-entry. As described above, N2 and
NO are the gases for which relaxation rates are studied [55] due to their importance in
combustion and hypersonic re-entry problems. More recently, statistical-based studies such
as those involving potential energy surfaces (PESs) have focused on quantifying rovibra-
tional dissociation and relaxation of diatomic oxygen with molecular and atomic nitrogen
and oxygen. The thermalization of these molecules at lower speeds has resulted in the
community looking more closely at their associated rates using zero dimensional heat bath
cases.
In this section, the results of non-equilibrium relaxation rates primarily for the dissocia-
tion of diatomic oxygen are studied under a variety of conditions. The zero-dimensional heat
bath numerical simulations serve to validate the flow solver in addition to studying their
range of validities. The first test case is one of thermal non-equilibrium of diatomic nitrogen
with activated translation and vibration modes. This test case has been used by previous
researchers [56] for the purposes of code validation. The heat bath is initiated with the
translational mode set at 10000 K and the vibrational mode set to 1000 K. Upon using the
Landau-Teller based T-V relaxation rate equation, it was observed that the rates matched
(see figure 4.1) those recorded by Boyd et al. in their study of DSMC and CFD relaxation
rates. The multi-temperature modeling approach used here is the two temperature model
as described in Chapter 2. The effective temperature of
√
TTv was used in these heat bath
simulations, and the thermalization process included N2-N2 as well as N2-N collisions. In
addition, a direct time step of 1 nanosecond was used to obtain the non-equilibrium results.
Following these results, it was of interest to investigate the thermo-chemical dissociation
and relaxation rates for systems of gases involving diatomic O2. This reaction was taken
from Park’s 1993 air reaction thermo-chemistry model, involving the dissociation of molec-
ular oxygen by inert diatomic nitrogen. Initial results of a bimolecular collision in an O2-N2
gas system revealed that there are two distinct regions of equilibration, an initial attain-
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ment of thermal equilibrium followed by chemical equilibrium. Following the attainment of
thermal equilibrium, the gas cools down while reactions drive the system to equilibrium.
Consequently, thermo-chemical equilibrium times extend to nearly 10 times the thermal
counterparts. The initial concentrations by volume for diatomic oxygen and nitrogen was
10% and 90% respectively. Most studies in literature regarding heat bath simulations focus
on a dilution of about 5% of the relaxing gas, resulting in thermalization to be the domi-
nating process leading to equilibrium in these gases. Increasing the initial concentration of
diatomic oxygen in uniform steps resulted in the trends shown in figure 4.3. The increase in
mole fraction of diatomic oxygen from 0.1 to 0.2 resulted in a large variation in equilibrium
times and final equilibrium temperature. However, subsequent increases in mole fractions of
the dissociating and relaxing gas resulted in smaller variations, with initial dilutions >= 0.5
resulting in indiscernible variations in final equilibrium temperatures and times. However,
the intermediate thermalization process indeed shows variations across the entire dilution
range of 0.1-0.9 considered in this study. A cyclical variation of the thermal equilibrium
point is observed with increasing dilution levels. The final time to reach equilibrium does
not vary much for initial O2 mole fractions greater than 0.2.
26
Figure 4.1. Validation of the present code developed, NASCART-GT, with results ob-
tained by Boyd et al.
4.3.1 Universal transition phase
The presence of the distinct variations between 0.1 and 0.2 mole fractions of dissociating
O2 warrants further investigation of the underlying phenomena in this region. At the
mole fractions of 0.1 and 0.2, it can be concluded that the gas is largely in thermal non-
equilibrium only (Figure 4.7). Upon varying the concentration in steps of 0.01, it was
seen that a largely linear variation in equilibrium temperature and time was obtained.
Furthermore, the thermalization process also exhibited a monotonic variation in this range
of mole fractions. Thus, an initial dilution level of the dissociating molecule greater than
0.2 marks the start of predominant chemical non-equilibrium effects.
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(a) Translational and vibrational temperatures
obtained for a two temperature model
(b) Mole fractions of the various species in the
gas mixture
Figure 4.2. Two temperature heat bath results for an initial mole fraction of O2 of 0.1
Figure 4.3. Two temperature model temperature results for varying initial mole fractions
of an O2-N2 system. O2 is the dissociating molecule while N2 is merely involved in energy
transfer.
28
Figure 4.4. Two temperature model enthalpy results for varying initial mole fractions of
an O2-N2 system
Figure 4.5. Two temperature model temperature results for varying initial mole fractions
of an O2-N system. O2 is the dissociating molecule while N is merely involved in energy
transfer.
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Figure 4.6. Two temperature model enthalpy results for varying initial mole fractions of
an O2-N system
Figure 4.7. Two temperature model results for initial mole fractions of an O2-N2 system
in the range of 0.1 and 0.2. O2 is the dissociating molecule while N2 is merely involved in
energy transfer.
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Figure 4.8. Two temperature model results for initial mole fractions of an O2-N system
in the range of 0.1 and 0.2. O2 is the dissociating molecule while N is merely involved in
energy transfer.
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Figure 4.9. Time accurate Gibb’s free energy results for an O2-N2 system at 1 atm: Initial
mole fraction of O2 of 0.1, 0.2, 0.3 (above) and 0.5, 0.7, 0.9 (below): 0.1 (above) and
0.5 (below); 0.2 (above) and 0.7 (below); 0.3 (above) and 0.9 (below) (■: O;
■: O2 ; ■: N2 )
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4.3.2 Modeling Effects: Non-Preferential models
In a preferential model it is assumed that molecules are created and destroyed at high
energy levels while in a non-preferential model, it is assumed that these processes occur at
the average vibrational energy of the molecules. Many studies in the past [58] have reported
the variations in results obtained by using non-preferential as well as preferential models
of Marrone-Treanor [8], Knab [59] and Macharet [60] models. In order to study the effects
of using different forms of non-preferential modeling, one where the governing temperature
of each reaction was based on the translational temperature alone was compared to the
non-preferential
√
TTv model. It was seen that the translational temperature-based model
resulted in a variation in the translational temperature at the very start of the simulation
i.e. within a nanosecond. The initial rise in vibrational temperatures is similar for both
the models. However, greater deviations between the two models are observed at initial
O2 mole fractions greater than 0.5. The reaction rates based on translational temperature
alone therefore have a direct impact on the macroscopic translational temperatures in the
transition to equilibrium for all dilutions studied. The temperature plots indicate that the
final equilibrium temperature and time to equilibrium remains unaltered due to the choice
between the two non-preferential models at any given initial dilution of O2 (figure 4.10).
A study of the mole fractions indicate that the reaction rates are altered at the very start
of the simulation with the transition between thermal equilibrium and chemical equilibrium
being a gradual process. This transition is characterized by a marked change in the rate
of reaction for the
√
TTv model. This rate of transition is consistent across the graphs
depicting the transient temperatures and mole fractions. However, the mole fractions for the
both non-preferential models at any given initial dilution level indicate that any variations
in intermediate chemistry occur at a distinct time of less than one microsecond (figure
4.11). This key value in time is clouded by the overshoot of vibrational temperature with
translation temperature while observing the temperature variations resulting from the
√
TTv
model. Moreover, this section of the study proves that any such overshoot for the the
translational temperature-based model is maintained a constant for all initial mole fraction
levels chosen. However, the overshoot for the
√
TTv model is a variable across the chosen
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dilution levels. Thereby, this could indeed be artifact of the empirical nature of the
√
TTv
model as indicated in literature.
(a) Initial mole fraction of O2 of 0.1 (b) Initial mole fraction of O2 of 0.3
(c) Initial mole fraction of O2 of 0.5 (d) Initial mole fraction of O2 of 0.7





TTv model; Non-preferential transla-
tion temperature-based model; (■: Translational temperature; ■: Vibrational temperature
)
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(a) Initial mole fraction of O2 of 0.1 (b) Initial mole fraction of O2 of 0.3
(c) Initial mole fraction of O2 of 0.5 (d) Initial mole fraction of O2 of 0.7
Figure 4.11. Variation in non-equilibrium mass fractions between two non-preferential
models: Non-preferential
√
TTv model; Non-preferential translation
temperature-based model; (■: N ;■: O2 ; ■: O )
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4.3.3 Molecular/Atomic Effects
The Millikan-White correlations account for atomic-molecular collisions in addition to bi-
molecular collisions. The results shown in the previous section for the O2-N2 system involve
a complex thermal non-equilibrium process coupled with dissociation of O2 due to the colli-
sion of inert N2. The non-linearity effects seen due to thermal non-equilibrium in an O2-N2
system are due to a complex mixing process that includes collisions between like and dislike
molecules. The collisions in the mixing process further include molecule-atom and atom-
atom collisions. In order to separate out the molecule-molecule collisions from ones that
include the atom-molecule pair, additional sets of tests were undertaken that studied the
reaction O2+N=2O+N under thermo-chemical non-equilibrium.
The inclusion of O2-N, as can be seen in figure 4.5, results in similar non-equilibrium
characteristics for an initial mole fraction of O2 of 0.1. The jump in final equilibrium tem-
perature and time between initial mole fractions of 0.1 and 0.2 widen in the O2-N system
in comparison to the O2-N2 system. However, it is interesting to note that beyond a choice
of an initial mole fraction of 0.3, the point of overshoot of vibrational temperature coa-
lesces approximately to a similar point in time. It can be concluded from these results that
thermal non-equilibrium exhibits greater non-linearity when dissimilar molecular collisions
are involved. There is a reduction in time to attain thermal equilibrium by about 67% in
comparision to the O2-N2 system. The final equilibrium times indicate an 80% reduction
upon choosing an inert atom in the dissociation process. The final equilibrium energy of the
system in this case remains unaltered in the mole fraction range of 0.2-0.9. The molar en-
thalpies show a simple linear variation throughout the initial mole fraction range of 0.1-0.9.
The mixture molar enthalpy in the system is more than an order of magnitude higher than
that involving inert N2. Additionally, the variation of molar enthalpy with time is nearly
constant for the O2-N system. However, the enthalpy shows a large non-linear variation for
the O2-N2 system with a non-monotonic variation seen for the initial mole fraction of 0.9
(figure 4.4).
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Figure 4.12. Time accurate Gibb’s free energy results for an O2-N system at 1 atm using
a
√
TTv model: Initial mole fraction of O2 of 0.1, 0.2, 0.3 (above) and 0.5, 0.7, 0.9 (below):
0.1 (above) and 0.5 (below); 0.2 (above) and 0.7 (below); 0.3 (above)
and 0.9 (below) (■: O; ■: N ; ■: O2 )
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4.3.4 Pressure Effects
The O2-N system described above was initially assumed to be at atmospheric pressure. In
order to investigate the impact of greater initial degree of non-equilibrium, the total pressure
of the system was altered to 0.1 atmospheres at the start of the simulations. Figures 4.13,
4.14 and 4.15 show the effect of reducing the initial pressure of the system by an order
of magnitude compared to the results for an O2-N system described previously. The non-
equilibrium as well as the time to attain equilibrium translates by an order of magnitude
but in the opposite direction for the initial O2 mole fraction of 0.1. However, for lower
dilution values, a reduction in initial pressure delays the attainment of final equilibirum by
nearly two orders of magnitude. These tabular values are represented below:


























The non-equilibrium mole fractions also represent this shift in time from the point of
initiation of dissociation to final equilibrium upon reducing the system initial pressure. The
longer times associated with the lower pressure result from the lower translational energy
associated with the system particles. An increased probability of bi-molecular collisions
(such as when initial mole fraction of O2 > 0.1) can enhance the equilibrium times by
nearly two orders of magnitude at 0.1 atm. Therefore, increased initial concentrations
of the reacting (/dissociating) molecules bolsters the non-equilibirum effects induced by a
reduced system pressure.
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Figure 4.13. Time accurate Gibb’s free energy results for an O2-N system at 0.1 atm
using a
√
TTv model: Initial mole fraction of O2 of 0.1, 0.2, 0.3 (above) and 0.5, 0.7, 0.9
(below): 0.1 (above) and 0.5 (below); 0.2 (above) and 0.7 (below); 0.3
(above) and 0.9 (below) (■: O; ■: N ; ■: O2 )
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Figure 4.14. Time accurate mass fractions for an O2-N system at different pressures using
a
√
TTv model: Initial mole fraction of O2 of 0.1 (above) and 0.2 (below): (■: N at 0.1
atm;■: O2 at 0.1 atm; ■: O at 0.1 atm ; ■: N at 1 atm; ■: O2 at 1 atm; ■: O at 1 atm )
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Figure 4.15. Time accurate mass fractions for an O2-N system at different pressures using
a
√
TTv model: Initial mole fraction of O2 of 0.5 (above) and 0.7 (below): (■: N at 0.1
atm;■: O2 at 0.1 atm; ■: O at 0.1 atm ; ■: N at 1 atm; ■: O2 at 1 atm; ■: O at 1 atm )
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4.4 Thermo-Chemical Relaxation Rates: Multi-Vibrational, Single Transla-
tional Temperature Model
The thermo-chemical model results depicted thus far were for a two temperature model
where all the diatomic molecules in the system were represented by a single vibrational
temperature. The vibrational temperature response for a heating bath system is a function
of the average vibrational energy of the system. The translational-vibrational relaxation
time for the two temperature model system was considered to be a function of the molar
average relaxation time based on the Millikan-White model. If the gas system undergoing
thermo-chemical non-equilibrium is considered to be represented by multiple vibrational
temperatures, one for each polyatomic molecule in the system, the resulting non-equilibrium
results are as shown in figure 4.16-4.17. At an initial O2 mole fraction of 0.1, there are mi-
nor differences in the translational temperatures up until ∼0.5µs. The variation of mean
vibrational temperature for a 2T model and the vibrational temperature of N2 are in close
agreement up until ∼0.5µs. However, beyond this time, the inclusion of an additional vibra-
tional temperature for the dilute gas, O2, results in a nearly 500 K lower temperature before
reaching equilibrium. This is due to the additional energy required for the equilibration of
the vibrational temperature of the dilute gas with the translational mode of the particles
in the system.
At lower initial O2 dilution levels, such as for a mole fraction of 0.5, the translational
temperatures yet again are similar to each other until the attainment of equilibrium for
the 2T and multi-vibrational temperature models. The vibrational temperature of O2 also
remains unaltered for the increased initial mole fraction. However, the variations between
the mixture mean vibrational temperature and the vibrational temperature of N2 begins
to vary greatly, with the mean temperature skewed towards the vibrational temperature of
O2 for these systems. At this dilution level and likewise for higher levels, the final temper-
atures and equilibrium times do not exhibit any noticeable variation between the choice of
a two-temperature and multi-vibrational temperature model.
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Figure 4.16. Comparisons between select multi-vibrational and two-temperature heat
bath results for initial mole fraction of O2 of 0.1 in an O2-N2 system: Multi-vibrational
temperature model; Two temperature model; (■: Translational temperature ;■:
Vibrational temperature of O2 ; ■:Vibrational temperature of N2)
Figure 4.17. Comparisons between select multi-vibrational and two-temperature heat
bath results for initial mole fraction of O2 of 0.5 in an O2-N2 system: Multi-vibrational
temperature model; Two temperature model; (■: Translational temperature ;■:
Vibrational temperature of O2 ; ■:Vibrational temperature of N2)
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Figure 4.18. Comparisons between select multi-vibrational and two-temperature model
mass fraction results for initial mole fraction of O2 of 0.1 in an O2-N2 system: Multi-
vibrational temperature model; Two temperature model; (■: N2 ;■: O2 ; ■: O)
Figure 4.19. Comparisons between select multi-vibrational and two-temperature model
mass fraction results for initial mole fraction of O2 of 0.5 in an O2-N2 system: Multi-
vibrational temperature model; Two temperature model; (■: N2 ;■: O2 ; ■: O)
The non-equilibrium mole fractions also conform to the physics that can be inferred
from the temperature-time plots, wherein, the reactions get activated at approximately the
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same time for the 2T and multi-vibrational temperature models. Interestingly, the tran-
sient differences between the models does not exceed ∼ 10
−5
s for both of the representative
dilution levels depicted. Therefore, a multi-vibrational, single translational temperature
model causes changes to the transient chemistry behavior of a heating system relative to
the representation of the system with a single vibrational, single translational temperature
model. This alteration in chemistry, due to the corresponding change in the effective tem-
perature of the governing chemical reaction, is more significant for a system with higher
concentration of dissociating molecules.
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4.4.1 Numerical definition of equilbrium characteristics
It is to be noted that in all the results described in this section, the convergence criterion for
the numerical simulations is when a root-mean-square residual of 10
−12
is attained. If the
data at convergence is treated as ‘equilibrium’, the equilibrium time variation with respect
to the initial O2 mole fraction assumes a non-monotonic variation, which is particularly
enhanced for the multi-vibrational, single translational model simulations. However, if the
equilibrium temperature at convergence is traced back in time to 99% of its value and
is defined as the new equilibrium time for the simulations executed, the non-monotonic
variations get corrected to monotonic trends with initial dilution levels. The equilibrium
temperatures at these revised equilibrium times clearly asymptote to ∼3500 K beyond an
initial O2 mole fraction of 0.5. The minimal differences between the two choices of thermo-
chemical non-equilibrium models, as described in the previous sections, can also be seen
here.
Figure 4.20. Comparison of equilibrium characteristics between two temperature and
multi-vibrational temperature model results
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4.4.2 Variation of Initial Temperature Difference
The initial temperature difference between the vibration and translational modes signifies
the degree of thermal non-equilibrium. In order to understand the effects of initial temper-
ature difference on the non-linear effects exhibited due to variations in system dilution, the
following temperatures were set for the translational and vibrational modes and for the dilu-
tion range of 0.1-0.9 for an O2-N2 system: The simultaneous effects of initial mole fractions
Table 4.2. Effects of initial thermal non-equilibrium





and initial thermal non-equilibrium on the equilibrium characteristics can be demonstrated
by a response surface. This surface response for the equilibrium temperature and inter-
species relaxation times are shown in figures 4.21 and 4.22. It can be seen that these two
features nearly complement each other. In particular, for low initial mole fractions of O2 in
the reacting mixture and low initial thermal non-equilibrium, the final equilibrium temper-
ature is largely dictated by the temperature of the translating particles in the mixture. At
these conditions, the inter-species relaxation time takes on the least value on the response
surface. This behavior is reversed at higher initial mole fractions of O2 and larger initial
degree of thermal non-equilibrium. This increase in inter-species relaxation time is 75%
within the extremes of the response surface. The depiction of pressure variation on the re-
sulting inter-species relaxation results in a slightly skewed surface relative to the response of
equilibrium temperatures to the provided initial conditions. The reduction of inter-species
relaxation at the extremes of initial mole fraction and thermal non-equilibrium correspond
to a ∼ 50% reduction in pressure of the system.
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Figure 4.21. Equilibrium temperature surface response to variations in initial mole frac-
tion of O2 and initial temperature difference between the translational and vibrational
modes: Ttr = 10000 K
Figure 4.22. Equilibrium inter-species relaxation time (between O2-O2, O2-N2 and N2-
N2) surface response to variations in initial mole fraction of O2 and initial temperature
difference between the translational and vibrational modes: Ttr = 10000 K
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CHAPTER 5
HYPERSONIC FLOW RESULTS FOR MULTI-TEMPERATURE MODELS
5.1 Introduction
In order to validate the non-equilibrium flow solver developed, several two dimensional
flows around bodies of varying shapes were simulated. In the results presented in this
chapter, the variations resulting from using different internal energy modeling approaches
are demonstrated. These modeling approaches which include chemical and thermal non-
equilibrium have been identified by Candler [61] to have first order effects on the flow field.
The validations carried out in this chapter to other numerical as well as experimental data
seek to demonstrate these effects.
5.2 Conical flows
For initial validations of the flow solver, a 45
0
half-cone was considered, and comparisons
made of different models. The freestream density is 0.0148 N/m
2
and the freestream velocity
is 6350 m/s. This test case was used by Spurk [62] to present numerical and experimental
results when different relaxation times were considered to be dominant. Oxygen was chosen
as its reaction kinetics were widely studied at the time of conducting those experiments.
The main experimental tool used was a Mach-Zehnder optical interferometer to observe
the stationary flow around the model and the freestream flow. The hypersonic oxygen
flow was generated in an expansion tube to attain a freestream compressibility factor of 1.
The experimental shock shape and fringe width were used to compare to numerical results
obtained by using a shock-fitting method. His computations used the Treanor and Marrone
[7] model to account for the effect of vibrational relaxation on dissociation. Ionization was
neglected and anharmonicity of oscillators was taken in to account while computing the
vibrational energy.
This case was set up in NASCART-GT and primarily three overlapping energy exchange
processes were considered here:
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Figure 5.1. Computational grid used for a 45
0
1/2 cone angle geometry thermo-chemical
non-equilibrium simulation in NASCART-GT
(i) Thermally perfect and chemically frozen flow
(ii) Thermal equilibrium and chemically frozen flow
(iii) Thermal non-equilibrium and chemical non-equilibrium
The computational grid used for this case is shown in figure 5.1, and the contour plots
in figures 5.2-5.4 depict the general nature of the flowfield. As seen in figures 5.2, 5.3 and
5.4, the greatest shock detachment distance was noticed corresponding to the results for
calorically perfect gas assumptions, with greatest peak temperatures noticed under the same
conditions. The considerations of thermal equilibrium and therm-chemical non-equilibrium
results in smaller detachment distances.
From figure 5.5, it can be seen that the thermo-chemical non-equilibrium results which
were computed using a temperature dependent form of the reaction rate equations involving
O2-O2 and O2-O collisions, showed the closest agreement with Spurk’s experimental data.
The measurements of the shock location using an interferogram had a large amount of
scatter with a combined error of 20% reported for the freestream density measurement.
Spurk’s non-equilibrium results, which included a temperature dependent relative efficiency,
yielded the closest agreement to his experimental results. The relative efficiency, P
∗
, was
defined by the following ratio of rate constants where A is any colliding partner:
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(a) τV IB = ∞, τDISS = ∞ (b) τV IB = 0, τDISS = ∞
(c) 0 < τV IB , τDISS < ∞
Figure 5.2. Pressure contours for a 45
0












The result obtained using the two temperature thermo-chemical model in NASCART-GT
was in close agreement with Spurk’s numerical and experimental data near the leading
edge. The largest deviation observed between the numerical results obtained in the present
work and those reported by Spurk was 14.8%. The uncertainty reported for the thermo-
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(a) τV IB = ∞, τDISS = ∞ (b) τV IB = 0, τDISS = ∞
(c) 0 < τV IB , τDISS < ∞
Figure 5.3. Mach contours for a 45
0
1/2 cone angle geometry simulations
chemical results obtained by Spurk assuming constant relative efficiency was stated to be
“20-30%” smaller than experimental findings. It is to be noted that his computations pre-
dicted freestream vibrational energy based on the equilibrium temperature in the shock
reflected region. On the contrary, NASCART-GT uses thermal non-equilibrium in the
freestream too, resulting in non-equilibrium considerations throughout the computational
flow-field. Furthermore, the present work assumes an empirical coupling (Park’s
√
TTv
model) between vibrational and dissociation energies and harmonic oscillators in the gas
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(a) τV IB = ∞, τDISS = ∞ (b) τV IB = 0, τDISS = ∞
(c) 0 < τV IB , τDISS < ∞ (d) 0 < τV IB , τDISS < ∞
Figure 5.4. Temperature contours for a 45
0
1/2 cone angle geometry simulations
mixture. However, significantly different underlying energy exchange models were used by
Spurk in his numerical computations. The dissociate rate constants used by Spurk were
based on Camac and Vaughan’s [63] shock tube measurements involving O2-Ar mixtures
and extrapolated to the temperatures measured in experiments. On the contrary, the nu-
merical results obtained using NASCART-GT were based on the O2 dissociation reactions
in Park’s model [64]. The vibrational temperatures obtained in the present work are in the
“low-temperature regime”, i.e., ∼ < 5000
o
K. In this regime, as reported by Stupochenko
et al. [65] and reiterated by Spurk [62], the O2-O2 energy transfer is more effective than
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Figure 5.5. Comparison between NASCART-GT results and Spurk’s data for a 45
0
1/2
angle cone in a Mach 9.42 flow of O2. P* is the efficiency factor as defined by Spurk [62].
rS − rC refers to the shock detachment distance.
that observed between O2 and Ar. The extrapolation of O2-Ar reaction rate constants in
this temperature regime may therefore cause significant differences compared to the direct
measurements of O2-O2 reaction rates.
The chemically frozen numerical results predicted by Spurk indicate a larger shock detach-
ment distance. The larger differences between the numerical results in the present work
and those by Spurk can be attributed to the shock curvature which is captured in the 2D
axisymmetric result of NASCART-GT. This curvature was captured by Spurk only while
using the constant and variable efficiency models for thermo-chemical non-equilibrium. The
differences in shock curvature at the leading edge of the cone can be attributed to the use
of shock fitting methods by Spurk as against a shock capturing method used in the present
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work. Nonetheless, large variations can be seen between the choice of a calorically perfect
gas and the experimental results. This error for the calorically perfect gas case exceeds
100% and is in agreement with the results obtained numerically by Spurk and others [61,
62]. This test case which contains experimental and numerical data to compare with, serves
to validate and demonstrate that thermo-chemical non-equilibrium considerations leads to
the closest agreement with experimental data.
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5.3 Double wedge flows
One of the more challenging cases for validation of flow solvers is the double wedge problem.
This problem consists of complex shock-shock interactions and lends itself well for testing of
implemented schemes and resulting physics. Historically, the appearance of large variations
in heat transfer rate and surface pressure, and the inability to understand the underlying
complex phenomena led Oleniczak et al. [66] to embark on a study on a double wedge
configuration in inviscid flow. By removing the component of viscosity from the governing
equations, the interplay between finite rate chemical reactions and hypersonic flow was
studied. Their study included a M∞ = 9.0 air flow over a double wedge configuration of
θ1 = 15
0
and θ2 = 45
0
respectively for the first and second wedge. The flow physics was
studied using the Data Parallel Lower-Upper Relaxation implicit method and perfect gas
assumptions. The experiments performed by Bertin and Hinkle [67] had indicated a steep
transition from a Type VI – Type V transition within 2
0
of the maximum deflection angle.
However, their numerical simulations showed a gradual transition in the Edney [68] Type




. The largest second wedge angle that produced a Type V interaction was 45.25
0
.
Their study involved studying such interactions over a range of Mach numbers and second
wedge angles. Such transitions can not be studied analytically and numerical simulations
of this type are useful in understanding the underlying physics.
Coratekin et al. [69] used this test case to study the performance of Upwind schemes
such as the advection upstream splitting method (AUSM), and its modified form, AUSMDV
scheme incorporated in to an explicit finite volume flow solver. The AUSM scheme, proposed
by Liou and Steffen [70] splits the inviscid flux vector in to an advective and pressure term.
The AUSMDV scheme, produced from a combination of the AUSMD and AUSMV scheme
[71], allows for a switching between the two schemes based on the local pressure gradient.
Both, the AUSM and AUSMDV schemes resulted in pressure oscillations behind the shock
waves. Furthermore, a utilization of the van Leer limiter resulted in the break up of the
shear layer in to vortical structures. Their results qualitatively agreed well with those of
Olejniczak et al. [66]. However, their study was unable to distinguish between the physical
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accuracy of the appearance of vortical structures and the numerical effects of switching
between flux limiters (minmod and Van Leer).
More recently, Li et al. [72] studied the type VI – V transition in hypersonic double
wedge flows using thermo-chemical non-equilibrium effects. This study deviated from the
previous studies [66, 73, 74] in that the real gas effects were emphasized. Much of their work
was based on introducing a non-equilibrium relaxation length by analyzing the relaxation
characteristics. The thermo-chemical non-equilibrium model used was the two-temperature
model and Park’s five species chemical kinetics model [64]. It was found that the non-
equilibrium gas effects lead to larger second wedge angle for the shock transition from type
VI – V, with greater effects seen with increasing the Mach number of the inflow. The
unstructured grid used in Li et al.’s [72] work was adapted based on the maximum error of
density and two components of velocity.
Xiong et al. [75] also studied the involved wave patterns over a double wedge using
an inviscid two-temperature model and Park’s two temperature model. Their vectorized
two dimensional adaptive finite volume solver was used at a freestream Mach number of 9,
freestream temperature and pressure of 500 K and 0.1 atm respectively. They observed a
hysteresis phenomenon during the transition from a regular reflection to an overall Mach
reflection, and also found that non-equilibrium effects lead to a larger critical angle.
All the above studies have well established that real gas effects play a significant role
in the study of complex inviscid phenomena occurring in shock-shock interactions. Some
of the case studies undertaken by Li et al. [72] will be studied in order to validate the
non-equilibrium framework implemented in this work. As an increase in complexity from
the conical flows tested, coupled thermo-chemical non-equilibrium capabilities are tested in
addition to chemical non-equilibrium and frozen flow computations.
5.3.1 Effect of freestream Mach number
The first set of cases computed were targeted at seeking an understanding of the effect of
Mach number on the shock-shock interactions at a double wedge with θ1 = 15
0
and θ2 = 45
0
.
The three freestream Mach numbers tested were 9, 11 and 15. The computational grids re-
sulting from solution adaptation based on velocity divergence and Mach number are shown
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in figures 5.7 - 5.10. The grids for a calorically perfect gas depict the shock interaction
pattern that is typical of an Edney type V interaction, and agree well with literature results
(see figure 5.14). The seven shock structure is captured by NASCART-GT, with the triple
shock structure formed by the impinging shock at the first wedge, and the shock emanating
at the compression corner, clearly formed by highly resolved Cartesian cells. The remaining
shocks, including the reflected waves, are resolved in accordance with the gradients present.
With the increase in Mach number, and in accordance with the nomenclature depicted in
figure 5.6(b), point P gets displaced closer to the surface resulting in a greater curvature of
shock PS. The adaptation of Cartesian cells along the expansion fans are seen in the grids
too, although they are not as discernible as the shock structures.
The computational grids for chemical and thermo-chemical non-equilibrium modeling
Figure 5.6. Schematic diagrams of Type VI (a) and Type V (b) interactions [72]
result in the Type VI interaction. At any given freestream Mach number, thermal non-
equilibrium effects reduce the deflection of impinging shock BP at the second wedge. The
contour plots for a calorically perfect gas model at M∞ = 9 (figure 5.11) reveal the exis-
tence of a subsonic pocket past the triple shock. The peak temperature seen in this region
is about 5000 K. Corresponding results for chemical non-equilibrium (figure 5.12) reveal
that the peak temperature in the post shock region of a type VI interaction does not exceed
3600 K. The contours of chemical species (figure 5.13) in the region of peak temperatures
indicate that there is a mild dissociation of N2 and correspondingly low concentrations of
NO and N in these regions. Peak atomic oxygen values exist to the extent of 1.5% by vol-
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(a) Calorically perfect gas (b) Chemical non-equilibrium
(c) Thermo-chemical non-equilibrium
Figure 5.7. Computational grids in NASCART-GT for a Double Wedge using a calorically
perfect gas, chemical non-equilibrium and thermo-chemical non-equilibrium assumptions:
θ1 = 15 and θ2 = 45 in Mach 9 air flow
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Figure 5.8. Comparison of computational grids in NASCART-GT for a Double Wedge
using calorically perfect gas air assumptions at M∞ = 11 (left) and at M∞ = 15 (right):
θ1 = 15 and θ2 = 45
ume. At M∞ = 11 and for calorically perfect gas assumptions, a similar subsonic pocket is
seen with a higher peak temperature of about 7000 K. The one temperature model results
at this Mach number have a marginal increase in peak translational temperature compared
to the corresponding results at M∞ = 9. Calorically perfect gas assumptions thus indicate
a greater sensitivity to the freestream Mach number than chemical non-equilibrium consid-
erations.
Thermo-chemical considerations, as can be seen from the M∞ = 11 contour plots
(figure 5.18), show that the translational and vibrational temperatures are nearly identical
in the shock interaction region, with the peak vibrational temperature ∼ 200 K lesser than
the peak translational temperature. These similar profiles indicate near-thermal equilibrium
conditions thereby rendering thermo-chemical modeling to exhibit second order effects when
θ2 = 45
0
. The mass fractions in the interaction region possess higher values corresponding
to the higher freestream Mach number, the most significant increase indicated in atomic
nitrogen which increases by an order of magnitude at M∞ = 11.
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Figure 5.9. Comparison of computational grids in NASCART-GT for a Double Wedge
using chemical non-equilibrium (1-temperature model) at M∞ = 11 (left) and at M∞ = 15
(right): θ1 = 15 and θ2 = 45
Figure 5.10. Comparison of computational grids in NASCART-GT for a Double Wedge
using thermo-chemical non-equilibrium (2-temperature model) at M∞ = 11 (left) and at
M∞ = 15 (right): θ1 = 15 and θ2 = 45
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Figure 5.11. Mach and Temperature contours using a calorically perfect gas model for a
Double Wedge: θ1 = 15 and θ2 = 45 in Mach 9 air flow
Figure 5.12. Mach and temperature contours using a one temperature model for a Double
Wedge: θ1 = 15 and θ2 = 45 in Mach 9 air flow
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Figure 5.13. Mass fraction contours using a one temperature gas model for a Double
Wedge: θ1 = 15 and θ2 = 45 in Mach 9 air flow
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Figure 5.14. Double wedge results obtained by Coratekin et al. [69]: θ1 = 15
0
, θ2 = 45
0
,
M∞ = 11 with calorically perfect gas assumptions
Figure 5.15. Mach and Temperature contours using a calorically perfect gas model for a
Double Wedge: θ1 = 15 and θ2 = 45 in Mach 11 air flow
Figure 5.16. Mach and Temperature contours using a one-temperature gas model for a
Double Wedge: θ1 = 15 and θ2 = 45 in Mach 11 air flow
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Figure 5.17. Mach contours using a two-temperature gas model for a Double Wedge:
θ1 = 15 and θ2 = 45 in Mach 11 air flow
Figure 5.18. Translational and Vibrational Temperature contours using a two-
temperature gas model for a Double Wedge: θ1 = 15 and θ2 = 45 in Mach 11 air flow
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Figure 5.19. Mass fraction contours using a two temperature gas model for a Double
Wedge: θ1 = 15 and θ2 = 45 in Mach 11 air flow
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Figure 5.20. Mach and temperature contours using a calorically perfect gas model for a
Double Wedge: θ1 = 15 and θ2 = 45 in Mach 15 air flow
An increase in Mach number to M∞ = 15 results in similar flow features as in M∞ = 9
and M∞ = 11 cases. The detachment distance of the shock structure is expectedly lower,
and peak translational temperatures reach 13000 K with calorically perfect gas (CPG)
assumptions. It is interesting to note that while the peak translational temperature increases
by > 100% between Mach 9 and 15 CPG cases, the one-temperature model results show
a 10% increase in translational temperature. Consequently, type V interactions are more
sensitive to the freestream Mach number. The dissociation at M∞ = 15 using chemical
non-equilibrium results in a 410% increase in atomic nitrogen. While peak atomic oxygen
contours remain unaltered across the Mach numbers tested for chemical non-equilibrium,
the greater dissociation seen at M∞ = 15 over large regions in the post-shock interaction
region indicates a weakening of the contact discontinuity.
5.3.2 Effect of second wedge angle
The second set of studies with the double wedge configuration examined the variation of
the second wedge angle on the shock interaction patterns. At a freestream Mach number of
11, in addition to the θ2 = 45
0
case undertaken, two additional sets of computations with
θ2 = 46.3
0
and θ2 = 48
0
were made for all the three internal energy modeling cases. It is
interesting to note that calorically perfect gas simulations show significantly different shock
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Figure 5.21. Mach and temperature contours using a one temperature gas model for a
Double Wedge: θ1 = 15 and θ2 = 45 in Mach 15 air flow
interaction patterns when θ2 is varied. The shock TR in the seven shock pattern, becomes a
stronger one with increasing θ2, and the impinging shock at the second wedge, BT, intersects
PT at greater deflections. At the higher θ2 angles, TR is almost a normal shock, resulting in
yet another shock intersecting shock PS at the outer edge. The normalized surface pressure
distributions for CPG simulations (figure 5.27) indicate these differences when the second




. The second pressure jump or pressure spike
that is exhibited at 45
0
is displaced by a marginal degree closer to the compression corner.
However, this continued displacement towards the compression corner with the increase in
second wedge angle coalesces the two pressure jumps in to a singular spike of much lower
intensity. The reduction in peak pressure is in excess of 33% when θ2 = 48
0
.
The non-equilibrium results continue to demonstrate the second-order effect of including
thermal non-equilibrium. However, for chemical and thermo-chemical non-equilibrium, a
greater curvature of shock PS is seen at θ2 = 48
0
. The peak surface pressure distributions for
chemical non-equilibrium (figure 5.28) indicate a slight displacement in normalized pressures
towards the impinging shock at the second wedge with increasing wedge (second) angle.
The absence of a second pressure spike indicates a type VI interaction to be present and
the peak pressures demonstrate an inverse trend (with θ2) compared to those exhibited
during a type V interaction. The surface distributions with thermo-chemical modeling
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Figure 5.22. Mass fraction contours using a one temperature gas model for a Double
Wedge: θ1 = 15 and θ2 = 45 in Mach 15 air flow
(figure 5.29) also closely follow the trends exhibited with chemical non-equilibrium. The
non-equilibrium results do not display any transition between type VI - V upon varying
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Figure 5.23. Mach Contours in NASCART-GT for a Double Wedge using a calorically
perfect gas assumptions for θ2 = 46.3 (left) and θ2 = 48 (right): θ1 = 15 and M∞ = 11
the second wedge angle. Li et al. [72] had found a transition between these second wedge
angles and were claimed to be thermo-chemical non-equilibrium results. However, as stated
in their work, chemical and vibrational non-equilibirum was frozen across the shock in their
computations and the non-equilibrium relaxation length used in integrating the governing
equations was close to the equilibrium value. These key differences between their work and
the present work could have led to different surface pressure distributions. The present
work demonstrates that using full-scale thermo-chemical non-equilibrium leads to type VI
interactions for the entire θ2 parameter sweep range described above.
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Figure 5.24. Mach Contours in NASCART-GT for a Double Wedge using chemical non-
equilibrium for θ2 = 46.3 (left) and θ2 = 48 (right) : θ1 = 15 and M∞ = 11
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Figure 5.25. Mass fraction contours using a one temperature gas model for a Double
Wedge: θ1 = 15 and θ2 = 46.3 in Mach 11 air flow
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Figure 5.26. Mass fraction contours using a one temperature gas model for a Double
Wedge: θ1 = 15 and θ2 = 48 in Mach 11 air flow
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Figure 5.27. Surface pressure distributions along the double wedge using calorically per-
fect gas assumptions: θ1 = 15 and Mach 11 air flow
Figure 5.28. Surface pressure distributions along the double wedge using chemical non-
equilibrium: θ1 = 15 and Mach 11 air flow
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Figure 5.29. Surface pressure distributions along the double wedge using thermo-chemical
non-equilibrium: θ1 = 15 and Mach 11 air flow
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5.4 Cylinder flow
The inviscid thermochemical nonequilibrium capabilities of the flow solver were validated
for a blunt body by using a cylinder of radius 0.05 m. This validation test case, used origi-
nally by Tu [46], and later by Lee [49], served to verify other numerical data [76]. Tu’s work
used this case to validate chemical and thermo-chemical non-equilibrium (two temperature)
results. The freestream conditions used for this case are shown in the Table below.
The AUSMPW+ scheme was used to compute the results presented here. In order







to capture the sharp gradients, solution adaptation was carried out every 100 iterations.
The adaptation was based on gradients of velocity divergence and species concentrations.
The CFL number was maintained at 0.4 throughout the flow simulation. The air chemistry
model used was the 5-species, 17-reaction model developed by Park [64]. The surface was
set to an adiabatic wall condition.
5.4.1 Two temperature model
The primary goal with this cylinder test case was to validate the two-temperature thermo-
chemical model implemented in NASCART-GT. As can be seen in figures 5.31 - 5.32, and
using 256 cells along the length of the body, a spatial first order solution was adequate
to capture the gradients that agree well with those obtained using DPLR and verified
by Lee. The stagnation line results (figures 5.31 - 5.32) indicate that the shock layer
thickness is similar (within 6.25%) for the present results relative to DPLR. The adaptive
mesh refinement used in the present work helps obtain a sharp shock front, while perhaps
insufficient grid tailoring iterations for the body fitted mesh used to generate the DPLR
data results in a coarser shock front. The shock stand-off distance and shock wave shape
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agree well with those of literature data [49], [46], [76]. The chemical non-equilibrium results
obtained by Tu were within 3.7% of the loosely-coupled implicit solutions obtained by Yahia
[76]. Similar agreement was obtained for thermo-chemical non-equilibrium results using
a two-temperature model. Lee’s verification of these results and validation using DPLR
had resulted in similar shock stand-off distances and values of thermodynamic quantities.
In addition, comparisons made of shock stand-off distance to classical experimental data
reported by Liepmann and Roshko [77], and the analytical estimates made by Billing [78],
provide the expected agreement on the asymptotic trend at higher Mach numbers (see figure
5.33). Billig’s analytical estimate was made by assuming the detached shock wave to be “a
hyperbola that is asymptotic to the freestream Mach angle” [78], and the shock stand-off
was mathematically defined in the following form for cylinders:
δ
D
= 0.193 ∗ exp (4.67
M2
) (5.2)
Despite the consideration of equilibrium between translational and rotational modes,
and the vibrational and electronic modes in the present work, as against an equilibrium
assumption between the translational, rotational and electronic modes in DPLR, it was
seen that the variations in the contour (figures 5.34 - 5.42) and stagnation line plots were
minimal. There were some variations observed in stagnation line temperatures in literature.
Higher surface temperatures were observed in Tu’s [46] work with the vibrational tempera-
ture overshooting the translational temperature at approximately 0.01 m from the surface.
Lee’s verification of the results showed different surface temperatures and overshoot char-
acteristics. Through the process of obtaining grid independent results in the present work,
it was seen that the variations in the detachment region were due to insufficient spatial
resolution of gradients. With the spatial resolution chosen here, the vibrational tempera-
ture overshoot point and surface temperature agree well with those of DPLR documented
in Lee’s work [49].
The contour plots (figures 5.34 - 5.42) indicate close agreement with DPLR results. The
vibrational temperature contours show some variations above the body and near the exit
plane where the mixture averaged vibrational temperature is not considered to be in equi-
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librium with the rotational temperature in the present work. In addition to the differences
in non-equilibrium modeling, differences in grid resolution between DPLR and NASCART-
GT may also be a contributing factor. The shock front is rather coarse in the DPLR results
and solution adaptation based on species gradients is absent in them. The vibrational tem-
peratures are very sensitive to the species gradients, and these differences are manifested
in the corresponding contour plots. Following the validation of these results, as described
in the following sections, other thermo-chemical models implemented in the present work
were also tested for this blunt body case.
5.4.2 Multi-vibrational, single translational temperature model
The multi-vibrational temperature contour results (see figures 5.43 - 5.46) show the vari-
ations for each diatomic species using the full 7-species air model proposed by Park. The
vibrational temperature contours for O2 qualitatively agree with those obtained using a two-
temperature model in DPLR . The peak vibrational temperatures for N2 remain close to the
surface, while those for O2 and NO are displaced from the surface. Furthermore, it is seen
that the shock stand-off distance for the multi-vibrational, single translational temperature
model is withing 7% of the corresponding results obtained using a two-temperature model
(figure 5.47). The two temperature, 7-species air model over-predicts the surface transla-
tional and vibrational temperatures by ∼400 K compared to a multi-vibrational temperature
formulation. As can be seen in figure 5.48, thermal equilibration occurs in accordance to the
species with the most efficient transfer of energy, with NO and NO
+
achieving the highest
rate to thermal equilibration. This finding is in agreement with spectroscopic vibrational
temperatures reported in literature [79].
5.4.3 Multi-vibrational, two translational temperature model
While the studies thus far indicate the variations in results for thermo-chemical models
using a single translational model, it was of interest to investigate the effects of using multi-
temperature models with environments involving an electron temperature indicative of any
weakly ionized plasma present. For such purposes, a 7 species air model was used again with
the electron energy conservation equation coupled to the remaining gas dynamic, chemical
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and vibrational energy conservation equations. In addition to the usual trends observed
with the 5 species multi-vibrational temperature air model, a 7 species air model with the
electron energy balance equation provided a rapidly equilibrating NO+ vibrational temper-
ature and an electron temperature that equilibrates at a relatively slow rate. The absence of
boundary layer considerations leads to a larger rise in electron temperature near the surface
than would otherwise be observed.
Furthermore, the NO
+
mole fraction contours (figure 5.49) indicate the confinement of
higher mass fractions to a smaller region near the stagnation region than would otherwise be
obtained in the absence of an electron energy conservation equation. The plasma pressure
contours (figure 5.50) show peak values in regions of high electron concentrations and total
pressure of the flow field. The low plasma pressure seen is in congruence with the weak
ionization that can be expected at these conditions. The shock stand-off distance showed
a < 2% difference in comparison with the results not utilizing the electron energy balance
equation. These results indicate that for the degree of nonequilibrium present for the case
under consideration, while multi-temperature models provide for additional useful data,
such as equilibrium temperatures for the various modes computed, constituent variations in
species mass fractions, etc, they do not cause significant variations in overall gas dynamic
characteristics, such as peak translational temperature, pressure, and shock stand-off dis-
tances. They, however, do result in non-negligible variations in chemistry in the detachment
region compared to the widely used two-temperature or
√
TTv model. Nonetheless, this case
captures the complex flow fields typically studied for hypersonic flows and demonstrates the
ability of the various implemented multi-temperature models to adequately capture the un-
derlying flow physics.
5.4.4 Sensitivity to chemical kinetics
Of all the thermo-chemical models tested for the cylinder in hypersonic flow, the largest
variation in flow field characteristics was seen in considering 7 species air kinetics instead




, result in ∼ 7%
increase in shock stand-off distance (figure 5.51-5.52). The resulting surface temperatures
using a 7-species air model increases by ∼ 200 K at the surface relative to that obtained
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by a 5-species air model (see figure 5.52). Figure 5.53 shows the far-reaching effects of
dissociation in the detachment region when multi-temperature models are considered. The
additional kinetics associated with a 7 species model enhances the dissociation close to the
surface (figure 5.54), and can therefore be deemed to possess a greater impact for such
hypersonic flow computations.
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(a) Computational grid for a cylinder in Mach 12.7 air
(b) DPLR Computational grid for a cylinder in Mach 12.7 air
Figure 5.30. NASCART-GT and DPLR Computational grid for a cylinder in Mach 12.7
air
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Figure 5.31. Comparative stagnation line density and pressure for a cylinder in a 5-species
Mach 12.7 air flow between NASCART-GT and DPLR
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Figure 5.32. Comparative stagnation line temperatures and mole fractions for a cylinder
in a 5-species Mach 12.7 air flow between NASCART-GT and DPLR: DPLR;
NASCART-GT; (■: N2 ; ■: O2 ; ■: NO ; ■: N ; ■: O )
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Figure 5.33. Comparative shock stand-off distances between experimental cold hypersonic
wind tunnel data (γ = 1.4) [77], Billig’s analytical estimate [78] (γ = 1.4), and present result
using a two-temperature thermo-chemical model for cylinder flows
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(a) Translational temperature contours for a cylinder in Mach 12.7
air
(b) DPLR Translational temperature contours for a cylinder in Mach
12.7 air
Figure 5.34. NASCART-GT and DPLR Translational temperature contours for a cylinder
in Mach 12.7 air
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(a) Vibrational temperature contours for a cylinder in Mach 12.7 air
(b) DPLR Vibrational temperature contours for a cylinder in Mach
12.7 air
Figure 5.35. NASCART-GT and DPLR Vibrational temperature contours for a cylinder
in Mach 12.7 air
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(a) Density contours for a cylinder in Mach 12.7 air
(b) DPLR Density contours for a cylinder in Mach 12.7 air
Figure 5.36. NASCART-GT and DPLR Density contours for a cylinder in Mach 12.7 air
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(a) Pressure contours for a cylinder in Mach 12.7 air
(b) DPLR Pressure contours for a cylinder in Mach 12.7 air
Figure 5.37. NASCART-GT and DPLR Pressure contours for a cylinder in Mach 12.7 air
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(a) N2 mole fraction contours
(b) DPLR N2 mole fraction contours
Figure 5.38. NASCART-GT and DPLR N2 mole fraction contours
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(a) O2 mole fraction contours
(b) DPLR O2 mole fraction contours
Figure 5.39. NASCART-GT and DPLR O2 mole fraction contours
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(a) NO mole fraction contours
(b) DPLR NO mole fraction contours
Figure 5.40. NASCART-GT and DPLR NO mole fraction contours
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(a) N mole fraction contours
(b) DPLR N mole fraction contours
Figure 5.41. NASCART-GT and DPLR N mole fraction contours
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(a) O mole fraction contours
(b) DPLR O mole fraction contours
Figure 5.42. NASCART-GT and DPLR O mole fraction contours
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Figure 5.43. N2 vibrational temperature contours using a multi-vibrational temperature
formalism: A cylinder in a Mach 12.7 5-species air
Figure 5.44. O2 vibrational temperature contours using a multi-vibrational temperature
formalism: A cylinder in a Mach 12.7 5-species air
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Figure 5.45. NO vibrational temperature contours using a multi-vibrational temperature
formalism: A cylinder in a Mach 12.7 5-species air
Figure 5.46. NO+ mole fraction contours using a multi-vibrational temperature formal-
ism: A cylinder in a Mach 12.7 7-species air
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Figure 5.47. Stagnation line density (above) and pressure (below) for a cylinder in a
7-species Mach 12.7 air flow
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Figure 5.48. Stagnation line translational (above) and vibrational (below) temperatures
for a cylinder in a 7-species Mach 12.7 air flow
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Figure 5.49. NO+ mole fraction contours using a multi-vibrational temperature, two
translational temperature formalism: A cylinder in a Mach 12.7 7-species air
Figure 5.50. Plasma pressure contours using a multi-vibrational, two-translational tem-
perature formalism: A cylinder in a Mach 12.7 7-species air
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Figure 5.51. Stagnation line density (above) and pressure (below) for a cylinder in a 5-
and 7-species Mach 12.7 air flow
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Figure 5.52. Stagnation line translational (above) and vibrational (below) temperatures
for a cylinder in a 5- and 7-species Mach 12.7 air flow
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Figure 5.53. Comparative stagnation line mole fractions using a 2-temperature and multi-
vibrational temperature for a cylinder in a 7-species Mach 12.7 air flow : 7-species,
two temperature model; 7-species, multi-vibrational temperature model; (■: N2 ;
■: O2 ; ■: NO ; ■: N ; ■: O )
Figure 5.54. Comparative stagnation line mole fractions for a cylinder in a 5- and 7-
species Mach 12.7 air flow: 5-species air chemistry; 7-species air chemistry;




Hypersonics has been receiving much attention since the 1980s and that interest contiues
[80], [81]. The initial establishment of a set of governing equations was based on a Boltz-
mann energy distribution for all the energy modes representative of the gas mixture under
consideration. Typically, the governing equations were based on the assumption of such an
energy distribution and harmonic oscillators in the flow. Upon verifying the validity of these
assumptions, researchers discovered that anharmonicity considerations and non-Boltzmann
distributions are important for expanding flows. The use of master-equations and there-
fore state-to-state modeling, and more recently, reduced order modeling, have helped to
more accurately represent hypersonic flow fields under a variety of conditions. However,
such modeling increases the computational cost of simulations for multi-dimensional flows
and have not been able to replace the relative ease of implementation of multi-temperature
models initially developed in the field based on simple shock tube experiments.
6.1 Numerical Implementation
The present work involved the implementation of 4 types of non-equilibrium
flow capabilities on an object oriented programming platform:
(i) The first framework was to implement chemical non-equilibrium modeling, with all modes
of the particles of the gas mixture being represented by a single temperature.
(ii) The second framework was to include the set of governing equations that account for
conservation of vibrational energy of all polyatomic molecules considered together, leading
to a two temperature formalism. The reaction rates for this two temperature formalism
was based on Park’s
√
TTv model. This model has been widely implemented in several
hypersonics codes, and continues to be one which is heavily relied upon.
(iii) The third framework involved expanding the two temperature formulation to a multi-
vibrational, single translational temperature model where each polyatomic molecule in the
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system is represented by its own vibrational temperature.
(iv) Finally, in order to account for low temperature, weakly ionized plasmas that most ac-
curately represent most re-entry flowfields, the multi-vibrational, single translational tem-
perature model was expanded to a multi-vibrational, two translational temperature model.
In the latter model, the light electrons are assumed to be possess a different tempera-
ture than all other heavy particles in the system. This separate representation of electron
temperature was achieved through coupling the electron energy equation to the total en-
ergy conservation, species mass conservation and vibrational energy conservation equations.
Thus, computationally, this dissertation work represents the implementation of a strongly
coupled non-equilibrium thermo-chemical library and Ns + Ns,m +1 set of coupled gov-
erning conservation equations, where Ns represents the number of reacting species in the
chemical reaction set and Ns,m represents the number of polyatomic species used to repre-
sent the flow field.
6.2 Conclusions from Finite Heat Bath Results
The governing equations implemented were initially validated by considering the thermo-
chemical non-equilibrium relaxation rates and two-dimensional hypersonic flow fields. The
thermal relaxation rate for a dilute gas system was successfully validated with results ob-
tained by Boyd and Josyula [56] using their CFD and DSMC codes. The case used by them
involved a gas represented by a translational temperature of 10000 K and a vibrational
temperature of 1000 K. The use of a dilute gas mixture results in a system with very little
chemical non-equilibrium at any instant in time. The reaction rate for such simulations is
based on the
√
TTv model and has been widely proven to be a good empirical model in
such a temperature range. The present work seeked to understand the physics captured
by such models beyond the initial validation of the numerical model implemented. An O2
dissociation reaction was studied as it is the most reactive species in the typical 5-species
model used in hypersonic flow simulations. It was observed that beyond the choice of a
10% by volume of the dissociating gas in a gas mixture, chemical non-equilibrium effects
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play a significant role in the relaxation rates observed. The non-equilibrium relaxation
curves exhibited a non-linearity in thermal equilibration, with the non-linear effects further
enhanced by considering an impacting inert molecule as against an impacting inert atom.
The Millikan-White empirial mixing model that accounts for V-T collisions is one significant
contributing factor to this enhanced non-linearity. If a non-preferential model where the
reaction rate is governed by the translational temperature is used instead of Park’s
√
TTv
model, significantly different chemistry was observed in the time scales between a nano- and
a micro-second. Reduced pressures by an order of magnitude below 1 atmospheric pressure
resulted in enhanced times to equilibrium by nearly two orders of magnitude for system
dilution levels beyond 10% by volume. Most importantly, for all such heating bath cases
executed with the two-temperature thermo-chemical non-equilibrium model implemented,
a distinct universal transition was noted when the initial mole fraction of the dissociating
molecule was increased from 0.1 to 0.2. This transition region is not governed by any non-
linear effects, although cooling of the gas due to the endothermic chemical reactions taking
place is prominent.
Following the investigation of two-temperature thermo-chemical non-equilibrium relax-
ation rates, the multi-vibrational thermo-chemical model was examined for relaxation rates
in the same temperature range of 1000 K - 10000 K. It was seen that while the final
equilibrium characteristics were not altered by employing a multi-vibrational temperature
formalism, there were slight alterations in the transient chemistry. The vibrational tem-
peratures predicted by the multi-vibrational temperature models were in accordance with
efficient energy transfer rates of the polyatomic gas under consideration.
6.3 Conclusions from Hypersonic Flow Simulations
After investigating the relaxation rate results for the non-equilibrium capabilities imple-
mented under non-traditional but physically more relevant dilution levels, validations and
flow physics investigations were carried out for two-dimensional hypersonic flow fields. The
validations included the geometries of a cone, cylinder and a challenging flow-field of a dou-
ble wedge. Good agreements were obtained between the present simulation of a cone in a
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pure O2 flow at Mach 9.42 and Spurk’s numerical and experimental data [62].
The double wedge flow cases were tested for three assumptions of internal energy rep-
resentation: the calorically perfect gas, the one-temperature model flow in chemical non-
equilibrium, and the two-temperature model flow in thermo-chemical non-equilibrium. In
addition, two sweeps were performed: a variation in freestream Mach number (M∞ =







multi-dimensional matrix of cases undertaken verified the type VI Edney interactions for
calorically perfect gas assumptions, and more importantly, the transition of type VI to type
V for any type of non-equilibrium considerations. The thermo-chemical non-equilibrium
results indicated that consideration of vibrational non-equilibrium resulted in second order
effects for the conditions of flow tested. The variation of the second wedge angle served to
validate the results of Li et al. [72]. The normalized surface pressure variations obtained
in the present work are in good agreement with those obtained by them. For these double
wedge cases, an increase in freestream Mach number to 15, and a 1.8
0
increase in the second
wedge angle led to significant variations in shock physics and chemistry.
Finally, a cylinder in air flow at Mach 12.7 was simulated to validate the two-temperature
thermo-chemical framework implemented in the present code. This case was previously used
to validate numerical results with those obtained using the Data Parallel Line Relaxation
solver, which uses structured grids [49]. The shock stand-off distance was within 5% of those
predicted by DPLR. In order to verify other thermo-chemical models implemented in the
present code, the multi-vibrational, single translational temperature model was also used to
simulate the flow over a cylinder at similar conditions. It was seen that the shock stand-off
distance increased by 6% for the multi-vibrational model. Furthermore, the mole fractions
in the detachment distance vary between the two-temperature model and multi-vibrational
model results in congruence to the dissimilarities observed in the heating bath simulations.
The use of a multi-vibrational temperature formalism had more effect on the shock struc-
ture at Mach 12.7 than did the use of an additional electron temperature to describe the
flow field. Therefore, higher fidelity non-equilibrium modeling can be deemed to be impor-
tant at higher freestream Mach numbers or for flows with higher freestream temperatures.
Certainly, based on the results obtained here and previous studies (see references [48], [82]
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and [2]), it can be stated that the use of multiple vibrational temperatures and 7-species air
chemistry model increases accuracy of results at freestream hypersonic Mach numbers of
⩽ 18. For Mach numbers higher than 18, and for typical sub-orbital re-entry vehicle speeds,
the use of high fidelity non-equilibrium modeling including multiple vibrational tempera-
tures and translational temperatures becomes imperative for accuracy of thermo-chemistry
predictions. Results based on the present work suggest that a freestream Mach number of
10 (and corresponding freestream temperature < 500 K) can be considered to be a lower
limit for the importance of considering multiple vibrational temperatures in the modeling
of non-equilibrium flow. Below this lower limit, a two temperature model is generally ade-
quate to capture thermo-chemical non-equilibrium for hypersonic flows.
In the present work, the use of a 5-species chemical kinetics model resulted in a ∼ 7%
under-prediction of shock stand-off distance compared to a more complete representation
of the involved chemical kinetics using 7 species. The near-surface temperature was also
increased by ∼ 200 K by using the 7-species air chemical kinetics model. The shock struc-
ture for hypersonic flows thus has as significant a sensitivity to chemical kinetics as thermal
non-equilibrium model representations.
6.4 Key findings of numerical study
The following can be concluded from all the studies on zero-dimensional heat bath cases
and two-dimensional hypersonic flow simulations:
(i) Investigative studies on thermo-chemical relaxation rates for finite heat bath
results indicated non-linear and non-monotonic trends in attainment of thermal
equilibrium which were enhanced by unlike molecule-molecule collisions.
(ii) Chemical non-equilibrium was observed to universally become predominant
between initial dissociating gas mole fractions of 0.1 and 0.2.
(iii) Unlike Park’s non-preferential
√
TTv model, a non-preferential model based
on the translational temperature of the gas exhibited instantaneous changes to
temperatures and no appreciable overshoot of vibrational temperature.
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(iv) Equilibrium times for finite heat baths scale as the inverse of the initial
pressure.
(v) The use of full-scale non-equilibrium computations can yield significantly
different shock patterns and physics as against calorically perfect gas assump-
tions for complex flows involving shock wave interactions.
(vi) Differences in chemistry between the two-temperature and multi-vibrational
temperature models in the shock detachment region for hypersonic flows form
a parallelism to the transient chemistry results observed for the finite heat bath
studies.
(vii) For the hypersonic flow conditions undertaken using NASCART-GT, shock
structures were observed to be as sensitive to the underlying chemical kinetics
as they were to the use of various thermo-chemical models.
6.5 Recommendations for future work
All the studies carried out in the present work have used diatomic molecules, more specifi-
cally, N2, O2, NO and NO
+
. Future work can investigate the effects of using other diatomic
and polyatomic molecules in the gas mixtures of interest, particularly tri-atomic molecules.
The effects of using higher fidelity multi-temperature modeling can be investigated by con-
sidering such gaseous mixtures. Changes to non-equilibrium rates by introducing such
molecules can also be investigated.
This work demonstrates the ability of the code developed to simulate gases and flows
under a variety of non-equilibrium representations. The flow simulations were carried out
using inviscid flow assumptions. Another recommendation for future work involves inves-
tigating the implemented models with viscous effects with relevant modifications made to
the flow solver. In addition, the computational times associated with all the implemented
models can be investigated. Nonetheless, this thesis and the implemented non-equilibrium
computing capabilities provide a foundation to investigate flow physics and resulting chem-
istry for complex hypersonic flow fields.
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