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UNITS OF ZCpn
RAUL ANTONIO FERRAZ AND PATRI´CIA MASSAE KITANI
Abstract. Let p be a prime integer and n, i be positive integers such that
S = {−1, θ, µi = 1 + θ + · · ·+ θi−1 | 1 < i <
pn
2
, gcd(pn, i) = 1} generates
the group of units of Z[θ], where θ is a primitive pn–th root of unity. Denote
by Cpn the cyclic group of order pn. In this paper we describe explicitly a
multiplicatively independent set which generates a complement to ±Cpn in
the group of units of the integral group ring of Cpn .
1. Introduction
Let ZG be the integral group ring of the group G and let U(ZG) be its group
of units. Many results on the units group of a group rings have been published
since it started with Higman in 1940. Due to him, it is well-known that if G is
finite abelian group, then U(ZG) = ±G × F where F is a free abelian group of
finite rank. Moreover, the rank is |G0|−2l+m+12 , where G0 is the torsion subgroup
of G, m is the number of cyclic subgrupos of G0 of order 2 and l is the number of
cyclic subgroups of G0. (see [2], [4] or [5],). For a nonabelian finite group it follows
from a general result of Borel and Harish-Chandra that the unit group U(ZG) is
finitely generated. The study concerning the group of units of group rings over
the integers ZG is a classic and a difficult problem. Most of the description about
U(ZG) are given explicitly, or a subgroup of finite index of U(ZG) is given or a
general structure is studied.
We have provided a subset of U(ZCpn ), which is multiplicatively independent
and which generates a complement to ±Cpn in U(ZCpn ). When m is a general
natural number, few are known about the set of units that form a basis of U(ZCm).
For m = 2, 3, 4 and 6 we know that U(ZCm) is trivial. For m = 5 and m = 8, it
can be found in [5] or [9]. A different description for m = 8 was given by Sehgal
[11] using fiber product diagram. Aleev and Panina [1] described for m = 7 and
m = 9. Ferraz [3] represented for prime numbers m between 5 and 67. This last
result is very considered in our work.
Let ǫ : ZG → Z be the augmentation homomorphism defined by
ǫ
∑
g∈G
agg
 = ∑
g∈G
ag and denote the subgroup of units with augmentation 1 by
U1(ZG). This subgroup of augmentation 1 is called normalized units of ZG.
Ferraz [3] gave explicitly a multiplicative independent subset of U(ZCp) with
generates U1(ZCp), regarded that p is a prime number such that
Sθ = {1 + θ, 1 + θ + θ
2, · · · , 1 + θ + θ2 + · · ·+ θ(p−3)/2}
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generates U(Z[θ]). Here, θ is the primitive p–th root of unity. Let us recall an
important unit in [3]. Let Cp = 〈g〉, t a primitive root modulo p and for each i,
1 ≤ i ≤ (p− 3)/2, then a particular case of the Hoechsmann unit (see [11] ) of ZCp
is
ui = (
r−1∑
j=0
gtj)(
t−1∑
j=0
gjt
i
)− kĝ = (1 + gt + · · ·+ gt(r−1))(1 + gt
i
+ · · ·+ gt
i(t−1))− kĝ
where r is the least positive integer such that tr is congruent to 1 modulo p, k is
the integer (rt− 1)/p and ĝ = 1+ g+ g2+ · · ·+ gp−1. The main result of this paper
is the following:
Theorem 1. The set S = {u1, u2, · · · , u(p−3)/2} is a multiplicatively independent
subset of U1(ZCp) such that
U1(ZCp) = 〈g〉 × 〈S〉.
We take the principal idea in the paper of Ferraz and extend to the group ring
ZCpn . In what follows, we extend the results of section 2 of [3] for powers of odd
prime and after that, in the section 3 to powers of 2. In the section 4 we give a set
of multiplicatively independent generators of U1(ZCpn). The last section is to prove
the validity of an hypothesis used in the previous section. In this paper we give an
explicitly set of independent generators of U(ZCpn) and the fundamental units of
our description is the Hoechsmann units.
2. Odd primes
In this section we deal with powers of an odd prime, which we will denote by
pn. It is known that there exists an integer t which generates the units of Zpn . We
define µi = 1 + θ + θ
2 + · · · + θi−1 and recall the following proposition on Ferraz
paper:
Proposition 1. Let p be a prime, 5 ≤ p ≤ 67, t ∈ Z such that t¯ generates the
group U(Zp), S1 = 〈−1, θ, µt, µt2 , · · · , µt(p−3)/2〉 and define the following subgroup
of U(ZCp)
S2 = 〈−1, θ, µt, µ
−2
t µt2 , · · · , µ
−(p−3)/2
t µt(p−3)/2〉.
Then the groups S1 and S2 are equal.
We can extend this result to pn.
Proposition 2. Let p be an odd prime, Ipn = {i ∈ Z|1 < i <
pn
2 and gcd(i, p
n) = 1}
such that S = {−1, θ, µi = 1+ θ+ · · ·+ θi−1 | i ∈ Ipn} generates the group of units
of Z[θ] and t ∈ Z such that t¯ generates U(Zpn). Then
S1 = {−1, θ, µt, µt2 , µt3 , · · · , µtκ}
generates U(Z[θ]), where κ = φ(p
n)
2 − 1 and φ is the Euler totient.
Proof:
It is easy to see that S1 ⊆ U(Z[θ]). Since U(Z[θ]) = 〈S〉 and −1, θ ∈ U(Z[θ])∩〈S1〉
so we have to prove µi ∈ 〈S1〉 where i ∈ Ipn . If i ∈ Ipn then i ∈ U(Zpn) = 〈t¯〉 and we
have i ≡ tj (mod pn), for some integer j such that 1 ≤ j ≤ φ(pn). Thus µi = µtj .
Let µi ∈ U(Z[θ]), where i ∈ Ipn . We will prove that µi = µtj ∈ 〈S1〉 in the following
cases:
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1) 1 ≤ j ≤ φ(p
n)
2 − 1;
2) φ(p
n)
2 < j < φ(p
n);
3) j = φ(p
n)
2 ;
4) j = φ(pn).
The first case is immediate by definition of S1. If
φ(pn)
2 < j < φ(p
n), denote
r = j − φ(p
n)
2 . Then t
j ≡ tr+
φ(pn)
2 (mod pn). As i ≡ tj ≡ tr+
φ(pn)
2 (mod pn) and
t
φ(pn)
2 ≡ −1 (mod pn) it follows that i + tr ≡ 0 (mod pn).Thus µi = −θ
iµtr .
Since r = j − φ(p
n)
2 and
φ(pn)
2 < j < φ(p
n), we have 1 ≤ r ≤ φ(p
n)
2 − 1 and then
µtr ∈ S1. Hence µi = −θiµtr ∈ 〈S1〉. If j =
φ(pn)
2 , then i ≡ t
φ(pn)
2 (mod pn). As
t
φ(pn)
2 ≡ −1 (mod pn) and −1 ≡ (pn − 1) (mod pn), then i ≡ (pn − 1) (mod pn).
Therefore µi = µpn−1 = 1 + θ + θ
2 + · · · + θp
n−2 = −θp
n−1 ∈ 〈S1〉. In the case
j = φ(pn) we have i ≡ tφ(p
n) (mod pn). Since tφ(p
n) ≡ 1 (mod pn) and −1 ∈ 〈S1〉
we conclude that µi = µ1 = 1 ∈ 〈S1〉. Consequently U(Z[θ]) ⊆ 〈S1〉. 
From now on κ will denote the number φ(p
n)
2 − 1. As on the paper [3] we change
suitably the set of generators. The following proposition plays the same role that
Proposition 2.2 plays in [3].
Proposition 3. Let t be an integer such that 〈t¯〉 = U(Zpn) and
S2 = {−1, θ, µt, µ
−2
t µt2 , µ
−3
t µt3 , · · · , µ
−κ
t µtκ}.
Then 〈S1〉 = 〈S2〉.
Proof:
Clearly 〈S2〉 ⊆ 〈S1〉, because −1, θ, µtj ∈ 〈S1〉, for all 1 ≤ j ≤
φ(pn)
2 − 1. Let
µti ∈ S1, then µti = µ
i
t(µ
−i
t µti). Since µ
i
t and (µ
−i
t µti) are elements in 〈S2〉, it
follows that µti ∈ 〈S2〉. Hence 〈S1〉 = 〈S2〉. 
Definition 1. Let U(Zpn) = 〈t¯〉. Denote by U the following subset of U(Z[θ]):
U := {θ,−(µ
p−1
2
t ), µ
−2
t µt2 , · · · , µ
−κ
t µtκ}.
Let Ψ : Z[θ]→ Zp the homomorphism defined by Ψ(θ) = 1¯ and ψ the restriction
of Ψ to U(Z[θ]). Clearly the image of ψ is contained in U(Zp).
Theorem 2. Let ψ : U(Z[θ])→ U(Zp) the group homomorphism defined previously.
Then ker(ψ) = 〈U〉.
Proof:
Observe that ψ(µi) = i and if t ∈ Z such that t generates U(Zpn) than t generates
U(Zp). Applying ψ for elements of U , we have ψ(θ) = 1, ψ(µ
−i
t µti) = (t)
−iti = 1,
for all 2 ≤ i ≤ κ = φ(p
n)
2 − 1 and ψ(−(µ
p−1
2
t )) = −(t
p−1
2 ) ≡ 1 (mod p), because
t
p−1
2 ≡ −1 (mod p). Then 〈U〉 ⊆ ker(ψ).
Now, let v ∈ ker(ψ) ⊆ U(Z[θ]) = 〈S2〉. Thus v is of the form
v = (−1)αθs0µs1t (µ
−2
t µt2)
s2 · · · (µ−κt µtκ)
sκ ,
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where 0 ≤ α ≤ 1, 0 ≤ s0 ≤ p
n − 1 and sj ∈ Z, for all j ∈ {1, 2, · · · , κ}. As we
have θ, (µ−jt µtj ) ∈ ker(ψ), then
v ∈ ker(ψ)⇔
 α = 1 and t
s1 ≡ −1 (mod p)
or
α = 0 and ts1 ≡ 1 (mod p)
In the first case, since we have t
p−1
2 ≡ −1 (mod p) then ts1+
(p−1)
2 ≡ 1 (mod p).
As t¯ generates U(Zp), we shall have s1 +
(p−1)
2 = (p − 1)q, for some q ∈ Z, and
consequently s1 =
(p−1)
2 (2q − 1). Then µ
s1
t = (µ
p−1
2
t )
2q−1. If v ∈ ker(ψ), we have
v = (−1)αθs0µs1t (µ
−2
t µt2)
s2 · · · (µ−κt µtκ)
sκ
= (1)θs0 (−µ
p−1
2
t )
2q−1(µ−2t µt2)
s2 · · · (µ−κt µtκ)
sκ ,
then v ∈ 〈U〉. In the other case, we can consider s1 = (p− 1)q =
(p−1)
2 2q, for some
q ∈ Z and then µs1t = (µ
p−1
2
t )
2q = (−µ
p−1
2
t )
2q. Since α = 0, we obtain
v = (−1)αθs0µs1t (µ
−2
t µt2)
s2 · · · (µ−κt µtκ)
sκ = θs0 (−µ
p−1
2
t )
2q(µ−2t µt2)
s2 · · · (µ−κt µtκ)
sκ ,
so v ∈ 〈U〉. Thus ker(ψ) ⊆ 〈U〉. 
The next definition is similar to the definition on [3].
Definition 2. Given a positive integer q and an integer s relatively prime with pn,
we introduce an unit of Z[θ] :
ωq,s =
q−1∑
j=0
θjs = 1 + θs + θ2s + · · ·+ θ(q−1)s. (∗ ∗ ∗)
If q is positive, then the unit µq is exactly the unit ωq,1. This definition is valid
for p = 2.
The following proposition is similar to the Proposition 2.4 on [3] and the proofs
are quite similar. For this reason it will be omitted.
Proposition 4. Let q and s positive integers with q relatively prime with pn.
According to the notation above, the following equality holds
µqs =
s−1∏
j=0
ωq,qj = ωq,1ωq,qωq,q2 · · ·ωq,qs−1
Definition 3. Let t be an integer such that t¯ generates U(Zpn). Define hi as the
following unit of U(Z[θ]) :
hi = ω
−1
t,1ωt,ti .
Theorem 3. Let U0 = {θ, h1, h2, · · · , hκ} and U
′ = {θ, µ−2t µt2 , · · · , µ
−(κ+1)
t µtκ+1}.
Then 〈U0〉 = 〈U
′〉.
Proof:
By the Proposition 4, we have
µti = ωt,1ωt,tωt,t2 · · ·ωt,ti−1 .
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Since ωt,1 = µt, it follow that
µti = µtωt,tωt,t2 · · ·ωt,ti−1
and multiplying the both sides of this equality by µ−it , we yield
µ−it µti = µ
−i+1
t (ωt,tωt,t2 · · ·ωt,ti−1)
= (µ−1t ωt,t)(µ
−1
t ωt,t2) · · · (µ
−1
t ωt,ti−1)
= h1h2 · · ·hi−1 ∈ 〈U0〉,
for all integer i, 2 ≤ i ≤ κ + 1. Therefore U ′ ⊆ 〈U0〉. On the other hand, by the
Proposition above, we have
µti+1 = ωt,1ωt,tωt,t2 · · ·ωt,ti−1︸ ︷︷ ︸
µti
ωt,ti = µtiωt,ti .
From this equality we obtain ωt,ti = µti+1µ
−1
ti . Then
hi = ω
−1
t,1ωt,ti = ω
−1
t,1µti+1µ
−1
ti = µ
−1
t µ
i
tµ
−i
t µti+1µ
−1
ti
= (µ
−(i+1)
t µti+1)(µ
−i
t µti)
−1 ∈ 〈U ′〉.
Therefore, hi ∈ 〈U
′〉, for all integer i, 1 ≤ i ≤ κ. It proves U0 ⊆ 〈U
′〉. 
3. When p = 2
When n ≥ 3 it is known that U(Z2n) is not cyclic, U(Z2n) = 〈3¯〉 × 〈−1〉 and the
order of 3¯ is 2n−2. These facts suggest change t in the previous section by 3 and it
can be proved easily in the next proposition.
Proposition 5. Let θ be the 2n–th primitive root of unity and i = (2n − 1)s3q,
where 0 ≤ s ≤ 1 and 0 ≤ q ≤ 2n−2 − 1. The following statements hold:
(i) s = 0 =⇒ µi = µ3q ;
(ii) s = 1 =⇒ µi = −θ
iµ3q
Proof:
The proof of (i) is trivial. If s = 1 and q 6= 0, we have 1 ≤ i = (2n−1)3q ≤ 2n3q.
Moreover 2n3q = i+ 3q, and then i+ 3q ≡ 0 (mod 2n). Hence µi = −θ
iµ3q . 
The next two propositions are the same as in the previous section with a slight
change in the proof.
Theorem 4. Let i ∈ I2n = {i ∈ Z | 1 < i < 2n−1, gcd(2n, i) = 1}, θ be the 2n–th
primitive root of unity and n ≥ 3 such that S = { θ, µi = 1+θ+ · · ·+θi−1 | i ∈ I2n}
generates the group of units of Z[θ]. Then S1 = {θ, µ3, µ32 , · · · , µ3κ} generates
U(Z[θ]), where κ = φ(2
n)
2 − 1.
Proof:
Clearly S1 ⊆ U(Z[θ]). In the other case, since U(Z[θ]) = 〈{−1, θ, µi | i ∈ I2n}〉
we have to verify µi ∈ 〈S1〉 for i ∈ I2n . If i ∈ I2n , it follows that
i ∈ U(Z2n) = 〈2n − 1〉 × 〈3〉. So we obtain i = (2n − 1)s3q, where 0 ≤ s ≤ 1 and
0 ≤ q ≤ 2n−2−1. By the Proposition 5 we get µi = µ3q ∈ S1 or µi = −θiµ3q ∈ 〈S1〉.
Hence µi ∈ 〈S1〉, for all i ∈ I2n . 
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Theorem 5. In the same hypothesis as the previous theorem, let
S2 = {θ, µ3, µ
−2
3 µ32 , µ
−3
3 µ33 , · · · , µ
−κ
3 µ3κ},
where κ = φ(2
n)
2 − 1. Then 〈S2〉 = 〈S1〉.
Proof:
Since µ3i ∈ S1, for all 1 ≤ i ≤ κ, it follows that µ
−i
3 µ3i ∈ 〈S1〉. Moreover,
θ ∈ 〈S1〉∩ 〈S2〉, thus S2 ⊆ 〈S1〉. On the other hand, as µ3i ∈ S1 and µ
i
3, µ
−i
3 µ3i ∈ S2
it yields µ3i = µ
i
3(µ
−i
3 µ3i) ∈ 〈S2〉, with 1 ≤ i ≤ κ. So 〈S2〉 = 〈S1〉. 
When p = 2, the homomorphism ψ defined in the preceding section is not nec-
essary and we continue with the following.
Proposition 6. Let U ′ = {θ, µ−23 µ32 , µ
−3
3 µ33 , · · · , µ
−κ
3 µ3κ , µ
−(κ+1)
3 } a subset of
U(Z[θ]). Then 〈U ′〉 is a subgroup of U(Z[θ]) of rank κ+ 1 = φ(2
n)
2 = 2
n−2.
Proof:
Observe that 2n−2 = φ(2
n)
2 = κ+1 and 3
κ+1 ≡ 1 (mod 2n). Thus µ3κ+1 = µ1 = 1
and then µ
−(κ+1)
3 µ3κ+1 = µ
−(κ+1)
3 .
Since U(Z[θ]) = 〈S2〉 = 〈{θ, µ3, µ
−2
3 µ32 , µ
−3
3 µ33 · · · , µ
−κ
3 µ3κ}〉, we conclude
that |U1(Z[θ]) : 〈U ′〉| = κ+ 1 =
φ(2n)
2 . 
Recall
ωq,s = 1 + θ
s + θ2s + · · ·+ θ(q−1)s,
and let us define the following unit of U(Z[θ]) :
hi = ω
−1
3,1ω3,3i , 1 ≤ i ≤ κ.
Similarly to the Proposition 3, we prove the proposition below.
Theorem 6. With the notation above, the set U0 = {θ, h1, h2, · · · , hκ} generates
〈U ′〉.
4. Units of ZCpn
Let Cpn = 〈g〉 be the cyclic group of order p
n and π1 : ZCpn → Z[θ] be the
homomorphism defined by π1 (
∑
agg) =
∑
agθ. Denote by π1 the restriction of π1
to U1(ZCpn) and clearly the image of π1 is contained in U1(Z[θ]), where U1(Z[θ]) is
ker(ψ) when p is an odd prime and U(Z[θ]) when p = 2. The following result give
a general description to U1(ZCpn).
Theorem 7. U1(ZCpn) ∼= ker(π1)× Im(π1).
Proof:
Let ι : ker(π1) → U1(ZCpn) be the inclusion and consider the following short
exact sequence
{1} −→ ker(π1)
ι
−→ U1(ZCpn)
pi1−→ Im(π1) −→ {1}
If this sequence splits, then U1(ZCpn) ≃ ker(π1)× Im(π1), proving the result.
By the Dirichlet unit theorem we have U1(Z[θ]) = 〈θ〉 × L, where L is a free
abelian group of finite rank. Then Im(π1) = T × L1, where T is a torsion group
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and L1 is a free abelian group. Since 〈θ〉 = π1(〈g〉), we have T = 〈θ〉 and then
Im(π1) = 〈θ〉 × L1.
The set L1 is free, so it is projective. Then there exists a homomorphism
τ1 : L1 → U1(ZCpn) such that π1 ◦ τ1(u) = u, for all u ∈ L1. We define
τ : Im(π1) → U1(ZCpn) by τ(u · θ
i) = τ1(u) · g
i. Thus τ is well defined and
π1 ◦ τ is the identity of Im(π1). Then the sequence splits. 
Now we shall describe a set of independent generators to ker(π1) and to an
isomorphic subgroup of Im(π1) in U1(ZCpn).
Proposition 7. Let U0 = {θ, h1, h2, · · · , hκ}, where hi is an unit of Z[θ] defined
by
hi = ω
−1
t,1ωt,ti = (1 + θ + θ
2 + · · ·+ θt−1)−1(1 + θt
i
+ θ2t
i
+ · · ·+ θ(t−1)t
i
).
(1) If p is an odd prime and t is an integer such that t¯ generates U(Zp), or
(2) if p = 2 and t = 3,
then 〈U0〉 ⊆ Im(π1).
Proof:
Clearly θ ∈ Im(π1), so we shall prove that hi ∈ Im(π1), 1 ≤ i ≤ κ.
hi = ω
−1
t,1ωt,ti = (1 + θ + θ
2 + · · ·+ θt−1)−1(1 + θt
i
+ θ2t
i
+ · · ·+ θ(t−1)t
i
)
= (1 + θt + θ2t + · · ·+ θ(r−1)t)(1 + θt
i
+ θ2t
i
+ · · ·+ θ(t−1)t
i
),
where r is the least integer such that tr ≡ 1 (mod pn).
Observe that
ϑi = (1 + g
t + g2t + · · ·+ g(r−1)t)(1 + gt
i
+ g2t
i
+ · · ·+ g(t−1)t
i
)−
(tr − 1)
pn
ĝ
is the Hoechsmann unit in ZCpn , where ĝ = 1+g+g2+· · ·+gp
n−1. Since π1(ϑi) = hi,
it follows U0 ⊆ Im(π1). 
With a suitable hypothesis the equality holds.
Proposition 8. If (−1)p(µt)
κ+1
p = (−1)p(µt)
φ(pn)
2p 6∈ Im(π1), then
|U1(Z[θ]) : Im(π1)| =
{
pn−1, if p is odd prime
pn−2, if p = 2
Moreover, Im(π1) = 〈U0〉.
Proof:
We have the following chain
〈U0〉 ⊆ Im(π1) ( U1(Z[θ]).
If p is odd prime, we have U1(Z[θ]) = 〈{θ,−(µ
p−1
2
t ), µ
−2
t µt2 , · · · , µ
−κ
t µtκ}〉, and
〈U ′〉 = 〈{θ, µ−2t µt2 , · · · , µ
−(κ+1)
t µtκ+1}〉 = 〈U0〉.
Observe that µ
−(κ+1)
t µtκ+1 = θ
−1 · (−µ
− p−12
t )
pn−1 ∈ Im(π1) and θ
−1 ∈ Im(π1),
then (−µ
− p−12
t )
pn−1 ∈ Im(π1). By the hypothesis, (−1)
p(µt)
κ+1
p 6∈ Im(π1), so
|U1(Z[θ]) : Im(π1)| = p
n−1. Since |U1(Z[θ]) : U0| = p
n−1, we have Im(π1) = 〈U0〉.
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When p = 2, we have already proved that
|U1(Z[θ]) : 〈U
′〉| = |U1(Z[θ]) : 〈U0〉| = κ+ 1 =
φ(2n)
2
= 2n−2 = pn−2.
As µ2
n−2
3 = (µ3κ+1µ
−(κ+1)
3 )
−1 ∈ Im(π1) and, by the hypothesis, µ
2n−3
3 6∈ Im(π1),
thus |U1(Z[θ]) : Im(π1)| = 2n−2. Hence Im(π1) = 〈U0〉. 
Theorem 8. Let S = { g, ϑ1, ϑ2, ϑ3, · · · , ϑκ} a subset of U1(ZCpn), where
ϑi = (1+g
t+g2t+ · · ·+g(r−1)t)(1+gt
i
+g2t
i
+ · · ·+g(t−1)t
i
)− (tr−1)pn gˆ ∈ U1(ZCpn)
is the Hoechsmann unit and consider (−1)p(µt)
φ(pn)
2p 6∈ Im(π1). Then 〈S〉 ∼= 〈U0〉.
Proof:
The homomorphism π1 : U1(ZCpn ) → Im(π1) = 〈U0〉 is surjective and
π1(S) = U0. We will show that π1|〈S〉 : 〈S〉 → 〈U0〉 is injective.
Let π1(g
i0ϑi11 ϑ
i2
2 · · · ϑ
iκ
κ ) = 1, where 0 ≤ i0 ≤ p
n − 1 and i1, · · · , iκ ∈ Z. Then
θi0hi11 h
i2
2 · · ·h
iκ
κ = 1, thus 1 = (θ
i0hi11 h
i2
2 · · ·h
iκ
κ )
pn = hi1p
n
1 h
i2p
n
2 · · ·h
iκp
n
κ . The ele-
ments h1, h2, · · · , hκ are multiplicatively independent, therefore ij = 0, 1 ≤ j ≤ κ.
Then 1 = π1(x) = π1(g
i0) = θi0 and consequently i0 = 0. Thus 〈S〉 ∼= 〈U0〉. 
The hypothesis (−1)p(µt)
φ(pn)
2p 6∈ Im(π1) is valid in each of the cases when
φ(pn) ≤ 66. We restricted for these powers of primes because we could not find
a general way to prove it and in these cases it is known that the set S generates
U(Z[θ]). The proof of this hypothesis requires lots of calculations as well as the way
we characterized ker(π1). We will comment more about this hypothesis later. Now
we will analyse the other component of U1(ZCpn) we are looking for.
Proposition 9. The elements in ker(π1) are normalized symmetric units.
Proof:
Let w ∈ ker(π1) and w = g
i · w′, for some integer i, 0 ≤ i ≤ pn − 1 and
w′ ∈ U∗(ZCpn). Then 1 = π1(w) = θi · π1(w′) and then π1(w′) = θ−i. The homo-
morphism preserves symmetry, so π1(w
′) = θ−i is symmetric because w′ is. When
p is odd prime, the unique integer i such that θ−i is symmetric is i = 0. Then
w = g0 ·w′ = w′ is symmetric unit. In the case p = 2, the element θ−i is symmetric
when i = 0 or i = 2n−1. In these cases we have w = g0 · w′ = w′ or w = g2
n−1
· w′.
Since g2
n−1
and w′ are symmetric then w is symmetric unit. 
Before explain the method we used to find the generator of ker(π1), let us see a
result in modular group rings and recall a general structure about units of integral
group rings.
Definition 4. Let FG denote the group ring of a finite p-group G over the prime
field F. We define the group of normalized units in FG by
U1(FG) =
{∑
x∈G
axx ∈ U(FG) |
∑
ax ≡ 1 (mod p)
}
.
It is known that |U1(FG)| = p|G|−1 and that U1(FG) is a normal Sylow
p-subgroup of the full group of units in FG.
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Definition 5. A set {u1, u2, · · · , uk} is multiplicatively independent in a finite
abelian p-group if
〈ui〉 ∩ 〈u1, u2, · · · , ui−1, ui+1, · · · , uk〉 = {1}, for all 1 ≤ i ≤ k,
i.e., if ur11 u
r2
1 · · ·u
rk
k = 1 then u
rj
j = 1, for all 1 ≤ j ≤ k.
Proposition 10. Let Cpn = 〈g〉, x = g − 1 and u, v ∈ U1(ZpCpn) given by:
u = 1 + a0x
piq + a1x
piq+1 + a2x
piq+2 + · · ·+ atx
pn−1, t = pn − 1− piq,
v = 1 + b0x
pjr + b1x
pjr+1 + b2x
pjr+2 + · · ·+ bsx
pn−1, s = pn − 1− pjr,
where a0 6≡ 0(mod p), b0 6≡ 0(mod p), q and r distinct integers such that p ∤ q and
p ∤ r. Then the set {u, v} is multiplicatively independent.
Proof:
Let us consider u 6= 1 and v 6= 1. If w ∈ 〈u〉∩ 〈v〉, then there exist integers n1, n2
such that
w = un1 = (1 + a0x
piq + a1x
piq+1 + a2x
piq+2 + · · ·+ atx
pn−1)n1
and
w = vn2 = (1 + b0x
pjr + b1x
pjr+1 + b2x
pjr+2 + · · ·+ bsx
pn−1)n2 .
Let n1 = p
km1 and n2 = p
lm2, with m1 and m2 being integers such that p not
divide neither m1 nor m2. Therefore
w = un1 = (1 + a0x
piq + a1x
piq+1 + a2x
piq+2 + · · ·+ atx
pn−1)n1
= (1 + ap
k
0 x
qpi+k + ap
k
1 x
(qpi+1)pk + ap
k
2 x
(qpi+2)pk + · · ·+ ap
k
t x
(pn−1)pk)m1
= 1 +m1x
qpi+k + c1x
qpi+k+1 + c2x
qpi+k+2 + · · ·+ ct′x
pn−1.(1)
On the other hand, we have
w = vn2 = (1 + b0x
pjr + b1x
pjr+1 + b2x
pjr+2 + · · ·+ bsx
pn−1)n2
= (1 + bp
l
0 x
rpj+l + bp
l
1 x
(pjr+1)pl + bp
l
2 x
(pjr+2)pl + · · ·+ bp
l
s x
(pn−1)pl)m2
= 1 +m2x
rpj+l + β1x
rpj+l+1 + β2x
rpj+l+2 + · · ·+ βs′x
pn−1.(2)
As q 6= r, p ∤ q and p ∤ r thus qpi+k 6= rpj+l. Let us suppose by contradiction
that qpi+k < pn and rpj+l < pn. In this case, we have xqp
i+k
6= xrp
j+l
. Then
m1x
qpi+k = 0 or m2x
rpj+l = 0. As much as p not divide neither m1 nor m2, we
shall have xqp
i+k
= 0 or xrp
j+l
= 0, and it is a contradiction. Thus qpi+k ≥ n
or rpj+l ≥ n. These cases implies xqp
i+k
= 0 or xrp
j+l
= 0. Hence w = 1 and
〈u〉 ∩ 〈v〉 = {1}. 
Consider Cpn = 〈g〉 and Cpn−1 = 〈h〉. Define π2 : ZCpn → ZCpn−1 by
π2
(∑
aig
i
)
=
∑
aih
i, f1 : ZCpn−1 → ZpCpn−1 the natural homomorphism and
f2 : Z[θ] → ZpCpn−1 by f2
(∑
aiθ
i
)
=
∑
a¯ih
i. We will restrict each of the homo-
morphism above to subgroups in the following way:
π2 := π2|U1(ZCpn), f¯1 := f1|U1(ZCpn−1) and f¯2 := f2|U1(Z[θ]).
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Therefore we have the commutative diagram:
U1(ZCpn)
pi1
//
pi2

U1(Z[θ])
f¯2

U1(ZCpn−1)
f¯1
// U1(ZpCpn−1)
It is known that ker(π1) is an ideal of ZCpn generated by
p−1∑
i=0
gip
n−1
(see [7]). We
will denote this sum by (ĝpn−1). We have
ker(π1) = {a0(ĝp
n−1) + a1g(ĝp
n−1) + · · ·+ apn−1−1g
pn−1−1(ĝpn−1) | ai ∈ Z}
and then
ker(π1) = {1 + a0(ĝp
n−1) + a1g(ĝp
n−1) + · · ·+ apn−1−1g
pn−1−1(ĝpn−1) | ai ∈ Z}.
It is easy to prove that the rank of ker(π1) and ker(f¯1) are equal, and that
π2|ker(pi1) is injective. If we find the set of independent generator of ker(f¯1) then
we can find to ker(π1), once we know that an element of ker(π1) is of the form
1+a0(ĝp
n−1)+a1g(ĝp
n−1)+ · · ·+apn−1−1g
pn−1−1(ĝpn−1) and π2|ker(pi1) is injective.
Let us recall a general structure about U(ZG).
It is known that U(ZG) = ±U1(ZG). When G is a finite abelian group, then
U1(ZG) = G×U2(ZG), where U2(ZG) = {u ∈ U(ZG) : u ≡ 1 mod (∆G)2} and ∆G
is the augmentation ideal of ZG.
Let ∗ be the standard involution in ZG given by u =
∑
g∈G
agg 7→ u
∗ =
∑
g∈G
agg
−1.
If u∗ = u, we will say that u is ∗−symmetric and U∗(ZG) = {u ∈ U(ZG) : u
∗ = u}
will denote the set of symmetric units. It is known that U2(ZG) ⊆ U∗(ZG), and
when |G| is odd U1(ZG) = G× U∗(ZG).
We will use symmetric units and we will explain the method used in each of the
cases when φ(pn) ≤ 66 in the following example. All the other cases can be found
in:
http://paginapessoal.utfpr.edu.br/kitani/units/UnitsZCpn.pdf/view
Example 1. The rank of Im(π1) is 2 as well as the rank of U∗(ZC32), so
U∗(ZC32) = Im(π1) and ker(π1) = {1}.
ϑi = (1 + g
t + g2t + · · ·+ g(r−1)t)(1 + gt
i
+ g2t
i
+ · · ·+ g(t−1)t
i
)−
(tr − 1)
pn
ĝ,
where ĝ = (1 + g + g2 + · · ·+ gp
n−1). Therefore
ϑ1 = (1 + g
2 + g4 + g6 + g8)(1 + g2)− ĝ
= (g2 − g3 + g4 − g5 + g6 − g7 + g8),
= g5(−1 + g − g2 + g3 + g6 − g7 + g8)
ϑ2 = (1 + g
2 + g4 + g6 + g8)(1 + g4)− ĝ
= (g4 − g5 + g6 − g7 + g8)
= g6(1− g + g2 + g7 − g8)
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ϑ
′
1 = (−1 + g − g
2 + g3 + g6 − g7 + g8) and ϑ
′
2 = (1 − g + g
2 + g7 − g8) are the
symmetric units of ZC32 . Then
U(ZC32) = ±U1(ZC32 ) = ±C32 × U∗(ZC32) = ±C32 × 〈{ϑ
′
1, ϑ
′
2}〉.
Example 2. Let us find ker(π1) in the case ZC33 .
Let C33 = 〈g〉, C9 = 〈h〉 and x = h− 1. Analysing the following diagram, we will
find a subgroup N of ker(f¯1) such that |U∗(ZC9) : N | = |Im(f¯1)|.
U1(ZC33 )
pi1
//
pi2

U1(Z[θ])
f¯2

U1(ZC32 )
f¯1
// U1(Z3C32)
It is known that
U∗(ZC9) = 〈{u1 = −1 + h− h
2 + h3 + h6 − h7 + h8, u2 = 1− h+ h
2 + h7 − h8}〉.
As x = h− 1 then h = x+ 1 and:
f¯1(u1) = −1¯ + h− 1¯h
2 + h3 + h6 − 1¯h7 + h8 = 1¯ + 2¯x4 + 2¯x5 + x6 + x7 + x8,
f¯1(u2) = 1¯− 1¯h+ h
2 + h7 − 1¯h8 = 1¯ + x4 + x5 + 2¯x7 + 2¯x8.
The set {f¯1(u1), f¯1(u2)} is not necessary multiplicatively independent. We find a
multiplicatively independent set that generates Im(f¯1) in the following way:
f¯1(u1) = 1¯ + 2¯x
4 + 2¯x5 + x6 + x7 + x8
f¯1(u1) · f¯1(u2) = 1¯ + x
6 + 2¯x8.
By the Theorem 10, f¯1(u1) and f¯1(u1) · f¯1(u2) are independents, then
Im(f¯1) = 〈f¯1(u1)〉 × 〈f¯1(u1) · f¯1(u2)〉. The order of f¯1(u1) and f¯1(u1) · f¯1(u2) are
3, therefore |Im(f¯1)| = 9.
We have
f¯1(u
3
1) = (1¯+2¯x
4+2¯x5+x6+x7+x8)3 = 1¯+(2¯)3x4·3+(2¯)3x5·3+x6·3+x7·3+x8·3 = 1¯
and
f¯1(u
3
2) = (1¯ + x
4 + x5 + 2¯x7 + 2¯x8)3 = 1¯ + x4·3 + x5·3 + (2¯)3x7·3 + (2¯)3x8·3 = 1¯,
once xj = 0¯ for j ≥ 9. Let N = 〈u31, u
3
2〉, then N ⊆ ker(f¯1). As U∗(ZC9) = 〈u1, u2〉,
we have |U∗(ZC9) : N | = 32 = |Im(f¯1)| and hence N = ker(f¯1).
Now, if we take an element in ker(π1), it is of the form
wi = 1+a0(̂g9)+a1g(̂g9)+a2g
2(̂g9)+a3g
3(̂g9)+a4g
4(̂g9)+· · ·+a7g
7(̂g9)+a8g
8(̂g9),
then π2(wi) = 1+3 · (a0+ a1h+ a2h
2+ · · ·+ a8h
8). On the other hand π2(wi) = u
3
i
and then we can find the independent generators of ker(π1) :
u31 = 1 + 3(−12 + 11h− 9h
2 + 6h3 − 2h4 − 2h5 + 6h6 − 9h7 + 11h8) = π2(w1)
= 1 + 3(a0 + a1h+ a2h
2 + a3h
3 + · · ·+ a7h
7 + a8h
8).
Thus a0 = −12, a1 = a8 = 11, a2 = a7 = −9, a3 = a6 = 6 and a4 = a5 = −2, so
w1 = 1−12(̂g9)+11g(̂g9)−9g
2(̂g9)+6g3(̂g9)−2g4(̂g9)−2g5(̂g9)+6g6(̂g9)−9g7(̂g9)+11g8 (̂g9).
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u32 = 1 + 3(6− 6h+ 5h
2 − 3h3 + h4 + h5 − 3h6 + 5h7 − 6h8) = π2(w2)
= 1 + 3(a0 + a1h+ a2h
2 + a3h
3 + · · ·+ a7h
7 + a8h
8)
Then a0 = 6, a1 = a8 = −6, a2 = a7 = 5, a3 = a6 = −3 and a4 = a5 = 1, and
w2 = 1+6(̂g9)−6g(̂g9)+5g
2(̂g9)−3g3 (̂g9)+1g4 (̂g9)+1g5(̂g9)−3g6(̂g9)+5g7(̂g9)−6g8(̂g9).
Then ker(π1) = 〈{w1, w2}〉
We used symmetric units because it is convenient. When p = 2, instead of
U∗(ZG) we prefer make use of U2(ZG).
5. Validity of Hypothesis of Theorem 8
The hypothesis (−1)p(µt)
φ(pn)
2p 6∈ Im(π1) is valid when φ(p
n) ≤ 66. We could
not prove it in a general way. We have proved using the calculations used to find
the set of independents generators of ker(π1). The following proposition give us a
normalized unit of ZCpr .
Proposition 11. Let p be prime number and Cpn−1 = 〈h〉. Consider U(Zpn) = 〈t¯〉
if p is odd and t = 3 if p = 2. Then
̟ = (−1)p(1 + h+ h2 + · · ·+ ht−1)
φ(pn−1)
2 − (−1)pλ · ĥ ∈ U1(ZCpn−1)
where ĥ = (1 + h+ h2 + · · ·+ hp
n−1−1) and λ =
t
φ(pn−1)
2 − (−1)p
pn−1
.
Proof:
Notice that t
φ(pn−1)
2 ≡ (−1)p (mod pn−1) thus λ =
t
φ(pn−1)
2 − (−1)p
pn−1
∈ Z, so
̟ ∈ ZCpn−1 .
Let ω = (−1)p(1+ht+h2t+ · · ·+ht(s−1))
φ(pn−1)
2 −(−1)pλ′ · ĥ where s is the least
integer such that ts ≡ 1 (mod pn−1) and λ′ =
s
φ(pn−1)
2 − (−1)p
pn−1
. We shall prove
ω = ̟−1.
As ts ≡ 1 (mod pn−1) it follows t
φ(pn−1)
2 · s
φ(pn−1)
2 ≡ 1 (mod pn−1). Also
t
φ(pn−1)
2 ≡ (−1)p (mod pn−1), then s
φ(pn−1)
2 ≡ (−1)p (mod pn−1) and ω ∈ ZCpn−1 .
Observe that
̟ · ω =
=
[
(−1)p(1 + h+ · · ·+ ht−1)
φ(pn−1)
2
] [
(−1)p(1 + ht + · · ·+ ht(s−1))
φ(pn−1)
2
]
+Rĥ
for some R ∈ Z
Thus ̟ · ω =
(
1 +
st− 1
pn−1
ĥ
)φ(pn−1)
2
+Rĥ = 1 +R1ĥ, for some R1 ∈ Z.
Since ̟ and ω have augmentation 1, then ̟ ·ω = 1+R1ĥ have also augmentation
1. Therefore R1 = 0 and we have proved ̟ · ω = 1. 
Proposition 12. Let n ∈ N, n ≥ 2 and p be prime number such that φ(pn) ≤ 66,
and θ be a pn-th primitive root of the unity. Consider t ∈ Z such that U(Zpn) = 〈t¯〉
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if p is odd prime and t = 3 if p = 2, and µt = 1 + θ + θ
2 + · · ·+ θt−1 a cyclotomic
unit of Z[θ]. Then (−1)p(µt)
φ(pn)
2p 6∈ Im(π1).
Proof:
Suppose by contradiction that v = (−1)p(µt)
φ(pn)
2p = (−1)p(µt)
φ(pn−1)
2 ∈ Im(π1).
Then there exists u ∈ U1(ZCpn) such that π1(u) = (−1)p(µt)
φ(pn−1)
2 = v. The
following diagram is commutative and then f¯2(v) = f¯2(π1(u)) = f¯1(π2(u)) is an
element in Im(f¯2) ∩ Im(f¯1).
U1(ZCpn)
pi1
//
pi2

U1(Z[θ])
f¯2

U1(ZCpn−1)
f¯1
// U1(ZpCpn−1)
Since ̟ = (−1)p(1 + h+ h2 + · · ·+ ht−1)
φ(pn−1)
2 − (−1)pλ · ĥ ∈ U1(ZCpn−1), where
λ =
t
φ(pn−1)
2 − (−1)p
pn−1
,
thus
f¯1(̟) = (−1)
p(1¯ + h+ h2 + · · ·+ ht−1)
φ(pn−1)
2 − (−1)pλ¯ · ĥ = f¯2(v)− (−1)
pλ¯ · ĥ.
We have also f¯2(v) · (λ · ĥ) = (−1)
pt¯
φ(pn−1)
2 · λ · ĥ = λ · ĥ, because
f¯2(v) · ĥ = (−1)
p t¯
φ(pn−1)
2 · ĥ and (−1)pt
φ(pn−1)
2 ≡ 1 (mod pn−1). Then
f¯1(̟) = f¯2(v)− (−1)
pλ¯ · ĥ = f¯2(v) ·
[
1¯− (−1)pλ¯ · ĥ
]
.
Since f¯2(v) = f¯1(π2(u)) ∈ Im(f¯1), we have
(
1¯− (−1)pλ¯ · ĥ
)
∈ Im(f¯1).
If x = h− 1 then
1¯−(−1)pλ¯ · ĥ = 1¯−(−1)pλ¯ ·(1+h+ · · ·+hp
n−1−1) = 1¯−(−1)pλ¯ ·xp
n−1−1 ∈ Im(f¯1).
We have Im(f¯1) = 〈e1〉 × · · · × 〈el〉 and easily we verify using the evaluations
to find the set of independent generators of ker(π1) that 1¯−(−1)
pλ¯·xp
n−1−1 is multi-
plicatively independent with {e1, e2, · · · , el} ( see the evaluations in
http://paginapessoal.utfpr.edu.br/kitani/units/UnitsZCpn.pdf/view ). It is a con-
tradiction, therefore we can not assume v = (−1)p(µt)
φ(pn)
2p ∈ Im(π1). 
Example 3. In the case ZC33 we have found in the previous example
Im(f¯1) = 〈{1¯ + 2¯x
4 + 2¯x5 + x6 + x7 + x8, 1¯ + x6 + 2¯x8}〉.
Using the Theorem 10, it is easy to see that 1¯ − (−1)pλ¯ · xp
n−1−1 = 1¯ + 1¯x8 is
multiplicatively independent with 1¯ + 2¯x4 + 2¯x5 + x6 + x7 + x8 and 1¯ + x6 + 2¯x8.
Then v = (−1)(µt)
φ(33)
2·3 6∈ Im(π1).
All the other cases can be found in:
http://paginapessoal.utfpr.edu.br/kitani/units/UnitsZCpn.pdf/view
14 RAUL ANTONIO FERRAZ AND PATRI´CIA MASSAE KITANI
References
[1] R. Z. Allev and Z. Panina, The Units of Cyclic Groups of Orders 7 and 9, Russian Math. 43,
(2000), 80–83.
[2] R. G. Ayoub and C. Ayoub, On the group ring of a finite abelian group, Bull. Austr. Math.
Soc. 1 (1969), 245-261.
[3] R. A. Ferraz, Units of ZCp, Contemporary Mathematics - American Mathematical Society
(2009), v. 499, 107–119.
[4] G. Higman, Units of Group Rings, Proc. London Math. Soc. 46 (1971), 205–214.
[5] G. Karpilovsky, Commutative Group Algebras, Monographs and Textbooks in Pure and Ap-
plied Mathematics, Marcel Dekker Inc., New York, v. 78 (1983).
[6] G. Karpilovsky, Unit Groups of Classical Rings, Oxford University Press, (1988).
[7] G. Karpilovsky, Units of Group Rings, Longman Scientific & Technical, (1989).
[8] D. S. Passman, The Algebraic Structure of Group Rings, John Wiley & Sons, (1977).
[9] C. Polcino Milies and S. K. Sehgal, An Introduction to Group Rings, Kluwer Academic Pu-
blishers, (2002).
[10] S. K. Sehgal, Topics in Group Rings, Marcel Dekker, (1978).
[11] S. K. Sehgal, Units in Integral Group Rings, Longman Scientific & Technical, (1993).
[12] L. C. Washington, Introduction to Cyclotomic Fields, Springer-Verlag (1997).
[GAP] The GAP Group, GAP - Groups, Algorithms, and Programming, Version 4.4.12; 2008,
(http://www.gap-system.org).
[MAPLE] Maple 13, MAC OS X Version; 2009.
(R. A. Ferraz) Instituto de Matema´tica e Estat´ıstica, Universidade de Sa˜o Paulo,
Brazil
E-mail address: raul@ime.usp.br
(P. M. Kitani) Departamento de Matema´tica, Universidade Tecnolo´gica Federal do
Parana´, Brazil
E-mail address: kitani@utfpr.edu.br
