Abstract. We address a problem of nding a nite state machine (FSM), which composed with a given FSM, satis es a given speci cation. The composition we use is the standard synchronous automata composition restricted to cases which correctly model hardware interconnection. For the satisfaction relation, we use language containment. We present a procedure that will generate a solution (if one exists) which is maximal, i.e. contains behaviors of all other solutions.
Introduction
We consider the problem of nding a controller Q for a given plant P such that put together, P and Q conform to some speci cation L. The plant and the controller are (possibly incompletely speci ed) nite state machines. The specication L is given by a deterministic nite state automaton. \Putting together" basically corresponds to the standard synchronous composition of automata, and the notion of conformance is language containment. Our main result is the procedure that either returns the empty set (if the problem does not have a solution), or returns a nite state machine that is maximal, in the sense that it includes behaviors of all solutions to the problem. Similar problems have been considered in the control community under the label \model matching" 5, 6] , in the discrete event system (DES) community under the label \supervisory control" 18, 15] , in concurrency theory they appear as \scheduler synthesis" 17] and \equation solving" 12, 9] , and in the logic synthesis community as \interacting FSM synthesis" 16, 1] . This work extends and simpli es 5, 6] . We allow more general speci cations of P and L, and provide a uniform methodology that is applicable to various model matching problems. This general framework also strictly subsumes the problem considered in 16]. Compared to supervisory control of DES 15] , our approach o ers the advantage of being compatible with nite state machine techniques that have seen continuous developments in the last decade (e.g. 10, 16] ), provide more natural model of reactive system (an argument also made in 2]), and allows signi cantly simpler development of results.
We have chosen language containment as a satisfaction relation because it allows loose speci cations, where a range of behaviors may be acceptable. Here we di er from most of the previous approaches in the process algebra settings, where a much stronger relation, typically some form of bisimulation equivalence is used 12, 9] . The exception is 8] which o ers a general framework where the satisfaction relation is not set a priori, but can be de ned by a formula in a logic that can express, among other relations, both simulation and bisimulation. However, the procedure presented in 8] generates only a single solution. We believe that it is advantageous to separate the solution process in two stages: rst, all the possible solutions are characterized (which is the topic of this paper), and then one is chosen according to some optimality criteria (e.g. minimumstate using 10]).
In the rest of this paper, we rst review relevant elements of the theory of nite state automata (section 2). Then, we de ne nite state machines in section 3. In section 4 we develop our results in a simpli ed setting, and then we generalize them in section 5.
Deterministic Finite State Automata
A deterministic nite state machine (abbreviated DFA) over some nite alphabet X is a 4-tuple (S; s 0 ; ; F), where S is some ( nite and nonempty) set of states, s 0 2 S is the initial state, a partial function : (S X) 7 ! S is the transition function, and F S is the set of nal states. The transition function is extended to strings in X as follows ( where denotes an empty string): (s; ) = s 8s 2 S ; (s; Xx) = ( (s; X); x) 8s 2 S; 8X 2 X ; 8x 2 X ; where (s; Xx) is de ned only if both (s; X) and ( (s; X); x) are.
As a notational convention, we use calligraphic letters to denote alphabets, capitals to denote strings, and lower case letters to denote symbols in the alphabet. Also, given two strings X = (x 1 x 2 x n ) 2 X and Y = (y 1 y 2 y n ) 2 Y , we write (X; Y ) to denote the string:
((x 1 ; y 1 )(x 2 ; y 2 ) (x n ; y n )) 2 (X Y) :
The language of some DFA A = (S; s 0 ; ; F) over X (denoted by L(A)) is the set of all strings X 2 X satisfying (s 0 ; X) 2 F. Given some language L (X Y) , the projection of L on X is de ned by: L # X = fX 2 X j 9Y 2 Y such that (X; Y ) 2 Lg :
If A = (S; s 0 ; ; F) is a DFA over X and S 0 S is some subset of states, then the restriction of A to S 0 is the automaton Aj S 0 = (S 0 fs 0 g; s 0 ;^ ; S 0 \ F), where (for all states s 2 S 0 fs 0 g and all x 2 X): CSFSM's have straightforward interpretations as sequential circuits that include combinational gates and latches. Of special interest is a class of circuits known as Moore machines where no purely combinational paths exist from the inputs to the outputs. This is important because it ensures that connecting sequential circuits together can never create a loop consisting only of combinational gates. Even though such loops can sometimes be used to optimize circuits, in general it is considered good design practice to avoid them, because cyclic circuits are harder to analyze and can have undesired oscillatory behaviors.
It turns out that DFA composition is a good model of an interconnection of sequential circuits, as long as the interconnection introduces no combinational loops. To model the behavior of such loops accurately, more complicated models have to be developed (e.g. 4]). Guided by the design practice, we decided to avoid combinational loops: we recognize a class of FSM's that corresponds to Moore circuits, and de ne a restricted notion of pair-wise composition where at least one of the FSM's has to be Moore (at least with respect to those inputs that actually participate in the composition). Intuitively, in every state, the output value is independent of y inputs, i.e. if v is a possible output value on input x, then it must be so regardless of the value of y. Of course, the next state may depend on y. Again, it is easy to characterize languages de nable by Moore FSM's. It is easy to check that the composition has the language intersection property:
Another important property is stated in the following lemma: Lemma 7. If A B is de ned, then its restriction to reachable states is a FSM over X 7 ! (Y V). u t
Note that without a restriction that one of the FSM's be Moore, it would be possible for a composition not to be a FSM. That could happen in the case where connecting corresponding circuits creates a combinational cycle. By adding this restriction we make sure that whenever composition is de ned, it has a clear physical interpretation.
Supervisory Control
In this section we consider the control problem shown in Figure 1 . In this case, the controller Q sets all the inputs to the plant P and can observe (but not modify) all the outputs. The desired behavior is speci ed in terms of x and y (as indicated by the dashed box in Figure 1 ). This formulation corresponds to the strong model matching problem 6]. A more general formulation is analyzed in section 5.
De nition8. Given a FSM P over V 7 ! Y and a language L (X Y) , P is said to be L?controllable if there exists a FSM Q de ned over (X Y) 7 ! V (called a L?controller of P) such that: Implicit in (2) is that P Q is de ned, i.e. that either P is Moore in V or Q is Moore in Y. Conditions similar to (2) appear in di erent formalisms as well.
In some, one also has to check the \lower bound", i.e for any sequence of inputs there exists some sequence of outputs in the language of P Q. By Lemma 7 such a check is not necessary in our case, because that property is satis ed whenever P Q is de ned.
Still, caution should be taken in case P is not a CSFSM, and Q is not Moore in Y. In this case, P represents many possible realizations, and we would like the composition of any such realization with Q to be de ned. This is not satis ed automatically, because P can contain languages of CSFSM's which are not Moore in V. Incomplete speci cation of P typically comes from one of two sources, which should be approached di erently: 1. Un nished design: P could be incompletely speci ed because some design decisions have not been made yet. In this case, we must make sure that any later design decisions preserve the property that (modi ed) P is Moore in V.
2. Abstraction: P could be incompletely speci ed because it is obtained by abstraction (e.g. hiding some inputs) of a physical (and typically completely speci ed) system. It might be the case that the abstraction P is Moore in V even though the original system is not. Thus we should either verify that the original system is Moore in V, or require that Q is Moore in Y. If p and m are the number of states of P and M respectively, then a standard procedure for constructing such an automaton (e.g. 11]) yields a DFA with (p + 1)(m + 1) states. However, since P Q is a FSM and thus has a pre xclosed language, it is enough to consider the maximal pre x-closed subset of (4).
Here, we present a slight modi cation of the procedure in 11] that yields a DFA (denoted P ) M) with such a language, and pm+1 states. Let P = (S; s 0 ; P ; S) and M = (Q; q 0 ; M ; F) be given and assume without loss of generality 4 
{ Find a CSFSM Q (if it exists) such that L(Q) L(P ) M). { Find a CSFSM Q (if it exists) such that L(Q) L(P ) M), and Q is Moore
in Y. The rst problem arises when P is Moore in V. Otherwise we need to construct a FSM Q which is Moore in Y. We devote the rest of this section to these two problems. In both cases we are able to de ne procedures which eliminate states and transitions of P ) M, in such a way that if P is not L(M)?controllable, then the procedures eliminate all the states; otherwise they yield a FSM that is a L(M)?controller of P, and whose language includes the languages of all other L(M)?controllers of P.
Control of Moore FSM's
In this section we address the problem of nding (or disproving the existence of) a CSFSM which language is contained in the language of a given DFA. This problem can be seen as special case of the Church's problem, where one looks for CSFSM contained (in terms of languages) in a given !-automaton. The solution to this problem was rst suggested by Buchi and Landweber 3]. Unfortunately, that approach is based on Muller automata, which makes it unsuitable for DFA's, because the interpretation of a DFA as a Muller automaton requires exponentially many Muller acceptance conditions. A better solution for our purposes was suggested by Rabin 14] , who constructs a tree automaton that accepts exactly those trees which represents in nite unfoldings of CSFSM's, which are solutions to the problem. Checking for language emptiness of such a tree automaton solves the problem. Pnueli and Rosner 13] proposed an algorithm for checking language emptiness of Rabin tree automata that runs in O((nm) m ), where n is the number of states and m is the number of acceptance conditions of the original !-automaton. The algorithm is constructive, i.e. if the language is not empty, it returns one CSFSM accepted by the tree automaton. Since DFA's can be treated as !-automata with a single Rabin acceptance condition, the algorithm runs in linear time in our case.
Here, we present an alternative algorithm which does not require tree automata. We do so because our approach extends easily to the similar problem for Moore CSFSM, as shown in the next section. = fs 2 F j 8x 2 X 9y 2 Y such that (s; x; y) 2 g (5) that contains the initial state s 0 . Then the restriction of A to reachable states in is a FSM de ned over X 7 ! Y.
Proof. All states ofÂ are reachable (by assumption) and nal (by (5)). Thus, condition 1 in De nition 1 holds. Condition 2 follows immediately from (5). u t It is easy to see that the set of solutions of (5) is nite (because F is nite), non-empty (because empty set is always a solution) and closed under union, and thus there always a unique maximal solution which contains all other solutions. Proof. Let T S 0 X Y S 0 be the set containing all the transitions in the accepting run of some (X; Y ) 2 L(AjŜ), and assume for a moment that T does not contain any pairs of transitions with same states and X value, but with di erent Y values. Then, we can eliminate from AjŜ as much transitions not in T as necessary, to create a CSFSM in which (X; Y ) has the same run as in AjŜ.
The conditions that any two transitions in T with di erent Y values must also di er in states or X values can always be satis ed by unfolding AjŜ nitely many times, so that equivalent (but di erent) copies of some states are created. u t It is well known that the maximal solution of (5) can be computed by setting 0 = F, and then iteratively computing: k+1 = fs 2 k j 8x 2 X 9y 2 Y such that (s; x; y) 2 k g ; until k+1 = k . The number of iterations is obviously bounded by the number of states in F. By Theorem 11, if the solution so obtained does not contain s 0 , then A does not contain the language of any FSM. Otherwise, L(AjŜ) contains the languages of all the solutions. Choosing one that is the best (according to a given criterion, e.g. minimum state) is a separate, well studied problem which is provably hard, but for which e cient (in practice) algorithms exist (e.g. 10, 16]).
The language L(AjŜ) corresponds to the notion of \supremal controllable sublanguage" of 15]. This is a perfect point to illustrate relative simplicity of our approach: Wohnam and Ramadge has devoted a whole paper 18] to x-point characterization of S 0 that corresponds to (5).
Control of Arbitrary FSM's
In this section we address the problem of nding (or disproving the existence of) a Moore CSFSM which language is contained in the language of a given DFA. A similar problem was considered by Golaszewski and Kurshan 7] in the framework of !-languages (they use the term \lockup-free" to describe the Moore property). We improve on this approach by explicitly constructing a FSM that is a solution, and that contains (in term of languages) all other solutions. Lemma 13. Let A = (S; s 0 ; ; F) be a DFA over X Y V, and let^ be a solution to the x-point equation:
= fs 2 F j 8x 2 X 9v 2 V 8y 2 Y such that (s; x; y; v) 2 g (6) that contains the initial state s 0 . Then the restriction of A to reachable subset of^ is a FSM de ned over (X Y) 7 ! V.
Proof. Let S 0 denote a subset of^ reachable from s 0 . All states of S 0 are reachable (by assumption) and nal (by (6) ). Thus, condition 1 in De nition 1 holds. Condition 2 is implied by (6) . u t Again, the set of solutions of (6) 
If s 0 2Ŝ, thenÂ is a FSM over (X Y) 7 ! V, and it is Moore in Y.
Proof. All states ofÂ are reachable (by assumption) and nal (by (6)). By (6), condition 2 in De nition 1 holds even after some transitions are eliminated by (7) . u t Similarly to (5), the maximal solution to (6) can be computed iteratively in at most jFj iterations, and if that solution contains s 0 , then various FSM optimization techniques can be applied to nd a CSFSM that is a satisfactory solution to the problem.
The Cat and Mouse Problem
To illustrate the proposed procedure we use a version of the \cat and mouse problem", originally introduced in 15]. A cat and a mouse are placed in a maze with 5 rooms. The movement between rooms is restricted, and restrictions are di erent for the cat and the mouse, as summarized in Figure 2 . The controller can further restrict the movement by placing a barricade between two rooms, preventing thus both the cat and the mouse from moving between these two rooms. The control objective is to prevent the cat and the mouse from ever being in the same room. indicates that in a given state on the input x, the output can be set to y. The symbol ? denotes any value, and the expression !n denotes any value except n.
In this example, the plant is the composition of the cat and mouse FSM's shown in Figure 2 . Both automata have the same input that indicates the position of the barricade, and both automata indicate a choice of the next state at their output. The speci cation is a single-state DFA with a self-loop which is enabled only if the cat and the mouse di er in their choices of next states. This example, is a special case of the problem in Figure 1 (x variables are missing) .
It is easy to check that the cat and the mouse FSM's are not Moore, therefore the procedure from the previous section has to be applied. We have implemented that procedure, and the implementation has generated the solution shown in Figure 2 . To enhance readability, we have omitted transitions to the @ state. It is implicit in Figure 2 that from any state and for any input that is not speci ed, there exists a transition to the @ state, on which any output can be generated. The controller in Figure 2 is Moore and it contains the languages of all the Moore solutions to the cat and mouse problem. In particular, it contains two constant solutions: 3 which keeps the cat forever in room 2, and 5 which keeps the mouse forever in room 4. Computing the solution required less than a second of the CPU time of SUN SPARCstation 5.
Generalized Supervisory Control
In this section we discuss a generalization of our approach where we retain from the original model:
{ external inputs to the system (denoted x in Figure 1 , but renamed x 3 in Figure 3 ), { control inputs to the plant (denoted v in Figure 1 , but renamed x 4 in Figure 3) , and { measurable external outputs of the plant (denoted y in Figure 1 , but renamed y 2 in Figure 3) , and add to it: { measurable disturbances to the plant (denoted x 2 in Figure 3 ), { un-measurable disturbances to the plant (denoted x 1 ), { un-measurable outputs of the plant (denoted y 1 ), { internal outputs of the plant (denoted y 4 ), which may be used by a controller, but are otherwise of no interest, and { outputs that a controller has to generate (denoted y 3 ). The desired behavior in this case is speci ed in terms of x 1 ? x 3 , and y 1 ? y 3 .
This general formulation subsumes a series of model matching, recti cation, and supervisory control problems. The de nition of the compostion needs to be adjusted for this case, but the basic idea remains the same: the composition is de ned only if one of the machines is Moore in inputs generated by the other machine.
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