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Uvod
Topolosˇki Markovljevi lanci su vazˇni u modeliranju dinamicˇkih sustava. Oni opisuju ni-
zove sa konacˇnim brojem stanja i moguc´e tranzicije, odnosno prelaske iz jednog stanja u
drugo.
U ovom radu c´emo prvo rec´i nesˇto opc´enito o topolosˇkim Markovljevim lancima i nacˇinu
kako od neke zadane matrice doc´i do pripadnog Markovljevog lanca. Nakon toga c´emo
promatrati Markovljeve particije koje su vazˇan alat u dokazivanju raznih teorema vezanih
za topolosˇke Markovljeve lance. Na dva primjera c´emo provjeriti kako se provjerava je li
zadana particija Markovljeva.
Nakon toga prelazimo na ekvivalentnost toka topolosˇkih Markovljevih lanaca. Iznosimo
niz teorema i propozicija povezanih sa ekvivalencijom toka. Na kraju iznosimo Parry-
Sullivanovu definiciju kada su dva topolosˇka Markovljeva lanca tok ekvivalentna i vazˇan
Franksov rezultat za kraj ovoga rada.
1
Poglavlje 1
Topolosˇki prostori
1.1 Topolosˇki prostori
Definicija 1.1.1. X je topolosˇki prostor ako postoji familijaU podskupova od X takva da
su ispunjeni sljedec´i uvjeti:
1. ∅, X ∈ U .
2. Ui, i ∈ I ⊆ U ⇒ ∪Ui ∈ U.
3. Ui, i ∈ I, I konacˇan⇒ ∩Ui ∈ U.
FamilijaU se naziva topolosˇka struktura ili topologija na X, a njezini cˇlanovi se nazi-
vaju otvoreni skupovi. (X,U) zovemo topolosˇki prostor.
Definicija 1.1.2. Metricˇki prostor je neprazan skup X zajedno s funkcijom d : X × X → R
koja zadovoljava sljedec´a svojstva:
1. d(P,Q) > 0 ; d(P,Q) = 0⇔ P = Q, P,Q ∈ X
2. d(P,Q) = d(Q, P), P,Q ∈ X
3. d(P,Q) ≤ d(P,R) + d(R,Q), P,Q,R ∈ X
Kazˇemo da se radi o metricˇkom prostoru (X, d), ili samo o metricˇkom prostoru X, ako je iz
konteksta jasno o kojoj metrici se radi.
Definicija 1.1.3. Neka je x tocˇka metricˇkog prostora (X, d) i r > 0 pozitivan realan broj.
Otvorena kugla oko tocˇke x s radijusom r je skup
K(x; r) = Kd(x; r) := {x′ ∈ X : d(x, x′) < r}
2
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Definicija 1.1.4. Za podskup U metricˇkog prostora (X, d) kazˇemo da je otvoren ako za
svaku tocˇku x ∈ U postoji r > 0 takav da je K(x; r) ⊆ U.
U metricˇkom prostoru svaki otvoreni skup je unija otvorenih kugala. U takvom pros-
toru familija svih otvorenih skupova U zadovoljava definiciju topologije, pa vidimo da iz
metricˇkih prostora dobivamo topolosˇke prostore. Kazˇe se da metrika d definira topolosˇku
strukturu na X odnosno da je takva topologija inducirana metrikom d. Sada c´emo definirati
bazu topologije.
Definicija 1.1.5. Neka je (X,F ) topolosˇki prostor. Za familiju β ⊆ F kazˇemo da je baza
topologije F , ako je svaki skup u F unija nekih cˇlanova familije β.
Sljedec´i korak je uvodenje prostora kojeg c´emo oznacˇavati sa X i koji c´e biti prostor na
kojem zadajemo topolosˇki Markovljev lanac.
1.2 Topolosˇki Markovljevi lanci
Da bismo dosˇli do pojma topolosˇkog Markovljeva lanca prvo c´emo promatrati kvadratne
nenegativne cjelobrojne matrice reda n (A ∈ Mn(Z+), n ∈ N). Znamo iz diskretne matema-
tike da takvoj matrici A mozˇemo pridruzˇiti usmjereni graf ΓA = (V, E). Skup svih vrhova u
grafu c´emo oznacˇavati sa V , dok skup svih bridova oznacˇavamo sa E. Broj svih vrhova u
grafu je jednak redu matrice A. A(i, j) nam govori na koliko nacˇina mozˇemo doc´i iz vrha i
u vrh j. Pojmove c´emo jednostavnije shvatiti u sljedec´em primjeru.
Primjer 1.2.1. Imamo sljedec´u matricu:
A =

1 2 0 1
0 1 1 0
1 0 0 0
0 1 0 1

Iz matrice A slijedi da imamo 4 vrha i 9 bridova (V = (v1, v2, v3, v4), E = (e1, e2, · · · , e9)).
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Zanimljiv pojam je pojam puta kroz graf.
Definicija 1.2.2. Neka je A ∈ Mn(Z+) i ΓA = (V, E) pripadni usmjereni graf. Definirajmo
preslikavanja s : E → V i r : E → V (eng. source i range) gdje za e ∈ E s(e) oznacˇava vrh
iz kojeg e pocˇinje, dok r(e) oznacˇava vrh u kojem e zavrsˇava. Niz bridova (en)n∈N nazivamo
put kroz graf ΓA, ako vrijedi:
r(ei) = s(ei+1),∀i
Putevi mogu biti konacˇni ili beskonacˇni. Konacˇni putevi imaju pocˇetni i zavrsˇni vrh,
odnosno pocˇetak i zavrsˇetak puta.
Definicija 1.2.3. Matricu A ∈ Mn(Z+) zovemo ireducibilnom ako za svaki par (i, j), gdje
su i, j ∈ {1, 2, · · · , n}, postoji N > 0 takav da vrijedi AN(i, j) , 0.
Definicija 1.2.4. Neka je A ∈ Mn(Z+), ΓA usmjereni graf pridruzˇen matrici A. Oznacˇimo sa
m sumu svih bridova odredenih s matricom A (m =
n∑
i, j=1
A(i, j)). Dualna matrica u oznaci
A˜ je {0,1}-matrica reda m definirana sa:
A˜(i, j) =
1, ako je r(ei) = s(e j)0, inacˇe
Primjer 1.2.5. Dualna matrica nasˇoj matrici A iz primjera je jednaka:
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A˜ =

1 1 1 1 0 0 0 0 0
0 0 0 0 1 1 0 0 0
0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1
0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 1 0 0
1 1 1 1 0 0 0 0 0
0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1

Napomena 1.2.6. Dualna matrica iz definicije nije jedinstvena jer ovisi o imenovanju bri-
dova grafa originalne matrice A.
Znamo da ako je matrica A ireducibilna onda je njezin pridruzˇeni usmjereni graf ΓA
povezan. To znacˇi da za svaki par (i, j) postoji put od vrha vi do vrha v j. Od interesa c´e
nam biti upravo takve matrice.
Promatrajmo ireducibilnu matricu A ∈ Mn(Z+) te ΓA = (V, E) njezin pripadni usmjereni
graf. Oznacˇimo sa m =
n∑
i, j=1
A(i, j)), te sa Σ = {1, 2, · · · ,m} skup stanja. Uvodimo sljedec´i
skup:
X =
+∞∏
n=−∞
Σ = {(xn), n ∈ Z : xi ∈ Σ,∀i ∈ Z}
Definicija 1.2.7. Preslikavanje σ : X → X definirano pomoc´u σ(k) = l gdje su k =
(. . . , k−1, k0, k1, . . .) i l = (. . . , l−1, l0, l1, . . .) i gdje vrijedi li = ki−1,∀i ∈ Z, nazivamo sˇift
preslikavanje.
Oznacˇimo sa ΣA ⊂ X. Taj podskup definiramo sa:
XA = ΣA = {(xn), n ∈ Z : xi ∈ Σ, A˜(xi, xi+1) = 1,∀i ∈ Z}
Ovo je zapravo skup svih obostrano beskonacˇnih puteva, ali s obzirom na matricu A, od-
nosno njen graf ΓA pridruzˇen matrici A.
Definicija 1.2.8. Preslikavanje σA : XA → XA definirano sa σA = σ |XA nazivamo subsˇift
konacˇnog tipa, a uredeni par (XA, σA) topolosˇki Markovljev lanac pridruzˇen matrici A.
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Sada na nasˇem skupu
∑
definiramo diskretnu metriku na sljedec´i nacˇin:
d∑(xi, yi) =
1, xi , y j,0, xi = y j.
Sada c´emo pokazati da je d∑ metrika. Provjeravamo svojstva metrike koja su iznesena u
ranijoj definiciji:
1. d∑(xi, yi) > 0,∀i ∈ I i d∑(xi, yi) = 0⇔ xi = yi
2. d∑(xi, yi) = d∑(yi, xi)
3. d∑(xi, yi) 6 d∑(xi, zi) + d∑(zi, yi)
Prva dva svojstva slijede trivijalno iz same definicije d∑. Za ovo trec´e svojstvo c´emo
provjeriti sve moguc´e kombinacije. Imamo osam moguc´ih kombinacija. Sve su kombina-
cije trivijalne osim jedne koju moramo provjeriti. Rijecˇ je o kombinaciji kad je d∑(x, y) =
1, dok su d∑(x, z) i d∑(z, y) jednaki 0. Kako su d∑(x, z) i d∑(z, y) jednaki 0, a poka-
zali smo da svojstvo 1) trivijalno vrijedi, slijedi da je x = z i z = y. Dalje imamo
x = y ⇔ d∑(x, y) = 0 sˇto je kontradikcija s d∑(x, y) = 1. Dakle,pokazali smo da je
d∑ metrika.
Sada c´emo definirati novu metriku d pomoc´u diskretne metrike. Stavimo da je: d(x, y) =∑
i
1
2|i|d
∑(xi, yi). Pokazujemo da je i ovo preslikavanje metrika:
1. d(x, y) > 0 jer sumiramo nule i jedinice po definiciji preslikavanja d∑.
d(x, y) = 0⇔ x = y
d(x, y) = 0⇔
∑
i
1
2|i|
d∑(xi, yi)
Ova suma c´e biti jednaka 0 samo u slucˇaju kad vrijedi da je svaki sumand d∑(xi, yi)
jednak 0 jer je 12|i| uvijek pozitivno. Iz d
∑(xi, yi) = 0 slijedi da je xi = yi, ∀i ∈ I, a iz
toga slijedi da je x = y sˇto smo i trebali pokazati.
2. d(x, y) = d(y, x)
Treba pokazati da vrijedi∑
i
1
2|i|
d∑(xi, yi) = ∑i 12|i|d∑(yi, xi)
Znamo da vrijedi:
d∑(xi, yi) = d∑(yi, xi),∀i ∈ I
jer smo pokazali da je d∑ metrika, pa slijedi ova jednakost.
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3. d(x, y) 6 d(x, z) + d(z, y)
Da bismo ovo pokazali prvo primijetimo sljedec´e:
∀m ∈ N vrijedi:
m∑
i=−m
1
2|i|
d∑(xi, yi) 6
m∑
i=−m
1
2|i|
(d∑(xi, zi) + d∑(zi, yi))
Ovo vrijedi za konacˇne sume. Naime, znamo da vrijedi sljedec´e:
d∑(xi, yi) 6 d∑(xi, zi) + d∑(zi, yi)
Sumirajuc´i po indeksima i ovo svojstvo vrijedi u svakom koraku pa c´e vrijediti i kad
sumiramo sve indekse i. Moramo pokazati da to svojstvo vrijedi i za beskonacˇne
sume. Imamo sljedec´e:
d(x, y) −
m∑
i=−m
1
2|i|
d∑(xi, yi) 6
−m−1∑
i=−∞
1
2|i|
+
∞∑
i=m+1
1
2|i|
Ova nejednakost slijedi iz cˇinjenice da metrika d∑ poprima vrijednosti 0 ili 1 jer je
tako definirana. Nadalje vrijedi:
−m−1∑
i=−∞
1
2|i|
+
∞∑
i=m+1
1
2|i|
= 2 ·
∞∑
i=m+1
1
2i
=
1
2
·2
∞∑
i=m
1
2i
=
∞∑
i=m
1
2i
=
1
2m
(1 +
1
2
+
1
4
+ · · · ) = 1
2m−1
Slijedi da je
d(x, y) −
m∑
i=−m
1
2|i|
d∑(xi, yi) 6 12m+1 ,∀m ∈ N
d(x, y) 6
m∑
i=−m
1
2|i|
d∑(xi, yi) + 12m+1 6
m∑
i=−m
1
2|i|
d∑(xi, zi) +
m∑
i=−m
1
2|i|
d∑(zi, yi) + 12m+1
d(x, y) 6 d(x, z) + d(y, z) +
1
2m+1
U zadnjem koraku smo koristili da je d(x, z) sigurno vec´e od reducirane sume
m∑
i=−m
1
2|i|d
∑(xi, zi)
(analogno za d(z, y) i
m∑
i=−m
1
2|i|d
∑(zi, yi)). Iz ovoga slijedi da mozˇemo nac´i dovoljno ve-
liki m ∈ N takav da ∀ > 0 vrijedi:
d(x, y) 6 d(x, z) + d(z, y) + 
Zbog proizvoljnosti od  slijedi d(x, y) 6 d(x, z) + d(z, y) i za beskonacˇne sume pa
smo pokazali i ovo svojstvo.
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Dakle, pokazali smo da je preslikavanje d metrika. Ova metrika inducira topologiju na
topolosˇkim Markovljevim lancima.
1.3 Markovljeva particija
Definicija 1.3.1. Neka je (
∑
A, σA) topolosˇki Markovljev lanac pridruzˇen nekoj matrici A.
Particija α skupa
∑
A se zove Markovljeva particija ili Markovljev generator ako zadovo-
ljava sljedec´e uvjete:
1. α je konacˇna particija skupa
∑
A koja se sastoji od otvoreno-zatvorenih skupova
2. α je topolosˇki generator u smislu da za bilo koji niz skupova Aki ∈ α, i ∈ Z, presjek⋂+∞
i=−∞ σ
−iAki sadrzˇi najvisˇe jednu tocˇku.
3. Ako Aki ∈ α zadovoljava Aki
⋂
σ−1Aki+1 , ∅ za sve i ∈ Z, tada vrijedi
⋂+∞
i=−∞ σ
−iAki ,
∅
U sljedec´a dva primjera c´emo pokazati kako se provjerava da li je neka particija Mar-
kovljeva.
Primjer 1.3.2. Uzmimo matricu A =
[
1 1
1 1
]
. Definirajmo da je
∑
= {0, 1} i∑A = {(xn), n ∈
Z; xn ∈ 0, 1}. Topolosˇki Markovljev lanac pridruzˇen matrici A je (∑A, σA). Sljedec´i korak
je napraviti particiju ovoga skupa. Npr., uzmimo particiju {{(xn); x0 = 0}, {(xn); x0 = 1}}.
Vidimo da ova particija pokriva sve moguc´e puteve kroz usmjereni graf matrice A. To je
opc´eniti slucˇaj kada smo fiksirali samo jedan trenutak i to onaj s indeksom 0 (znamo da
indeksi idu po skupu Z pa to ne mozˇemo nazvati pocˇetnim trenutkom vec´ trenutkom s indek-
som 0). Dokazat c´emo da u opc´enitom slucˇaju kada fiksiramo jedan trenutak, uzimajuc´i u
obzir da mozˇemo imati konacˇno mnogo stanja u kojima se mozˇemo nalaziti i da se radi o
nasˇoj pocˇetnoj matrici A, dobivamo Markovljevu particiju.
Opc´enit slucˇaj kada fiksiramo neki trenutak oznacˇit c´emo sa:
Ca = {s ∈ ΣA : s0 = a} i {C = Ca : a ∈ A}
Sa Ca smo oznacˇili slucˇaj kada je fiksirani trenutak jednak 0, a stanje u kojem se nalazimo
u tom trenutku je a, dok smo sa C oznacˇili svih takvih stanja.
Oznacˇimo pomak udesno za n sa σns ∈ CS n , gdje skup CS n oznacˇavamo sa:
CS n = {s ∈ ΣA : s0 = sn}
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Sada moramo provjeriti Markovljevo svojstvo, odnosno da vrijedi sljedec´e:
CS k
⋂
σ−1CS k+1 , ∅ ⇒
+∞⋂
n=0
n⋂
−n
σ−kCS k , ∅
Pretpostavimo da vrijedi: CS k ∩ σ−1CS k+1 , ∅. Uzmimo s ∈ Ca ∩ σ−1Cb , ∅. Iz definicije
presjeka lagano slijedi da vrijedi s ∈ Ca i s ∈ σ−1Cb. Iz s ∈ σ−1Cb slijedi da je σs ∈ Cb,
odnosno s1 = b. Iz s ∈ Ca slijedi da je s0 = a. To znacˇi da postoji put izmedu a i b.
Sada c´emo pokusˇati dokazati tranzitivnost ovoga svojstva, konkretno za ovaj primjer (ma-
tricu A). Treba pokazati da ako vrijedi Ca ∩ σ−1Cb , ∅ i Cb ∩ σ−1Cc , ∅ da onda postoji
put od a do c preko b.
Cb ∩ σ−1Cc , ∅/σ−1
⇒ σ−1Cb ∩ σ−2Cc , ∅
⇒ Ca ∩ σ−1Cb ∩ σ−2Cc , ∅
Slijedi da postoji s ∈ Ca ∩ σ−1Cb ∩ σ−2Cc , ∅. Opet po definiciji presjeka imamo da je
s ∈ Ca i s ∈ σ−1Cb i s ∈ σ−2Cc, odnosno s0 = a, s1 = b, s2 = c. Iz ovoga slijedi da
postoji put od a do c preko b pa vrijedi tranzitivnost. Ako ovo svojstvo prosˇirimo na n
koraka imamo
⋂+∞
n=0
⋂n
−n σ
−kCS k , ∅, a to znacˇi da vrijedi Markovljevo svojstvo odnosno
svojstvo pod 3) iz definicije Markovljeve particije. Prvo svojstvo je trivijalno jer se skup
X sastoji od cilindarskih skupova i unija istih takvih. Ostaje nam pokazati svojstvo 2) iz
definicije. Treba pokazati da
⋂+∞
i=−∞ σ
−iAki sadrzˇi najvisˇe jednu tocˇku, odnosno jedan niz.
Pretpostavimo da imamo dva niza x i y koja se nalaze u zadanome presjeku i promatrajmo
sljedec´e . . . σ−2Ak−2
⋂
σ−1Ak−1
⋂
Ak0
⋂
σAk1
⋂
σ2Ak2 . . .. Ako uzmemo prvo dva susjedna
elementa i njih presjecˇemo vidimo da tocˇno fiksiramo jedno stanje u nasˇim nizovima x i
y. Svakim sljedec´im presjekom fiksiramo josˇ jedno stanje. Medutim, kako se u svakom
koraku fiksira tocˇno odredeno stanje slijedi da su nizovi x i y jednaki. Dakle, dobivamo
kontradikciju sa pretpostavkom.
Napomena 1.3.3. Ovakav nacˇin dokazivanja tranzitivnosti c´e vrijediti samo u ovakvom
slucˇaju kada imamo trivijalnu matricu sa svim jedinicama. Vec´ u sljedec´em primjeru c´emo
vidjeti kako dokazati Markovljevo svojstvo kada imamo zadanu drugacˇiju matricu.
Primjer 1.3.4. Sada uzmimo malo drugacˇiju matricu nego u prethodnom primjeru. Neka
je nasˇa matrica B =
[
1 1
1 0
]
. Opet definirajmo da je
∑
B = {(xn), n ∈ Z; B(xk, xk+1) = 1,∀k ∈
Z} i ∑ = {0, 1}. Vidimo da nam matrica B govori da ako smo u stanju 1, mozˇemo prijec´i
samo u stanje 0 u sljedec´em koraku, dok ako smo u stanju 0 mozˇemo se u njemu zadrzˇati
ili prijec´i u stanje 1. Oznacˇit c´emo particiju sa C = {C0,C1,C2} gdje su:
C0 = {(xn), n ∈ N : x0 = 0, x1 = 0}
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C1 = {(xn), n ∈ N : x0 = 0, x1 = 1}
C2 = {(xn), n ∈ N : x0 = 1, x1 = 0}
Trebamo provjeriti da li je ova particija Markovljeva. Gledamo sve moguc´e presjeke
elemenata particije. Ako je neki presjek neprazan kraj njega stavljamo +, a ako nije stav-
ljamo -.
C0 C1 → C0 ∩ σ−1C1 → x ∈ C0, σx ∈ C1 → x0 = 0, x1 = 0, x1 = 0, x2 = 1 +
C0 C2 → C0 ∩ σ−1C2 → x ∈ C0, σx ∈ C2 → x0 = 0, x1 = 0, x1 = 1, x2 = 0 −
C1 C2 → C1 ∩ σ−1C2 → x ∈ C1, σx ∈ C2 → x0 = 0, x1 = 1, x1 = 1, x2 = 0 +
C1 C0 → C1 ∩ σ−1C0 → x ∈ C1, σx ∈ C0 → x0 = 0, x1 = 1, x1 = 0, x2 = 0 −
C2 C0 → C2 ∩ σ−1C0 → x ∈ C2, σx ∈ C0 → x0 = 1, x1 = 0, x1 = 0, x2 = 0 +
C2 C1 → C2 ∩ σ−1C1 → x ∈ C2, σx ∈ C1 → x0 = 1, x1 = 0, x1 = 0, x2 = 1 +
C0 C0 → C0 ∩ σ−1C0 → x ∈ C0, σx ∈ C0 → x0 = 0, x1 = 0, x1 = 0, x2 = 0 +
C1 C1 → C1 ∩ σ−1C1 → x ∈ C1, σx ∈ C1 → x0 = 0, x1 = 1, x1 = 0, x2 = 1 −
C2 C2 → C2 ∩ σ−1C2 → x ∈ C2, σx ∈ C2 → x0 = 1, x1 = 0, x1 = 1, x2 = 0 −
Ako uzmemo niz nekih elemenata particije, vidimo da ne smijemo imati C2 iza C0,C0
iza C1, C1 iza C1 i C2 iza C2 da bismo ispunili pretpostavku za dokazivanje Markovljevog
svojstva. Sada c´emo uzeti neki proizvoljan niz elemenata particije, ali moramo paziti na
ove uvjete. Uzmimo niz:. . . Ak−2 = C0, Ak−1 = C0, Ak0 = C1, Ak1 = C2, Ak2 = C0 . . .. Provje-
ravamo je li zadovoljena pretpostavka:
Ak−2 ∩ φ−1Ak−1 , ∅ ⇒ C0 ∩ φ−1C0 , 0
Ak−1 ∩ φ−1Ak0 , ∅ ⇒ C0 ∩ φ−1C1 , 0
Ak0 ∩ φ−1Ak1 , ∅ ⇒ C1 ∩ φ−1C2 , 0
Ak1 ∩ φ−1Ak2 , ∅ ⇒ C2 ∩ φ−1C0 , 0
Treba pokazati da je
⋂+∞
−∞ φ
−iAki , ∅. Imamo sljedec´i slucˇaj. Promatramo presjek:
. . . ∩ φ2C0 ∩ φC0 ∩C1 ∩ φ−1C2 ∩ φ−2C0 ∩ . . .
Ako pokazˇemo da u tom presjeku postoji bar jedan element onda smo gotovi. Sada c´emo
konstruirati niz x koji c´e se nalaziti u zadanom presjeku.
x ∈ φ2C0 ⇒ φ−2x ∈ C0, x−2 = 0, x−1 = 0
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x ∈ φC0 ⇒ φ−1x ∈ C0, x−1 = 0, x0 = 0
x ∈ C1 ⇒ x0 = 0, x1 = 1
x ∈ φ−1C2 ⇒ φx ∈ C2, x1 = 1, x2 = 0
x ∈ φ−2C0 ⇒ φ2x ∈ C0, x2 = 0, x3 = 0
Ovakvom konstrukcijom vidimo da vrijedi Markovljevo svojstvo na ovom nasˇem proizvolj-
nom primjeru.
Opc´enito Markovljevo svojstvo mozˇemo pokazati na jednostavniji nacˇin. Uzmimo da
vrijedi Aki∩φ−1Aki+1 , ∅. Na ovaj izraz djelujemo saσ−i i dobivamoσ−iAki∩σ−(i+1)Aki+1 , ∅.
Primijetimo da c´e to vrijediti ako pokazˇemo da vrijedi funkcijsko svojstvo: f (A ∩ B) =
f (A) ∩ f (B). Prvo sˇto c´emo pokazati je da za sve funkcije vrijedi sljedec´e: f (A ∩ B) ⊆
f (A)∩ f (B), gdje su A, B ⊆ Dom f . Uzmimo y ∈ f (A∩ B) i x ∈ A∩ B t.d. vrijedi f (x) = y.
Posˇto je x ∈ A, slijedi da je y ∈ f (A). Analogno, posˇto je x ∈ B, slijedi y ∈ f (B). Iz ovoga
slijedi da je y ∈ f (A) ∩ f (B), pa smo pokazali inkluziju.
Imamo i kontraprimjer da ne mora vrijediti f (A ∩ B) = f (A) ∩ f (B). Stavimo da je:
D f = {a, b}, a , b, f (a) = a = f (b), (a i b se preslikaju u istu tocˇku), A = a, B = b
⇒ A ∩ B = ∅ i f (A ∩ B) = ∅
⇒ f (A) = a = f (B)
⇒ f (A) ∩ f (B) = a , ∅
⇒ f (A ∩ B) , f (A) ∩ f (B)
Sada moramo vidjeti za koje funkcije c´e uvijek vrijediti ova pretpostavka. Pokazat c´emo
da svojstvo f (A ∩ B) = f (A) ∩ f (B) vrijedi za injekcije.
Samo trebamo pokazati f (A ∩ B) ⊇ f (A) ∩ f (B). Uzmimo proizvoljan y ∈ f (A) ∩ f (B).
Takoder, uzmimo x1 ∈ A i x2 ∈ B takve da vrijedi y = f (x1) i y = f (x2). Kako tvrdnju
dokazujemo za injekcije, pretpostavljamo da je f injekcija. Slijedi da je x1 = x2. To je pak
zajednicˇki element od A ∩ B pa slijedi da je y ∈ f (A ∩ B).
Napomena 1.3.5. Kod topolosˇkih Markovljevih lanaca sˇift preslikavanje po definiciji je
homeomorfizam (neprekidna bijekcija) pa iz toga slijedi da je sigurno i injekcija. Slijedi
da prethodno pokazano funkcijsko svojstvo vrijedi za takva preslikavanja.
Poglavlje 2
Ekvivalencija toka
2.1 Osnovni pojmovi i definicije
Definicija 2.1.1. Neka je (X, σ) topolosˇki Markovljev lanac i uzmimo da je k strogo pozi-
tivna neprekidna funkcija na X (k : X → R). Oznacˇimo sa Xk kompaktni metricˇki prostor
dobiven iz skupa {(x, y) : x ∈ X, 0 ≤ y ≤ k(x)} na sljedec´i nacˇin. Prvo uzmimo proizvoljnu
tocˇku x1 ∈ X. Ona ima koordinate (x1, 0). Tu tocˇku pomicˇemo vertikalno po osi y do tocˇke
(x1, k(x1)). Sljedec´u tocˇku iz prostora X uzimamo tako da je x2 = σx1. Tu tocˇku opet
pomicˇemo vertikalno po osi y do tocˇke (x2, k(x2)) i postupak nastavljamo dalje. Upravo
opisani postupak nazivamo tokom na Xk i oznacˇavamo sa {σtk : t ∈ R}. (Xk, σtk) zovemo k-
suspenzija topolosˇkog Markovljevog lanca (X, σ). Posebno je zanimljiv slucˇaj kad je k ≡ 1.
Tada (X1, σt1) zovemo standardna suspenzija ili samo suspenzija od (X, σ).
Sada c´emo navesti neka svojstva koja c´e zadovoljavati prosˇirenje funkcije k. Za pozi-
tivne cijele brojeve definirajmo da vrijedi sljedec´e:
1. k(x, n) = k(x) + k(σx) + . . . + k(σn−1x) i k(x, 0) = 0
2. k(x,m + n) = k(x, n) + k(σn,m)
3. k(x,−n) = −k(σ−nx, n)
Sada c´emo pokazati da pomoc´u ovih uvedenih svojstava lako dobivamo relaciju ekvivalen-
cije na X × R. Uzmimo dva elementa iz prostora X × R. Neka su (x1, y1) i (x2, y2) ∈ X × R
i uvedimo sljedec´u relaciju:
(x1, y1) ∼ (x2, y2)⇔ x2 = σnx1 i y1 − y2 = k(x1, n), za neki n cijeli broj
Iz ranije opisanog postupka kako dolazimo do toka topolosˇkog Markovljevog lanca jasno
je zasˇto smo uzeli basˇ ovakvu relaciju. Znamo da razlika izmedu y1 i y2 mora biti basˇ
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jednaka k(x1, n), a mora vrijediti i x2 = σnx1 jer upravo tako uzimamo sljedec´i element iz
prostora X nakon sˇto odaberemo x1. Trebamo pokazati da je relacija refleksivna, simetricˇna
i tranzitivna.
1. refleksivnost
Pokazujemo da je:
(x1, y1) ∼ (x1, y1)⇔ x1 = σnx1 i y1 − y1 = k(x1, n), za neki n
Uzmimo da je n = 0. Slijedi da je x1 = x1 i 0 = 0 pa slijedi refleksivnost.
2. simetricˇnost
Treba pokazati:
(x1, y1) ∼ (x2, y2)⇒ (x2, y2) ∼ (x1, y1)
Ovdje c´emo koristiti da je k(x,−n) = −k(σ−n, n) (ranije definirano). Po pretpostavci
vrijedi (x1, y1) ∼ (x2, y2) ⇒ x1 = σnx2 i y1 − y2 = k(x1, n) za neki n. Da bismo
pokazali simetricˇnost treba pokazati da vrijedi sljedec´e:
x2 = σnx1 i y2 − y1 = k(x2, n)
za neki n.
x1 = σnx1 ⇒ σ−nx1 = x2
y1−y2 = k(x1, n)⇒ y2−y1 = −k(x1, n)⇒ y2−y1 = k(σ−nx1, n)⇒ y2−y1 = −k(x2, n)
Pokazali smo simetricˇnost.
3. tranzitivnost
Za tranzitivnost treba pokazati sljedec´e:
(x1, y1) ∼ (x2, y2) i (x2, y2) ∼ (x3, y3)⇒ (x1, y1) ∼ (x3, y3)
(x1, y1) ∼ (x2, y2)⇒ x2 = σn1 x1 i y1 − y2 = −k(x1, n1)
(x2, y2) ∼ (x3, y3)⇒ x3 = σn2 x2 i y2 − y3 = −k(x2, n2)
Trebamo pokazati da vrijedi x3 = σn3 x1 i y1 − y3 = −k(x1, n3).
x3 = σn2 x2 = σn2 · σn1 x1 = σn1+n2 x1
Ako stavimo da je n3 = n1 + n2, onda je x3 = σn3 x1 sˇto je prvo sˇto smo trebali
pokazati.
y1 − y2 + y2 − y3 = k(x1, n1) + k(x2, n2)
y1 − y3 = k(x1, n1) + k(x2, n2)
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y1 − y3 = k(x1, n1) + k(σn1 x1, n2)
y1 − y3 = k(x1, n3)
Upravo smo pokazali i drugu jednakost pa zakljucˇujemo da vrijedi tranzitivnost.
Zˇelimo vidjeti kako σt djeluje na uredeni par (x, y). Kako je t realan broj mozˇemo ga
zapisati u sljedec´em obliku: t = k + s, pri cˇemu je k najvec´e cijelo od t (k = btc), a s ostatak
koji je manji od 1. Oznacˇimo btc = k. Tok c´e na ureden par (x, y) djelovati na sljedec´i
nacˇin: σt(x, y) = (σkx, y + s). Ako je y + s > 1, onda na prvu koordinatu stavljamo σk+1x,
a druga koordinata je y + s − 1.
Ekvivalencija toka dvaju topolosˇkih Markovljevih lanaca c´e biti definirana u terminima
standardnih suspenzija (k ≡ 1).
Definicija 2.1.2. Dva toka {σt} i {ρt} c´e biti topolosˇki konjugirana ako postoji homomorfi-
zam φ takav da vrijedi φσt = ρtφ, za sve t ∈ R.
Propozicija 2.1.3. Neka je (X, σ) topolosˇki Markovljev lanac. Ako su k, h : X → R pozi-
tivne kohomologne funkcije (to znacˇi da vrijedi k = h + g ◦ σ za neku neprekidnu funkciju
g). Tada vrijedi da su {σtk} i {σth} topolosˇki konjugirani tokovi.
Dokaz. Uzmimo k, h kao iz pretpostavke. Imamo ∼k,∼h relacije ekvivalencije (pokazano
ranije) na X×R. Promotrimo homomorfizam φ na X×R definiran sa: (x, y) 7→ (x, y+g(x)).
Po ranijoj definiciji relacije ekvivalencije znamo da mora vrijediti sljedec´e:
(x1, y1) ∼ (x2, y2)⇔ x2 = σnx1 i y1 − y2 = k(x1, n)
y1 + g(x1) − y2 − g(x2) = k(x1, n) + g(x1) − g(x2) = k(x1, n) + g(x1) − g(σnx1) = h(x1, n)
⇒ φ inducira homomorfizam sa X × R/∼k u X × R/∼h

Definicija 2.1.4. Ako je (X, σ) topolosˇki Markovljev lanac sa particijom α, mozˇemo rec´i
da funkcija h : X → R ovisi samo o konacˇnom broju prosˇlih koordinata ako je h izmjeriva
u odnosu na
∨n
i=0 σ
−iα za neki n ∈ N (ovo mozˇemo oznacˇiti sa αn = ∨ni=0 σ−iα).
(α ∨ β = A ∩ B : A ∈ α, B ∈ β)
Kako bi laksˇe shvatili ovu definiciju, pokusˇat c´emo je objasniti na sljedec´em primjeru.
Primjer 2.1.5. Uzmimo, kao u primjeru 1.3.2, matricu A =
[
1 1
1 1
]
i njezinu particiju
α = {C0,C1}, gdje su:
C0 = {. . . , x0 = 0, . . .}
C1 = {. . . , x0 = 1, . . .}
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Promatrat c´emo sljedec´i presjek: σ0Ak ∩ σ−1Ak+1, gdje su Ak i Ak+1 elementi particije α.
Gledat c´emo sve moguc´e kombinacije elemenata iz particije α:
σ0C0 ∩ σ−1C0 = C0 ∩ σ−1C0
σ0C0 ∩ σ−1C1 = C0 ∩ σ−1C1
σ0C1 ∩ σ−1C0 = C1 ∩ σ−1C0
σ0C1 ∩ σ−1C1 = C1 ∩ σ−1C1
Nakon sˇto promotrimo sve ove presjeke, vidimo da c´emo fiksirati josˇ jedno stanje, tocˇnije
ono u trenutku -1. Nakon toga dobivamo sljedec´u particiju: α1 = (C
′
0,C
′
1,C
′
2,C
′
3), pri cˇemu
su:
C
′
0 = {. . . , x−1 = 0, x0 = 0, . . .}
C
′
1 = {. . . , x−1 = 0, x0 = 1, . . .}
C
′
2 = {. . . , x−1 = 1, x0 = 0, . . .}
C
′
3 = {. . . , x−1 = 1, x0 = 1, . . .}
Nastavljajuc´i ovaj postupak, u sljedec´em koraku c´emo fiksirati josˇ jedno stanje (proma-
tramo presjeke σ−1Ak ∩ σ−2Ak+1). Dobit c´emo particiju sa 8 elemenata. Zakljucˇujemo da
c´emo uvijek dobivati particije sa dvostruko visˇe elemenata nego u prethodnom koraku i
particije c´e uvijek ovisiti o konacˇnom broju prosˇlih koordinata.
Teorem 2.1.6. Neka je (X, σ) topolosˇki Markovljev lanac i neka je k pozitivna neprekidna
funkcija. Pretpostavimo da tok {σtk} ima neprekidnu svojstvenu funkciju sa svojstvenom
vrijednosti a > 0 (to znacˇi da vrijedi f ◦ σkt = e2piiat f∀t ∈ R). Tada je k kohomologna sa:
• neprekidnom pozitivnom funkcijom koja ovisi samo o konacˇnom broju prosˇlih koor-
dinata i koja poprima samo cjelobrojne visˇekratnike od a−1 kao vrijednosti.
• neprekidnom pozitivnom funkcijom koja ovisi samo o konacˇnom broju prosˇlih koor-
dinata i koja poprima samo cjelobrojne visˇekratnike od (na)−1 za vrijednosti gdje je
n fiksan pozitivan cijeli broj.
Napomena 2.1.7. Ovaj vazˇni teorem nec´emo dokazivati, ali c´emo ga iskoristiti u dokazu
teorema 2.1.10.
Definicija 2.1.8. Ako su {σt} i {ρt} tokovi na kompaktnim prostorima X i Y onda su oni tok
ekvivalentni ako postoji homeomorfizam φ : X → Y koji posˇtuje orijentaciju toka.
Dva topolosˇka Markovljeva lanca su tok ekvivalentni ako su njihove standardne suspenzije
tok ekvivalentne.
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Propozicija 2.1.9. Da bi dva topolosˇka Markovljeva lanca (X, σ) i (Y, ρ) bili tok ekviva-
lentni nuzˇno je i dovoljno da postoji strogo pozitivna neprekidna funkcija h : X → R takva
da su {σth} i {ρt1} topolosˇki konjugirani.
Teorem 2.1.10. Ako su (X, σ) i (X, ρ) tok ekvivalentni topolosˇki Markovljevi lanci, tada
su, za neku pozitivnu neprekidnu funkciju k koja ima racionalne vrijednosti i ovisi samo o
konacˇnom broju prosˇlih koordinata, {σtk} i {ρt1} topolosˇki konjugirani tokovi.
Dokaz. Po prethodnoj propoziciji postoji pozitivna neprekidna funkcija h takva da su {σth}
i {ρt1} topolosˇki konjugirani. Dok {ρt1} ima svojstvenu funkciju sa svojstvenom vrijednosti
1, isto vrijedi i za {σth}. Teorem (2.1.6) povlacˇi da postoji pozitivna neprekidna funkcija k
koja ima racionalne vrijednosti i ovisi samo o konacˇnom broju prosˇlih koordinata i koho-
mologna je sa h. Prethodna propozicija pokazuje da su {σth} i {σtk} topolosˇki konjugirani
tokovi. Kako su {σth} i {ρt1} topolosˇki konjugirani, a isto vrijedi i za {σth} i {σtk} slijedi da
su {σtk} i {ρt1} topolosˇki konjugirani . 
2.2 Parry Sullivanova definicija ekvivalencije toka
Napomena 2.2.1. Zbog jednostavnije notacije, u ovom poglavlju topolosˇki Markovljev la-
nac c´emo oznacˇavati istim slovom kojim je oznacˇena i matrica pridruzˇena tom topolosˇkom
Markovljevom lancu (npr. (XA, σA) c´emo oznacˇavati samo sa A)
Definicija 2.2.2. Dvije nenegativne matrice S i T su jako sˇift ekvivalentne (u oznaci S sse∼
T) ako postoje nenegativne matrice Ui i Vi i ∈ {1, 2, ..., l} takve da vrijedi sljedec´e:
S = UiVi,V1U1 = U2V2, . . . ,Vl−1Ul−1 = UlVl,VlUl = T
Kazˇemo da su S i T jako sˇift ekvivalentne u l koraka.
Navodimo teorem koji nam daje vezu izmedu topolosˇke konjugiranosti dvaju Markov-
ljevih lanaca i njihovih pripadnih matrica. Teorem nec´emo dokazivati, ali ga navodimo
zbog njegove vazˇnosti i povezanosti sa jakom sˇift ekvivalencijom.
Teorem 2.2.3. Dva topolosˇka Markovljeva lanca S i T su topolosˇki konjugirani ako i samo
ako su njihove pripadne matrice jako sˇift ekvivalentne.
Sada c´emo iznijeti Parry-Sullivanov teorem pomoc´u kojeg jednostavno mozˇemo pro-
vjeriti da li su dvije matrice, odnosno dva topolosˇka Markovljeva lanca tok ekvivalentna.
Teorem 2.2.4. Dva topolosˇka Markovljeva lanca S i T su tok ekvivalentna (u oznaci
S f e∼ T) ako je moguc´e iz matrice S dobiti matricu T u konacˇno koraka pomoc´u sljedec´ih
operacija:
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1. zamjena produktne matrice UV sa VU gdje su U i V pravokutne nenegativne matrice
2. zamjena matrice A =

A(1, 1) . . . A(1, n)
...
...
A(n, 1) . . . A(n, n)
 s matricom A =

0 A(1, 1) . . . A(1, n)
1 0 . . . 0
0 A(2, 1) . . . A(2, n)
...
...
...
0 A(n, 1) . . . A(n, n)

3. inverzna operacija od 2)
Pretpostavimo da su S i T tok ekvivalentni topolosˇki Markovljevi lanci. Promjenom
matrice S sa nekom njenom jako sˇift ekvivalentnom matricom S n (n ∈ N) dobivamo da
funkcija k iz teorema (teorem 2.1.10.) ovisi samo o jednoj koordinati. Stavljamo da je
k(x) = k(x0) za neki x = (xn). Uzmimo da je N zajednicˇki nazivnik racionalnih vrijednosti
funkcije k. Pretpostavimo da S ima l stanja (i ∈ {1, 2, . . . , l}). Tada je S l × l i za svaki
i ∈ {1, 2, . . . , l} pisˇemo da je k(i) = n(i)N gdje je n(i) ∈ Z, n(i) > 0. Pomoc´u n(i) definiramo
novu ireducibilnu {0, 1}-matricu S ′ . S ′ c´e imati l∑
i=1
n(i) vrhova podijeljenih u l grupa. U
grupi i c´e biti n(i) vrhova. U i-toj grupi svaki vrh (osim prvog) vodi tocˇno do vrha iznad
njega. Prvi vrh u i-toj grupi vodi do zadnjeg vrha u j-toj grupi ako i samo ako vrijedi da je
S (i, j) = 1. Iz drugog topolosˇkog Markovljevog lanca T konstruiramo ireducibilnu {0−1}-
matricu T
′
. Ako je T bila m × m tada c´e T ′ imati Nm vrhova podijeljenih u m grupa po N
vrhova. Kao u prethodnom slucˇaju, prvi vrh u grupi i vodi do zadnjeg vrha u grupi j ako
i samo ako vrijedi T (i, j) = 1. Svi ostali vrhovi vode jedino do vrha iznad njih. Slijedi da
su S
′
i T
′
topolosˇki konjugirani Markovljevi lanci. Na sljedec´em primjeru c´emo upravo to
pokazati.
Primjer 2.2.5. Uzmimo da je S =
[
1 1
1 1
]
. Trebamo dva niza stanja. Stavimo da je prvi niz
stanja onaj u kojem je nulto stanje jednako 0 (x0 = 0) i odredimo proizvoljno vrijednost
funkcije k (npr. k(x0 = 12 )). Za drugi niz stanja uzmimo onaj za kojeg vrijedi da je nulto
stanje jednako 1 (x0 = 1). Takoder, odredimo proizvoljnu vrijednost funkcije k (k(x0) =
1
4 ). Po prethodnom znamo da je N najmanji zajednicˇki nazivnik racionalnih vrijednosti
funkcije k, a to su ( 12 i
1
4 ). Slijedi da je N = 4. Josˇ nam preostaje izracˇunati n(1) i n(2) jer
c´e njihova suma dati broj stanja matrice S
′
. Prije ovoga primjera naveli smo formulu po
kojoj racˇunamo (k(i) = n(i)N ). Imamo sljedec´e jednakosti:
1
2
=
n(1)
4
,
1
4
=
n(2)
4
⇒ n(1) = 2, n(2) = 1
Dakle, S
′
ima n(1) + n(2) = 3 vrha. S
′
izgleda ovako:
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Ako ovu skicu pretvorimo u matricu imamo:
S
′
=
0 1 01 0 11 0 1

Za matricu T moramo uzeti neku tok ekvivalentnu matricu s matricom S . Zato nam je
najlaksˇe uzeti istu matricu kao i S . Ista matrica je, trivijalno, uvijek tok ekvivalentna sama
sebi. Uzmimo T = S . Sada po opisanom postupku konstruiramo T
′
. T
′
c´e imati 8 vrhova
jer je broj vrhova jednak Nm pri cˇemu je m broj vrhova od T . Skiciramo skup svih stanja
posˇtujuc´i pravila opisana ranije.
Nasˇa matrica T
′
izgleda ovako:
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T
′
=

0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 1 0 0 0

Koristec´i Parry-Sullivanovu definiciju tok ekvivalencije, iz ove matrice T
′
lako dobi-
vamo matricu S , odnosno T . Koristimo drugo i trec´e svojstvo iz Parry-Sullivanovog te-
orema i radimo sljedec´e transformacije:
1. izbacujemo 2. redak i 3. stupac
2. izbacujemo 3. redak i 4. stupac
3. izbacujemo 1. redak i 2. stupac
4. izbacujemo 5. redak i 6. stupac
5. izbacujemo 6. redak i 7. stupac
6. izbacujemo 7. redak i 8. stupac
Nakon ovih transformacija dobijamo pocˇetnu matricu S , odnosno T . S i S
′
su tok ekviva-
lentne, a isto vrijedi i za T i T
′
. Kako su S i T tok ekvivalentne po pretpostavci, slijedi da
su i S
′
i T
′
tok ekvivalentne sˇto smo i htjeli pokazati.
Glavni rezultat ili karakterizaciju ekvivalencije toka iznosimo u sljedec´em rezultatu.
Pomoc´u te karakterizacije nije tesˇko provjeriti da li su dvije matrice (dva topolosˇka Mar-
kovljeva lanca) tok ekvivalentne.
Teorem 2.2.6. Neka su A ∈ Mn(Z+), n ∈ N i B ∈ Mm(Z+),m ∈ N nenegativne ireducibilne
matrice koje nisu iz trivijalne klase ekvivalencije toka. Tada su matrice A i B tok ekviva-
lentne ako i samo ako vrijedi:
det(In − A) = det(Im − B) i Zn/(In − A)Zn  Zm/(Im − B)Zm
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Sada c´emo rezultat ovog teorema prikazati na primjeru gdje c´emo za matricu A i B
uzeti sljedec´e matrice:
A = S =
[
1 1
1 1
]
B = S
′
=
0 1 01 0 11 0 1

Odmah vidimo da su matrice A i B tok ekvivalentne. Sada provjeravamo da li iz toga
slijedi:
det(In − A) = det(Im − B)
det(
[
1 0
0 1
]
−
[
1 1
1 1
]
) = det(
1 0 00 1 00 0 1
 −
0 1 01 0 11 0 1
)
det(
[
0 −1
−1 0
]
) = det
 1 −1 0−1 1 −1−1 0 0

−1 = −1
Josˇ treba provjeriti:
Zn/(In − A)Zn  Zm/(Im − B)Zm
Z2/
[
0 −1
−1 0
]
Z2  Z3/
 1 −1 0−1 1 −1−1 0 0
Z3
Vrijedi sljedec´e:
Z2/
[
0 −1
−1 0
]
Z2 = {0} = Z3/
 1 −1 0−1 1 −1−1 0 0
Z3
pa vidimo da su ove dvije kvocijetne grupe izomorfne.
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Sazˇetak
U ovom diplomskom radu se upoznajemo sa pojmom topolosˇkih Markovljevih lanaca i
prostorom na kojem su oni definirani. Diplomski rad je podijeljen u dva glavna poglavlja.
U prvom poglavlju definiramo pojmove potrebne za definiciju topolosˇkog Markovljevog
lanca i navodimo metriku koja c´e inducirati topologiju na topolosˇkim Markovljevim lan-
cima. Takoder, upoznali smo se i sa pojmom Markovljeve particije. U drugom poglavlju
bavimo se ekvivalencijom toka (eng. flow equivalence) i iznosimo vazˇne teoreme i pro-
pozicije vezane za tu temu. Na kraju iznosimo postupak provjere da su dva topolosˇka
Markovljeva lanca tok ekvivalentna (Franksov rezultat)
Summary
In this thesis, we are concerned with topological Markov chains and various equivalence
relations defined on them. In the first part, we give the background on metric and topologi-
cal spaces, introduce topological Markov chains and Markov partitions. In the second part,
we define flow equivalence and state several important results regarding flow equivalence
characterization. Finally, we state and explain Franks result regarding algebraic invariants
of flow equivalence.
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