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ABSTRACT: In this article we describe a new fuzzy supervised classification method that is a modification of the fuzzy pattern-matching 
multidensity classifier. The latter has been demonstrated to be one of the most effective classifiers for non-convex classes. Implementing a non-
parametric density estimator in one stage of the parametric method, we developed a fuzzy non-parametric classifier that manages to avoid some of 
the problems associated with the parametric method. The method was applied to a mineralogy problem consistingof classifying kaolin samples 
according to different ceramic quality levels. Our results produced error percentages that were lower than those for the parametric method.
KEYWORDS: classification, fuzzy set, non-parametric fuzzy logic, kaolin quality
RESUMEN:  En  este  artículo  se  describe  un  método  de  clasificación  supervisado  que  es  una  modificación  del  clasificador 
multidensidad de ajuste de patrones difuso. Se ha demostrado que este último es uno de los clasificadores más efectivos para clases 
no  convexas.  Implementando  un  estimador  de  densidad  no  paramétrico  en  una  etapa  del  método  paramétrico  hemos  desarrollado 
un  clasificador  no  paramétrico  difuso  que  evita  algunos  de  los  problemas  asociados  al  método  paramétrico.  El  método  se  ha 
aplicado  a  un  problema  de  mineralurgía  consistente  en  clasificar  muestras  de  caolín  de  acuerdo  con  diferentes  niveles  de  calidad 
cerámica.  Nuestros  resultados  producen  porcentajes  de  error  que  son  inferiores  a  los  obtenidos  mediante  el  método  paramétrico.
PALABRAS CLAVE: clasificación, conjunto difuso, lógica difusa no paramétrica, calidad de caolín
1.  INTRODUCTION
In general terms, the discrimination or classification 
problem can be described in terms of a set of statistical 
techniques that enable us to study differences between 
populations or classes, established a priori and not 
necessarily exclusive. These techniques classify 
and assign elements to classes for which specific 
characteristics are known. Classification is said to 
be supervised when learning is implemented using a 
set of pre-classified elements. The aim is to predict 
the class to which a new element not included in 
the initial training set belongs. A popular procedure 
aimed at achieving this goal consists of adjusting the 
classification functions by using a training set and then 
testing the percentage of correct classifications using a 
test set. Both the training and test sets are composed of 
pre-classified elements from an initial sample.
The fact that many classification methods have been 
developed in recent years complicates the selection of a 
method suitable for a given classification problem (see 
[1,2] for a description of traditional methods and how 
these are implemented). A supervised classification 
method that uses the fuzzy set theory during training 
and/or a subsequent operation is called a fuzzy 
classification method [3]. These classification methods 
typically apply fuzzy set theory as described by Zadeh Ordóñez - et al 60
[4] (see [5,6] for an introduction and description of 
different fuzzy classification methods). It is important 
to point out that some of the fuzzy methods mentioned 
in the references given above refer to non-fuzzy 
methods as particular cases. 
In this article we describe a non-parametric variant 
of the fuzzy pattern-matching multidensity classifier 
developed by Devillez [7] that we used to classify kaolin 
samples into 3 ceramic quality grades on the basis of 10 
variables reflecting chemical composition. Our aim was 
to determine kaolin quality on the basis of values for 
explanatory variables obtained from a chemical analysis.
2.  METHODS
2.1.1 Fuzzy supervised classfication 
Take a sample{ } 12 ,,, n xx x  composed of n elements, 
for which a random  p -dimensional variable 
( ) 12 , ,,p XX X   is observed. Each sample element 
i x  is a vector of the form: 
( ) ,1 , , ,, ,,
1,2, ,
p
i i ij ip xx x x
in
=∈ℜ
=


      (1)
Let us assume, furthermore, that each of the elements 
is classified into one of the  q  predetermined classes 
12 ,,, q CC C   making up the classification space. 
Allocation of a new element x from the classification 
space to one of the  q  classes  12 ,,, q CC C   is the 
main goal of a classification problem that has been 
handled differently in recent years. A typical procedure 
in many of the statistical methods used to resolve 
this kind of problem is to determine  q  membership 
functions  ; 1,2, , i iq µ =   that quantify degree of 
membership to different classes. A new element from 
the classification space, x, is allocated to the class  i C  
for which it obtains the greatest score; in other words: 
( ) ( ); 1,2, , ij x xj q µµ ≥=  .
Supervised fuzzy classification methods have as their goal 
the calculation of the membership functions for each class. 
The sample is divided into two sub-samples, one for training
{ } 12 ,,, N xx x   and another for testing  { } 12 ,,, M xx x   
with the training set used in the learning phase. The learning 
phase consists of selecting a set of membership functions 
( ) ( ) ( ) { } 12 , ,, q xx x µµ µ   that are optimal from the point 
of view of classification. Finally, the test sample is used to 
validate the accuracy of the procedure.
The classical fuzzy pattern-matching algorithm first 
described by Dubois et al. [8] was adapted by Devillez 
[7] as a fuzzy pattern matching multidensity classifier. 
This classifier, which has been demonstrated to be one 
of the most effective classifiers for classes with non-
convex shapes, is implemented as described below.
2.1.1  Training 
Each of the classes  , 1,2, , k Ck q =   that make up the 
classification space are divided into a number  k s  of 
sub-classes using the fuzzy c -means algorithm [9,10] 
which minimizes the within-class sum of squared errors 
in the following conditions:
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where  , il m  are the membership functions to be 
determined. The objective function to be minimized 
is given by the following expression:
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2
,
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,
k s N
r
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J md xc
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=∑∑
     ( 3 )
where  N  is the number of data items in the training 
subset,  l c  is the vector representing the centroid of the 
l −th sub-class,  , kl C  of the class  k C ,  r  is the fuzzy 
exponent, which should, strictly speaking, be greater 
than 1, and where  ( ) , d ••  is a measure of the distance 
between two points calculated as: 
( ) ( ) ( )
' , i l il il d x c xcA xc = −−      (4)
where  A is the distance norm matrix, identity matrix 
for the Euclidean distance or the inverse of the variance-
covariance matrix for the Mahalanobis distance.
Minimizing the objective function  J  offers the 
membership functions for each sub-class as a solution: 
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This procedure can be implemented, for example, using 
the FuzME program [11]. Dyna 171, 2012 61
Following the application of the algorithm, a set { } , 1
k s
kl l C
=  
of sub-classes is obtained for each class  k C . The elements 
in the training set  { } 12 ,,, N xx x   are allocated to the 
sub-class with the maximum membership function as 
calculated by the fuzzy algorithm.
Learning continues with the calculation of a membership 
function for each sub-class and each variable  j X . 
These functions can be calculated on the basis of the 
probability estimated from the histograms for the data. 
In other words, given a sub-class  , kl C  and a variable 
j X , the histogram is calculated using the values  , ij x  
of the elements  i x  from the training set that have been 
allocated to the sub-class  , kl C .
Determined during the training process are  1
q
k
k
ps
=

×
 ∑  
histograms that have to be transformed into fuzzy 
membership functions. The membership functions 
can be deduced from the probability distributions 
associated with the calculation of the histograms using 
any of the transformations proposed by Dubois et al. 
[12]. Following Devillez [7], we implemented one 
of the first probability-possibility transformations, 
introduced by Dubois and Prade [13], who define the 
probability distribution associated with a histogram 
as the discrete distribution given by  { } 12 ,,, h yy y 
—which are central values in the histogram bins—
and by the probabilities  { } 12 ,,, h pp p  —calculated 
as the ratio between bin height and the sum of all the 
heights. The probability values are next arranged in 
descending order:  ( ) ( ) ( ) 12 h pp p ≥ ≥≥  . The values 
for the membership function associated with the values 
{ } 12 ,,, h yy y   are then calculated:
( ) ( ) ( )
1
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h
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    (6)
The membership function is completed by means of a 
linear interpolation of the above values.
The learning phase concludes with 
1
q
k
k
ps
=

×
 ∑  
membership functions, which we can denote as:
1
,,
k
; 1,2,...,p,
k 1,2,...,q, r 1,2,...,s
jkr j µ =
= =
   ( 7 )
2.1.2  The nonlinear classification rule
For an element  ( ) ,1 , , ,, ,,
p
i i ij ip xx x x =∈ℜ  from the 
test sample { } 12 ,,, M xx x   the degree of membership 
to each sub-class  , kl C  is evaluated by applying the 
minimum operator to the membership functions 
calculated in the training phase:
( ) ( ) ( ) { }
1 11
, 1 ,, , 1 ,, , min , ,
1, 2, , , 1, 2, ,
kl i kl i pkl ip
k
x xx
k ql s
η µµ =
= =
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Next, the degrees of membership to each sub-class are 
combined, resulting in a degree of membership to each 
class  q k Ck , , 2 , 1 ;  =  as follows:
( ) ( )
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The element  i x  is allocated to the class for which its 
degree of membership is highest.
2.2  The non-parametric fuzzy supervised 
classification method
The fuzzy pattern-recognition multidensity method 
described above estimates, in the learning stage, 
probability functions from the histograms calculated with 
the values  , ij x  of the training set elements  i x  allocated to 
the sub-classes  , kl C . Although the use of the histogram is 
very convenient for graphically representing the empirical 
distribution of frequencies, it has some drawbacks as 
a method for estimating the theoretical distribution of 
frequencies. For continuous variables, kernel density 
estimation methods are often preferable. 
The kernel density estimators belong to a class of 
estimators called non-parametric density estimators. 
Unlike the parametric estimators, which require a fixed 
functional form, the non-parametric estimators do not 
have a fixed structure but depend exclusively on the set of 
observations for the density being estimated. (See Härdle 
et al. [14] for a detailed explanation of these methods.) 
The rationale behind the use of the non-parametric 
statistical techniques can be found in the fact that 
the width and the initial points of each histogram bar 
needs to be determined when calculating a histogram; Ordóñez - et al 62
however, this leads to a problem in that the histograms 
depend on parameters that are often selected arbitrarily. 
These drawbacks inspired the development of the first 
kernel estimators [14]. 
Therefore, applying a kernel density estimator, the 
elements in the training sample can be used in order 
to non-parametrically estimate the density function of 
the variable  j X  for a sub-class  l k C , :
( )
,
,
1 ,
1 ˆ
kl N
ij
i kl
yx
fy K
Nh h =
− 
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 ∑       (10)
where  l k N ,  represents the number of elements in the 
training sample allocated to sub-class  , kl C ,  h is the 
smoothing parameter, andK  is the kernel function. 
This function should confirm that  () 1 K t dt = ∫  in order 
to ensure that the density function  ˆ f  integrates to 1 and 
where the kernel function K is usually chosen to be a 
smooth unimodal function with a peak at 0.
Note that, in order to eliminate dependence on the 
initial points of the bins, kernel estimators centre a 
kernel function at each data point and smooth out the 
contribution of each observed data point over a local 
neighbourhood for that data point. The extent of this 
contribution is dependent upon the shape of the kernel 
function adopted and the smoothing parameter.
Implementation of this variant in the training process 
gives rise to 
1
q
k
k
ps
=

×
 ∑  density functions from which 
the fuzzy membership functions are deduced, using 
either of two alternatives: discretize the estimated 
density function  ˆ f  and apply a probability-possibility 
transformation similar to that referred to above, 
or implement a continuous probability-possibility 
transformation using one of the procedures described 
in Dubois et al. [11]. Obtained in both cases are 
1
q
k
k
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=
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 membership functions, which we can 
now denote as:
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In the nonlinear classification rule, the membership 
functions 
2
, , l k j µ  are evaluated in the coordinates of the 
elements of the test set, resulting in the classification 
functions 
2
,l k η  and 
2
k ν , and in a procedure that is 
identical to that described in the previous section. 
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2.3  The data
With a view to conducting a comparative study, the 
two classification methods were applied to a set of 
real data. The data used for the application of these 
techniques were obtained from analyses of samples 
taken from a primary kaolin deposit in one of the most 
important kaolin mining areas of Galicia (NW Spain), 
namely, Vimianzo (A Coruña). The samples were wet-
sieved and mineralogical and chemical analyses were 
performed for 50µ-grained fractions following standard 
procedures. The following information was obtained 
from the analyses: mineralogical data (percentages of 
quartz, mica, feldspar, and kaolinite), chemical data 
(SiO2/Al2O3 ratio, percentages of Fe2O3, TiO2, K2O, 
MgO, and loss on ignition [LOI]. These parameters 
are those typically used to identify the suitability of a 
sample for use in ceramics manufacturing.
All the parameters (p = 10) were selected as variables 
to which the techniques apply. For each variable, three 
quality classes were defined—top quality, medium 
quality, and poor quality [16]—, according to quality 
rankings as determined in the literature for the ceramic 
industry [17,18]. In addition to these numerical variables, 
a ceramic quality variable was included, also defined in 
terms of three classes reflecting the saleability of the 
sample—top quality, medium quality and poor quality.
Ceramic  quality  was  evaluated  for  1410  samples 
on  the  basis  of  these  mineralogical,  chemical,  and 
physical parameters. The sample was divided into a 
training set ( = n  558) and a test set. The number of 
classes considered for the classification of the sample 
elements was  = q  3, in accordance with the ceramic 
quality grades (top, medium, and poor) defined above.Dyna 171, 2012 63
2.4  RESULTS
Figure 1 shows the histogram of the kaolin percentage 
values corresponding to one of the sub-classes in which 
the medium quality class was divided. Superimposed 
on the histogram is the membership function obtained 
by the supervised fuzzy classification method.
 
Figure 1. Histogram and membership function were the 
supervised fuzzy classification method applied to the 
kaolin percentage variable (x-axis) and one of the medium 
quality sub-classes for ceramics
The fuzzy classification method implemented in this 
research used the density of a Gaussian distribution as 
the function K . The smoothing parameter h was chosen 
using the smoothed bootstrap method proposed by Cao 
[19]. This method for selecting the parameter is particularly 
suitable when working with independent samples. It was 
found that greater percentages of correct classifications 
were obtained using half of the smoothing parameter.
Figure 2 shows the density function when estimated 
non-parametrically and, for the same variable and sub-
class, the membership function obtained by means of the 
non-parametric fuzzy classification supervised methods.
 
Figure 2. The non-parametric density estimation (broken 
line) and the membership function obtained by the non-
parametric fuzzy supervised classification method (dotted 
line) for the kaolin percentage variable (x-axis) and one of 
the medium quality sub-classes
The percentage of correctly classified elements in 
the training set was 99.64 % for the fuzzy supervised 
method and 99.82 % for the non-parametric method, 
whereas the same percentages of the validation test set 
were 98.01 % and 99.10% , respectively.
3.  CONCLUSIONS 
This article describes a non-parametric fuzzy 
classification method that is a variant on the fuzzy 
pattern matching multidensity method. The difference 
between the two approaches lies in the method for 
determining the density function; our method uses the 
histogram of the data, whereas the multidensity method 
uses a kernel function. The main advantage of the non-
parametric method is that it does away with some of 
the drawbacks associated with the construction of the 
histogram, such as the problem of defining the width 
and initial point for each interval in the histogram. 
Our method was tested in determining the quality of 
kaolin samples obtained from a kaolin deposit for 
ceramic manufacturing purposes. The level of correct 
classification was quite similar for both methods, 
although there was a slight improvement in the fuzzy 
classification methods. 
As future research, we will explore the possibility of 
automatically selecting the smoothing parameter so 
that the non-parametric fuzzy supervised classification 
method becomes genuinely competitive with that 
proposed by Devillez [7].
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