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        A class of engineering systems is modeled by Differential Algebraic Equations 
(DAEs), which are also known as singular, descriptor, semistate and generalized 
systems. In the chemical engineering processes, the differential equations are 
constituted by the dynamic balances of mass and energy, while the thermodynamic 
equilibrium relations, empirical correlations, and pseudo-steady-state conditions 
build the algebraic equations. The robotic systems with kinematic constraints are 
also modeled by DAE systems. 
Physical and complex plants are exposed to extraneous noises and signals such as 
sensor measurement noise, structural vibration and environmental disturbances. For 
example, the external disturbance of a wind gust on an aircraft affects its control 
system. The challenge of almost disturbance decoupling is to design a controller to 
attenuate the effect of disturbances on the output to an arbitrary degree of accuracy 
in the  gain sense. 
It is worth noting that some parameters of the real plants are naturally unknown due 
to the difficulty of measurement. For example, the damping, stiffness and friction 
coefficients in the dynamic equations of a constrained robotic system are difficult to 
measure.  
In this work, the problem of adaptive almost disturbance decoupling for a class of 
nonlinear DAE systems is investigated. The DAE system is converted to equivalent 
lower triangular structure by regularization and standardization algorithms and an 
adaptive almost disturbance decoupling controller is constructed based on adaptive 
backstepping technique. At the end, an application of the design procedure to a 
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Chapter 1  
Introduction 
The main focus of this chapter is to review the background of adaptive almost disturbance 
decoupling for nonlinear differential algebraic equation systems. A brief introduction to 
singular systems that emphasises the nonlinear differential algebraic equations is given in 
Section 1.1. The recent research on the problem is reviewed in Section 1.2, focusing on 
disturbance decoupling problem and adaptive backstepping technique. Section 1.3 provides 
the motivation for this work, the contribution of this work is explained in Section 1.4, and the 
outline of the thesis is given in Section 1.5. 
1.1 Singular Systems 
The implicit differential equations of the form (1-1) describe a wide range of applications 
[32], [31]. 
 , , 0  (1-1)
with 0, 0, 0 0.  
By representing Jacobian as	 ≜ , 	 ≜ , the equation (1-1) can be linearized to the 
following form 
(1-2) 
If	| | 0, then the equation (1-2) can be converted into a state variable equation in	 . 
If	| | 0, the equation (1-2) represents linear singular system. The linear time-varying 




In the equation (1-3), 	 ∈  is the vector of state variables and 	 ∈  is the vector of 
input variables. The functions 	 	 	are smooth nonlinear time dependent functions 
with proper dimensions. 
A singularly perturbed system is a special case of the equation (1-1) and it is represented as 
the following form 
, ,  (1-4) 
, ,  (1-5) 
The situation of 0  is called the singular perturbation because it completely changes the 
nature of the equation (1-5) from a differential equation to an algebraic equation. Indeed the 
singular perturbations arise when a high order nonlinear system is approximated with lower 
order system. In simple words, the objective of singular perturbation is to examine the 
simplified system ,  and from this result draw conclusion about original 
system (1-4) and (1-5) when 0   
The equation (1-5) becomes an algebraic equation if 0 and as a result, the system (1-4) 
and (1-5) is a differential algebraic equation system with the form 
, ,  (1-6)
0 , ,  (1-7)
This work focuses on nonlinear differential algebraic systems. The general formats of a semi-
explicit nonlinear differential algebraic system include a set of nonlinear differential, 
algebraic and output equations where there is a distinct separation of differential and 
algebraic equations.  







Some of engineering applications [20], [21], [22], [23], [24] are modeled by differential 
algebraic equations (DAE). The DAE systems are also described as being singular, 
descriptor, semistate, and generalized systems. In the chemical engineering processes [20], 
[21], [22] the differential equations are constituted by the dynamic balances of mass and 
energy, while the algebraic equations come from the thermodynamic equilibrium relations, 
empirical correlations, and pseudo-steady-state conditions. A holonomic constrained robotic 
system with kinematic constraints [21], [23], [24] are modeled by singular systems too. 
1.2 Literature Review 
Physical systems are subjected to some type of extraneous signals or noise during operation. 
External disturbance such as a wind gust acting on aircraft affects the control system. In 
complex plants there are not only nonlinear models, uncertain dynamics, time delay and 
other un-modeled errors, but also measurement noise, control error and structural vibration as 
well as environmental disturbance. In a robotic system, the source of noise and disturbance is 
a reaction torque or force vector torque from the object/environment acting on the links. 
Disturbance decoupling or disturbance attenuation is a well-known control problem in the 
field of control engineering. Like most cases, an output disturbance cannot be exactly 
decoupled but only asymptotically or “almost.” It is worth noting that the solution to almost 
disturbance decoupling problems leads to the design of high gain feedback control. However, 
introducing large gains in a control loop potentially implies severe robustness problems, as 
they require very good confidence in the model. 
By using a static feedback and introducing the key concept of controlled invariant subspaces, 
the exact disturbance decoupling problem for linear systems was solved in [1] and [2] in 
terms of geometric conditions. The geometric conditions were generalized for nonlinear 
system in [3] and [4] by introducing the controlled invariant distributions, a differential 
geometric generalization of controlled invariant subspaces. Further achievements were made 




By introducing almost invariant subspaces in [6], the approximately disturbance decoupling 
with an arbitrary degree of accuracy for linear systems was addressed for the first time and 
was solved. It showed how subspaces may be viewed as ordinary controlled subspaces when 
one of them allows distributional inputs, and that others can be approximated by controlled 
subspaces. The results were applied to the disturbance decoupling problem.  
The disturbance decoupling problem is related to high-gain feedback design since in cases 
where the problem cannot be exactly solved; increasing the accuracy of the decoupling 
requires increased gains of the linear state feedback control. The singular perturbation 
techniques can be used in the analysis of high-gain feedback systems.  
The almost disturbance decoupling concept for nonlinear systems was addressed for the first 
time in [7] using singular perturbations and high gain feedback without using almost 
invariant subspaces.  With the introduction of a backstepping technique in [8], a significant 
improvement has been made in this direction. The controller is explicitly constructed using a 
Lyapunov-based recursive scheme. The sufficient conditions for the solvability of the  
almost disturbance decoupling problem and the explicit construction of the controller are 
given for a more restrictive class of nonlinear systems. In [9], it was examined in what extent 
the hypotheses and assumptions given in [8] can be relaxed and weakened.  
 In [10], an  state feedback controller with internal stability is constructed for the affine 
nonlinear systems in lower triangular form so that the  gain from the disturbance to the 
tracking error is made arbitrarily small. In [11], the problem of the stability of system was 
made related to dissipativity. It provides a unique control law which is neither over-
parametrized nor dependent on the unknown parameters such that the time dependent 
disturbances are attenuated with an arbitrary degree of accuracy. Furthermore, the closed 
loop system is globally asymptotically stable under regularity conditions.  
A new set of results dealing with nonlinear single-input single-output (SISO) systems with 
possibly unstable zero dynamics were presented in [12]. The zero dynamics of a control 
system are the dynamics describing the internal behavior of the system when input and initial 
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conditions have been chosen in such a way as to constrain the output to remain identically 
zero. 
By deriving the geometric conditions in which those nonlinear systems with vector relative 
degree can be put globally into a lower triangular form [13], the almost disturbance 
decoupling problems for multi-input, multi-output (MIMO) nonlinear system was solved by 
backstepping technique. The  controller is designed by repeatedly using the backstepping 
technique so that the  gain from the disturbance input to the closed-loop system output is 
bounded, and the closed-loop system is internally stable. 
In [57], an adaptive controller in its minimum-order property was explicitly constructed 
without imposing any extra growth condition. The completion of square and the parameter 
separation technique was used to design the adaptive controller and attenuate the effect of 
disturbance on the output with an arbitrary degree of accuracy. In this design procedure the 
order of the dynamic compensator was equal to one. 
The property of Young inequality was a useful tool in [17] to design the  controller for 
almost disturbance decoupling of MIMO nonlinear systems in nested lower triangular form, 
the form which is more general than the existing lower triangular form.  
1.2.1 Unknown Parameters and Adaptive Control 
It is worth noting that some parameters of the real plants are naturally unknown due to the 
difficulty of measurement or varying with time. For example [16], the damping, stiffness and 
friction coefficients in the dynamic equations of a constrained robotic system are difficult to 
measure. Or as an aircraft flies, its mass is slowly decreasing as a result of fuel consumption, 
so a control law is required to adapt itself to such changing conditions.  
By introducing a set of techniques, adaptive control [32], [33], [34] provides a systematic 
procedure for automatic adjustment of controllers in real time to achieve a desired level of 
control system performance when some parameters of the plant dynamic model are unknown 
and/or change in time. 
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Consider a dynamic model of the plant which is going to be controlled; it includes unknown 
but constant parameters or at least in a certain region of operation [33]. In such cases, 
generally the design of the controller does not depend on the particular values of the plant 
model parameters, but the right tuning of the controller parameters is not possible without 
knowledge of their nominal values. The adaptive control techniques provide a self-tuning 
procedure in closed loop for the controller parameters [33]. As a result, the effect of the 
adaptation vanishes as time elapses. 
Now consider the dynamic model of a plant with time varying parameters. The parameters 
may vary either due to changing environmental conditions [33], or the simplified 
linearization of nonlinear systems in which a change in operating conditions will lead to a 
different linearized model. These conditions may also happen because of the parameters of 
the system which are slowly time-varying [33]. An adaptive control approach should be 
considered to achieve a reasonable level of control system performance when unknown 
changes in model parameters occur. The adaptation law fully characterizes the non-vanishing 
adaptation of operation. 
The parameter estimation is the foundation of adaptive control techniques. It provides update 
laws which are used to modify estimates in real time. Lyapunov stability is typically used to 
derive control adaptation laws and show convergence. 
The adaptive regularization for nonlinear affine differential-algebraic equation (DAE) 
systems was investigated in [16]. It is assumed that the unknown parameters appear linearly 
in both differential and algebraic equations. The proposed methodology transforms the DAE 
system into an equivalent Ordinary Differential Equation (ODE) system with lower 
triangular form. By defining the change of coordinates globally, the adaptive feedback 
controller guarantees global asymptotic stability. 
The adaptive control of a constrained robots modeled by singular system with parameters 
uncertainty was proposed in [47] by the theoretical approach presented in [47], [48][47] . 
Two dynamic equations are considered in the reduced form. One equation characterizes the 
motion of the robot in the constraint manifold. The second equation is an algebraic equation 
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in the constraint force. Computed torque method is used to design the adaptive control law by 
introducing the parameter estimates and an additional compensation.  
In [42] and [43] the reduced model of 2DOF parallel robot are used to design an adaptive 
controller and adaptive tracking controller via backstepping design. In general, a parallel 
robot is modeled by highly nonlinear singular equations. A precise knowledge of its 
parameters is not easily available and the adaptive backstepping seems to be a convenient 
control design methodology for the control of a robot. 
1.3 Research Motivation 
A wide range of practical applications is modeled by singular systems. The most theoretical 
research and practical works on the singular systems are focused on their solvability and 
numerical solutions [49], [50]. There is some work on feedback linearization [51], observer 
design [52], input-output decoupling [14], regulation [19], [53], output tracking [54], [55], 
stabilization [15], [48] and robust stabilization [56]. 
On other hand, the problem of almost disturbance decoupling for nonlinear ODE systems 
with lower triangular structure was significantly investigated by almost invariant subspaces 
[6],  singular perturbations [7] and backstepping technique [8], [12], [13] and [17]. There 
exists little research on the problem of almost disturbance decoupling for linear singular 
systems [59], [60] and [61].  
Due to the difficulty of measurement or varying with time, there are unknown parameters in 
the real plants. Therefore, investigating the adaptive control problems of DAE systems 
becomes natural and significant. 
Furthermore, a little research has been done on the problem of adaptive almost disturbance 
decoupling for SISO nonlinear ODE systems [11], [57], [58] and [60], but from this author’s 
literature search, there is no extensive study on the following problem: 
Problem Definition: 









The problem is to design an adaptive controller for the system (1-11)-(1-13) such that the 
closed-loop system is globally stable and the state converges to zero when the disturbance 
vanishes; and the effect of the disturbance on the output is not greater than a specific level. 
1.4 Research Contribution 
To study the problem of adaptive backstepping almost disturbance decoupling for nonlinear 
singular systems, a systematic design procedure is followed, which can be expanded for large 
scale singular systems. First, the singular system is regularized with a development on the 
regularization algorithm in [14], [15] and [16]. The regularization algorithm is proposed to 
find a static regularization feedback law and make the nonlinear singular system impulse 
free. 
Second, by introducing a standardization algorithm, the regularized system is converted into 
the ODE system with lower triangular structure.  
Third, an adaptive backstepping controller is designed to reduce the effect of the disturbance 
on the output less than a specific level.  
Finally, the algorithmic procedure is applied to a well-known and a high index singular 
model in order to illustrate the entire design procedure. The simulation results are compared 
with an adaptive controller without disturbance decoupling to verify the performance of the 
proposed controllers. 
1.5 Organization of Thesis 
This thesis work is organized as follows: In Chapter 2, the regularization and standardization 
algorithms are proposed and necessary condition and assumption are introduced to convert a 
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high index nonlinear singular system into an ODE system with lower triangular structure for 
designing an adaptive controller based on backstepping technique. In Chapter 3, the basics of 
adaptive backstepping techniques are illustrated by examples and a systematic design 
procedure based on the adaptive backstepping technique is proposed and the adaptive almost 
disturbance decoupling controller is designed to guarantee a finite  gain. Chapter 4 consists 
of simulation for a practical example to demonstrate the design procedure and show the 
efficiency of the proposed method. In Chapter 5, the simulation results are reviewed, the 
advantage and disadvantages of the proposed method are presented and finally, the possible 
future research on this work is discussed.  
 10 
Chapter 2  
Feedback Regularization 
2.1 Introduction 
This chapter focuses on the regularization and standardization algorithms to constitute an 
equivalent ODE system in lower triangular form. After an introduction in Section 2-1, the 
required mathematical background is reviewed in Section 2.1.1. The concept of index and 
regularity are introduced in Sections 2.1.2 and 2.1.3 respectively. Chapter 2 covers the 
proposed regularization algorithm for singular systems. It consists of two algorithms: the first 
algorithm is used to determine the generalized characteristic number [14], [15], [16] and is 
introduced in Section 2.2.1. The second algorithm in Section 2.2.2 reveals the hidden 
constraints behind the algebraic equation. Finally, a standardization algorithm by introducing 
a regularization feedback in Section 2.2 is developed to convert the nonlinear singular system 
to the equivalent ODE in lower triangular form. 
2.1.1 Mathematical Preliminaries 
In the differential-geometric setting [14], [35], the notation of  for smooth function  is 
called the differential of	  and is defined by , … , . For vector-valued 
smooth functions	 , … , 	 and	 , … , 	 and a matrix-
valued smooth function , … , 	 	with	 , … , 	 , the 





, … , , 0,1,… 
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The expression of 	is the Lie derivative of 	along	 . 
2.1.2 Index 
Singular systems are characteristically different than ordinary differential equation systems 
[31].  A difference is the possible impulsive solutions which are caused by arbitrary initial 
conditions or non-smooth inputs on the singular systems. The difference between singular 
system and ODE can be measured by a concept called differential index [19], [29]. The index 
is a nonnegative integer that provides comprehensive information about the complications of 
analysis and mathematical structure of a DAE system. In simple word, [25], [26], [27], [28], 
[30], [20] the higher the index of a DAE system, the more difficult numerical solution can be 
expected. The most general definition of index [19], [29] is  the number of differentiations of 
algebraic equations which is required to obtain the equivalent ODE system. 
The above definition for index is shown by the following example. Consider a DAE system 
the form of (2-1)-(2-3) with three differential equations and one algebraic equation 





0  (2-2) 
 (2-3) 
where , , are differential variables, is algebraic variable and is control input. By 
differentiating the algebraic equation (2-2) with respect to time once and plugging , 	  
from (2-1), the algebraic variable   is calculated by the following expressions 
3 2 2 0 
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3 2  (2-4) 
Differentiating of  in (2-4) with respect to time gives a differential equation the form 
of		 3 2 3 4 . So, by differentiating (2-4) twice, the equivalent ODE 
is obtained, which means the system (2-1)-(2-3) has an index two. 
2.1.3 Regularity 
Consider the system in the following form  





Definition 1.2: DAE system (2-5), (2-6) and (2-7) is regular [19] if 
1. It has a finite index. 
2. The set where the differential variables  are constrained to evolve is invariant under any 
control law for manipulated input	 . 
The system (2-5)-(2-7) is said to be regularizable if there is a smooth regular feedback of the 
form  such that the corresponding closed loop system of the form 
	 	 	
0  
is regular [19], [14] at the neighborhood of .  
If  has a full row rank, then there exists  so that  is 
invertible. As a result, the algebraic variable can be calculated by the following equation: 
 




2.2 Regularization  
A semi-explicit multi-input multi-output (MIMO) differential algebraic system with the 
presence of unknown parameters and disturbances is in the form 
	





The different elements in the system (2-8) - (2-10) are defined as the following 
∈ : 	 	 	  
∈ : 	 	 	  
∈ : 	 	  
∈ : 	 	 	  
∈ : 	 	 	  
∈ : 	 	  
:	 	 	 	 	 	 1    
:	 	 	 	 	 	     
:	 	 	 	 	 	     
:	 	 	 	 	 	  
: 	 	 	 	 	  
:	 	 	 	 	 	 1    
:	 	 	 	 	 	     
: 	 	 	 	 	     
: 	 	 	 	 	  
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: 	 	 	 	 	  
: 	 	 	 	 	 1 
In the equations (2-8)-(2-9), the manipulated inputs  and algebraic variables  appear in 
affine and separable form which covers a wide range of practical applications [14], [19]. 
If  has no full row rank, a regularizing feedback of the form  
cannot make the system regular. The regularization algorithm is used to identify the hidden 
constraints behind algebraic equation (2-9). The algorithm involves a concept of generalized 
characteristic number [14], [15], [16]. 
2.2.1 Calculation of Generalized Characteristic Number (Algorithm 1) 
Calculation of generalized characteristic number  under constraint (2-9) is given in the 
following algorithm [14] with the assumption as  has a full row rank of	 :  
Step	1. 
Assign	 . Set 0 and calculate the Lie derivatives 
	,			 ,			 ,			 ,			  
If the matrix  has constant rank	 , then there exists a unique vector-









Otherwise set 1 and terminate the algorithm. 
Step	 1.  
The sequences of , , , … ,  have been defined and now calculate the 
Lie derivatives 
	,			 ,			 ,			 ,			  
If the matrix  has constant rank	 , then there exists a unique vector-






Otherwise set 1 and terminate the algorithm. 
The algorithm terminates at step	 . Such an integer is defined to be generalized characteristic 
number of function  under the constraint (2-9).  
16 
 
Now differentiate  with respect to time and substitute  from (2-8) for  0, 1, … ,
2: 
	 	  









2.2.2 Regularization Algorithm (Algorithm 2) 
The regularization algorithm [14], [15], [16] is used to identify the hidden constraint behind 




Consider constraint (2-10) and suppose that the matrix  has constant rank	 . 
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Assumption 1: suppose that 	   
Take the  rows that produce the matrix with full row rank of	  and denote it 
with	 . The matrix  takes the form 
,  
1, 2, … ,  (  









Where , , 	 	are first  row of , , 	respectively. 
The algebraic equation (2-9) becomes: 
0   





If one substitutes , , , ,  from (2-11), (2-12) and (2-
13), respectively, to (2-15), the results are expressed in (2-16) 
0 	
 




Now substitute (2-15) in (2-16) to form the following equation 
0  (2-17)
By Assumption 1, the hidden constraint is independent of the unknown parameters and 
disturbances, which means 0 and 0	and as a result the equation (2-9) takes 
the form 
0  (2-18) 
Step	1. 
Assign  and perform Algorithm 1 to calculate the generalized characteristic 
number of 	under		constraint (2-14) and produce	 , 	 , , … , ,
, … , , , … , , , … , . 
Now differentiate with respect to time 






The expression (2-18) confirms that	 0, when put together with (2-14) and (2-19), the 
hidden constraint becomes	0 . Since the hidden constraint is 
independent of	 	 	 , we have	 ≡ 0	 	 ≡ 0 and the hidden constraint takes 
the form 
0 For 0, 1, … , 1 (2-20)













From (2-22) and (2-20) with 1 it is clear that 
0  (2-23)
Combining (2-14) and (2-23) gives the following algebraic equation 
0  (2-24)
with: 
,  , , ,  
If the matrix  has full row rank	 1, then set 2 and go to the next step. 
Otherwise terminate the algorithm. 
Step	2. 
Assign  and perform Algorithm 1 to determine the generalized characteristic number of 
	under constraint (2-24) and produce		 , , , … , , , … , ,	 
, … , , , . . . , . Now differentiate with respect to time. 




It comes from (2-18) that 0, and together with (2-24) and (2-25) gives	0
. Assumption 1 implies	 ≡ 0	 	 ≡ 0. So the hidden constraint 
takes the form 
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0 For 0, 1, … , 1 (2-26)
and for 	 1: 
 (2-27)






By substituting , , , 	 	  in (2-28), it takes the form 
 (2-28)
It follows from (2-26) with 1 and (2-28) that  
0  (2-29)





 , , ,  
If the matrix	  has full row rank	 2, then set 3 and go to the next step. 
Otherwise terminate the algorithm. 
Step	 . 
Suppose Step -1 produces the algebraic equation of the form 
0  (2-31)
Assign  and perform Algorithm 1 to calculate the generalized characteristic 
number of 	under constraint (2-31) and produce	 , , , … , , 
, … , , , … , , , … , . 
 With respect to time, differentiating 	gives 
for 0, 1, … , 2 
	  
(2-32)
The expression (2-18) implies	 0, when combined with (2-31) and (2-32), the hidden 
constraint takes the form	0 . Since the hidden constraint is 
independent of	 	 	 , it is derived that	 ≡ 0	 	 ≡ 0. So the hidden 
constraint becomes 
0 For 0, 1, … , 1 (2-33)






Now let	 , , , 
,  and substitute them into (2-35), it take the form 
 (2-35)
With 1  in (2-33) it is concluded from (2-35) that 
0  (2-36)
 Combining (2-32) and (2-36) gives the following algebraic equation 
0  (2-37)
with 
, , , , 
   
If the matrix  has full row rank	 , then set 1 and go to the next 
step; otherwise, terminate the algorithm. 
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The algorithm is considered feasible if it terminates at Step  and matrix 
 has full row rank of	 . If the Algorithm 2 is feasible, the DAE 
system (2-9)-(2-11) is equivalent to following DAE system: 
	  (2-38)
0 	  (2-39)
with	 , , , , ,	where 
∈ 	and  has full row rank of . Then we can change the equivalent DAE 
system of the form  (2-38)-(2-39) to lower triangular form with using a feedback controller of 
the form  by the following algorithm. 
The initial condition 0 	must satisfy 0 ∈  in order to have impulse free solution for 
equivalent DAE system, where 
∈
0 0, 0 0
	 	 1, 2, … , , 0, 1, 2, … ,
 (2-40)
2.3 Standardization Algorithms (Algorithm 3) 
Once a regular DAE system has been constructed by the regularizing algorithm, a 
standardization algorithm [14], [15], [16] converts the regular DAE system into equivalent 
ODE system with lower triangular structure. This algorithm constitutes the proper change of 
coordinates, and together with a regular feedback controller of the form	 , 
transforms it into ODE with lower triangular form. The standardization algorithm uses the 






Consider output equation (2-10) and assign  and perform Algorithm 1 to 
determine the generalized characteristic number of  under constraint (2-39) to 
produce	 , , , … , , , … , , , … , , 
, … , .  The first order time derivative of 	gives 
for 0, 1, … , 2 
	 	
 
and for 	 1 
 
Now let	 ,	 , ,	 
,  and form 
 
Step	 . 
Assign  and perform Algorithm 1 to determine the generalized characteristic 
number under of  constraint (2-39) to produce	 , , , … , ,
, … , , , … , , , … , . The first order time derivative of 
	with respect to time gives: 





and for 	 1: 
 
Let , , ,  , 
 to form  
Algorithm 3 is terminated at	 . The following assumptions are required. 
Assumption 1: The matrix 
⋮ ⋮
 is nonsingular.  
Assumption 2:  with ⋯  and	 ⋯ . 
The functions  for 0, 1, … , 1 and 0, 1, … , , and   for 
0, 1, … , 1 and 0, 1, … , , form a new set of coordinates which is guaranteed with 
Lemma 1 [15]. 
Lemma 1: assume that Algorithms 1-3 are feasible and Assumption 1 is satisfied. Then, the 
below vectors are linearly independent in	 . 
, , … ,  
⋮ 
, , … ,  









Lemma 1 with Assumption 2 implies that the function Φ 	constitutes a change 
of coordinates.   
… with … for 
1,… ,  
…  with … for 
1,… ,  
Set: 
 for 1,… , 1 and 1,… ,  
 for 1,… , 1 and 1,… ,  
Let: 
… … …  
… … …  
28 
 
By differentiating and	 	with respect to time, the DAE system can be expressed in the 








where 1, . . . ,  
Assumption 3: The matrix  of the following form has a constant row rank ∑
1 for 0, 1, … , 1and	 0, 1, … , . 
… … …  
Lemma 2: Suppose Algorithms 1-3 are feasible and Assumptions 1-3 are satisfied. Then, in 
the  coordinate, the system (2-41) takes the form  
0 
 
, ,  
⋮    
, , , … , , , , … ,  
 
(2-42)
where 1, . . . , . 
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Lemma 1 has been proved in [15]. 
2.3.1 Design Regular Feedback 
The matrix  in (2-39) has full row rank from Algorithm 2, so a smooth matrix-
valued function  exists such that the matrix   is nonsingular. By 
introducing a feedback	 , the algebraic equation (2-39) takes the form 
0	  (2-43)
Solving the equation (2-43) for the algebraic variable	  and 	in	  gives 
 (2-44)
 (2-45)


















The equation (2-42) take the following lower triangular form  
0 
 
0, 0,  
⋮ 
0, , , … , 0, , , … ,  
0, , … , , 0, , … , ,  
(2-46)
where 1, . . . ,  
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Chapter 3  
Adaptive Algorithm 
3.1 Introduction 
The recursive adaptive backstepping [32], [33], [34] design methodology is a powerful tool 
in adaptive control theory to constitute a feedback control law, the parameter estimation law 
and adaptation law by employing Lyapunov stability theorem for nonlinear ODE systems 
with lower triangular structure. The meaning of finite  gain is given in section 3.1.1. The 
adaptive backstepping design procedure is illustrated by an example of SISO system in 
Section 3.2. The algorithm is expanded for two input two output systems in Section 3.3. The 
systematic design procedure for multi-input multi-output and multi-state system with lower 
triangular structure is also described in Section 3.3.   
3.1.1 Finite  Gain 
Let consider a system described by the following equations [11], [18]: 
 (3-1)
 (3-2) 
In the equations (3-1)-(3-2), ∈  is the state vector, ∈  is a time dependent 
disturbance, ∈ 	is the output, and the functions . , .  and .  are smooth functions 
globally on . It is assumed there exists an equilibrium point  such that 0, 
0 and	 0. 
It is assumed that there exists a solution , 0, ,  to the system (3-1)-(2-2) for 
all	 0, for all ∈ 	and	 ∈ , in which ∈  at time	 , and such that	 0
. The following definition is held 
Definition 3.1: Let	 0. The system (3-1)-(3-2) has a  gain less than or equal to  if: 
‖ ‖ ‖ ‖  
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for all 0 and all	 ∈ , and initial condition of 0  with 
, 0, , . 
3.2 Adaptive Backstepping Technique for SISO System 
The recursive backstepping design methodology [62], [63] was originally introduced in 
adaptive control theory to construct the feedback control law, the parameter adaptation law 
and the associated Lyapunov function systematically for a class of nonlinear systems 
satisfying certain structured properties. The backstepping method is Consider the following 
single-input single-output (SISO) and single state system 
												 	 (3-3)
Thanks to Lyapunov stability theorem, we introduce a Lyapunov candidate function  of 
the form 
											 , 	
First order derivative of	 , 	with respect to time and substituting  from (3-3) gives 
the following expressions 
									 	 (3-4)
The Young inequality and the procedure introduced in [17] is recalled. Assume that  and  






Let  and	 . By considering the fact that , 	 	  are scalar in (3-3), the 
following inequality holds 
(3-6)
By adding and subtracting the necessary terms to both side of inequality (3-6) and grouping 
terms and simple calculations, it becomes the form 
1
4
                      
(3-7)





Then substituting (3-8) into (3-7), leads us to the following 
 (3-9)
By integrating both side of (3-7) from  0 to  we have: 
0  




and if 1 
  
By Definition 3.1, the zero initial condition is considered for derivation of   gain [18]. It 
implies 0 0 where 0 	and 0.  
3.3 Adaptive Backstepping Technique for MIMO System 
The above design procedure [17] [62], [63][17] can be easily expanded for a multi-input, 
multi-output (MIMO) system. The procedure is illustrated by the following example for two 
inputs two outputs and two states system. Then we expand the procedure for large scale 






The control input for the first subsystem has been designed in Section 3.2 by Lyapunov candidate 









. Let introduce a Lyapunov candidate 
function of the form , ,  for second subsystem.												
Differentiate	 , , 	with respect to time and substitute  from (3-10). Grouping 













    
Now recall the Young inequality by letting  and	 . By considering that 
, 	 	  are scalar in (3-10), then the following inequality is true 
(3-11)
By adding both side of inequalities (3-9) and (3-11) together and adding and subtracting 




                    
(3-12)
The parameter estimation law and control law is defined the form 
 
  (3-13)




By the same approach in Section 3.2 and integrating both sides of inequality (3-14) and 
considering the zero initial condition, the following is derived 
2  
if 2  and 2 
  
And it is nothing than definition of finite  Gain. 
Now the adaptive backstepping design procedure is expanded to large scale system. Consider 




, , … , , , … ,  
, , … , , , , … , ,  
(3-15)
where 1, . . . ,  
The target is to design an adaptive back stepping almost disturbance decoupling controller 
and the parameter estimator of the form , , … , , , 	  and 	
, , … , , , 	  to achieve the finite  gain from disturbance to output. 






, , … , , , … ,  
, , … , , , , … , ,  
(3-16)
Step	1.1. 
Now the adaptive controller is designed for the first equation	 . 
The Lyapunov candidate function is selected the form of , and 
apply the design procedure: 
 
 
	 01 01 	
with  and	 . By recalling Young inequality and letting  and 
 we have: 
	 (3-17)
By adding and subtracting the terms to both side of inequality (3-15) and grouping terms and 






                      
(3-18)
Introduce the tuning function  and input law 	of the form 
       (3-19)




























with  and	 . Letting  







The same approach by adding both side of inequalities (3-20) and (3-21) together and by 














1 2 2 	
(3-22)




       









with ∑ . 






with ∑  and	 ∑  . Now 





Adding both side of inequalities (3-25) and (3-26) together and by adding necessary terms 



















By the same reasoning to step 1 and selecting	 , the 














By applying (3-31) the inequality (3-30) becomes		
1  
(3-32)




, , … , , , … ,  
, , … , , , , … , ,  
(3-33)
Applying the same design procedure  is derived. The following steps show the procedure. 
Step	2.1.  
The Lyapunov candidate function for the first equation in (3-33) is selected of the 
form	 , . Now differentiate	 	with respect to time and substitute	 . 
The expression for	  take the form 
	  




Add both side of inequalities (3-32) and (3-34) together. Then add and subtract the required 






                    ∑  
(3-35)
Introduce a tuning function of the form 	and input law of the form 
 and substitute them in (3-35). It is not difficult to verify that 









By the same procedure and reasoning in Step	1. , select	  and 





























Reviewing (3-41) for  and letting	  , gives us: 
0 1  
(3-42)
By choosing	 1 , 1,2, … , , it follows from (3-43) that  
0 1 1  
And it implies ∑ . Therefor the  Gain from disturbance  to 
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4.2 Dynamic Model for 2DOF Parallel Robot  
The schematic of a 2DOF planar parallel robot [42], [43], [44], [45], [46] is shown in Figure 
4-1: 2DOF Planar Parallel Robot. In this schematic,  is mass of link	 ,  is length of link	 , 
 is distance to the centre of mass from the lower joint of link	  and  represents the mass 
moment of inertia of link	 . There are four joints from which, the joints  and  are driven 
by motors mounted at the base of each link while the joints  and  are passive.  
The dynamic model of robot [15] is written by the equations of the form 
,  (4-1)
0 (4-2)
In the equations (4-1) and (4-2) the vector  is the vector of 
dependent generalized coordinates. 
The selected physical model involves the unknown parameters and disturbances. The 
unknown parameters [44] are mass of link	 , distance to the centre of mass from the lower 
joint of link	 , and the mass moment of inertia of link	 , while the disturbance is a reaction 
torque or force vector torque from the object/environment acting on the links. The vector of 
unknown parameters [44] is defined as  Θ , , , , , , , , ,  with the 
following elements 
, , , , 










: 4 4	positive definite inertia matrix with elements 
below: 
′ 2 cos	 , ′ ′ cos	 , ′ 2 cos	 , 






: 4 4	Coriolis or centrifugal torque matrix with the 
following elements 
′ sin	 , ′ sin	 , ′ sin	 , 
′ sin	 , ′ sin	 , ′ sin	 , 
 
: 4 1	gravity vector with the following elements 
′ cos cos , ′ cos cos  
′ cos , ′ cos  
0 0  : 4 1	input torque vector  
: is constraint. The expressions for constraint are 
′ cos cos cos cos  (4-3)
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′ sin sin sin sin  (4-4)
0 0 : is disturbance which is a reaction torque or force vector from the 
object acting on the links. 





The dynamic model described by equations (4-5), (4-6) and (4-2) is not in a semi-explicit 
form of (2-9) and (2-10). But, the regularization algorithm introduced in Section 2.2 can be 
used with some modifications such as defining generalized characteristic number in form of 
vector. Performing the regularization algorithm on the algebraic equation (4-2), is equivalent 
to differentiating (4-2) twice, which gives 2 and	 2 respectively.  
Differentiating (4-2) with respect to time, yields the equations of the form 












Differentiating (4-7) produces  





, 1 sin 1 1 1
2 cos 1
3 sin 1 3 3 1 3
2
cos 1 3
2 2 sin 2 2 2
2 cos 2
4 sin 2 4 4 2 4
2
sin 2 4  
(4-11)






sin 1 3 2 2 2 2 2
2
2
4 2 4 4 2 4
2
2 4  
(4-12)













with 2 , 2 , , cos cos  
		 sin sin  
Solving (4-7) for  and	 , we have [40] 
 (4-15)
 (4-16)
In order to get  and  differentiating (4-15) and (4-16) instead of solving (4-10) results in 
 (4-17)
	  (4-18)
The expressions for	 , , , ,	 , ,  and  are introduced later. Plug (4-15), 








The compact form of differential equations (4-19) and (4-20) takes the form 
,  (4-21)






with	 , , , , , 	and 
.  
The elements of	 , ,  and   [42], [43], [44] can be expressed as	 Θ, Θ Θ 
for , 1,2 where  
…  
1, 0, 1 , , 2 1 , 
0, 0, 0, 0, 0 
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0, 0, 1 , 1 , , 
, 0, 0, 0, 0 
1, 0, 1 , 1 , , 
0 , 0 ,  0, 0, 0 
0, 1, , 1 , 0,  
2 1 , 0, 0, 0, 0 
…  
0, 0, 1 , ,  
1 sin , 0, 0, 0, 0, 
0 
0, 0, 1 , ,  
sin , sin , 0, 0, 
0, 0 
0, 0, , 1 , sin , 
sin , 0, 0, 0, 0 
0, 0, , 1 , 0,  
1 sin , 0, 0, 0, 0 
…  
0, 0, 0, 0, 0, 0, cos , 0, 
1 cos , cos  
0, 0, 0, 0, 0, 0, 0, cos , 
cos , 1 cos  
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Ψ Ψ , 	
(4-24)
Ψ
Ψ Ψ Ψ Ψ
Ψ Ψ Ψ Ψ
1 0 0 0
0 1 0 0
 
(4-25)
The elements of Ψ  are 
Ψ sin sin ,  
Ψ sin sin  
Ψ sin , 
 Ψ sin , cos cos  
Ψ cos cos , 
 Ψ cos ,Ψ cos   
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The matrix of Ψ ,  and its elements take the form 
Ψ ,
0 0 0 0
0 0 0 0
 
(4-26)
Ψ cos cos , 
Ψ cos cos ,  
Ψ cos . 
Ψ cos , 
 Ψ sin cos  
Ψ sin sin ,  
Ψ sin  
Ψ sin  
4.4 Standardization 
Suppose  is the output equation, where 	 	 	are desired set points. 
Let  and	 .  The resulted system from Section 4.3 is not exactly 
the same as the outcome from Section 2.2.2, but by using the concept of standardization 
algorithm, the following results are obtained 
,				  
	 ,			  
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By differentiating and	 	with respect to time, the system (4-5), (4-6) and (4-2) can be 






4.5 Design Adaptive Controller 
The adaptive backstepping controller is designed for the system described by (4-27)-(4-28). 






By differentiation (4-29) with respect to time and substituting  and we have  
 (4-30)
Now by introducing virtual input 	  and substituting in (4-30), 














Θ Θ Γ Θ Θ  
(4-32)
Differentiating  with respect to time gives 
1
2
Θ Γ Θ Θ  





























Θ Γ Θ Θ  
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According to [44], the matrix 2  is skew symmetric and 













° ° ° ° °








Θ Γ Λ° Θ Θ  
(4-33)





























Θ Γ Λ°  
(4-36)






2 1  (4-37)
If		 0, 1, it follows from (4-34) that  which implies 
 
Therefore, the  Gain from disturbance  to ,  does not exceed	 .  
4.6 Simulation Results 
The value and parameters for this simulation work are given in Table 4-1. These values were 
selected from a practical system in [42], [43]. 
The gravity constant is 9.81 / and the distance between shafts of motors is measured 
as 0.4240	 .  
The initial angles for joint variables are 0 0° , 0 0° , 	 0 62.55° ,
0 117.44°  while the desired angles are set to be	 90° , 90° 	,
27.44° 	 	 27.44° 	. The initial values for unknown parameters are  
Θ 0 0.08, 0.08, 0.02, 0.02, 0.03, 0.03, 1.8, 1.8, 0.6, 0.6  
which are the values calculated based on the nominal values of the parameters.  
In order to verify the results, two sets of simulations were performed in MATLAB 2015b 
with the tuning parameters: 
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5, 5, 15, 15, 
Γ 30, 30, 30, 30, 30, 30, 30, 60, 150, 150 , 
In the first simulation, an adaptive backstepping controller without disturbance decoupling 
was designed while the model includes disturbance. The control input and parameter 






Θ Γ Λ°  
(4-38)
The second simulation was conducted based on adaptive backstepping controller with almost 
disturbance decoupling in the form of (4-36) with	 	 	 0.1. 
The disturbances as shown in Figure 4-2 and Figure 4-3 are used for both simulations to 
demonstrate the effect of the disturbances. 
Table 4-1: Link Parameters. 
Link   	    	 .  
1 0.1950 0.4600 0.3367 4.5667 10  
2 0.1950 0.4600 0.3367 4.5667 10  
3 0.2538 0.4600 0.2400 8.626 10  
4 0.2538 0.4600 0.2400 8.626 10  







































































4.7 Result Discussion 
The simulations were run in the presence of disturbance torque of the form in Figure 4-2 and 
Figure 4-3. The simulation results are shown in Figure 4-4 to Figure 14-16.  The errors for 
link angles with respect to the set-points are shown in Figure 4-6 to Figure 4-9. In the 
exposure of such disturbances, the errors converge to a smaller bounded value for adaptive 
almost disturbance decoupling controller, which is quite satisfactory.  
On other hand, Figure 4-10 to Figure 4-13 show the comparison of joint velocities for both 
adaptive almost disturbance decoupling and adaptive backstepping controllers. It is clear that 
the disturbance has less effect on the joint velocities with adaptive almost disturbance 
decoupling controller. 
As shown in Figure 4-4 and Figure 4-5, the control inputs for both adaptive almost 
disturbance controller and adaptive backstepping controllers have the same performance in 
the area where disturbance is activated. The proposed adaptive almost disturbance controller 
yields excellent performances vs adaptive backstepping controller. These simulations verify 




Chapter 5  
Conclusion and Future Work  
5.1 Conclusion  
In this work, the adaptive almost disturbance decoupling for nonlinear singular systems has 
been discussed. Below is a summary of the main results and achievements:  
1. The singular system has been regularized to find a static regularization feedback law 
which renders the nonlinear singular system impulse free. An extension has been made to the 
regularization algorithm introduced in [16].  
2. The regularized system has been converted into the ODE system in lower triangular form 
by extending the standardization algorithm in [16].  
3. The proposed regularization and standardization algorithms include one more terms in 
each step compared to the algorithms in [16]. 
4. An adaptive backstepping controller has been designed to reduce the effect of the 
disturbance on the output less than the specific level. The control and parameter adaptation 
laws have been formulated for large scale systems. The systematic design procedure can be 
applied to any system in lower triangular form. 
5. The proposed regularization, standardization and adaptive almost disturbance decoupling 
algorithmic procedures have been applied to a 2DOF planar parallel robot, which is a high 
index singular model. The simulation results show the performance of the proposed method. 
The almost disturbance decoupling problem is related to high-gain feedback design. In cases 
where the problem cannot be exactly solved, increasing the accuracy of the decoupling 
requires increasing the gains of the linear state feedback control. In terms of almost 
disturbance decoupling, the performance of controller is acceptable and it can attenuate the 
disturbance arbitrarily. To achieve a lower effect of disturbance on the output requires higher 
gain. This problem seems to be a disadvantage of the backstepping technique, which is a high 
gain feedback controller. 
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5.2 Future Work 
The following four open problems can provide direction for future research: 
1. To relax the assumptions in regularization and standardization algorithms; for example, to 
include zero dynamics in the algorithms. 
2. To extend the adaptive almost disturbance decoupling controller to tracking control 
problem. 
3. To perform this simulation on the proposed adaptive almost disturbance decoupling 
controller in different applications, such as chemical and electrical systems, in order to verify 
the performance of the controller.   
4. To conduct an experimental test, verify the performance of the proposed controller and 
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