



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































ε 一3 一2．5 一2 一1。5 一1 一〇．5
確率 α01 0．03 0．04 0．07 0ユ0 0．15
0 0．5 1 t5 2 2．5 3










ア P（ア1θ一〇） P（ア1θ一1） 尤度比
一3．0 0．Ol 0．00 0．00000
一2．5 0．03 0．00 0．00000
一2．0 0．04 0．01 0．25000
一1．5 0．07 0．03 0．42857
一1．0 0．10 0．04 0．40000
一〇，5 0．15 0．07 0．46667
0．0 0．20 0．10 0．50000
0．5 0．15 0．15 1．00000
1．0 0．10 0．20 2．00000
1．5 0．07 0．15 2．14286
2．0 0．04 0．10 2．50000
2．5 0．03 0．07 2．33333
3．0 0．01 0．04 4．00000
3．5 0．00 0．03 oO
4．0 0．00 0．01 oO
から求めることができる。Neyman－Pearsonの補題から　・候補値が真の標本であるとき
に帰無仮説を棄却できる尤度比の最小値と、そのときの有意水準は次のようになる。
候補値w 確率変数π（一） 尤度比の最小値 有意水準
1 0．5 2．00000 0．25
1．5 0 2．14286 0．15







































































































































































































































































































































































































































































一3．5 0．00333 0．00000 1．00000 0．00495 0．00000 0．00000 0．00010 0．00000 0．00000
一3．0 α01333 0．00000 0．00000 0．01495 0．00000 0．00000 0．01010 0．00000 0．00000
一2．5 0．02667 0．00333 0．12500 0．02505 0．00495 0．19760 0．02990 0．00010 0．00334
一2．0 α04667 0．01333 0．28571 0．04990 0．01495 0．29960 0．04020 0．01010 0．25124
一1．5 0．07000 0．02667 0．38095 0．07000 0．02505 0．35786 0．07000 0．02990 0．42714
一LO 0．10667 0．04667 0．43750 0．10990 0．04990 0．45405 0．10020 0．04020 0．40120
一〇．5 0．15000 0．07000 0．46667 0．15000 0．07000 0．46667 0．15000 0．07000 0．46667
0．0 0．16667 0．10667 0．64000 0．15050 0．10990 0．73023 0．19900 0．10020 0．50352
、　0．5 0．15000 0．15000 1．00000 0．15000 0．15000 1．00000 0．15000 0．15000 1．00000
1．0 0．10667 0．16667 1．56250 0．10990 0．15050 1．36943 0．10020 0．19900 1．98603
1．5 0．07000 0．15000 2ユ4286 0．07000 0．15000 2．14286 0．07000 0．15000 2．14286
2．0 0．04667 0．10667 2．28571 0．04990 0．10990 2．20240 0．04020 0．10020 2．49254
2．5 0．02667 0．07000 2．62500 0．02505 0．07000 2．79441 0．02990 0．07000 2．34114
3．0 0．01333 0．04667 3．50000 0．01495 0．04990 3．33779 0：01010 0．04020 3．98020
3．5 0．00333 0．02667 8．00000 0．00495 0．02505 5．06061 0．00010 0．02990 299，000
4．0 0．00000 0．01333 oO 0．00000 0．01495 ◎○ 0．00000 0．01010 oO




有意水準αo λ　2，αo λ　LG　3 λ　し05 ろ，。7
α75 6．74 0．14 0．12 0．10
0．76 6．90 0．15 0．13 0．10
0．77 7．07 0．15 0．13 0ユ0
0．78 7．24 0．17 0．14 0．11
0．79 7．42 0．17 0．14 0．12
0．80 7．61 0．18 0．15 0．12
0．81 7．81 0．19 0．16 0．13
0．82 8．02 0．21 0．17 0．14
0．83 8．24 0．22 0．18 0．15
0．84 8．47 0．23 0．19 0．15
0．85 8．72 024 020 0．17
0．86 8．98 0．25 0．21 0．18
0．87 9．26 0．27 022 0．18
0．88 9．57 028 024 0．20
0．89 9．89 029 0．25 0．20
0．90 1025 0．31 0．26 022
0．91 10．65 0．32 028 024
0．92 11．08 0．35 0．31 0．25
0．93 11．58 0．37 0．32 0．28
0．94 12．15 0．40 0．36 0．31
0．95 12．82 0．44 0．39 0．34
0．96 13．63 0．47 0．42 0．36
0．97 14．67 0．53 0．47 0．42
0．98 16．13 0．60 0．55 0．49











0．75 8．22 0ユ5 0．11 0．09
0．76 8．41 0．15 0．12 0．09
0．77 8．62 0．16 α13 0．10
0．78 8．83 0．16 0．13 0」0
0．79 9．05 0．18 0．14 0．11
0．80 9．28 0．19 0．15 0．12
0．81 9．53 020 0．16 0．13
0．82 9．78 0．21 0．17 0ユ3
0．83 10．05 0．22 0．18 0．14
0．84 10．33 0．24 0．19 0．15
0．85 10．63 0．25 0．21 0．16
0．86 10．95 0．27 022 0．17
0．87 11．30 027 0．22 0．18
0．88 11．67 0．30 0．25 0．20
0．89 12．07 0．31 0．26 0．21
0．90 12．50 033 028 022
0．91 12．98 0．35 0．30 0．24
α92 13．52 0．38 0．32 0．27
0．93 14．12 0．40 0．34 0．28
0．94 14．81 0．45 0．39 0．33
0．95 15．63 0．47 0．41 0．35
0．96 16．62 0．53 0．46 0．40
0．97 17．89 0．58 0．52 0．45
0．98 19．67 0．66 0．59 0．53





有意水準αo λ　2，αo λ　1．0．3 ろ，。5 ろ，。7
0．75 10．02 0．14 0．11 0．08
0．76 10．26 0．15 0．12 0．09
0．77 10．51 0．15 0．12 0．09
0．78 10．77 0．17 0．13 0．09
0．79 11．04 0．18 0．14 0．10
0．80 11．33 0ユ9 0．14 0．11
0．81 11．62 0．20 0．15 0．11
0．82 11．93 0．22 0．17 0．12
0．83 12．26 0．23 0．18 0．13
0．84 12．61 024 0．19 0ユ4
0．85 12．97 0．25 0．20 0．16
0．86 13．36 0．27 021 0．17
0．87 13．78 0．28 023 0．18
0．88 1423 α30 0．25 020
0．89 14．72 0．33 0．27 0．22
0．90 15．25 0．34 0．29 0．23
0．91 15．84 0．37 0．31 0．24
0．92 16．49 0．40 0．34 0．28
0．93 17．23 0．44 0．36 0．30
0．94 18．07 0．46 0．40 0．33
0．95 19．07 0．51 0．44 0．37
0．96 20．28 0．57 0．49 0．43
0．97 2L83 α63 0．56 0．49
0．98 24．00 0．69 0．63 0．56





有意水準α。 λ　2μ【， λ　1，03 ろ，。．5 ろ，。，7
0．75 12．16 0．14 0．11 0．07
0．76 12．45 0．15 0．11 0．07
0．77 12．75 0．16 0ユ1 0．08
α78 13．07 0．17 0．12 0．09
0．79 13．40 0ユ8 0．13 0．09
0．80 13．74 0．19 0．14 0．10
0．81 14．10 020 0．15 0．11
0．82 14．48 021 0．16 0．11
0．83 14．87 023 0．17 0．13
0．84 15．29 0．25 0．19 0．14
0．85 15．74 0．25 0．21 α15
0．86 16．21 0．29 0．22 0ユ7
0．87 16．72 0．30 0．24 0．17
0．88 17．27 0．32 0．26 0．19
0．89 17．86 0．35 0．27 0．21
0．90 18．50 0．37 0．30 024
0．91 1921 0．40 0．32 026
0．92 20．01 0．42 0．35 0．28
α93 20．90 0．46 0．39 0．32
0．94 21．92 0．51 0．43 0．35
α95 23．13 0．56 0．48
0．40
0．96 24．60 0．61 0．53 α45
0．97 26．48 0．67 0．60 0．51
0．98 29．12 0．75 α68 0．60
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































項目1 項目2 項目3 項目4 項目5
日本 2 一〇．5 一〇．5 一〇．5 一α5





































































































































































































































































































































































































































































































経営特性1 経営特性2 経営特性3 経営特性4
段階1 信頼度指数 0．2133 0．1449 0．0048 0．0766
受容リスク 1 0．83 1 0．77

































経営特性1 経営特性2 経営特性3 経営特性4
項目数 5 4 2 4
受容リスク 1 1 0 1
信頼度指数 02123 0．1449 0．1634 0．1008






















経営特性1 経営特性2 経営特性3 経営特性4
受容リスク 1 0．81 0．01 0．18
F値 18．3946 4．5439 0．9588 2．5181




















経営特性1 経営特性2 経営特性3 経営特性4
機械 平均 3．9417 32424 3．7778 3．7847
標準偏差 0．3991 0．4908 0．4082 0．3932
電機 平均 4．3030 3．5729 3．8485 3．7083
標準偏差 03740 0．3346 0．3761 0．3099
自動車 平均 4．2417 3．4861 3．8750 4．0476
標準偏差 0．6089 0．4928 0．6487 0．1854
F値 1．53 1．39 0．10 2．26
P丹・F値） 02370 0．2708 0．9068 0．1148
業種間で差はないという帰無仮説を棄却できる経営特性は一っもない。しかし、各業種の
平均値と標準偏差の大きさ、集計したことで標本が企業数にまで減少したという状況を考
えれば、この結果は驚くに当たらないだろう。
5－5補足1：分散分析表、表5－2－1の説明
　これまでの議論は回答者数を繰り返しと見なした質問項目×企業の二元配置分散分析に
基づいて進められた。この分散分析の結果が表5－2．16である。そこで、本節では、この
表の導出と構造にっいて説明していく。最初に、この表の見方にっいて次の二点を注意し
ておく。第一は、期待値E（平方和÷自由度）が測定の試行t（回答者aと同値）に加え質問
項目gと企業cにっいても取られていることである。この値を基に信頼度指数が推定され
ることは既に述べた通りである。第二は、添え字に“・”の付いた変数が対応する添え字
についての標本平均を表していることである。
1
6この表は弱真値モデルに対応した表2－3、1と同じ形式である。
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5－5－1　4～6fア1i7’βθ腓θθηノ‘θ1ηxOo〃ρany　Cel／s～Tota／
表5－2．1の4～6行目は、項目選択の段階1で要請される仮説検定；
　　　　　　　　　　モデル：E（Y、。at）＝T，、，帰無仮説：Tgc＝μ
に対応している。まず、被説明変数ベクトルyは次のように定義される。
　　　　　　　y無c＝（♪ノ9、，ビ・・ア9、，・f）
　　　　　　　　y’ニ（yli…yl，・　i・yl、”・yl。　i…ly［バ・y2、（・）；Gα・1
モデルE（Yg。a，）＝㌃に対応した説明変数行列Xiと母数ベクトルβiは；
　　　　　　Xi一儲回一・一一一㏄
　　　　　　β｛＝（Tn…　T，（・卜・・lTGI…　Tc∫（r）；GC　x　1
と定義される。ただし、O，、はn次元ゼロ列ベクトル、　Enはすべての要素が1のn次元列
ベクトル、演算子⑭はクロネッカー積7である。
　この仮説写．＝μを線形仮説H【β，＝ξ，と行列表現したとき、その係数行列H，と定数ベ
クトルξ1は次のようになる．
　　　1－10…
　　　10－1－　O
H【ニ　　　．
　　　100…　　－1
ξ1＝0α・＿1
GC－1；（GC－1）×GC，rank　H　i＝GC－1
・一・一の行一，し・孟⑭B ：鋤と定一
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5－5－23方二βノ∫nteinction
　表の3行目は項目選択の段階2に対応した仮説検定；
　　　　　　　　　モデル：E（Yg。at）＝T．。，帰無仮説：Tg，＝vg＋vc
における残差平方和を示している。ところで、5－1節で述べたように、本来の帰無仮説は
T，、＝μ＋y，＋ソ、である。検定で総平均μを省略できることは、具体的な行列を定義した
後で説明する。
　ここでのモデルは5－5－1で説明したモデルと同じだから、そこで定義した被説明変数
ベクトルと説明変数行列を用いればよい。帰無仮説T，。＝Vg＋v，は行列Z，β2；
　　　　　　β1－（ygl…y，。匡1…VCr’）；（G・C）・1
Z＝
σ
10…0 1…0
r　9　　9　・　　■　・
’・
D　C
10…0 0…1
●　　，　・ ●　o　　・
00…1 1…0
o
■　o　　，　… σ●
00…1 0…1
ニ（1。⑭E。E。⑭1。）；GC・（G＋C）
　　　　rank　Z＝G＋C－1
により、β，＝　Zβ2と表すことができる。しかし、ベクトルβ2は未知だから；
　　　　　　　　βi＝Zβ2⇔β2＝Z一β，⇔（1（；（：．G（J－ZZ’）βi＝0
において、H2＝IG（．。α．－zzr Cξ2＝O‘；‘Jとおくことで、この仮説をH2β，＝ξ2と、係数
行列と定数ベクトルが既知の通常の線形仮説として表せばよい。この係数行列H2の階数
は一般逆行列の性質から；
　　　　　　　　　　　　　　　　　　　’
　　　　　　rank　H　2＝rank（1（；c。G（．－ZZ－）＝GC－rank　Z＝（G－1）（C－1）
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となる。また、V（X「）＝　R（；cだから、仮説T，、ニvg＋vcは検定可能である。
　ここで扱った仮説Lcニvg＋γ、乏本来の仮説Tgc＝μ＋レg＋Vcが同値であることを最
後に説明しておく。まず、仮説Tg、＝vg＋y。はβi＝Zβ2と表される。これは母数ベクト
・レβ，に関する条件B，∈V（Z）を意味して・・る・次に・β’＝
k乱）・Z牟一（EαZ）と定義す
れば、総平均μを加えた仮説Tg，＝μ＋vg＋v，はβ，＝Z’β゜⇔β，∈V（Z’）と表すこと
ができる。このとき、V（Z’）＝V（EθcZ）＝V（Z）が成立する。これは二つの仮説が同値
であることに外ならない。
5－5－31～2fテβ’Betveen　Tθsts～Between　Cemρan∫es
　表の1行目は項目選択の段階3に関する検定問題；
　　　　　　　　　　モデル：Tg。＝Yg＋Y、　，帰無仮説：Tg，＝レ。
の、2行目は帰無仮説Tg，＝レgの検定に対応した残差平方和を示している。二つの仮説は
同じ構造なので、ここでは最初の仮説について説明する。　　　　　．
　まず、加法モデルT，c＝vg＋v，の下での説明変数行列X2は次のようになる。
X2ニ
G
Eオ0パ・・0瀦 Eガ・・0湘
9　，　　，　，　　，　　P
’・
D　　C
E瀦0濯…0π 0π…Eオ
●　　■　　o ．　　ロ　　o
0オ0濯…E圃 Eガ・・0オ
●　　6　●　O　　o　　■
・・　　．
0、0パ・・Eズ 0パーE湖
　　　　G
　　Eオ…OA
＝　　　’・．　　⑭Ec　EG⑭
　　OA…E刈
○
河
E”π0
　　　　　　　　　　　　　　　ノ
＝（（1，，　XE，）⑭E。E。⑭（1，・⑭E、））；Gα・（G＋c）
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これは5－5．2で定義した行列Zの各行をA回繰り返して得られる行列だから、その階数
はG＋C－1である。母数ベクトルは5－5－2で定義したβ2である。また、被説明変数べ
クトルyはこれまでと共通である。このとき、仮説Tg，＝　Vcは；
唾／i∴：：1
ξ3＝O（］＿1
・…一・）…
j　；　（G　一　1）　・　（G　・　c）・　・ank　H，　＝　G　一　1
によりH3β2＝ξ3と表すことができる。また、条件V（Hl）⊆V（Xl）が成立することは容
易に示される。
5－6補足2：質問項目の選択と因子分析
　おそらく、企業調査における質問項目の選択で現在最も普及している項目選択の方法は
因子分析によるものである。この方法は合成尺度の特殊信頼性係数を高めるように構成し
た項目選択の方法と理論的に同値であり、5－2節で提案したのと同じ3段階の選択手続き
を導くことができる。しかし、実際に因子分析を適用することは薦められない。以下、因
子分析による項目選択の方法と問題点について説明していく。
　因子分析モデルとは2・4節で説明した質問項目の構城的妥当性の考え方に基づいた尺
度の表現である。因子分析では、構成的妥当性を持っ項目の尺度は共通する構成概念θに
より説明されると考え、この構成概念を共通因子（Common　Factor）と呼ぶ。そこで、共通
因子の項目gに対する効果を因子負荷量（Factor　Loading）λ，とし、回答者aの項目gによ
る尺度稔aを；
Ygoニμ9＋λ9θo＋Ega
と表現する。これを因子分析モデルという。ただし、E。E（Yga）＝μ9である・Egaは特殊
誤差のことであるが、因子分析では固有因子（Unique　Factor）と呼ばれる。
　さて、構成的妥当性を持たない異質な質問項目は相対的に小さな因子負荷量として検出
できるはずである。ここから、因子負荷量の大きい項目を共通因子により説明される分散
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を勘案して選択するという方法が導かれる。具体的な選択手続きを述べる前に、この方法
と信頼性との関係から説明していく。
　合成テストの特殊信頼性係数は；
ρ多　・＝
㌃
・
Σ
廻
　
ユ
　
び
　
σ
　㌃散σ ＝1一
（；
Σσ3（E，a）
9＝1
σ9（Za）σ翻
（J
Σσ3（Yga）＋ΣΣσ。（Y，．…Yh．）
9＝1　　　　　　　　　　　9≠h
だから、互いに相関が高く特殊誤差分散の小さい質問項目を選ぶことで、この値を大きく
することができる。まず、固有因子と特殊誤差は同じ変数だから、特殊誤差分散の小さい
質問項目を選ぶことは共通因子が説明する分散を大きく’する質問項目を選ぶことと同値で
ある。さらに、項目間の相関係数にっいて関係式；
ρ。・（・Y。。・，・Y、，。）・・σルYh。）・E（ん、θ。＋E，。）（z・θ。＋E’。）＝λ，λ’，al（θ・）
が成立するから、互いに相関係数の大きな質問項目を選ぶことが因子負荷量の大きい質問
項目を選ぶことと同値であることも分かる。
　このように、因子分析に基づく項目選択と質問項目の信頼性に基づいた項目選択が理論
的に等しいことが示された。従って、因子分析による方法も回答者毎ではなく、企業毎に
適用される限りは正しいと言うことができる。以上の議論から；
段階1：共通因子により説明される分散が大きければ質問項目の取捨選択は行わない
段階2：因子負荷量が大きく均等な質問項目を選ぶ
段階3：E。E（Yga）＝μgが等しい質問項目を選ぶ
が具体的な項目選択の方法となる。この方法は本論文で提案した3段階の選択手続きと同
じものである．しかレ以下で述べる二つの理由から、質問囎の選択で因子分析を実際
に適用することは薦められない。
　第＿は因丁一分析による項目選択が必要以上に厳しくなることである。前章で提案した測
定モデルは一般化可能性理論と同様に尺度Yを；
E（Y，、at）＝μ＋Vg＋γc＋γgc
　　　　　　　　　　　　　　　　　　1
と表現することができた．これはモデ・レと・・うより騰的な分解を表している・この糊
と因子分析のモデルを比較することで；
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v＋v　＝λθ
c　　　gc　　　　g　c
の成立が必要となることが分かる。しかし、この関係が成立するのは、質問項目が項目選
択の段階2の条件を完全に満たしている場合に限られる。この場合は質問項目×企業の交
互作用効果が存在せず、因子負荷量も質問項目に依存しないため、Vc＝Aθ、が成立するか
らである。一方、条件が完全に満たされない場合、その不整合は因子分析の推定において
固有因子にすべて吸収されてしまう。固有因子と特殊誤差は同じものだが、その分散が本
論文で提案した測定モデルの誤差分散より大きく推定されることは明らかである。これは
因子分析に基づく方法が分析者にとって不利であることを意味している。
　第二は因子分析を用いる必要性がないためである。選択された質問項目を用いての分散
分析は尺度を表現するモデルに依存するが、それは5－2節で提案した項目選択の結果とし
て特定化されるからである。さらに、段階3を検証するには5－2－6で示した分散分析に
頼らざるをえない。以上から、因子分析を敢えて項目選択の手法とする必要のないことが
分かる。
’
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表5－2－1
平方和 自由度 E（平方和÷自由度）
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