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a b s t r a c t
We study the existence, uniqueness and exact asymptotic behavior of solutions near the
boundary to a class of quasilinear elliptic equations
−div(|∇u|p−2∇u) = λg(u)− b(x)f (u) in Ω
where λ is a real number, and b(x) > 0 inΩ and vanishes on ∂Ω . The uniqueness of such
a solution follows as a consequence of the exact blow-up rate.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we will be concerned with the existence, uniqueness and exact asymptotic behavior of solutions for the
following quasilinear elliptic problem:{−∆pu = λg(u)− b(x)f (u), inΩ
u = +∞, on ∂Ω (1.1)
where Ω is a smooth bounded domain of RN , λ > 0, b(x) ∈ C(Ω) is nonnegative, and with 1 < p < ∞,∆pu =
div(|∇u|p−2∇u) is the p-Laplacian. By a large (or explosive) solution of (1.1) we mean u(x) ∈ C1(Ω) such that u(x)→+∞
as d(x) := dist(x, ∂Ω)→ 0+.
The study of large solutions goes backmany years. Various authors have investigated the existence, asymptotic boundary
behavior and uniqueness of solutions to the problem{
∆u = g(x)f (u), inΩ
u(x)→∞, as x→ ∂Ω. (1.2)
Bieberbach [1] studied the uniqueness of the solution with g(x) = 1, f (u) = eu in 1916. The result was extended to smooth
bounded forms in R3 by Rademacher [2]. In 1957, Keller [3] and Osserman [4] carried out a systematic study of this problem
and gave a necessary and sufficient condition for f with g(x) = 1 to admit a solution in n-dimensional domains satisfying
inner and outer sphere conditions. The question of blow-up rates near ∂Ω and uniqueness of solutions appears in the
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more recent literature; in [5], Loewner and Nirenberg discuss the uniqueness and asymptotic behavior of the solution to
∆u = u n+2n−2 , n ≥ 3. Later, Bandle and Marcus [6] gave the exact asymptotic behavior of (1.2) for when g(x) ∈ C(Ω) is
positive and the nonlinearity f satisfies (for some α > 0 and some t0 ≥ 1) f (γ t) ≤ γ 1+α f (t) for all 0 < γ < 1 and all
t ≥ t0/γ . Recently, the exact asymptotic behavior and uniqueness have been studied for when g(x) is allowed to vanish on
the boundary. In a series of papers [7,6,8], Cirstea andRadulescu initiated a newunified approach for studying the uniqueness
and exact asymptotic behavior of solutions for when f is regularly varying and g(x) ∈ C0,α(Ω) is a nonnegative function
which is allowed to vanish on the boundary in a controlled manner. Their approach leads to Karamata’s theory for regularly
varying functions. In [9], Zhang applies similar techniques to study the asymptotic behavior and uniqueness of solutions of
(1.2) for when g(x) ∼ (dist(x, ∂Ω))µ near the boundary ∂Ω for µ > −2, allowing g to be unbounded onΩ .
More recently, using the Karamata regular variation theory, Cirstea [10] studied the asymptotic behavior of large
solutions to the semilinear elliptic equation
∆u+ au = b(x)f (u)
where f is Γ -varying at∞. They show that when f grows faster than any up (p > 1) then the rate of vanishing of b at
∂Ω enters into competition with the growth of f at∞. And in [11] the authors showed the asymptotic behavior of large
solutions to this problem. Peng Feng in [12] (a continuous study of [20]) studied the problem{−∆u = λg(u)− b(x)f (u), inΩ
u = +∞, on ∂Ω (1.3)
for some appropriate condition on g(u) and f (u) where b(x) > 0 in Ω and vanishes on ∂Ω . They applied the Karamata
regular variation theory and the perturbation method and constructed subsolutions and supersolutions to show the
asymptotic behavior of solutions near the boundary.
The following problem:{
∆pu = g(x)f (u), inΩ
u(x)→∞, as x→ ∂Ω (1.4)
has also been studied by several authors; see e.g. [13–15] and the references therein. Gladiali and Porru [13] study boundary
asymptotics of solutions of this equation under some conditions on f and when g(x) ≡ 1. Related problems on asymptotic
behavior and uniqueness are also studied in [14]. Ahmed Mohammed in [15] established boundary asymptotic estimates
for solutions of this equation under appropriate conditions on g and for nonlinearity of f . Here g was still allowed to be
unbounded onΩ or to vanish on ∂Ω .
Motivated by the results of the above cited papers, we further study the existence, uniqueness and asymptotic behavior
of large solutions of (1.1); the results for the semilinear equation are extended to quasilinear ones. One can find related
results for p = 2 in [12]. We consider the following assumptions on b(x):
(A1) b(x) = 0 on ∂Ω and there exists a positive increasing function h(s) ∈ C1(0, σ0) for some σ0 > 0 such that
limd(x)→0+ b(x)hp(x) = c0 > 0 and
lim
d(x)→0+
∫ d
0 h(s)ds
h(d)
= 0, lim
d(x)→0+
(∫ d
0 h(s)ds
h(d)
)′
= l1.
We consider the following assumptions for f ∈ C1[0,+∞), g ∈ C1[0,+∞):
(F1) f (0) = 0, f ′ ≥ 0, f ′(0) = 0;
(F2)
f (t)
tp−1 is increasing on (0,+∞);
(F3) f is regularly varying at infinity with index m > p− 1 (the definition of a regular varying function can be found in
Section 2);
(G1) g(t) ≥ 0 is increasing on [0,+∞), and limt→0+ g ′(t) > 0;
(G2)
g(t)
tp−1 is increasing on (0,+∞);
(G3) g(t) is regularly varying at infinity with index 0 < n < p− 1.
Moreover from the assumptions above we easily see that:
(A2)
f (t)
g(t) is increasing for all t > 0 and limt→0+
f (t)
g(t) = 0.
This paper is organized as follows. In the next section, we give some useful definitions and prove some properties from
regular variation theory. In the third section, we use the perturbation method and a general comparison principle to prove
the existence of large solutions. The blow-up rate is studied in the fourth section and the uniqueness result readily follows
from this. We modify the methods developed in [12], which give the following theorem.
Theorem 1. Suppose f and g satisfy (F1)–(F3), (G1)–(G3) and b(x) satisfies (A1). Then for any λ > 0, problem (1.1) admits a
unique large solution u. Moreover, we have
lim
d(x)→0
u(x)
Z(d(x))
= M
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where M = ( q(p−1)(p+l1m+l1−l1p)pc0(m+1) )
1
m−p+1 , the function Z(t) is defined through∫ ∞
Z(t)
(qF(s))−
1
p ds =
∫ t
0
h(s)ds, t ∈ (0, σ0) (1.5)
and q is the Hölder conjugate of p.
2. Preliminaries
In this section, we give some preliminary considerations of various assumptions and properties needed for our main
result. We start with some basic definitions and properties for regular variation theory, which was initiated by Jovan
Karamata in a well-known paper [16] from 1930. For more information on this topic, we refer the readers to the book
by Bingham et al. [17].
Definition 2.1. A positive measurable function f defined on [a,+∞) for some a > 0 is called regularly varying at infinity
with indexm ∈ R, written as f ∈ Rm, if for all ξ > 0, limt→∞ f (ξ t)f (t) = ξm.
Definition 2.2. A positive measurable function L defined on [a,+∞) for some a > 0 is called slowly varying at infinity if
for all ξ > 0, limt→∞ L(ξ t)L(t) = 1.
It follows by the definitions that any function f ∈ Rm can be represented in terms of a slowly varying function, f (t) =
tmL(t). Next we will prove some properties for Z(t)which was defined in Theorem 1.
Lemma 2.3. Let q be the Holder conjugate of p > 1. If f satisfies (F3), and is continuous, then
lim
Z→∞
(F(Z))
1
q
f (Z)
∫∞
Z (F(s))
− 1p ds
= m+ 1− p
p(m+ 1)
where F is an antiderivative of f , that is F(Z) = ∫ Z0 f (s)ds.
Proof. On one hand, F(Z) = ∫ Z0 f (s)ds = ∫ 10 Zf (ξZ)dξ , by the Lebesgue dominated convergence theorem, and we have
lim
Z→∞
F(Z)
Zf (Z)
=
∫ 1
0
lim
Z→∞
f (ξZ)
f (Z)
dξ =
∫ 1
0
ξmdξ = 1
m+ 1 . (2.1)
On the other hand,
lim
s→∞
(F(s))
1
p
s
= 1
p
lim
s→∞(F(s))
− 1q f (s) = ∞,
and we can apply l’Hopital’s rule to get
lim
Z→∞
Z(F(Z))−
1
p∫∞
Z (F(s))
− 1p ds
= lim
Z→∞
(
1
p
Zf (Z)
F(Z)
− 1
)
= m+ 1− p
p
. (2.2)
Thus
lim
Z→∞
(F(Z))
1
q
f (Z)
∫∞
Z (F(s))
− 1p ds
= lim
Z→∞
F(Z)
Zf (Z)
Z(F(Z))−
1
p∫∞
Z (F(s))
− 1p ds
= m+ 1− p
p(m+ 1) . 
Lemma 2.4 (Lemma 10 of [12]). For any α > 0, tαL(t)→∞, t−αL(t)→ 0 as t →∞.
Lemma 2.5. If f (t) satisfies (F1)–(F3), then Z(t) in Theorem 1 has the following properties:
(1) limt→0+ Z(t) = ∞;
(2) limt→0+ Z
′′(t)
(qF(Z))
2−p
p f (ξZ)h2(t)
= 1
ξm
q(p+l1m+l1−l1p)
p(m+1) ;
(3) limt→0+ Z(t)Z ′′(t) = limt→0+ Z(t)Z ′(t) = limt→0+ Z
′(t)
Z ′′(t) = 0;
(4) limt→0+ g(ξZ(t))Z ′′(t)Z ′(t)p−2 = 0.
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Proof. (1) From the definition, we can easily see that the property holds.
(2) We only check the case ξ = 1, since f ∈ Rm withm > p− 1. From (1.5), we have
Z ′(t) = −(qF(Z)) 1p h(t)
and
Z ′′(t) = q
p
(qF(Z))
2−p
p f (Z)h2(t)− (qF(Z)) 1p h′(t)
= (qF(Z)) 2−pp f (Z)h2(t)
[
q
p
− qh
′(t)
∫ t
0 h(s)ds
h2
F(Z)
1
q
f (Z)
∫∞
Z (F(s))
− 1p ds
]
for any t ∈ (0, σ0). By (A1)we have
lim
t→0+
h′(t)
∫ t
0 h(s)ds
h2
= 1− l1.
Applying l’Hopital’s rule together with Lemma 2.3 we have
lim
t→0+
Z ′′(t)
(qF(Z))
2−p
p f (Z)h2(t)
= 1
ξm
q(p+ l1m+ l1 − l1p)
p(m+ 1) .
(3) We note that
lim
t→0+
Z ′(t)
(qF(Z))
2−p
p f (Z)h2(t)
= − lim
t→0+
(qF(Z))
1
p h(t)
(qF(Z))
2−p
p f (Z)h2(t)
= − lim
t→0+
(qF(Z))
1
q
h(t)f (Z)
= − lim
t→0+
∫ t
0 h(s)ds
h(t)
(qF(Z))
1
q
f (Z)
∫∞
Z(t)(qF(s))
− 1p ds
= 0.
Hence limt→0+ Z
′(t)
Z ′′(t) = 0. By l’Hopital’s rule, we can also obtain
lim
t→0+
Z(t)
Z ′(t)
= lim
t→0+
Z ′(t)
Z ′′(t)
= 0 and lim
t→0+
Z(t)
Z ′′(t)
= 0.
(4) By the assumption on g(t), we may represent it in terms of a slowly varying function L(t); combining property (3)
and Lemma 2.4, we have
lim
t→0+
g(ξZ(t))
Z ′′(t)Z ′(t)p−2
= lim
t→0+
ξ nZnL(ξZ(t))
Z ′′(t)Z ′(t)p−2
= lim
t→0+
ξ nZnL(Z(t))
Z ′′(t)
L(ξZ(t))
L(Z(t))Z ′(t)p−2
= lim
t→0+
ξ nZ(t)
Z ′′(t)
Zn−1L(Z(t))
Z ′(t)p−2
= lim
t→0+
ξ nZ(t)
Z ′′(t)
(
Z
Z ′(t)
)p−2 L(Z(t))
Zp−1−n
= 0.
Note that n < p− 1. This completes the proof. 
We consider the function ψ(t) defined by
ψ(t) := Af (t)− βg(t)
for certain constants A > 0 and β > 0 to be chosen later. Clearly ψ(t) ∈ C1((0,+∞), [0,+∞)),
lim
t→0+
ψ(t) = −βg(0) ≤ 0
and
lim
t→+∞ψ(t) = +∞.
Moreover by (F1) and (G1)we have limt→0+ ψ ′(t) < 0. Actually,
lim
t→0+
ψ(t)
g(t)
= lim
t→0+
(Af (t)/g(t)− β) = −β.
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Hence there exists a unique t0 such that ψ(t0) = 0 and ψ(t) > 0 for all t > t0. Moreover, due to (A2), we have f ′(t)g ′(t) > f (t)g(t)
for all t > 0; thus for t > t0
ψ ′(t) = Af ′(t)− βg ′(t) > g ′(t)(Af (t)/g(t)− β) = g
′(t)
g(t)
ψ(t) > 0
as ψ(t) > 0 for all t > t0.
By an argument similar to the proof of Lemma 15 in [12], we have the following lemma:
Lemma 2.6. Suppose f (t) satisfies (F1)–(F3) and g satisfies (G1)–(G3); then for each t > t0,
I(t) =
∫ ∞
t
[∫ τ
t
ψ(s)ds
]− 1p
dτ <∞, and lim
t→t−0
I(t) = ∞.
The next lemma is important to us for establishing the comparison principle. The proof can be found in [18].
Lemma 2.7 (The Diaz–Saa Inequality). Let Ω ⊂ RN be an open set. For i = 1, 2, let us haveωi ∈ L∞(Ω) such that ωi > 0 a.e. in
Ω, ωi ∈ W 1,p(Ω),∆pω
1
p
i ∈ L∞(Ω) and ω1 = ω2 on ∂Ω . Then∫
Ω
−∆pω 1p1
ω
p−1
p
1
− −∆pω
1
p
2
ω
p−1
p
2
 (ω1 − ω2) ≥ 0
if (ωi
ωj
) ∈ L∞(Ω) for i 6= j, i, j = 1, 2.
3. Existence
We use the following comparison principle to obtain the existence result; the proof is based on the Diaz–Saa inequality.
Lemma 3.1. Let Ω0 be a smooth bounded domain inRN . Assume f (u) satisfies (F1)−(F2) and g(u) satisfies (G1)–(G2), b(x), r(x)
are Cα functions onΩ0 such that r(x) ≥ 0, b(x) > 0 onΩ0, and λ > 0; let u1, u2 ∈ C(Ω0) be positive functions such that
−∆pu1 − λg(u1)+ b(x)f (u1)− r(x) ≥ 0 ≥ −∆pu2 − λg(u2)+ b(x)f (u2)− r(x) inΩ0
and lim infd(x)→0(u1 − u2) ≥ 0 where d(x) = dist(x, ∂Ω0). Then u1 ≥ u2 inΩ0.
Proof. Let ε1 > ε2 > 0 and define
Ω+(ε1, ε2) = {x ∈ Ω0 : u2(x)+ ε2 > u1 + ε1}.
It sufficient to show thatΩ+(ε1, ε2) = ∅. Assume, on the contrary, thatΩ+(ε1, ε2) 6= ∅. Letω1 = (u1+ε1)p, ω2 = (u2+ε2)p.
From Lemma 2.7, we have
0 ≤
∫
Ω
−∆pω 1p1
ω
p−1
p
1
dx− −∆pω
1
p
2
ω
p−1
p
2
 (ω1 − ω2)
≤
∫
Ω+
−∆p(u2 + ε2)
(u2 + ε2)p−1 −
−∆p(u1 + ε1)
(u1 + ε1)p−1 dx
≤ λ
[
g(u2 + ε2)
(u2 + ε2)p−1 −
g(u1 + ε1)
(u1 + ε1)p−1
]
+ b(x)
(
f (u1 + ε1)
(u1 + ε1)p−1 −
f (u2 + ε1)
(u1 + ε1)p−1
)
+ r(x)
(
1
(u2 + ε2)p−1 −
1
(u1 + ε1)p−1
)
< 0
as u2 + ε2 > u1 + ε1; this is a contradiction and Ω+(ε1, ε2) = ∅ has measure 0. So u1 ≥ u2 on Ω0; this completes the
proof. 
Our next lemma shows the uniform boundedness of an auxiliary problem. A similar case where p = 2 can be found
in [12].
2012 J. Mo, Z. Yang / Computers and Mathematics with Applications 59 (2010) 2007–2017
Lemma 3.2. Let B(R) ⊂ RN be an arbitrary ball centered at x0, and consider the auxiliary problem{−∆pu = λg(u)− Af (u), in B
u = τ , on ∂B (3.1)
where λ > 0, A > 0 and τ > t0 where t0 is the unique zero of ψ(t) := Af (t) − βg(t) as defined before. Then there exists a
constant T := T (R) such that any solution uτ of (3.1) satisfies ‖uτ‖C(B) ≤ T .
Proof. For each x ∈ B, let u(x) := Ψτ (r), r := |x− x0|where Ψτ solves{
∆pΨτ + N − 1r |Ψ
′
τ (r)|p−2Ψ ′τ (r) = ψ(Ψτ ), r ∈ (0, R)
Ψ ′τ (0) = 0, Ψτ (R) = τ .
(3.2)
Since τ > t0, it is easy to see that Ψτ > t0, ψ(Ψτ ) > 0, ψ ′(Ψτ ) > 0. The function Ψτ satisfies
(rN−1|Ψ ′τ (r)|p−2Ψ ′τ (r))′ = rN−1ψ(Ψτ ). (3.3)
Integrating (3.3) from 0 to r we have
|Ψ ′τ (r)|p−2Ψ ′τ (r) = r1−N
∫ r
0
sN−1ψ(Ψτ (s))ds > 0.
Thus we get
Ψ ′τ (r) > 0. (3.4)
So
d
dr
ψ(Ψτ )(r) = ψ ′(Ψτ )Ψ ′τ > 0.
By (3.4) we deduce
Ψ ′τ (r) =
(
rN−1
∫ r
0
sN−1ψ(Ψτ (s))ds
) 1
p−1
≤
(
rN−1ψ(Ψτ )
∫ r
0
sN−1ds
) 1
p−1 =
( r
N
ψ(Ψτ )
) 1
p−1
and it follows that
((Ψ ′τ )
p−1)′ = ψ(Ψτ )− N − 1r |Ψ
′
τ (r)|p−2Ψ ′τ (r)
≥ ψ(Ψτ )− N − 1N ψ(Ψτ ) =
1
N
ψ(Ψτ ).
So
ψ(Ψτ ) ≥ ((Ψ ′τ )p−1)′ ≥
1
N
ψ(Ψτ ). (3.5)
Multiplying (3.5) by Ψ ′τ and integrating from 0 to r yields
p
N
∫ Ψτ (r)
Ψτ (0)
ψ(s)ds ≤ (Ψ ′τ (r))p ≤ p
∫ Ψτ (r)
Ψτ (0)
ψ(s)ds.
Then we have
p−
1
p
∫ Ψτ (r)
Ψτ (0)
[∫ z
Ψτ (0)
ψ(s)ds
]− 1p
dz ≤ r ≤
(
N
p
) 1
p
∫ Ψτ (r)
Ψτ (0)
[∫ z
Ψτ (0)
ψ(s)ds
]− 1p
dz.
Thus
R ≤
(
N
p
) 1
p
∫ Ψτ (r)
Ψτ (0)
[∫ z
Ψτ (0)
ψ(s)ds
]− 1p
dz.
Applying Lemma 2.6 we obtain that Ψτ (0) must be bounded above by a constant T independent of τ . This completes the
proof. 
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Next we use the following perturbation problem to prove the existence of solutions:−∆pu = λg(u)−
(
b(x)− 1
nγ
)
f (u), inΩ
u = n, on ∂Ω
(3.6)
where γ > 0 satisfies m > γ + n, where m and n are defined as in (F3) and (G3) respectively. It is obvious that 0 is a
subsolution and n is a supersolution for n sufficiently large. So (3.6) admits a solution un with un ≤ n. Moreover, Lemma 3.1
shows that {un}n is increasing. Our intention is to pass to the limit as n → ∞. By Lemma 3.2, un is uniformly bounded on
every compact subdomain of Ω . By the monotonicity of {un}, we conclude that un → u in L∞loc . Finally, standard elliptic
regularity arguments lead to un → u inW 1,ploc (Ω)
⋂
C1(Ω).
4. The blow-up rate and uniqueness
In this section, we establish the exact blow-up rate and obtain the uniqueness. We start with the following comparison
lemma. With the same proof as for Lemma 2.4 of [19], we can show:
Lemma 4.1. Suppose u and u satisfy{−∆pu ≤ λg(u)− b(x)f (u), inΩ
−∆pu ≥ λg(u)− b(x)f (u), inΩ
and limd(x)→0+ u(x) = limd(x)→0+ u(x) = ∞, and u ≤ u inΩ . Then (1.1) has a solution u ∈ C(Ω) satisfying u ≤ u ≤ u inΩ .
To obtain the blow-up rate at the boundary, we construct the subsolutions and supersolutions with the same blow-up
rate. With that aim, we defineΩδ := {x ∈ Ω : d(x) < δ} and ∂Ωδ := {x ∈ Ω : d(x) = δ}. By the regularity of ∂Ω , we can
choose δ sufficiently small while satisfying the following conditions:
(1) d(x) ∈ C2(Ω2δ);
(2) h2 is increasing on (0, 2δ);
(3) Z ′′(d(x)) > 0 for any d(x) ∈ (0, 2δ);
(4) (c0 − ε)hp(d(x)) < b(x) < (c0 + ε)hp(d(x)) for any x ∈ Ω2δ , where 0 < ε < c0/2 is a fixed constant.
Define
ξ1 =
(
q(p− 1)(p+ l1m+ l1 − l1p)
p(c0 + ε)(m+ 1)
) 1
m−p+1
,
ξ2 =
(
q(p− 1)(p+ l1m+ l1 − l1p)
p(c0 − ε)(m+ 1)
) 1
m−p+1
.
Let µ ∈ (0, δ) be arbitrary. We define
uµ = ξ2Z(d(x)− µ), x ∈ Ω2δ \Ωµ,
and
uµ = ξ1Z(d(x)+ µ), x ∈ Ω2δ−µ.
We suppose that |∇d(x)| = 1 and define
L(u) = −∆pu− λg(u)+ b(x)f (u),
and
∆pZ(d(x)− µ) = (p− 1)|Z ′(d(x)− µ)|p−2Z ′′(d(x)− µ)|∇d(x)|p + |Z ′(d(x)− µ)|p−2Z ′(d(x)− µ)∆pd(x).
Thus
L(uµ) = −(ξ2)p−1(p− 1)|Z ′(d(x)− µ)|p−2Z ′′(d(x)− µ)|∇d(x)|p
+ |Z ′(d(x)− µ)|p−2Z ′(d(x)− µ)∆pd(x)− λg(ξ2Z(d(x)− µ))+ b(x)f (ξ2Z(d(x)− µ))
≥ −(ξ2)p−1|Z ′(d(x)− µ)|p−2Z ′′(d(x)− µ)
(
p− 1+ g(ξ2Z(d(x)− µ))
(ξ2)p−1|Z ′(d(x)− µ)|p−2Z ′′(d(x)− µ)
− (c0 − ε)h
p(d(x)− µ)f (ξ2Z(d(x)− µ))
(ξ2)p−1|Z ′(d(x)− µ)|p−2Z ′′(d(x)− µ)
)
≥ −(ξ2)p−1|Z ′(d(x)− µ)|p−2Z ′′(d(x)− µ)
(
p− 1+ g(ξ2Z(d(x)− µ))
(ξ2)p−1|Z ′(d(x)− µ)|p−2Z ′′(d(x)− µ)
− c0 − ε
(ξ2)p−1
h2(d(x)− µ)f (ξ2Z(d(x)− µ))(qF(Z(d(x)− µ)))
2−p
p
Z ′′(d(x)− µ)
)
.
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Applying Lemma 2.5 and setting δ as small, we see that
L(uµ) = −∆puµ − λg(uµ)+ b(x)f (uµ) ≥ 0.
Similarly we have
L(uµ) = −(ξ1)p−1(p− 1)|Z ′(d(x)+ µ)|p−2Z ′′(d(x)+ µ)|∇d(x)|p
+ |Z ′(d(x)+ µ)|p−2Z ′(d(x)+ µ)∆pd(x)− λg(ξ1Z(d(x)+ µ))+ b(x)f (ξ1Z(d(x)+ µ))
≤ −(ξ1)p−1|Z ′(d(x)+ µ)|p−2Z ′′(d(x)+ µ)
(
p− 1+ g(ξ1Z(d(x)+ µ))
(ξ1)p−1|Z ′(d(x)+ µ)|p−2Z ′′(d(x)+ µ)
− (c0 + ε)h
p(d(x)+ µ)f (ξ2Z(d(x)+ µ))
(ξ2)p−1|Z ′(d(x)− µ)|p−2Z ′′(d(x))+ µ
)
≤ −(ξ1)p−1|Z ′(d(x)+ µ)|p−2Z ′′(d(x)+ µ)
(
p− 1+ g(ξ1Z(d(x)+ µ))
(ξ1)p−1|Z ′(d(x)+ µ)|p−2Z ′′(d(x)+ µ)
− c0 + ε
(ξ1)p−1
h2(d(x)+ µ)f (ξ1Z(d(x)+ µ))(qF(Z(d(x)+ µ)))
2−p
p
Z ′′(d(x)+ µ)
)
and
L(uµ) = −∆puµ − λg(uµ)+ b(x)f (uµ) ≤ 0.
Letw be an arbitrary solution of the problem−∆pu = λg(u)− b(x)f (u), x ∈ Ω \Ωδu = 1, x ∈ ∂Ωu = +∞ x ∈ ∂Ωδ. (4.1)
We see that
u+ w|∂Ω = ∞ > uµ|∂Ω , u+ w|∂Ωδ = ∞ > uµ|∂Ωδ
uµ + w|∂Ωµ = ∞ > u|∂Ωµ , uµ + w|∂Ωδ = ∞ > u|∂Ωδ .
Lemma 3.1 ensures that
uµ ≤ u(x)+ w(x), x ∈ Ωδ; u(x) ≤ uµ(x)+ w(x), x ∈ Ωδ \Ωµ.
Passing to the limit µ→ 0+, we see that
ξ1Z(d(x)) ≤ u(x)+ w(x) ≤ ξ2Z(d(x))+ 2w(x), x ∈ Ωδ
and this implies
ξ1 ≤ lim inf
d(x)→0+
u(x)
Z(d(x))
≤ lim sup
d(x)→0+
u(x)
Z(d(x))
≤ ξ2.
Let ε→ 0; we get the blow-up rate
lim
d(x)→0
u(x)
Z(d(x))
=
(
q(p− 1)(p−m+ l1m+ l1 − l1p)
pc0(m+ 1)
) 1
m−p+1
.
Finally we will use the blow-up rate to prove the uniqueness.
Proof of uniqueness. Let u1, u2 ∈ C(Ω) be two arbitrarily large solutions of (1.1); then the exact blow-up rate is
lim
d(x)→0
u1(x)
u2(x)
= 1.
Thus for any ε ∈ (0, 1), there exists a δ > 0 which depends on ε such that
(1− ε)u2 ≤ u1 ≤ (1+ ε)u2, x ∈ Ωδ.
Clearly u1 is a positive solution of{−∆pu = λg(u)− b(x)f (u), x ∈ Ωδ
u = u1 x ∈ ∂(Ω \Ωδ). (4.2)
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By the assumptions on f , g we see that u− = (1− ε)u2 and u+ = (1+ ε)u2 are the positive subsolution and supersolution
of (4.2). Thus (4.2) has a positive solution u0 such that
(1− ε)u2 ≤ u0 ≤ (1+ ε)u2.
Moreover thanks to the comparison principle (Lemma 3.1), (4.2) has a unique solution u1 = u0 inΩ \Ωδ , so for x ∈ Ω \Ωδ
we have
(1− ε)u2 ≤ u1 ≤ (1+ ε)u2.
Setting ε→ 0, we see that u1 = u2 inΩ . This completes the proof of the uniqueness. 
5. Examples
In this section we will give a corollary and illustrate it with some exact examples.
Corollary 5.1. Let f (u) = um,m > p− 1, g(u) = un, 0 < n < p− 1, and b(x) ∼ c0dν(x); then h(d) = dν/p(x), l1 = pν+p and
Z(t) =
[
q
m+ 1
(
m+ 1− p
ν + p
)p] 1p−m−1
t
ν+p
p−m−1 .
Any solution to (1.1) satisfies
lim
d(x)→0
u(x)
d−α(x)
= M1
where α = ν+pm+1−p ,M1 = [ (p−1)(α
p+αp−1)
c0
] 1m−p+1 .
Proof. We have limd(x)→0+(
∫ d
0 h(s)ds
h(d) )
′ = l1. So
l1 = 1− lim
t→0+
h′(t)
∫ 1
0 h(s)ds
h2
= 1− ν
ν + p =
p
ν + p .
We have∫ ∞
Z(t)
(qF(s))−
1
p ds =
∫ t
0
h(s)ds.
Thus
Z(t) =
[
q
m+ 1
(
m+ 1− p
ν + p
)p] 1p−m−1
t
ν+p
p−m−1 .
Let α = ν+pm+1−p ; we have
lim
d(x)→0
u(x)
d−α(x)
=
[
q
m+ 1
(
m+ 1− p
ν + p
)p] 1p−m−1
M1 =
[
(p− 1)(αp + αp−1)
c0
] 1
m−p+1
. 
Next we consider the large solution to the following equation in a radial domain with radius R = 1 in RN:
div(|∇u|p−2∇u) = 1
8
(1− |x|)3u4.
Clearly the radial solution u(r) := u(|x|) satisfies
(|u′|p−2u′)′ + N − 1
r
|u′|p−2u′ = 1
8
(1− r)3u4, in (0, 1), u′(0) = 0
and the large solutions are those with u(r) → ∞ as r → 1−. Finding radially symmetric large solutions is equivalent to
finding an initial condition u(0) = m such that the solution to the following Cauchy problem:{
u′ = w, u(0) = m
(|w|p−2w)′ = −N − 1
r
|w|p−2w + 1
8
(1− r)3u4, w(0) = 0 (5.1)
exists on the interval [0, 1) and blows up at 1. We can calculate this through the following process.
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By Corollary 5.1, we obtain the following asymptotic behavior at r = 1:
u(r) ∼ C1
(1− r)3 , w(r) ∼
3C1
(1− r)4 > 0 where C1 = 8(p− 1)
[(
3+ p
5− p
)p
+
(
3+ p
5− p
)p−1] 15−p
.
We define functions A(r) and B(r) by
A(r) := (1− r)
3
C1
u(r), B(r) := (1− r)
4
3C1
w(r)
and then (A(r), B(r)) is a solution of
(1− r)A′(r) = 3(B(r)− A(r)), A(0) = m
C1
8(p− 1)Bp−2(r)B′(r) = −8(N − 1)
r
Bp−1(r)− 32(p− 1)(1− r)Bp−1(r)+ 31−pC5−p1 (1− r)4p−13A4(r),
B(0) = 0.
(5.2)
When p > 1, system (5.2) is singular at both r = 0 and r = 1, but we still have well-posedness. Let the maximal interval
of existence of this system be [0, Rm) and let (A(r), B(r)) be the corresponding solution of (5.2). Then if Rm > 1, we have
(A(r), B(r)) → (0, 0) as r → 1−. If Rm < 1, then (A(r), B(r)) ceases to exist before the singularity r = 1. For Rm = 1,
numerical results show that (A(r), B(r)) → (1, 1) as r → 1−. We can choose concrete p,N for calculating the critical
solution (A(r), B(r)), and find themwhich satisfies the initial condition u(0) = m. In fact, there exists a uniquem such that
Rm = 1 and the corresponding solution (u, w) blows up at 1.
Next we will discuss the blow-up rate for n any positive number, rather than 0 < n < 1. For this purpose we consider
the following one-dimensional problemwith g(u) = un and with a general λ(x) ∈ L∞. We consider the following equation:
−div(|u′|p−2u′) = λ(x)un − b(x)um, in (0, 1)
lim
x→1−
= +∞
u(0) = 0
(5.3)
where b(x) = c0dν + o(dν) as d→ 0+ with ν > 0 and c0 > 0. By the assumption on b, we may write
b(x) = β(x)(1− x)ν, x ∈ (0, 1), β(1) > 0.
To find out the blow-up rate we set
u(x) = φ(x)(1− x)−α, α ≥ 0, φ > 0, φ′ > 0, x ∈ (0, 1), φ(1) > 0
in (5.3) and we have
(p− 1)[φ′(x)(1− x)−α + αφ(x)(1− x)−α−1]p−2[φ′′(x)(1− x)−α + 2αφ′(x)(1− x)−α−1
+α(α + 1)φ(x)(1− x)−α−1] = β(x)(1− x)ν−mαφm(x)− λ(x)φn(1− x)−nα
and multiplying on both sides by (1− x)αp−α+p, we get
(p− 1)[φ′(x)(1− x)+ αφ(x)]p−2[φ′′(x)(1− x)2 + 2αφ′(x)(1− x)+ α(α + 1)φ(x)]
= β(x)(1− x)ν−mα+αp−α+pφm(x)− λ(x)φn(1− x)−nα+αp−α+p.
Assuming that
lim
x→1−
(1− x)2φ′′(x) = lim
x→1−
(1− x)φ′(x) = 0,
and passing to the limit x→ 1−, we consider the following case:
Case A:−nα + αp− α + p = 0, ν −mα + αp− α + p > 0, so we have
(p− 1)αp−1(α + 1)φp−1(1) = −λ(1)φn(1).
In this case we conclude that only when −λ(1) < 0, n > pγ+pm−γ
ν+p does the solution blow up at the boundary and the
blow-up rate is
α = p
n+ 1− p , and φ(1) =
[
−α
p−1(α + 1)(p− 1)
λ(1)
] 1
n−p+1
.
Case B:−nα + αp− α + p = 0, ν −mα + αp− α + p = 0, so we have
(p− 1)αp−1(α + 1)φp−1(1) = β(1)φm(1)− λ(1)φn(1)(∗).
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In this case we conclude that only when n = pγ+pm−γ
ν+p does the solution blow up at the boundary and the blow-up rate is
α = pn+1−p and φ(1) is determined by the equation (∗).
Case C:−nα + αp− α + p > 0, ν −mα + αp− α + p = 0, so we have
(p− 1)αp−1(α + 1)φp−1(1) = β(1)φm(1).
In this case we conclude that only when n < pγ+pm−γ
ν+p does the solution blow up at the boundary and the blow-up rate is
α = p
n+ 1− p , and φ(1) =
[
αp−1(α + 1)(p− 1)
β(1)
] 1
m−p+1
. 
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