Abstract: Motivated by the weak limit of the Kolmogorov-Smirnov test statistics, in this contribution, we concern the asymptotics of P sup
Introduction
Let X 1 , . . . , X m be independent random vectors with a continuous distribution function (df) F . We shall assume without loss of generality that the marginal df's of F are the uniform df on [0, 1] . Define the empirical df F m of F by . Let below W denote the (unpinned) Brownian sheet determined by F , i.e., this is a centered Gaussian random field with covariance function R(x, y) = E {W (x)W (y)} = F (x ∧ y), x, y ∈ [0, 1] n .
Further W F is the pinned Brownian sheet, which is a centered Gaussian random field with covariance function R F (x, y) = E {W F (x)W F (y)} = F (x ∧ y) − F (x)F (y), x, y ∈ [0, 1] n .
It is well known, see e.g., [1] [2] [3] [4] For the two-sides KS statistic we have a similar approximation.
For W F , the pinned version of W on [0, 1] n , we have the following representation
Similarly to Brownian bridge, for W F we have another conditional representation (see [1] ), namely
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In [5] , as u → ∞, the asymptotics of as u → ∞ for some constant w ∈ R.
Moreover, we give some special cases which can not include in the former senarios.
Organization of this paper: In Section 2 we show our main results and some examples are given in Section 3.
Following are the proofs and some useful lemmas in Section 4 and Section 5, respectively.
Main Results
Before stating our main results, we need to introduce some notation. For x, y ∈ R n , x < y ⇔ x i < y i , i = 1, . . . , n, x ∧ y = (x 1 ∧ y 1 , . . . , x n ∧ y n ),
x ± y = (x 1 ± y 1 , . . . , x n ± y n ), |x| = n i=1 |x i | , x * y = (x 1 × y 1 , . . . , x n × y n ).
Further, for x < y we write [x, y] for the set Π Let Ψ(·) denote the survival function of an N (0, 1) random variable.
We write below λ k (A) for the Lebesgue measure on R k of some measurable set A ⊂ R k . 
the next theorem, where essentially we use the fact that the tail asymptotics of the supremum of a Brownian bridge with trend is known, see [6] . Theorem 2.3. Let F (x), x ∈ [0, 1] n be a n-dimensional distribution function. If there exist some δ ∈ (0, 1/2) such that n , then for any w ∈ R and u > 0 we have
2 +2uw .
Next we give a theorem which further derives the approximation of two-sides KS statistic.
holds for D δ := x ∈ E : 1] n satisfies that there exist x 0 ∈ E such that
n , for F (x) satisfying (5) in Theorem 2.3, (7) always holds. In fact, for
Further by (6) and (8) , under the conditions of Theorem 2.3, we have as u → ∞ P sup
where c = 1 if w = 0 and c = 2 if w = 0.
ii) Under the conditions of Theorem 2.3, if further (7) holds for E = [0, 1] n , we have by (8) in Theorem 2.5
where K is the same as in (4) and c = 1 if w = 0 and c = 2 if w = 0.
Applications
In this part, we give the asymptotic results of (1) when F are some special cases. First, we give several two-dimensional cases.
Proposition 3.1. For i) − ii) below and w ∈ R, we have that both (3) and (10) with n = 2 hold. 
Comparing with our exact result, we see that the prefactor for this upper bound is two times our constant K = 4.
ii) In the light of [1] [Theorem 3.1] for any two-dimensional distribution F on [0, 1] 2 and any u > 0 P sup
Consequently, our result in Proposition 3.1 gives an asymptotic upper
Following are several multi-dimensional cases.
Proposition 3.3. For i) − ii) below both (3) and (10) hold for any w ∈ R. Moreover we have:
In particular, K = 4 ln 2 if n = 2 and K = 16(ln 2) 2 if n = 3.
ii) If
and
Specially, when n = 2, we have
Remark 3.4. i) The result of Proposition 3.3, i) for n = 2 and w = 0 agrees with the claim of [7] [Theorem 1].
ii) In [1] [Theorem 2.1], a lower bound for the n-dimensional case is given by
comparing with Proposition 3.3 we obtain a lower bound for the constant H n . In the particular case n = 3 we have 16(ln 2) 2 ≥ 2.
Next proposition is a case which satisfies the (5) in Theorem 2.3.
Proposition 3.5. For d ∈ (0, 1) and
we have that both (6) and (9) hold for any w ∈ R, i.e.
P sup
2 +2uw , u > 0, and P sup
with c = 1 if w = 0 and c = 2 if w = 0.
e., the upper copula.
Proofs
Proof of Theorem 2.1: Hereafter, we denote by Q i , i ∈ N some positive constants that may differ from line to line.
By the monotonicity and continuity of the distribution function
n−1 which is strictly decrease along every line parallel to the axes (and so on all increasing paths).
Then for x ∈ L and x n = h( x) we set
where we use the fact that a i (x)'s are continuous and positive function.
We have for u > w P sup
which attains its maximum equal to 
Since by (2) , there exist ε 1 ∈ (0, min 1≤i≤n a i ) , for any z ∈ D, if |x − z| , |y − z| < δ
Thus F (x) is strictly increasing along every line parallel to the axes in
and for any δ 0 ∈ (0, 1/2) we can take δ ∈ (0,
with δ 0 → 0 as δ → 0 and
For the correlation function r F (x, y) := Cov
By (15), we have
Since by (2) , there exist ε 1 ∈ (0, min 1≤i≤n a i ), for any z ∈ D, if |x − z| , |y − z| < δ
Consequently, for any x, y ∈ E(δ)
where we use the fact that for x, y ∈ E(δ)
Since for x, y ∈ (0, 1)
where the equality holds only when x = y, then for x, y ∈ E(δ)
and for
is strictly increasing along every line parallel to the axes in E(δ). Then in (18), at least one of the two inequality strictly holds implying
holds for x, y ∈ E(δ) and x = y.
is a continuous function, we have
By again Borell-TIS inequality (ref. [8] ), as u → ∞ P sup
where
We have P sup
Next we consider Π 1 (u). We have
Notice that the variance function σ
which combined with (11) implies
which derive that for any small δ ∈ (0, 1) there exist a constant Q 3 such that
Thus for small δ ∈ (0, 1) there exist a constant Q 4 such that
For the correlation function r X (x, y) of X(x), by (17)
and further for any |x − z| , |y − z| < δ with z ∈ D
Here we need to notice that k and l are (n − 1)-dimensional vector.
We have
Bonferroni inequality leads to
By (24)- (29) and Lemma 5.1, we have 
as µ → ∞, δ → 0. Next we will show that Λ i (u), i = 1, 2 as u → ∞ are both negligible compared with
For any (k, l) ∈ K 1 (u), without loss of generality, we assume that k 1 + 1 = l 1 . Let
Analogously as in (32), we have
Since J k (u) has at most 3 n−1 − 1 neighbors, then
and then we have
Inserting (32), (33), (35), and (36) into (30) and (31) implies
which combined with (21) and (22) establishes the claim (3).
Proof of Corollary 2.2: Since we assume that f is positive in [0, 1] n , we have for any x ∈ (0, 1) n−1 the ith partial derivative of F denoted by a i (x) is positive and continuous. Let Q = sup x∈[0,1] n f (x) which is finite and positive by the assumption and
. Using Taylor expansion, we have
which combined with the continuity of a i implies 
Consequently,
and thus h is continuously differentiable in L o . Hence the proof follows by Theorem 2.1 since (2), the continuous differentiability of h in L o and the Jordan measurability of L are satisfied.
Proof of Theorem 2.3: The variance function of
which attains its maximum equal to
n is a continuous function, we have
By Borell-TIS inequality (ref. [8] ), as u → ∞ P sup
where B 0 (t) = B(t) − tB(1) is the standard Brownian bridge. Then by [6] [Example 3.12]
which combined with (37) and the fact that P sup
n , then by (38) for any u > 0 P sup
where the last equation is well-known, see e.g., [9] [Lemma 2.7].
Proof of Theorem 2.5: For u > 0 we have
Since
we have
Thus we have for u > 0
Next in order to get the finial result, we need to show that
We have that for u > 0
Since for
By Borell-TIS inequality (ref.
[8]), we have for all u sufficiently large
where we use the symmetry of (W (x) − F (x)W (1)) and
Further, by (7) ̺ : = sup
where we use the fact that
x + y − x 2 − y 2 + 2xy = 1 + 2δ.
By Borell-TIS inequality (ref. [8] ) again
and the proof is complete.
Proof of Proposition 3.1: i) We have that
and further, for x, y ∈ z ∈ [0, 1]
which implies (2) are satisfied.
In view of Theorem 2.1, we have K = 4 by taking
which show that (7) holds. We have for u > 0 P sup
For J 1 (u), by Theorem 2.1 with a 1 (x, h(x)) = 1, x ∈ L 1 = 1 2 + δ, 1 and Theorem 2.5
2 +2u|w| , u → ∞, δ → 0 holds with c = 1 for w = 0 and c = 2 for w = 0. Since by Theorem 2.1 with
Similarly,
Thus by (42) and (43)
2 +2u|w| , u → ∞.
ii) We have that
and for a small neighborhood of D, the density function of
In view of Corollary 2.2, we have K = 3 ln 3 by taking a 1 (x, h(x)) =
which show that (7) holds. Thus by Theorem 2.1 and Theorem 2.5
holds with c = 1 for w = 0 and c = 2 for w = 0
Proof of Proposition 3.3: i) We have that
Further, F (x) has the density function f (x) ≡ 1. By Corollary 2.2, we get the results with
Further, if we take
, then we have min
which show that (7) holds. Thus by Corollary 2.2 and Theorem 2.5
holds with c = 1 for w = 0 and c = 2 for w = 0.
ii) For δ > 0 small enough, set
and for x ∈ E n (δ), F (x) has density function f (x) ≡ 1.
Thus by Corollary 2.2, we have as
Further, we have
By the symmetry of F (x) on E i (δ), i = 1, . . . , n − 1,
Assume that W i (x) is a Brownian sheet based on
Further by Corollary 2.2, we have
Similarly, for i = 1, . . . , n − 1
We have for 1 ≤ i < j ≤ n and u > 0
where we use the fact that for (x, y)
By Borell-TIS inequality (ref. [8] )
2 +2uw , u → ∞.
Thus we have
Consequently, letting u → ∞, δ → 0, we have
, 1 and
Proof of Proposition
3.5: Clearly, for F (x), (5) holds for x, y ∈ [0, 1] 2 , hence the claim follows by Theorem 2.3, Theorem 2.5 and Remark 2.6.
Appendix
Before stating the proofs of next lemmas, we introduce some notation. Define the random fields
where B (i) 's are independent standard Brownian motions. We define
and notice that
See the recent contributions [10, 11] for various results on Pickands constants.
is a Gaussian field which has continuous pathes, variance function σ 2 (x) and correlation function r(x, y) and
for constants b > 0 and c ∈ R.
where c i > 0 are constants and there exist positive constants C 1 and C 2 such that
If further there exists a positive constant C 3 such that
Proof of Lemma 5.1: In the following proof, without loss of generality, we assume that c > 0.
First for ε 1 , ε ∈ (0, 1) and λ > 0 we introduce the following notation:
Here we need to notice that i, k and l are n-dimensional.
It follows that for u enough
By (46) and (47), we have for any small ε ∈ (0, 1) there exists ε 1 small enough such that
hold for x ∈ E(ε 1 ).
By continuity of σ(x) and E(ε 1 ) ⊃ E, we have
σ(x) < 1 − δ 1 with δ 1 ∈ (0, 1), which combined with Borell-TIS inequality as in [8] leads
where Q 1 = sup x∈E\E(ε 1 ) g(x) < ∞ and Q 2 = E sup x∈E\E(ε 1 ) X(x) < ∞.
In light of (52) and (53), we have for u large enough
By (49), we have
which combined with [12] [Theorm8.1] derive for u large enough
By (51), (54), (55) and the fact Π 0 (u) ≥ P {X(z) > u} = Ψ(u) with z ∈ E leads to
Next we focus on Π 0 (u). By (50), we have sup
In the view of (52) and (53) we notice that for any k ∈ L 2 (u)
where l satisfy that
Similarly, we define
where u − k ≥ u − l with l satisfying (57). Considering k ∈ L 2 (u), if we fix k first, for all k n such that k ∈ L 2 (u) we can chose l satisfying (57) from −M n (u) − 1 to M n (u) + 1.
We set
Then by (48) and Lemma 5.2 that
where λ = (λ, . . . , λ). Further, by (45)
Next we will show that A i (u), i = 1, 2, 3 are all negligible compared with
For any (k, l) ∈ K 1 (u), without loss of generality, we assume that
Analogously as in (60), we have
where λ 1 = ( √ λ, λ, . . . , λ). Moreover, in the light of (48) and [13] [Lemma 5.4] we have for u large enough P sup
and for (k, l) ∈ K 2 (u),
where Q i , i = 7, 8, 9, 10 are positive constants independent of u and λ.
Since D k (u) has at most 3 n − 1 neighbors, then
Then by (49), for u large enough Var X(x) + X(y) = 2(1 + r(x, y)) ≤ 2 + 2 sup
Further, Borell-TIS inequality leads to
where Q 11 = sup x∈E g(x) < ∞ and Q 12 = 2E sup x∈E X(x) < ∞.
Inserting (61)-(65) into (58) and (59) yields that
which compared with (56) implies the final result. for every point x ∈ [0, 1] n . Since f is defined on [0, 1] n and positive, we can extend it on R n subject to the condition (67). This can be done in an explicit way by using symmetries w.r.t. to all sides of the cube [0, 1] n . Namely, we say that two points x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ R n are equivalent if there are integers i, k, m so that x i − y i = 2k or x i + y i = 2m + 1. Now every y ∈ R n has its unique representatives x in [0, 1] n . Then we set f (y) = f (x) for y ∈ [0, 1] n .
By the definition of F we can find the unique global solution g(x 1 , . . . , x n−2 )dx 1 . . . dx n−2 .
Thus B has Jordan n − 1 measure equal to zero. This implies that ∂L has Lebesgue measure 0 (with respect to Lebesgues measure on R n−1 and in particular L is measurable. Further we show that its measure is not zero. Since F (1, . . . , 1, 1) = 1 and F (0, . . . , 0, 0) = 0, it follows that there is t ∈ (0, 1) so that F (t, . . . , t, t) = 1/2. Then h(t, . . . , t) = t, and thus by the continuity it follows that T = (t, . . . , t)
is an interior point of L, namely for ǫ > 0 small enough so that t + ǫ < 1, there is a ball B centered at T and with a positive radius δ such that h(B) ⊂ (t − ǫ, t + ǫ). Consequently, L has a positive Lebesgue measure establishing the proof. 
