In this paper we look at the serial concatenation of short linear block codes with a rate-1 recursive convolutional encoder, with a goal of designing high-rate codes with low error floor. We observe that under turbo-style decoding the error floor of the concatenated codes with extended Hamming codes is due to detectable errors in many cases. An interleaver design addressing this is proposed in this paper and its effectiveness is verified numerically. We next examine the use of extended BCH codes of larger minimum distance, resulting in an improved weight spectrum of the overall code. Reduced complexity list decoding is used to decode the BCH codes in order to obtain low decoding complexity for a negligible loss in performance. key words: serially concatenated codes, interleaver, error floor, list decoding
Introduction
Use of a rate-1 recursive convolutional encoder, also known as an accumulator [1] , is now recognized as being effective in the context of serially concatenated and low-density parity-check codes. In [2] , we reported that the concatenation of extended Hamming (eHamming) codes and an accumulator provides near Shannon limit performance for highrate coding under iterative decoding of reasonable decoding complexity. This structure is shown in Fig. 1 , and has the advantage of a very flexible code design. A possible drawback of this concatenated code is that an error floor could be found at relatively high error probabilities.
In this paper, we consider the design of interleavers for the codes in [2] to enhance the error floor performance. It is first observed that the error floors for these codes are often not a (direct) consequence of the existence of low-weight codewords, and thus events with detectable errors dominate the error probability. An interleaver design against such weakness is discussed, and it is shown that the performance in the error floor region can be significantly improved.
Another approach to enhancing the error floor performance is to use an outer code with larger minimum distance than offered by the eHamming codes in [2] . As in [2] , [3] we are primarily interested in constructing high-rate codes for iterative decoding whose construction is typically more difficult than that of lower rates. Accordingly, in this work we consider extended Bose Chaudhuri Hocquenghem (eBCH) codes with a minimum distance six. Increasing the minimum distance results in an improved weight spectrum at the cost of only a small degradation in the waterfall region performance under iterative decoding.
Since full maximum a posteriori probability (MAP) soft decision decoding of eBCH codes can be quite complex, we consider the use of sub-optimal reduced-complexity softinput soft-output (SISO) list-based decoding algorithms using order-I reprocessing techniques [4] - [6] . Consequently, error performance very close to iterative decoding with MAP decoding is offered at much lower complexity. The error performance is even competitive with product codes of similar code length and rate which employ eHamming or eBCH component codes.
The rest of this paper is organized as follows. Section 2 reviews the serially concatenated code and decoding algorithm of [2] . The list-based decoding algorithm is also described. In Sect. 3, some observations on the error floor are presented, and an interleaver design to achieve lower error floors is investigated and numerically evaluated. Outer codes with larger minimum Hamming distance are considered in Sect. 4 . Conclusions are drawn in Sect. 5.
Serial Concatenation of Linear Block Codes and a Recursive Encoder
We illustrate a (N = ln, K = lk, D min ) serially concatenated code in Fig 
We use turbo decoding with MAP decoding for the inner accumulator code, specifically a BCJR-like algorithm is applied as discussed in [3] . For the outer block code we consider two decoding algorithms, namely full-MAP decoding and SISO order-I reprocessing. To reduce the average decoding complexity, the stopping criterion suggested in [7] can be applied. It halts decoding when the symbol-wise decision of b in the inner decoder constitutes a valid codeword and coincides with the sequence obtained by encoding the estimate of c derived in the outer decoder.
SISO MAP decoding can be quite complex for codes with large d min . Therefore, the eBCH codes considered in Sect. 4 are decoded using the modified SISO order-I reprocessing algorithm of [5] . Alternatively, the SISO 'box and match' decoding algorithm of [6] could be used to further reduce complexity at the cost of increased memory requirements. The use of these algorithms with the proposed system will be described in Sect. 4.
Interleaver Design

Observations on the Error Floor
Assume for simplicity that an all-zero codeword is transmitted throughout this section. Consider an output of the interleaver c π of weight w, with positions of non-zero symbols in S = {s 0 , . . . , s w−1 } such that s i < s j for 0 ≤ i < j < N. Due to the nature of the inner encoder, for even w, the weight of the overall codeword b is simply determined as D S = 0≤2i,2i+1<w s 2i+1 − s 2i (for odd w we add N − 1 − s w−1 ).
A large minimum distance D min is desired in obtaining low error floor performance as it dominates the error rates under maximum likelihood (ML) decoding (at least for high SNR). Indeed, a low-weight codeword b is usually caused by an outer codeword c of small weight. However, we observe that unless D min is very small the error floor is in many cases not the (direct) consequence of low-weight codewords under turbo decoding.
Decoding failures occur more frequently when, for a given S, there exists a subset of positions S = {s 0 , . . . , s w −1 } ⊂ S, where s i < s j for i < j, with the following properties: the size w = |S | is only slightly less than w, and D S = 0≤2i,2i+1<w s 2i+1 − s 2i is small. Figure 2 illustrates such an example. We consider an outer codeword c of weight nine for simplicity where three constituent codewords of length n contain three erroneous non-zero symbols. In the Tanner graph for the accumulator, squares and circles correspond to the symbols in the input c π and the output b of the accumulator, respectively. Non-zero symbols are colored black whereas white ones are for symbols with value zero. Figure 2(a) represents the codeword obtained by encoding with the accumulator, and a large overall weight is generated because of the separation between s 7 and s 8 . On the other hand, if we consider the set of positions S = S\{s 7 } as in Fig. 2(b) , D S = 8 results.
Roughly speaking, a small value of D S can be problematic because this appears as a low-weight codeword to the decoder of the accumulator. We point out that the harddecision estimate for the outer code c obtained in the associated MAP decoders often defines l valid (correct or incorrect) constituent codewords. Based on such extrinsic information from the outer decoder, the decision that the accumulator decoder makes can be more incorrectly biased.
We also note it is not unusual that the hard-decision for each symbol in the outer decoder is of the type in Fig. 2 and remains unchanged for a few iterations. An abrupt increase in the number of erroneous symbols typically occurs in the subsequent iterations, resulting in an oscillation phenomenon [10] .
Constraint on the Interleaver Design
As an attempt to overcome the problem in the previous subsection, we consider imposing a simple constraint on the interleaver: For any pair of codeword indices i and s, 0 ≤ i < s < l and for any values j, j , t and t , 0 ≤ j, j , t, t < n, j j , t t the following inequality holds for some positive integer T
For illustration, the four symbols in Fig. 3 from two outer codewords violate the constraint for T = 3 as the left hand side in Eq. (1) is 2 + 1 = 3. Thus, this constraint can also be interpreted as an elimination of short cycles from the corresponding bipartite graph of the code (we do not discuss details of the graph for the outer code here), and a large value of T is naturally desired. It is possible as well as necessary to extend this criterion to more than two constituent codewords in fully tackling the problem at hand, but we do not consider it here because the target of this paper is high-rate moderate-length codes and hence the freedom in the interleaver design is limited. Yet, this constraint can be useful in enhancing the performance of the error floor as shown subsequently. Note also that this constraint can eliminate small weight codewords. Interleavers with such a constraint can be constructed using a computer search. However, this approach is possibly time-consuming and tends to leave weakness somewhere (or in many places) in the code. The interleaver design discussed in the next subsection is useful in that only a few parameters are necessary to define the overall interleaver.
Two-Dimensional Interleaver
For the concatenation of a block code and an accumulator, we find that the two-dimensional interleaver design similar to the one recently proposed in [8] for parallel turbo codes as well as in [9] is useful owing to the regularity in the indices of the outer constituent codewords.
The interleaver uses a two-dimensional L × M array with M = mn and L = l/m where an integer m is a divisor of l, and stated as follows: Define a mapping φ :
which maps a two-dimensional array to a sequence, and permutations
Finally, the permutation for the overall interleaver is given as π = φπ c π r φ −1 . Note that in the original construction of [8] the permutations, σ i 's, are all identical for all i and randomly generated, and λ j 's are chosen to be uniformly random and independent. In the following, we consider the case of m = 1 for a moderate-length code, whereas for long codes use of a larger value may be desired in terms of the code parameters including minimum distance.
It is clear that the constraint in Eq. (1) is reduced to the selection of λ j 's. Define
where f is the step function with f (x) = 0 for x ≤ 0, and f (x) = 1 for x > 0. Then the constraint for T = 2 is that there is no pair of indices j and j (> j) such that
To see this, consider for simplicity the symbols in c 0 which are on the topmost row of the array before applying the mapping π c . Assume also that σ i 's are identity mapping for all values of i, and j < n − 1. Then, the symbols c 0, j on column j and c 0, j+1 on column j + 1 are mapped by π c to the positions (λ j , j) and (λ j+1 , j + 1) of the array, respectively. Also, the symbol at position (λ j , j + 1) is from the codeword c (λ j −λ j+1 ) mod L and that of (λ j+1 , j) is from the codeword c (λ j+1 −λ j ) mod L , which are eventually neighbors of c 0, j and c 0, j+1 after the overall interleaving π. Consequently, to avoid violating the constraint in Eq. (1) for T = 2, there should not be an index j such that
The step function in Eq. (2) is simply for the symbols on the rightmost column j = n − 1, whose subsequent symbol in the interleaved sequence is on the leftmost column. Similarly, the constraint associated with T = 3 is that there is no pair of indices j and j satisfying µ 1, j ± µ 2, j ≡ 0 (mod L) in addition to the constraint for T = 2.
Determining the Parameters
The λ j 's values under the constraint of Sect. 3.2 can be determined by a computer search, but we have a much more compact description when L is an odd prime p. Let g be a primitive element (of order p − 1) over the multiplicative group Z * p . Then, the following simple propositions show λ j = g j mod p facilitates the selection. Note that a mod b denotes the non-negative integer smaller than b that is congruent to a modulo b.
The claim follows because of the nature of a cyclic group and of the fact g
where ν is the smallest positive integer that satisfies g ν ≡ ±(g + 1) (mod p). Proof.
Since µ 2, j ≡ µ 1, j (g + 1) (mod p), the sequence µ 2,0 , . . . , µ 2,n−3 is identical to µ 1,i , . . . , µ 1,i+n−3 for some i.
The constraint considered is violated only if one or more elements in {µ 2,0 , . . . , µ 2,n−3 } are in {µ 1,0 , . . . , µ 1,n−2 , µ 1,
These conditions do not take µ 1,n−1 , µ 2,n−2 , and µ 2,n−1 into account (that is, λ j 's in the leftmost and rightmost columns). The next example shows one of the possible measures to overcome this problem.
Example: For n = 32, m = 1 and L = p = 157 > 4n, the overall code length is N = Ln = 5024. Select g = 53, which has µ = 33 < p/2 − n, among the primitive elements over Z * p . This choice indeed violates the condition in the proposition when µ 1,n−1 , µ 2,n−2 and µ 2,n−1 are taken into account. Instead, a modified sequence λ j = g j+1 mod p for 0 ≤ j < n suffices.
More general cases for T > 3 can be treated by following the same line, essentially limiting the range of g further.
Note that a similar approach is described in [9] , but in that paper the primary motivation was in giving a small diameter of the graph for the repeat-accumulate codes, and no connection to the error floor was pointed out. Also, the propositions given above indicate that in our context the selection of the primitive element should be done carefully in order to avoid short cycles and possibly to achieve larger D min .
When the permutations, σ i 's, are given by a simple deterministic rule, the required amount of memory to store the overall interleaver is significantly reduced, as we only need to store λ 0 , . . . , λ n−1 (or only the primitive element g when L is prime). In the following numerical results, we simply use σ i ( j) = ( j + i) mod n without any attempt to optimize the performance or code parameters.
Numerical Results
Consider the use of the (32, 26, 4) eHamming code with l = 97, resulting in a rate-0.8125 (3104, 2522) code. The primitive element selected was g = 41 with ν = 27, and this was chosen so that there is a small number of pairs satisfying µ 1, j ± µ 2, j ≡ 0 (mod L) because of 2n < l < 4n. In Fig. 4 word error rate (WER) results over the AWGN channel after a maximum of 50 iterations are shown for several interleavers: two pseudo-random interleavers, and twodimensional interleavers with random selection and with proper constraints on λ i 's. Results are plotted against E b /N 0 , where E b is the transmitted energy per data bit and N 0 /2 is the variance of the AWGN variable. One of the pseudorandom interleavers has D min = 3, which is quite often encountered when interleavers are generated randomly. It is observed that by an appropriate design of the interleaver with the simple constraints proposed above the performance can be improved substantially. It should be noted that except for that of the code with D min = 3, almost all the error events in the error floor region are detectable errors and not due to low-weight valid codewords being the final estimate. Another result is shown in Fig. 5 for a rate-0.6825 (1616, 1111) code employing the (16, 11) eHamming code, after a maximum of 50 iterations. Again, proper design of an interleaver achieves much lower error rate than a pseudorandom interleaver.
Use of Outer Codes of Larger Minimum Distance
We now consider using eBCH codes as outer codes with the goal of improving the error performance in the error floor region. Following the arguments in [1] , for the code ensemble defined by a uniform interleaver, the interleaver gain in terms of WER depends on the minimum distance d min of the outer code. This fact indicates that, with respect to [2] , it is expected replacing the eHamming code by an outer code of larger d min improves the error floor performance.
The proposed concatenated codes have a lot of flexibility in the choice of component codes. The idea of mixing the component codes used to create the block of N bits fed to the accumulator was used in [2] with eHamming codes. We can use both eBCH codes and eHamming codes of different lengths. By mixing the types of component codes used to create a frame of N bits we can create concatenated codes with a wide range of rates and lengths.
Asymptotic Performance
In [11] Divsalar presented a simple upper bound on the error probability under ML decoding which depends only on the weight distribution of a linear code. Based on this bound, the minimum E b /N 0 threshold of a code ensemble under ML decoding, referred to as the ML threshold in the following, can also be computed. We use this threshold as a benchmark to the behavior of the proposed concatenated codes with large block lengths.
In Fig. 6 , the ML thresholds are depicted for random codes, as well as serially concatenated codes with extended Hamming and BCH codes as outer codes under uniform interleaving. Also shown is the Shannon limit of the channel. The eHamming codes considered are the rate-0.5 (8, 4), rate-0.6875 (16, 11) , rate-0.813 (32, 26), rate-0.891 (64, 57), rate-0.938 (128, 120), and rate-0.965 (256, 247) codes. The d min = 6 eBCH codes considered are the rate-0.656 (32, 21), rate-0.797 (64, 51), and rate-0.883 (128, 113) codes. Three eBCH codes of minimum distance eight are also considered: the rate-0.50 (32, 16), rate-0.703 (64, 45), and rate-0.828 (128, 106) codes. Two other codes with (64, 39, 10) and (64, 36, 12) eBCH component codes are also included in the figure. It is first observed that with eHamming codes as outer codes the ML threshold is close to that of random codes at very high coding rate while for lower rates some gap is observed (note that the gap between the Shannon limit and threshold for random codes is due to the lack of asymptotic tightness of the bound). On the other hand, the gap to the random codes becomes much smaller with outer codes of minimum distance six, although the ML threshold is not very close to that of random codes for low rate cases. The use of a larger d min (eight, ten, or more) can be a remedy to this loss as seen from the figure.
From this analysis, serial concatenation using eBCH codes is capable of approaching the Shannon limit under ML decoding, and with respect to the weight spectrum it is reasonably close to random codes. Together with the arguments of interleaving gain [1] , the advantage of outer codes of larger d min for larger block lengths N is justified. This is also true for moderately long codes when pseudo-random interleavers are used. However, it is not yet clear if eBCH outer codes outperform eHamming codes of similar code rate under the "best" interleaver.
The behavior of these codes under iterative decoding is another important issue, therefore, we use the EXtrinsic Information Transfer (EXIT) chart technique [12] , which is exact over the binary erasure channel [13] and is known to be very accurate for the AWGN channel in computing the performance limit. Given an E b /N 0 value of the channel, in this analysis, the mutual information between the extrinsic information and the transmitted symbol is computed at the input and the output of each decoder for every iteration, rather than computing the probability density of the extrinsic information. The performance limit of a code is determined as the minimum E b /N 0 at which this mutual information approaches 1 as the number of iterations increases. In Table 1 we compare the Shannon limit with the asymptotic performance limit of iterative decoding derived by the EXIT chart analysis. Results for eHamming codes and various eBCH codes of d min = 6, to which MAP decoding is applied, are given. It is observed that these limits are within 0.6 dB from the Shannon limit and the gap becomes smaller as the code rate increases. This gap is larger for an eBCH code than for an eHamming code of similar code rate by approximately 0.1 dB in every case shown in the table. The advantage of using outer codes with larger d min under ML decoding was shown in Fig. 6 with respect to the overall weight spectrum. It is achieved at the cost of relatively small performance loss under iterative decoding.
The MAP decoding assumed in this computation is in general computationally expensive for eBCH codes. In the next section, it is shown that the use of some computationally more efficient sub-optimal decoding approaches with certain normalization for outer codes results in very little loss in performance for practically important code lengths.
List Decoding of the Outer Block Code
As previously mentioned full-MAP decoding of block codes with large d min can be complex. Hence we will use the SISO list-based decoding algorithm of [5] to decode the outer eBCH codes. We modify this algorithm to provide an estimated MAP metric instead of the max-log-MAP metric given in [5] . This is done to make it easier to directly share extrinsic information between the convolutional and block decoders. Furthermore, scaling factors for the MAP and max-log-MAP decoding stages could be carefully chosen.
The soft output calculated by the eBCH decoder during the q th decoding iteration for the j th bit in an eBCH codeword † can be written as
where R is the received signal, s(·) maps † † bits {0, 1} to BPSK symbols {−1, +1} and {c + |c + j = 1} and {c − |c − j = 0} are the lists of codewords with the j th coded bit equal to 1 and 0, respectively. Each list is a subset of all possible codewords and is selected by the modified SISO order-I reprocessing algorithm of [5] . We treat the extrinsic information from the accumulator decoder, W ACC (q − 1), as a priori information. Therefore, we can write the soft output from the eBCH decoder as
where w
ACC i
(q − 1) is the extrinsic information from the accumulator decoder at the i th bit position from the (q − 1)
where
and r i is the i th received symbol. The extrinsic information from the eBCH decoder at the i th bit position from the q th decoding iteration is defined as
The soft input to the accumulator decoder is calculated using
The list decoder of [5] operates on a reordered version of the input. An initial codeword estimate,C 0 , is made by encoding the information positions of the hard decision of the reordered input vector. All codewords can be written asC = E ⊕C 0 , where E is a codeword, called an error codeword. The decoder tries to find error codewords which minimize
Therefore, using the notation of [5] , (5) can be calculated using
where {E + |E j = 1} and {E − |E j = 0} are the lists of error codewords considered by the list decoder with E j = 1 and E j = 0, respectively.
The list decoder considers a maximum of
codewords, but on average fewer codewords are considered as shown in [5] , [6] . While a ML decoder considers a maximum of min(2 k , 2 n−k ) codewords. Further complexity reduction techniques are discussed in [5] , [6] .
Error Performance for Practical Code Length
We consider the simulation results of the proposed concatenated codes. A maximum of 100 iterations are performed unless otherwise stated. The BER and WER performance of eBCH codes with d min = 6 and length n = 32, n = 64, n = 128 and n = 256 are depicted in Fig. 7 and Fig. 8 . Overall word/ interleaver lengths of N = 4096 and N = 16384 are considered. We observe that all length 16384 codes are about 0.30 ∼ 0.35 dB away from the EXIT chart threshold of Table 1 at a BER of 10 −5 . All eBCH codes and eHamming codes are decoded using the estimated log-MAP version of the modified SISO order-I decoding algorithm of [5] (as described in Sec. 4.2). Unless otherwise stated I = 3 is used. Note that I = 2 and I = 3 provide very similar performance for d min = 6 eBCH codes, while I = 2 is much less complex. Full MAP decoding for the (32, 21, 6), (64, 51, 6) and (128, 113, 6) eBCH codes with accumulator was also simulated and performance very similar to that of the suboptimal list decoding was observed as shown in Fig. 7 and Fig. 8 . It is difficult to accurately compare complexity as the complexity of list decoding varies significantly over † For ease of exposition no codeword index is used. Recall there are l codewords in the concatenated code.
† † Note that a different mapping to BPSK is used in [2] . † † † The simplification of (5) different blocks and iterations. Full MAP decoding considers 2 k codewords for each eHamming or eBCH code. MAP decoding using the dual code considers 2 n−k codewords, while list decoding considers a maximum of L(I) codewords (see Eq. (11)). For the (128, 113) eBCH code we have 2 k ≈ 1 × 10 34 , 2 n−k = 32768 and L(2) = 6442. In Fig. 9 we compare the BER and WER performances of selected eHamming codes concatenated with an accumulator to that of the d min = 6 eBCH codes concatenated with an accumulator for comparable rates. A random interleaver of length N = 4096 or N = 16384 separates the eHamming/ In [14] a family of rate-compatible low density parity check (LDPC) codes are described. The results for a rate R = 0.8 code with K = 8171 data bits and N = 10220 coded bits give a WER of 10 −4 at 2.9 dB. This rate is comparable to the (64, 51, 6) eBCH code with accumulator, which has a WER of 10 −4 at approximately 2.82 dB for N = 16384 and at approximately 3.13 dB for N = 4096. Results are also given in [14] for a rate R = 2/3 code with K = 8171 data bits and N = 12256 coded bits, which has a WER of 10 −3 at 1.85 dB. This rate is comparable to the (32, 21, 6) eBCH code with accumulator, which has a WER of 10 −3 at approximately 1.86 dB for N = 16384 and at approximately 2.13 dB for N = 4096. All these results indicate similar performance for the two schemes.
In Table 2 the performance of the proposed codes are compared to that of product codes (PCs) with similar rates. The PCs with eHamming component codes are decoded using the SISO Chase-based decoding algorithm of [15] . The PCs with d min = 6 eBCH component codes are decoded using the modified SISO order-I decoding algorithm of [5] . The PCs use a maximum of 10 iterations. The slopes of the BER and WER curves are almost identical for the codes with equivalent rate and value of N. The eBCH codes with accumulator have comparable performance to the PCs in the waterfall region. It is difficult to accurately compare complexity due to different values of d min and n and variable list decoding complexity. Comparing the (128, 113) 2 PC and the (64,51) eBCH code with accumulator we have a similar number of eBCH codewords considered by the list decoders after 10 and 50 iterations, respectively, assuming I = 2 for both codes and N = 16384 (for I = 3, the PC with 10 iterations considers as many codewords as the counterpart with 100 iterations). The accumulator adds a small additional complexity to each iteration. Again the main advantage of the eBCH codes with accumulator over PCs is the flexibility to obtain other code rates.
Conclusion
In this paper we have considered the serial concatenation of eHamming codes with an accumulator. We have investigated a simple interleaver design to lower the error floor where detectable errors often dominate the error probabilities. In addition, we have considered the use of outer codes with larger d min to reduce the error floor, namely eBCH codes with d min = 6. The eBCH codes with accumulator have been shown to perform well in comparison to existing high rate coding schemes. They offer flexible rate design and low error floors. They are decoded using a list based decoding algorithm, which provides an estimated MAP metric to the accumulator decoder.
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