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Abstract
In this paper1 we study the module checking problem, namely the
model checking problem for open systems, as proposed by Kupferman
and Vardi. We show how it is possible to reduce this problem for sev-
eral temporal logics to a validity problem in deterministic (equational)
µ−calculus by means of partial model checking techniques. In this way,
we extend the results of Kupferman and Vardi by establishing the decid-
ability of the module checking problem for µ−calculus and ECTL∗, also
with incomplete information. We have built a semi-automated tool for
performing module checking, which is based on an existing partial model
checker.
Keywords: Modal and temporal logics, module checking, partial
model checking, verification of open systems.
1 Introduction
In the field of formal specification and verification of systems, temporal logics
have been widely recognized as a valuable tool. In particular for the analysis of
so called reactive and non terminating systems.
By following [10, 14] we can distinguish between closed and open systems.
The behaviour of a closed system is not influenced by its external environment;
while the behaviour of an open system may depend on the interaction with the
environment. For example, suppose we have a machine that has to gather food
for two kinds of pretty animals, say goldfish and green parrots.
A closed machine could work as follows. First it prompts the environment
with a request either for food for the goldfish or for the green parrots. Next,
it nondeterministically sends food to a group of animals and returns to ask the
environment for food.
1This is a revised and extended version of [20].
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An open machine asks foods, and allows the environment to choose the
recipient group of animals, and then deterministically sends the food to the
chosen group.
Sometimes, we are interested in establishing properties that an (open) sys-
tem must satisfy when it operates in conjunction with arbitrary environments.
For example, we might wonder if, wherever we place the machine, it is always
possible to give food to the goldfish. Clearly, the answer depends on the envi-
ronment in which the machine is inserted. (Imagine an environment which loves
animals but dislikes goldfish, then it would only give food to the green parrots!)
A powerful automatic method for the verification of properties of (finite-
state) systems is the so called model checking [6]. The idea is simply to consider
an abstraction of the system as a Kripke model and the properties that it must
satisfy as a temporal logic formula. The verification phase is reduced to check
whether the formula is satisfied in that model or not. Kripke models may
be considered as a simple framework for describing the behaviour of reactive
systems. Indeed, the worlds may represent configurations of the systems and a
transition between two worlds is a possible computation step. A path on the
Kripke model is a possible execution of the machine.
Remarkably, the Kripke semantics, also known as possible worlds semantics,
propose a view of a system that we could refer to as closed. A transition of the
system is always considered possible, regardless of the environment. Alterna-
tively, we can imagine that this situation is equivalent to check the system in
a setting where the environment does not limit the system capabilities. Thus,
Kupferman and Vardi argued [14, 15, 26, 13] that there is a need for different
model checking algorithms for open systems.
They defined a simple and clear theoretical framework for the analysis of
open systems. It is based on a refinement of the structure of Kripke model.
The states (or worlds) are partitioned in two sets, the system states and the
environment ones; the former may actually access every successors, the latter
have a reduced set of possible worlds according to the execution environment.
The resulting structure is called module. When a module is analyzed w.r.t. a
given environment, then the resulting structure is actually a closed system where
all the external choices (of the environment) are resolved. So, this system can be
represented as a standard Kripke model. Given an open system (module) and a
temporal logic formula φ, module checking is the problem to establish whether
the open system satisfies a formula w.r.t. any environment. This amounts to
check that each Kripke model derived from the execution of the open system in
a certain environment satisfies the formula φ.
It is worthwhile noticing that, while module checking is a general and theo-
retically interesting problem, it has also specific and practical applications. In-
deed, verification problems that arise in the formal analysis of several computer
security properties can be regarded as instances of module checking paradigm
(even though in quite different formal settings). Some ideas proposed here have
been successfully recasted for security property analysis too [21, 19]. Further-
more, verification of control systems can be considered as a module checking
problem. Indeed, we need to verify whether a control program is able to rule a
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Figure 1: Interaction Module-Environment: the process PMod represents the
module, the process XEnv represents the environment and ‖ is the CCS parallel
operator.
plant in whatever operative conditions, i.e. environment, which are not known
in advance. The uncertainty about the behaviour of the environment makes
these systems difficult to be programmed and analyzed.
1.1 Overview of the proposed method
Our solution method for the module checking problem is based on the idea to
“internalize” the environment. The interaction of the module and the envi-
ronment is implicitly described in the approach of Kupferman and Vardi, by
providing the set of resulting execution trees. In our method the interaction of
the environment and the module is explicitly represented (see Figure 1):
First, the module and the environment are represented as terms (processes) of a
process algebra, i.e. a language for describing concurrent systems. Here we
choose the CCS process algebra [22]. So, we have a term PM of the process
algebra modeling the module, and a set of processes, ranged over by X,
modeling the environments. The interaction between the module and the
environment is modeled by means of the parallel composition operator of
the process algebra, i.e. PM‖X. However, note that we should consider a
process for every environment, i.e. an infinite number, which still makes
it difficult to establish some decidability result. The following two steps
are devoted to tackle this problem.
Next, the key idea is to treat the (process) environment as an unspecified com-
ponent in the parallel composition with the fixed process that represents
the module. Hence, we conveniently apply compositional analysis tech-
niques developed for process algebras [1, 2, 3, 16]. These techniques are
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also called partial model checking or partial evaluation. These permit us
to find the necessary and sufficient conditions on the processes that rep-
resent the environments in order to have that the resulting composition
satisfies a logical formula. Thus, suppose we need to establish whether
PM‖X |= φ holds or not. Then, we can find a formula φ′ s.t. PM‖X |= φ
iff X |= φ′. Since φ′ depends only on the properties to be checked φ and on
the process denoting the module PM , we do not explicitly deal with the
processes that represent the environments. As a matter of fact, we obtain
a validity checking problem when we limit to consider only the processes
X that act as environments of the module.
Finally, the membership for the processes representing the environments may
be expressed by a logical specification in the equational µ−calculus. Call
φX the corresponding logical formula. Thus, we can study if each process
(representing a possible environment) satisfies the specification obtained
after the partial evaluation phase within a logical setting, i.e. if φX =⇒ φ′
is valid. For example, we can exploit the satisfiability/validity procedures
for the logic or suitable proof techniques, for instance the ones we devel-
oped (see Appendix B).
1.2 Contributions
The main contributions of this paper are the followings:
• We define a uniform framework for the analysis of several module checking
problems.
• We establish the decidability of several model checking problems for µ−calculus
and ECTL∗.
• Our approach is obtained by grouping together concepts from several the-
ories, i.e. temporal logic, concurrency and graph theory. It has the merit
of clearly showing that module checking can be reduced to a validity prob-
lem, as the intuition suggests.
• The methodology is very flexible, since partial model checking techniques
have been already developed for timed and probabilistic process algebras.
Hence, we believe that module checking problems which need to take into
account these features can be treated similarly.
• We do not need specific tools for module checking. By using our theory and
an existing partial model checking tool we are able to reduce the module
checking to a validity problem for (deterministic) µ−calculus formulas.
Thus, we can exploit a standard algorithm to establish the validity of this
formula or to use a specific proof system that we developed.
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1.3 Structure of the paper
The rest of this paper is organized as follows. In Section 2, we formally introduce
the module checking problem. In Section 3, we show how module checking
problems can be encoded in equivalent problems in the CCS process algebra
framework. In Section 4, we show our approach which is based on partial model
checking techniques. In Section 5, we extend the result to several temporal
logics. In Section 6, we present a simple example of application of the theory.
In Section 7, we show that the approach is suitable also to solve different module
checking problems. Finally, in Section 8, we give some concluding remarks.
2 Module Checking
In this section we briefly recall some preliminary concepts of the module check-
ing, by following the treatment of [14].
A Kripke model is a tuple P = 〈AP,W,R,winit, l〉 where AP is a finite set
of atomic propositions, W is a set of worlds (or states), R ⊆ W × W is the
accessibility relation (which is required to be total), winit is the initial world,
and l is a labeling function from W to 2AP . Here, we suppose to have an
initial state since we want to state properties that hold at the beginning of a
computation.
A Kripke model is sometimes called program. A path on a program P is
an infinite sequence of states w0, w1, . . . such that for every 0 ≤ j, we have
(wj , wj+1) ∈ R. As notation we write P |= φ if a formula φ is satisfied in winit
(see [9] for the formal definition of the relation |= for several temporal logics
used in this paper).
A closed system is a program whose behaviour is completely determined by
the state of the system, so every world related via R with the current state, can
be effectively accessed.
To describe open systems, Kupferman and Vardi define the structure of mod-
ule, i.e. a tuple M = 〈AP,We,Ws, R,winit, l〉, by partitioning the set W of
states of a Kripke model in two sets Ws and We (We∩Ws = ∅). The transitions
that have origin in a state in Ws are not influenced by the environment, while
the ones that have origin in a state in We might be.
The different behaviour of the system in the two kinds of states is reflected by
considering Step(s) as the set of sets of states that can be accessed from a state
s. For each state w ∈Ws∪We let succ(w) be the set of directly accessible states,
i.e. {w′|(w,w′) ∈ R}. For a state ws in Ws we define Step(ws) = {succ(ws)},
while for a state we inWe, due to the intended nature ofWe, we have to suppose
that the environment can allow whatever subset of succ(we). Hence let us define
Step(we) as {S|S ⊆ succ(we)}.
Remark 2.1 In the original formulation there is the technical limitation that
the environment has to permit at least a state to be accessible from w ∈ We.
However, such a requirement can be fulfilled by suitably changing the formula
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Figure 3: Some labeled trees in Exec(M).
to be checked as we show in Section 7 and we omit it. This makes the presen-
tation of our results simpler, although we could have taken as primitive such a
requirement in developing our theory.
As example, the module for the food gathering machine is given in Figure
2. The state 1 is an environment state and we have succ(1) = {2, 3} and
Step(1) = {{}, {2}, {3}, {2, 3}}, while succ(2) = {1} and Step(2) is {{1}}.
Following [14] we consider an (infinite) tree as a set T ⊆ ℵ∗ (i.e. a set of
finite sequences of naturals) such that if x.c ∈ T where x ∈ ℵ∗ and c ∈ ℵ then
also x ∈ T , and for all 0 ≤ c′ < c, we have that x.c′ ∈ T . The empty word ² is
the root of the tree and the other strings are the nodes. A Σ−labeled tree is a
pair 〈T, V 〉, where T is a tree and V is a labeling function from each node of T
to Σ (in our case Σ will be W or 2AP ).
We can unwind a module M in the tree 〈TM , VM 〉 of its computations, by
considering it as a Kripke model. Actually, the tree 〈TM , VM 〉 corresponds to
a situation where the module M is composed with the environment that allows
the module to access every possible world via R. Each environment induces a
particular computation tree when it interacts with a module (open system). In
order to consider all the possible computation trees of a module M that arise
when the module is composed with arbitrary environments, one has to consider
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a forest of trees. Call this forest Exec(M).
Informally, every tree in the forest can be obtained from TM by pruning
some subtrees, whose root is a successor of an environment state we. Roughly
speaking, this means that the environment does not allow the system to access
the state which is the root of the pruned subtree.
More formally let us define Exec(M) in the following way. We have 〈T, V 〉 ∈
Exec(M) iff:
• ² ∈ T and V (²) = winit,
• For all x ∈ T , if V (x) = w then there exists {w0, . . . , wn} ∈ Step(w) such
that:
{t | t ∈ T, ∃i ∈ ℵ s.t. t = x.i} = {x.0, . . . , x.n}
and for all 0 ≤ c′ ≤ n, we have that V (x.c′) = wc′ .
Moreover, the trees 〈T, V 〉 ∈ Exec(M) can be also seen as 2AP−labeled trees,
whose label function is l(V (x)) for x ∈ T . The appropriate labeling function
will be clear from the context. To every labeled tree 〈T, V 〉 ∈ Exec(M) we can
associate a Kripke model 〈T, V 〉K = 〈AP, T, {(t, t.i) | t, t.i ∈ T, i ∈ ℵ}, ², l ◦ V 〉.
Remark 2.2 It is worthwhile noticing that, given a labeled tree 〈T, V 〉 which is
in Exec(M) and an order ≤Σ on Σ, there exists always a labeled tree 〈T, V1〉 s.t.
if t.i, t.j ∈ T then i ≤ j iff V1(t.i) ≤Σ V1(t.j). Moreover there is an isomorphism
f between 〈T, V 〉 and 〈T, V1〉 s.t. f(²) = ². This gives us a way to uniformly
represent labeled trees (up to isomorphism).
Kupferman and Vardi [14] defined the problem of checking that every tree
〈T, V 〉 in Exec(M) satisfies φ (i.e. 〈T, V 〉K |= φ), where φ can be a PTL,CTL,CTL∗
formula, as module checking, written M |=r φ. They prove that the module
checking problem is EXPTIME and 2EXPTIME complete, respectively for
CTL and CTL∗.
Example 2.1 Some trees of Exec(M) where M is the food gathering machine
are given in Figure 3. In the introduction, we wondered whether the food gather-
ing machine have always the possibility during its computation of giving food to
goldfish (this property is expressed by the CTL formula ∀G ∃F (goldfish)) for
each environment in which it may operate. Clearly, by looking at the tree c in
Figure 3 it turns out that the answer is NO, since in this tree there is no state
labeled by the proposition goldfish.
3 Logics, process algebras and partial model check-
ing
In this section, we show how the module checking problem for several temporal
logics can be reduced to a validity problem in the deterministic (equational)
µ−calculus. This is a variant of µ−calculus (see [1, 25]), where the formulas
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are interpreted over models which have multiple accessibility relations that in
turn are actually functions. Thus, it follows the name deterministic for these
models, since given a transition relation from every world there is at most one
successor.
In the rest of this section we describe the necessary technical tools to apply
our method.
3.1 µ−calculi
In this subsection we introduce several µ−calculi, in particular the modal µ−calculus
and equational one.
Modal µ−calculus is a process logic which extends HML logic [11] with fix-
point operators in order to reason directly about recursive definitions of prop-
erties. It permits us to analyze non terminating behaviour of systems. It is a
powerful temporal logic which subsumes several other logics such as CTL,CTL∗
and ECTL∗ [9, 27].
As usual for µ-calculi, for the interpretation of the formulas we might con-
sider Kripke models or else Labeled Transition Systems (LTSs). These are
Kripke models with multiple accessibility relations, indexed over a set of actions
(say Act) but without the labelling of propositional symbols2. Otherwise, we can
consider their composition, i.e. multiple accessibility relations and propositional
constants associated to states or worlds (also called Doubly Labelled Transition
Systems in [8]). We consider the latter as models, since by restricting the syntax
of formulas we may interpret them over Kripke models (by considering a unique
accessibility relation) or over LTSs (by not allowing propositional constants).
We consider the set Act of actions and a distinguished action τ with τ 6∈ Act
(this action models synchronization among processes). Let Actτ be Act ∪ {τ}.
Let a be in Actτ and X be a variable ranging over a finite set of variables
V ars, and let p be a propositional constant ranging over a finite set of proposi-
tional symbols AP . Formulas are generated by the following grammar:
A ::= X | T | F | p | ¬A | A1 ∧A2 | A1 ∨A2 | 〈a〉A | [a]A | µX.A | νX.A
Logical connectives work as usual. The possibility modality 〈a〉A expresses the
ability to have an a transition to a state that satisfies A. The necessity modality
[a]A expresses that after each a transition there is a state that satisfies A. We
consider the usual definitions of bound and free variables. The interpretation
of a closed formula A w.r.t. an LTS L is the set of states where A is true. The
interpretation of a formula α(X) with a free variable X is a function from set
of states to set of states. Hence, the interpretation of µX.α(X) (νX.α(X)) is
the least (greatest) fixpoint of this function. There is a syntactic restriction on
the formulas µX.α(X) and νX.α(X), namely the variable X must be under the
scope of an even number of negations (¬). This ensures that the interpretation
2These are often used as formal models for concurrent processes. Hence sometimes in the
remainder of the paper we use the term process for indicating a LTS.
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[[T ]]ρ,l = S
[[F ]]ρ,l = ∅
[[X]]ρ,l = ρ(X)
[[p]]ρ,l = {s ∈ S | p ∈ l(s)}
[[¬p]]′ρ,l = S\[[p]]ρ,l
[[A1 ∧A2]]ρ,l = [[A1]]ρ,l ∩ [[A2]]ρ,l
[[A1 ∨A2]]ρ,l = [[A1]]ρ,l ∪ [[A2]]ρ,l
[[〈a〉A]]ρ,l = {s|∃s′ : s a−→ s′ and s′ ∈ [[A]]ρ,l}
[[[a]A]]ρ,l = {s|∀s′ : s a−→ s′ implies s′ ∈ [[A]]ρ,l}
[[µX.A]]ρ,l =
⋂{S′|[[A]]ρ[S′/X],l ⊆ S′}
[[νX.A]]ρ,l =
⋃{S′|S′ ⊆ [[A]]ρ[S′/X],l}
Table 1: Semantics of the logical language.
of a formula with free variable is a monotonic function; so a least (greatest)
fixpoint exists.
Formally, given an LTS M = 〈S,Actτ , { a−→}a∈Actτ , l〉 extended with a la-
beling function l : S −→ 2AP , the semantics of a formula A is a subset [[A]]ρ,l of
the states of M, defined in Tab. 1, where ρ is a function (called environment3)
from free variables of A to subsets of the states of M. The environment ρ[S′/
X](Y ) is equal to ρ(Y ) if Y 6= X, otherwise ρ[S′/X](X) = S′.
Given a model (LTS)M = 〈S,A, { a−→}a∈A〉, we writeM, s |= A as notation
for s ∈ [[A]]ρ,l when the environment ρ and the labeling l are evident from the
context. As usual we consider α =⇒ β as an abbreviation for ¬α ∨ β.
Modal µ−calculus subsumes several temporal logics such as PDL, CTL and
CTL∗ [4, 7]. But, despite its expressiveness, the satisfiability problem (namely
finding a structure and a state where the formula holds) still remains EXPTIME-
complete [25]. Moreover µ−calculus enjoys the finite model property, i.e. if
a closed formula is satisfiable then there exists a finite model (a finite state
process) for that formula [25]. A finitary axiom system has been proposed by
Walukiewicz in [29, 31].
3.1.1 Deterministic µ−calculus.
In the remainder of this paper, we are interested in studying validity problems
with respect to specific classes of LTS. In particular, we consider the class of
A−deterministic LTS (A–det, for short), where A is a set of actions. Roughly,
for A−deterministic LTS, the relations a−→a∈A are actually functions. We pa-
rameterize this class by means of a set of actions, since this permits us to have
a more flexible theory. Let us see formally the definition of these classes.
3This should not be confused with the environment that we consider in the module checking
framework.
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Definition 3.1 An LTS L=〈S,Act, { a−→}a∈Act〉 is called A–deterministic (A ⊆
Act) iff ∀a ∈ A, ∀s ∈ S if s a−→ s′ and s a−→ s′′ then s′ = s′′.
The formulas of deterministic µ−calculus are interpreted over A–deterministic
LTS. (If not explicitly stated we assume A = Actτ in the rest of the paper.) In
Appendix B, we present a proof system for deterministic µ−calculus based on
an extension of the one of Walukiewicz in [30] for µ−calculus.
3.1.2 Equational µ−calculus.
Now we present the equational µ−calculus, an equivalently expressive variant of
the µ−calculus [2, 4]. Equational µ−calculus is based on fixpoint equations that
permit to define recursively the properties of systems. A minimal (maximal)
fixpoint equation is X =µ A (X =ν A), where A is an assertion, i.e. a simple
modal formula without recursion operators. The syntax of the assertions (A)
and of the lists of (D) equations is given by the following grammar:
A := p | ¬p | X | T | F | X1 ∧X2 | X1 ∨X2 | 〈a〉X | [a]X
D ::= X =ν A D | X =µ A D | ².
It is worthwhile noticing that the syntax of assertions is more restrictive
w.r.t. the one for modal µ−calculus (these assertions are called simple in [4]).
This is mainly due to our necessity to perform syntactic transformations on these
assertions. This syntax permits us to keep small the size of the transformed
assertions and so to improve the complexity of our method (see Section 4.3 for
a deeper discussion of this point).
It is assumed that variables appear only once on the left-hand sides of the
equations of the list, the set of these variables will be denoted as Def(D). A
list of equations is closed if every variable that appears in the assertions of the
list is in Def(D).
LetM = 〈S,Actτ , { a−→}a∈Actτ , l〉 be an LTS extended with a labeling func-
tion l : S −→ 2AP , ρ be an environment that assigns subsets of S to the variables
that appear in the assertions of D, but which are not in Def(D). Then, the
semantics [[A]]′ρ,l of an assertion A is the same as for µ−calculus and the se-
mantics [[D]]ρ,l of a definition list is an environment which assigns subsets of S
to variables in Def(D). As notation, we use unionsq to represent union of disjoint
environments. Let σ be in {µ, ν}, then σU.f(U) represents the σ fixpoint of the
function f in one variable U . Hence, the formal semantics of a definition list is
as follows:
[[²]]ρ,l = []
[[X =σ AD′]]ρ,l = [[D′]](ρunionsq[U ′/X]),l unionsq [U ′/X]
where
U ′ = σU.[[A]]′(ρunionsq[U/X]unionsqρ′(U)),l
ρ′(U) = [[D′]](ρunionsq[U/X]),l
It informally says that the solution to (X =σ A)D is the σ fixpoint solution
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U ′ of [[A]] where the solution to the rest of the list of equations D is used as
environment.
We write s,M |= D ↓ X as notation for s ∈ [[D]](X) when the environment ρ
and the labeling l are evident from the context or D is a closed list (i.e. without
free variables) and without propositional constants; furthermore X must be the
first variable in the list D.
As for modal µ−calculus, we refer to the deterministic equational µ−calculus,
when formulas are interpreted over deterministic LTSs.
3.2 Partial model checking
This technique relies upon compositional methods for proving properties of con-
current systems [2, 16]. We adopt the treatment given by Andersen since this
is closer to our specific process algebra framework, and moreover, a prototype
implementation has been produced [17] for performing partial evaluation. By
starting from this tool we have developed a software environment that offers
some features which permit to solve the module checking problem for simple
properties without the necessity to implement the satisfiability procedure for
deterministic µ−calculus (see [19] for an explanation of the tool). An imple-
mentation of the proof system DAµ has been realized.
3.2.1 Process algebra operators
First, we explicitly introduce an operator for parallel composition of LTSs that
will be used to mimic the interaction module-environment. It is similar to
the parameterized CCS parallel operator, defined over LTS. (Other parallel
composition operators for processes could be taken in account.) We assume to
have a bijection ( − ) on Act, s.t. a = a. The parallel composition E1‖LE2
of two processes E1 = 〈P,Actτ , { a−→}a∈Actτ 〉 and E2 = 〈Q,Actτ , { a−→}a∈Actτ 〉
(i.e. their LTSs) with L ⊆ Act (the synchronization actions set) consists of the
LTS whose set of states is given by {p‖Lq : p ∈ p, q ∈ Q} and for every action
a ∈ Actτ , b ∈ Act the relative relations are determined by the following rules:
p
a−→ p′
p‖Lq a−→ p′‖Lq
(a 6∈ L) q
a−→ q′
p‖Lq a−→ p‖Lq′
(a 6∈ L) p
b−→ p′ q b−→ q′
p‖Lq τ−→ p′‖Lq′
In the rest of the paper, we use P‖Q as shortcut for P‖LQ when L is empty.
Basically, ‖ expresses that if one of the two processes performs an action then
the whole process performs this action and if the two components can perform
at the same time two complementary actions (that roughly correspond to send-
receive) then the system performs a synchronization, represented by the special
action τ . A simple example of CCS composition between processes is given in
Figure 4.
When we want to force processes to synchronize on a set of actions L then
we use the ‖L operator. For example, consider we have two processes, which
can perform an action a and b respectively. Now, suppose that we want to put
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Figure 5: A simple example of CCS composition between processes with syn-
chronization set L = {go, go}.
them together and force the action a to precede the action b. Hence, we can
simply add a synchronization action go after that the first process performs a
and a complementary action go before that the second process performs b and
then consider their composition restricted on the action go (see Figure 5).
3.2.2 Partial model checking function
The intuitive idea underlying the partial model checking is the following: prov-
ing that E1‖LE2 satisfies F is equivalent to prove that E2 satisfies a modified
specification F//E1, where //E1 is the partial evaluation function for the par-
allel composition operator (see [2] or Table 2). Hence, the behaviour of a com-
ponent has been partially evaluated and the requirements are changed in order
to respect this evaluation.
The partial model checking function (also called partial evaluation) for the
parallel operator is given in Table 2. For instance, we discuss the partial evalua-
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tion rules for the formula 〈τ〉A w.r.t. the ‖ operator. By inspecting the inference
rules, we can note that the process p‖q (with q unspecified component) can per-
form a τ action by exploiting one of the three possibilities:
• the process q performs an action τ going in a state q′ and p‖q′ satisfies A;
this is taken into account by the formula 〈τ〉(A//p);
• the process p performs an action τ going in a state p′ and p′‖q satisfies
A, and this is considered by the disjunctions
∨
p
τ−→p′ A//p
′, where every
formula A//p′ takes into account the behavior of q in composition with a
τ successor of p;
• the last possibility is that the τ action is due to the performing of two
complementary actions by the two processes. So for every a−successor p′
of p there is a formula 〈a〉(A//p′).
In [1, 2, 17], the following lemma is given:
Lemma 3.1 Given a process E1‖LE2 (where E1 is finite-state) and an equa-
tional specification D↓X we have:
E1‖LE2 |= (D↓ X) iff E2 |= (D↓ X)//E1.
Remarkably, this function is exploited in [2] to perform model checking effi-
ciently, i.e. both E1 and E2 are specified. In our setting, the process E2 will be
not specified.
3.3 Encodings
We note that there are several variants of temporal logics: some of them are
directly interpreted over Kripke models, others on Labeled Transition Systems.
As a matter of fact, the partial evaluation framework is based on the notion
of LTS. Thus, we need some encodings from Kripke models to LTSs. We can
note the following differences. On the one hand, states of LTSs do not carry
information, i.e. states are not labeled by propositional symbols. We can encode
the fact that a proposition holds in a state as the capability of performing a
certain action when the system is in that state. On the other hand, Kripke
models assume a unique accessibility relation among worlds. We can encode
the accessibility relation of the Kripke model as a particular transition relation,
say τ−→.
3.3.1 Encoding from Kripke models to LTS
We define two functions h1 and h′2, respectively from Kripke models to LTSs
and from equational µ−calculus formulas interpreted over Kripke models to
formulas interpreted over LTSs.
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Suppose that t = ({s1, . . . , sn}, Act, { a−→a∈Act}) is an LTS with initial state i.
Then
(D↓ X)//t = (D//t)↓ Xi
²//t = ²
(X =σ AD)//t = ((Xs =σ A//s)s∈{s1,...,sn})(D)//t
X//s = Xs
〈a〉A//s = 〈a〉(A//s) ∨∨
s
a−→s′ A//s
′, if a 6= τ ∧ a 6∈ L
〈a〉A//s = F, if a ∈ L
〈τ〉A//s = 〈τ〉(A//s) ∨∨
s
τ−→s′ A//s
′ ∨∨
s
a−→s′〈a〉(A//s′)
[a]A//s = [a](A//s) ∧∧
s
a−→s′ A//s
′, if a 6= τ ∧ a 6∈ L
[a]A//s = T, if a ∈ L
[τ ]A//s = [τ ](A//s) ∧∧
s
τ−→s′ A//s
′ ∧∧
s
a−→s′ [a](A //s
′)
A1 ∧A2//s = (A1//s) ∧ (A2//s)
A1 ∨A2//s = (A1//s) ∨ (A2//s)
T//s = T
F//s = F
Table 2: The partial evaluation function for the parallel operator ‖L.
Let us define the function h1 which, given a Kripke modelM = 〈AP,W,R,winit, l〉,
returns the following LTS h1(M) = 〈SW , AAP ∪ {τ}, { a−→}a∈AAP∪{τ}〉, where
SW = {sw|w ∈W} AAP = {ap|p ∈ AP}
τ−→= {(sw, sw′)|(w,w′) ∈ R} ap−→= {(sw, sw)|p ∈ l(w), w ∈W}
Given an equational specification D ↓ X then h′2(D ↓ X) is the same equational
specification where each propositional symbol p is substituted by 〈ap〉T.
Now we can state the following lemma which states the correctness of the
encoding:
Lemma 3.2 For every Kripke model M = 〈AP,W,R,winit, l〉 and w ∈ W we
have:
w,M |= φ iff sw, h1(M) |= h′2(φ).
3.3.2 Encoding from modules to LTS
We now describe a translation from modules to LTSs.
Definition 3.2 Given a module M = 〈AP,We,Ws, R,winit, l〉 we define the
following LTS PM = 〈S,A, { a−→}a∈A〉 where:
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S = {sw|w ∈We ∪Ws}
A = AAP ∪As ∪Ae
AAP = {ap|p ∈ AP}
As = {asw,w′ |(w,w′) ∈ R ∧ w ∈Ws}
Ae = {aew,w′ |(w,w′) ∈ R ∧ w ∈We}
∀p ∈ AP : ap−→ = {(sw, sw) | p ∈ l(w)}
∀w ∈Ws :
as
w,w′−→ = {(sw, sw′) | (w,w′) ∈ R}
∀w ∈We :
ae
w,w′−→ = {(sw, sw′) | (w,w′) ∈ R}.
Example 3.1 Consider the module M in Figure 6. The system boils water and
then it reaches a state where it can accept an interaction with the environment,
i.e. serving tea of coffee. The choice may be influenced by the environment. Af-
ter serving one of the two drinks, it returns in its initial position. The translated
process PM , via h2, is given in Figure 7.
S S
S
E
  Boil 
  Choose
  Tea   Coffee
Figure 6: The module for a vending machine.
It is worthwhile noticing that whenever we consider a deterministic process
X, whose set of action relations is contained in Ae ∪ As, then PM‖LX (where
L = Ae ∪ As ∪ Ae ∪ As) is a process which is imagine, via h1, of some Kripke
model. Actually, this is an imagine of a tree in Exec(M).
Indeed, with our encoding, the fact that an environment allows a set of tran-
sitions of the moduleM from a state w to {w1, . . . , wn} is modeled in the process
algebra framework as a process X which allows the complementary actions of
the actions aew,w1 , . . . , a
e
w,wn of P
M from a state sw. In this way, the whole com-
position may perform several τ actions by reaching the corresponding in PM of
the states wi, with i ∈ {1, . . . , n}.
For instance, consider the process X in Figure 8 (a). In the initial state,
corresponding to the initial state of PM , i.e. 1, it enables the transition of PM
15
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Figure 7: The translated module PM of the vending machine.
into the state 2 by performing a complementary action as12. All the transitions
apart the ones labeled by τ and the ones tied to propositional constants are not
possible. Thus, if we consider deterministic processes X, what we have is that
the final composition simply prunes some of the computations of the module,
exactly what we need. As a matter of fact using non-deterministic processes with
our encoding does not work since it would create several copies of the same root
but with possibly different associated trees that perhaps would not be possible in
the original model. The final outcome of the composition is in Figure 8 (b). Note
that the unwinding of resulting process PM‖LX, corresponds to the translation
via h1 of a tree in Exec(M) that allows only the choice of tea (see Figure 9).
4 Solution method
In the previous section we have defined the technical tools involved by our
method. In this section, we describe the solution method. This is mainly based
on a reduction of the module checking problem to a validity checking problem
of an equational µ−calculus formula over a specific class of processes.
4.1 Characterization of Exec(M) as LTSs
Our intention is to describe the set of trees in Exec(M) up to isomorphism
as LTSs. To achieve this aim we characterize a set of processes, that we call
Envs(M), that will act as “environments”.
We will show that given a moduleM , the set Exec(M) can be characterized
16
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Figure 8: An environment process X (a) and the composed system PM‖LX (b).
(up to isomorphism) by the set of processes:
Comp(M) = {uˆ(PM‖LX) | X ∈ Envs(M)}
where uˆ is an unwinding function (see forward for the definition) and L = As ∪
Ae ∪As ∪Ae. In particular, each tree in Exec(M) is isomorphic to uˆ(PM‖LX)
for a process X in Envs(M) and vice versa.
Then, the idea is to project the property that processes Comp(M) must
ensure in a property that processes in Envs(M) must guarantee through the
partial evaluation (see Proposition 4.2).
Not all processes X, when composed with PM , return unwindings that are
isomorphic to some tree in Exec(M). Let us see the constraints that processes
in Envs(M) must satisfy in order to obtain the desired characterization. We
consider rooted LTS, i.e. LTS with a distinguished initial state sinit. As nota-
tion, we use Asucc(w) for {asw,w′ | w′ ∈ succ(w)} if w ∈ Ws and {aew,w′ | w′ ∈
succ(w)} if w ∈We. Let o be in {s, e} and X = 〈S,As ∪Ae, { a−→}a∈As∪Ae〉 be
a process in Envs(M) then:
(1) ∀s ∈ S, s
ao
w,w′−→ s′ ∧ w′ ∈Ws =⇒ ∀a ∈ Asucc(w′) s′ a−→.
It states that after a complementary action that leads the other component
to a system state, the process X must permit, by offering a complementary
action, every action of the other component. This corresponds to allow
all the transition of the module in the state w′.
(2) If the initial state of PM is swinit with winit ∈Ws then ∀a ∈ Asucc(winit) sinit a−→.
It means that the initial state of a process X in Envs(M), where winit
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Figure 9: Unwinding of the process given in Figure 8 (b).
is a system state, must offer every complementary action of the actions
performed by the translated module in its initial state swinit .
(3) The processes in Envs(M) must be deterministic, namely for every action
there is at most one successor.
A crucial point in our treatment is that the requirements (1-2) can be simply
translated in a list of equations in the equational µ−calculus as follows4:
Y1 =ν (
∧
a∈Ae∪As
[a]Y1) ∧ (
∧
a∈{ao
w,w′ |w′∈Ws}
[a](
∧
a∈Asucc(w′)
〈a〉T)) (1)
Y2 =ν
∧
a∈Asucc(winit)
〈a〉T (2)
Given a module M = 〈AP,We,Ws, R,winit, l〉, we associate to M a list of
equations CM defined in the following way:
if winit ∈Ws then CM consists of the equations 1 and 2,
if winit ∈We then CM consists of the equation 1.
Roughly, except for the requirement 3, CM logically characterizes the processes
in Envs(M).
4Actually, we use an extended syntax for assertions, but these assertions can be linearly
encoded in a list of simple assertions as we defined in Section 3.
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For the requirement 3, we may use the results in [1] for the translation
of equational µ−calculus formulas to µ−calculus ones, the ones in [24, 25] for
the validity (satisfiability) problem of µ−calculus formulas over deterministic
LTSs or the proof techniques for deterministic µ−calculus we developed (see
Appendix B).
We formally define the unwinding function uˆ. This simply unwinds the LTS
along the τ actions.
Definition 4.1 Consider the LTS L = 〈S,AAP ∪ {τ}, { a−→}a∈AAP∪{τ}〉 s.t. if
s ∈ S, a ∈ AAP and s a−→ s′ then s′ = s. Let s be a state of an LTS L then the
unwinding of L by starting from s is a tree like LTS uˆ(s) = 〈S′, AAP ∪{τ}, {
a
−→′
}a∈AAP∪τ 〉 rooted in s² where let the relation ur be ∪0≤nu²,n(s), and with γ ⊆ S∗
and n ∈ ℵ we have:
uγ,0(s) = ∅
uγ,n+1(s) = {(sγ , τ, s′γs)|s τ−→ s′} ∪⋃
s′:s
τ−→s′ u
γs,n(s′)
and
τ
−→′= {(sγ , s′γs) | (sγ , τ, s′γs) ∈ ur} and
a
−→′= {(sγ , sγ) | s a−→ s} for
a ∈ AAP and S′ = {sγ | s² −→′∗ sγ} with −→′= ⋃a∈AAP∪{τ} a−→′. Please note
that u²,n(s) ⊆ u²,n+1(s). Sometimes we refer to the unwinding of a process by
meaning the unwinding of the LTS associated with the process by starting from
its initial state.
In Figure 9, an example of unwinding of a process is given.
The next lemma states that a formula is satisfied in a state s of an LTS iff
it is satisfied in its unwinding.
Lemma 4.1 Consider an (equational) µ−calculus formula ψ and an LTS L =
〈S,AAP ∪{τ}, { a−→}a∈AAP∪{τ}〉, s.t. if s ∈ S, a ∈ AAP and s a−→ s′ then s′ = s.
Hence, we get:
L, s |= ψ iff uˆ(s), s² |= ψ.
In the following, it is technically preferable to consider an order among the
worlds and hence we use a particular notation for representing these sets. Sup-
pose to have a module M = 〈AP,We,Ws, R,winit, l〉 and an order ≤W on
W = We ∪Ws. Hence in the rest of this section we refer to every set of worlds
{w0, . . . , wn} in such a way that wi ≤W wj iff i ≤ j.
We define a function φ from processes in Comp(M) to labeled trees. Actu-
ally, the codomain of this function is the labeling of a tree, from which a tree
can be derived5.
Remark 4.1 We recall that our goal is to find, for each LTS in Comp(M), a
tree in Exec(M) s.t. an encoded formula (via h2) is satisfied in the LTS iff the
formula is satisfied in the tree, and vice versa.
5Simply, one takes as tree the set of sequences of naturals where the labeling is defined.
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Given a state uγ in the set of states of uˆ(PM‖LX) let succτ (uγ) = {u′γu :
uγ
τ−→ u′γu}. We assume a derived order ≤D among the elements of succτ (uγ)
in the following way (swi‖LXi)γu
′ ≤D (swj‖LXj)γu
′
iff wi ≤W wj . As for set of
worlds, in the sequel we refer to set of derivatives {(sw0‖LX0)γu
′
, . . . , (swn‖LXn)γu
′}
in such a way that (swi‖LXi)γu
′ ≤D (swj‖LXj)γu
′
iff wi ≤W wj .
Hence, given a process uˆ(PM‖LX) in Comp(M) whose set of states is S′,
let φ(uˆ(PM‖LX)) be: ⋃
0≤n
⋃
s∈{sγ∈S′:|γ|=n}
φn(s)
where:
φ0((swinit‖LX)²) = 〈², winit〉
φn+1((sw‖LX)γu′) = let 〈t′, w′〉 = φn(u′γ) in
let succτ (u
′γ) = {(sw0‖LX0)γu
′
, . . . ,
(swn‖LXn)γu
′}
in case (sw‖LX)γu′ = (swc‖LXc)γu
′
then 〈t′.c, wc〉
Remark 4.2 Suppose to have (sw‖LX)γ in Der(uˆ(PM‖LX)) with | γ |= n,
then by observing the function φ we note that for some t ∈ ℵn we have φn((sw‖LX)γ) =
〈t, w〉.
The following lemma states that φ returns a W–labeling of a tree.
Lemma 4.2 Given a process uˆ(PM‖LX) in Comp(M) then
φ(uˆ(PM‖LX)) is a W–labeling of a tree.
Proof: See Appendix A. 2
In the sequel it is technically preferable to consider φ(uˆ(PM‖LX)) as a
labeled tree, since the following results can be more easily stated.
Assume to have a process uˆ(PM‖LX) in Comp(M) and consider that φ(uˆ(PM‖LX))
is 〈T, V 〉. Given uγ , u′γ′ ∈ Der(uˆ(PM‖LX)) with | γ |= n and | γ′ |= n + 1
then it is easily checked that:
uγ
τ−→ u′γ′ iff
φn(uγ) = 〈t, w〉 and
φn+1(u′γ
′
) = 〈t.i, w′〉 and
(w,w′) ∈ R
Now consider 〈T, V 〉 as a 2AP labeled tree. We have for all p ∈ AP and for all
uγ ∈ Der(uˆ(PM‖LX)) that if φ(uγ) = 〈t, w〉 then:
uγ
ap−→ uγ iff p ∈ l(w)
This property is guaranteed since for every sw in the set of states of PM we
have sw
ap−→ sw iff p ∈ l(w). Furthermore, we prevented processes in Envs(M)
from performing actions in AAP , and the operator ‖L does not prevent these
actions.
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Now, we have the main technical definitions to prove the desired character-
ization. Assume X ∈ Envs(M) then we show that there exists a labeled tree
〈T, V 〉 in Exec(M) s.t. φ(uˆ(PM‖LX)) = 〈T, V 〉.
Lemma 4.3 For every X ∈ Envs(M) we have φ(uˆ(PM‖LX)) ∈ Exec(M).
Proof: See Appendix A. 2
Conversely, now we show that for every labeled tree 〈T, V1〉 ∈ Exec(M) a
process X in Envs(M) exists s.t. φ(uˆ(PM‖LX)) is isomorphic to 〈T, V1〉. First
of all note that, by Remark 2.2, we can find a labeled tree 〈T, V 〉 isomorphic
to 〈T, V1〉 s.t. if {t′.i | t′.i ∈ T, t = t′, i ∈ ℵ} = {t.0, . . . , t.n} then we have
V (t.0) ≤W V (t.1) ≤W . . . ≤W V (t.n). Call well ordered this kind of trees in
Exec(M).
Lemma 4.4 Given a well ordered tree 〈T, V 〉 ∈ Exec(M) we find a process X
in Envs(M) s.t. φ(uˆ(PM‖LX)) = 〈T, V 〉.
Proof: See Appendix A. 2
4.2 Main result
Hence, we have the technical tools to state the following proposition which
asserts that every tree in Exec(M) (up to encoding in an LTS) satisfies a
formula iff every process in Comp(M) satisfies that formula.
Proposition 4.1 Given an equational µ−calculus formula ψ and a module M
we have:
∀〈T, V 〉 ∈ Exec(M) h1(〈T, V 〉K) |= ψ
iff
∀X ∈ Envs(M) uˆ(PM‖LX) |= ψ.
Proof: (=⇒)
By contradiction. Suppose to have X ∈ Envs(M) s.t.:
uˆ(PM‖LX) 6|= ψ.
Then by lemma 4.3 there exists 〈T, V 〉 ∈ Exec(M) s.t. φ(uˆ(PM‖LX)) is equal
to 〈T, V 〉. It turns out that h1(〈T, V 〉K) is equal (up to renaming of states) to
uˆ(PM‖LX). Hence we get a contradiction since by hypothesis h1(〈T, V 〉K) |= ψ.
The other direction can be proved by using a symmetric argument. 2
Now the module checking problem is completely encoded in the CCS frame-
work.
Below, we give the definition of the formula that will be checked whether it is
valid or not. Consider a moduleM = 〈AP,We,Ws, R,winit, l〉 and an equational
µ−calculus formula E ↓Z that can be interpreted over Kripke models. Hence
we can define the following list of equations:
F = (Z ′ =ν Y1 ∧ Y2), ((h′2(E ↓Z))//PM ), CM (3)
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where Z ′ is a new variable not in Def(E) ∪Def(CM ). (Note that the variable
Y2 may be removed whenever winit is an environment state.)
It is worthwhile noticing that ZPM is in Def((h′2(E ↓Z))//PM ) (see Table
2). The previous assertion requires that if a process is in Envs(M) then it must
satisfy the partial evaluation of the encoded formula h′2(E ↓Z). Hence we can
state the following proposition:
Proposition 4.2 Given an equational µ−calculus formula E ↓Z , and a module
M , we have:
M |=r E ↓Z
iff
F ↓Z′ is valid in deterministic equational µ− calculus.
Proof:
M |=r E ↓Z iff
∀〈T, V 〉 ∈ Exec(M) : 〈T, V 〉K |= E ↓Z iff (lem.3.2)
∀〈T, V 〉 ∈ Exec(M) : h1(〈T, V 〉K) |= h′2(E ↓Z) iff (prop. 4.1)
∀X ∈ Envs(M) : uˆ(PM‖LX) |= h′2(E ↓Z) iff (lem. 4.1)
∀X ∈ Envs(M) : PM‖LX |= h′2(E ↓Z) iff (lem. 3.1)
∀X ∈ Envs(M) : X |= ((h′2(E ↓Z))//PM ) iff (see list 3)
∀X deterministic : X |= F ↓Z′ iff
F ↓Z′ is valid (deterministic equational µ− calculus)
2
4.3 Complexity analysis of the partial evaluation
We can note that the partial model checking functions given in Table 2 are for
generic processes P and X. Actually, in our framework we have much additional
information. For instance, we know that the set of possible actions of X is
limited to Ae∪As. Thus, in the partial model checking function, the formula of
the kind τ〈A〉 is equivalent to F, etc.. In Table 3, we give an optimized partial
model checking function for the context of our interest.
Moreover, the partial evaluation function for ‖ has a good property: if the
structure of the assertion is simple then the size of reduced assertion is poly-
nomial in the size of the initial assertion. The necessity to restrict ourselves to
this kind of list of equations relies on the following observation (see [1]).
Suppose to have an equation list
E = (X =µ 〈a〉[a] . . . [a]〈a〉X)
(with l modalities). P is a process whose associated LTS 〈S, {a}, { a−→}〉 has n
states and every state can reach the others (and itself) by mean of an action
a. By applying the partial evaluation function for parallel operator with P
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Suppose that t = ({s1, . . . , sn}, Act, { a−→a∈Act}) is an LTS with initial state i.
Then
(D↓ X)//t = (D//t)↓ Xi
²//t = ²
(X =σ AD)//t = ((Xs =σ A//s)s∈{s1,...,sn})(D)//t
X//s = Xs
〈a〉A//s = ∨
s
a−→s′ A//s
′, if a ∈ AAP
〈a〉A//s = F, if a ∈ L
〈τ〉A//s = ∨
s
a−→s′〈a〉(A//s′)
[a]A//s =
∧
s
a−→s′ A//s
′, if a ∈ AAP
[a]A//s = T, if a ∈ L
[τ ]A//s =
∧
s
a−→s′ [a](A //s
′)
A1 ∧A2//s = (A1//s) ∧ (A2//s)
A1 ∨A2//s = (A1//s) ∨ (A2//s)
T//s = T
F//s = F
Table 3: The optimized partial evaluation function.
as known component and by supposing that the unknown component cannot
perform τ actions, we have:
((〈τ〉[τ ] . . . [τ ]〈τ〉X)//P ) .=
∨
s∈S
(〈a〉
∧
s∈S
[a] . . .
∨
s∈S
〈a〉Xs).
Hence the size of the resulting assertion is O(nl).
Under the assumption that the assertion is simple, one can prove that:
Lemma 4.5 If A is a simple assertion then for every state s of a transition
system T , with maximal branching degree k, we have | A//s |= O(k·| A |).
Note 4.1 Since the partial evaluation function for a process P with S states,
produces in the worst case | S | assertions for every assertion in D, we have
that size of the resulting list of assertions after the translation and the partial
evaluation is O(k· |S ||D |).
Hence we can state:
Theorem 4.1 The module checking problem for the equational
µ−calculus can be reduced in polynomial time to a validity problem for the de-
terministic equational one.
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5 Solving the module checking for other tempo-
ral logics
Bhat and Cleaveland proposed interesting translations from CTL, CTL∗ and
ECTL∗ into equational µ−calculus (see [4]). They exploited these translations
for efficient model checking of branching time logics. In particular in this way the
space-efficient model checking procedures developed for µ−calculus (see [2, 5]),
can be used also for CTL∗ and ECTL∗.
Proposition 5.1 The following results hold [4]:
• for every formula φ ∈ CTL there is a simple list of equations E s.t. E ↓ X1
is equivalent to φ. The list of equations has size linear in the length of φ
and can be calculated in linear time.
• for every formula φ ∈ CTL∗ there is a simple list of equations E s.t.
E ↓ X1 is equivalent to φ. The list of equations has size exponential in the
length of φ and can be calculated in exponential time.
• for every formula φ ∈ ECTL∗ there is a simple list of equations E s.t.
E ↓ X1 is equivalent to φ. The list of equations has size linear in the
length of φ and can be calculated in linear time.
The proof of the following proposition is mainly based on some observations
on the particular properties that the equational definitions enjoy after that are
translated in simultaneous µ−calculus (see [28, 25]). Hence we can state6:
Proposition 5.2 Given a module M then there is a procedure that solves the
module checking problem in
1 exponential time on the length of a µ−calculus formula φ and in the size
of M ,
2 exponential time on the length of a CTL formula φ and in the size of M ,
3 (deterministic double) exponential time on the length of a CTL∗ formula
φ and in the size of M ,
4 exponential time on the length of a ECTL∗ formula φ and in the size of
M .
Proof:
• (1) (Sketch) The equational µ−calculus presents several advantages w.r.t.
the modal one. First of all, it permits the use of simultaneous fixpoint
definitions and moreover it permits the sharing of subexpressions. Streett
and Emerson [25] claim that the satisfiability (validity) problem for simul-
taneous is linear in the dimension of the closure of a formula. Generally,
6In [18] the same proposition is stated but with less tight upper bounds.
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the translation from equational to simultaneous may produce a formula
whose closure is exponential in the size of the equation list. This is mainly
due to the duplication of simultaneous fixed point formulas. It is possible
to encode a µ−calculus formula in a equational definition s.t. after the
partial evaluation the resulting list of equation can be translated in a si-
multaneous fixed point µ−calculus formula, whose closure is linear in the
size of the equation list. Hence, the result follows from Note 4.1.
• (2) There is a linear translation of CTL formulas in µ−calculus ones,
hence the result follows by (1).
• (3) By looking closer at the translation proposed in [4] we note that every
CTL∗ formula can be translated in an equational definition of exponen-
tial length w.r.t. the length of the CTL∗ formula. Remarkably, after the
partial evaluation, the equational definition can be translated in a simul-
taneous µ−calculus formula whose alternation depth is two. Moreover,
the closure of this formula is linear in the size of the equational ones.
• (4) Analogous to the previous case, but considering that the translation
from ECTL∗ to equational one is linear.
2
Since, it has been proven in [14] that module checking problem for CTL is
EXPTIME complete and there is a linear translation from CTL to µ−calculus
and from µ−calculus to ECTL∗ we can state that:
Theorem 5.1 The module checking problem for µ−calculus and for ECTL∗ is
EXPTIME complete.
Remark 5.1 Comparing the complexity of our approch with the one of [13],
we can note that, in the known cases of CTL and CTL∗, our approach is less
efficient because involves the presence of cardinality of the state space of the
module in the exponent. However, such a gap disappears in the relevant case of
module checking with incomplete information (see Section 7). We note also that
our approach may exploit the powerful optimization techniques developed in [2]
in order to reduce the size of the formula to be finally checked. Indeed, partial
model checking has been developed for coping for state-space explosion problems.
6 An example
In this section we show a simple example of application of our theory.
Consider again the module of the example 3.1.
It is worthwhile noticing that our approach is not only algorithmic such as
the one of Kupferman and Vardi. Indeed, we have reduced the module checking
problem to a validity problem in deterministic (equational) µ−calculus by means
of syntactic modifications of formulas. Hence we may use our axiomatization for
deterministic µ−calculus to perform the analysis. Indeed, one may use formulas
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to characterize the behaviour of “environments”. As a matter of fact, although
we omitted the requirement about the non-blocking behavior of environments
(see Remark 2.1), we could always assume it during the proof. Under such an
additional constraint, a minimal requirement is that the system in 3.1 can always
reach a state where it can serve a drink (tea or coffee), for every environment
in which it operates. Let us see how the proof of this fact works.
A µ−calculus formula that expresses this property is the following:
νX.(µY.(tea ∨ coffee) ∨ 〈τ〉Y ) ∧ [τ ]X
whose encoding via h′2 for interpretation over LTSs is:
φ′′ = νX.(µY.(〈atea〉T ∨ 〈acoffee〉T) ∨ 〈τ〉Y ) ∧ [τ ]X.
This formula can be translated in an equivalent equational definition D ↓X that
is also simple:
X =ν Y ∧X2
X2 =ν [τ ]X
Y =µ Y1 ∨ Y2
Y1 =µ 〈τ〉Y
Y2 =µ Y3 ∨ Y4
Y3 =µ 〈atea〉T
Y4 =µ 〈acoffee〉T
The moduleM for the vending machine is the following tupleM = 〈AP,We,Ws, R,winit, l〉
where:
AP = {boil, choose, coffee, tea}
Ws = {1, 3, 4}
We = {2}
R = {(1, 2), (2, 3), (2, 4), (3, 1), (4, 1)}
l = {(1, {boil}), (2, {choose}), (3, {tea}), (4, {coffee})}
winit = 1
The associated LTS PM is shown in Figure 7. The set of actions L is (Ae∪As∪
Ae ∪As).
We have used the program mudiv and the tool described in [19] for par-
tially evaluating PM w.r.t. the previous equation list. After performing some
semantic-preserving reductions on the resulting list of assertions this is trans-
lated in a µ−calculus formula.
The output of the program is given in Figure 10, where Vi is the ν operator,
Box and Dia are necessity and possibility modalities, and ~as12 is as1,2 (similarly
for the other actions).
The formula can be rewritten as νXs1.φ1 ∧ φ2 where:
φ1 = 〈as1,2〉φ3
φ2 = [as1,2](φ3 ∧ φ4)
φ3 = 〈ae2,4〉T ∨ 〈ae2,3〉T
φ4 = [ae2,4][a
s
4,1]Xs1 ∧ [ae2,3][as3,1]Xs1
By exploiting the proof system for deterministic µ−calculus given in Ap-
pendix B we can prove that every process in Envs(M) satisfies it.
Given a module M let us restate the property expressed by the list of equa-
tion CM characterizing the environment processes in deterministic µ−calculus.
Hence, given a module M redefine CM as:
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Vi
("Xs1",
And
(Dia (["~as12"], Or (Dia (["~ae24"], True),
Dia (["~ae23"], True))),
Box
(["~as12"],
And
(Or (Dia (["~ae24"], True), Dia (["~ae23"], True)),
And
(Box (["~ae24"], Box (["~as41"], Var "Xs1")),
Box (["~ae23"], Box (["~as31"], Var "Xs1"))))))),
Figure 10: Output of the tool.
• νX.(∧a∈Ae∪As [a]X) ∧ (∧a∈{aow,w′ |w′∈Ws}[a](∧a∈Asucc(w′)〈a〉T))
• νX.(∧a∈Ae∪As [a]X) ∧ (∧a∈{aow,w′ |w′∈We}[a](∨a∈Asucc(w′)〈a〉T))
where the last formula takes into account the fact that the environment must
allow at least one successor of each state in We.
We also consider the formula IM
• ∨a∈Asucc(winit)〈a〉T
that expresses the main property of the environment in the initial state (that is
actually in We).
In this subsection we show that CM ∧ IM =⇒ φ′′′ is valid in deterministic
µ−calculus, by showing that CM ∧ IM ` φ′′′ is provable.
First of all let us see some useful lemmas that will be used during the proof,
and assert some capabilities of the processes in Envs.
For every w′ ∈We the following sequents are provable:
CM ` [aow,w′ ](∨a∈Asucc(w′)〈a〉T ) ∧ [aow,w′ ]CM (4)
For every w′ ∈Ws the following sequents are provable:
CM ` [aow,w′ ](∧a∈Asucc(w′)〈a〉T ) ∧ [aow,w′ ]CM (5)
Since the initial state 1 is in Ws then we have IM = 〈as1,2〉T.
The proof for the sequent CM ∧ IM ` φ′′′ is the following. We have used the
proof system presented in Section 3.1 with some derived rules such as:
ψ ` α(ψ)
ψ ` νX.α(X) (ν)
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Let us show the proof:
〈ae2,3〉 ∨ 〈ae2,4〉, CM ,T ` φ3 L¬
〈ae2,3〉 ∨ 〈ae2,4〉, CM ,T,¬φ3 ` 〈as1,2〉
[as1,2](〈ae2,3〉 ∨ 〈ae2,4〉), [as1,2]CM , 〈as1,2〉T, [as1,2]¬φ3 ` L∧
[as1,2](〈ae2,3〉 ∨ 〈ae2,4〉) ∧ [as1,2]CM , 〈as1,2〉T, [as1,2]¬φ3 `
cut with 4
CM , IM , [as1,2]¬φ3 ` R¬
CM , IM ` ¬[as1,2]¬φ3
cut with axiom
CM , IM ` φ1
pi2
CM , IM ` φ2(CM ∧ IM )
R∧
CM , IM ` φ1 ∧ φ2(CM ∧ IM )
L∧
CM ∧ IM ` φ1 ∧ φ2(CM ∧ IM )
ν
CM ∧ IM ` φ′′′
pi2 :
pi3
[as1,2]φ3 ∧ [as1,2]CM , IM , 〈as1,2〉¬(φ3 ∧ φ4(CM ∧ IM )) `
cut with 4
CM , IM , 〈as1,2〉¬(φ3 ∧ φ4(CM ∧ IM )) ` R¬
CM , IM ` ¬〈as1,2〉¬(φ3 ∧ φ4(CM ∧ IM ))
cut with axiom
CM , IM ` φ2(CM ∧ IM )
pi3 :
φ3, C
M ` φ3
pi4
φ3, C
M ` [ae2,4][as4,1](CM ∧ IM )
pi5
φ3, C
M ` [ae2,3][as3,1](CM ∧ IM ) R∧
φ3, C
M ` [ae2,4][as4,1](CM ∧ IM ) ∧ [ae2,3][as3,1](CM ∧ IM ) R∧
φ3, C
M ` (φ3 ∧ φ4(CM ∧ IM ))
L¬
φ3, C
M ,¬(φ3 ∧ φ4(CM ∧ IM )) `
〈as1,2〉
[as1,2]φ3, [a
s
1,2]C
M , IM , 〈as1,2〉¬(φ3 ∧ φ4(CM ∧ IM )) ` L∧
[as1,2]φ3 ∧ [as1,2]CM , IM , 〈as1,2〉¬(φ3 ∧ φ4(CM ∧ IM )) `
pi4 :
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〈as1,2〉T, CM ` CM , IM
======================= L¬,R∧
〈as1,2〉T, CM ,¬(CM ∧ IM ) ` 〈as4,1〉〈as4,1〉T, [as4,1]〈as1,2〉T, [as4,1]CM , 〈as4,1〉¬(CM ∧ IM ) ` R¬
〈as4,1〉T, [as4,1]〈as1,2〉T, [as4,1]CM ` ¬〈as4,1〉¬(CM ∧ IM )
cut with axiom
〈as4,1〉T, [as4,1]〈as1,2〉T, [as4,1]CM ` [as4,1](CM ∧ IM ) L∧
〈as4,1〉T, [as4,1]〈as1,2〉T ∧ [as4,1]CM ` [as4,1](CM ∧ IM )
cut with 5
〈as4,1〉T, CM ` [as4,1](CM ∧ IM ) L¬
〈as4,1〉T, CM ,¬[as4,1](CM ∧ IM ) ` 〈ae2,4〉
φ3, [ae2,4]〈as4,1〉T, [ae2,4]CM , 〈ae2,4〉¬[as4,1](CM ∧ IM ) ` L∧
φ3, [ae2,4]〈as4,1〉T ∧ [ae2,4]CM , 〈ae2,4〉¬[as4,1](CM ∧ IM ) `
cut with 5
φ3, C
M , 〈ae2,4〉¬[as4,1](CM ∧ IM ) ` R¬
φ3, C
M ` ¬〈ae2,4〉¬[as4,1](CM ∧ IM )
cut with axiom
φ3, C
M ` [ae2,4][as4,1](CM ∧ IM )
pi5 is similar to the proof pi4.
Now, we show a property that is not satisfied by the vending machine in
composition with every environment. Consider an environment which never
enables the coffee option. Hence the system does not have the possibility to
serve this drink, i.e. the result of module checking of the µ−calculus formula
(interpreted over LTSs):
ψ = νX.(µY.〈acoffee〉T ∨ 〈τ〉Y ) ∧ [τ ]X
is false. Through Proposition 4.1 this can be formally shown by providing a
process in Envs(M) s.t. PM‖LX 6|= ψ. For example, the behaviour of the LTS
in Figure 8(a) in composition with PM is represented in Figure 8(b). The mudiv
program (which is a model checker) can be used to perform the model checking
of the resulting system w.r.t. the formula ψ.
Remarkably, whenever we have M 6|=r φ by using our reduction and the
decision procedure given in [24, 25] it is possible to synthesize automatically
an LTS in Envs(M) representing an environment which composed with the
module M does not satisfy φ. This may be helpful for correcting the behaviour
of the module.
7 Other module checking problems
In [15], two variants of the module checking problem are defined, namely the one
with incomplete information and the one with assumptions on the environments.
Our approach is suitable for handling also these problems.
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7.1 Module checking with incomplete information
In the module checking problem with incomplete information, the environment
has only a partial view of the internal states of the module. This problem is
defined in [15] in a different formal framework from the one previously used.
Briefly, we can recast it in the setting presented here, by considering all
the worlds of the module as environment worlds. Moreover, we assume an
equivalence relation among worlds, say 'W , which represents the capability
of the environment to distinguish or not the worlds. If w 'W w′ then the
environment is not able to distinguish them.
It is required that if an environment cannot distinguish two computations
of the module (accordingly to its incomplete information on worlds) then its
behavior must be the same in these computations. Moreover if an environment
in composition with a module in a state w enables a transition to the state
w′ then it must enable all the transitions with worlds w′′ s.t. w′ 'W w′′ and
(w,w′′) ∈ R. This reflects the fact that the environment cannot distinguish
between w′ and w′′.
We can treat the aforementioned conditions in our framework.
The definition of the translated module and of the partial evaluation remain
the same. But, we must extend the notion of deterministic LTS by considering
as equality among actions, say 'ActW , the one straightforwardly obtained by
extending 'W among worlds.
Thus, we have that an LTS L = 〈S,A, { a−→}a∈A}〉 is deterministic w.r.t. the
equality 'ActW iff for all s ∈ S whenever s a−→ s1 and s a
′
−→ s′1 with a 'ActW a′
then s′ = s′1.
Moreover another condition on the membership in Envs(M) must be im-
posed to reflect the fact that the module always behaves the same in two states
which are indistinguishable. Hence:
(5) ∀s ∈ S, if s
ao
w,w′−→ s′ then ∀w′′ s.t. w′′ 'W w′ ∧ (w,w′′) ∈ R we have
s
ao
w,w′′−→ .
Please note that due to our assumption on deterministic processes, this
means that the state reached through aow,w′′ is the same reached through a
o
w,w′ .
The following lemma states that our environments satisfy the specification of
the problem.
Lemma 7.1 Consider a translated module PM and suppose that:
PM
a
o1
w0,w1−→ . . .
aonwn−1,wn−→ sn and PM
a
′o1
w0,w
′
1−→ . . .
a′on
w′
n−1,w
′
n−→ s′n
where for all i we have aoiwi−1,wi 'ActW a′oiw′i−1,w′i . (Hence traces of the two
computations are equal w.r.t. 'ActW .) Now if
PM‖LX τ−→ s1‖LX1 τ−→ . . . τ−→ sn‖LXn
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and
PM‖LX τ−→ s′1‖LX ′1 τ−→ . . . τ−→ s′n‖LX ′n
then
Xn = X ′n.
Proof: This can be proven by induction on the length n of the two computations.
2
Intuitively, this means that if the environment is not able to distinguish
between two computations then it must behave the same in the two states sn
and s′n.
In order to apply the same strategy used for solving simple module checking
we need also a decision procedure for the satisfiability problem over deterministic
LTS w.r.t. the equality 'ActW which enjoy assumption (5). Fortunately, we can
reduce the last problem to the satisfiability problem over deterministic LTS.
Thus, consider a translation h′3 between actions, where every action a is sub-
stituted by a canonical representative of the equivalence class [a]/'ActW . This
function may be straightforwardly extended to a function between equational
definitions. Furthermore, we have a translation h3 between LTSs, which given
an LTS M = 〈S,A, { a−→}a∈A〉 returns the LTS h3(M) = 〈S, {h′3(a) | a ∈
A}, { a−→}a∈{h′3(a)|a∈A}〉. So, translated assertions [[h′3(A)]]′ρ are interpreted over
translated LTSs.
We can state the following lemma:
Lemma 7.2 Consider an assertion A over ActW . Consider modelsM = 〈S,Act, { a−→
}a∈Act〉 which enjoy assumption (5) and are deterministic (w.r.t. 'ActW ) and
an environment ρ which binds the variables in A. Then we have for every s ∈ S:
s ∈ [[A]]′ρ iff s ∈ [[h′3(A)]]′ρ.
Proof: We prove the lemma for simple assertions A by structural induction. The
only interesting case are the ones which involve the modalities.
• A = 〈a〉X ′. If s ∈ [[A]]′ρ then we have s a−→ s′ and s′ ∈ [[X ′]]′ρ. Then h3(M)
renames the transition s a−→ s′ in s h
′
3(a)−→ s′ and so s ∈ [[h′3(A)]]′ρ. On the
other hand, if s ∈ [[h′3(A)]]′ρ then s
h′3(a
′)−→ s′′ with s′′ ∈ [[h′3(X)]]ρ, for some
a′ 'ActW a. Since we consider deterministic LTSs (w.r.t. 'ActW ) this
also implies that s a
′
−→ s′′ and, by assumption (5), that also s a−→ s′′.
Thus, we have the result.
• A = [a]X ′. If s ∈ [[A]]′ρ then for every s′ s.t. s a−→ s′ we have s′ ∈ [[X ′]]′ρ.
Now every transition s
h′3(a)−→ s′′ in h3(M) is imagine of a transition s a
′
−→ s′′
with a′ 'ActW a in M . By assumption (5) we know that also s a−→ and
by the hypothesis on the deterministic nature of the LTSs we have that
s
a−→ s′′ and so s ∈ [[h′3(A)]]′ρ. On the other hand, if by absurd we have
s
a−→ s′ and s′ 6∈ [[X ′]]′ρ then also s
h′3(a)−→ s′ by contradicting the hypothesis
that s ∈ [[h′3(A)]]′ρ.
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2Note 7.1 It is worthwhile noticing that in the proof of the above lemma it is
fundamental to consider processes which enjoy assumption (5). In fact, consider
the assertion A = 〈a〉T ∧ [a′]F with a 'ActW a′ and h′3(a) = a, h′3(a′) = a, then
h′3(A) = 〈a〉T∧ [a]F which is equivalent to F. Now h′3(A) has no models, while
if we consider deterministic processes w.r.t. 'ActW (which not necessarily enjoy
assumption (5)) then A is satisfiable. On the contrary if we also assume (5)
then A is not satisfiable, since every process which performs a must also perform
a′.
Then, we may extend the previous result to equational definitions.
Lemma 7.3 Consider an equational definition D over ActW . Consider the
models M = 〈S,A, { a−→}a∈Act〉 which enjoy assumption (5) are deterministic
(w.r.t. 'ActW ). Then we have:
s ∈ [[D]](X) iff s ∈ [[h′3(D)]](X).
Thus, we can apply our approach for module checking analysis also for the
problem with incomplete information. By a reasoning analogous to the one for
simple module checking we get:
Theorem 7.1 The module checking problem with incomplete information for
µ−calculus and for ECTL∗ is EXPTIME complete.
Hence the module checking with incomplete information can be treated in
our approach simply by considering the assumption 5, and by implementing the
functions h3 and h′3.
7.2 Module checking with assumptions on the environ-
ments
In the module checking with assumptions, we are interested to study whether a
module satisfies a formula, when it is composed with environments which satisfy
certain assumptions. Kupferman and Vardi have shown that this problem may
be reduced to the simple module checking and hence our technique is suitable
also for the analysis of this problem.
Note 7.2 As remarked in 2.1, the original module checking formulation requires
that the environment when interacting with a state in We allows the reachability
of at least one of the state successors. The module checking problem of a formula
φ becomes the one of the formula (νX.〈τ〉X) =⇒ φ. Indeed, this requires that
the formula φ is checked w.r.t. environments that do not cause deadlocks.
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8 Conclusions and future work
In this paper we study an approach for the analysis of module checking problems
[14, 15, 13, 26]. This approach is based on the use of the equational µ−calculus
(actually a deterministic variant) and of compositional analysis techniques (par-
tial model checking). In particular we give a procedure for solving the module
checking problem for modal µ−calculus, and ECTL∗, by extending the results
of [14].
This work is in the line of research proposed by Bhat, Cleaveland and Emer-
son (and many others) that propose the (equational) µ−calculus as an inter-
mediate language into which others logics may be translated for efficient model
checking. Here we prove that (equational) µ−calculus can also be used as an
intermediate language for module checking too.
We propose a solution method that may be applied by using proof theoretic
techniques and syntactic translations among formulas. Furthermore we have
built a simple software environment which may be used to perform module
checking for small systems.
In [15], two variants of the module checking problem are defined, namely the
one with incomplete information and the one with assumptions on the environ-
ments. Our approach is suitable for handling also these problems.
In this way we define a unified framework for the analysis of module checking
problems for several temporal logics.
As a future work we plan to study module checking problems for restricted
classes of formulas, in order to obtain more efficient decision procedures, in
particular we will concentrate on the disjunctive ones defined in [12].
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A Technical proofs
This appendix contains some of the technical proofs of the paper, which are
inserted here for the readability and clarity of the paper.
Lemma 4.2. Given a process uˆ(PM‖LX) in Comp(M) then we get that
φ(uˆ(PM‖LX)) is a W–labelling of a tree.
Proof:
Assume to have uˆ(PM‖LX) in Comp(M) whose set of states is S′. We
show that the functions φn for n ∈ ℵ are injective, that is to say for every
sγ , s′γ
′ ∈ S′ if φn(sγ) = φn(s′γ′) then sγ = s′γ′ . At the same time we prove
that φ(uˆ(PM‖LX)) is a function from ℵ∗ to W .
The proof proceeds by induction on n. For n = 0, it is obvious. For n > 0
suppose to have (sw‖LX)γ and (sw′‖LX ′)γ′ such that
φn((sw‖LX)γ) = 〈t, w〉
and
φn((sw′‖LX ′)γ′) = 〈t, w〉.
Hence, it follows from remark 4.2 that w′ = w; moreover we have γ = γ1u1 and
γ′ = γ′1u
′
1. So, let 〈t1, w1〉 be φn−1(uγ11 ) and 〈t′1, w′1〉 be φn−1(u′γ
′
1
1 ), and it must
be the case that t1 = t′1.
By inductive hypothesis on n we know that also w1 = w′1. Now we get by
inductive hypothesis on injectiveness of φn−1 that uγ11 = u
′γ′1
1 . So it follows the
thesis since the processes in Envs(M) are deterministic and hence X = X ′.
Now, we prove that φ(uˆ(PM‖LX)) = V is actually a labelling of a tree. We
have that 〈², winit〉 ∈ V . Moreover suppose to have 〈t, w〉 ∈ V with | t |= n,
hence there exists a state uγ ∈ S′ s.t. φn(uγ) = 〈t, w〉. By definition of φn
it follows that there are k (with k > 0) τ successors of uγ and so k couples
〈t.0, w0〉, . . . , 〈t.k, wk〉 in V . 2
Lemma 4.3. For every X ∈ Envs(M) we have φ(uˆ(PM‖LX)) ∈ Exec(M).
Proof:
We show that φ(uˆ(PM‖LX)) = 〈T, V 〉 is in Exec(M). We follow the defini-
tion of Exec(M) and we see that ² ∈ T and V (²) = winit.
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Suppose to have t′ ∈ T ∩ℵn with V (t′) = w′. Hence, by definition of φ, there
exists u′γ
′
= (sw′‖LX ′)γ′ ∈ Der(uˆ(PM‖LX)) with | γ′ |= n s.t. φn(u′γ′) =
〈t′, w′〉.
We may have the following cases:
• w′ ∈ Ws, then if γ′ = ² then u′ is the initial state of uˆ(PM‖LX) and the
state in PM is swinit . So condition (3) on processes in Envs(M) ensures
that every possible transition from swinit will be allowed, i.e. X
′ must
perform every complementary action of the actions in a ∈ {asw′,w′′ | w′ =
winit, w
′′ ∈ succ(w′)}.
Let succ(winit) be {w0, . . . , wn}, by construction of PM we get swinit
aswinit,wi−→
swi for i ∈ {1, . . . , n}.
Hence let {(sw0‖LX ′0)γ
′u′ , . . . , (swn‖LX ′n)γ
′u′} be the set of τ successors
of (sw′‖LX ′)γ′ .
Then, by definition of the function φn+1, we have:
φn+1((swi‖LX ′i)γ
′u′) = 〈t′.i, wi〉
for every (swi‖LX ′i)γ
′u′ , hence it follows that
{t | t ∈ T, ∃i ∈ ℵ s.t. t = t′.i} = {t′.0, . . . , t′.n}
and for every c′ with 0 ≤ c′ ≤ n we have V (t′.c′) = wc′ .
The case that γ′ 6= ² is analogous, simply by using condition (2).
• w′ ∈We, then if γ′ = ² then u′ is initial is the initial state of uˆ(PM‖LX)
and the state in PM is swinit . So condition (3’) may be applied, by ensuring
that a non empty subset of the transitions of swinit will be allowed. The
proof follows as before. If γ′ 6= ² the condition (2’) help us.
2
Lemma 4.4. Given a well ordered tree 〈T, V 〉 ∈ Exec(M) we find a process
X in Envs(M) s.t. φ(uˆ(PM‖LX)) = 〈T, V 〉.
Proof:
We build inductively such process X (whose associated LTS will be tree
like). Moreover, by induction on n′ we show that 〈T, V 〉 and φ(uˆ(PM‖LX)) are
equal up to depth of n′.
For the root ² of the tree with V (²) = winit we have u = PM‖LX, where
Der(X) = {X}, and the initial state of PM is swinit .
Let us suppose to have built such a process X with a depth of at most n′.
Now consider t ∈ T and |t| = n′ with V (t) = w. So, by inductive hypothesis,
there exists a state uγ with | γ |= n′ in the states of uˆ(PM‖LX)) s.t. φn′(uγ) =
〈t, w〉. Hence, uγ will be of the form (sw‖LX ′)γ , where X ′ ∈ Der(X) and
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Der(X ′) = {X ′}. Let us build its set of successors s.t. if {t′.i | t′.i ∈ T, t =
t′, i ∈ ℵ} = {t.0, . . . , t.n} and for every c′ with 0 ≤ c′ ≤ n we have V (t′.c′) = wc′
then
succτ (uγ)={(sw0‖LX ′0)γu, . . . , (swn‖LX ′n)γu}.
From the last observation we should have that for every τ successor (swi‖LX ′i)γu
of uγ we get φn
′+1((swi‖LX ′i)γu = 〈t.i, wi〉 from which follows that 〈T, V 〉 and
uˆ(PM‖LX) are equal up to strings of length n′ + 1.
We may have the following cases:
• if w ∈ Ws then let X ′ =
∑
a∈As a.Xa, this permits X
′ to enjoy condition
(2). Moreover with this extension we have that (sw‖LX ′)γ can go, by per-
forming a τ action, in one of the following states {(sw0‖LXasw,w0 )γu, . . . , (swn‖LXasw,wn )γu},
where {w0, . . . , wn} is
succ(w).
In fact, by construction of PM , we have sw
asw,wi−→ swi for every i ∈
{1, . . . , n}.
If γ = ² then w is winit and so condition 3 is ensured.
• if w ∈ We then let {w0, . . . , wn} ⊆ W such that {t.0, . . . , t.n} = {t′.i |
t′.i ∈ T, t = t′, i ∈ ℵ}, and V (t.i) = wi for i ∈ {0, . . . , n}. So we have
(w,wi) ∈ R for i ∈ {0, . . . , n}; let X ′ be
∑
a∈A′ a.Xa, where A
′ = {aew,w′ |
w′ ∈ {w0, . . . , wn}}. Clearly, X ′ satisfies condition 2′.
So, we have (sw‖LX ′)γ can go by performing a τ action in one of the
following states {(sw0‖LXaew,w0 )γu, . . . , (swn‖LXaew,wn )γu}.
In fact by construction of PM we have sw
aew,wi−→ swi for every i ∈ {1, . . . , n}.
If γ = ² then w is winit and so condition 3′ is ensured.
During the above construction, we defined a process X that performs only
actions in As ∪Ae, and so condition 1 is ensured. Moreover X is a deterministic
process, since for every action a in As ∪Ae we have defined only an a–successor
for every derivatives of X. So X satisfies the conditions of membership in
Envs(M). 2
B A proof system for deterministic µ−calculus
In the remainder of this appendix we present a slight modification of the de-
ductive system for the µ−calculus proposed by Walukiewicz in [30], for dealing
with formulas interpreted over A–det structures.
Walukiewicz’s proof system for modal µ−calculus is based on a sequent
calculus. A sequent is a couple of sets of formulas, written Γ ` ∆, that should
be logically intended as
∧
γ∈Γ γ =⇒
∨
δ∈∆ δ (i.e. the conjunction of premises
implies the disjunction of consequences). Let us suppose to have P ⊆ Act, hence
〈P ∗〉α is an abbreviation for µX.〈P 〉X ∨ α, and 〈P ∗〉∆ = {〈P ∗〉δ : δ ∈ ∆}.
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The proof system DAµ consists of the following set of axioms and rules:
Axioms:
¬〈a〉¬α ` [a]α α,Γ ` α,∆ ¬[a]¬α ` 〈a〉α
νX.α(X) ` ¬µX.¬α(¬X) µX.α(X) ` ¬νX.¬α(¬X)
Rules:
(¬) Γ ` α,∆
Γ,¬α ` ∆
Γ, α ` ∆
Γ ` ¬α,∆
(∧) α, β,Γ ` ∆
α ∧ β,Γ ` ∆
Γ ` α,∆ Γ ` β,∆
Γ ` α ∧ β,∆
(∨) α,Γ ` ∆ β,Γ ` ∆
α ∨ β,Γ ` ∆
Γ ` α, β,∆
Γ ` α ∨ β,∆
(〈a〉∈A) α, {α : 〈a〉α ∈ Γ} ∪ {β : [a]β ∈ Γ} ` {γ : 〈a〉γ ∈ ∆}〈a〉α,Γ ` ∆
(〈a〉 6∈A) α, {β : [a]β ∈ Γ} ` {γ : 〈a〉γ ∈ ∆}〈a〉α,Γ ` ∆
(cut)
Γ ` ∆, α Σ, α ` Ω
Γ,Σ ` ∆,Ω
(µ)
Γ ` α(µX.α(X)),∆
Γ ` µX.α(X),∆
(ind)
φ(F ) ` ∆ φ(α(µX.Z ∧ α(X))) ` ∆, 〈P 〉φ(µX.Z ∧ α(X))
φ(µX.α(X)) ` 〈P ∗〉∆
where Z 6∈ FV (φ(µX.α(X)),∆)
The only difference with the system proposed in [31] is the rule 〈a〉 ∈ A. We
have inserted this rule for reflecting the fact that if a ∈ A then 〈a〉φ∧ 〈a〉φ′ =⇒
〈a〉(φ ∧ φ′), is valid over A−det structures.
A proof for a sequent Γ ` ∆ is a finite tree, whose root is labeled by Γ ` ∆,
constructed by using the above rules, where leaves are labeled with axioms.
The induction rule (ind) is quite cumbersome. Walukiewicz needs this rule
for showing the completeness of his finitary axiomatization. Alternatively, one
could use the more intuitive rule suggested by Kozen:
α(φ) ` φ
µX.α(X) ` φ
The next proposition states the soundness of the proposed axiomatization
for deterministic µ−calculus.
Proposition B.1 All the rules of the proof system DAµ are sound and the ax-
ioms are valid, w.r.t. A–deterministic Labeled Transition Systems.
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Proof: For rules and axioms, excepted (〈a〉 ∈ A), it follows from theorem 3.1.3
of [30] over general structures. Let us study the rule (〈a〉 ∈ A).
By contradiction. We assume that the premise of the rule (〈a〉 ∈ A) is
valid and we suppose that the conclusion is not valid. Thus there exists a
structure M = 〈S,Act, { a−→}a∈Act〉 and a state s ∈ S such that for all γ ∈
Γ ∪ {〈a〉α} M, s |= γ, and for no δ ∈ ∆ we have M, s |= δ.
First we note that M, s |= 〈a〉α. Hence it follows that there exists an
a−successor of s, say s′ such that M, s′ |= α and for every formula γ′ s.t.
[a]γ′ ∈ Γ we have M, s′ |= γ′. Since the structure M is {a}–deterministic then
for every 〈a〉γ′ ∈ Γ if M, s |= 〈a〉γ′ then M, s′ |= γ′. By the hypothesis on the
premise of the rule (〈a〉 ∈ A), it follows that there exists δ′ s.t. 〈a〉δ′ ∈ ∆ and
M, s′ |= δ′ (see the rule (〈a〉 ∈ A)). This leads to a contradiction since in this
case M, s |= 〈a〉δ′ with 〈a〉δ′ ∈ ∆. 2
We presented a slight variant of Walukiewicz’s axiomatization. With this
modification all the results in [23] may be restated also for deterministic µ−calculus.
Since these results represent steps forward the proof of the completeness of
Walukiewicz’s axiomatization, we hope that the variant of the axiomatization
we propose is also complete for deterministic µ−calculus. To the best our knowl-
edge, this problem is not yet solved. However we leave the proof of the com-
pleteness of our axiomatization as a future work. In fact in this paper, we use
deterministic µ−calculus as a technical tool and indeed we are more involved
with decidability results of the satisfiability (validity) problem for deterministic
µ−calculus, that fortunately can be obtained by means of standard arguments.
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