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1.1 Linear Optimization Models
Linear Programming is developed more than ﬁfty years ago and is since
then an important tool for solving problems in a variety of ﬁelds. An ex-
cellent survey of the history of Linear Programming and its applications
is given in G.B. Dantzig and M.N. Thapa[9]. In this thesis we will use
the expression “Linear Optimization(LO)” instead of Linear Program-
ming, since the meaning of the term is changed over the last ﬁfty years;
ﬁfty years ago a program was a schedule or a plan, whereas nowadays a
program is mostly associated with a list of instructions for a computer.
Linear Optimization is concerned with the maximization or mini-
mization of a linear objective function in a number of variables subject
to equality and inequality constraints. In this deﬁnition the word in-
equality means ‘at most’ or ‘at least’, but not ‘not equal’. The most
general formulation of an LO-model can be written as
max{cTx | A1x ≤ b1, A2x = b2}
with c ∈ IRn, A1 ∈ IRn×m1 , b1 ∈ IRm1 , A2 ∈ IRn×m2 , and b2 ∈ IRm2 . The
term ‘LO-model’ is used when the structure of the mathematical model
is our main concern, while the term ‘LO-problem’ is used when we are
more interested in solving an LO-model. This distinction is however not
strict: we use both expression indiscriminately.
During the years after the invention of the Simplex algorithm by G.
Dantzig[8], several methods for solving LO-problems were discovered; for
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instance, the Ellipsoid Method by Khachiyan[40], and the Interior Point
Method by Dikin[12] and Karmakar[37]. These methods imposed a great
inﬂuence on the way how LO-models are represented, and surprisingly
on the theory of LO-models.
Since the Simplex algorithm works by going from one feasible vertex
to another until an optimal vertex is reached, the theory in textbooks
dealing with the Simplex method mainly is concerned with feasible and
optimal vertices. Almost no attention is given to LO-models for which
the feasible region has no vertices at all.
In the Interior Point Method, the vertices of the feasible region do
not play an important role, but attention is given to the fact that the
set of optimal solutions is a face of the feasible region. In the various
methods for solving LO-problems also diﬀerent models are used. In
textbooks about Simplex algorithms the canonical model is the most
popular; see, for instance Nering & Tucker[45] pp. 13–14. The canonical
model consists of equalities with precisely slack variable per constraint,
and all variables are nonnegative variables. Let A be a matrix with
real entries, and b and c real vectors with appropriate dimension. The
general form is
max{cTx | Ax+ s = b;x, s ≥ 0}.
An equivalent canonical form without slack variables is
max{cTx | Ax ≤ b;x ≥ 0}.
The model used when applying the Interior Point Method is the so called
standard model
max{cTx | Ax = b;x ≥ 0}.
In fact, all these models are special cases of the general model. On
the other hand, the general model can be transformed into any of the
special models required by the diﬀerent solution methods. But care has
to be taken that after the special model is solved, the result is correctly
transformed back to the original model.
1.2 Solutions of LO-models
In computer science it is common to specify exactly the input and the re-
sult(output) of an algorithm. The input consists of the data(the instance
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of a problem), and a number of rules that hold for the instances of the
problem that the algorithm solves. These rules for the input are called
the preconditions. The description of the output together with the rules
that guarantee that the output is indeed the solution of the problem
are called the postconditions. The preconditions and postconditions are
very important, since they describe the instances for which the algorithm
works correctly, and the result of the algorithm. Furthermore, in order
to proof the correctness of an algorithm, one has to proof that, if an
algorithm starts with valid preconditions, it ends with valid postcondi-
tions. An extensive treatment of pre- and post-conditions and their use
in the proofs of correctness of algorithms can be found in Gries[34] and
Dijkstra[11] It is a pity that in most textbooks in Operations Research
so little attention is given to the preconditions and the postconditions.
For example, in case of the shortest path problem, several algorithms
published in textbooks have the connectness of a graph as precondition,
without mentioning this at the head of an algorithm. Dijkstra’s original
algorithm [10] does not require this precondition. Therefore, algorithms
that require the connectness of the graph should not be called Dijkstra’s
algorithm. For a given problem, the less tight the preconditions are
of an algorithm for this problem, the more instances can be solved by
that algorithm. The preconditions should be exactly the necessary and
suﬃcient conditions imposed on the input data such that the algorithm
solves the instance correctly.
The precondition for an LO-problem is quite straightforward. The
LO-model has to be formulated in a standard or canonical form, and
presented to the algorithm in some prescribed format. Many computer
packages accept LO-models in a very general formulation, and they also
accept lower- and upper-bounds on the variables. The coeﬃcients of
the constraints have to be given either in ﬁxed-point or in ﬂoating-point
notation. In fact, the coeﬃcients are given as rational numbers. Very
often there is a restriction on the accuracy of the input numbers; mostly
a maximum of about twelve signiﬁcant digits is allowed. The Simplex
algorithm needs a feasible basis as starting point, but most computer
programs contain special algorithms (phase 1) to ﬁnd a feasible basis if
one exists. Interior point algorithms require an interior starting point
on or close to the central path.
The postcondition of an LO-algorithm is a quite diﬀerent matter.
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The available algorithms(computer programs) diﬀer from each other. If
the LO-model does not have a solution, the algorithm should indicate
this with some kind of proof of infeasibility or tell which constraints can
not be satisﬁed. It is insuﬃcient to print only “infeasible problem”. In
case of an LO-problem that has several solutions most computer pro-
grams provide only one (arbitrary) solution. This is also unsatisfactory.
These deﬁciencies of LO computer programs have already been criticized
by Gal[22].
The user that has an LO-model that has to be solved should be able
to prescribe what kind of solution he(she) wants. We will describe now
some diﬀerent possible types of solutions and the circumstances under
which these kind of solutions are wanted, for the case that the LO-model
has an optimal solution.
The value of the objective function.
In a number of circumstances only the value of the objective function is
needed. For instance, if an integer programming problem is solved by
means of a branch-and-bound algorithm a sequence of LO-subproblems
has to be solved. In this case, only the optimal values of the objective
functions of the subproblems are needed; if the optimal value of such a
subproblem is too low, or if the subproblem is infeasible, that subprob-
lem can be discarded. Only if a subproblem has a good optimal value
of the objective function, an optimal vertex is needed in order to decide
what has to be done thereafter.
A primal solution.
The most common case is the case that optimal values of the variables,
and the optimal value of the objective function are desired. Most LO-
algorithms give, in case of multiple solutions, only one optimal solution.
If the primal optimal solution is not unique, this fact should be men-
tioned, because multiple solutions give the user the possibility to impose
stronger restrictions on the solution of his model.
A pair of a primal and a dual solution.
A dual optimal solution can be used when sensitivity analysis of the
model parameters is desired. On the other hand, a pair of a primal and
dual optimal solution can be used to check if the algorithm has indeed
provided optimal solutions. One dual optimal solution is in general not
suﬃcient if shadow prices are needed. Only in the case that the dual
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solution is unique, the optimal dual values are equal to the shadow
prices.
All primal optimal solutions.
If an LO-model is a model that represents a more or less real-life problem,
it is not supposed to describe that problem exactly. Some constraints
that occur in the real problem can not be formulated in the LO-model.
In such a case it is advisable to have some representation of all possible
solutions. Maybe one of these solutions can be selected as being better
than the others on grounds that are not part of the model. The LO-
algorithm should either give a representation of the optimal face, or give
ranges for the optimal values of the variables.
All primal and dual optimal solutions.
If the primal and dual solutions are unique the LO-algorithm should
indicate this. If they are not unique the LO-algorithm should give a
representation of the primal and dual optimal faces. If one wants to
know the shadow prices, and if the dual solution is not unique it is
necessary to have the ranges of the values of the dual optimal values in
order to establish the left and right shadow prices. How shadow prices
can be determined in case of degeneracy and multiple solutions can be
found in Gal[20]. If the program gives the optimal faces, or at least
the optimal partition, these ranges can be calculated by solving some
additional LO-models.
Other useful information about the optimal faces.
Maybe a user wants to know the dimensions of the optimal faces, or their
degeneracy degrees. Maybe a minimal representation is wanted. Some
users want additional information for postoptimal analysis; ranges for
objective coeﬃcients for which the same optimal solution stays optimal,
and ranges for the right hand sides of the constraints. Some important
books for postoptimal analysis are Gal[24], and Gal & Greenberg[25].
Balinski-Tucker tableaus.
Several of the above mentioned postconditions for LO-algorithms can
be honored if the algorithm uses the so called Balinski-Tucker tableaus
that are introduced in chapter 2 of this thesis. These tableaus provide,
among others, the optimal faces, their dimensions, and degeneracy de-
grees. Furthermore, the representations of the optimal faces are in such
a form that it is easy to ﬁnd a point in their (relative) interior. Balinski-
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Tucker tableaus form a subset of all optimal tableaus, and therefore,
satisfy a stronger postcondition for LO algorithms than those that are
usually satisﬁed. Balinski-Tucker tableaus were ﬁrst introduced in Balin-
ski & Tucker[1] in which a constructive proof is given for the existence of
a strict complementary pair of primal and dual optimal solutions. This
proof constructs such a pair in the relative interior of the optimal faces.
Accuracy of the solutions
The data of an LO-problem are given to an LO-algorithm as rational
numbers in ﬁxed or ﬂoating point format. Internally the computer pro-
grams are mostly calculating with a rounded ﬂoating point format with
an accuracy that is equal to the accuracy of the hardware on which the
program is executed. When the algorithm is ﬁnished the results are
presented in a (rounded) ﬂoating point or ﬁxed format. This is quite
suﬃcient if the LO-problem is formulated from a real life problem in
which the parameters are not known with a high accuracy. In recent
years more and more LO-problems have to be solved from the area of
combinatorial optimization for which the constraints are exactly formu-
lated. Examples are, among others, the Traveling Salesman Problem,
network problems, set covering problems. In these cases exact solutions
are wanted, not rounded ones.
If the LO-model, for instance, is a model that is used for solving
a theoretical number problem involving prime numbers, it may contain
very large integer coeﬃcients in its constraints. First, it is impossible
to present the LO-problem exactly to the computer program because
of the restriction on the number of signiﬁcant digits per number, and
secondly, a rounded solution may be worthless. Only for very small LO-
models, algorithms (computer programs) are available that can solve the
LO-model exactly.
1.3 Time complexity
The time complexity of an algorithm is a function that depends on the
size of the input data for that algorithm; it yields an upper bound for the
number of calculations that have to be performed to solve any problem
with this algorithm.
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We can distinguish between two computational models for the time
complexity. The ﬁrst one, also the oldest, is the so-called ‘reals-model’.
In this model the size of the input data is counted as the number of
real numbers in the input. In case the data consist of matrices also the
dimensions of these matrices can be used as the size of the problem. The
calculation time for every elementary operation is counted as one unit of
calculation time. In this model, comparisons, additions, multiplications
are all counted as one unit. An example for this computational model is
the time complexity function of matrix multiplication. If the algorithm
multiplies two n × n matrices in the classical way, the time complexity
of it is a polynomial function of order O(n3). The input data consist of
2n2 real numbers and the dimension of the problem is n.
The second computational model is the so-called ‘bit-size model’,
developed in theoretical computer science; see, for instance, Garey &
Johnson[26], and Schrijver[47]. The size of the input is measured as the
number of zeros and ones (bits) that are necessary to code the input for
the algorithm. In this model real numbers that can not be represented
by ﬁnite numbers of bits are not allowed. The unit of calculation is the
elementary bit operation. Adding, subtracting, multiplication, and di-
vision of two rational operands given as two ﬁnite bit sequences can be
performed by a polynomial amount of bit operations, where the polyno-
mial has the bit sizes of the two operands as parameters. An example
for the time complexity function belonging to the bit-size model is the
time complexity function of the algorithms for solving LO-problems by
means of an interior point algorithm. This algorithm needs a number of
iterations depending on the bit-size of the input data. If the data are
given with more accuracy (more bits), more iterations may be needed
for solving the problem.
In this thesis we are not interested in exact time complexity func-
tions, but rather in the form of these functions. Problems for which an
algorithm exists that has a polynomial time complexity function are con-
sidered ‘easy’ problems, and problems for which no algorithm is known
with a polynomial time complexity function are called ‘diﬃcult’ prob-
lems. Usually, in the operations research literature, expressions of the
form “the problem can be solved in polynomial time” mean that there
is an algorithm for this problem with a time complexity function that is
polynomial in the size of the input with respect to the bit-size model. If
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an algorithm has a time complexity function that is polynomial in the
bit-size model, and also a time complexity function that is polynomial
in the reals-model, then it is called strongly polynomial. This means
that there is an algorithm with a time complexity function that does
not depend on the size of the input numbers, but rather on the amount
of numbers in the input data or the problem dimensions.
Since the publication of Khachiyan[40] it is known that LO-problems
can be solved in polynomial time, but whether or not they can be solved
in strongly polynomial time is still open.
1.4 Preliminaries
In this section, we we will brieﬂy summarize the deﬁnitions and results
of the theory of Linear Optimization that the reader is assumed to be fa-
miliar within the rest of the thesis. No proofs or references will be given,
since they can be found in standard text books; see e.g. Schrijver[47].
A set P of vectors in IRn is called a polyhedron if P can be written
as P = {x|Ax ≤ b}, for some matrix A and vector b, i.e. if P is the
intersection of ﬁnitely many aﬃne halfspaces.
A set of vectors in IRn is called a polytope if it is the convex hull of
ﬁnitely many vectors. Or, equivalently, if it is a bounded polyhedron.
If c is a nonzero vector, and δ = max{cx|Ax ≤ b}, then the aﬃne
hyperplane {x|cx = δ} is called a supporting hyperplane of P .
A subset F of P is called a face if F = P or if F is the intersection
of P with a supporting hyperplane of P .






This chapter presents an unifying approach to the theory of degeneracy
of basic feasible solutions, vertices, faces, and all subsets of polyhedra.
It is a generalization of the usual concept of degeneracy that is deﬁned
for basic feasible solutions of LO-problems.
We use the concept of degeneracy degree for arbitrary subsets of IRn
with respect to linear constraint collections. The concept of degeneracy
degree makes the degeneracy quantiﬁable. The ﬁrst group or researchers
that approached the concept of degeneracy in a positive way and for-
mulated the degree of degeneracy for basic solutions and vertices is the
group of researchers at the Fernuniversita¨t in Hagen, Germany under
the supervision of prof. Tomas Gal. They published many articles and
books concerning degeneracy; see e.g. [18, 19, 20, 21, 22, 23, 41, 56, 25].
We discuss the connection of our deﬁnitions of degeneracy with the
usual deﬁnitions, and establish for arbitrary polyhedra the relation-
ship between minimal representations and the degeneracy degrees of the
faces. We also consider a number of complexity aspects of the problem
of determining degeneracy degrees.
For a long time, degeneracy was considered something of theoret-
ical value, that appeared only very seldom in practice. This situa-
tion changed since the time it occurs more frequently, among that in
11
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many combinatorial optimization problems such as the traveling sales-
man problem and crew scheduling.
A recent survey about degeneracy in optimization problems can be
found in Gal[23]. In case of linear programming, degeneracy is usually
only deﬁned for basic solutions and vertices. There are two main reasons
for this. The Simplex algorithm moves from vertex to vertex, so only
degenerate vertices may cause trouble. The second reason is that it
is impossible to draw a picture of a polytope that has a degenerate
face that is not a vertex. We will address this last point in detail in
Section 2.3. On the other hand Interior Point Methods start in a point
in the relative interior of the feasible region and then move towards
the analytic center of the optimal face. Since degeneracy may play a
part in the convergence or numerical stability in the neighborhood of
that analytic center, a deﬁnition of degeneracy is needed for arbitrary
(in)feasible points.
The theory of degeneracy shows not much agreement about the deﬁ-
nitions and starting points. Usually, a basic solution is called degenerate
if at least one of the basic variables has a zero value. However, in Nering
& Tucker[45], an LO-model is called degenerate if it has at least one de-
generate basic solution (not necessarily feasible). In Gu¨ler et al.[35], an
LO-model is called degenerate if there is at least one feasible point that
has less than m positive coordinate entries, with m being the number of
equality constraints in the primal standard model. These deﬁnitions are
all based on the existence of a degenerate minimal face(vertex), since
the existence of a feasible degenerate point implies the existence of a
degenerate minimal face; see Theorem 2.2.
There are also degeneracy deﬁnitions based on other properties. In
Roos et al.[46], an LO-model is called degenerate if either the primal
problem or its dual has multiple optimal solutions. An even more pecu-
liar deﬁnition can be found in Tsuchiya[53]: a face of the primal feasible
region is called a “dual degenerate face” if the objective function is con-
stant on this face.
Degeneracy sometimes plays an important part in the proofs of the
convergence of algorithms, for instance in the convergence of the aﬃne
scaling methods; for a survey see e.g. Gu¨ler et al.[35]. On the other
hand, degeneracy may cause numerical problems in case of Interior Point
Methods when the linear systems, that need to be solved close to the
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optimum are ill-conditioned; see e.g. Gu¨ler et al.[35]. In this chapter we
provide a unifying approach, in which we deﬁne the degree of degeneracy
of arbitrary subsets of IRn with respect to a given constraint collection
that deﬁnes a polyhedron. Furthermore, we deﬁne the concept of de-
generacy degree allowing a more quantitative approach to the concepts
of degeneracy and multiplicity.
2.2 Degeneracy of sets
Let P be a collection of m linear constraints in IRn, called a constraint
collection, consisting of m1 equalities and m − m1 inequalities in the




aijxj = bi, i = 1, . . . ,m1;
n∑
j=1
aijxj ≤ bi, i = m1 + 1, . . . ,m}.
(2.1)
We denote by pol(P ) the set of points in IRn for which all constraints
of P are satisﬁed, i.e. pol(P ) is the polyhedron represented by the
constraint collection P .
Let S be a subset of IRn. A constraint of P is called binding on
S, if it is satisﬁed with equality for every point of S. In the literature
the concept of binding constraint is used mostly with respect to optimal
solutions; see e.g. Karwan et al.[39]. A constraint is strongly binding if
it is satisﬁed as an equality at every optimal solution. A constraint is
weakly binding if it is satisﬁed as an equality in some but not all optimal
solutions.
Note that the empty set is binding on all constraints of P , since the
empty set is contained in the intersection of any collection of equality
constraints. Denote the number of constraints of P that are binding
on S by bnd(S,P ), and the dimension of the intersection of the binding
constraints on S by dimbnd(S,P ). Another way of saying this is : de-
note by dimbnd(S,P ) the dimension of the subspace generated by the
solutions in the binding constraints of the subset S.
The degeneracy degree of a subset S ⊆ IRn w.r.t. P , is denoted and
deﬁned by
σ(S,P ) = bnd(S,P ) + dimbnd(S,P ) − n;
see Tijssen & Sierksma[52]. The concept of degeneracy degree is actually
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ﬁrst used in Gal et al.[21] but only in connection with vertices. The
set S is called degenerate w.r.t. P iﬀ σ(S,P ) > 0, and S is called
nondegenerate w.r.t. P iﬀ σ(S,P ) = 0. The deﬁnition of degeneracy
degree can be motivated as follows. The number of hyperplanes that
determine the intersection of the binding constraints on S is at least
equal to n−dimbnd(S,P ), and this lower bound is sharp. If the number
of constraints of P that are binding on S is larger than n−dimbnd(S,P ),
then there is ‘redundancy’ in the collection of hyperplanes that deﬁnes
the aﬃne hull of S. Therefore, σ(S,P ) ≥ 0 for every S and P .
The degeneracy degree of the empty set is well deﬁned, and depends
on the constraint collection in the following way. Let P be a collection
of m constraints in Rn. Since the empty set belongs to all m aﬃne
subspaces that are the boundaries of the m constraints, it follows that
bnd(∅, P ) = m. The dimension of this intersection is at least equal to
the dimension of the empty set, which is deﬁned to be −1. Therefore,
σ(∅, P ) ≥ m+ (−1)− n = m− n− 1.
Theorem 2.1. Let P be a constraint collection in IRn, and let S1 and
S2 be subsets of IRn with S1 ⊆ S2, then σ(S1, P ) ≥ σ(S2, P ).
Proof. (1) The degeneracy degree of S2 satisﬁes σ(S2, P ) = bnd(S2, P )
+ dimbnd(F2, P )−n. Hence, bnd(S2, P ) = n−dimbnd(S2, P )+σ(S2, P ).
Let S1 be a subset of S2. Then, dimbnd(S1, P ) ≤ dimbnd(S2, P ).
The number of binding constraints of P on S1 is at least bnd(S2, P )+
(dimbnd(S2, P ) − dimbnd(S1, P )), and hence we have that σ(S1, P ) =
bnd(S1, P )+ dimbnd(S1, P ) − n ≥ bnd(S2, P )+ (dimbnd(S2, P )−
dimbnd(S1, P ))+ dimbnd(S1, P ) −n = bnd(S2, P )+ dimbnd(S2, P ) −
n = σ(S2, P ). unionsq
If for two sets S1 and S2 the same constraints in P are binding, then
σ(S1, P ) = σ(S2, P ). The polyhedron Q represented by these binding
constraints is the largest polyhedron for which S1 ∈ Q, and σ(S1, P ) =
σ(Q,P ).
2.3 Degeneracy on polyhedra
In this section we assume that the constraint collection P represents a
nonempty polyhedron, i.e. pol(P ) = ∅. A constraint H of a constraint























Figure 2.1: Example of a face.
collection P is called redundant if its deletion results in a constraint
collection representing the same polyhedron as P , i.e.
pol(P \ {H}) = pol(P ).
Note that the deletion of one redundant constraint may change an-
other redundant constraint into a nonredundant one. An inequality of
a constraint collection P is called an implicit equality of P if that in-
equality is satisﬁed with equality for every point of pol(P ). A minimal
representation of a polyhedron is a constraint collection with a minimal
number of constraints; i.e. there does not exist a constraint collection
with a smaller number of constraints that represents the same polyhe-
dron. A thorough survey of the properties of redundant constraints, im-
plicit equalities, and minimal representations can be found in Telgen[51],
where it is shown among others that a minimal representation contains
neither redundant constraints nor implicit equalities.
Let F be a face of the polyhedron pol(P ). A constraint collection
that represents F can be obtained from P by replacing an appropriate
collection of inequalities of P by equalities. However, such representa-
tions are not unique in general. This may be clear from the following
example.
Let P = {x1−x2 ≥ 0; x1 ≥ 0; x2 ≥ 0}. The polyhedron represented
by P is depicted as the shaded area of Figure 2.1. The face F = {(0, 0)}
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(with dimension 0) can be deﬁned in diﬀerent ways using the constraints
of P by changing a number of inequalities into equalities. For instance,
both {x1 − x2 = 0; x1 = 0; x2 ≥ 0} and {x1 − x2 ≥ 0; x1 = 0; x2 = 0}
represent F . All three constraints of P are binding on F . Clearly,
bnd(F,P ) = 3 and dimbnd(F ) = 0.
The deﬁnitions of “degenerate face” and “degenerate vertex” of a
polyhedron represented by a constraint collection P can be obtained
from the deﬁnition of degenerate set by letting S being a face or a
vertex of pol(P ), respectively. Since the intersection of the constraints
that are binding on the face F is the aﬃne hull of that face, it follows
that dimbnd(F,P ) = dim(F ). Note that the deﬁnition of “degenerate
face” generalizes the usual deﬁnition of “degenerate vertex”, because
bnd(v, P ) + dim(v) > n reduces in case of a vertex to bnd(v, P ) > n,
which is in fact the usual deﬁnition of “degenerate vertex”. The deﬁni-
tion of “degenerate face” includes the deﬁnition of “degenerate polyhe-
dron”, since pol(P ) is a face of pol(P ) itself. In terms of linear program-
ming, this means that the concept of “degenerate feasible region” is now
well deﬁned as well. In the following theorem we collect a number of
properties of degeneracy degrees of faces.
Theorem 2.2. Let P be a constraint collection representing a nonempty
polyhedron in IRn. Then the following assertions hold.
1. If F1 and F2 are faces of pol(P ) with F1 ⊆ F2, then σ(F1, P ) ≥
σ(F2, P ).
2. A face F of pol(P ) with dimension at least 1 is degenerate with
respect to P , iﬀ all proper nonempty subsets of F are degenerate
w.r.t. P .
3. If pol(P ) degenerate w.r.t. P , then P contains either a redundant
constraint or an implicit equality.
4. A face F of pol(P ) with dimension at least 1 is nondegenerate
w.r.t. P , iﬀ F contains a proper nonempty subset that is nonde-
generate w.r.t. P .
Proof.
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(1) This proof is equivalent to the proof of Theorem 2.1 by taking
F1 and F2 for S1 and S2, respectively.
(2) Let F be a face of pol(P ) with dimension at least 1. We ﬁrst prove
the ‘only if’ part. Let σ(F,P ) > 0. Then, according to Theorem 2.2(1),
all subfaces of F have a positive degeneracy degree. Hence, all nonempty
subsets of F have a positive degeneracy degree w.r.t. P . The proof of
the ‘if’ part can be given as follows. If all proper nonempty subsets of F
are degenerate w.r.t. P , then also the relative interior of F is degenerate
w.r.t. P . Since F has dimension at least 1, the relative interior of F
is a proper subset of F . Because F is the smallest face containing the
relative interior of F , F is degenerate with respect to P .
(3) Let pol(P ) be degenerate w.r.t P . Then, σ(pol(P ), P ) > 0.
Let e denote the number of equalities in P . If e > n − dim(pol(P )),
then P contains at least one redundant equality. If e ≤ n−dim(pol(P )),
then bnd(pol(P ), P ) − e inequalities are binding on pol(P ). Since
bnd(pol(P ), P ) − e = n − dim(pol(P )) + σ(pol(P ), P ) − e ≥ n−
dim(pol(P )) + σ(pol(P ), P ) − n + dim(pol(P )) = σ(pol(P ), P ) > 0, P
contains at least one implicit equality.
(4) This is the logical reversal of (2). unionsq
In the following example we determine the degeneracy degree of a
set S that is not a face of pol(P ).
Let P = {x1 + x2 ≤ 2; x1 ≤ 1; x2 ≤ 1; x1, x2 ≥ 0}, F = pol({x1 +
x2 ≤ 2; x1 ≤ 1; x2 = 1; x1, x2 ≥ 0}), and S = {(0.2, 1), (0.4, 1)}; see
Figure 2.2. F is the line segment [(0, 1), (1, 1)]. Note that dim(F ) = 1,
and that x2 ≤ 1 is the only inequality of P that is binding on F . F is
nondegenerate w.r.t P , because σ(F,P ) = bnd(F,P ) + dim(F ) − n =
1 + 1− 2 = 0. The degeneracy degree w.r.t. P of the face consisting of
the single vertex v = (1, 1) satisﬁes σ(v, P ) = bnd(v, P ) + dim(v)− n =
3+0−2 = 1. The only binding constraint on S is the constraint x2 ≤ 1.
The dimension of x2 = 1 is 1. Therefore, bnd(S) = 1, dimbnd(S) = 1,
and σ(S,P ) = 1 + 1− 2 = 0.
Corollary 2.1. The degeneracy degree of a nonempty subset S of a
polyhedron Q represented by the constraint collection P is equal to the
degeneracy degree of the smallest face F of Q that contains S.
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Figure 2.2: Degeneracy degree of a subset.
Proof. The faces of a polyhedron together with the empty set form a
lattice under inclusion. Therefore, there exists a unique smallest face F
with S ⊆ F . The constraints that are binding on F are also binding
on S. If there is a constraint that is binding on S but not binding on
F , then F is not the smallest face of Q that contains S. Therefore,
the same collection of constraints is binding both on F and S. Hence,
bnd(F ) = bnd(S), dimbnd(F ) = dimbnd(S), and σ(S,P ) = σ(F,P ).
unionsq
As an example, let P = {0x ≤ 0 | x ∈ IRn}. For any S ∈ IRn there is
exactly one binding hyperplane, and the smallest face containing S is IRn
itself. Therefore, σ(S,P ) = σ(IRn, P ) = bnd(IRn, P ) + dim(IRn) − n =
1 + n− n = 1.
In general, it is not true that all subfaces of a nondegenerate face are
nondegenerate. In the example preceding Corollary 2.1, the vertex (1,1)
is a degenerate subface of the nondegenerate face F . Another example
is the regular octahedron in IR3 depicted in Figure 2.3. Each vertex of
this octahedron is degenerate, since each vertex has four binding facets.
This fact is independent of the representation of this octahedron by a
constraint collection. If this octahedron is represented by a minimal rep-
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Figure 2.3: Octahedron; only degenerate vertices.
resentation with 8 inequality constraints (without redundant constraints
or implicit equalities), then the edges, the facets, and the polyhedron
itself are nondegenerate. In fact there is no smaller polytope of this kind
for which all vertices are degenerate. The following example shows how
representations of polyhedra may inﬂuence its degeneracy degrees.
Let P = {x1+x2 = 1; x1, x2 ≥ 0} and P ′ = {x1+x2 ≤ 1; x1+x2 ≥
1; x1, x2 ≥ 0}. P and P ′ are two diﬀerent representations of the same
polyhedron in IR2 namely, the line segment between (0,1) and (1,0).
pol(P ) is nondegenerate with respect to P , since every point in the rela-
tive interior of pol(P ) is binding on one constraint, and dim(pol(P )) = 1,
so that σ(pol(P ), P ) = 1 + 1 − 2 = 0. However, pol(P ′) is degenerate
with respect to P ′, since every point of pol(P ′) is binding on at least
two constraints. P ′ contains two implicit equalities. If these inequalities
are replaced by its two corresponding equalities they become redundant(
one of the two can be removed).
The deﬁnitions of degeneracy given above all refer to constraint col-
lections. However, it is possible to deﬁne degeneracy degrees of subsets
of polyhedra independent of the representation of the polyhedra. To
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that end we need the following theorem.
Theorem 2.3. The degeneracy degree of a subset S of a polyhedron Q
in IRn is minimal if the degeneracy degree is determined with respect to
a constraint collection P that is a minimal representation of Q.
Proof. Let S be a subset of Q, let k be the number of facets from
Q that are binding on S, and let F be the smallest face of Q that
contains S. Every minimal representation P of Q contains the same
number of equalities n− dim(Q), and precisely one inequality for every
facet. Then, bnd(S,P ) = n − dim(Q) + k, and σ(S,P ) = σ(F,P ) =
bnd(F,P )+dim(F )−n = dim(F )−dim(Q)+k. This degeneracy degree
is minimal( meaning that there is no constraint collection for which a
smaller degeneracy degree can be obtained), since the dimensions of F
and Q are not depending on the constraint collection P representing Q,
and none of the k inequality constraints is redundant. unionsq
With this theorem, the following concept is now well deﬁned. The
degeneracy degree of a subset S of a polyhedron Q in IRn, denoted by
σ(S,Q), is deﬁned as σ(S,Q) = σ(S,P ), where P is a minimal represen-
tation of Q. If a polyhedron is given by a constraint collection that is
a minimal representation, we can be more precise about the degeneracy
of the faces of that polyhedron.
Theorem 2.4. Let the constraint collection P be a minimal represen-
tation of an n-dimensional polyhedron Q. Then Q, and its (n− 1)- and
(n−2)-faces are nondegenerate. All other faces of Q are not necessarily
nondegenerate.
Proof. Take any constraint collection P , and let Q = pol(P ). Let
dim(Q) = n. If P contains equality constraints, each of them can be
eliminated by eliminating one of his variables. This results in an equiv-
alent minimal representation. So, we may assume that Q is full dimen-
sional( i.e. the dimension of the underlying space is n), and that P is a
minimal representation of Q.
Q is nondegenerate, because if Q is degenerate then P was not a
minimal representation; see Theorem 2.2(3).
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The (n−1)-faces of Q are nondegenerate. Every point in the relative
interior of a (n − 1)-face(facet) F is binding on exactly one inequality
constraint; see Telgen[50], Lemma 4.4.1. Hence, σ(F,P ) = bnd(F,P ) +
dimbnd(F,P ) −n = 1 + (n− 1)− n = 0
The (n − 2)-faces of Q are nondegenerate. We will show that if
a (n − 2)-face is degenerate, then P is not a minimal representation,
in which case it contains implicit equalities or redundant constraints.
Let F be a degenerate (n − 2)-face of Q, and let v be a point in the
relative interior of F . Then σ(v, P ) = bnd(v, P ) + dimbnd(v, P ) − n =
bnd(v, P )+dim(F )−n = bnd(v, P )+n−2−n > 0. Hence, bnd(v, P ) > 2.
Since Q is full dimensional, P does not contain an equality constraint
and can therefore be written as P = {Ax ≤ b}. Add slack variables to P ,
and write P as an extended Simplex tableau, i.e. {Ax+ s = b; s ≥ 0},
with si the basic variables and xi the nonbasic variables. Note that
the nonbasic variables are not necessarily nonnegative. Let s1 and s2
be two slack variables corresponding to constraints that are binding on
F and v. Perform some pivots in order to make s1 and s2 nonbasic
variables. First ﬁnd a nonzero coeﬃcient in the s1 row. If this is not
possible then this row has the form 0 + s1 = b1. Since v is a feasible
point, b1 must be equal to zero. But s1 = 0 is an implicit equality
which contradicts the assumption that P is a minimal representation.
Therefore there is a nonzero coeﬃcient in the s1 row. Perform a pivot
on this element. Now consider the s2 row. If this row has a nonzero
coeﬃcient in a nonbasic column diﬀerent from the one of s2, then pivot
on this coeﬃcient in order to make both s1 and s2 nonbasic variables.
If, on the other hand, this row has not such nonzero coeﬃcient, then
this row has the form as1+ s2 = 0. The right hand side is equal to zero,
because s1 = 0, s2 = 0 has to be feasible. Clearly, a ≥ 0 implies that
s1 = s2 = 0 for all feasible points. Hence, the constraint of s2 in P is an
implicit equality. Moreover, a < 0 implies that the constraint of s2 is a
positive multiple of the constraint of s1, and therefore redundant in P .
Since bnd(v, P ) > 2, there must be a third constraint binding on v
and F . Let s3 be the slack variable of this constraint. This constraint
has the form a1s1 + a2s2 + apxp · · · aqxq + s3 = b3, in which xp, . . . , xq
denote the n− 2 nonbasic variables. Since F is (n− 2)-dimensional, we
can ﬁnd n−1 aﬃne independent points in F for which s1 = s2 = s3 = 0.
Denote these points by yi, i = 1, . . . , n− 1. Substituting the coordinates
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of the yi into the row of s3 gives
q∑
j=p
yijaj = b3, i = 1, . . . , n− 1.






(yij − y1j)aj = 0, i = 1, . . . , n− 1.
Since the n− 2 vectors (y2− y1, . . . , yn−1− y1 are linear independent, it
follows that aj = 0 for j = p, . . . , q, and from the ﬁrst equation follows
that b3 = 0. Therefore, the row of s3 has the form a1s1 + a2s2 + s3 = 0.
Now we have to consider several cases.
(a): a1 and a2 are both nonnegative. Then the constraint of s3 is an
implicit equality which contradicts the assumptions.
(b): a1 and a2 are both nonpositive. Then the constraint of s3 is redun-
dant which contradicts the assumptions.
(c): a1 < 0 and a2 > 0. Perform a pivot on a1 which results in a row
with slack variable a1 and two negative coeﬃcients in the columns of
s2 and s3. Similar as in (2), it can be shown that the constraint corre-
sponding to s1 is redundant.
(d): a1 > 0 and a2 < 0. Perform a pivot on a2 which results in a
row with slack variable s2 and two negative coeﬃcients in the columns
of s1 and s3. Similar as in (2), it can be shown that the constraint
corresponding to s2 is redundant.
All other faces may be degenerate or nondegenerate. If P is a mini-
mal presentation of a simplex in IRn, then all faces of pol(P ) are nonde-
generate. Let P = {x1 ≥ 0; x2 ≥ 0; x3 ≥ 0;x1 + x3 ≤ 1; x2 + x3 ≤ 1}.
Then pol(P ) is a pyramid in IR3 with top t = (x1 = x2 = 0, x3 = 1),
that is degenerate; four inequality constraints are binding at the top.
For n > 3, let Qn = {xi ≥ 0, i = 4, . . . , n}, and consider the constraint
collection P ∪ Qn. Then pol(P ∪ Qn) = pol(P ) + pol(Qn). The face
{t}+ pol(Qn) has dimension n− 3 and has a degeneracy degree equal to
one. unionsq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This theorem shows that if we draw a picture of a polytope with de-
generate faces in three dimensions, only degenerate vertices are possible;
pictures of polytopes with a degenerate edge occur only for dimensions
four or more. This could be one of the reasons why most of the theory
on degeneracy uses only degenerate vertices.
2.4 Determining degeneracy degrees
Since degenerate basic solutions may cause cycling in Simplex algorithms
without special anti-cycling pivot selection rules, LO-models that have
at least one degenerate basic solution are called degenerate. On the
other hand, interior point algorithms may become numerically unstable
in the neighborhood of a degenerate face, and the convergence proofs of a
number of interior point algorithms are dependent of the nondegeneracy
of the optimal solution; see e.g. Gu¨ler et al.[35]. If a degenerate basic
solution is encountered during the execution of a Simplex algorithm, it is
clear that the LO-model is degenerate (has a degenerate basis). On the
other hand, it is diﬃcult to determine whether an LO-model actually has
a degenerate basic solution without checking all basic solutions. It may
happen that the last basic solution that is checked is the only degenerate
one. In Chandrasekaran et al.[5] it is shown that the problem of checking
whether an LO-model is degenerate is NP-complete. This is done by
proving that determining whether a transportation problem, formulated
as an LO-model, has a degenerate feasible basic solution is as diﬃcult
as solving the well known ‘subset-sum problem’ which is NP-complete.
Theorem 2.5. The problem of deciding whether a nonempty polyhedron
deﬁned by a constraint collection P has a degenerate face is NP-complete.
Proof. If a polyhedron has a degenerate face, then all subfaces of that
face are degenerate as well (Theorem 2.1(1)). Therefore, it suﬃces to
decide whether one of the minimal faces is degenerate. But even in the
case that the minimal faces are vertices, this problem is already NP-
complete (see Chandrasekaran et al.[5]). unionsq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If a constraint collection P is given, together with a point p ∈ pol(P ),
it is easy to determine the degeneracy degree of the smallest face of the
polyhedron that contains p. This can be done as follows. First, the
constraints that are binding on p are determined by substituting the
values of the coordinate entries of p into the constraints of the polyhe-
dron representation, and checking which constraints are binding. The
intersection of the binding constraints form a representation of the aﬃne
hull of the smallest face that contains p. The dimension of this face can
be determined by calculating the rank of the matrix formed by the co-
eﬃcients of the binding constraints. This rank can be calculated in the
usual way using Gaussian elimination. All these calculations can be
done in polynomial time.
Calculating the degeneracy degree of a nonempty polyhedron when
only a representation of the polyhedron in the form of a constraint col-
lection P is given is more diﬃcult. If a point q in the relative interior
of the polyhedron is given (together with a proof that it is indeed a
point in the relative interior) the method outlined above can be used,
since the smallest face that contains q is pol(P ) itself. Therefore, the
degeneracy degree of q is equal to the degeneracy degree of pol(P ). If
a point q ∈ pol(P ) is known, then the smallest face that contains q
is not necessary P itself. It is possible that the degeneracy degree of
that point is larger than the degeneracy degree of pol(P ). Therefore, a
feasible point does not provide suﬃcient information to determine the
degeneracy degree of pol(P ).
In order to calculate the degeneracy degree of P it is necessary to
know the number of constraints that are binding on pol(P ). Therefore,
it is necessary to ﬁnd all implicit equalities of the constraint collection.
This can be done by solving the LO-model shown in the proof of the fol-
lowing theorem. If all binding constraints are determined, the dimension
of pol(P ) is calculated in the usual way.
Theorem 2.6. Let P be a constraint collection, representing a non-
empty polyhedron. All implicit equalities in P can be found in polynomial
time by solving one linear programming problem.
Proof. Let P = {A1x1 = b1;A2x1 ≤ b2} with pol(P ) = ∅. Consider the
primal LO-model
(P ) : max { 0x1 | A1x1 = b1; A2x1 ≤ b2 }
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and its dual
(D) : min { bT1 y1 + bT2 y2 | AT1 y1 +AT2 y2 = 0; y2 ≥ 0 }.
Since the objective function in the primal model is the zero function,
any feasible point is optimal. Moreover, since pol(P ) = ∅, we know that
both (P ) and (D) have ﬁnite optimal solutions. For any optimal solution
it holds that 0x1 = 0 = bT1 y1 + b
T
2 y2. Furthermore, we know that both
models also have one or more solutions that are strictly complementary,
and are therefore located in the relative interior of the optimal faces
(see Roos et al.[46]). After including slack variables into the inequality
constraints of the primal model, we obtain
(P ′) : max { 0x1 | A1x1 = b1; A2x1 + x2 = b2; x2 ≥ 0 },
and the strictly complementarity condition can be written as x2 + y2 >
0. In order to ensure that the sums of all the coordinate entries of
x2 and y2 are positive, we change this condition into x2 + y2 ≥ α1,
where α is strictly positive number, and 1 an all-unit vector. A strictly
complementary pair of optimal solutions can be found by solving the
following LO-model:
max α
s.t. A1x1 = b1
A2x1 + x2 = b2
AT1 y1 + A
T
2 y2 = 0
bT1 y1 + b
T
2 y2 = 0
x2 + y2 −α1 ≥ 0
α ≤ 1
x2, y2 ≥ 0
The constraint α ≤ 1 is used for excluding unbounded solutions. By
means of interior point methods we can solve this model in polynomial
time. For any optimal solution α has a positive value. The implicit
equalities of P can easily be determined from the optimal values of
x2. Every entry of x2 that is zero corresponds to a slack variable of
an inequality constraint in P that has a zero value for every point of
pol(P ). unionsq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Theorem 2.7. Let P be a constraint collection in IRn. The degeneracy
degree of pol(P ) with respect to P can be calculated in polynomial time.
Proof. First, all implicit equalities of P are determined using the
method described in Theorem 2.6. These calculations take polyno-
mial time. The number of equality constraints together with the im-
plicit equalities in P is now equal to the number of binding constraints
bnd(P,P ). Secondly, dim(P ) is calculated by determining the rank of
the coeﬃcient matrix corresponding to the equality constraints together
with the implicit equalities. This can be done in polynomial time with
Gaussian elimination. Hence, σ(P,P ) = bnd(P,P )+ dim(P )−n can be






LO-models with nonnegative variables (the so-called canonical LO-
models) can be represented by means of tableaus in many diﬀerent ways.
The tableau representation that we will use is a variation of the tableau
introduced in Balinski & Tucker[1]. We will write the ‘right-hand-side’
vector a00, a10, . . . , am0 on the left hand side of the tableau, and call
the result a Tucker Tableau. An example of a Tucker Tableau is shown
in Figure 3.1. The rows of the tableau are numbered from 0 through
m, and the columns from 0 through n. Each row and column is asso-
ciated with the corresponding variable name in such a way that row 0
is the objective row and column 0 is the ’right-hand-side’ vector. Let
(p1, . . . , pn+m) be a permutation of the integers 1, . . . , n + m, with m
and n strictly positive integers. The variables xp1, . . . , xpn denote the
primal nonbasic variables, xpn+1, . . . , xpn+m the primal basic variables,
ypn+1, . . . , ypn+m the dual nonbasic variables, and yp1, . . . , ypn the dual
basic variables. The rows of the tableau of Figure 3.1 are then repre-
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aijxpj = −xpn+i , i = 1, . . . ,m.
1 xp1 xp2 · · · xpn
1 a00 a01 a02 · · · a0n = −f
ypn+1 a10 a11 a12 · · · a1n = −xpn+1







ypn+m am0 am1 am2 · · · amn = −xpn+m
= −g = yp1 = yp2 · · · = ypn
Figure 3.1: A Tucker Tableau








aijxpj ≤ −ai0, i = 1, . . . ,m
xpj ≥ 0, j = 1, . . . , n.








aijypn+i = ypj , j = 1, . . . , n,
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aijypn+i ≥ −a0j , j = 1, . . . , n
ypn+i ≥ 0, i = 1, . . . ,m.








−aijypn+i ≤ a0j , j = 1, . . . , n
ypn+i ≥ 0, i = 1, . . . ,m.
Each row i, with 1 ≤ i ≤ m, corresponds to a pair of complementary
variables; namely, the basic primal variable xpn+i and the nonbasic dual
variable ypn+i. Similarly, each column j, with 1 ≤ j ≤ n, corresponds to
a pair of complementary variables; namely, the nonbasic primal variable
xpj and the dual basic variable ypj . If the row equations are used as
column equations and the column equations are used as row equations,
the tableau of Figure 3.2 is obtained. Note, that this tableau has the
same structure as the tableau in Figure 3.1. The Tucker Tableau in
Figure 3.2 is called the negative transpose of the tableau in Figure 3.1.
Expressing the dual LO-model as the negative transpose of the corre-
sponding primal LO-model has the advantage that both models have
the same structure, meaning that in both cases the objective has to be
maximized and the constraints are ‘≤’ constraints.
From the theory of linear programming the following facts are known;
see for instance Nering & Tucker[45]. If a Tucker Tableau is given that
represents a primal-dual pair of LO-models, then a pivot operation on a
nonzero entry aij (1 ≤ i ≤ m, 1 ≤ j ≤ n) transforms it to an equivalent
Tucker Tableau that represents the same primal-dual pair of LO-models,
in which the column j is ’exchanged’ with row i. A Tucker Tableau is
optimal if ai0 ≤ 0 for each i with 1 ≤ i ≤ m, and a0j ≥ 0 for each j
with 1 ≤ j ≤ n. Tucker Tableaus in this form (with a negative right
hand side on the left) are not used to a great extend in the literature,
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1 ypn+1 ypn+2 · · · ypn+m
1 −a00 −a10 −a20 · · · −am0 = g
xp1 −a01 −a11 −a21 · · · −am1 = −yp1







xpn −a0n −a1n −a2n · · · −amn = −ypn
= f = xpn+1 = xpn+2 · · · = xpn+m
Figure 3.2: The negative transpose of a Tucker Tableau
although they present a ‘cleaner’ picture when dealing with the B-T
tableaus which we will explain in this chapter. Furthermore, tableaus in
this form are useful for explaining a variety of properties of LO-models,
such as:
• A constraint row without positive entries corresponds to a redun-
dant constraint of the primal LO-model.
In a ‘normal’ tableau this property reads: A constraint row with-
out positive entries in the columns of the nonbasic variables and
a zero or negative entry in the right-hand-side corresponds to a
redundant constraint of the primal LO-model.
• A constraint column without negative entries corresponds to a
redundant constraint of the dual LO-model.
• A constraint row without negative entries and a positive entry in
the ﬁrst column indicates that the primal LO-model is infeasible.
• A constraint row without negative entries and a zero entry in the
ﬁrst column indicates that the feasible region of the primal LO-
model is not full dimensional.
• A constraint column without positive entries and a negative entry
in the ﬁrst row indicates that the dual LO-model is infeasible.
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• A constraint column without positive entries and a zero entry in
the ﬁrst row indicates that the feasible region of the dual LO-model
is not full dimensional.
The following example illustrates the above properties. Consider the
following primal-dual pair of LO-models.
Primal:max f = x2 −2x4
s.t. −x1 −2x2 ≤ 0
−4x1 −5x2 ≤ 3
3x3 +4x4 ≤ 0
6x3 +7x4 ≤ −5
x1, x2, x3, x4 ≥ 0
Dual:max −g = −3y2 +5y4
s.t. y1 +4y2 ≤ 0
2y1 +5y2 ≤ −1
−3y3 −6y4 ≤ 0
−4y3 −7y4 ≤ 2
y1, y2, y3, y4 ≥ 0
The Tucker Tableau for these models is:
1 x1 x2 x3 x4
1 0 0 −1 0 2 = −f
y1 0 −1 −2 0 0 = −x5
y2 −3 −4 −5 0 0 = −x6
y3 0 0 0 3 4 = −x7
y4 5 0 0 6 7 = −x8
= −g = y5 = y6 = y7 = y8
Figure 3.3: An Example of a Tucker Tableau
Note that in the primal LO-model the following assertions hold. The
constraints −x1 − 2x2 ≤ 0 and −4x1 − 5x2 ≤ 3 are redundant. Since
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3x3 + 4x4 ≤ 0 implies that both x3 and x4 are equal to zero for every
primal feasible point, the primal feasible region is not full dimensional.
Moreover, 6x3 + 7x4 ≤ −5 indicates that the primal feasible region is
empty. Actually, these last two constraints (with no negative entry in
their corresponding rows in the Tucker Tableau) are restricting for the
dimension of the primal feasible region.
Similarly, in the dual model, the constraints y1 + 4y2 ≤ 0 and 2y1 +
5y2 ≤ −1 restrict the dimension of the dual feasible region, while −3y3−
6y4 ≤ 0 and −4y3 − 7y4 ≤ 2 are redundant.
If both the primal and the dual LO-model have a ﬁnite optimal
solution, then any Tucker Tableau that represents this dual pair of LO-
models can be transformed, by means of a ﬁnite number of pivot op-
erations, into an equivalent optimal Tucker Tableau. For an excellent
description of pivot operations, we refer to Nering & Tucker[45]. An op-
timal Tucker Tableau corresponds to a primal-dual pair of optimal basic
feasible solutions. The primal optimal basic feasible solution satisﬁes
xpj = 0 for j = 1, . . . , n, xpn+i = −ai0 for i = 1, . . . ,m, and f = −a00.
The corresponding dual optimal basic feasible solution satisﬁes ypn+i = 0
for i = 1, . . . ,m, ypj = a0j for j = 1, . . . , n, and g = −a00.
If a canonical LO-model has an optimal solution, then it has at least
one optimal basic solution. If it has more than one optimal basic solution
than every optimal basic solution can be represented by an optimal
Tucker Tableau. The set of all optimal solutions of an LO-model is a
face of the feasible region of that LO-model.
A primal-dual pair of optimal solutions (x∗, y∗) is called strictly com-
plementary iﬀ x∗ + y∗ > 0.If the primal and dual LO-models both
have ﬁnite optimal solutions, then there is a pair of strictly comple-
mentary optimal solutions; see e.g. Goldman & Tucker[30]. In Balinski
& Tucker[1], a constructive proof is given for the existence of a strictly
complementary primal-dual pair of optimal solutions. It is shown that
in a ﬁnite number of pivot operations and rearrangements of rows and
columns an optimal Tucker Tableau can be constructed with the struc-
ture shown in Figure 3.4. We will call such a tableau a Balinski-Tucker
Tableau (B-T tableau), since these types of tableaus were introduced
in Balinski-Tucker[1]. In B-T tableaus it is assumed that the optimal
objective values are zero (f = g = a00 = 0). This can easily be ac-
complished by giving a00 an appropriate value in the primal and dual
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1 x1 · · · xr xr+1 · · · xn
0 0 0 · · · 0 0 · · · 0 0 · · · 0 + · · ·+ = −f





0 · · · 0 0 · · · 0







0 · · · 0
+ · · ·+
q 0 0 · · · 0 = −xn+q







0 0 · · · 0 0 · · · 0 −







0 0 · · · 0 −
−
...
m − = −xn+m
0 1 · · · q q + 1 · · · n
Figure 3.4: A Balinski-Tucker Tableau
objective functions. B-T tableaus have the following characteristics.
1. The ﬁrst column (with index 0 in Figure 3.4) contains no positive
entries. This accounts for the feasibility of the corresponding pri-
mal basic solution and the optimality of the corresponding dual
basic solution.
2. The ﬁrst row (with index 0 in Figure 3.4) contains no negative
entries. This accounts for the feasibility of the corresponding dual
basic solution and the optimality of the corresponding primal basic
solution.
3. The left upper corner (the matrix consisting of the columns with
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indices 0, . . . , r and the rows with indices 0, . . . , q) is a (q+1)∗(r+1)
all-zero matrix.
4. The left lower corner (the matrix consisting of the columns with
indices 0, . . . , r and the rows with indices q + 1, . . . ,m) consists
of lexicographically negative rows. The rows in this matrix are
lexicographically nonincreasing ordered. (if i < j, then row i is
not lexicographically smaller than row j).
5. The right upper corner (the matrix consisting of the columns with
indices r + 1, . . . , n and the rows with indices 0, . . . , q) consists of
lexicographically positive columns. The columns in this matrix are
lexicographically nondecreasing ordered.
These characteristics are responsible for the form of the condensed
Tucker Tableau we have chosen. By putting the negative of right hand
side at the left side of the tableau and the negative of the objective
function on the ﬁrst row, we got (in our eyes) a much more appealing
tableau. Next we will give an algorithm for constructing a B-T tableau
based on on the constructive proof of the existence of strict complemen-
tary optimal solutions in Balinski & Tucker[1]
Algorithm Construct-BT
Input: A primal-dual pair of feasible LO-models represented by means
of a Tucker Tableau; see Figure 3.1.
Output: A B-T Tableau.
Step 1. Solve the primal and dual LO-models with a ﬁnite number of
pivot operations, resulting in an optimal Tucker Tableau.
Fix a00 to zero. The ﬁrst row (with index 0) is now nonnegative,
and the ﬁrst column (with index 0) is nonpositive. Let c1 :=
0; c2 := n; r1 := 0; r2 := m. Let A′ be the submatrix consisting of
the columns c1 . . . c2, and the rows r1 . . . r2.
Step 2. A′ contains either a nonnegative column or a nonpositive row.
If row r1 contains negative entries go to Step 3.
Rearrange the columns of A′ and reduce the size of A′: As long
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as A′ contains a column c with a positive entry in the row r1,
exchange the columns c and c2, and let c2 := c2 − 1.
Step 3. If column c1 contains positive entries go to Step 4.
Rearrange the rows of A′ and reduce the size of A′: As long as A′
contains a row r with a negative entry in the column c1, exchange
the rows r and r2, and let r2 := r2 − 1.
Step 4. Remove zero rows and columns.
As long as A′ contains a row r that has only zero entries, exchange
the rows r and r1, and let r1 := r1 + 1.
As long as A′ contains a column c that has only zero entries, ex-
change the columns c and c1, and let c1 := c1 + 1.
Step 5. If the submatrix A′ contains no rows or columns anymore stop.
Otherwise, Perform pivots on nonzero entries in the submatrix A′,
until A′ contains a nonnegative row or a nonpositive column. This
can always be done with a ﬁnite number of pivots. If A′ has
a nonnegative row r, exchange the rows r and r1. If A′ has a
nonpositive column c, exchange the columns c and c1.
Go to Step 2.
END of Construct-BT.
Next, we will discuss some of the steps of the algorithm Construct-
BT in more detail.
Step 1. Solving an LO-model can be done in polynomial time by using
one of the interior point methods.
Step 2, 3, and 4. During these steps the size of a′ is made smaller. At
least one row or column is removed; i.e. a row or column that does
not contain both negative and positive entries. Therefore, the number
of times that these steps are executed is bounded from above by the
sum of the number of column and the number of rows from the initial
tableau.
Step 5. In order to ﬁnd a series of pivots such that A′ is transformed to
a matrix that contains a nonnegative row or a nonpositive column, we









A′i,j xj ≤ 0, i = r1 + 1, . . . , r2
xj ≥ 0, j = c1, . . . , c2.
If this LO-model has a ﬁnite optimal solution, it has an optimal solu-
tion in which row r1 is a nonnegative row. Otherwise, if it is unbounded,
then there exists a tableau with a nonpositive column. Note, that the
model is always feasible. In both cases the LO-model can be solved in
polynomial time and a series of pivots can be performed in such a way
that after these pivots A′ will contain either a nonnegative row or a non-
positive column, or both. Every time when an LO-model is solved in
Step 5, at least one column and one row are subsequently removed from
A′ in the following Steps 2, 3, and 4. Therefore, the number of times
that an LO-model has to be solved in Step 5 is bounded from above by
min{m,n}.
Theorem 3.1. For any primal-dual pair of canonical LO-models a B-T
tableau can be constructed in (strongly) polynomial time, if LO-models
can be solved in (strongly) polynomial time.
Proof. The proof is immediate clear from the algorithm Construct-BT.
unionsq
We will illustrate the algorithm Construct-BT by means of the fol-
lowing example.
max 14x1 +2x2 −4x3 +28x4 −2x5
s.t. −45x1 −7x2 +12x3 −87x4 +5x5 ≤ −14
624x1 +92x2 −174x3 +1255x4 −78x5 ≤ 184
−385x1 −57x2 +106x3 −757x4 +47x5 ≤ −114
33x1 +5x2 −9x3 +66x4 −4x5 ≤ 10
7x1 +1x2 −2x3 +14x4 −1x5 ≤ 2
x1, x2, x3, x4, x5 ≥ 0
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Writing this LO-model in the form of a Tucker Tableau gives:
1 x1 x2 x3 x4 x5
0 −14 −2 4 −28 2 = −f
14 −45 −7 12 −87 5 = −x6
−184 624 92 −174 1255 −78 = −x7
114 −385 −57 106 −757 47 = −x8
−10 33 5 −9 66 −4 = −x9
−2 7 1 −2 14 −1 = −x10
Step 1. Optimize the LO-model. This gives the following tableau:
1 x1 x9 x3 x4 x10
−4 0 0 0 0 2 = −f
0 0 2 0 3 −3 = −x6
0 8 −14 −4 23 −22 = −x7
0 −7 10 2 1 7 = −x8
−2 5 1 −1 10 −4 = −x2
0 −2 1 1 −4 −5 = −x5
Fix a00 to zero, end let c1 := 0; c2 := 5; r1 := 0; r2 := 5
The matrix A′ consists of all rows and columns of this tableau.
Step 2. Row r1 contains no negative entries. Reduce the size of A′.
The column of x10 is removed from A′. c2 becomes 4.
Step 3. Column c1 contains no positive entries. Reduce the size of
A′. The row of x2 is exchanged with the row of x5 and removed from
A′. r2 becomes 4.
Step 4. Remove zero rows and columns from A′. Column 0 and
the row of f are removed. A′ contains the rows x6, x7, x8, x5 and the
columns x1, x9, x3, x4.
Step 5. Solve the LO-model
max x6 = −2x9 −3x4
s.t. 8x1 −14x9 −4x3 +23x4 ≤ 0
−7x1 +10x9 +2x3 +x4 ≤ 0
−2x1 +x9 +x3 −4x4 ≤ 0
x1, x9, x3, x4 ≥ 0
This LO-model is already optimal. Therefore, no pivots are necessary.
The row of x6 is a nonnegative row in A′.
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Step 2. The columns with a positive entry (x9 and x4) in the row of
x6 are removed from A′.
Step 3. Column c1(x1) contains a positive entry.
Step 4. The zero row x6 is remove from A′. A′ consists now of the
rows x7, x8, x5 and the columns x1, x3.
The tableau has now the following form
1 x1 x3 x9 x4 x10
0 0 0 0 0 2 = −f
0 0 0 2 3 −3 = −x6
0 8 −4 −14 23 −22 = −x7
0 −7 2 10 1 7 = −x8
0 −2 1 1 −4 −5 = −x5
−2 5 1 −1 10 −4 = −x2
Step 5. Solve the LO-model
max x7 = −8x1 +4x3
s.t. −7x1 +2x3 ≤ 0
−2x1 +x3 ≤ 0
x1, x3, x4 ≥ 0
The optimal solution of this LO-model is 0 with {x7, x8, x3} as an op-
timal basis. One pivot suﬃces in order to make these variables basic.
The result is the following tableau.
1 x1 x5 x9 x4 x10
0 0 0 0 0 2 = −f
0 0 0 2 3 −3 = −x6
0 0 4 −10 7 −42 = −x7
0 −3 −2 8 9 17 = −x8
0 −2 1 1 −4 −5 = −x3
−2 3 1 2 6 −9 = −x2
Column x1 is a nonpositive column and x7 is a nonnegative row.
Step 2. Remove column x5 from A′.
Step 3. Remove the rows x8 and x3 from A′.
Step 4. A′ is now the one-element matrix in the intersection of
column x1 and row x7, which is the zero matrix. Remove all rows and
columns from A′.
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Step 5. A′ has no rows or columns any more. End of the algorithm
Construct-BT.
From B-T tableaus of primal-dual pairs of LO-models several prop-
erties of the primal an dual optimal faces can be derived; see Balinski &
Tucker[1]. A number of them are collected in the following theorem.
Theorem 3.2. For a primal-dual pair of LO-models with ﬁnite opti-
mal solutions, represented by a B-T tableau as shown in Figure 3.4, the
following assertions hold.
1. For each optimal primal solution (i.e. for each point of the primal
optimal face), xj = 0 for r+1 ≤ j ≤ n, and xn+i = 0 for 1 ≤ i ≤ q.
2. For each optimal dual solution (i.e. for each point of the dual
optimal face), yn+i = 0 for q+1 ≤ i ≤ m, and yj = 0 for 1 ≤ j ≤ r.
3. A strictly complementary pair of optimal solutions (x∗, y∗) satisﬁes
x∗j > 0 for 1 ≤ j ≤ r and for n + q + 1 ≤ j ≤ n +m, and y∗i > 0
for n+ 1 ≤ i ≤ n+ q and for r + 1 ≤ i ≤ n.
Proof.
(1) Let Figure 3.4 be a B-T tableau of a primal-dual pair of LO-
models. The columns corresponding to the primal nonbasic variables
xr+1, . . . , xn are nondecreasingly ordered with respect to the lexico-
graphic ordering. Let βj , with r + 1 ≤ j ≤ n, be the row index with
the ﬁrst positive entry in the column with index j. Let βr = q + 1 and
βn+1 = 0. For j = r + 1, . . . , n + 1, let αi = j with βj ≤ i < βj−1. It
then follows that αq = r + 1.
The ﬁrst row of this B-T tableau is a00+
∑n
j=α0 a0jxpj = −f . Since in
an optimal solution holds that f = −a00, we have that ∑nj=α0 a0jxj = 0
with a0α0 , . . . , a0n > 0. Since all variables are nonnegative, we have
that xα0 = . . . = xn = 0 for each primal optimal solution. The row
equations for the rows i with 1 ≤ i ≤ q can be written as∑αi−1−1j=αi aijxj+∑n
j=αi−1 aijxj + xp+i = 0 in which aij is positive for αi ≤ j < αi−1.
Suppose that xαi = . . . = xn = 0 for each primal optimal solution,
and for some i with 0 ≤ i < q. Then the row equation for the row
with index i + 1 reduces to
∑αi−1
j=αi+1
aijxj + xp+i = 0 in which aij is
positive for αi+1 ≤ j < αi. Since all variables are nonnegative, we have
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that xαi+1 = . . . = xαi = 0 for each primal optimal solution. Using
mathematical induction, it follows that for each primal optimal solution
xj = 0 for each j with r + 1 ≤ j ≤ n.
From
∑n
j=1 aijxj = −xn+i for 1 ≤ i ≤ q, together with xj = 0 for
r + 1 ≤ j ≤ n, and aij = 0 for 1 ≤ i ≤ q and 1 ≤ j ≤ r, follows that
xn+i = 0 for 1 ≤ i ≤ q holds for every optimal primal solution.
(2) The proof of this part of the theorem is similar to the proof of
the ﬁrst part if the negative transpose of the B-T tableau of the ﬁrst
part is used.
(3) See Balinski & Tucker [1] unionsq
The indices 1, . . . , n + m can be partitioned into two sets B and
N such that i ∈ B implies that yi = 0 and xi > 0 for every strictly
complementary optimal solution, and i ∈ N implies that xi = 0 and
yi > 0 for every strictly complementary optimal solution. This partition
is called the optimal partition. Using Theorem 3.2, it follows that B =
{1, . . . , r, n + q + 1, . . . , n+m} and N = {r + 1, . . . , n+ q}.
Moreover, a representation of both the primal and the dual optimal
face can easily be derived from B-T tableaus. Let Figure 3.4 be a B-T
tableau of a pair of primal and dual LO- models. The equations that




aijxj = −xn+i i = 1, . . . ,m (3.1)
xj = 0 j = r + 1, . . . , n (3.2)
xn+i = 0 i = 1, . . . , q (3.3)
xj ≥ 0 j = 1, . . . , n (3.4)
xn+i ≥ 0 i = 1, . . . ,m (3.5)




aijxj = −xn+i i = q + 1, . . . ,m (3.6)
xj = 0 j = r + 1, . . . , n (3.7)
xn+i = 0 i = 1, . . . , q (3.8)
xj ≥ 0 j = 1, . . . , r (3.9)
xn+i ≥ 0 i = q + 1, . . . ,m (3.10)
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From the same tableau (or from its negative transpose) a similar repre-
sentation of the dual optimal face can be derived.
When a B-T tableau is found for a primal-dual pair of LO-models, it
is quite easy to ﬁnd a point in the relative interior of the primal optimal
face. The way of constructing such a point is given in Balinski & Tucker
[1], and works as follows.
Assume we have a B-T tableau A; see Figure 3.4. We know from
Theorem 3.2 that for a point in the relative interior of the optimal face
it holds that xj = 0 for r+1 ≤ j ≤ n and for n+1 ≤ j ≤ n+q, and that
xj > 0 for 1 ≤ j ≤ r and for n+ q+ 1 ≤ j ≤ n+m. Therefore, we have
to ﬁnd a feasible point for which x1, . . . , xr and xq+1, . . . , xm are strictly
positive, and all other xi’s zero. We start with x∗j = 0 for j = 1, . . . , n+q
and x∗j = −A[j, 0] for j = n + q + 1, . . . , n + m. For j = 1, . . . , r, we
successively calculate a strictly positive value x∗j for xj such that this
value together with the other values form a feasible point. Since the last
m− q rows of the tableau are strictly lexicographically negative, we can
ﬁnd a strictly positive feasible value x∗j for xj. We do this by calculating
an upper bound Mj for xj in the same way as in the Simplex method
by means of the ratios between the positive entries in the column of xj
and the corresponding entries in the ﬁrst column. This upper bound
can by inﬁnite if the column of xj does not contain a positive entry
(unbounded). We choose a value for xj strictly in between 0 and Mj.
Now, we update the ﬁrst column of the tableau by adding x∗j times the
column of xj . This operation preserves the lexicographically negativity
of the last m−q rows in the tableau. Furthermore, because the value x∗j
is chosen less than Mj, the strictly negative values in the ﬁrst column
do not become zero. After x1, . . . , xr have obtained a positive value, the
entries in the ﬁrst column in the rows that correspond to the variables
xq+1, . . . , xm are negative.
The above calculations can be described more formally as follows.
Algorithm B-T interior
=====================================
Input: A is a B-T tableau with rows labeled 0, . . . ,m and columns
labeled 0, . . . , n; see Figure 3.4.
Output: x∗1, . . . , x∗r and x∗n+q+1, . . . , x∗n+m, representing a point in the
relative interior of the primal optimal face.
=====================================
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for j := 1 to r do
begin Mj :=∞;
for i := q + 1 to m do
if A[i, j] > 0
then begin q := −A[i, 0]/A[i, j];
if q < Mj then Mj := q
end;
Select a value x∗j such that 0 < x
∗
j < Mj ;
for i := q + 1 to m do
A[0, i] := A[i, 0] + x∗j ×A[i, j]
end;
for i := q + 1 to m do x∗n+i := −A[i, 0]
======================================
The formal proof of the correctness of this algorithm is left to the
reader.
Theorem 3.3. For a primal-dual pair of LO-models with ﬁnite optimal
solutions represented by a B-T tableau, a strictly complementary solution
can be found in strongly polynomial time
Proof. Use algorithm B-T interior for ﬁnding a point in the relative
interior of the primal optimal face. The algorithm can also be used for
ﬁnding a point in the relative interior of the dual optimal face, namely by
using the negative transpose of the B-T tableau. The two points form a
strictly complementary pair; see Theorem 3.2. The algorithm is strongly
polynomial, because the number of operations is bounded from above by
a polynomial function with as parameters the number of times the bodies
of the for-loops in algorithm B-T interior are executed. These bound (r
and m − q) are bounded from above by the problem dimensions n and
m. Hence, a strictly complementary solution can be found in strongly
polynomial time. unionsq
3.2 Degeneracy degrees and multiple solutions
If the solution of an LO-model is not unique, then the model has multiple
solutions and the dimension of its optimal face is larger than zero. In
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Theorem 3.4 a remarkable dual relationship between the degeneracy
degree and the dimension of the optimal faces of a dual pair of LO-
models is established.
Theorem 3.4. Let P be the collection of inequality constraints that
represents the feasible region of a primal LO-model, and let D be the
collection of inequality constraints that represents the feasible region of
the corresponding dual LO-model. Let OP and OD denote the primal
and dual optimal faces and let a B-T tableau of this primal-dual pair
of LO-models (see Figure 3.4) be given. Then the following assertions
hold.
• dim(OP ) = σ(OD,D) = r.
• dim(OD) = σ(OP , P ) = q
Proof. We ﬁrst prove that dim(OP ) = r. In Balinski and Tucker[1] it is
shown that there exists a strictly complementary optimal solution with
x∗j > 0 for 1 ≤ j ≤ r, and x∗n+i > 0 for q + 1 ≤ i ≤ m. Therefore, the
inequalities (3.9) and (3.10) are not binding in every point of the primal
optimal face, and hence are not implicit equalities. The equalities (3.3)
are redundant; substituting the equalities (3.2) into the ﬁrst q equalities
of (3.1) gives the same equalities as (3.3), since aij = 0, for i = 1, . . . , q
and j = 0, . . . , r. The total number of variables of the primal model
is m + n. The dimension of the primal optimal face OP is determined
by the aﬃne independent collection of equalities (3.1) and (3.2) and is
equal to (m+ n)− (m+ (n− r)) = r.
We now prove that σ(OP , P ) = q. The binding constraints for the
primal optimal face OP are (3.1), (3.2) and (3.3). Hence, bnd(OP , P ) =
m+ (n− r) + q = m+ n− r + q. Therefore, σ(OP , P ) = bnd(OP , P ) +
dim(OP )− (m+ n) = (m+ n− r + q) + r − (m+ n) = q.
The proofs of dim(OD) = q and σ(OD,D) = r are similar to the
above ones; namely, use the negative transpose of the B-T tableau.
unionsq
The symmetry in Theorem 3.4 leads to the following theorem.
Theorem 3.5. In a primal-dual pair of canonical LO-models with ﬁnite
optimal solutions, the degeneracy degree of the primal (dual) optimal face
is equal to the dimension of the dual (primal) optimal face.
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Proof. Construct a B-T tableau for the pair of primal and dual LO-
models. From Theorem 3.4 the result is obvious. unionsq
Although the degeneracy degree of an optimal face is dependent on
the representation of the polyhedron, this is not the case with its dimen-
sion. Removing a redundant constraint, that is binding on the optimal
face, will decrease its degeneracy degree; moreover, the dimension of
the corresponding dual optimal face is decreased as well, since a dual
variable is removed.
Note that the above theorems are restricted to LO-models with non-
negative variables and inequality constraints. Actually, Theorem 4 is
valid for general LO-models with nonnegative, nonpositive and free vari-
ables, and inequality as well as equality constraints. We will give an
existence proof of this fact.
Theorem 3.6. In a primal-dual pair of general LO-models with ﬁnite
optimal solutions, the degeneracy degree of the primal (dual) optimal
face is equal to the dimension of the dual (primal) optimal face.
Proof. Consider the following general LO-model in IRn:
(P ) max cTx
s.t. aTi x = bi i = 1, . . . ,m1
aTi x ≤ bi i = m1 + 1, . . . ,m.
Possible nonnegativities are included in the inequality constraints.
A corresponding dual model is:





yi ≥ 0 i = m1, . . . ,m.
Since both models are feasible, optimal solutions exist. Let OP and OD
be the optimal faces of (P) and (D), respectively. Let bnd(OP , P ) =
k, say a1, . . . , ak are the binding constraints on OP . Moreover, let
rank{a1, . . . , ak} = d. Since rank{a1, . . . , ak} + dim(OP ) = n, it fol-
lows that dim(OP ) = n− d, and σ(OP , P ) = k + dim(OP )− n = k − d.
We will show that dim(OD) = k − d.
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The (strict) complementarity slackness conditions that are valid on
the relative interiors of OP and OD (see Nering & Tucker[45]) lead to
the following observations. The constraints yk+1 ≥ 0, . . . , ym ≥ 0 are
binding on OD, since yk+1, . . . , ym correspond to the non-binding primal
constraints. Therefore,
OD = {y ∈ IRm | c =
k∑
i=1
aiyi; ym1+1, . . . , yk ≥ 0; yk+1, . . . , ym = 0}.
The constraints ym1+1 ≥ 0, . . . , yk ≥ 0 are non-binding on the rela-
tive interior of OD, since they correspond to binding primal constraints.
Hence, the aﬃne hull of OD satisﬁes:
aff(Od) = {y ∈ IRm | c =
k∑
i=1
aiyi; yk+1, . . . , ym = 0}.
Since d of the vectors a1, . . . , ak are linearly independent it follows that
k− d of the variables yi are ‘free’. Hence, dim(OD) = dim(aff(OD)) =
k−d. Finally, σ(OD,D) = bnd(OD,D)−m+dim(OD) = (n+m−k)−
m+ (k − d) = n− d = dim(OP ). unionsq
The following examples may illustrate the above theorems. Consider
the following pair of primal and dual LO-models:
max −2x5 min y9
s.t. 3x3 + 4x4 − x5 ≤ 0 s.t. −2y8 + 3y9 ≥ 0
−x2 + 2x3 + 3x5 ≤ 0 −y7 + y9 ≥ 0
−2x1 + x4 + 5x5 ≤ 0 3y6 + 2y7 ≥ 0
3x1 + x2 ≤ 1 4y6 + y8 ≥ 0
x1, x2, x3, x4, x5 ≥ 0, −y6 + 3y7 + 5y8 ≥ −2
y6, y7, y8, y9 ≥ 0.
A Tucker Tableau for these models reads:
1 x1 x2 x3 x4 x5
1 0 0 0 0 0 2 = −f
y6 0 0 0 3 4 −1 = −x6
y7 0 0 −1 2 0 3 = −x7
y8 0 −2 0 0 1 5 = −x8
y9 −1 3 1 0 0 0 = −x9
= −g = y1 = y2 = y3 = y4 = y5
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Note that this is a B-T tableau. The all-zero matrix in the left upper cor-
ner has two rows and three columns. Hence, according to Theorem 3.4,
dim(OP ) = 2, σ(OP , P ) = 1, dim(OD, P ) = 1 and σ(OD, P ) = 2. From
the ﬁrst three columns of this tableau follows that OP = {−x2+x7 = 0;
−2x1 + x8 = 0; 3x1 + x2 + x9 = 1; x1, x2 ≥ 0; x3 = x4 = x5 = x6 = 0},
and OD = {3y6 − y3 = 0; 4y6 − y4 = 0; −y6 − y5 = −2; y1 = y2 =
y7 = y8 = y9 = 0}. The corresponding primal and dual optimal basic
solutions satisfy x1 = x2 = x3 = x4 = x5 = x6 = x7 = x8 = 0, x9 = 1,
f = 0 and y1 = y2 = y3 = y4 = y6 = y7 = y8 = y9 = 0, y5 = 2, g = 0.
The solutions x1 = 1/9, x2 = 1/3, x3 = x4 = x5 = x6 = 0, x7 =
1/3, x8 = 2/9, x9 = 1/3 and y1 = y2 = 0, y3 = 3, y4 = 4, y5 = 1,
y6 = 1, y7 = y8 = y9 = 0 form a strictly complementary pair of optimal
solutions, and are in the relative interior of the corresponding optimal
faces (see Balinski & Tucker [1]).
The following example shows that a small change in an entry of the
coeﬃcients matrix may change the optimal faces drastically. Consider
a pair of primal and dual LO-models of which the B-T tableau can be
written as follows:
1 x1 x2 x3 x4 x5
1 0 0 0 0 0 1 = −f
y6 0 a11 1 1 1 −1 = −x6
y7 0 −1 . . . . = −x7
y8 0 −1 . . . . = −x8
y9 0 −1 . . . . = −x9
y10 −1 1 . . . . = −x10
= −g = y1 = y2 = y3 = y4 = y5
If a11 > 0, this tableau is a B-T tableau of which the all-zero matrix
in the left upper corner consists of one column and ﬁve rows. Hence,
according to Theorem 3.4, the primal optimal face has dimension equal
to 0 (the primal optimal face consists of a single vertex) and the dual
optimal face has dimension equal to 4. If a11 < 0, this tableau is a B-T
tableau of which the all-zero matrix in the left upper corner consists of
one row and ﬁve columns. So, the dimension of the primal optimal face
is equal to 4 and the dimension of the dual optimal face is equal to 0. If
a11 = 0, then the all-zero matrix in the left upper corner has two rows
and two columns. Hence, both primal and dual optimal faces have a
3.3. UNIQUENESS AND DEGENERACY 47
dimension equal to 1. If the value of a11 is close to 0 as a result of a
computer program that uses inaccurate arithmetic, it may be diﬃcult to
determine the dimension of the optimal faces. The accuracy should be
large enough to decide whether a11 is positive, negative or zero. In case
the LO-model is given with rational coeﬃcients, all calculations can be
done exactly with ﬁnite precision.
3.3 Uniqueness and degeneracy
If an optimal solution of an LO-model is unique, then the optimal face
consists of a single vertex which has dimension equal to zero. If an
LO-model has multiple optimal solutions, then the optimal face has a
positive dimension. Note that, if an LO-model has multiple solutions,
this does not necessarily mean that it has more than one basic optimal
solution. Theorem 3.5 gives rise to several interesting corollaries about
the uniqueness and degeneracy of optimal solutions.
Corollary 1.
(a) A primal LO-model has a unique and degenerate optimal solution,
if and only if the corresponding dual LO-model has multiple optimal
solutions of which at least one is nondegenerate.
(b) A primal LO-model has a unique and nondegenerate optimal solu-
tion, if and only if the corresponding dual LO-model has a unique
and nondegenerate optimal solution.
(c) A primal LO-model has multiple optimal solutions that are all de-
generate, if and only if the corresponding dual LO-model has mul-
tiple solutions that are all degenerate.
(d) A pair of primal and dual LO-models has unique optimal solutions,
if and only if their optimal faces are nondegenerate.
Proof. Let P and D denote the representations of the polyhedra of the
primal and dual LO-models, respectively, and let OP and OD denote the
corresponding optimal faces. Then the four parts of the corollary can
be written as follows.
(a) dim(OP ) = 0 , σ(OP , P ) > 0⇐⇒ σ(OD,D) = 0 , dim(OD) > 0;
(b) dim(OP ) = 0 , σ(OP , P ) = 0⇐⇒ σ(OD,D) = 0 , dim(OD) = 0;
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(c) dim(OP ) > 0 , σ(OP , P ) > 0⇐⇒ σ(OD,D) > 0 , dim(OD) > 0;
(d) dim(OP ) = 0 , dim(OD) = 0⇐⇒ σ(OP , P ) = 0 , σ(OD,D) = 0.
The validity of these statements follows directly from Theorem 3.5.
unionsq
Corollary 2. If a primal LO-model has a nondegenerate optimal basic
solution and the corresponding dual LO-model has a degenerate basic
solution, then the primal LO-model has multiple optimal solutions.
Proof. The primal optimal face is either a nondegenerate vertex or it
contains a nondegenerate vertex as proper subset. Therefore, the degen-
eracy degree of the primal optimal face is equal to 0 (Theorem 2.1(2)).
According to Theorem 3.4 the dual optimal solution is unique. If this
dual solution is degenerate, then the dual optimal face is degenerate as
well and hence, the primal optimal face has positive dimension. unionsq
Corollary 2 may sometimes help to decide whether or not LO-models
have multiple solutions, because computer programs that apply the usual
Simplex methods for solving LO-models give only one optimal primal
and dual basic solution.
In the literature several theorems about uniqueness and multiplicity
can be found. Here we present a selection.
In Greenberg[32] the following theorem is proved. A primal-dual pair
of optimal solutions is unique if and only if it is a strictly complementary
pair of basic solutions.
Note that since a strictly complementary pair of basic solutions is a pair
of primal and dual optimal basic feasible solutions that have strictly
positive basic variables, this theorem is equivalent to Corollary 1b.
In Mangasarian [43] the following theorem is proved. An optimal
solution of a LO-model is unique if and only if it remains an optimal
solution when the objective function is changed by an arbitrary but
suﬃcient small perturbation.
This result can be related to the above theorems as follows. With an
arbitrary but suﬃciently small perturbation on the objective function
the values of all dual basic variables can be changed. If one if the values
of the dual basic variables was zero before the perturbation, it may
become negative with an appropriate perturbation. Hence, if no such
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perturbation can make the value of a basic dual variable negative, then
the optimal values of the dual basic variables should have been strictly
positive before the perturbation. This is another way of saying that the
optimal dual solution (face) is nondegenerate.
In Nering & Tucker[45] the following statement is proved. If a pair of
primal and dual LO-models has a complementary pair of optimal basic
solutions that are both degenerate, then at least one of these two models
has multiple optimal solutions. This is proved in Nering & Tucker by
showing that there exists a strictly complementary pair of optimal solu-
tions, which diﬀers from the pair of optimal basic solutions. Therefore,
at least one of the two models must have multiple solutions.
3.4 Constructing a B-T Tableau from an inte-
rior point solution
In the previous sections it was shown that among all optimal Tucker
Tableaus, the B-T tableaus give additional information. Besides the
optimal primal and dual basic solutions, a B-T tableau provides the
optimal faces, the dimensions and the degeneracy degrees of the primal
and dual optimal faces. As far as we know, all computer programs that
solve LO-models by means of Simplex methods give as solution a more
or less arbitrary optimal basic solution. It might be an idea to extend
Simplex LO-programs in such a way that the optimization algorithm
does not stop when an optimal solution is found, but continues until an
optimal basis is found that corresponds to a B-T tableau. Using such
a basis it is possible, without too much extra work, to determine the
optimal faces, the dimensions and the degeneracy degrees of the optimal
faces, the uniqueness of the optimal values of the variables, and the
optimal partition of all strictly complementary solutions.
On the other hand, computer programs that use interior point meth-
ods, provide primal and dual solutions that form strictly complementary
pairs. From these pairs of solutions it is not diﬃcult to ﬁnd a descrip-
tion of the primal and dual optimal faces, but it is not immediately
clear what the dimensions and the degeneracy degrees of these optimal
faces are. In general, the optimal solutions found by means of interior
point methods are not basic solutions. In Megiddo[44], it is shown how
an optimal basic solution can be constructed when an optimal pair of
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1 xp1 · · · xpr xpr+1 · · · xpn
1 0 0 · · · 0 a0,r+1 · · · a0,n = −f




ypn+q 0 = −xpn+q




ypn+m am,0 = −xpn+m
= −g = yp1 · · · = ypr = ypr+1 · · · = ypn
Figure 3.5: Tucker Tableau after Step 1
primal and dual solutions is known. But, in general, this optimal basic
solution does not correspond to a B-T tableau. However, it is possible
to construct a B-T tableau in strong polynomial time given a strictly
complementary pair of optimal solutions. In Zhang [55] such an algo-
rithm is given, which ﬁrst uses the algorithm of Megiddo [44] to ﬁnd an
optimal basic solution, and then constructs a B-T tableau by means of
extremal rays of the optimal vertex. In this section we will give an al-
gorithm, called algorithm Construct-BT1 that constructs a B-T tableau
from an interior point solution and an arbitrary Tucker Tableau in strong
polynomial time, without using Megiddo’s algorithm.
Algorithm Construct-BT1
Input: A primal-dual pair of feasible LO-models represented by means
of a Tucker Tableau; see Figure 3.1. A strictly complementary pair
of optimal solutions (x∗, y∗).
Output: A B-T Tableau.
Step 1. Separate the primal and dual optimal faces and determine the
all-zero matrix in the upper-left corner of the B-T tableau.
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Step 2. Make the rows below the all-zero matrix lexicographically neg-
ative, and the columns to the right of the zero matrix lexicograph-
ically positive.
Step 3. Transform x∗ to a primal optimal basic solution, preserving the
all-zero matrix and the lexicographic properties of the rows and
the columns.
Step 3.1. Select a positive nonbasic variable xpj . If no such vari-
able exists, go to Step 3.4.
Step 3.2. Decrease the value of xpj .
Step 3.3. Pivot if necessary and return to Step 3.1.
Step 3.4. Sort the lexicographically negative rows.
Step 4. Transform y∗ to a dual optimal basic solution, preserving the
all-zero matrix and the lexicographic properties of the rows and
the columns.
Step 5. End of Construct-BT1.
Next, we discuss these steps in more detail.
Ad Step 1. Determining the all-zero matrix.
Make the optimal value of the objective function equal to zero.





The row equation for the objective row is now
−∑nj=1 a0jx∗pj + ∑nj=1 a0jxpj = −f. Substituting x = x∗ gives f∗ =
0. (x∗, y∗) is a strictly complementary pair of optimal solutions. This
means that x∗i + y∗i > 0 and x∗i y∗i = 0 for 1 ≤ i ≤ m + n. The indices
1, . . . ,m+ n can be partitioned into two sets B and N such that i ∈ B
implies that x∗i > 0, and i ∈ N implies that y∗i > 0. Let R denote
the indices of the primal nonbasic variables that belong to B, and let Q
denote the indices of the primal basic variables that belong to N .
R := B ∩ {p1, . . . , pn}.
Q := N ∩ {pn+1, . . . , pn+m}.
As long as the current tableau contains a nonzero entry aij
with pn+i ∈ Q and pj ∈ R, perform a pivot operation on aij
and adjust the sets R and Q.
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Each time such a pivot operation is performed, the number of elements
in both R and Q is decreased by one. If no such pivot operations are
possible, then aij = 0 for each pn+i ∈ Q and pj ∈ R. The sets Q and R
are then minimal.
Rearrange the rows and the columns of the current tableau,
such that the entries aij with pi ∈ R and pj ∈ Q form a
all-zero matrix in the left upper corner of the tableau with
r = |R| and q = |Q|.
R = {p1, . . . , pr}.
Q = {pn+1, . . . , pn+q}.
The tableau is now in the form of the tableau in Figure 3.5. Representa-
tions of the primal and dual optimal faces can be read from this tableau
in the same way as from a B-T tableau.
Ad Step 2. Lexicographically ordering of the rows and the columns.
The row equations of the current tableau are ai0+
∑n
j=1 aijxpj = −xpn+i





pj for i = 1, . . . ,m. Combining these equations, the




aij(xpj − x∗pj) = −xpn+i , i = 1, . . . ,m. (3.11)




aij(ypn+i − y∗pn+i) = ypj , j = 1, . . . , n. (3.12)
In order to adjust the tableau to these equations, the following operation
has to be carried out.
Replace, in the ﬁrst column of the current tableau the entries
ai0 with i = 1, . . . ,m by −x∗pn+i. Similarly, replace a0j by
y∗pj for j = 1, . . . , n.
Since x∗ is a point in the relative interior of the primal optimal face,
we have that ai0 < 0 for i = q + 1, . . . ,m. So, the rows with indices
q + 1, . . . ,m are lexicographically negative. Similarly, the columns with
indices r + 1, . . . , n are lexicographically positive.
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Ad Step 3. Determination of a primal optimal vertex.
In the current tableau all nonbasic variables xp1, . . . , xpr have a positive
value. In order to ﬁnd an optimal basic solution, the values of the non-
basic variables have to be lowered to zero; if that is not possible without
destroying the feasibility, some nonbasic variables have to be replaced
by basic variables with a zero value by means of pivot operations.
Ad Step 3.1: Selection of a positive nonbasic variable.
Select a column j with 1 ≤ j ≤ r and x∗pj > 0. If no such
column exists, go to Step 3.4.
If more than one nonbasic variable has a positive value, it is not relevant
which one is chosen.
Ad Step 3.2: Decreasing of the value of the selected variable.
Decrease the value x∗pj of the variable xpj as much as possible without






| aij < 0}.
λ := min{µ, x∗pj}.
If column j does not contain any negative entry, the value of xpj can be
decreased to zero and λ will be equal to x∗pj . The value of the variable
xpj is decreased by λ and the ﬁrst column of the tableau is adjusted in




ai0 := ai0 − λ ∗ ai,j, x∗pn+i := −ai0, for i = q + 1, . . . ,m.
Ad Step 3.3: Pivoting.
If, in Step 3.2, some of the rows with indices q + 1, . . . ,m have become
lexicographically positive, a pivot operation on an entry in column j has
to be performed in order to make the rows lexicographically negative
again. If x∗pj is still positive after Step 3.2, a pivot operation can replace
the nonbasic variable xpj by a basic variable with zero value. In order
to determine the pivot row, ﬁnd a row index k such that, if all rows with
aij < 0 are divided by aij, the row with index k is the lexicographically
smallest row among these rows. If k can not be determined uniquely, an
arbitrary choice is made.
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If x∗pj > 0, or for some i with q + 1 ≤ i ≤ m, row i is
lexicographically positive then:
k := arg lexico-min
i = 1, . . . ,m
{ 1
aij
( row i) | aij < 0}
Pivot on akj.
Set ak0 := −x∗pn+k .
If a pivot operation is performed in this step, then before the pivot
operation, ak0 is equal to 0. After the pivot operation the lexicographic
negativity of the rows with indices q+1, . . . ,m is restored. Furthermore,
the number of primal nonbasic variables with a strict positive value is
decreased by one.
Return to Step 3.1
Ad Step 3.4. All primal nonbasic variables are zero and x∗ is a primal
basic feasible solution.
Sort the lexicographically negative rows with indices q +
1, . . . ,m in lexicographically nonincreasing order.
Ad Step 4: Determination of a dual optimal vertex.
This step is similar to Step 3.
Take the negative transpose of the current tableau.
Perform Step 3 to ﬁnd a primal optimal basic solution.
Take the negative transpose of the current tableau.
y∗ is now an optimal dual basic solution.
The ratio test in Step 3.2 is similar to the ratio-test in the Simplex
algorithm, but here the aim is to decrease the current value of a nonbasic
variable as much as possible. Note that in Step 3.3 a pivot on an entry
in matrix A2 in Figure 3.5 does not aﬀect the ﬁrst row and the matrix
A1; the lexicographically positive columns will remain lexicographically
positive. At the end of this algorithm the tableau has the following
characteristics:
• The values of the basic variables are located in the ﬁrst row and
the ﬁrst column.
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• The values of the basic and nonbasic variables satisfy the row and
column equations and are nonnegative.
• All primal and dual nonbasic variables are zero.
• The left upper corner of the tableau is a (q + 1, r + 1)-all-zero
matrix .
• The rows with indices q + 1, . . . ,m are lexicographically negative.
• The columns with indices r+1, . . . , n are lexicographically positive.
Hence, a B-T tableau is obtained.
Theorem 3.7. Given an interior point solution of an LO-model, a
corresponding B-T tableau can be constructed in strong-polynomial time.
Proof. Perform algorithm Construct-BT1. In Step 1 at most min(n −
r,m−q) pivot operations are performed. In Step 3 at most r and in step
4 at most q. The total number of pivot operations is min(n+q,m+r) and
has m+n as upper bound. Clearly, this algorithm is strong-polynomial,
since, apart from the pivot operations, the number of all other operations
can be bounded from above by a polynomial in m and n. unionsq
We will illustrate algorithm Construct-BT1 with the following pair
of LO-models. The primal LO-model
max −4x1 +4x2 −8x3 +4x4
s.t. −x1 +x2 −2x3 +x4 ≤ 1 (slack : x5)
+4x1 −4x2 +x3 −2x4 ≤ 0 (slack : x6)
−3x3 +x4 ≤ 2 (slack : x7)
−x1 +x2 −2x3 +x4 ≤ 1 (slack : x8)
−2x1 +5x2 −9x3 +3x4 ≤ 7 (slack : x9)
x1, x2, x3, x4 ≥ 0
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and the corresponding dual LO-model
min +y5 +2y7 +y8 +7y9
s.t. −y5 +4y6 + −y8 −2y9 ≥ −4 (slack : y1)
+y5 −4y6 + +y8 +5y9 ≥ 4 (slack : y2)
−2y5 +y6 −3y7 −2y8 −9y9 ≥ −8 (slack : y3)
+y5 −2y6 +y7 +y8 +3y9 ≥ 4 (slack : y4)
y1, y2, y3, y4, y5 ≥ 0.
We ﬁrst construct a Tucker Tableau for these LO-models.
1 x1 x2 x3 x4
1 0 4 −4 8 −4 = −f
y5 −1 −1 1 −2 1 = −x5
y6 0 4 −4 1 −2 = −x6
y7 −2 0 0 −3 1 = −x7
y8 −1 −1 1 −2 1 = −x8
y9 −7 −2 5 −9 3 = −x9
= −g = y1 = y2 = y3 = y4
A strictly complementary solution for these models is:
(f∗, x∗1, . . . , x∗9) = (4, 1, 1, 1, 3, 0, 5, 2, 0, 4) and
(g∗, y∗1 , . . . , y∗9) = (4, 0, 0, 0, 0, 3, 0, 0, 1, 0).
The optimal partition is B = {1, 2, 3, 4, 6, 7, 9} and N = {5, 8}.




pj = 4. This makes f
∗ = g∗ = 0.
1 x1 x2 x3 x4
1 4 4 −4 8 −4 = −f
y5 −1 −1 1 −2 1 = −x5
y6 0 4 −4 1 −2 = −x6
y7 −2 0 0 −3 1 = −x7
y8 −1 −1 1 −2 1 = −x8
y9 −7 −2 5 −9 3 = −x9
= −g = y1 = y2 = y3 = y4
Determine the sets R and Q. R = {1, 2, 3, 4} and Q = {5, 8}.
The nonzero entry a4,4 with value 1 corresponds to (x4, x8) with 4 ∈ R
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and 8 ∈ Q. Pivoting on a4,4 gives:
1 x1 x2 x3 x8
1 0 0 0 0 4 = −f
y5 0 0 0 0 −1 = −x5
y6 −2 2 −2 −3 2 = −x6
y7 −1 1 −1 −1 −1 = −x7
y4 −1 −1 1 −2 1 = −x4
y9 −4 1 2 −3 −3 = −x9
= −g = y1 = y2 = y3 = y8
Adjust R and Q. R = {1, 2, 3} and Q = {5}. All entries aij that could
be possible pivot candidates are zero now. Rearranging of the rows
and columns is not necessary, since the all-zero matrix is already in the
left-upper part of the tableau. (q = 1 and r = 3). This ends Step 1.
Step 2. Substitute the values of the primal basic variables in the ﬁrst
column, and the values of the dual basic variables in the ﬁrst row. From
now on we will omit the names of the dual variables from the tableau,
but instead we will put there the values of the primal optimal solution.
1 x1 x2 x3 x8
0 0 0 0 1 = −f
0 0 0 0 0 −1 = −x5
5 −5 2 −2 −3 2 = −x6
2 −2 1 −1 −1 −1 = −x7
3 −3 −1 1 −2 1 = −x4
4 −4 1 2 −3 −3 = −x9
0 1 1 1 0
Step 3.
The primal nonbasic variables with positive value are: x∗1 = 1, x∗2 = 1
and x∗3 = 1.
Step 3.1. Select column 3 corresponding to the primal nonbasic variable
x3 with x∗3 = 1.
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Step 3.2. Calculate λ. λ = 1. Decrease the value of x∗3 with 1 to 0.
1 x1 x2 x3 x8
0 0 0 0 1 = −f
0 0 0 0 0 −1 = −x5
2 −2 2 −2 −3 2 = −x6
1 −1 1 −1 −1 −1 = −x7
1 −1 −1 1 −2 1 = −x4
1 −1 1 2 −3 −3 = −x9
0 1 1 0 0
Step 3.3. x∗3 = 0 and the rows 2, . . . , 5 are lexicographically negative; no
pivot is necessary.
Step 3.1. Select column 2 corresponding to the primal nonbasic variable
x2 with x∗2 = 1.
Step 3.2. Calculate λ. λ = 1. Decrease the value of x∗2 with 1 to 0.
1 x1 x2 x3 x8
0 0 0 0 1 = −f
0 0 0 0 0 −1 = −x5
0 0 2 −2 −3 2 = −x6
0 0 1 −1 −1 −1 = −x7
2 −2 −1 1 −2 1 = −x4
3 −3 1 2 −3 −3 = −x9
0 1 0 0 0
Step 3.3. Row 2 and row 3 are lexicographically positive; a pivot is
necessary.
Determine the row index k.
Row 2 divided by -2 gives : (0.0 -1.0 1.0 1.5 -1.0)
Row 3 divided by -1 gives : (0.0 -1.0 1.0 1.0 1.0).
Row 3 is the lexicographically smallest, so a pivot operation has to be
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performed on a3,2.
1 x1 x7 x3 x8
0 0 0 0 1 = −f
0 0 0 0 0 −1 = −x5
0 0 0 −2 −1 4 = −x6
0 0 −1 −1 1 1 = −x2
2 −2 0 1 −3 0 = −x4
3 −3 3 2 −5 −5 = −x9
0 1 0 0 0
Step 3.1. Select column 1 corresponding to the primal nonbasic variable
x1 with x∗1 = 1.
Step 3.2. Calculate λ. λ = 0. Decreasing the value of x∗1 with 0 does
not change the tableau.
Step 3.3. Since x∗1 > 0, a pivot is necessary. Pivot on a3,1 and let
a3,0 := −x∗1 = −1.0.
1 x2 x7 x3 x8
0 0 0 0 1 = −f
0 0 0 0 0 −1 = −x5
0 0 0 −2 −1 4 = −x6
1 −1 −1 1 −1 −1 = −x1
2 −2 0 1 −3 0 = −x4
3 −3 3 −1 −2 −2 = −x9
0 0 0 0 0
Step 3.4. All primal nonbasic variables are zero. The lexicographically
negative rows 2, . . . , 5 are already sorted. This ﬁnished Step 3.
Step 4. Take the negative transpose of the current tableau and place
the values of the optimal dual basic variables on the left of the tableau,
and the values of the nonbasic dual variables under the tableau.
1 y5 y6 y1 y4 y9
0 0 0 1 2 3 = g
0 0 0 0 1 0 −3 = −y2
0 0 0 2 −1 −1 1 = −y7
0 0 0 1 1 3 2 = −y3
1 −1 1 −4 1 0 2 = −y8
0 3 0 0 0 0
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Step 3.
The only nonbasic variable with positive value is y5 with y∗5 = 3.
Step 3.1. Select column 1 corresponding to the dual nonbasic variable
y5 with y∗5 = 3.
Step 3.2. Calculate λ. λ = 3. Decrease the value of y∗5 with 3 to 0.
1 y5 y6 y1 y4 y9
0 0 0 1 2 3 = g
0 0 0 0 1 0 −3 = −y2
0 0 0 2 −1 −1 1 = −y7
0 0 0 1 1 3 2 = −y3
4 −4 1 −4 1 0 2 = −y8
0 0 0 0 0 0
Step 3.3. No pivot is necessary.
Step 3.4. No sorting is necessary.
This ﬁnishes Step 3.
Take the negative transpose of the current tableau.
1 x2 x7 x3 x8
1 0 0 0 0 4 = −f
y5 0 0 0 0 −1 = −x5
y6 0 0 −2 −1 4 = −x6
y1 −1 −1 1 −1 −1 = −x1
y4 −2 0 1 −3 0 = −x4
y9 −3 3 −1 −2 −2 = −x9
= −g = y2 = y7 = y3 = y8
Step 4 is ﬁnished.
The current tableau is a B-T tableau.






In chapter 3 we introduced the concept of B-T tableau. In this chapter
we will go into more detail and establish several more properties related
to these tableaus. Furthermore, we will give a number of examples that
show their usefulness.
4.2 B-T Matrices
B-T tableaus are special forms of Tucker Simplex Tableaus. In case
of Simplex tableaus the objective row (the row corresponding to the
objective function) and the right-hand-side(rhs) column have a special
meaning, and no pivots are allowed on entries from it. Consider a B-T
tableau of an LO-problem in which both the objective row and the rhs
column are all-zero vectors. If we remove the objective row and the rhs
column we obtain a tableau that we will call a Balinski-Tucker(B-T)
matrix. Actually, it is a tableau that represents the constraint collec-
tion AxN = −xB , xN ≥ 0, xB ≥ 0 with the rhs-column removed. As
usual, xB is the vector of basis variables, and xN the vector of nonbasic
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variables.
A more general formulation reads as follows. A real matrix A with
rows labeled 1, . . . ,m and columns labeled 1, . . . , n is called a B-T matrix
iﬀ it has the following properties:
• A contains an all-zero submatrix with rows 1, . . . , r and columns
1, . . . , q with 0 ≤ r ≤ n and 0 ≤ q ≤ m. The values of r and q are
not both zero.
• The submatrix of A with columns r + 1, . . . , n and rows 1, . . . , q
consists of lexicographically positive columns. The columns in this
submatrix are lexicographically nondecreasingly ordered.
• The submatrix of A with rows q + 1, . . . ,m and columns 1, . . . , r
consists of lexicographically negative rows. The rows in this sub-
matrix are lexicographically nonincreasingly ordered.
The general form of a B-T matrix is depicted in Figure 4.1. Note that if
r = 0, q can be taken equal to m since all columns are lexicographically
positive.
The central problem in this section is called the B-T matrix problem
(BT-MAT). It is the problem of transforming an arbitrary matrix into
a B-T matrix by means of the following three operations:
ER Exchange two columns c1 and c2; 1 ≤ c1 < c2 ≤ n.
EC Exchange two rows r1 and r2; 1 ≤ r1 < r2 ≤ m.
PIV ‘Exchange’ a row p with a column c by means of a pivot operation
on a nonzero entry of A, say Apc; 1 ≤ p ≤ m and 1 ≤ c ≤ n.
A pivot operation on a nonzero entry Apc transforms the matrix A
into an equivalent matrix by means of the following rules:
Aij := Aij − (Aic ×Apj)/Apc i = 1, . . . ,m, i = p
j = 1, . . . , n, j = c
Apj := Apj/Apc j = 1, . . . , n, j = c
Aic := −Aic/Apc i = 1, . . . ,m, j = p
Apc := 1/Apc
Note that this is nothing else than a pivot operation used in the
Simplex method on a Tucker tableau with ‘≤’ constraints. In terms of
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0 · · · 0
+ · · ·+
q 0 · · · 0 = −xn+q






... 0 · · · 0 0 · · · 0 − ...




m 0 · · · 0 − = −xn+m
1 · · · q q + 1 · · · n
Figure 4.1: A Balinski-Tucker(B-T) Matrix
the Gaussian elimination method, this pivot operation can be described
as follows. For a pivot on Apc, the entry in position (p, c), augment
the matrix A with the p-th unit vector (entry 1 in position p and 0’s
elsewhere). Now divide all entries of row p by Apc and add multiples
of this row to the entries of the other rows of A, in such a way that
Apc becomes the only nonzero entry in column c. Next, remove column
c and replace it by the augmented column. This pivot operation is
reversible: performing the pivot operation two times consecutively on
the same entry restores the original matrix.
4.2.1 The connection between LO-problems
and B-T matrix problems.
It is well known that the time complexity of solving an LO-problem
belongs to the same complexity class as the problem of ﬁnding a feasible
point for a linear constraint collection; see, for instance, Schrijver [47],
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chapter 10. In this section we will show that the B-T matrix problem
has the same complexity as these two problems. The two problems can
be formulated as follows.
The feasibility problem(FEAS):
Given a matrix A ∈ IRm×n and a column vector b ∈ IRm, test if Ax ≤ b
has a solution, and if so, ﬁnd one.
The LO-problem(LO):
Given a matrix A ∈ IRm×n, a column vector b ∈ IRm, and a row vector
c ∈ IRn, test if max{cx|Ax ≤ b} is infeasible, ﬁnite, or unbounded. If
it is ﬁnite, ﬁnd an optimal solution. If it is unbounded, ﬁnd a feasible
solution x0, and a vector z with Az ≤ 0 and cz > 0.
The proof that if one of these two problems can be solved in polyno-
mial time, then also the other one can be found in Schrijver [47], chapter
10. In Schrijver’s proof it is assumed that the entries in the matrices and
vectors have rational values, because he uses the bit-size computational
model. However, the proof is also valid for real matrices and vectors in
the reals-computational model, and hence, the proof is also valid in case
of strong polynomiality.
Theorem 4.1. If one of the problems FEAS, LO, BT-MAT can be
solved in (strongly) polynomial time, then so can each of the other prob-
lems.
Proof. The equivalence of FEAS and LO is proved in Schrijver [47].
From Theorem 3.1 we know that if LO can be solved in (strongly) poly-
nomial time, then also BT-MAT can be solved in (strongly) polynomial
time, by taking a zero row for the objective row and a zero column for
the rhs vector.
Next, we proof that if BT-MAT can be solved in (strongly) polyno-
mial time, then FEAS can be solved in (strongly) polynomial time as
well.
Assume that the B-T matrix problem can be solved in (strongly)
polynomial time. Consider the following feasibility problem. For given
A and b, ﬁnd x such that Ax ≤ b, x ≥ 0 or prove that such an x does not
exist. With the columns of A we associate the variables x1, . . . , xn, and
with the rows the ‘slack-variables’ xn+1, . . . , xn+m. Let A′ be the matrix
A augmented with the rhs vector b with a negative sign; i.e. A′ = [A,−b].
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We will treat −b as a normal column of A′ and associate with it the
variable RHS. A′ can be seen as the Tucker tableau of the inequalities
A′x ≤ 0, x ≥ 0. Let C = {x ∈ IRn | A′x ≤ 0; x ≥ 0}. Use a (strongly)
polynomial algorithm to transform the matrix A′ into an equivalent B-
T matrix. Similar as with B-T tableaus, we can partition the variables
into two sets. N is the set of variables that have zero values for all
feasible points in C, and B is the set of variables for which all points
in the relative interior of C have strictly positive values. Now, if RHS
belongs to B, we can construct a feasible point v in the relative interior
of the set described by {x ∈ IRm, RHS ∈ IR | [A,−b][x,RHS]T ≤ 0, x ≥
0, RHS ≥ 0} in strongly polynomial time, in the same way as we did in
the proof of Theorem 3.3.
Scaling v in such a way that the coeﬃcient of RHS becomes one,
yields a feasible point for the feasibility problem after removing the co-
eﬃcient of RHS. If, on the other hand, RHS belong to N, then the
feasibility problem FEAS has no solution, since any solution of the fea-
sibility problem corresponds to a feasible point in C where the value of
the RHS variable is ﬁxed at the value one. unionsq
Theorem 4.1 shows that the B-T matrix problem belongs to the
same time complexity class as the general LO-problem. The B-T matrix
problem is a problem without a rhs vector, an objective vector, and
without constraints. The matrix A can be seen as the coeﬃcient matrix
in a set of equations xD = −AxI , where xI is the vector of independent
variables, and xD the vector of dependent variables. In the description
of BT-MAT, the operations EC, ER, and PIV only exchange rows and
columns in a matrix. Therefore, the B-T matrix problem looks more like
a sorting problem than an optimizing problem. Hence, the B-T matrix
problem can be seen as a linear algebra or computer science problem,
rather than as a problem in mathematical programming.
The B-T matrix problem is a special case of the following class of
problems. If we have a real two-dimensional matrix A and we allow the
three operations EC, ER, and PIV, as described in combination with
the B-T matrix problem, that transform the matrix A into an equivalent
matrix, what kind of matrix structures can be obtained?
From the theory of linear optimization, we know that it is possible
to construct from A, by means of pivot operations, an equivalent matrix
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that has either a nonnegative row, or a nonpositive column, or both.
Equivalently, it is also possible to construct from A an equivalent
matrix that has either a nonpositive row, or a nonnegative column, or
both. The proof is left to the reader.
From our theory about B-T matrices we know that from A an equiv-
alent B-T matrix can be constructed in polynomial time. Can this also
be done in strongly polynomial time? If this would be possible, then LO-
problems can be solved in strongly polynomial time as well. Therefore,
we conjecture that if one wants to ﬁnd a strongly polynomial algorithm
for LO-problems, one should use the B-T matrix problem, because its
description does not contain an objective function, a rhs vector, or even
inequalities and nonnegativities. This ‘restriction’ does not make the
problem easier, but no energy has to be spend on features that are not
essential. Removing unnecessary details from a problem description, is
one of the most important (and maybe diﬃcult) tasks; see for instance
Van Gasteren [27].
In the description of the B-T matrix problem, the operations ER
and EC are very simple. The operation PIV is responsible for the dif-
ﬁculty of the problem. Although pivot operations are known for a few
hundreds of years, the operation is not fully understood yet. In Ner-
ing & Tucker [45](page 138) one can read that: “It seems that there is
something about pivoting that is only dimly understood at this point”.
4.3 Interior Point Methods
Consider a primal LO-model in the following standard form
min{cTx|Ax = b, x ≥ 0}, (4.1)
where A is am×n matrix with full row rank. In any interior point meth-
ods(IPM) the most dominant step is solving a linear equation system of
the form
A(D(k))2ATu = v, (4.2)
with v in IRm and u in IRn; see for instance Roos, et al. [46]. D(k) is a
diagonal scaling matrix with positive diagonal entries occurring at the
k-th iteration of an IPM. The matrix D(k) depends on the IPM used.
In case of primal IPMs one usually takes D(k) = X(k), where X(k) is a
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diagonal matrix with diagonal vector x(k) = (x(k)1 , . . . , x
(k)
n ), occurring
at the k-the iteration of the algorithm. Let N ⊆ {1, 2, . . . , n} denote
the set of indices of the coordinates of x(k) that are equal to zero on the
optimal face. Similarly, let B denote the set of indices of the coordinates
that have strictly positive values on the relative interior of the primal
optimal face. Then (B,N) forms a partition of the column indices of A.
This partition is called the optimal partition. Note that x(k)N → 0 for
any convergent IPM.
Convergence Assumption. We will assume that we are dealing
with IPMs in which the matrix D(k) converges to a matrix D∗ in such a
way that the diagonal entries with indices in N converge to zero and the
diagonal entries with indices in B converge to a strictly positive value.
If D(k) satisﬁes the Convergence Assumption, A(D(k))2AT converges
to [AB(D∗B)
2ATB , AN (D
∗
N )
2ATN ] = [AB(D
∗
B)
2ATB , 0]. Therefore, the
limiting behavior of AB(D
(k)
B )
2ATB determines the ‘asymptotic’ behavior
of the equation system (4.2). Here, AB and AN denote the submatrices
of A consisting of the columns of A with indices in B andN , respectively,
and D(k)B and D
(k)
N denote the diagonal submatrices of D
(k) consisting of
the rows and columns with indices in B and N , respectively. With the
usual deﬁnition of degeneracy nothing can be said about the behavior
of the equation system (4.2) in the neighborhood of the optimum in the
primal optimal face. Gu¨ler et al.[35] and Gondzio & Terlaky[31] write:
“If the primal LO-model is degenerate and the dual model is
nondegenerate, the matrix AB has less than m columns and




The deﬁnition for degeneracy in Gu¨ler et al.[35] reads as follows:
“An LO-model is called degenerate if there exists a primal
feasible x with less than m positive coordinates.”
In the case that x is a vertex this deﬁnition of degeneracy coincides
with the usual deﬁnition of degenerate vertex. However, if x is a feasible
point that is not a vertex this deﬁnition becomes quite peculiar. If x is
a point of a k-dimensional face F of the feasible region, it must have at
least n+1 binding constraints. But this would mean that the degeneracy
degree of F is at least bnd(F,P ) + dim(F )− n = n+1+ k− n = k+1.
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It seems that the authors of [35] did not realize this, since they never
discussed degenerate points that are not vertices.
If the feasible region of the primal LO-model contains degenerate
points, but none of them is located in or near the optimal face, then
these points have no inﬂuence on the limiting behavior of the IPM. In
this case AB has at least m columns and rank(AB) = m. If the optimal
face is degenerate according to our deﬁnition, the feasible region has
degenerate points according to the deﬁnition in [35], but nothing can
be said about the number of columns that form AB . AB may have
much more than m columns and still have a rank smaller than m. As
an example consider the following LO-model: min {x5 | − x5 + x6 =
0; x1+x2+x3+x4+x5+x6 = 1; x1, x2, x3, x4, x5, x6, x7 ≥ 0}. Written
in the form of an optimal B-T tableau, this model reads:
1 x1 x2 x3 x4 x5
0 0 0 0 0 1 = −f
0 0 0 0 0 −1 = −x6
−1 1 1 1 1 −1 = −x7
From this B-T Tableau the following facts can be concluded. The
feasible point with x1 = x2 = x3 = x4 = x5 = x6 = 0, x7 = 1 is
optimal and degenerate with degeneracy degree one. Hence,“the model
is primal degenerate”. The dimension of the primal optimal face is four
and the degeneracy degree is one. The optimal partition consists of
B = {1, 2, 3, 4, 7} and N = {5, 6}. The matrix AB has ﬁve columns, one
row, and its rank is equal to one.
With our deﬁnition of degeneracy, we are able to give a more precise
characterization of the behavior of the rank of the equation system (4.2)
in the neighborhood of the optimum in the primal optimal face.
Theorem 4.2. Let the optimal face of the primal LO-model (4.1) have
degeneracy degree σ, and let the matrix A have full row rank m. If D(k)
satisﬁes the Convergence Assumption in the optimum, then the linear
equation system (4.2) converges with increasing values of k to a system
of which the rank of the coeﬃcient matrix equals m− σ.
Proof. We may assume that the tableau corresponding to LO-model
(4.2) is already in the form of an optimal Balinski-Tucker(B-T) tableau.
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A then has the following form:
B1 N1 N2 B2
A =
[
0 A2 Iσ 0
A1 A3 0 Im−σ
]
.
The optimal partition (B,N) can easily be derived from the given
optimal B-T tableau. In the matrix A, B1 and B2 are the subsets of
B corresponding to the nonbasic and basic variables, respectively, and
N1 and N2 are the subsets of N corresponding to the nonbasic and
basic variables, respectively. Clearly, |N2| is equal to the degeneracy
degree σ of the primal optimal face, and |B1| is equal to the dimension
of the primal optimal face. Since D(k) converges to D∗ and satisﬁes the
Convergence Assumption, AD(k) will converge to
B1 N1 N2 B2
AD∗ =
[







with D∗B1 and D
∗
B2
being the nonsingular diagonal submatrices of D∗
whose rows and columns correspond to B1 and B2 respectively. Hence,
Im−σD∗B2 is a nonsingular diagonal matrix. Therefore, rank(AD
∗) =
rank(Im−σD∗B2) = m−σ. The rank of the matrix A(D(k))2AT converges
to the rank of (AD∗)(AD∗)T which is equal to m− σ. unionsq
In case of a degenerate optimal face, we have seen that the equa-
tion system (4.2) converges with increasing k to a singular system. So,
one would expect numerical problems in the neighborhood of the op-
timal solution. However, if the IPM is implemented in a careful way,
numerical instability does not occur. The reason for this can be found
in Stewart[49] where it is proved that the norm of (AD2AT )−1AD2 is
bounded uniformly, independent of the scaling matrix D.
4.4 Degeneracy Graphs
Degeneracy in linear programming is a widely studied phenomenon,
mostly because of its nasty aspects. It may cause, for instance, cycling
in Simplex algorithms, and it may increase the complexity of applying
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sensitivity analysis. In Gal[18] degeneracy graphs were presented for the
ﬁrst time as a tool to study the properties of degenerate vertices. Since
that time many researchers from the Fernuniversita¨t Hagen in Germany
study these graphs; see e.g. [18, 19, 20, 21, 22, 23, 41, 56, 25].
Degeneracy graphs have the feasible bases of a given LO-model as
nodes, and the Simplex pivots as edges. The successive Simplex tableaus
that are created during the execution of the Simplex algorithm form a
path in such a graph. In this section we will study the relationships with
B-T tableaus and solve a number of open problems from Kruse[41].
4.4.1 Representation and Degeneracy Graphs
Throughout this section we use the polyhedron representation P in the
canonical form.
P = {Ax ≤ b;x ≥ 0}, x ∈ Rn, A ∈ Rm×n, b ∈ Rm,
and we assume that pol(P ) is not empty. A basis B of P is denoted
by a subset of {x1, . . . , xm+n}, with x1, . . . , xn the entries of x, and
xn+1, . . . , xm+n the slack variables of Ax ≤ b.
Definition 4.1. A representation graph is a graph G, of which the nodes
are the feasible bases of P , and two nodes are connected with an edge
iﬀ the two corresponding bases can be obtained from each other by one
pivot operation.
Every feasible basis of P corresponds to a vertex of pol(P ), but a
vertex of pol(P ) may correspond to several feasible bases, and hence to
several nodes of the representation graph. The endpoints of an edge in
G correspond to bases, that can be obtained from each other by one
pivot step; an edge of the representation graph G is called a positive
(negative) edge if the corresponding pivot is performed on a positive
(negative) entry in the corresponding Simplex tableau. The subgraph
of G that contains only the positive (negative) edges of G is called the
positive (negative) representation graph, and is denoted by G+ (G−).
In Theorem 4.4 it will be shown that G is always connected. However,
G+ and G− may be disconnected.
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Negative representation graphs
In general, if pol(P ) contains at least two vertices, G− is disconnected,
since it is not possible to go from one feasible basis in one vertex to
another feasible basis in another vertex by negative pivots alone. There-
fore, if G− is connected, pol(P ) contains only one vertex. However, this
is not suﬃcient for the connectness of G−, as the following example
shows.
Consider the polyhedron representation:
P = {2x1 ≤ 0;x1 >= 0}.
and use x2 as the slack variable for the ﬁrst constraint. The feasible
tableaus are:
rhs x1
g = 0 0
−x2 = 0 2
Basis B1 : {x2}
rhs x2
g = 0 0
−x1 = 0 0.5
Basis B2 : {x1}
The feasible region has only one vertex (x1 = x2 = 0) and two bases
B1 and B2 that are connected in the representation graph G with an
edge that corresponds to a positive pivot. The negative representation
graph G− consists of the two vertices of B1 and B2 and contains no
edges. Therefore, G− is not connected.
Positive representation graphs
In general, a positive representation graph will be connected. If no
vertex of pol(P ) is degenerate, every feasible basis can be reached from
any other feasible basis by means of positive pivots. This is the usual
case in the Simplex method. It is however possible that the positive
degeneration graph G+ is not connected; see example (4.3). Below we
give a number of properties of a constraint collection with a disconnected
positive representation graph.
Definition 4.2. Let v be any vertex of pol(P ). The degeneracy graph
of v denoted by Gv, is the subgraph of G induced by the feasible bases
of v. The subgraph of Gv that contains only positive (negative) edges is
denoted by Gv+ (G
v−), respectively.
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Theorem 4.3. Let G+ be a disconnected positive representation graph
of the constraint collection P . Then the following assertions hold.
(a) For each vertex v of pol(P ), it holds that each connected component
of G+ contains a node corresponding to v.
(b) For each vertex v of pol(P ), Gv+ is disconnected, and every vertex of
pol(P ) is degenerate.
(c) pol(P ) is unbounded.
Proof.
(a) Select an arbitrary connected component of G+, and a node in it.
Construct the Simplex tableau that corresponds to the selected node.
Next, select an arbitrary vertex of pol(P ), and an objective function
that is optimal in this vertex. Use a Simplex pivot rule, which uses only
positive pivots to solve this tableau. The Simplex method creates a path
in the selected component of G+ that connects the selected node with a
basis of the selected vertex. So, the arbitrary selected vertex has a basis
in this component of G+.
(b) Take any vertex v of pol(P ). Since G+ is disconnected, and every
component of G+ contains a node that corresponds to a basis for v, Gv+
is also disconnected. Therefore, Gv+ must contain at least two bases.
Hence v is degenerate.
(c) Take any vertex v of pol(P ), and let B1 and B2 be two bases of v
located in diﬀerent components of G+. The basic variables that have
a strictly positive value in v are in both bases, so that the diﬀerence
between the two bases concerns only the basic variables with zero values.
Let Q = B1 \ B2 denote the variables in B1, but not in B2, and let
R = B2 \ B1. Suppose that the diﬀerences between B1 and B2 are as
small as possible; i.e. with a positive pivot it is not possible to make
Q and R smaller. We will show that the tableau corresponding to B1
contains a column without positive entries, but with at least one negative
entry, which means that P is unbounded. Let A1 be the submatrix in
the tableau of B1 with columns corresponding to the nonbasic variables
in R, and with rows corresponding to the basic variables in Q. Since
B1 and B2 are both feasible bases, A1 is a nonsingular submatrix, and
because Q and R are as small as possible, A1 has no positive entries,
and every column of A1 contains at least one nonzero entry. Let xr
be a nonbasic variable w.r.t. B1 in R, and let xq be a basic variable
in Q that corresponds to a negative entry in the column of xr in A1.
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Pivoting on this negative entry results in the basis (B1 \ {xq}) ∪ {xr},
which is a feasible basis, since the value of xq is zero. If the column
of xr does not contain a positive entry, then the value of xr can be
increased unlimitedly, and therefore pol(P ) is unbounded. If, on the
other hand, the column of xr contains a positive entry, we can ﬁnd a
basic variable xz, by means of the usual ratio test, such that a pivot on
this positive entry yields the feasible basis (B1 \{xz})∪{xr}. After this
pivot, the entry on the intersection of the column of xz and the row of
xq has become positive. Pivoting on this positive entry results in the
basis (((B1 \ {xz})∪ {xr}) \ {xr})∪ {xz} = (B1 \ {xq})∪ {xr}, which is
again a feasible basis. Since the diﬀerence between this basis and B2 is
smaller than the diﬀerence between B1 and B2, we have a contradiction
with the assumption that the diﬀerence between B1 and B2 is as small
as possible. Therefore, the column of xr cannot contain a positive entry,
and hence pol(P ) is unbounded. unionsq
We will illustrate Theorem 4.3 by means of a small example. Con-
sider the following polyhedron representation:
P = {−x1 ≤ 0; −2x1 + x2 + x3 ≤ 1; x1, x2, x3 ≥ 0}. (4.3)
The feasible tableaus are (using x4 and x5 as slack variables):
rhs x1 x2 x3
g = 0 0 0 0
−x4 = 0 −1 0 0
−x5 = −1 −2 1 1
Basis B1 : {x4, x5}
rhs x1 x2 x5
g = 0 0 0 0
−x4 = 0 −1 0 0
−x3 = −1 −2 1 1
Basis B2 : {x4, x3}
rhs x1 x5 x3
g = 0 0 0 0
−x4 = 0 −1 0 0
−x2 = −1 −2 1 1
Basis B3 : {x4, x2}
rhs x4 x2 x3
g = 0 0 0 0
−x1 = 0 −1 0 0
−x5 = −1 −2 1 1
Basis B4 : {x1, x5}
rhs x4 x2 x5
g = 0 0 0 0
−x1 = 0 −1 0 0
−x3 = −1 −2 1 1
Basis B5 : {x1, x3}
rhs x4 x5 x3
g = 0 0 0 0
−x1 = 0 −1 0 0
−x2 = −1 −2 1 1
Basis B6 : {x1, x2}
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Figure 4.2: Representation graph of Example 4.3.
The vertices of the feasible region are (x1 = x2 = x3 = x4 = 0, x5 =
1), (x1 = x2 = x4 = x5 = 0, x3 = 1) and (x1 = x3 = x4 = x5 =
0, x2 = 1). It is easy to see that every vertex contains two bases and is
degenerate. Namely, B1 and B4 correspond to (x1 = x2 = x3 = x4 =
0, x5 = 1), B2 and B5 correspond to (x1 = x2 = x4 = x5 = 0, x3 = 1),
and B3 and B6 correspond to (x1 = x3 = x4 = x5 = 0, x2 = 1).
Furthermore, the feasible region is unbounded because the column of x1
in the tableau of B1 contains no positive entry. Note that the positive
representation graph consists of two disconnected triangles (B1, B2, B3)
and (B4, B5, B6).
Theorem 4.4. The representation graph G of a constraint collection P
is connected.
Proof. In the trivial case that G contains only one feasible basis, the
theorem is obviously true. Assume that there are two arbitrary feasible
bases, say B1 and B2. Start with a Simplex tableau with B1 as basis
and an objective function that is optimal for B2. Use a Simplex pivot
selecting rule, which uses only positive pivots to solve this tableau. The
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Simplex method creates a path in G+ that connects B1 with a basis
B3, such that B2 and B3 correspond to the same vertex. Similar as in
the proof of Theorem 4.3 a matrix A1 can be constructed in the current
tableau of B3, being the intersection of the rows and columns that con-
stitute the diﬀerence between B2 and B3. Performing pivot operations
on positive and/or negative entries inside A1 makes the diﬀerence be-
tween B2 and the current B3 smaller, until the current B3 equals B2. In
this way a path from B1 to B2 is constructed. unionsq
4.4.2 Optimal Degeneracy Graphs
Consider the LO-model
max{cTx | Ax ≤ b;x ≥ 0}, A ∈ Rm×n, b ∈ Rm, c, x ∈ Rn. (4.4)
Definition 4.3. Let v be an optimal vertex of (4.4), and let Bv be the
set of all optimal bases of v. The optimal-degeneracy(opt-deg) graph Ov
is the subgraph of Gv induced by Bv. The subgraph of Gv+ (resp. Gv−)
induced by Bv that contains only positive (resp. negative) edges is called
the positive (resp. negative) opt-deg graph of v and is denoted by Ov+
(resp. Ov−).
A natural question is whether it may happen that Gv = Ov. In
Kruse[41], it is shown that it is possible that all bases of a degenerate
vertex v are optimal. In his proof, Kruse gives an example in which
the optimal vertex v has a degeneracy degree of one, and reports that
examples with a degeneracy degree larger than one are not known. Kruse
asks the question whether the assertion is true in general, or only under
the condition that the degeneracy degree is one.
Kruse’s question can be answered as follows. Actually, it is quite
easy to construct examples with an arbitrary positive degeneracy degree.
Namely, consider the following LO-model:
min y
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with A ∈ Rm×n, x ∈ Rm, and y ∈ R. Obviously, the vertex with
y = 0, x = 0 is optimal. Pivoting in A does not change the feasibility
nor the optimality. A pivot in the column of y destroys the optimality.
Therefore, all bases in the vertex with x = 0, y = 0 are optimal. The
degeneracy degree of this vertex is m.
As a result of the duality between optimality and feasibility, any opt-
deg graph is isomorphic with a representation graph, as the following
theorem shows.
Theorem 4.5. For any opt-deg graph Ov there is a constraint collec-
tion of which the representation graph, say G, is isomorphic with Ov;
moreover, Ov+ is isomorphic with G−, and Ov− is isomorphic with G+.
Proof. We start with an opt-deg graph in an optimal vertex v and
construct a corresponding optimal Tucker tableau. Positive pivots in
rows that correspond to basic variables with a positive optimal value are
not allowed, since such pivots cause the leaving of the optimal vertex.
Therefore these rows can be deleted from the Tucker tableau; we then
obtain a tableau that corresponds to the same opt-deg graph. Call the
underlying model of this tableau the primal model. This model contains
the constraints that are binding in v, and is a representation of cone with
v as top. The negative transpose of this tableau corresponds to a dual
model for which the representation graph is isomorphic with the opt-deg
graph of the primal model. Every pivot on a positive entry in the dual
tableau transforms it into a tableau that is the negative transpose of
the resulting primal tableau after a pivot on the corresponding positive
entry in the primal tableau. Therefore, the positive opt-deg graph of
the primal model is isomorphic with the negative representation graph
of the dual model, and the negative opt-deg graph of the primal model
is isomorphic with the positive representation graph of the dual model.
unionsq
Let P be a constraint collection and (LO) a corresponding LO-model.
A constraint collection from Theorem 4.5 can be constructed as follows.
Let P v be the collection of constraints of P binding at an optimal vertex
v. Note that these constraints form a cone with apex v. We dualize the
modiﬁed (LO) with the constraint collection P v instead of P . Then the
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dual constraint collection has a representation graph isomorphic with
Ov.
We will illustrate the construction of such a constraint collection
with the following example. The LO-model reads
max −4x4
s.t. −x4 ≤ 0 (slack : x5)
−2x2 −x3 +4x4 ≤ 0 (slack : x6)
−x1 −x2 +x3 +x4 ≤ 0 (slack : x7)
+x2 −3x3 ≤ 2 (slack : x8)
3x1 +2x2 −5x3 −5x4 ≤ 3 (slack : x9)
x1, x2, x3, x4 ≥ 0.
The corresponding optimal Tucker tableau is
1 x1 x2 x3 x4
−f = 0 0 0 0 4
−x5 = 0 0 0 0 −1
−x6 = 0 0 −2 −1 4
−x7 = 0 −1 −1 1 1
−x8 = −2 0 1 −3 0
−x9 = −3 3 2 −5 −5
In the optimal vertex corresponding to this tableau, only the basic vari-
ables x8 and x9 have a strict positive value. After removing the rows of
x8 and x9, and taking the negative transpose of the new problem, we
obtain the following optimal dual tableau.
1 y5 y6 y7
−g = 0 0 0 0
−y1 = 0 0 0 1
−y2 = 0 0 2 1
−y3 = 0 0 1 −1
−y4 = −4 1 −4 −1
The corresponding constraint collection of the dual model is
y7 ≤ 0 (slack : y1)
2y6 +y7 ≤ 0 (slack : y2)
y6 −y7 ≤ 0 (slack : y3)
y5 −4y6 −y7 ≤ 4 (slack : y4)
y5, y6, y7 ≥ 0,
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which has a representation graph that is isomorphic with the opt-deg
graph of the LO-model we started with.
Theorem 4.5 immediately implies the following. First, opt-deg graphs
are connected since representation graphs are connected. A proof of
this fact is also given in Zo¨rnig and Gal[56]. Secondly, positive opt-deg
graphs are in general disconnected, except if all bases belong to one dual
vertex, since negative representation graphs are in general disconnected,
except if all bases belong to the same vertex.
A further question asked in Kruse[41] is whether lack of full dimen-
sionality is a necessary condition for the disconnectness of negative opt-
deg graphs. This question is answered by the following theorem.
Theorem 4.6. If a negative opt-deg graph Ov− of an LO-model is dis-
connected, then the feasible region of it is not fully dimensional.
Proof. According to Theorem 4.5 a negative opt-deg graph is isomor-
phic with a positive representation graph. Theorem 4.3 shows that if a
positive representation graph is disconnected, its corresponding polyhe-
dron is unbounded. For this polyhedron there is a Tucker tableau that
has a column without any positive entry, and at least one negative entry.
Taking again the negative transpose of this tableau results in a tableau
of the initial model that has a row with nonnegative entries. This means
that the values of some variables are zero for every feasible point, and
hence, the feasible region is not fully dimensional. unionsq
The degeneracy graphs, as introduced in Deﬁnition 4.2, can be seen
as special cases of opt-deg graphs, in which all bases in the speciﬁed
optimal vertex are optimal. This can be accomplished by taking an all-
zero objective function in a degenerate vertex. Therefore, the following
theorem holds.
Theorem 4.7. Let v be a vertex of the feasible region of an LO-model.
For the degeneracy graph Gv, there is a polyhedron, represented by a
constraint collection, that has a representation graph H isomorphic with
Gv; moreover, Gv+ is isomorphic with H−, and Gv− is isomorphic with
H+.
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Proof. The proof is similar to the proof of Theorem 4.5. We use an
all-zero objective function. Therefore, the objective row in an optimal
tableau will have zero entries, as well as the right hand side in the
negative transpose. unionsq
So far we constructed representation graphs by means of a constraint
collection. In general, we call a graph a representation graph if there
exists a constraint collection that has a representation graph that is iso-
morphic with it. Similar deﬁnitions can be made for degeneracy graphs
and optimal degeneracy graphs.
Corollary 4.1. The classes of representation graphs, degeneracy graphs,
and optimal degeneracy graphs are isomorphic.
Proof. This result follows immediate from Theorem 4.5 and Theorem
4.7. unionsq
Since the classes of representation graphs, degeneracy graphs, and
optimal-degeneracy graphs are isomorphic, all properties of representa-
tion graphs can easily be translated to properties of degeneracy graphs
and of opt-deg graphs. In order to ﬁnd such properties for degeneracy
graphs an opt-deg graphs, it suﬃces to construct the ‘negative transpos-
es’ of properties of representation graphs.




This chapter deals with a vehicle routing problem with split demands,
namely the problem of determining a ﬂight schedule for helicopters to
oﬀ-shore platform locations for exchanging crew people employed on
these platforms. The problem is formulated as an LO-model and solved
by means of a column-generation technique that requires the solution of
associated TSP problems. Since the ﬁnal solution needs to be integral,
we have chosen a rounding procedure to obtain an integer solution. Be-
cause the linear programming approach demands a considerable amount
of computer time, it is only suitable for long term planning practices. For
the usual short term planning, we have designed the so-called Cluster-
and-Route Heuristic together with a number of improvement heuristics.
The Cluster-and-Route procedure constructs a suitable clustering of the
platforms and simultaneously forms the routes of the helicopter ﬂights
associated with the clusters. This is a diﬀerent approach from the usual
heuristics, in which the clusters are constructed ﬁrst, and after that,
the routes for each cluster are made. Simulations with various data
sets show that this heuristic outperforms the usual heuristics for vehicle
routing problems. Even better results are obtained when improvement
heuristics are applied. We use four improvement heuristics, including,
so called 1-opt and a 2-opt procedures.
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Figure 5.1: Continental shelves of the North Sea.
5.2 Problem Description
In 1962, the countries around the North Sea started to drill for gas in the
North Sea motivated by the discovery of a large gas ﬁeld in the northern
part of The Netherlands. Since then, a lot of production platforms
have been built there. This research concerns the oﬀ-shore locations
on the Dutch continental shelf of the North Sea; see Figure 5.1. The
transportation of people to these platforms is carried out by helicopters
which have as their base the airport Schiphol-East near Amsterdam.
The transportation of goods is usually done by boats, but this is not
considered in this thesis. The purpose of the present study is to develop a
transportation schedule for the demanded crew exchanges on the various
platforms, such that the total cost of the transportation is as low as
possible.
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There are two types of platforms, namely drill platforms (so-called
drill rigs), and production platforms where the actual production takes
place. Moreover, there are two types of production platforms, namely
the large ones with 20 to 60 employees, and the so-called satellites served
and controlled by computers from the large platforms. A survey of the
locations of the 51 Dutch platforms, where people are working, is de-
picted in Figure 5.2. We only consider these platforms. The coordinates
of the 51 platforms are listed in Table 5.1. The ﬁrst coordinate is the
longitude and the second one the latitude; they are calculated with the
airport as origin.
There are two types of crew working on the platforms, namely ‘reg-
ular’ crew which are employees that have their regular jobs on the plat-
forms, and ‘irregular’ crew such as surveyors, repair people, or physi-
cians. The regular crew on the Dutch owned platforms work every other
week. The helicopters that ﬂy from the airport to the platforms contain
new people and helicopters that leave the platforms or return to the air-
port contain the leaving people; one coming person is always exchanged
by a leaving person, so that the number of people in a ﬂying helicopter
is always the same during a ﬂight. A crew exchange is the exchange of
a coming person by a leaving person.
In the present study, the transportations are carried out by Sikorski-
61 helicopters with 27 seats. There are enough helicopters available to
carry out all demanded crew exchanges.
Problems dealing with the planning of cargo on and the routing of
vehicles are called Vehicle Routing Problems (VRPs); see e.g. Bodin &
Golden [4]. In terms of the present oﬀ-shore transportation problem,
the usual VPR-features are:
• the single depot is the airport;
• the customers are the platforms;
• the demand is the demand for crew exchanges;
• the vehicles are the helicopters;
• the limited driving time is the radius of action, called the range,
of the helicopter determined by the quantity of fuel that can be
carried;











































Figure 5.2: Locations of the 51 platforms.
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Platf. Coord. Platf. Coord. Platf. Coord. Platf. Coord.
1 1 35 14 73 47 27 68 19 40 35 23
2 2 36 15 71 49 28 65 20 41 37 24
3 21 10 16 75 51 29 67 20 42 38 22
4 43 21 17 72 20 30 63 21 43 68 10
5 46 29 18 76 20 31 64 21 44 65 52
6 27 35 19 73 21 32 67 22 45 63 53
7 29 37 20 77 23 33 69 28 46 75 7
8 58 20 21 76 24 34 68 30 47 73 8
9 57 29 22 84 25 35 61 32 48 75 12
10 58 33 23 18 27 36 65 32 49 55 55
11 57 41 24 63 18 37 69 35 50 60 55
12 68 49 25 70 18 38 71 28 51 58 59
13 72 47 26 66 19 39 79 32
Table 5.1: Coordinates of the platforms (in units of 4.5 km).
• split demands.
• the objective is the minimization of the total distance travelled.
It is assumed that the range is large enough to reach any platform
and to return to the airport. One major diﬀerence with the usual VRP
is that the demanded crew exchanges of a platform need not be carried
out by one helicopter. These type of problems are called Split Delivery
VRPs (SDVRPs), and are well-known from the literature; see [13], [14],
and [15]. In [13] it is shown that allowing split deliveries gives rise to
substantial cost savings, and in [14] a number of improving heuristics is
analyzed. In [15] mathematical models for SDVRPs are formulated, as
well as several classes of ‘valid constraints’ with which the feasible regions
of the continuous LO-relaxations are reduced. Like VRPs, SDVRP’s are
NP -hard, so that optimal solutions can usually not be obtained within
a reasonable amount of time. In this chapter properties of optimal so-
lutions of SDVRPs are given, as well as several heuristics with a very
reasonable solution performance. We will start with the formulation of a
linear programming model that will be solved by means of ‘column gen-
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eration’; the solution so obtained is then rounded to an integer solution,
which is in general not optimal but good enough for practical purposes.
Since the computer running time of this procedure is too long when fast
decisions have to be taken, a special algorithm has been designed, called
the Cluster-and-route Procedure, which runs fast and generates practi-
cally useful solutions. In Section 5.9 we present and analyze a number
of improvement heuristics. Section 5.10 concludes with computational
results.
5.3 Properties of Optimal Solutions of SDVRPs
In this section we will investigate a number of interesting properties
of optimal solutions of SDVRPs. These properties can be useful for
the design of improvement heuristics, because if a feasible solution does
not satisfy optimality properties, then these violated properties can be
used for the improvement strategy. First we make a remark concerning
the situation in which at least on platform has a demanded number of
crew exchanges that exceeds the helicopter capacity. In this case the
helicopter could visit such a platform as many times as needed with all
seats occupied until the demand is less than the capacity. However, due
to the limited range of the helicopters, this strategy does not lead in
general to an optimal feasible ﬂight schedule. This might be clear from
the following simple example.
Consider three platforms: P1 with demand 1, P2 with demand 18,
and P3 with demand 1; see Figure 5.3. Suppose the capacity of the
helicopter is 10. If the helicopter ﬁrst ﬂies to P2 and performs there 10
crew exchanges, the ﬂight schedule becomes:
Airport −P2(10)− Airport,
Airport −P3(1)− P2(8)− P1(1)− Airport.
Between brackets are denoted the number of executed crew exchanges.
The ﬂight [ Airport−P3 − P2 − P1−Airport ] may exceed the range, so
that this schedule may not be feasible. The following schedule has a
shorter longest route, so that it might be acceptable:
Airport −P2(9)− P1(1)− Airport,
Airport −P2(9)− P3(1)− Airport.

















































Figure 5.3: The limited range of the helicopters.
The above described situation of ‘more demanded crew exchanges
on a platform than the capacity of the helicopter’ appears quite often in
practice. Clearly, such a platform certainly has to be visited more than
once, but the model should take into consideration the limited range of
the helicopters.
Let P = {P1, . . . , PN} denote the set of platforms, and let D =
{D1, . . . ,DN} be the set of demanded crew exchanges D1, . . . ,DN on
P1, . . . , PN , respectively. A feasible flight schedule F is a ﬁnite set of
helicopter ﬂights f with the property that the total demand for crew
exchanges on the various platforms is satisﬁed by the ﬂights f in F .
It is assumed that the distances between the platforms and the airport
satisfy the triangle inequality , and that the range of the helicopters
is suﬃcient to visit any platform. Under these conditions there is an
optimal ﬂight schedule for which each pair of ﬂights has at most one
platform in common.
For any feasible ﬂight schedule F , we introduce the Flight-Platform
graph FP (P,F ;E,WF , SF , C). There are two node sets P and F ; the
edge set is E, and eif ∈ E if and only if platform Pi ∈ P is visited during
ﬂight f ∈ F . Moreover, WF = {wif | Pi ∈ P, f ∈ F, eif ∈ E} is deﬁned
as the set of crew exchanges wif , where platform Pi ∈ P is visited during
ﬂight f ∈ F . SF = {sf | f ∈ F} is deﬁned as the set of numbers sf ,
where sf denotes the number of unused seats during ﬂight f . C is the
capacity, which is the number of available seats of the helicopter. An
FP -graph is bipartite, since there are only edges between ﬂights and




















































wif = Di, for i = 1, . . . , N ;
i.e. for any platform Pi ∈ P , the helicopters that visit platform Pi
perform all demanded crew exchanges Wi on Pi. Furthermore,
∑
p∈P
wif + sf = C, for i = 1, . . . , N ;
i.e. for any feasible ﬂight holds that all the seats are either used for crew
exchanges, or are unused.
For instance, let P = {P1, P2, P3, P4} and F = {f1, f2}. Suppose
ﬂight f1 visits the platforms P1(10), P2(2), P3(3), and f2 visits P1(5),
P2(7), P4(8) and C equals 20; the integers between the brackets refer
to the number of crew exchanges during that ﬂight. The correspond-
ing bipartite FP -graph FP ({P1, P2, P3, P4}, {f1, f2}; E,WF , SF , C) is
depicted in Figure 5.4. The integers attached to the edges refer to the
number of crew exchanges wif during ﬂight f to platform Pi. The inte-
ger attached to the ﬂight nodes refer to the unused seats sf . Note that
this graph contains a cycle, namely f1−P1− f2−P2− f1, with an even
number of edges.
An optimal feasible flight schedule is a feasible ﬂight schedule F for
which dF =
∑
f∈F df is minimal, where df is the total traveled distance

















































Figure 5.5: Decreasing the number of platform visits.
during ﬂight f in F . In Section 5.5, we will see how to determine df .
The following theorem holds.
Theorem 5.1. If there is a feasible flight schedule for given P,W and
C, and if the distances satisfy the triangle inequality, then there is an
optimal feasible flight schedule F for which FP (P,F ;E,WF , SF , C) is
cycle free.
Proof. This theorem is equivalent to Lemma 2 in [14], where a cycle
in FP (P,F ; E,WF , SF , C) is called a k-split cycle if k is the number of
ﬂight-nodes in that cycle. unionsq
Note that if FP (P,F ;E,WF , SF , C) is cycle free, then it is a forest
(a collection of trees). Hence, if there is a feasible ﬂight schedule, then
there is also an optimal ﬂight schedule that can be represented by means
of a forest in which all trees are bipartite with respect to ﬂights and
platforms.
We return to the example of Figure 5.4. Note that 2 is the minimum
number of crew exchanges on the cycle f1
10→ P1 5→ f2 7→ P2 2→ f1.
Alternately adding and subtracting 2 leads to the cycle f1
10+2→ P1 5−2→
f2
7+2→ P2 2−2→ f1. The corresponding bipartite graph (see Figure 5.5)
contains no cycle anymore, since the edge e21 between P2 and f1 has
disappeared. Note that platform P2 in the new schedule is visited one
time less.





























Figure 5.6: Moving unused seats between ﬂights.
If two helicopters visit the same platform while one has unused seats,
then it is possible to ‘move unused seats from one helicopter to the
other’, resulting in a diﬀerent ﬂight schedule with the same objective
value. Consider for example the following situation. Let the ﬂights f1
and f2 both visit platform P1, and let f1 exchanges four people at P1
and f2 exchanges ﬁve people at P1. Moreover, let the number of unused
seats in f1 be seven and in f2 zero; see Figure 5.6(a). It is now possible
to move two unused seats from f1 to f2, so that f1 exchanges six people
at P1 and has ﬁve unused seats, and f2 exchanges three people at P1
and has two unused seats; see Figure 5.6(b). In this way we are able to
move unused seats from one ﬂight-node to another in the corresponding
tree. However, if we try to move all seven unused seats in f1 to f2 via
P1, then f1 visits P1 with eleven crew exchanges, while f2 performs −2
crew exchanges on P1. This transformation is of course infeasible and
is not allowed; the amount of crew exchanges is not allowed to become
negative. In the following theorem we use the notion of a ‘free-tree’.
This is a tree for which it is possible to move all unused seats of one
ﬂight-node to any other ﬂight-node without creating the situation of a
negative number of crew exchanges. In the following theorem we discuss
the situation in which it is not possible to move all unused seats to one
of the ﬂight nodes in the tree. We will see that in that case the tree can
be split into two trees with a better, at least not worse, objective value.
Theorem 5.2. If there is a feasible flight schedule for given P , D and
C, and the distances satisfy the triangle inequality, then there is an
optimal flight schedule F for which FP (P,F ;E,WF , SF , C) is a forest
of free-trees.
Proof. Consider an optimal ﬂight schedule for which FP (P,F ;E,WF ,
SF , C) is a forest; see Theorem 5.1. Assume to the contrary that there
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is a tree in the forest and a ﬂight fi in that tree that can not receive
all the unused seats of that tree. We will arrive at a contradiction in
the following way. First move as many unused seats as possible to fi
and move the remaining unused seats along the tree in the direction
of fi as far as possible. Let fj be the ﬂight that still contains unused
seats; fj 
= fi. Consider the (unique) path pij in the tree between
fi and fj. Let Pj be the platform on pij next to fj. Since it is not
possible to move a seat in ﬂight fj via Pj closer to fi, the weight on the
edge between fj and Pj must be zero (i.e. during ﬂight fj, Pj is visited
without exchanging crew). Therefore, since the triangle inequality holds,
a better ﬂight schedule is obtained when Pj is not visited in ﬂight fj.
But, since the ﬂight schedule was optimal, this new ﬂight schedule has
the same objective value. Deleting now the edge between fj and Pj,
splits the tree into two new trees. The above procedure can be repeated
until a forest with free-trees is obtained. Clearly, this process is ﬁnite,
because every time when a split is made, an edge is removed from the
FP -graph, and the graph only contains a ﬁnite number of edges. unionsq
The procedure used in the proof of Theorem 5.2 is not very eﬃcient,
since each pair of ﬂight-nodes has to be examined. In Section 5.9 a more
eﬃcient algorithm will be presented.
5.4 The Integer Linear Programming Model
In the literature a number of mathematical formulations for the SDVRP
can be found. See for instance [14] and [15]. Usually the decision vari-
ables correspond to routes (ﬂights) between the cities. In the present
model, the decision variables correspond to feasible ﬂights, so that we do
not need to include explicit ﬂight-feasibility constraints into the model.
We will use the following symbols:
N = the number of platforms;
i = platform location index, with i = 1, . . . , N ;
Pi = platform with index i;
F = the number of feasible helicopter ﬂights;
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f = the ﬂight index, with f = 1, . . . , F ;
xf = the number of times ﬂight f is executed;
Di = the number of demanded crew exchanges for platform Pi;
aif = the number of crew exchanges on platform Pi during ﬂight f ;
df = the costs of executing ﬂight f one time;
C = the number of available seats, called the capacity, of the heli-
copters.
It is assumed that the costs of operating an helicopter is a linear
function of the total traveled distance. Therefore, for df the total trav-
eled distance during ﬂight f can be used. The planning period is one
week. For the capacity C of all helicopters we take C = 23, so that
always 4 seats are left free and can be used in case of emergences or
for small cargo. All distances are expressed in units of 4.5 km which is
about 2.415 sea miles. The helicopter range is R = 200 distance units.
The total traveled distance df during ﬂight f is the length of a shortest
Traveling Salesman Tour that includes the airport and all platforms Pi
for which aif > 0.
A feasible flight is a ﬂight such that the range R is not exceeded, and
the number of crew exchanges during that ﬂight does not exceed the
capacity C. Two feasible ﬂights, visiting the same set of platforms but
with a diﬀerent pattern of crew exchanges, are considered as diﬀerent
feasible ﬂights.
Clearly, for one set of locations together with the airport there are
usually several possibilities of feasible ﬂights, even several possibilities
of shortest feasible ﬂights. The number F of all feasible ﬂights grows
exponentially with the number of platform locations, and the capacity








aifxf = Di for i = 1, . . . , N
xf ≥ 0, and integer for f = 1, . . . , F.
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The objective function is the sum of dfxf over all feasible ﬂights
f , where dfxf is the total length of the ﬂight f (one ﬂight f might
need to be made several times). The total number of passengers with
destination platform Pi on all possible helicopter ﬂights has to be equal
to Di, the number of demanded crew exchanges of platform Pi. The
technology matrix A = {aif} of the model has N rows and F columns;
one can easily check that A contains the identity matrix IN so that it
has full row rank. Since F is in general very large, the usual Simplex
method can not be applied on the relaxation of model (FF) in which the
variables do not need to be integers. Finding an entering column for the
current basis might take an exorbitant amount of computer time. We
will denote the relaxation of model (FF) by (RFF). In the next section
we will describe a procedure for ﬁnding ‘entering columns’; in Section 5.7
a rounding procedure is formulated, that derives integer solutions from
the solutions of model (RFF).
5.5 The Column Generation Procedure
An eﬀective method for solving LO-models, with a lot of columns, is the
Column Generation Procedure (CG-procedure). This is an algorithm
that does not use all variables of the LO-model, but only looks at the
most interesting ones. In 1963 this procedure was used by Gilmore and
Gomory to solve a cutting-stock problem. Since then this technique
is used for many other optimization problems. A recent application is
the Long-Haul Crew-Assignment problem; see C. Barnhart[2]. In case
of model (RFF), we use at the k-th iteration a submatrix A(k) of A =
{aif}, which is - at the next iteration step - augmented with one or more
columns of A (k = 1, 2, . . .). Recall that A is only virtually known. This
entering column is generated by means of solving a Knapsack Problem
plus several Traveling Salesman Problems. The CG-procedure termi-
nates, say at iteration l, if all nonbasic objective coeﬃcients of A as-
sociated with the current optimal basis matrix in A(l) are nonnegative.
This means that A(l) contains a basis matrix B that is an optimal basis
matrix for model (RFF).
Suppose we are at the k-th iteration. So, the submatrixA(k) is avail-
able. Let B be an optimal basis matrix of A(k) in model (RFF), with A
replaced by A(k). If dB is the vector with the objective coeﬃcients that
94 CHAPTER 5. HELICOPTER ROUTING
correspond to the columns of B, then y = (B−1)TdB is the optimal dual
solution that corresponds to B of this model. Let A ≡ [B N]. Then the
f -th nonbasic current objective coeﬃcient is df −
∑N
i=1 aifyi. Suppose,
we want to ﬁnd a variable with the most negative objective coeﬃcient,
or we want to show that all variables have nonnegative objective coef-










0 ≤ ai ≤ Di, for i = 1, . . . , N
df ≤ R, df being the length of a shortest route of
the ﬂight f visiting the platforms Pi with ai > 0.
Model (CG) determines a vector [a∗1 . . . a∗N ]
T , which is a column of
A. Note that, if the minimum is negative, then this is not a column
of A(k), otherwise B was not an optimal basis matrix in model (RFF)
with A replaced by A(k). If the corresponding column index (which is
the ﬂight index) is denoted by f∗, then a∗if = a
∗
i .
The decision variables of model (CG) are the ai’s and the df . Model
(CG) is a nonlinear model, since it contains the term df which is de-
pendent on the nonzero values of ai; namely, if S = {Pi | ai > 0}, then
df is deﬁned as the total traveled distance of a shortest ﬂight from the
airport to all platforms in S and back to the airport.
In order to solve model (CG), we distinguish the following proce-
dures:
(A) For each ﬁxed platform subset S, formulate and solve a Trav-
eling Salesman Problem and a Knapsack Problem;
(B) A procedure for generating subsets S of the set of all platforms,
while discarding - as much as possible - subsets S that can not
produce an optimal solution of (CG).
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(A) Traveling Salesman and Knapsack Problem
For any ﬁxed S, model (CG) can be reduced to a simple Knapsack
Problem in the following way. Let S be a subset of the N platforms.
Let df(S) be the total traveled distance on ﬂight f(S) from the airport
to the platforms in S and back to the airport, to be calculated using
Table 5.1. Since S is ﬁxed, the term df(S) is a constant, and nothing
more than the length of a shortest Traveling Salesman Tour including the
airport and the platforms in S. The length of such a shortest Traveling
Salesman Tour can be determined by simply calculating all tours and
selecting a shortest one. As long as the number of platforms in S is not
too large, this procedure works fast. Since, in the present situation, S
will almost never contain more than ﬁve platforms, we use this procedure
of calculating shortest Traveling Salesman Tours.
If df(S) > R, then S does not allow a feasible ﬂight. In case df(S) ≤ R,
the objective function of Model (CG) can be written as follows:




with df(S) the length of a shortest ﬂight visiting all platforms Pi (i ∈ S).









0 ≤ ai ≤ Di for i ∈ S.
For ﬁxed S, an optimal solution a∗i (i ∈ S) of (KPS) can easily be
calculated in the following way. First, place the positive yi’s in decreas-
ing order and relabel them: say yj1 ≥ yj2 ≥ . . . ≥ yjk > 0. The yi’s that
are zero or negative can be discarded because they cannot contribute
with a positive term to the objective function. Their corresponding ai’s
are ﬁxed at zero. Then perform the following procedure.
q := C
FOR p := 1 TO k DO
BEGIN i := jp; ai := min(q,Di); q := q − ai
END
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This procedure is the classical ‘greedy‘ algorithm for solving a knapsack
problem; start to ﬁll the knapsack with the most proﬁtable item if there
is room for it. Note that in this case this greedy algorithm produces an
optimal integer solution of (KPS), since the ‘weights’ of the items are
all equal to one, and C and the Di’s have integer values.
Model (CG) can be solved by considering, successively, all possible
subsets S, and solving for each S the Knapsack Problem (KPS). This
is certainly a time consuming procedure, since the number of subsets S
is 2N−1. In (B), we will present a more clever method, that excludes a
large amount of subsets S from consideration when applying (A).
(B) Generating ‘clever’ subsets of platforms
First, all platforms are sorted according to nonincreasing yi, and rela-
beled accordingly; say, y1 ≥ y2 ≥ . . . ≥ yN . Fixing this ordering during
the column generation step, has the advantage that the yi’s do not have
to be sorted for each platform subset S when solving (KPS).
Moreover, all platform subsets S are generated in lexicographical
order. Recall that P1, . . . , PN correspond to y1, . . . , yN , respectively, so
that subsets that have the lowest labels in the lexicographical ordering
have the highest dual values and are therefore generated ﬁrst.
We call a platform subset S2 a lex-superset of a platform subset S1,
if S1 ⊆ S2 with S1 
= S2 and the platform labels of S2 are at least equal
to the platform labels of S1; S2 is generated after S1, by adding one or
more platforms to S1 with lower dual values. For instance, {P1, P2, P3}
is a lex-superset of {P1}, but not of {P2}.
We will formulate three criteria which enable us to exclude platform
subsets S, together with all its lex-supersets, from consideration for (A).
(B1) Exceeding the range
If a platform subset S satisﬁes df(S) > R, then S and all its lex-supersets
are discarded from consideration for (A).
(B2) Exceeding the capacity
Suppose the current S is a proper subset of P , i.e. S 
= P . If ∑i∈S Di ≥
C, then all lex-supersets of S are excluded from consideration for (A).
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The reason is that, when adding a new platform, say Pt, to the current
S, then a∗t = 0, because the value of yt is less than all yi’s with i ∈ S.
Hence, Pt is not visited during the ﬂight corresponding to S ∪ {t}.
By excluding all lex-supersets of S from further consideration, we have
created the advantage that only those subsets S are considered for which
the optimal solution of (KPS) has strictly positive a∗i ’s, so that the
Traveling Salesman tour for this subset visits only platforms with a
positive number of demands for crew exchanges.
(B3) Exceeding a lower bound





i∈S a∗i < C, then the subset S could be extended by
adding one or more platforms to S.
To ﬁnd out whether any of the lex-supersets of S will give a better
solution to (CG) than the best solution found so far, a lower bound for
(CG) is calculated for all lex-supersets of S.
Let Pk be the platform with the largest index in S. Any lex-superset of
S consists of the union of S and a subset of {Pk+1, . . . , PN}.
Note that for any lex-superset S′ of S holds that df(S′) ≥ df(S), since
visiting more platforms will not decrease the length of the shortest tour
along these platforms.


















































ai ≤ C −
∑
i∈S
a∗i , 0 ≤ ai ≤ Di for i > k}.
The last term in the above expression contains a Knapsack Problem
similar to (KPS), and can be solved very fast. If this lower bound for
c(S′) is larger than the best objective value for (CG) found so far, then
the lex-supersets of S can be discarded from further consideration.
If c(S) ≥ 0 for all S, then an optimal solution of model (RFF) with
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‘ﬂight’ matrix A(k) is also an optimal solution of the original model
(RFF). It turns out that the calculations can be speeded up, when the
current matrix A(k) is extended with several new columns for which
c(S) < 0. The solution procedure of model (RFF) can now be formulated
as follows. For the submatrices A(k) of A, deﬁne Jk as the set of ﬂight
indices corresponding to the columns of A(k).
Simplex Algorithm with Column Generation
Input: Coordinates of platforms, the vector of demanded crew ex-
changes [D1 . . . DN ]T , the range R, and the capacity C.
Output: An optimal solution of model (RFF).
Step 0. Initialization.
Let A(1) = {aij} be the diagonal matrix with aii = min{Di, C}.
Calculate df for each f ∈ J1.
Step 1. Simplex Method Step.
Let A(k) be the current ‘ﬂight’ matrix (a submatrix of the virtu-










if xf = Di for i = 1, . . . , N
xf ≥ 0 for f ∈ Jk.
Let y(k) = [y(k)1 . . . y
(k)
N ]
T be an optimal dual basic solution of
model (FFk).
Step 2. Column Generation Step.
Step 2.1 Label the platforms from 1, . . . , N according to decreas-
ing y(k)i .
Step 2.2 Let S = {P1}; the ﬁrst platform subset.
Step 2.3 Determine df(S) by solving a Traveling Salesman Prob-
lem.
If df(S) > R, go to Step 2.4. (rule (B1) )
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Solve (KPS). This gives us c(S) = df(S) −
∑
i∈S yia∗i .
If c(S) is better than the best solution found so far, save this
solution as a∗ and S∗ with the original platform indices. Let
a∗i = a∗i for i ∈ S and a∗i = 0 otherwise.
Step 2.4 Generate the lexicographically next platform subset of
S, thereby taking into account the criteria in (B1) and (B2)
for skipping lex-supersets of S. If such a set exists, then
make S equal to this set and return to Step 2.3.
Step 2.5 If c(S∗) ≥ 0, then stop, since an optimal solution has
been reached.
If c(S∗) < 0, then deﬁne:
A(k+1) ≡ [A(k) a∗],
and return to Step 1.
It has been mentioned already that the Traveling Salesman Problem
in Step 2.3 can be solved by considering all tours and picking a shortest
one. If the set S is large, then more advanced techniques are needed,
since the number of tours becomes too large; see for instance Lawler et
al.[42]. Recall that for |S| = n, the number of tours is 12n!. Also, it
has already been mentioned, that the calculations are speeded up when
more columns are added to A(k) for which c(S) < 0. Therefore, in Step
2.3, not only the best solution so far, but the ten best solutions so far
are kept to be added to the matrix A(k) in Step 2.5.
5.6 Dual Values as Price Indicators for Crew
Exchanges
The solution of the Linear Programming Model (RFF) in combination
with the Column Generation Model (CG) is in general not an integer
solution. Using the Simplex method, we have calculated a (continuous)
optimal solution with the Dutch platforms of Table 5.1 for the demanded
crew exchanges of Table 5.2. The capacity of the helicopter is taken as
23 and its range as 200 (units of 4.5km). Besides an optimal primal
solution, also an optimal dual solution is generated; these dual values
can be considered as indications for the prices of crew exchanges on the
various platforms.
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Pl. Cr.ex. Pl. Cr.ex. Pl. Cr.ex. PL. Cr.ex.
1 0 14 8 27 6 40 40
2 20 15 8 28 4 41 40
3 3 16 8 29 15 42 16
4 12 17 10 30 19 43 40
5 14 18 10 31 16 44 5
6 4 19 45 32 14 45 20
7 8 20 12 33 12 46 20
8 8 21 30 34 11 47 5
9 30 22 3 35 14 48 4
10 8 23 2 36 5 49 20
11 8 24 10 37 5 50 4
12 8 25 12 38 0 51 4
13 8 26 9 39 13
(Pl. = Platform,
Cr.ex. = Number of demanded crew exchanges)
Table 5.2: Demanded crew exchanges.
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f x∗f Platform Crew Distance
visits exchanges (× 4.5 kms)
1 1.000 2 20 72.111
2 0.172 3;40 3;20 84.245
3 0.828 3;42;40 3;16;4 89.111
4 1.000 4;5 9;14 110.776
5 0.250 4;42 12;11 96.862
6 1.000 6;7;40 4;8;11 104.145
7 0.182 8;30 4;19 132.858
8 0.909 8;30 8;15 132.858
9 1.000 9;35;10 1;14;8 138.846
10 1.261 9 23 127.906
11 0.783 11;44;45 8;5;10 168.380
12 0.217 11;49 8;15 162.138
13 0.298 12;16;14 7;8;8 182.398
14 0.739 12;15;13 8;7;8 175.034
15 0.298 13;14;16 7;8;8 182.152
16 0.404 14;16;15 8;8;7 182.033
17 1.000 17;19 10;13 152.101
18 1.000 18;20;19 10;12;1 162.182
19 1.348 19 23 151.921
20 1.304 21 23 159.399
21 1.000 22;23;39;37 3;2;13;5 184.442
22 0.200 24;26;28 10;9;4 138.105
23 0.800 24;31 10;13 136.041
24 1.000 25;27;26 12;6;5 145.194
25 0.550 26;29;28 4;15;4 140.102
26 0.250 28;32;31 4;14;5 141.355
27 0.750 29;32 9;14 142.441
28 0.272 30;31 7;16 134.765
29 0.522 33;34;36 7;11;5 152.756
30 0.478 33;34;36 12;6;5 152.765
31 0.217 33;34 12;11 151.024
32 0.967 40 23 83.762
33 1.739 41 23 88.204
34 1.739 43 23 137.463
35 0.217 44;45 5;18 167.805
36 0.435 45;50 19;4 167.328
37 0.261 46;47 18;5 150.999
38 0.261 46;48 19;4 156.280
39 0.739 47;46;48 5;14;4 156.627
40 0.435 49;51 19;4 165.516
41 0.565 49;51;50 15;4;4 168.648
Total distance: 3903.622(× 4.5 km).
Table 5.3: (Noninteger) optimal solution of model (RFF).
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After 80 Simplex iterations, we have found an optimal (continuous)
solution of model (RFF) for the input instance of Table 5.2; see Ta-
ble 5.3. The f -column of Table 5.3 contains labels for the nonzero opti-
mal decision variables x∗f of model (RFF); the variables with zero values
are deleted. We have labeled these ﬂights from 1 to 41. Note that
some values of x∗f are already integer. The third column of Table 5.3
contains the platforms that are visited during the corresponding ﬂight,
while the fourth column contains the executed crew exchanges. The last
column contains the total traveled distance during the corresponding
ﬂight. Platform 4, for instance, is visited by ﬂight f = 4 and by ﬂight
f = 5; the demanded number of crew exchanges satisﬁes 9x∗4+12x∗5 = 12
(see Table 5.2).
In Table 5.4, we have listed a dual optimal solution; it gives an
indication of the price in distance units per crew exchange on the cor-
responding platform. For instance, the crew exchanges for platform 22
have the highest optimal dual value. This means that a crew exchange
for platform 22 is relatively the most expensive one. This is not quite
unexpected, since platform 22 is far from the airport, and the number
of demanded crew exchanges is relatively low (namely 3). Note that the
platforms 1 and 38 do not demand crew exchanges.
The fact that the optimal dual values of Table 5.4 give only an indi-
cation for the relative price per crew exchange, is because they do not
refer to an optimal integer solution of the model. There is another im-
portant reason why these dual values are only indications. In this case
the optimal dual values are not unique. There are dual variables that
have optimal values in quite a large range. For instance, platform 22
has optimal dual values in the range from 8.841 through 11.410, and the
optimal dual values of platform 23 can have values in the range from
7.217 through 11.914.
In the next section, we will derive an integer solution from this con-
tinuous solution by means of a rounding procedure; there is no guarantee
that this integer solution will be optimal.
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Pl. Dual v. Pl. Dual v. Pl. Dual.v. Pl. Dual.v.
1 - 14 7.723 27 6.282 40 3.642
2 3.606 15 7.587 28 6.095 41 3.835
3 3.803 16 8.393 29 6.105 42 3.946
4 4.455 17 6.623 30 5.776 43 5.977
5 5.049 18 7.130 31 5.896 44 7.711
6 4.857 19 6.605 32 6.250 45 7.181
7 5.582 20 7.023 33 6.566 46 6.550
8 5.776 21 6.930 34 6.566 47 6.620
9 5.561 22 11.377 35 6.103 48 7.957
10 5.981 23 7.217 36 6.913 49 6.941
11 7.252 24 5.940 37 7.662 50 7.724
12 7.637 25 6.443 38 - 51 8.408
13 7.604 26 6.036 39 7.505
(Pl. = Platform, Dual v. = Dual value)
Table 5.4: Dual optimal values
5.7 A Rounding Procedure for Determining an
Integer Solution
An integer solution can be calculated by means of a rounding procedure,
while taking into account the limited range of the helicopters. Below, we
have formulated a rounding algorithm that generates integer solutions
of model (FF).
Rounding Algorithm
Input: The coordinates of the platforms, the demanded crew
exchanges, the helicopter range and the capacity.
Output: A feasible ﬂight schedule.
At each iteration of this algorithm, the right-hand side
vector [D1 . . . DN ]T of (RFF) is updated. Let d be the
current right-hand side vector of (RFF); call this model
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(RFFd).
Step 0. Initialize d with [D1 . . . DN ]T .
Step 1. Solve model (RFFd) by means of the ‘Simplex Method
with Column Generation’.
If the solution of (RFFd) is integer, then go to Step 4.
Otherwise, go to Step 2.
Step 2. Choose nondeterministically a variable of (RFFd) with
a positive optimal value, say xf > 0. If xf < 1, take
xf := xf = 1; if xf > 1, take xf := xf.
The ﬂight f is carried out either xf  or xf times, and
the current right hand side d is updated by subtracting
the number of crew exchanges carried out by ﬂight f . The
new LO-model now contains in d a number of entries that
are smaller than in the previous model.
If the new right hand sides d is equal to the zero vector,
then go to Step 4; all crew exchanges are executed.
Otherwise. go to Step 3.
Step 3. Remove all columns from A that do not correspond to
feasible ﬂights anymore; these are the columns in which
a aif exists that is larger than the corresponding current
dj. Moreover, extend A with the diagonal matrix Qd with
qii = min{di, C} on its main diagonal, in order to guaran-
tee feasibility of the model.
Return to Step 1.
Step 4. Stop.
In Step 2, the value of a variable is rounded to a positive integer value
and ﬁxed on that value. It is on forehand not clear which variable should
be taken. That is why we used the expression ‘nondeterministic’ here.
Many choices can be made. We tried for instance: the variable which
value is closest to an integer, the variable which value is the farthest
away from the nearest integer, the the variable with the largest value,
and several other choices. Not one of them provides signiﬁcant better
solutions than the others. When a random generator is used, then for
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each time the rounding algorithm is executed, a diﬀerent integer solution
can be expected.
After updating the right-hand side vector none of entries in this
vector becomes negative, since no ﬂight present in the model makes
more crew exchanges than are requested in the current demand vector
d, since such ﬂights are removed in Step 3 of the previous iteration.
In Table 5.5, we have listed a result of the rounding algorithm. For
instance, ﬂight f = 1 in Table 5.5 (this is ﬂight 29 in Table 5.3) is
Airport −P33(7)−P34(11)−P36(5)− Airport; the total traveled distance
is 152.7564(× 4.5 km).
Note that the ﬂight schedule in Table 5.5 is feasible: no ﬂight distance
exceeds the range of the helicopters and its capacities. Moreover, note
that the capacity of the helicopters is not always completely used. For
instance, ﬂight 4 visits only platform 2, where all 20 demanded crew
exchanges are executed, so 3 seats are not used.
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Flight Platform Crew Distance
number visits exchanges (× 4.5 kms)
1 33;34;36 7;11;5 152.7564
2 41;42 7;16 90.2472
3 8;30 8;15 132.8583
4 2 20 72.1110
5 3;40;7;6 3;8;8;4 104.6284
6 24;31;30 10;9;4 136.0911
7 11;45 8;15 165.9590
8 21 23 159.3989
9 19 23 151.9210
10 28;32;31 4;14;5 141.3553
11 4;5 9;14 110.7763
12 13;16;15 8;8;7 181.7217
13 9 23 127.9062
14 4;9;35;10 3;7;5;8 138.8715
15 40 23 83.7616
16 20;22;23;39 5;3;2;13 181.8675
17 18;20;21 10;6;7 162.8635
18 12;44;45;50;49 8;5;5;4;1 176.6813
19 17;19;20;33 10;7;1;5 164.5113
20 41 23 88.2043
21 46;47 18;5 150.9991
22 25;27;29;31 12;6;3;2 146.4471
23 26;29;41 9;12;2 144.4623
24 40;41 9;8 88.2190
25 19;48;46;43 15;4;2;2 166.5272
26 15;14;37;35 1;8;5;9 179.1725
27 43 23 137.4627
28 43 15 137.4627
29 49;51 19;4 165.5163
The total traveled distance is 4040.7605(× 4.5 km)
Table 5.5: A feasible ﬂight schedule.
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5.8 The Cluster-and-Route Procedure
Analyzing the solutions produced by the Rounding Procedure, leads to
the observation that platforms, visited during one ﬂight, are located rela-
tively close together. This can be explained by the following three facts.
First, if the platforms visited during one ﬂight are far apart and the
regions that are covered during diﬀerent ﬂights overlap, then the total
ﬂying distance could be lowered by exchanging platform visits between
overlapping ﬂights. Secondly, if during a ﬂight a number of platforms
are far apart but more or less on a straight line from the airport, then
the capacity of that helicopter is not well utilized. This situation oc-
curs frequently when a sweep heuristic is used. Thirdly, it is well-known
from the theory of probabilistic analysis of VRP heuristics that its qual-
ity heavily depends on the sum of the perimeters of the convex sets that
cover locations visited during a ﬂight. See for instance, Haimovich et
al.[36] and Karp[38]. Based on these considerations, we have designed
a heuristic in which the platforms are clustered in such a way that the
distance between platforms in the same cluster is not too large. In the
usual clustering heuristics for VRP, the clustering and routing are sep-
arate phases; ﬁrst clustering and then routing or ﬁrst routing and then
clustering. In the present heuristic the routing and the clustering are
performed simultaneously, in such a way that during the formation of
a cluster of platforms also its routing possibility is taken into account.
So only clusters of platforms are formed that can be visited during a
single ﬂight, taking into account both the range and the capacity of the
helicopter.
Cluster-and-Route Procedure
Input: The coordinates of the platforms, the vector d of de-
manded crew exchanges, the helicopter range R, and the
helicopter capacity C.
Output: A feasible ﬂight schedule.
Step 1. Select a platform, say Pi, with current the farthest dis-
tance from the airport and with a positive demand for
crew exchanges. Platform Pi is the seed of a new cluster.
Assign a helicopter, say f , to Pi. Go to Step 2.
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Step 2. Carry out as many crew exchanges as possible on Pi
for ﬂight f . Decrease the demand for crew exchanges on
Pi with this amount. If the capacity of helicopter f is
completely used, then start a new ﬂight, and return to
Step 1. Otherwise, go to Step 3.
Step 3. Select a new platform Pj with a positive demand for
crew exchanges, such that the length of a shortest Travel-
ing Salesman tour along the platforms in the cluster and Pj
does not exceed the range R. If more than one platform
satisﬁes this requirement, choose the platform with the
shortest distance to the seed of the current cluster. Add
this platform to the current cluster and go to Step 2. If no
such platform can be found, but there are still platforms
with a positive demand for crew exchanges, then start a
new ﬂight, and return to Step 1. Otherwise, stop the al-
gorithm (all demanded crew exchanges are executed).
At each iteration of Step 1 of the Cluster-and-route Procedure a new
platform is selected, which is called a seed. Furthermore, platforms are
assigned to a seed as long the capacity and the range of the helicopter
associated with the seed are not exceeded. Hence, clustering and routing
are carried out simultaneously. Starting with the platform that is the
farthest away from the airport is not completely arbitrary. At the end of
the algorithm it is better that the last platforms that have to be visited
are close to the airport, and hopefully close together. Choosing a seed
arbitrary may result in a situation in which the last platforms are far
away from the airport, and far away from each other, in which case a
separate ﬂight to each of these platforms is necessary.
5.9 Improvement Heuristics
In the preceding sections we have given a number of heuristics that pro-
duce feasible ﬂight schedules. In this section, we will present heuristics
that improve a given feasible ﬂight schedule. The present input data
structure is the bipartite FP -graph FP (P,F ;E,WF , SF , C); see Sec-
tion 5.3. Throughout this section we assume that the distance between
the platforms and the airport satisfy the triangular inequality. The ﬁrst
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heuristics transform the FP -graph into a forest of free-trees. The other
heuristics are improvement heuristics, called the 1-opt and the 2-opt
heuristic. The 1-opt heuristic removes a platform visit from a ﬂight,
and includes it into another ﬂight. Similarly, the 2-opt heuristic ex-
changes two platform visits. The diﬃcult part in the last two heuristics
is, that unused seats have to be moved through the FP -graph in order
to satisfy the capacity constraints.
The following, so called, Cycle Removing Heuristic is based on the
procedure that is used to prove Theorem 5.1 in Section 5.3.
Cycle Removing Heuristic
Input: A feasible ﬂight schedule, represented as FP -graph.
Output: An equivalent cycle-free FP -graph.
Step 0: Unmark all connected components of the FP -graph.
Step 1: Select an unmarked component and denote this by T .
If all components are marked then stop.
Step 2: Decide whether or not T is a tree by means of a depth-
ﬁrst-search algorithm. If a cycle is detected then go to
Step 3. Else mark this component, and return to Step 1.
Step 3: Find an edge with the lowest number of passengers in
the cycle. Alternately adding and subtracting this mini-
mum leads to a cycle with zero passengers at at least one of
its edges. Remove the edges with zero passengers, unmark
the components, and return to Step 1.
The following algorithm, called the Free-Tree heuristic, is a modiﬁ-
cation of Edmond’s maximum cardinality algorithm (see Edmonds[16]),
and can be seen as an eﬃcient implementation of the procedure de-
scribed in the proof of Theorem 5.2. The Free-Tree algorithm deter-
mines whether a tree is a free-tree, and if not, it cuts the tree into two
smaller trees; et cetera. The edges of a tree are colored with two colors,
red and blue. We use the concept of alternating tree in the sense of
a rooted tree, in which all paths from the root to the other nodes are
alternating in color.
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Free-Tree Heuristic
Input: A feasible ﬂight schedule, represented as FP -graph. The
FP -graph is a forest.
Output: An equivalent forest of free-trees.
Step 0. Initialization.
Let all trees in the forest be unmarked.
Step 1. Select an unmarked tree and denote this tree by T . If
all trees are marked go to Step 7.
Step 2. Select a ﬂight-node in T , and denote it by f .
Step 3. Move all unused seats in T to f . If this is not possible,
cut the tree into two trees (see the procedure in the proof
of Theorem 5.2), unmark the two trees, and go back to
Step 1.
Step 4. Color the edges of the tree T red and blue, in such a
way that f is adjacent to red edges, and each path in the
tree that begins in f is colored with alternating colors.
Step 5. Select a blue edge with a minimal number of crew ex-
changes. Denote this edge by e, and the number of crew
exchanges on e by w.
If w is at least the number of unused sets in f , then go
to Step 6. Otherwise, move w unused seats from f to an-
other ﬂight node that satisﬁes the condition that e is on
the path between these ﬂight nodes. The number of crew
exchanges on e is now equal to zero. Remove the edge e
from the tree, unmark the two resulting trees, and go back
to Step 1.
Step 6. All unused seats in f can be moved to any ﬂight-node
in T diﬀerent from f ; no edge will get a negative number
of crew exchanges. Therefore, T is a free-tree. Mark T ,
and go to Step 1.
Step 7. All trees of the forest are free-trees. Stop.
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The graph-coloring in Step 4 is unique, and can be done in time
proportional to the number of edges.
1-opt Heuristic
An 1-opt exchange moves a platform visit from one ﬂight to another
ﬂight. Denote the two ﬂights involved in this exchange by fi and fj,
and suppose we want to replace the platform visit of ﬂight fi to platform
Pi by a platform visit of ﬂight fj to Pi. On the FP -graph this means
replacing the edge (fi, Pi) by the edge (fj, Pi) with the same number of
crew exchanges attached to it. To make this move proﬁtable, the sum
of the costs of the new ﬂight fi (not visiting Pi) and the new ﬂight fj
(visiting Pi) should be lower than the old sum. Such an 1-opt exchange
may violate the capacity constraint on ﬂight fj . The following three
cases give conditions for which the capacity constraint can be restored
by means of speciﬁc movements of unused seats.
A. fi and fj belong to diﬀerent trees.
We may assume that the unused seats in the two trees are
concentrated in fi and fj; the amounts are denoted by si and
sj, respectively. Let ti denote the number of crew exchanges
on platform Pi during ﬂight fi. Then the number of unused
seats on ﬂight fj should be at least ti; i.e. sj ≥ ti.
B. fi and fj belong to the same tree, and Pi is not located on the
path from fi to fj.
Let s denote the total number of unused seats in this tree and
let fj contain these unused seats. Let ti be the number of crew
exchanges on platform Pi during ﬂight fi, and let sij denote
the maximum number of unused seats that can be moved from
fi to fj without violating the nonnegativity constraints on the
number of crew exchanges at the edges on the path from fi to
fj. Replacing the edge (fi, Pi) by the edge (fj , Pi) results in ti
unused seats in fi and s − ti unused seats in ﬂight fj. If the
amount of unused seats in fj has become negative, ti−s unused
seats from fi have to be moved from fi to fj. This yields the
condition: ti − s ≤ sij.
C. fi and fj belong to the same tree and Pi is located on the path


























Figure 5.7: 1-opt exchange with Pi between fi and fj.
from fi to fj.
Let s and ti be deﬁned in the same way as in case B. Replacing
the edge (fi, Pi) by the edge (fj , Pi) results in ti unused seats
in fi and s − ti unused seats in ﬂight fj. Moreover, it is not
possible to move unused seat from fi to fj, since fi and fj do
not belong to the same connected component anymore. The
feasibility condition for this 1-opt exchange is s− ti ≥ 0. If this
1-opt exchange is carried out, the component which contains
Pi and fj contains a cycle; see Figure 5.7. This cycle can be
removed by means of the Cycle Removing Heuristic, giving rise
to a possible extra improvement.
We have implemented the 1-opt heuristic in such a way that all
possible 1-opt exchanges for ﬁnding an improvement are tried out. If an
improvement is found, the corresponding 1-opt exchange is carried out,
and starting with this new solution further improvements are determined
until no improvement is found anymore.
2-opt Heuristic
A 2-opt exchange interchanges two platform visits between two ﬂights.
Denote the two ﬂights involved in this exchange by fi and fj, the two
platforms by Pi and Pj , the number of crew exchanges that are carried
out by ﬂight fi on platform Pi by ti, and the number of crew exchanges
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that are carried out by ﬂight fj on platform Pj by tj. Applying a 2-opt
exchange on the FP -graph means replacing the edges (fi, Pi) and (fj , pj)
by the edges (fi, Pj) and (fj, Pi). This exchange is proﬁtable if the total
cost of these two ﬂights after the 2-opt exchange is less than before the
2-opt exchange, and the ranges of the ﬂights are not violated. To see if
this exchange is possible with respect to the capacity constraints, several
cases have to be considered.
A. fi and fj belong to diﬀerent trees.
We assume that all unused seats in these trees are concentrated
in the ﬂight nodes fi and fj; let si and sj be the numbers
of unused seats, respectively. Similar to case A of the 1-opt
exchange, the 2-opt exchange is only possible if both (si + ti −
tj ≥ 0) and (sj + tj − ti ≥ 0).
B. fi and fj belong to the same tree.
Depending on the locations of Pi and Pj within the tree, we
distinguish the following three cases.
B1. Pi and Pj are not located on the path from fi to fj.
Suppose, w.l.o.g., that the s unused seats in the tree are con-
centrated in fj. Let sij denote the maximal amount of unused
seats that can be moved from fi to fj without violating the
nonnegativity constraints on the number of crew exchanges at
the edges on the path from fi to fj. sji is deﬁned similarly.
After exchanging the visits from fi and fj to Pi and Pj respec-
tively, the number of unused seats in ﬂight fi becomes ti − tj
and on ﬂight fj it becomes s+ tj− ti. If one of the two quanti-
ties becomes negative it must be possible to move unused seats
from the other ﬂight to the one with the negative amount of
unused seats. Therefore, this 2-opt exchange is only possible if
the following implications are true: (ti−tj < 0)⇒ (tj−ti ≤ sij)
and (s + tj − ti < 0) ⇒ (ti − tj − s ≤ sji). Figure 5.8 shows
this case before and after the exchange.
B2. Only one of the two involved platforms is located on the path
from fi to fj.
Suppose, w.l.o.g., that Pi is located on the path from fi to fj
and the s unused seats in the tree are concentrated in ﬂight fi.

































Figure 5.8: 2-opt exchange (case B1).
After the exchange of the two visits, fi and fj will not belong
to the same tree anymore. Therefore, s + ti − tj, being the
amount of unused seats in the tree to which fi will belong after
the exchange, must be at least zero. In ﬂight fj, the amount of
unused seats after the exchange is tj−ti, which also must be at
least zero. Therefore, this 2-opt exchange is only possible if the
following implications are true: s+ ti − tj ≥ 0 and ti − tj ≥ 0.
Note, that after the exchange of platform visits, the subgraph
which contains fj, contains a cycle, which may be removed with
the Cycle Removing Heuristic.
B3. Both platforms Pi and Pj are located on the path from fi to
fj.
We assume that the s unused seats in the tree are concentrated
in fj. Let sij denote the maximal amount of unused seats that
can be moved from fi to fj without violating the nonnegativity
constraints on the number of crew exchanges at the edges on
the path from fi to fj. sji is deﬁned similarly. After exchanging
the visits from fi and fj to Pi and Pj respectively, the number
of unused seats in ﬂight fi becomes ti − tj and on ﬂight fj it
becomes s + tj − ti. If one of these two quantities becomes
negative, this has to be compensated by moving unused seats
from fi to fj, or vice versa. Therefore, this 2-opt exchange is
only possible if the following implications are true: (ti − tj <
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0)⇒ (tj − ti ≤ sij) and (s+ tj − ti < 0)⇒ (ti − tj − s ≤ sji).
We have implemented the 2-opt heuristic in such a way that all pos-
sible 2-opt exchanges for ﬁnding an improvement are tried out. If an
improvement is found, the corresponding 2-opt exchange is carried out,
and starting with this new solution we go back to the 1-opt heuristic,
and if the 1-opt heuristic can not ﬁnd further improvements, we proceed
with the 2-opt heuristic until no further improvement is found anymore.
5.10 Computational Experiments
The solution methods developed in the previous sections, are applied to
a number of input instances such as to obtain an idea of the quality of
the algorithms. The algorithms are programmed in Pascal and were ex-
ecuted on a personal computer with a 33 Mhz popular processor inside.
The input of the simulation experiments consists of 51 platforms and 11
instances with diﬀerent numbers of crew exchanges. These 11 instances
are not speciﬁed here. The helicopter range is again 200, and the capac-
ity 23 seats. In Table 5.6 the results are listed. The ﬁrst column contains
the labels of the 11 input instances. The second column contains the
(noninteger) optimal solutions of model (RFF). These values are lower
bounds for the integer solutions. The Rounding Procedure is applied on
all instances 16 times. We used a pseudo randomgenerator to select the
variable with a positive optimal value to round it to an integer value.
In this way we got 16 diﬀerent integer solutions for every instance. The
best and worst solutions, together with their relative deviations from
the lower bounds are listed in columns three to six in Table 5.6. The
second part of the table contains the results of the Sweep Heuristic, the
Clarke & Wright Heuristic, and our Cluster-and-Route Heuristic. The
Sweep Heuristic for Vehicle Routing Problems can be found in Gillett &
Miller[29]. The Sweep heuristic is applied twice, namely clockwise and
counter clockwise; the smaller of the two values is listed. The Clarke &
Wright Heuristic is described in Clarke & Wright[7]. For each of these
heuristics, we have calculated the relative diﬀerences with the ‘lower
bound’ values; see the columns “Dev.”. With all solutions, found by the
heuristics, we have applied the improvement heuristics of Section 5.9.
The results are depicted in Table 5.7.
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Instance Lower Best Dev. Worst Dev.
nr. bound found (%) found (%)
1 3903.62 4052.62 3.8 4133.24 5.9
2 4160.15 4292.44 3.2 4404.70 5.9
3 4245.57 4401.95 3.7 4474.80 5.4
4 4387.76 4507.30 2.7 4664.93 6.3
5 4103.00 4232.48 3.2 4345.26 5.9
6 3725.92 3865.39 3.7 3960.78 6.3
7 4129.15 4242.14 2.7 4354.83 5.5
8 3637.55 3776.16 3.8 3881.37 6.7
9 4151.74 4271.85 2.9 4444.11 7.0
10 3798.18 3960.42 4.3 4050.14 6.6
11 3983.32 4092.84 2.7 4166.05 4.6
Average 3.34 6.01
Instance Sweep Dev. C&W Dev. C&R Dev.
nr. (%) (%) (%)
1 4282.57 9.7 4220.84 8.1 4095.65 4.9
2 4600.68 10.6 4467.51 7.4 4335.95 4.2
3 4634.22 9.2 4498.32 6.0 4422.73 4.1
4 4895.47 11.6 4586.42 4.5 4525.96 3.1
5 4568.69 11.3 4492.86 9.5 4246.02 3.4
6 4069.27 9.2 3959.77 6.3 3891.32 4.4
7 4542.11 10.0 4362.30 5.6 4282.39 3.7
8 4043.75 11.2 3849.34 5.8 3732.44 2.5
9 4581.09 10.3 4366.89 5.2 4278.48 3.0
10 4354.05 14.6 4193.37 10.4 4004.95 5.4
11 4420.07 11.0 4168.21 4.6 4117.69 3.3
Average 10.79 6.67 3.82
Table 5.6: Comparing 11 input instances.
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Instance Lower Best Dev. Worst Dev.
nr. bound found (%) found (%)
1 3903.62 4022.76 3.1 4074.01 4.4
2 4160.15 4270.36 2.6 4341.54 4.4
3 4245.57 4365.03 2.8 4398.04 3.6
4 4387.76 4472.36 1.9 4583.92 4.5
5 4103.00 4175.99 1.8 4304.34 4.9
6 3725.92 3837.27 3.0 3869.56 3.9
7 4129.15 4203.71 1.8 4245.84 2.8
8 3637.55 3712.99 2.1 3821.65 5.0
9 4151.74 4231.65 1.9 4358.08 5.0
10 3798.18 3930.77 3.5 3972.75 4.6
11 3983.32 4065.33 2.1 4112.27 3.2
Average 2.41 4.20
Instance Sweep Dev. C&W Dev. C&R Dev.
nr. (%) (%) (%)
1 4024.62 3.1 4064.40 4.1 4033.99 3.3
2 4289.07 3.1 4280.75 2.9 4279.72 2.9
3 4396.34 3.6 4419.54 4.1 4366.39 2.8
4 4503.44 2.6 4484.84 2.2 4462.15 1.7
5 4215.45 2.7 4246.29 3.5 4176.76 1.8
6 3862.03 3.7 3876.06 4.0 3855.27 3.5
7 4238.90 2.7 4269.02 3.4 4220.61 2.2
8 3730.00 2.5 3766.79 3.6 3700.08 1.7
9 4250.00 2.4 4251.91 2.4 4232.40 1.9
10 3928.97 3.4 3951.00 4.0 3937.58 3.7
11 4070.90 2.2 4062.02 2.0 4059.56 1.9
Average 2.91 3.29 2.50
Table 5.7: Comparing 11 input instances with improvements.
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The conclusions from Table 5.6 and Table 5.7 are obvious. The
winner is the Rounding Procedure, with the C&R Heuristic as a mer-
itorious runner-up. However, if we take into account the fact that the
computer running time of the Rounding Procedure is large in comparison
with the C&R Heuristic (about 50 seconds for one ‘rounding’, against
a few seconds for C&R), the C&R Heuristic becomes the most practi-
cal one. The Sweep Heuristic does not make use of the capacity very
well, since it often combines platforms ‘close’ to the airport and plat-
forms ‘far away’ into one ﬂight. This might be the reason that the
Clarke&Wright Heuristic performs better than the Sweep Heuristic. Af-
ter the improvement heuristics the Sweep heuristic gives better results
than the Clarke&Wright heuristic. The improvement heuristics yield im-
provements of about 1% on both the C&R and the Rounding Procedure.
The continuous solution of (RFF) is about 2.5% lower than the best in-
teger solution found with any heuristic. This diﬀerence is of the order
of the length of an average ﬂight. So, besides for long term planning,
the LP solution method can be used as a measure for the performance
of the C&R Heuristic, especially when new platforms are used, or when
diﬀerent situations in other parts of the world need to be investigated.
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Samenvatting
In dit proefschrift worden twee verschillende aspecten van lineaire op-
timalisering (LO) behandeld. Een LO probleem bestaat uit een collec-
tie ongelijkheden en een doelstellingsfunctie. Het oplossen van een LO
probleem is het vinden van punten in het gebied bepaald door de onge-
lijkheden, waarvoor de doelstellingsfunctie een zo goed mogelijke waarde
oplevert. De eerste vier hoofdstukken gaan over theoretische aspecten
van LO problemen met betrekking tot degeneratie. In hoofdstuk 5 wordt
een praktijkprobleem behandeld.
Hoofdstuk 1 bevat een algemene inleiding over het optimaliseren van
lineaire modellen en een aantal algemene deﬁnities die in dit proefschrift
gebruikt worden. Tevens wordt hier ingegaan op de eisen die gesteld
kunnen worden aan de oplossing van LO problemen. Het kan voorkomen
dat een LO probleem meerdere oplossingen heeft. Echter, de meeste
computerprogramma’s, die LO problemen oplossen, geven in dat geval
slechts e´e´n oplossing. In dit deel van het proefschrift wordt een methode
ontwikkeld waarmee men op een duidelijke manier kan bepalen of een
LO probleem meerdere optimale oplossingen heeft.
In hoofdstuk 2 wordt een nieuwe deﬁnitie van degeneratie ge-intro-
duceerd en een aantal eigenschappen ervan afgeleid. Degeneratie is een
bekend verschijnsel bij het oplossen van LO problemen met behulp van
de zogenaamde simplex methode. Als tijdens deze oplossingsmetho-
de basisvariabelen de waarde nul krijgen, spreekt men van degeneratie.
Meetkundig wil dit zeggen dat er door een hoekpunt van het toelaat-
bare gebied meer vlakken gaan dan minimaal nodig is. In de literatuur is
veel aandacht besteed aan gedegenereerde hoekpunten. In dit hoofdstuk
wordt een algemene deﬁnitie gegeven voor de degeneratie van een verza-
meling punten die voldoen aan alle ongelijkheden van een willekeurige
collectie van lineaire ongelijkheden. Deze deﬁnitie is een generalisatie
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van de in de literatuur voorkomende deﬁnities. Verder wordt het begrip
degeneratiegraad ingevoerd. Hiermee kan het verschijnsel degeneratie
gekwantiﬁceerd worden.
In hoofdstuk 3 wordt de degeneratiegraad in verband gebracht met
het verschijnsel van meervoudige oplossingen van een LO probleem.
Hiervoor wordt een speciaal simplextableau, het zogenaamde B-T ta-
bleau gebruikt dat door M.L. Balinski en A.W. Tucker in 1969 is ont-
wikkeld. Wanneer de optimale oplossing van een LO probleem in de
vorm van een B-T tableau wordt weergegeven, kan op een eenvoudige
wijze uit dit tableau afgelezen worden of de optimale oplossing uniek
is, of dat er meerdere optimale oplossingen zijn. Bij elk LO probleem
kan ook een zogenaamd duaal probleem geformuleerd worden. Bij het
gebruik van een B-T tableau kan van zowel het primale als van het duale
probleem de optimale oplossingen en de dimensies van de verzamelin-
gen van optimale oplossingen afgelezen worden. Met behulp van B-T
tableaus wordt bewezen dat de degeneratiegraad van het optimale ’face’
van een primaal probleem gelijk is aan de dimensie van het optimale
face van het bijbehorende duale probleem, en dat omgekeerd, de dimen-
sie van het primale optimale face is gelijk aan de degeneratiegraad van
het optimale face van het bijbehorende duale probleem.
Hoofdstuk 4 bevat een aantal toepassingen van B-T tableaus. Door
de doelstellingsfunctie en het rechterlid van een B-T tableau hun speciale
status te ontnemen ontstaat een zogenaamde B-T matrix. In een B-T
matrix zijn alle kolommen en rijen gelijkwaardig. Uit de literatuur is
bekend dat het oplossen van een LO probleem equivalent is met het
probleem van het vinden van een toelaatbare oplossing voor een stelsel
lineaire ongelijkheden. Hierbij is dus geen doelstelling meer aanwezig.
In dit hoofdstuk laten wij zien dat het oplossen van een LO probleem
equivalent is met het transformeren van een willekeurige matrix tot een
B-T matrix. Dit is opmerkelijk, aangezien bij het transformeren van
een matrix tot een B-T matrix ongelijkheden, variabelen, rechterleden
en doelstellingsfuncties geen rol spelen.
In hoofdstuk 5 wordt het probleem van het maken van een rooster
voor het aﬂossen van bemanningen op olieplatformen in de Noordzee
met behulp van helikopters behandeld. Een probleembeschrijving en
een oplossingsmethode voor dit probleem worden gegeven. Het route-
ringsprobleem wordt beschreven als een geheeltallig programmerings-
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probleem, waarbij alle mogelijke routes langs de platformen aan een
beslissingsvariabele worden gekoppeld. Aangezien het aantal mogelijke
routes enorm groot is, wordt het model niet volledig uitgeschreven, maar
worden tijdens het oplossen van het model routes en variabelen naar
behoefte toegevoegd. Omdat dit model in het algemeen niet optimaal
opgelost kan worden, hebben wij een heuristiek ontwikkeld voor dit spe-
ciﬁeke probleem. Hierbij worden de platformen zodanig in clusters sa-
mengevoegd, dat een helikopter alle personeelsaﬂossingen in een cluster
met e´e´n vlucht kan uitvoeren. Hierbij wordt rekening gehouden met
het maximale aantal personen dat de helikopter kan vervoeren en zijn
vliegbereik. Bij de clusterheuristieken die in de literatuur beschreven
worden, zijn het maken van de clusters en het vinden van de routes afzon-
derlijke onderdelen van de heuristiek. De cluster-en-route heuristiek in
dit hoofdstuk bepaalt de clusters en route gelijktijdig. Verder worden er
een aantal heuristieken gepresenteerd, waarmee oplossingen, die nog niet
optimaal zijn, kunnen worden verbeterd. Tot slot worden de oplossingen
van diverse heuristieken met elkaar vergeleken, waarbij de conclusie is
dat de cluster-en-route heuristiek voor het onderhavige routeprobleem
gemiddeld de beste resultaten geeft.
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Aspects of Linear Optimization
I. Balinski-Tucker Simplex Tableaus
II. Helicopter Routing
van Gert A. Tijssen
24 januari 2000
I.
Een matrix omzetten naar een Balinski-Tucker matrix is equivalent
met het oplossen van een lineair optimaliseringprobleem.
(hoofdstuk 4 van dit proefschrift)
II.
Behalve dat degeneratie problemen kan opleveren met betrekking
tot de eindigheid van lineaire optimaliseringalgoritmen, heeft de-
generatie ook positieve kanten.
(hoofdstuk 3 van dit proefschrift)
III.
Omdat de ”negatieve transpose” van een lineair optimaliserings-
model dezelfde structuur heeft als het lineaire optimaliseringsmodel
zelf, behoeven de betreﬀende dualiteitsstellingen slechts ”e´e´n kant
op” bewezen te worden.
IV.
In het tableau van een lineair optimaliseringsmodel hoeft het ”rech-
terlid” niet altijd ”rechts” te staan. Door het “rechterlid” links te
plaatsen kan een inzichtelijker beeld geschapen worden met be-
trekking tot de structuur van het model.
( BT-tableaus in dit proefschrift)
V.
Als f een supermodulaire functie is op het interval [ϕ, I] met
∅ ⊆ ϕ ⊂ I ⊆ {1, . . . , n}, en k ∈ I \ ϕ, dan gelden de volgende
beweringen:
a. min{f(x)|ϕ ⊆ x ⊆ I \ {k}} − min{f(x)|ϕ ∪ {k} ⊆ x ⊆ I}
≤ f(ϕ)− f(ϕ ∪ {k}).
b. min{f(x)|ϕ ∪ {k} ⊆ x ⊆ I} − min{f(x)|ϕ ⊆ x ⊆ I \ {k}}
≤ f(I)− f(I \ {k}).
B. Goldengorin, G. Sierksma, G.A. Tijssen, and M. Tso, The Data-
Correcting Algorithm for the Minimization of Supermodular Functions,
Management Science (to appear).
VI.
Recursie in algoritmen heeft een zelfde functie als het principe
van volledige inductie in wiskundige bewijzen; het gebruik van
recursie in data-correcting algoritmen voor de minimalisatie van
supermodulaire functies maakt hun correctheidsbewijs gemakke-
lijker en korter.
B. Goldengorin, G. Sierksma, G.A. Tijssen, and M. Tso, The Data-
Correcting Algorithm for the Minimization of Supermodular Functions,
Management Science (to appear).
VII.
Het is onbegrijpelijk dat zowel loodoxide als zinkoxide in verven
verboden zijn; loodoxide is giftig, maar zinkoxide komt in alle
huidzalven voor ge-irriteerde babybilletjes voor.
VIII.
Er bestaan veel verschillende meningen over de beste deﬁnitie van
de DIV- en de MODULO- functie bij delingen met gehele getallen.
Het zou wenselijk zijn als ontwerpers van programmeertalen en
computerprocessoren overeenstemming over deze kwestie zouden
kunnen bereiken.
IX.
In een multiculturele samenleving dienen huidkleurige pleisters in
veel verschillende kleuren leverbaar te zijn.
X.
De term ramptoerisme dient gebruikt te worden vanaf het moment
dat de eerste hoogwaardigheidsbekleder op de plek van de ramp
aanwezig is.
XI.
Als voetballers naast hun schoenen gaan lopen wordt het voet-
ballen zelf erg lastig.
XII.
Nieuwsberichten over transfers van beroepsvoetballers horen niet
in de sportbijlage, maar op de ﬁnancie¨le pagina.
