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WEIGHTED INEQUALITIES FOR DISCRETE ITERATED HARDY
OPERATORS
AMIRAN GOGATISHVILI1, MARTIN KRˇEPELA2, RASTISLAV O
,
LHAVA3,4, AND LUBOSˇ PICK5
Abstract. We characterize a three-weight inequality for an iterated discrete Hardy-type
operator. In the case when the domain space is a weighted space ℓp with p ∈ (0, 1], we
develop characterizations which enable us to reduce the problem to another one with p = 1.
This, in turn, makes it possible to establish an equivalence of the weighted discrete inequality
to an appropriate inequality for iterated Hardy-type operators acting on measurable functions
defined on R, for all cases of involved positive exponents.
1. Introduction
In this paper we focus on a three-weight inequality for the composition of a discrete supre-
mal and integral Hardy operator. Let us denote by RZ+ the space of all double-infinite se-
quences of positive (nonnegative) real numbers. We are interested in the question under
what conditions on given u,v,w ∈ RZ+ there exist constants C1, C2 ∈ (0,∞) such that the
inequalities (∑
n∈Z
(
sup
i≥n
ui
∑
k≤i
ak
)q
wn
) 1
q
≤ C1
(∑
n∈Z
apnvn
) 1
p
(1.1)
and (∑
n∈Z
(
sup
i≥n
ui
∑
k≥i
ak
)q
wn
) 1
q
≤ C2
(∑
n∈Z
apnvn
) 1
p
(1.2)
hold for every sequence a ∈ RZ+. We study several aspects of such an inequality including its
relationship to an analogous one for integral operators.
Before continuing, let us recall that (1.1) being satisfied for all a ∈ RZ+ is equivalent to(∑
n∈Z
(
sup
i≤n
ui
∑
k≥i
ak
)q
wn
) 1
q
≤ C1
(∑
n∈Z
apnvn
) 1
p
, (1.3)
also being satisfied for all a ∈ RZ+. This is obvious by the index change un = u−n, vn = v−n
and wn = w−n. Analogously, the inequality(∑
n∈Z
(
sup
i≤n
ui
∑
k≤i
ak
)q
wn
) 1
q
≤ C1
(∑
n∈Z
apnvn
) 1
p
(1.4)
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is equivalent to (1.2). It is common to refer to (1.3) and (1.4) as to the dual versions of (1.1)
and (1.2), respectively. In contrast, inequalities (1.1) and (1.2) (hence also (1.3) and (1.4))
are essentially different.
The success that the theory of weighted inequalities has seen in last three decades can
be credited greatly to a clever combination of classical techniques such as symmetrization
or interpolation with new methods such as discretization (the blocking technique), antidis-
cretization, reduction theorems, and the use of supremum operators.
The research of problems in mathematical physics often leads to the investigation of cer-
tain Sobolev-type embeddings. Under certain circumstances, these can be quite successfully
attacked by classical symmetrization techniques. After performing this step, one often faces
some kind of an inequality involving operators acting on monotone functions. Handling mono-
tone functions is, however, in general substantially more difficult than working with general
nonnegative functions.
There are several possibilities how to continue at this stage. One of the important ones is the
use of the so-called reduction theorems, in which the inequality involving monotone functions
is equivalently replaced with an inequality (or inequalities) involving general nonnegative
functions.
For certain types of technically difficult inequalities involving monotone functions, stronger
tools have to be used. One of such tools that has proved its merit beyond any doubt, is dis-
cretization. Discretization techniques replace weighted inequalities involving integrals with
those involving sums. The basic advantage of this step is that discrete inequalities can be ef-
fectively manipulated with the help of the so-called blocking technique (see the comprehensive
treatment in [GE98]. The drawback is the fact that verification of the discretized conditions
on weight functions in practice is virtually impossible. So here we face the danger of replacing
one mystery with another one without making much progress. For this reason, a substantial
effort has been spent in order to develop antidiscretization techniques (the pivotal paper in
this direction is [GP03]). After performing antidiscretization, one gets manageable and easily
verifiable conditions for weighted inequalities that could not be obtained otherwise. Let us
note that this approach brought a significant progress to theory of function spaces and the
study of properties of operators on function spaces and several long-standing open problems
were solved thanks to it. A particular impact could be seen, for instance, to classical Lorentz
spaces or to Orlicz spaces (see, for instance, [ACS17, Sla15, GKPS17, Mus16, Mus19, CM19]
and more).
One of the most important topics intensively studied in the recent theory of weighted
inequalities is that of handling iterated operators. The reason stems from the wide field of
applications, see for example [GM17b, GM17a, Krˇe17b, GKPS17, ACS17] and the references
therein.
One of the basic problems in the theory of weighted inequalities is the comparison of
discrete inequalities to their continuous analogues. Consider, for example, a classical discrete
Hardy-type inequality
(∑
n∈Z
(∑
i≥n
ai
)q
wn
) 1
q
≤ C3
(∑
n∈Z
apnvn
) 1
p
, (1.5)
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which is supposed to hold for all a ∈ RZ+ with the same constant C3, and where v,w ∈ R
Z
+
are fixed sequences (weights). Compare this to its “continuous” analogue(∫ ∞
0
(∫ ∞
t
f(s) ds
)q
w(t) dt
) 1
q
≤ C4
(∫ ∞
0
f(t)pv(t) dt
) 1
p
(1.6)
which is to hold with a constant C4 for all positive measurable functions f on R. In here, the
weights v, w are fixed positive measurable functions. The relation between the two inequalities
is materialized through setting
v(t) =
∑
n∈Z
vnχ[n,n+1)(t), w(t) =
∑
n∈Z
wnχ[n,n+1)(t)
for all t ∈ R. While (1.5) and (1.6) are rather easily seen to be equivalent for p ≥ 1, the
situation is dramatically different when p ∈ (0, 1). In that case it is not difficult to realize
that (1.6) cannot hold for any nontrivial weights, because one can always find a function f for
which the right-hand side of (1.6) is finite but which is at the same time not locally integrable,
hence turning the left hand side to infinity. On the other hand, (1.5) can still be satisfied for
a wide variety of nontrivial weight sequences. One of our principal goals in this paper is to
show that, nevertheless, an appropriate continuous analogue can be found even for p ∈ (0, 1).
To achieve this result, we combine a certain scaling argument with a powerful technique based
on a somewhat surprising equivalence of several weighted inequalities. We then employ the
fact that the case p = 1 is a meeting point of the separated worlds. It is worth to illustrate
this technique in more detail. The point of departure is a chain of elementary inequalities,
namely
sup
i≥n
ai ≤
∑
i≥n
ai ≤
(∑
i≥n
api
) 1
p
. (1.7)
This is obviously true for every p ∈ (0, 1], n ∈ Z and a ∈ RZ+. It immediately follows from (1.7)
that if p ∈ (0, 1] and the sequences v,w are such that the inequality(∑
n∈Z
(∑
i≥n
api
) q
p
wn
) 1
q
≤ C3
(∑
n∈Z
apnvn
) 1
p
(1.8)
holds for every a ∈ RZ+, then so does (1.5). In turn, (1.5) implies that(∑
n∈Z
(
sup
i≥n
ai
)q
wn
) 1
q
≤ C3
(∑
n∈Z
apnvn
) 1
p
(1.9)
holds for all a ∈ RZ+ as well. The surprising part of the method is that the implication
(1.9)⇒(1.8) holds as well, therefore the three inequalities are in fact equivalent. It is important
to notice that all this is possible only in the case when p ∈ (0, 1], for p bigger than 1 the
equivalence fails. The technique just described is not entirely new. Similar ideas were used,
albeit in a somewhat hidden form, in the proof of [CGMP08, Theorem 3.1]. An analogous
idea works also for continuous-type problems, again for p ∈ (0, 1] only, as shown in [GP07].
The special role of the case p = 1 (the “meeting point” of intervals of parameters in which
things are considerably different) can be also seen for instance in [SS96, Sin94].
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We will present several characterizations of the inequality (1.1), quite different in nature.
In the first theorem we state the equivalence of (1.1) to an appropriate integral inequality for
functions on R.
We will denote by M+ the collection of all nonnegative measurable functions on R.
Theorem 1.1. Let p ∈ [1,∞) and q ∈ (0,∞). Let u,v,w ∈ RZ+. Define
u =
∑
n∈Z
unχ[n,n+1), v =
∑
n∈Z
vnχ[n,n+1), w =
∑
n∈Z
wnχ[n,n+1).
Then (1.1) holds for every sequence a ∈ RZ+ if and only if(∫
R
(
sup
s≥t
u(s)
∫ s
−∞
f(y) dy
)q
w(t) dt
)1
q
≤ C1
(∫
R
f(t)pv(t) dt
) 1
p
(1.10)
holds for every f ∈M+.
Similarly, (1.2) holds for every sequence a ∈ RZ+ if and only if(∫
R
(
sup
s≥t
u(s)
∫ ∞
s
f(y) dy
)q
w(t) dt
) 1
q
≤ C2
(∫
R
f(t)pv(t) dt
) 1
p
(1.11)
holds for every f ∈M+.
In Section 2 below we give the main results concerning characterizations of (1.1) and (1.2).
Section 3 contains some auxiliary results and, above all, the equivalent characterizations for
the case p ∈ (0, 1]. In the final section we give the remaining proofs of the main results.
2. Discrete iterated Hardy operators
This section contains the main results concerning boundedness of iterated Hardy-type
operators on weighted sequence spaces.
From now on we are going to use the following notation. Let u ∈ RZ+. For n ∈ Z we define
↑
un = sup
k≤n
uk,
↓
un = sup
k≥n
uk.
The sequences
↑
u and
↓
u are called the increasing and decreasing upper envelope of u, respec-
tively. Next, define
↑
un = inf
k≥n
uk,
↓
un = inf
k≤n
uk.
The sequences
↑
u and
↓
u are called the increasing and decreasing lower envelope of u, respec-
tively. If a,b ∈ RZ+ satisfy an ≤ bn for all n ∈ Z, we write a ≤ b. Furthermore, the notation
A . B means that there exists a constant C ∈ (0,∞) depending only on p and q and such
that A ≤ CB. We write A ≈ B if A . B . A.
Theorem 2.1. Let p, q ∈ (0,∞) and u,v,w ∈ RZ+. Then the least constant C1 such that
(1.1) holds for all a ∈ RZ+ admits the following estimates.
(i) If 1 < p ≤ q, then
C1 ≈ sup
n∈Z
(
↓
uqn
∑
i≤n
wi +
∑
i≥n
↓
uqiwi
) 1
q
(∑
k≤n
v
1
1−p
k
) p−1
p
.
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(ii) If p > 1 and q < p, then
C1 ≈
(∑
n∈Z
(∑
i≥n
↓
uqiwi
) q
p−q
↓
uqnwn
(∑
k≤n
v
1
1−p
k
) (p−1)q
p−q
) p−q
pq
+
(∑
n∈Z
(∑
i≤n
wi
) q
p−q
wn sup
k≥n
↓
u
pq
p−q
k
(∑
j≤k
v
1
1−p
j
) (p−1)q
p−q
) p−q
pq
.
(iii) If 0 < p ≤ 1 and p ≤ q, then
C1 ≈ sup
n∈Z
(
↓
uqn
∑
i≤n
wi +
∑
k≥n
↓
uqkwk
) 1
q
sup
j≤n
v
− 1
p
j .
(iv) If 0 < q < p ≤ 1, then
C1 ≈
(∑
n∈Z
(∑
i≥n
wi
↓
uqi
) q
p−q
↓
uqnwn sup
k≤n
v
q
q−p
k +
∑
n∈Z
(∑
i≤n
wi
) q
p−q
wn sup
k≥n
↓
u
pq
p−q
k v
q
q−p
k
) p−q
pq
.
Theorem 2.2. Let p, q ∈ (0,∞) and u,v,w ∈ RZ+. Then the least constant C2 such that
(1.2) holds for all a ∈ RZ+ admits the following estimates.
(i) If 1 < p ≤ q, then
C2 ≈ sup
n∈Z
(∑
i≤n
wi sup
i≤j≤n
uqj
) 1
q
(∑
k≥n
v
1
1−p
k
) p−1
p
.
(ii) If p > 1 and q < p, then
C2 ≈
(∑
n∈Z
(∑
i≥n
wi
) q
p−q
w
q
p−q
n sup
k≥n
u
pq
p−q
k
(∑
m≤k
v
1
1−p
m
) (p−1)q
p−q
) p−q
pq
+
(∑
n∈Z
(∑
i≤n
wi sup
i≤j≤n
uqj
) q
p−q
wn sup
k≥n
uqk
(∑
m≥k
v
1
1−p
m
) (p−1)q
p−q
) p−q
pq
.
(iii) If 0 < p ≤ 1 and p ≤ q, then
C2 ≈ sup
n∈Z
(
uqn
∑
i≤n
wi +
∑
k≥n
uqkwk
) 1
q
sup
j≤n
v
−
1
p
j .
(iv) If 0 < q < p ≤ 1, then
C2 ≈
(∑
n∈Z
(∑
i≤n
wi
) q
p−q
wn sup
k≥n
u
q
p−q
k sup
m≥k
v
q
q−p
m
) p−q
pq
+
(∑
n∈Z
(∑
i≤n
wi sup
i≤j≤n
uqj
) q
p−q
wn sup
k≥n
uqk sup
m≥k
v
q
q−p
m
) p−q
pq
.
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3. Equivalence theorems for p ∈ (0, 1]
In this section, after presenting some auxiliary results, we show an equivalence principle
for supremal and integral Hardy operators in the case p ∈ (0, 1]. These results establish
a link between discrete and continuous Hardy-type inequalities for such p, but they are of
independent interest.
The first preliminary result is an extension of [Sin03, Theorem 3.1] concerning “transferring
monotonicity” to the weight sequence on the right-hand side. In here, we use the following
notation, for a ∈ RZ+,
San = sup
j≤n
aj , Iaj =
∑
j≤n
aj .
Hence Sa, Ia ∈ R
Z
+ and San, Ian are the n-th entries of Sa and Ia, respectively.
Lemma 3.1. Let u ∈ RZ+. Let ϕ : R
Z
+ → R+ be a functional such that there exists a sequence
c ∈ RZ+ with a finite number of non-zero entries for which ϕ(c) > 0. In addition to this,
assume that ϕ satisfies
Sa ≤ Sb =⇒ ϕ(a) ≤ ϕ(b) (3.1)
or
Ia ≤ Ib =⇒ ϕ(a) ≤ ϕ(b) (3.2)
for all a,b ∈ RZ+. Then we have
sup
a∈RZ+
ϕ(a)∑
n∈Z
anun
= sup
a∈RZ+
ϕ(a)∑
n∈Z
an
↓
un
. (3.3)
Proof. The assertion involving an operator satisfying (3.2) follows from the proof of [Sin03,
Theorem 3.1]. The proof for the case (3.1) is rather similar but we give it here for the sake
of completeness.
The inequality “≤” is obvious since
↓
u ≤ u. We have to show “≥”. First assume that
↓
u is identically zero. By the properties of ϕ, there exists a finite set of indices M ⊂ Z
and a sequence c ∈ RZ+ such that ϕ(c) > 0 and cn = 0 unless n ∈ M . Let ε > 0. Since
lim infn→−∞ un = 0, there exists N ∈ Z such that N ≤ minM and uN < ε. Define bN =
maxn∈M cn and bn = 0 for all n ∈ Z \ {N}. The sequence b = {bn}n∈Z satisfies Sb ≥ Sc,
thus also ϕ(b) ≥ ϕ(c). Moreover, we have∑
n∈Z
bnun = bNuN < ε max
n∈M
cn.
Hence,
ϕ(b)∑
n∈Z bnun
>
ϕ(b)
ε maxn∈M cn
≥
ϕ(c)
ε maxn∈M cn
,
and therefore
sup
a∈RN+
ϕ(a)∑
n∈Z anun
>
ϕ(c)
ε maxn∈M cn
.
Since ε > 0 was arbitrary, we have
sup
a∈RN+
ϕ(a)∑
n∈Z anun
=∞,
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so the inequality “≥” in (3.3) is obviously satisfied.
In the following, we assume that
↓
u is not identically zero, hence
lim
n→−∞ ↓
un = lim inf
n→−∞
un > 0. (3.4)
Let ε > 0. By definition of the envelope and (3.4), there exists an index n0 ∈ Z such that
un0 ≤ (1 + ε)↓un0 .
Now we define a sequence {nk} recursively. At first, we construct the “positive part” with
indices k > 0 as follows. If k ∈ N, nk−1 is defined and nk−1 <∞, define
nk = inf
{
j ∈ Z
∣∣ j > nk−1, uj ≤ (1 + ε)
↓
uj
}
,
where inf ∅ =∞. In this way, we get a strictly increasing sequence of indices {nk}
K
n=0 which
is either finite with K ∈ N and nK =∞, or infinite with K =∞. Furthermore, we construct
the “negative part” with indices k < 0. If k ∈ Z, k < 0, is such that nk+1 is already defined,
put
nk = sup
{
j ∈ Z
∣∣ j < nk+1, uj ≤ (1 + ε)
↓
uj
}
.
In this case, the set over which the supremum is taken is nonempty, by the definition of
↓
u
and (3.4). Hence, altogether we obtain a strictly increasing sequence of indices {nk}
K
n=−∞
such that
unk ≤ (1 + ε)↓unk (3.5)
and
↓
un =
↓
unk for all n ∈ {nk, . . . , nk+1 − 1} (3.6)
for all k ∈ Z such that k < K. To verify (3.6), suppose that if
↓
unk > ↓uj for some j ∈ Z,
j > nk. Without loss of generality, j is the smallest index with this property. Then necessarily
↓
uj = uj by definition of the envelope, and thus nk+1 ≤ j by definition of {nk}.
Let us note that if
↓
u contains no infinite constant subsequence, the above construction may
be performed with ε = 0 (K =∞ is then guaranteed).
Fix a ∈ RZ+ arbitrary. We define a sequence b by setting
bn =


sup
nk≤j<nk+1
an if n = nk for some k ∈ Z, k < K,
0 else.
(3.7)
It follows that Sa ≤ Sb. Indeed, for each n ∈ Z there exists k ∈ Z, k < K, such that
nk ≤ n < nk+1 and we have, for each n,
San = sup
j≤n
aj ≤ max
{
sup
j<nk
aj , sup
nk≤j<nk+1
aj
}
= Sbn.
Moreover, by (3.7), (3.6) and (3.5) one has∑
n∈Z
bnun =
∑
k≤K−1
unk sup
nk≤j<nk+1
aj ≤ (1 + ε)
∑
k≤K−1
sup
nk≤j<nk+1
aj
↓
uj ≤ (1 + ε)
∑
n∈Z
an
↓
un. (3.8)
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By the properties of ϕ, Sa ≤ Sb implies ϕ(a) ≤ ϕ(b). From this and (3.8) we obtain
ϕ(a)∑
n∈Z
an
↓
un
≤
(1 + ε)ϕ(a)∑
n∈Z
bnun
≤
(1 + ε)ϕ(b)∑
n∈Z
bnun
≤ (1 + ε) sup
b∈RZ+
ϕ(b)∑
n∈Z
bnun
.
Since a ∈ RZ+ and ε > 0 were arbitrary, we get the desired inequality
sup
ϕ(a)∑
n∈Z
an
↓
un
≤ sup
b∈RZ+
ϕ(b)∑
n∈Z
bnun
.

Remark 3.2. For a ∈ RZ+, define
S∗an = sup
j≥n
aj and I
∗aj =
∑
j≥n
aj.
Lemma 3.1 holds unchanged if we replace S by S∗ in (3.1) as well as I by I∗ in (3.2), and
↓
u
by
↑
u in (3.3). To check this, it suffices to perform the index change an = a−n, n ∈ Z.
In what follows we are going to use a blocking technique (see [GE98]). To this end, we
need the following definition. Let w ∈ RZ+ and n0 ∈ Z. The block partition with respect to w
starting at n0 is the sequence {nk}
K
k=0 defined recursively by
n1 = n0 + 1,
nk = inf

j ∈ Z
∣∣∣ j > nk−1, ∑
i≥j
wi ≥ 2
j−1∑
i=nk−1
wi

 for k ≥ 2.
In here, K ∈ Z if
∑
n∈Zwn <∞, and K =∞ otherwise. Notice also the convention inf ∅ =∞
being used. Furthermore, define
K =
{
k ∈ {1, . . . ,K − 1}
∣∣nk < nk+1 − 1} .
By the construction, for all k ∈ K it holds that
nk+1−2∑
i=nk
wi < 2
nk−1∑
i=nk−1
wi.
The reverse inequality holds for all k ∈ {1, . . . ,K−2}. Here, as well as any other parts of the
article where block partitions are used, we assume, without loss of generality, that K ≥ 3.
The blocking technique relies on the following well-known proposition (see [GE98, Krˇe17a,
GP03]).
Proposition 3.3. Let 0 < α < ∞. Then there exists a constant C ∈ (0,∞) such that for
any kmin, kmax ∈ Z∪ {±∞}, kmin ≤ kmax − 2, and any b, c ∈ R
Z
+ satisfying bk+1 ≥ 2bk for all
k ∈ Z, kmin ≤ k ≤ kmax − 2, one has
kmax∑
k=kmin
(
kmax∑
m=k
cm
)α
bk ≤ C
kmax∑
k=kmin
cαk bk,
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kmax∑
k=kmin
sup
k≤m≤kmax
cmbk ≤ C
kmax∑
k=kmin
ckbk.
The constant C depends only on α.
Notice that in the above proposition we have assumed that the index set {kmin, . . . , kmax}
contains at least three elements, and the condition bk+1 ≥ 2bk does not need to hold for
k = kmax − 1. As the reader may check very easily, this does not change the validity of the
proposition.
As the least (optimal) constants are expressed as suprema in the results below, the con-
vention 0−α =∞, ∞−α = 0 (α > 0), 0 · ∞ = 0 is in charge.
The first result obtained by the blocking technique involves a simple Hardy inequality.
It may be recovered by examining the characterizations in [GE98, Theorem 7.7]. Here we
present a direct proof since we are going to use its elements further on.
Lemma 3.4. Let p ∈ (0, 1], q ∈ (0,∞) and v,w ∈ RZ+. Define
A(3.9) = sup
a∈RZ+
(∑
n∈Z
wn sup
j≥n
aqj
) 1
q
(∑
n∈Z
apnvn
)− 1
p
, (3.9)
A(3.10) = sup
a∈RZ+
(∑
n∈Z
wn
[∑
j≥n
aj
]q) 1q(∑
n∈Z
apnvn
)− 1
p
, (3.10)
A(3.11) = sup
a∈RZ+
(∑
n∈Z
wn
[∑
j≥n
apj
] q
p
) 1
q
(∑
n∈Z
apnvn
)− 1
p
. (3.11)
Then the quantities A(3.9), A(3.10) and A(3.11) are equivalent, and, moreover, the equivalence
constants depend only on p and q.
Proof. Since p ∈ (0, 1], the inequalities A(3.9) ≤ A(3.10) ≤ A(3.11) follow from (1.7). We will
prove A(3.11) ≤ CA(3.9) with an appropriate constant C.
By Remark 3.2, we may assume that v is increasing. Let a ∈ RZ+ be such that
∑
n∈Z a
p
nvn ∈
(0,∞). Fix an arbitrary n0 ∈ Z. Let {nk}
K
k=0 be the block partition with respect to w starting
10 AMIRAN GOGATISHVILI, MARTIN KRˇEPELA, RASTISLAV O
,
LHAVA, AND LUBOSˇ PICK
at n0. We have
∑
n≥n0
wn
[∑
j≥n
apj
] q
p
=
K−1∑
k=0
nk+1−1∑
n=nk
wn
[∑
j≥n
apj
] q
p
=
K−2∑
k=0
wnk+1−1
[ ∑
j≥nk+1−1
apj
] q
p
+
∑
k∈K
nk+1−2∑
n=nk
wn
[∑
j≥n
apj
] q
p
.
K−2∑
k=0
wnk+1−1
[ ∑
j≥nk+1−1
apj
] q
p
+
∑
k∈K
nk−1∑
n=nk−1
wn
[ ∑
j≥nk−1
apj
] q
p
.
K−2∑
k=0
nk+1−1∑
n=nk
wn
[ ∑
j≥nk+1−1
apj
] q
p
.
K−2∑
k=0
nk+1−1∑
n=nk
wn
[ nk+2−2∑
j=nk+1−1
apj
] q
p
.
Here we used the properties of the block partition on the third line, and Proposition 3.3 on
the fifth. Now define the sequence b ∈ RZ+ by
bn =


[ nk+1−2∑
j=nk−1
apj
] 1
p
if n = nk − 1 for some k ∈ {1, . . . ,K − 1},
0 otherwise.
Since v is increasing, we have
∑
n∈Z
bpnvn =
K−1∑
k=1
nk+1−2∑
j=nk−1
apjvj ≤
∑
n∈Z
apnvn.
Altogether, we obtain the following chain of relations in which C ∈ (0,∞) depends only on p
and q,
( ∑
n≥n0
wn
[∑
j≥n
apj
] q
p
) 1
q
(∑
n∈Z
apnvn
)− 1
p
≤ C
(
K−2∑
k=0
nk+1−1∑
n=nk
wn
[ nk+2−2∑
j=nk+1−1
apj
] q
p
) 1
q
(∑
n∈Z
apnvn
)− 1
p
= C
(
K−2∑
k=0
nk+1−1∑
n=nk
wnb
q
nk+1−1
) 1
q
(∑
n∈Z
apnvn
)− 1
p
≤ C
(
K−2∑
k=0
nk+1−1∑
n=nk
wn sup
j≥n
bqj
) 1
q
(∑
n∈Z
bpnvn
)− 1
p
≤ C sup
b∈RZ+
(∑
n∈Z
wn sup
j≥n
bqj
) 1
q
(∑
n∈Z
bpnvn
)− 1
p
.
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Since n0 was arbitrary, we have
(∑
n∈Z
wn
[∑
j≥n
apj
] q
p
) 1
q
(∑
n∈Z
apnvn
)− 1
p
≤ C sup
b∈RZ+
(∑
n∈Z
wn sup
j≥n
bqj
) 1
q
(∑
n∈Z
bpnvn
)− 1
p
with the same C. If
∑
n∈Z a
p
nvn = 0, the inequality holds trivially. If
∑
n∈Z a
p
nvn = ∞, both
sides of the inequality are either zero (when w is constant zero) or infinite. Hence, we may
take the supremum over a ∈ RZ+ on the left-hand side, which yields A(3.11) ≤ CA(3.9). 
An analogous statement to the preceding lemma in the case when q = ∞ holds, too. It
can be easily proved by interchanging the suprema.
Lemma 3.5. Let p ∈ (0, 1] and v,w ∈ RZ+. Then
sup
a∈RZ+
sup
n∈Z
un
∑
j≥n
aj
(∑
i∈Z
api vi
)− 1
p
= sup
a∈RZ+
sup
n∈Z
un sup
j≥n
aj
(∑
i∈Z
api vi
)− 1
p
= sup
n∈Z
un sup
j≥n
v
−
1
p
j .
Remark 3.6. As usual, both Lemmas 3.4 and 3.5 have their “dual versions”, in which the
suprema or sums over j ≥ n are replaced by their respective counterparts over j ≤ n. We
omit the details.
We are now in a position to prove a similar equivalence for the more complicated iterated
Hardy operators.
Theorem 3.7. Let p ∈ (0, 1], q ∈ (0,∞) and v,w ∈ RZ+. Define
A(3.12) = sup
a∈RZ+
(∑
n∈Z
wn
[
sup
j≥n
uj sup
i≥j
ai
]q) 1q(∑
n∈Z
vna
p
n
)− 1
p
, (3.12)
A(3.13) = sup
a∈RZ+
(∑
n∈Z
wn
[
sup
j≥n
uj
∑
i≥j
ai
]q) 1q(∑
n∈Z
vna
p
n
)− 1
p
, (3.13)
A(3.14) = sup
a∈RZ+
(∑
n∈Z
wn
[
sup
j≥n
upj
∑
i≥j
api
] q
p
) 1
q
(∑
n∈Z
vna
p
n
)− 1
p
. (3.14)
Then A(3.12), A(3.13) and A(3.14) are mutually equivalent, and, moreover, the equivalence con-
stants depend only on p and q.
Proof. Due to (1.7), only A(3.14) ≤ CA(3.12) needs proving. Let n0 ∈ Z and let {nk}
K
k=0 be the
block partition with respect to w starting at n0. Without loss of generality we may assume
that K ≥ 3. Let a ∈ RZ+ be such that
∑
n∈Z a
p
nvn ∈ (0,∞). Analogously as in Lemma 3.4 we
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have
∑
n≥n0
wn sup
j≥n
uqj
[∑
i≥j
api
] q
p
=
K−1∑
k=0
nk+1−1∑
n=nk
wn sup
j≥n
uqj
[∑
i≥j
api
] q
p
=
K−2∑
k=0
wnk+1−1 sup
j≥nk+1−1
uqj
[∑
i≥j
api
] q
p
+
∑
k∈K
nk+1−2∑
n=nk
wn sup
n≤j≤nk+1−2
uqj
[∑
i≥j
api
] q
p
.
K−2∑
k=0
nk+1−1∑
n=nk
wn sup
j≥nk+1−1
uqj
[∑
i≥j
api
] q
p
.
K−2∑
k=0
nk+1−1∑
n=nk
wn sup
nk+1−1≤j≤nk+2−2
uqj
[∑
i≥j
api
] q
p
.
K−2∑
k=0
nk+1−1∑
n=nk
wn sup
nk+1−1≤j≤nk+2−2
uqj
[ nk+2−2∑
i=j
api
] q
p
+
K−3∑
k=0
nk+1−1∑
n=nk
wn sup
nk+1−1≤j≤nk+2−2
uqj
[ ∑
i≥nk+2−1
api
] q
p
= B1 +B2.
If k ∈ {0, . . . ,K − 2} and
nk+2−2∑
n=nk+1−1
apnvn > 0, (3.15)
find cnk+1−1, . . . , cnk+2−2 ≥ 0 such that
nk+2−2∑
n=nk+1−1
cpnvn =
nk+2−2∑
n=nk+1−1
apnvn
and
sup
b∈RZ+
sup
nk+1−1≤j≤nk+2−2
uj sup
j≤i≤nk+2−2
bi
(
nk+2−2∑
m=nk+1−1
bpmvm
)− 1
p
≤ 2 sup
nk+1−1≤j≤nk+2−2
uj sup
j≤i≤nk+2−2
ci
(
nk+2−2∑
n=nk+1−1
cpnvn
)− 1
p
.
For all other indices n ∈ Z such that n /∈ {nk+1 − 1, . . . , nk+2 − 2} and all k ∈ {0, . . . ,K − 2}
satisfying (3.15) we define cn = 0. In this way we obtain a sequence c ∈ R
Z
+ which moreover
satisfies ∑
n∈Z
cpnvn ≤
∑
n≥n0
apnvn.
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Using Lemma 3.5 we get
B1 ≤
K−2∑
k=0
nk+1−1∑
n=nk
wn
[
sup
b∈RZ+
sup
nk+1−1≤j≤nk+2−2
uj
nk+2−2∑
i=j
bi
(
nk+2−2∑
m=nk+1−1
bpmvm
)− 1
p
]q( nk+2−2∑
n=nk+1−1
apnvn
) q
p
.
K−2∑
k=0
nk+1−1∑
n=nk
wn
[
sup
b∈RZ+
sup
nk+1−1≤j≤nk+2−2
uj sup
j≤i≤nk+2−2
bi
(
nk+2−2∑
m=nk+1−1
bpmvm
)− 1
p
]q( nk+2−2∑
n=nk+1−1
apnvn
) q
p
.
K−2∑
k=0
nk+1−1∑
n=nk
wn
[
sup
nk+1−1≤j≤nk+2−2
uj sup
j≤i≤nk+2−2
ci
]q
.
∑
n≥n0
wn
[
sup
j≥n
uj sup
i≥j
ci
]q
.
Hence,
B1
( ∑
n≥n0
apnvn
)− q
p
.
∑
n≥n0
wn
[
sup
j≥n
uj sup
i≥j
ci
]q(∑
n∈Z
apnvn
)− q
p
.
∑
n≥n0
wn
[
sup
j≥n
uj sup
i≥j
ci
]q(∑
n∈Z
cpnvn
)− q
p
≤ Aq(3.12).
Lemma 3.4 further yields
B2
( ∑
n≥n0
apnvn
)− q
p
.
K−3∑
k=0
nk+1−1∑
n=nk
wn sup
nk+1−1≤j≤nk+2−2
uqj
[
sup
i≥nk+2−1
ai
]q(∑
n∈Z
apnvn
)− q
p
≤
∑
n∈Z
wn
[
sup
j≥n
uj sup
i≥j
ai
]q(∑
n∈Z
apnvn
)− q
p
≤ Aq(3.12).
Finally, we get ( ∑
n≥n0
wn
[
sup
j≥n
uj
∑
i≤j
ai
]q) 1q(∑
n∈Z
apnvn
)− 1
p
≤
( ∑
n≥n0
wn
[
sup
j≥n
uj
∑
i≤j
ai
]q) 1q( ∑
n≥n0
apnvn
)− 1
p
≤ CA(3.12).
Since n0 may be arbitrarily small, we obtain, with the same constant C, the desired inequality
A(3.13) ≤ CA(3.12). The cases when
∑
n∈Z a
p
nvn is either zero or infinite can be treated as in
the end of the proof of Lemma 3.4. 
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Theorem 3.8. Let p ∈ (0, 1], q ∈ (0,∞) and v,w ∈ RZ+. Define
A(3.16) = sup
a∈RZ+
(∑
n∈Z
wn
[
sup
j≥n
uj sup
i≤j
ai
]q) 1q(∑
n∈Z
vna
p
n
)− 1
p
, (3.16)
A(3.17) = sup
a∈RZ+
(∑
n∈Z
wn
[
sup
j≥n
uj
∑
i≤j
ai
]q) 1q(∑
n∈Z
vna
p
n
)− 1
p
, (3.17)
A(3.18) = sup
a∈RZ+
(∑
n∈Z
wn
[
sup
j≥n
upj
∑
i≤j
api
] q
p
) 1
q
(∑
n∈Z
vna
p
n
)− 1
p
. (3.18)
Then A(3.16), A(3.17) and A(3.18) are equivalent, and, moreover, the equivalence constants depend
only on q.
Proof. The proof is essentially the same as that of Theorem 3.7. The only minor difference
is that, with {nk}
K
k=0 being the block partition with respect to w starting at n0 and a ∈ R
Z
+
being a sequence such that
∑
n∈Z a
p
nvn ∈ (0,∞), we get the following estimate:
∑
n≥n0
wn
[
sup
j≥n
uj
∑
i≤j
ai
]q
.
K−2∑
k=0
nk+1−1∑
n=nk
wn
[
sup
nk+1−1≤j≤nk+2−2
uj
j∑
i=nk+1−2
ai
]q
+
K−2∑
k=1
nk+1−1∑
n=nk
wn sup
nk+1−1≤j≤nk+2−2
uqj
[ ∑
i≤nk+1−2
ai
]q
.
Both terms can then be treated as in Theorem 3.7. A slight difference concerns the second
one for which we just have to use the “dual version” of Lemma 3.4 (see Remark 3.6) instead
of the standard one. 
Remark 3.9. It goes without saying that Theorems 3.7 and 3.8 may be restated in a “dual
form” by replacing each symbol “≤” in their statements by “≥” and vice versa.
At this point we may apply the obtained results to establish an interesting characterization
of a discrete inequality by a continuous one in the case p ∈ (0, 1].
Corollary 3.10. Let p ∈ (0, 1] and q ∈ (0,∞). Let u,v,w ∈ RZ+. Define u,v and w as in
Theorem 1.1. Then (1.1) holds for every sequence a ∈ RZ+ if and only if(∫
R
(
sup
s≥t
u(s)p
∫ s
−∞
f(y) dy
) q
p
w(t) dt
) p
q
≤ Cp1
∫
R
f(t)v(t) dt
holds for every f ∈M+.
Similarly, (1.2) holds for every sequence a ∈ RZ+ if and only if(∫
R
(
sup
s≥t
u(s)p
∫ ∞
s
f(y) dy
) q
p
w(t) dt
) p
q
≤ Cp2
∫
R
f(t)v(t) dt
holds for every f ∈M+.
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4. Proofs
Let us start by proving Theorem 1.1 from the introduction.
Proof of Theorem 1.1. Suppose that (1.1) holds and let f ∈ M+. Set an =
∫ n+1
n
f for
n ∈ Z. Then we get, using the Ho¨lder inequality,
(∑
n∈Z
apnvn
) 1
p
≤
(∑
n∈Z
∫ n+1
n
f(t)pvn dt
) 1
p
=
(∫ ∞
0
f(t)pv(t) dt
) 1
p
(4.1)
and 
∑
n∈Z

sup
i≥n
ui
∑
k≤i
ak


q
wn


1
q
=
(∑
n∈Z
(
sup
i≥n
ui
∫ i+1
−∞
f(y) dy
)q ∫ n+1
n
w(t) dt
)1
q
=
(∑
n∈Z
∫ n+1
n
(
sup
s≥t
u(s)
∫ s
−∞
f(y) dy
)q
w(t) dt
)1
q
=
(∫
R
(
sup
s≥t
u(s)
∫ s
−∞
f(y) dy
)q
w(t) dt
)1
q
, (4.2)
and (1.10) follows.
Conversely, assume that (1.10) is satisfied. Let a ∈ RZ+ be arbitrary. Define
f =
∑
n∈Z
anχ[n,n+1).
Then we get (4.2) as above, and (4.1) holds now with identity in place of inequality. Hence,
(1.1) follows.
The equivalence between (1.2) and (1.11) can be obtained analogously. 
Now we can complete the proofs of the main results.
Proof of Theorem 2.1. Let u,v,w be as in Theorem 1.1. Let C1 be the least constant
(including the possibility C1 =∞) such that (1.1) holds for all a ∈ R
Z
+.
Assume that 1 < p ≤ q. From Theorem 1.1 and [GOP06, Theorem 4.1] it follows that
C1 ≈ sup
t∈R
sup
x≥t
u(x)
(∫ t
−∞
w(s) ds
) 1
q
(∫ t
−∞
v(s)
1
1−p ds
)p−1
p
+ sup
t∈R
(∫ ∞
t
sup
y≥s
u(y)qw(s) ds
)1
q (∫ t
−∞
v(s)
1
1−p ds
)p−1
p
= B1 +B2.
Notice that [GOP06, Theorem 4.1] is stated for inequality (1.10) in which the integration
domain is replaced by (0,∞) and where the function u is continuous. Therefore, to get the
result in the form we need, we have to use a change of variables and a monotone approximation
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of u by continuous functions. Anyway, we have
B1 = sup
n∈Z
sup
t∈[n,n+1)
sup
x≥t
u(x)
(∫ t
−∞
w(s) ds
)1
q
(∫ t
−∞
v(s)
1
1−p ds
)p−1
p
= sup
n∈Z
↓
un
(∑
i≤n
wi
) 1
q
(∑
k≤n
v
1
1−p
k
)p−1
p
and
B2 = sup
n∈Z
sup
t∈[n,n+1)
(∫ ∞
t
sup
y≥s
u(y)qw(s) ds
)1
q (∫ t
−∞
v(s)
1
1−p ds
) p−1
p
= sup
n∈Z
sup
t∈[n,n+1)
(∫ n+1
t
sup
y≥s
u(y)qw(s) ds
∫ ∞
n+1
sup
y≥s
u(y)qw(s) ds
) 1
q
×
(∫ t
n
v(s)
1
1−p ds+
∫ n
−∞
v(s)
1
1−p ds
) p−1
p
= sup
n∈Z
sup
λ∈[0,1)
(
λ
↓
uqnwn +
∑
i≥n+1
↓
uqiwi
) 1
q
(
(1− λ)v
1
1−p
n +
∑
k≤n−1
v
1
1−p
k
) p−1
p
≈ sup
n∈Z
(∑
i≥n
↓
uqiwi
) 1
q
(∑
k≤n
v
1
1−p
k
) p−1
p
.
To verify the latter equivalence, observe that
sup
λ∈[0,1]
(X +λx)α(Y +(1−λ)y)β ≤ (X + x)α(Y + y)β ≤ 2α+β sup
λ∈[0,1]
(X +λx)α(Y +(1−λ)y)β
holds for all x, y,X, Y ∈ [0,∞) and α, β ∈ (0,∞). (In case of doubts set λ = 12 .) Combining
the obtained estimates gives (i).
If 1 < p and q > p, then we use Theorem 1.1 and [GOP06, Theorem 4.4] and proceed
similarly as above.
In the remaining cases where p ≤ 1 we use Corollary 3.10, [GOP06, Theorems 4.1, 4.4] and
proceed analogously again. 
Proof of Theorem 2.2. This proof is analogous to that of Theorem 2.1. We use Theo-
rem 1.1, Corollary 3.10 and the characterizations concerning inequalities for positive functions
which are found in [Krˇe17a, Theorems 6 and 7]. Details are omitted. 
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