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Abstract
Data Driven Computing is a new field of computational analysis which uses provided data to directly
produce predictive outcomes. This thesis first establishes definitions of Data-Driven solvers and
working examples of static mechanics problems to demonstrate efficacy. Significant extensions are
then explored to both accommodate noisy data sets and apply the deveoloped methods to dynamic
problems within mechanics. Possible method improvements discuss incorporation of data quality
metrics and adaptive data sampling, while new applications focus on multi-scale analysis and the
need for public databases to support constitutive data collaboration.
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Chapter 1
Introduction
Significant text from this chapter is taken from [58].
1.1 Motivation
The computational sciences, as applied to physics and engineering problems, have always been con-
cerned with using data inputs to provide solution results. Most of the methodologies that have been
developed since the dawn of modern numerical analysis in the 1950’s have been preoccupied with
the discretization of space and time. Finite differences, finite elements, finite volumes, molecular
dynamics, and mesh free methods are all examples of different ways of estimating solution fields.
The constitutive data that gives rise to the predictive validity of these methods has been used
to create models which are then embedded into the various solution methods. These models are
designed to act as succinct summaries for, at times, complicated material responses for which sum-
marization is a difficult task. Machine learning has been applied to automate this summarization
process, but there remain real difficulties in using reduced forms to accurately reproduce complex
phenomena. Primary among issues that restrict model quality is the need to characterize responses
across regimes that are data sparse. Frequently, experimental data is restricted in its ability to
collect the measurements needed to fully describe the domain of interest. In cases such as this,
modeling is required to both summarize data and make use of inference to operate in under-sampled
regimes.
At present, we are transitioning into an era of data generation and collection, where the avail-
ability of information sets that are data rich throughout the regimes of interest is becoming more
common. Presently for problems in mechanics, complex sub-scale numerical models can be easily
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exercised to systematically generate descriptive data sets of macroscopic field response. The prob-
lems for which experimental data is similarly descriptive remains comparably limited, however fu-
ture experimental methods might eventually extend the range of experimentally data-characterized
problems for mechanics. However, regardless of the data source, once a data set is such that data-
inference is no longer required, empirical summaries are necessarily less rich than the data upon
which they were based. In these circumstances, modeling then finds itself unable to take full ad-
vantage of the increasingly large data sets. Ultimately, the assumed properties of a model become a
restriction on the ability of a calculation to converge to measured behavior. This lack of convergence
then leads to unresolvable modeling errors, which ultimately influence the quality of the calculated
solution fields. The question then becomes how to move scientific computing beyond the modeling
paradigm and have it operate directly on the supplied data sets. In its most general form, Data
Science is the extraction of knowledge from large volumes of unstructured data [8, 9, 7, 15]. It uses
analytics, data management, statistics, and machine learning to derive mathematical models for
subsequent use in decision making. Data Science already provides classification methods capable
of processing source data directly into query answers in non-STEM problems, but no analogous
method exists to perform scientific calculations. What remains then is a need for a method to use
constitutive data to link the kinematic and kinetic laws properties which are at the core of any
scientific calculation.
1.2 Thesis scope and overview
The work of this thesis is focused on developing a new scientific computational paradigm for Data
Science known as Data Driven Computing. Previous works making use of Data Science in the
service of scientific computing have focused on making use of traditional machine learning techniques
to develop models for predicting new material properties, or generally automating the modeling
process. Public materials databases also exist, but at present the contained data are themselves
the parameterized outcomes of modeling processes. Data Driven Computing instead reformulates
initial-boundary-value problems around data associations defined at integration points within the
discretized domain. As a result, constitutive relations are explicitly defined by the source data
associations. Material modelling empiricism, error, and uncertainty are then eliminated entirely
with no loss of constitutive information.
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What follows in the remainder of Chapter 1 first provides descriptions of the previous Data
Science applications in Section 1.3 to provide contrast to the current work. Section 1.4 then
transitions to the important commonalities of Data Driven Computing methods before Section 1.5
finishes with summarized descriptions of the new methods developed in Chapters 2-4. A distance-
minimizing scheme is developed in Chapter 2, which is shown to converge for sequences of data sets
which uniformly converge to a functional form. Quasistatic simulations then act as the primary
demonstration case for Data Driven distance-minimization. These demonstrations are replicated
and extended in Chapter 3 using a max-ent based clustering argument to thermalize the method
within the context of an annealing schedule. This analytic extension of the distance-minimizing
solvers developed in Chapter 2 makes this new class of data solvers robust in the presence of data
sequences with persistent noise. Beyond the improvement of quasistatic response for noisy data
sets, this thermalized extension proves especially valuable in the multi-step evolution of dynamics
calculations explored in Chapter 4.
These beginning stages of development for Data Driven Computing demonstrate new possi-
bilities for a young paradigm of computational science. Chapter 5 details some of the method
extensions and applications that would naturally follow from this work, as well provide concluding
remarks on the work completed. Within mechanics these new methods offer the potential to provide
powerful scale-linking capacity to multi-scale analysis. Data Driven solvers move constitutive data
away from being a loose substrate upon which analysis resides, into becoming a core constituent
of the analytical process. This process provides the techniques with new forms of causality and
convergence that will make their use foundational to any number of new strategies and foci in
computational prediction.
1.3 State-of-the-art and differences with previous work
It is important to frame Data Driven Computing within the context of past and present efforts to
automate and strengthen the connection between data and science. It is also particularly important
to recognize the unique aspects of Data Driven Computing and how it differs from other efforts.
3
1.3.1 Material Informatics
There has been extensive previous work focusing on the application of Data Science and Analytics
to material data sets. The field of Material Informatics [22, 23, 69, 81, 82, 80, 84, 83, 85, 26, 73,
31, 21, 51, 50, 42, 47, 49] uses data searching and sorting techniques to survey large material data
sets. It also uses machine-learning regression [19, 93] and other techniques to identify patterns
and correlations in the data for purposes of combinatorial materials design and selection. These
approaches represent an application of standard sorting and statistical methods to material data
sets. While efficient at looking up and sifting through large data sets, it is questionable that any
real epistemic knowledge is generated by these methods. What is missing in Material Informatics
is a direct use – and solution of – the field equations of physics as a means of constraining and
ascertaining material behaviour. By way of contrast, such field equations play a prominent role in
Data Driven Computing and make the approach predictive, and not just postdictive.
1.3.2 Material identification
There has also been extensive previous work concerned with the use of empirical data for parameter
identification in prespecified material models, or for automating the calibration of the models.
For instance, the Error-in-Constitutive-Equations (ECE) method is an inverse method for the
identification of material parameters such as the Youngs modulus of an elastic material [41, 16,
35, 17, 20, 72, 27, 96, 10, 77, 68, 75]. While such approaches are efficient and reliable for their
intended application, namely, the identification of material parameters, they are radically different
from Data Driven Computing: material identification schemes aim to determine the parameters
of a prespecified material law from experimental data; Data Driven Computing dispenses with
material models altogether and uses material data directly in the formulation of initial-boundary-
value problems and attendant calculations thereof. In particular, in Data Driven Computing no a
priori assumptions are made regarding material behaviour, and the material data that is generated
and used is fundamental, unbiased, and model-independent.
1.3.3 Data repositories
A number of repositories are presently in existence aimed at data-basing and disseminating material
property data, e.g., [4, 2, 1, 3]. Some of these repositories receive extensive support from govern-
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mental agencies and other sources. However, it is important to note that the existing material
data repositories archive parametric data that is specific to the prespecified material models, which
considerably limits their value and usefulness and puts them at variance with Data Driven Com-
puting. For instance, OpenKIM [1] provides parametrizations of standard interatomic potentials,
such as the embedded-atom method (EAM), for a wide range of materials systems. Evidently,
such data is strongly biased by the assumption of a specific form of the interatomic potential.
By way of sharp contrast, Data Driven Computing supports the development of data repositories
that store fundamental, unbiased, model-independent material data only. Thus, suppose that the
field equations of interest are the equations of molecular dynamics. In this case, the fundamental
fields are the particle position and force fields, and the local states consist of atomic positions and
corresponding forces over local clusters of atoms. It thus follows that, in this case, model-free
unbiased data takes the form of local atomic positions and forces, determined, e.g., by means of
first-principles quantum-mechanical calculations. For more complex mesoscopic systems, the role
of mathematical analysis in determining what constitutes fundamental and unbiased material data
– and what unit-cell problem determines the data – is of the essence.
In summary, the Data Driven Computing paradigm is unique in that it entirely bypasses any
reference to preconceived empirical material models, i. e., it is strictly model-free, and incorporates
directly – and without bias – into initial-boundary-value problems data that is fundamental, i. e.,
that lives in the natural phase space of the governing field equations.
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1.4 Problem overview of Data Driven Computating
In this secton we discuss the primary aims and requirements of solution methods as they relate
to the developement of solvers which are Data Driven. While there is significant variation in
how Data Driven Computing can be affected with regards to solver methodologies and application
constraints, there remain commonalites whose discussion would provide clarity in the following
chapters. Subsection 1.4.1 provides a description of the general nature of constituive relations in
scientific computing and articulates the problems created by using models to define these relations.
This is followed by Subsection 1.4.2, which discuses how Data Driven solvers relax constitutive con-
straints between fields to accomodate the imposition of discrete points sets as constitutive relations.
Finally Section 1.4.3 discusses the need for convergence demonstrations and their importance in
underestanding the qualities of a given data solver.
1.4.1 Review of constitutive relations
A main task of scientific calculations is to resolve coupled field responses to boundary conditions.
Constitutive relationships then define the nature of coupling between the related fields. In mechan-
ics, the relations of interest are the extensive kinematic and kinetic work conjugate fields, e.g. ε
and σ. The language here restricts itself to mechanics, but this focus exists as a special case of
potential field theory through which electrostatics, diffusion and others present a similar need for
constitutive definitions. Individually these fields must strictly satisfy material independent prop-
erties. Kinematic fields must satisfy compatibility, while kinetic fields conserve momentum to be
consistent with known physical laws. The certainty with which such field constraints can be asserted
stands in stark contrast to the material dependent constitutive model which typically relates the
two fields. Such models must be informed by data, whose summarization into a model is typically
performed using empirical fits which require sigficant knowledge and understanding of underlying
phenomena. These model forms provide computational speed and the capacity for inference, but
at the cost of a modeling error that influences computational conclusions in ways which are hard
to characterize. Removing model characterization from the simulation process then allows for the
removal of a potential source of simulation error and introduces opportunities for automation.
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1.4.2 Develping relaxation schemes
To move beyond modeling, this thesis focuses upon the material data sets upon which such a models
are based. We begin by first defining a finite point set, E, which exists in phase space Z, where
z = (ε, σ), and an example from small deformation mechanics would express the set as
E = ((εi, σi), i = 1, · · · , N).
The discrete nature of the set would naturally confound constitutive strategies which rely upon
making use of a characterized function form. If compatibility, equilibrium, and boundary conditions
are represented by the constraint set C, a problem arises in the likely case where the combined
constraints cannot be satisfied by couplings defined by the discrete data set, thus E ∩C returns an
empty set. Knowing this, we then seek a relaxation which continues to satisfy all the members of
C, while minimizing deviations from E through direct data associations.
In exploring the need for a constitutive relaxation, it is helpful to first recall how constitutive
relationships are affected in spacial discretization schemes. For any fixed domain, the corresponding
fields are discretely sampled for enforcement at the integration points X . Any particular spacial
discretization scheme then naturally defines these points as is deemed optimal by the associated
method. This sampling, later written as z ∈ C, is more fully expressed as
z(xi) = (ε(xi), σ(xi)),
where
X = (xi, i = 1, · · · ,m),
z ∈ Z, and the constraint set C is satisfied, can imply that each of the fields is free to vary away
from these points. As a result, since direct data associations y ∈ E are discrete, it then naturally
follows that the associations be defined at the similarly discrete integration points. This separation
of the field values and data associations provides an elegant basis from which to formulate relaxed
constitutive data methodologies. What remains to be explored, for any given implementation of
these concepts, is the manner in which the relaxation is penalized to provide fidelity to the supplied
data in the presence boundary constraints. Chapters 2 and 3 each discuss a different penalization
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as a means of supplying different forms of data fidelity.
1.4.3 Demonstration requirements: Data Convergence
While relaxation and penalization provide the implementation details of how Data Driven solvers
operate, these new methods require demonstrable forms of convergence which are different than
is typically used in numerical analysis. Convergence is typically defined in terms of refinement
metrics; however the dependence of data driven methods upon the data sets prevents such direct
demonstrations. Because convergence cannot be guaranteed for an unknown sequence of data sets,
Data Driven convergence demonstrations can only show solutions which are consistent with intrinsic
features of the data, should they exist. This relaxed form of convergence demonstration is then
implemented by embedding models within sequences of constructed data sets which are used as a
means of testing Data Driven solvers for convergence. The manner in which this embedding process
can be performed, so as to allow a given Data Driven Computing method to data-converge, then
defines an important characteristic of the devised solver. Depending on the constitutive data set
employed, understanding these solver properties would aid in the selection of the proper method.
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1.5 Chapter overviews
What follows in this section is a summary of the major work topics of this thesis. To provide a
greater consistency of discussion in these summaries, some of the specific examples shown here are
modified versions of those seen in subsequent chapters. By providing adjacent chapter summaries
here in Chapter 1, focus can be directed into distilling the top level concepts and relations that
drive and connect the work in the remainder of the thesis.
1.5.1 Distance minimizing solutions
In order to add specifics to the relaxations discussed in Section 1.4.2, the question becomes how to
relate z ∈ C and y ∈ E to best reflect E as a constitutive description. The simplest demonstration
of Data Driven Computing, which is discussed in Chapter 2, identifies its measure of deviation as
the distance between z and y in a defined metric space, d(z, y). Thus is defined the equivalent
minimization problems
min
z∈C
min
y∈E
d(z, y) = min
y∈E
min
z∈C
d(z, y).
This formulation then defines an optimal solution which would provide the field values z satisfying
constraints C, and the data associations y in the material set E.
The Data Driven Computing scheme just outlined is illustrated in Figure 1.1 by means of the
elementary example of a uniformly-deformed bar deforming under the action of a loading device
of known behavior. As discussed, the constraint set C and the material data set E have an empty
intersection. Through the selection of a relaxed minimization criteria, an ideal solution can be
identified without the crutch of an assumed constitutive form. Beyond the need for solution results
to be processed directly from a material data set, a Data Driven method needs to also be capable
of exhibiting data-convergence. Such convergence is shown for a sequence of data sets Ei with
corresponding size ni, where ni−1 > ni if the solution converges as i → ∞. For example, the
constraint set and data set shown in Figure 1.1 make it apparent that under a distance minimizing
scheme, data-convergence would be achieved if the data sets converge to a graph in phase space.
As a way to demonstrate the viability of distance minimizing Data Driven computation, Chap-
ter 2 focuses on quasistatic test cases. While the chapter contains two working examples of such
problems, the most thorough of these initial explorations targeted a small deformation, hyperelastic
9
Figure 1.1: Bar loaded by soft device. The line C is the constraint set consistent with the applied
displacement u0. The material data set is the point set E. The distance minimizing, Data Driven
solution is the red-encircled point y and projection z, which generate the smallest distance in the
phase space.
truss with 1,048 degrees of freedom and a mix of specified boundary conditions. Figure 1.2 shows
the geometry and boundary conditions of this test case, along with magnified deformation effects
generated from the material data shown on the right. The diagram illustrates both how the con-
stitutive relation of the bar is defined by a data set, and the specific nature of a data association.
The distance function that defines the metric space for a stress-strain (σ,ε) phase space can be
expressed as
d2(z1, z2) =
E
2
(ε2 − ε1)2 + 1
2E
(σ2 − σ1)2,
where z = (ε, σ) and E is a selected weighting modulus. The full optimization problem then
becomes
min
zdat∈E
min
(
n∑
e=1
we
(
E
2
(Beu− εdate )2 +
1
2E
(σe − σdate )2
)
− µT
(
n∑
e=1
weB
T
e σe − f
))
,
where substitution is used to enforce compatibility, ε = Bu, and equilibrium is imposed in the
final term using the Lagrange multipliers µ. This ordering of the function minimums represents the
solution as one that minimizes the distance between the data association set and its projection onto
10
Figure 1.2: Static equilibrium of a three-dimensional truss in which the behavior of the material
is known only through the data set shown.
the constraint set. Since the expression of all possible data associations includes all permutations
of the bar-wise data assignments, the method cannot rigorously explore the entire material data
space. Instead a fixed point iteration scheme is formulated to create a series of reductions in the
minimizing function. This scheme, starting with an arbitrary assignment, projects the association
set onto the constraint set. The projected solution is then used to perform a nearest neighbor
search for new data associations. Termination then occors when all the data selections represent
the closest point to their own projection.
Chapter 2 includes demonstrations with sufficient size and complexity (e.g., Figure 1.2) to show
the viability of the method beyond the confines of simple examples. Numerical demonstrations of
distance minimizing Data Driven calculations are seen to exhibit data-convergence when the data
sets uniformly converge to a graph in the phase space. Solution costs are reasonable regarding both
speed and complexity, while the material data set size most strongly impacts the computational
expense of the described method. These initial demonstrations of efficacy provide initiation to the
development of other Data Driven solvers as well as application of the method to new mechanics
11
problems.
1.5.2 Extensions to data sets with persistent noise
The initial work on Data Driven computing discussed in Chapter 2 focuses primarily on establish-
ing and demonstrating a new class of Data Driven solvers. The distance-minimizing data solver
discussed previously stands as an excellent vehicle for the exposition of this new class of methods,
due in large part to the elegant simplicity of the distance-minimizing form. However, such solvers
exhibit data-convergence for noisy sets only if the sequence of data sets converges to a graph in
the phase space. The problem is adequately described by imagining what would happen to the
data scenario pictured in Figure 1.1 if the data, instead of collapsing to a line, sees additions to
the visualized set which are consistent with the pictured scatter. The points which best satisfy the
constraint C would “hop” to a new point whenever one of the newly added points more closely
approximates the constraint. Leaving aside the possibility of some distance ideal solution, E ∩ C,
this process would continue indefinitely, thus preventing the convergence to a final solution. In
Chapter 3, data sets which contain a finite band are accommodated using a probabilistic solution
strategy which arbitrates on the relevance and importance of different data points based on prox-
imity. Distance-minimizing Data Driven solvers are incapable of data-convergence for banded data
sets because they seek a single data member of E which most closely approximates the constraint
set C. Cluster analysis provides a means of incorporating the influence of data neighborhoods to
allow data-convergence in the presence of deeper samplings of fixed distributions.
Data Driven solvers for noisy data, developed in Chapter 3, employ cluster analysis so as to
make a new kind of data driven solvers robust to outliers and is well suited to data sources with
finite data bands. The foundations of cluster analysis have their roots in concepts provided by
Information Theory, such as maximum-entropy estimation [52]. Specifically, we wish to quantify
how well a point z in phase space is represented by a point zi in a material data set E = (z1, · · · , zn).
Equivalently, we wish to quantify the relevance of a point zi in the material data set to a given point
z in phase space. We measure the relevance of points zi in the material data set by means of weights
pi ∈ [0, 1] with the property:
∑n
i=1 pi = 1. We wish the ranking by relevance of the material data
points to be unbiased. It is known from Information Theory that the most unbiased distribution of
weights is that which maximizes Shannons information entropy [90, 91, 89]. In addition, we wish
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to accord points distant from z less weight than nearby points. These competing objectives can be
combined by introducing a Pareto weight β ≥ 0. The optimal and least-biased distribution is given
by the Boltzmann distribution[89, 13]:
pi =
1
Z
exp
(−βd2(z, zi)) , Z = n∑
i=1
exp
(−d2(z, zi)) ,
where the corresponding max-ent Data Driven solver now consists of minimizing the free energy
F (z) = − logZ/β over the constraint set C. Making use of fixed point iteration, the method uses a
field solution z to weight the summed data associations, which are then projected onto C to generate
an update for z. We note that, since both methods make use of the same projection, the distance-
minimizing Data Driven scheme is recovered in the limit of β →∞. For finite β, all points in the
material data set influence the solution, but their corresponding weights diminish with distance to
the trial solution z. The clustering scheme just described is in analogy to information-theoretical
methods for reconstructing geometrical objects and functions from point data sets [13, 32].
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Figure 1.3: Minimum-distance and maximum-entropy Data Driven solvers point selections for a
noisy 1000 point data set
Since the Pareto weight β is not based on any physical or data parameter, an annealing schedule
is used to remove any direct solution dependency. The schedule is initialized with β chosen to
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provide a convex free energy after which the method proceeds to raise β via a sequence of contracting
local convexity estimates. A free parameter λ is introduced to control the speed of annealing, where
solutions for a fixed data set converge under reductions to the annealing rate at significant increases
to computational cost. Figure 1.3a shows the data selections made by the distance-minimizing
method to solve the truss shown in Figure 1.2 from the pictured data set. In comparison, Figure
1.3b presents how the process of annealed data clustering produces selections along the center
of the distribution for the same data set. Demonstrations of maximum entropy methods on the
pictured static truss showed the method to data-converge faster than the equivalent distance-
minimizing solver for banded data converging to a graph. Additionally, Chapter 1.3b shows the
entropy maximizing method is also numerically shown to data-converge for material data sets
sampled from a fixed, finitely banded, probability distribution in the phase space. While the
demonstrations are computationally expensive, little effort is invested in computational efficiency
and there exist several simple strategies that would greatly improve the algorithm performance.
Chapter 3 ultimately presents a significant extension of Data Driven Computing to a much broader
class of possible data problems.
1.5.3 Dynamics
Having worked to first extend Data Driven Computing to a broader class of data solvers, Chapter 4
implements a new type of constraint set, implicit dynamics. The dynamic extension of the static
Data Driven solvers only requires substituting a discretized momentum balance for the static equi-
librium equation used previously. Stationarity, instead of providing two uncoupled linear systems
for u and µ, provides two linear systems which are coupled in both variables. It has been found
that, with limited modification, both discussed methods admit the dynamic equilibrium constraints;
however performance for max-ent solvers is generally better for any given data set. Numerical tests
in Chapter 4 show convergence metrics which are consistent with results presented in the perfor-
mance assessments seen in Chapter 2 and 3. Entropy-maximizing solvers provide better results in
the presence of noisy data sets, the compounding error of multi-step solutions drives their solutions
to dynamics calculations to be essential in the presence of a finitely banded data. To create a
dynamics test case, the quasi-static case from Figure 1.2 is modified to include an oscillating base
with no external force or displacement conditions. Making use of the data sets shown in Figure
14
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Figure 1.4: Dynamic x displacement response of node at top of a base-excited truss based on noisy
constitutive data.
1.3, the deflection ux at one of the former force application points is recorded. Figure 1.4 plots
that deflection over 10 base oscillations compared to the results of a traditional non-linear implicit
dynamics solver solution which made direct use of the model about which the pictured data is cen-
tered. Given the significant scatter of the shown input data, results show a remarkable correlation
between the Data Driven and reference solutions.
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Chapter 2
Distance Minimizing Data Driven
Computing
An earlier version of this work is available as a preprint [54] and has since been published [55]. It
is presented here with only small modifications.
2.1 Introduction
Boundary-value problems in science and engineering typically combine two types of equations:
i) conservation laws, which derive from universal principles such as conservation of momentum
or energy and are, therefore, uncertainty-free; and ii) material laws, formulated through physical
modeling based on experimental observation and that are, therefore, empirical and uncertain. The
prevailing classical computational paradigm has been to calibrate empirical material models using
observational data and then use the calibrated material model in calculations. This process of
modeling a fortiriori adds error and uncertainty to the solutions, especially in systems with high-
dimensional phase spaces and complex behavior. This modeling error and uncertainty arises from
imperfect knowledge of the functional form of the material laws, the phase space in which they are
defined, and from scatter and noise in the experimental data. Furthermore, often the models used
to fit the data are ad hoc, without a clear basis in physics or a mathematical criterion for their
selection, and thus the process of modeling is mired in empiricism and arbitrariness. Indeed, the
entire process of empirical material modeling, and model validation thereof, is open-ended and no
rigorous mathematical theory exists to date that makes it precise and quantitative.
Previous work has been carried out with a view to incorporating observational data into
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boundary-value problem solution methodologies, but typically with the aim of augmenting or au-
tomating, rather than replacing, the use and generation of material models. Material informatics
uses database techniques to first identify parameters of correlation and then use machine-learning
regression techniques [19] to ultimately provide predictive quantitative models [6]. Principal-
component analysis provides methods of dimensional reduction that allow such modeling techniques
to be applied [31]. These approaches have been extended to the generation of multi-scale modeling
correlations between macroscopic and microscopic constitutive properties [21, 46, 65, 48, 10].
These efforts may be understood as instances of Data Science, the extraction of “knowledge”
from large volumes of unstructured data [9, 15]. Data science often requires sorting through big-
data sets and extracting “insights” from these data. Data science uses data management, statistics
and machine learning to derive mathematical models for subsequent use in decision making. Data
Science currently influences primarily fields such as marketing, advertising, finance, social sciences,
security, policy, medical informatics, whereas the full potential of Data Science as it relates to high-
performance scientific computing is yet to be realized. Despite these limitations, reference to Data
Science does effectively serve the purpose of bringing data and artificial intelligence considerations
to the forefront.
In this work, we propose a new and different paradigm, which we refer to as data-driven comput-
ing, consisting of formulating calculations directly from experimental material data and pertinent
essential constraints and conservation laws, thus bypassing the empirical material modeling step
of conventional computing altogether. In this new computing paradigm, essential constraints and
conservation laws such as compatibility and equilibrium remain unchanged, as do all the numeri-
cal schemes used in their discretization, such as finite elements, time-integrators, et cetera. Such
conservation laws confer mathematical structure to the calculations, and this mathematical struc-
ture carries over to the present data-driven paradigm. However, in sharp contrast to conventional
computing, in data-driven computing the experimental material-data points are used directly in
calculations in lieu of an empirical material model. In this manner, material modeling empiricism,
error, and uncertainty are eliminated entirely and no loss of experimental information is incurred.
Specifically, data-driven solvers seek to assign to each material point the state from a prespecified
data set that is closest to satisfying the conservation laws. Equivalently, data-driven solvers aim
to find the state satisfying the conservation laws that is closest to the data set. The resulting
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data-driven problem thus consists of the minimization of a distance function to the data set in
phase space subject to the satisfaction of essential constraints and conservation laws.
We provide an efficient implementation of data-driven computing and demonstrate the practi-
cality of the approach is demonstrated by means of two examples of application, namely, the static
equilibrium of a nonlinear three-dimensional truss and linear elasticity. In these tests, the data-
driven solvers exhibit good convergence properties both with respect to the number of data points
and with regard to local data assignment. The variational structure of the data-driven problem
also renders it amenable to analysis. We show that, as the data set approximates increasingly
closely a classical material law in phase space, the data-driven solutions converge to the classical
solution. We also illustrate the robustness of data-driven solvers with respect to spatial discretiza-
tion. In particular, we show that the data-driven solutions of finite-element discretizations of linear
elasticity converge jointly with respect to mesh size and approximation by the data set. The math-
ematical analysis is also suggestive of a number of generalizations and extensions of the data-driven
computing paradigm.
2.2 Truss structures
We proceed to introduce and motivate the general approach with the aid of a simple stress-strain
data set to solve a non-linear elastic truss problem. Trusses are assemblies of articulated bars
that deform in uniaxial tension. Therefore, the material behavior of a bar is characterized by a
particularly simple relation between uniaxial strain ε and uniaxial stress σ. We refer to the space of
pairs (ε, σ) as phase space. We assume that the behavior of the material of each bar e = 1, . . . ,m,
where m is the number of bars in the truss, is characterized by—possibly different—sets Ee of
pairs (ε, σ), or local states. For instance, each point in the data set may correspond to, e. g., an
experimental measurement, a subgrid multiscale calculation, or some other means of characterizing
material behavior. A typical data set is notionally depicted in Fig. 2.1.
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Figure 2.1: Typical material data set for truss bar.
2.2.1 Data-driven solver
For a given material data set, the proposed data-driven solvers seek to assign to each bar e =
1, . . . ,m of the truss the best possible local state (εe, σe) from the corresponding data set Ee, while
simultaneously satisfying compatibility and equilibrium. We understand optimality of the local
state in terms of an appropriate figure of merit that penalizes distance to the data set in phase
space. For definiteness, we consider local penalty functions of the type
Fe(εe, σe) = min
(ε′e,σ′e)∈Ee
(
We(εe − ε′e) +W ∗e (σe − σ′e)
)
, (2.1)
for each bar e = 1, . . . ,m in the truss, with
We(εe) =
1
2
Ceε
2
e and W
∗
e (σe) =
1
2
σ2e
Ce
(2.2)
and with the minimum taken over all local states (ε′e, σ′e) in the local data set Ee. We may regard We
and W ∗e as reference strain and complementary energy densities, respectively. We emphasize that
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the functions We and W
∗
e are introduced as part of the numerical scheme and need not represent
any actual material behavior. In particular, the constant Ce is also numerical in nature and does
not represent a material property.
Given a global state consisting of the collection of the local states (εe, σe) of each one of its
bars, the combined penalty function
F =
m∑
e=1
weFe(εe, σe), (2.3)
penalizing all local departures of the local states of the bars from their corresponding data sets. Here
and subsequently, we = AeLe denotes the volume of truss member e, with Ae its cross-sectional
area and Le its length. Therefore, the aim is to minimize F with respect to the global state
{(ε, σ)} subject to equilibrium and compatibility constraints. These aims lead to the constrained
minimization problem
Minimize:
m∑
e=1
weFe(εe, σe), (2.4a)
subject to: εe =
n∑
i=1
Beiui and
m∑
e=1
weBeiσe = fi, (2.4b)
where {ui, i = 1, . . . , n} is the array of displacement degrees of freedom, {fi, i = 1, . . . , n} is the
array of applied forces and the coefficients Bei encode the connectivity and geometry of the truss.
The compatibility constraint can be enforced simply by expressing the strains in terms of dis-
placements. The equilibrium constraint can be enforced by means of Lagrange multipliers, leading
to the stationary problem
δ
(
m∑
e=1
weFe(
n∑
i=1
Beiui, σe)−
N∑
i=1
( m∑
e=1
weBeiσe − fi
)
ηi
)
= 0. (2.5)
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Taking all possible variations, we obtain
δui ⇒
m∑
e=1
weCe
( n∑
j=1
Bejuj − ε∗e
)
Bei = 0, (2.6a)
δσe ⇒ 1
Ce
(σe − σ∗e) =
n∑
i=1
Beiηi, (2.6b)
δηi ⇒
m∑
e=1
weBeiσe = fi, (2.6c)
where (ε∗e, σ∗e) denote (unknown) optimal data points for each one of the bars, i. e., data points
such that
Fe(
n∑
i=1
Beiui, σe) = We(
n∑
i=1
Beiui − ε∗e) +W ∗e (σe − σ∗e) (2.7)
or
We(
n∑
i=1
Beiui − ε∗e) +W ∗e (σe − σ∗e) ≤We(
n∑
i=1
Beiui − ε′e) +W ∗e (σe − σ′e) (2.8)
for all data points (ε′e, σ′e) in the local data set Ee. Once all optimal data points are determined,
eqs. (2.6) define a system of linear equations for the nodal displacements, the local stresses and
the Lagrange multipliers. A straightforward manipulation of these equations renders them in the
equivalent form
n∑
j=1
(
m∑
e=1
weCeBejBei
)
uj =
m∑
e=1
weCeε
∗
eBei, (2.9a)
n∑
j=1
(
m∑
e=1
weCeBeiBej
)
ηj = fi −
m∑
e=1
weBeiσ
∗
e . (2.9b)
We recognize in these equations two standard linear-elastic truss-equilibrium problems with identi-
cal stiffness matrix corresponding to the reference linear truss defined by We and W
∗
e , e = 1, . . . ,m.
The displacement problem (2.9a) is driven by the optimal local strains, whereas the Lagrange mul-
tiplier problem (2.9b) is driven by the out-of-balance forces attendant to the optimal local stresses.
It remains to determine the optimal local data points, i. e., the stress and strain pairs (ε∗e, σ∗e) in
the local data sets Ee that result in the closest possible satisfaction of compatibility and equilibrium.
The determination of the optimal local data points can be effected iteratively. Initially, all bars in
the truss are assigned random points (ε
∗(0)
e , σ
∗(0)
e ) from the corresponding local data sets Ee. The
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displacements u
(0)
i and Lagrange multipliers η
(0)
i are then computed by solving (2.9) and the stresses
σ
(0)
e are evaluated from (2.6b). The next local data assignment is then effected by determining, for
every member in the truss, the data points (ε
∗(1)
e , σ
∗(1)
e ) in Ee that are optimal with respect to the
local state (ε
(0)
e , σ
(0)
e ), i. e., such that
We(ε
(0)
e − ε∗(1)e ) +W ∗e (σ(0)e − σ∗(1)e ) ≤We(ε(0)e − ε′e) +W ∗e (σ(0)e − σ′e) (2.10)
for all data points (ε′e, σ′e) in the local data set Ee. This operation entails simple local searches
in phase space. The iteration then proceeds by recursion and terminates when the local data
assignments effect no change. A detailed flowchart of the data-driven solver is listed in Algorithm 1.
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Algorithm 1 Data-driven solver
Require: Local data sets Ee, Be-matrices, e = 1, . . . ,m. Applied loads fi, i = 1, . . . , n.
i) Set k = 0. Initial local data assignment:
for all e = 1, . . . ,m do
Choose (ε
∗(0)
e , σ
∗(0)
e ) randomly from Ee
end for
ii) Solve:
n∑
j=1
(
m∑
e=1
weCeBejBei
)
u
(k)
j =
m∑
e=1
weCeε
∗(k)
e Bei, (2.11a)
n∑
j=1
(
m∑
e=1
weCeBeiBej
)
η
(k)
j = fi −
m∑
e=1
weBeiσ
∗(k)
e , (2.11b)
for u
(k)
i and η
(k)
i , i = 1, . . . , n.
iii) Compute local states:
for all e = 1, . . . ,m do
ε(k)e =
n∑
i=1
Beiu
(k)
i , σ
(k)
e = σ
∗(k)
e + Ce
n∑
i=1
Beiη
(k)
i (2.12)
end for
iv) Local state assignment:
for all e = 1, . . . ,m do
Choose (ε
∗(k+1)
e , σ
∗(k+1)
e ) closest to (ε
(k)
e , σ
(k)
e ) in Ee.
end for
v) Test for convergence:
if (ε
∗(k+1)
e , σ
∗(k+1)
e ) = (ε
∗(k)
e , σ
∗(k)
e ) for all e = 1, . . . ,m, then
v.a) ui = u
(k)
i , i = 1, . . . , n.
v.b) (εe, σe) = (ε
(k)
e , σ
(k)
e ), e = 1, . . . ,m.
v.c) exit.
else
k ← k + 1, goto (ii).
end if
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Figure 2.2: Voronoi tessellation of a data set.
The geometry of the local data assignment (2.10) is illustrated in Fig. 2.2. Thus, given a trial
local state (ε
(k)
e , σ
(k)
e ) of bar e, corresponding to the kth iteration of the solver, the next data point
(ε
∗(k+1)
e , σ
∗(k+1)
e ) assigned to the bar is the point in Ee that is closest to (ε
(k)
e , σ
(k)
e ) in the norm
‖(εe, σe)‖e =
(
We(εe) +W
∗
e (σe)
)1/2
. (2.13)
This is precisely the data point (ε
∗(k+1)
e , σ
∗(k+1)
e ) in Ee whose Voronoi cell contains (ε
(k)
e , σ
(k)
e ).
Thus, the penalty function (2.1) or, equivalently, the norm (2.13) divides the phase space into
cells according to the Voronoi tessellation of Ee. Each cell in that tessellation may be regarded as
the ‘domain of influence’ of the corresponding data point. The local state assignment then simply
assigns material points according to their domain of influence and the iteration terminates when the
local states of all bars lie within the domain of influence of the corresponding data points assigned
to the bars.
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2.2.2 Numerical analysis of convergence
A central question to be ascertained concerns the convergence of data-driven solvers with respect to
the data set. Specifically, suppose that the materials in the truss obey a well-defined constitutive
law in the form of a graph, or stress-strain curve, in (ε, σ)-phase space. Then, we expect the
data-driven solutions to converge to the classical solution when the data sets approximate the
stress-strain curve increasingly closely, in some appropriate sense to be made precise subsequently.
Applied Force
Applied Displacement
Fixed BC
Figure 2.3: Model problem geometry with boundary conditions.
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Figure 2.4: Material model with reference solution values superimposed.
In this section, we exhibit this convergence property in a specific example of application. Fig. 2.3
shows the geometry, boundary conditions and applied loads on a truss containing 1,048 degrees of
freedom. The truss undergoes small deformations and the material in all bars obeys the nonlinear
non-linear elastic law shown in Fig. 2.4. A Newton-Raphson solver is used to calculate the reference
solution. The reference solution values thus obtained are plotted on the constitutive stress-strain
curve to show the significant amount of non-linearity seen in the solution.
Suppose that, in actual practice, the stress-strain curve in Fig. 2.4 is not known exactly but
instead sampled by means of a finite collection of points, or data sets. We begin by considering a
sequence (Ek) of increasingly fine data sets consisting of points on the stress-strain curve at uniform
distances ρk ↓ 0, with distance defined in the sense of the norm (2.13).
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Figure 2.5: Convergence of the local data-assignment iteration.
The convergence of the local data assignment iteration is shown in Fig. 2.5 for data sets of sizes
102, 103, 104, and 105. In all cases, the initial local data assignment is random and convergence
is monitored in terms of the penalty function F , eq. (2.3). We note that the problem of assigning
data points optimally to each bar of the truss is of combinatorial complexity. Therefore, it is
remarkable that the local data assignment iterations converges after a relatively small number of
steps. As expected, the number of iterations to convergence increases with the size of the data
set. However, it bears emphasis that each local data assignment iteration entails a linear solve
corresponding to the linear comparison truss. The matrix of the system of equations, or stiffness
matrix, can be factorized once and for all at the start of the iteration, and subsequent iterations
require inexpensive back-substitutes only.
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Figure 2.6: Convergence of strain and stress root-mean-square errors with number of sampling
points. Histograms correspond to 30 different initial random assignments of data points to the
truss members.
Next, we turn to the question of convergence with respect to the number of data points. For
definiteness, we monitor the convergence of the resulting sequence of data-driven solutions to the
reference solution in the sense of the normalized percent root-mean-square stress and strain errors
ε(%RMS) =
1
εrefmax
(∑m
e=1we(εe − εrefe )2
m
)1/2
, (2.14a)
σ(%RMS) =
1
σrefmax
(∑m
e=1we(σe − σrefe )2
m
)1/2
, (2.14b)
respectively, where the maximum (εrefe , σ
ref
e ), e = 1, . . . ,m are the strains and stresses corresponding
to the reference solution and (εrefmax, σ
ref
max) are the corresponding maximum values.
Fig. 2.6 shows convergence plots of the strain and stress root-mean-square errors with number
of sampling points. As may be observed from the figure, the convergence is close to linear in both
strains and stresses, which verifies the convergence of the method as the data set approaches the
presumed exact model. We recall that the data assignment algorithm 2.11 starts by randomly
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assigning data points to the truss members. Evidently, the subsequent iteration depends on this
initial choice. In order to demonstrate insensitivity to such initialization, convergence plots for 30
initial random assignments are shown in Fig. 2.6 and the resulting errors are binned into histograms.
The tightness of these histograms verifies the robustness of the iteration with respect to the initial
data point selection.
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Figure 2.7: Typical data set with Gaussian random noise.
Next, we revisit the question of convergence with respect to the number of data points when
the data set is noisy, i. e., when it does not sample the limit stress-strain curve but is offset from
the curve with some probability. In this case, the data sets converge to the exact stress-strain
curve as sets, in a manner to be made precise subsequently. In calculations we specifically begin by
sampling the limit stress-stain curve at uniform distances ρk ↓ 0, as in the preceding test cases, but
then add Gaussian noise to the data points of variance ρk. A typical data set is shown in Fig. 2.7
by way of illustration. Convergence plots corresponding to 100 data sets are shown in Fig. 2.8. As
may be seen from the figure, convergence is achieved with increasing number of points, albeit the
convergence rate of roughly 1/2 is lower than the convergence rate in the case of noiseless data.
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Figure 2.8: Convergence of strain and stress root-mean-square errors with number of sampling
points and data sets with Gaussian noise. Histograms correspond to 100 data sets.
Finally, we examine the question of sample quality, i. e., the ability of a given data set to sample
closely all the local states covered by the solution. Fig. 2.9 shows the distribution of the values
of the local penalty function Fe, eq. (2.1) corresponding to data sets of sizes 10
2, 103, 104, 105.
We recall that the value of the function Fe provides a measure of the distance of the local state
(εe, σe) to the data set. As may be seen from the figure, Fe tends to decrease with the number
of sampling points, as expected. However, for every data-set size there remains a certain spread
in the values of Fe, indicating that the states of certain truss members are better sampled by the
data set than others. Specifically, truss members for which no data point lies close to their states
result in high values of Fe, indicative of poor coverage by the data set. This analysis of the local
values Fe of the penalty function suggests a criterion for improving data sets adaptively so as to
improve their quality vis a vis a particular application. Evidently, the optimal strategy is to target
for further testing the region of phase space corresponding to the truss members with highest values
30
of Fe. In particular, outliers, or truss members with states lying far from the data set, are targeted
for further testing. In this manner, the data set is adaptively expanded so as to provide the best
possible coverage of the distribution of local states corresponding to a particular application.
weFe
10-11 10-9 10-7 10-5 10-3 10-1 101
100000 pts 10000 pts 1000 pts 100 pts
Figure 2.9: Distribution of values of local penalty functions Fe(ε, σ) for converged data-driven
solution.
2.3 Linear elasticity
As a second motivational example of application of the data-driven paradigm, we consider three-
dimensional linear elasticity. In this case, the local phase space of the material consists of pairs
(,σ) of strain and stress, respectively. Since both stresses and strains are symmetric tensors,
it follows that the corresponding phase space is twelve-dimensional. This dimensionality is high
enough to start raising questions regarding material sampling and material-data coverage of the
relevant region of phase space. An additional issue that is raised by linear elasticity concerns the
infinite-dimensional character of the solution space. Thus, even if the problem is rendered finite-
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dimensional by recourse to spatial discretization, the question of convergence with respect to mesh
size must necessarily be elucidated within an appropriate functional framework. In this section,
we extend the truss data-driven solver to linear elasticity and address the issue of data sampling
in high dimensions by exploiting material and geometrical symmetry in the problem. Finally, we
address the question of convergence of the finite-element discretized data-driven solver with respect
to mesh size.
2.3.1 Data-driven solver
We consider a finite-element model of a non-linear elastic solid in the linearized kinematics ap-
proximation. The material behavior of a solid is characterized by a relation between the strain
tensor  and the stress tensor σ. We refer to the space of pairs (,σ) as phase space. We assume
that the behavior of the material or integration points in the model is characterized by—possibly
different—sets Ee of pairs (,σ), or local states, where e = 1, . . . ,m labels the material points and
m is the number of material points in the finite-element model.
We consider local penalty functions of the type
Fe(e,σe) = min
(′e,σ′e)∈Ee
(
We(e − ′e) +W ∗e (σe − σ′e)
)
, (2.15)
for each integration point e = 1, . . . ,m in the solid, with
We(e) =
1
2
λ(tre)
2 + µe · e ≡ Cee · e, (2.16a)
W ∗e (σe) =
1
4µ
σe · σe − 1
4µ
λ
3λ+ 2µ
(trσe)
2 ≡ C−1e σe · σe, (2.16b)
with the minimum taken over all local states (′e,σ′e) in the local data set Ee. We may regard We
and W ∗e are reference strain and complementary energy densities, respectively.
Given a global state consisting of a collection of local states (e,σe) at each material point, we
define a global penalty function as
F =
m∑
e=1
weFe(e,σe), (2.17)
we are quadrature or integration weights. This function penalizes jointly all departures of local
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states from their corresponding data sets. The data-driven problem is to minimize F with respect
to the global state {(,σ)} subject to equilibrium and compatibility constraints, namely,
Minimize:
m∑
e=1
weFe(e,σe), (2.18a)
subject to: e =
n∑
a=1
Beaua and
m∑
e=1
weB
T
eaσe = fa, (2.18b)
where {ua, a = 1, . . . , n} is the array of nodal displacements, {fa, a = 1, . . . , n} is the array of
applied nodal forces, n is the number of nodes and the coefficients Bea encode the connectivity and
geometry of the solid.
As in the data-driven truss problem, the compatibility constraint can be enforced simply by
expressing the strains in terms of displacements. The equilibrium constraint can in turn be enforced
by means of Lagrange multipliers, resulting in the stationary problem
δ
(
m∑
e=1
weFe(
n∑
a=1
Beaua,σe)−
N∑
a=1
( m∑
e=1
weB
T
eaσe − fa
)
ηa
)
= 0. (2.19)
Taking all possible variations, we obtain the system of Euler-Lagrange equations
δua ⇒
m∑
e=1
weB
T
eaCe
( n∑
b=1
Bebub − ∗e
)
= 0, (2.20a)
δσe ⇒ C−1e (σe − σ∗e) =
n∑
a=1
Beaηa, (2.20b)
δηa ⇒
m∑
e=1
weB
T
eaσe = fa, (2.20c)
where (∗e,σ∗e) denote the unknown optimal data points at material point e, i. e., the data point
such that
Fe(
n∑
a=1
Beaua,σe) = We(
n∑
a=1
Beaua − ∗e) +W ∗e (σe − σ∗e), (2.21)
or
We(
n∑
a=1
Beaua − ∗e) +W ∗e (σe − σ∗e) ≤We(
n∑
a=1
Beaua − ′e) +W ∗e (σe − σ′e), (2.22)
for all data points (′e,σ′e) in the local data set Ee. Once all optimal data points are determined,
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eqs. (2.20) define a system of linear equations for the nodal displacements, the local stresses and
the Lagrange multipliers. As in the data-driven truss problem, these equations can be rendered in
the equivalent form
n∑
b=1
(
m∑
e=1
weB
T
eaCeBeb
)
ub =
m∑
e=1
weB
T
eaCe∗e, (2.23a)
n∑
b=1
(
m∑
e=1
weB
T
eaCeBeb
)
ηb = fa −
m∑
e=1
weB
T
eaσ
∗
e. (2.23b)
Here we recognize two standard linear-elastic equilibrium problems with identical stiffness matrix
corresponding to the reference linear solid defined by We and W
∗
e , e = 1, . . . ,m. The displacement
problem (2.23a) is driven by the optimal local strains, whereas the Lagrange multiplier problem
(2.23b) is driven by the out-of-balance forces attendant to the optimal local stresses.
2.3.2 Using material symmetries to reduce data sets
Phase-space sampling requirements can be reduced if a priori knowledge of material behavior is
available. In particular, material symmetry can be effectively exploited for purposes of reducing ma-
terial sampling requirements. A simple and commonly encountered example of material symmetry
is isotropy. For a three-dimensional isotropic material in the linearized kinematics approximation,
if (e,σe) is a material data point, then so are (Re
T eRe,Re
TσeRe) for all rotation matrices
Re ∈ SO(3), the group of proper orthogonal matrices in three dimensions. Thus, if a point (e,σe)
is in the local data set Ee, then so the entire orbit of the point by SO(3).
Under these conditions, local optimality demands
Fe(e,σe) = min
(′e,σ′e)∈Ee
min
Re∈SO(3)
(
We(e −ReT ′eRe) +W ∗e (σe −ReTσ′eRe)
)
, (2.24)
The corresponding optimality condition is
∂We
∂ij
∂
∂Rmn
(′klRkiRlj) +
∂W ∗e
∂σij
∂
∂Rmn
(σ′klRkiRlj)−
∂
∂Rmn
(ΛijRkiRkj) = 0,
(2.25)
where Λ = ΛT is a Lagrange multiplier enforcing the orthogonality of Re. Evaluating the deriva-
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tives, we obtain, in matrix form,
Re
T ′eRe
(
∂We
∂e
)
+Re
Tσ′eRe
(
∂W ∗e
∂σe
)
= Λ. (2.26)
Transposing both sides and using tensor symmetry we obtain
(
∂We
∂e
)
Re
T ′eRe +
(
∂W ∗e
∂σe
)
Re
Tσ′eRe = Λ, (2.27)
whence it follows that
(Re
T ′eRe)
(
∂We
∂e
)
+ (Re
Tσ′eRe)
(
∂W ∗e
∂σe
)
=(
∂We
∂e
)
(Re
T ′eRe) +
(
∂W ∗e
∂σe
)
(Re
Tσ′eRe).
(2.28)
These equations are now to be solved for the local optimal principal directions {Re, e = 1, . . . ,m},
e. g., by recourse to a Newton-Raphson iteration based on a convenient parametrization of SO(3).
A simple situation arises when the local state (e,σe} is itself isotropic, i. e., e and σe} have the
same principal directions, and We and W
∗
e are chosen to be isotropic. In this case, the optimality
condition (2.28) is satisfied if Re
T ′eRe and DWe and Re
Tσ′eRe and DW ∗e commute, which in turn
holds if and only if Re
T ′eRe and e and Re
Tσ′eRe and σe have the same eigenvectors. Introducing
the representations
e = Qe
TeeQe, σe = Qe
TseQe,
′e = Q
′
e
T
e′eQ
′
e, σ
′
e = Q
′
e
T
s′eQ
′
e,
(2.29)
with Qe,Q
′
e ∈ SO(3) and ee, se, e′e, s′e diagonal, local optimality then requires
Re = Q
′
eQe
−1, (2.30)
which determines explicitly the optimal data point in the SO(3)-orbit of (e′e, s′e).
In general, since the local states (e,σe} follow from independent Euler-Lagrange equations,
eqs. (2.20), they need not be exactly isotropic and the general optimality equations (2.28) need to
be solved in order to determine the optimal principal directions of the local data points.
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2.3.3 Numerical analysis of convergence
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Figure 2.10: a) Sketch of the simulation set-up of a thin tensile specimen loaded in tension [36].
The thickness of the sample is 1 mm for the three dimensional model. b) Isometric view of the
simulation set-up in 3D consisting of two rigid pins and the tensile specimen.
(a) (b)
Figure 2.11: a) Coarse mesh with 811 element and an average element edge length h ≈ 1mm; b)
Fine mesh with 6428 elements and an average element edge length h = 0.5mm.
Similarly to the case of truss analysis considered earlier, we revisit the question of convergence of the
linear-elasticity data-driven solver with respect to the data set. We specifically consider the problem
of the thin tensile specimen shown in Fig. 2.10, cf. [36]. The specimen is loaded by two rigid pins
and contains a short gauge section undergoing ostensibly homogeneous deformation. By contrast,
the regions surrounding the pin-loaded holes undergo complex heterogeneous deformations. Two
finite element discretizations are used in order to ascertain the influence of mesh resolution. The
coarse mesh, Fig. 2.11a, consists of 811 elements and one element across the thickness, whereas the
fine mesh, Fig. 2.11b, consists of 3,214 elements in two-dimensions and 6,428 elements in three-
dimensions, respectively. These discretizations correspond to average element sizes of h = 1mm for
the coarse mesh and h = 0.5mm for the fine mesh. The mesh consists of eight-node hexahedral
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elements containing eight Gauss quadrature points each.
Sampling requirements are reduced by virtue of the plane-stress conditions of the problem under
consideration. Specifically, only a neighborhood of the subspace σ13 = σ23 = σ33 = 0 in stress space
needs to be covered by the data. We accomplish this requirement by sampling an appropriate region
of the (σ11, σ22, τ12) stress plane on a uniform cubic grid. The corresponding strains (11, 22, 12)
then obey an isotropic linear-elastic law. A reference isotropic linear-elastic solid of the type (2.16),
unrelated to the actual material behavior sampled by the material data, is used in the data-driven
calculations. These reductions effectively limit the material data set to a three-dimensional space.
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Figure 2.12: Linear-elastic tensile specimen. Convergence of the local material-data assignment
iteration. Functional F decays through increasing data resolution in a three dimensional sampling
of the plane stress space for both mesh resolutions.
As in the case of the data-driven truss problem, we focus on the questions of convergence for a
data-driven linear-elastic solver with respect to local data assignment, or step-wise convergence, and
with respect to the data set. In Fig. 2.12, the global functional F is again shown to decay through
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iteration for both mesh resolutions on increasingly large data sets. The number of iterations to
convergence increases with the material-data sample size but, remarkably, remains modest in all
cases.
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Figure 2.13: Linear-elastic tensile specimen. Convergence with respect to sample size. RMS errors
decay linearly in data resolution for both stresses (σ) and strains ().
To calculate percent error with respect to the reference solution we re-define the RMS error
metric as
σ(%RMS) =
(∑m
e=1weW
∗σe − σrefe )∑m
e=1weW
∗(σrefe )
)1/2
, (2.31a)
(%RMS) =
(∑m
e=1weW (e − refe )∑m
e=1weW (
ref
e )
)1/2
, (2.31b)
where W and W ∗ are the strain and complementary-energy densities as calculated using the ref-
erence solution moduli, respectively. Plots of these errors against the cubic root of the number of
data points are shown in Fig. 2.13. The plots are indicative of ostensibly linear convergence, in
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keeping with the analytical estimate of Corollary 1.
2.4 Mathematical analysis of convergence
We proceed to abstract from the preceding examples a general class of data-driven problems and
to establish some of their fundamental properties by way of analysis. We consider systems whose
state is characterized by points points in a certain phase space Z. For instance, in the case of linear
elasticity, the system of interest is an elastic solid occupying a certain domain Ω and the state of
the system is defined by the pair (,σ), where  is the strain field and σ is the stress field, both
defined over Ω. In this case, the phase space Z of the elastic solid is an appropriate space of pairs
(,σ) of strain and stress fields over Ω.
We particularly wish to characterize the states of the system that are in a constraint set C of
states satisfying essential constraints and conservation laws. For instance, in the running example
of linear elasticity we may wish to determine states (,σ) ∈ Z satisfying compatibility, i. e., such
that
(x) = 1/2
(∇u(x) +∇uT (x)), x ∈ Ω, (2.32a)
u(x) = u¯(x), x ∈ ∂ΩD, (2.32b)
for some displacement field u over Ω and prescribed displacements u¯ over the Dirichlet boundary
∂ΩD, and satisfying equilibrium, i. e., such that
∇ · σ(x) + f(x) = 0, x ∈ Ω, (2.33a)
σ(x)n(x) = t¯(x), x ∈ ∂ΩN , (2.33b)
for some applied body force field f over Ω and tractions t¯ over the Neumann boundary ∂ΩN , with
unit outer normal n.
Classically, the problem is closed by putting forth a material law restricting the set of admissible
states to a graph E in Z. For instance, in linearized elasticity the material law may take the form
a nonlinear Hooke’s law
σ(x) = DW
(
(x)
)
, x ∈ Ω, (2.34)
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where W is the strain-energy density of the material. The set E then consists of the set of strain
and stress fields satisfying the material law at all material points in Ω. The classical solution set is
then the intersection E ∩ C, consisting of states of the system satisfying the essential constraints,
the conservation laws and the material law simultaneously. In the case of linear elasticity, the
classical solutions would consist of compatible strain fields and equilibrium stress fields satisfying
the material law at all material points. In general, the cardinality of the solution set E∩C depends
on the transversality of C with respect to E, depending on which, the solution set may be empty
or non-empty, in which latter case the solution set may consist of a single point, corresponding to
a unique classical solution, or multiple points.
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Figure 2.14: Schematic of a local material set E consisting of a finite number of states obtained,
e. g., from experimental testing. Also shown is a possible constraint set C and near intersections
between E and C.
In contrast to the classical problem just formulated, here we suppose that the material response
is not known exactly and, instead, it may be imperfectly characterized by a set, also denoted E,
consisting locally at every material point, e. g., of a finite collection of states obtained by means
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of experimental testing, cf. Fig. 2.14. Under such conditions, E ∩ C is likely to be empty even in
cases when solutions could be reasonably expected to exist. It is, therefore, necessary to replace
the overly-rigid problem of determining E ∩ C by a suitable penalization thereof. To this end, we
begin by introducing a norm | · | in phase space. For instance, for truss structures we may choose
|x|2 =
m∑
e=1
we
(
Ceε
2
e +
σ2e
Ce
)
, (2.35)
with x ≡ (e, σe)me=1 denoting a generic point in phase space Z. For discretized linear-elastic solids
we may choose
|x|2 =
m∑
e=1
we
(
Cee · e + C−1e σe · σe
)
, (2.36)
with e labeling the integration points in the discretization and x ≡ (e,σe)me=1 denoting a generic
point in phase space Z. Finally, for continuum linear elasticity we may choose
|x|2 =
∫
Ω
(
C(x)(x) · (x) + C−1(x)σ(x) · σ(x)) dx. (2.37)
with x ≡ {((x),σ(x)), x ∈ Ω} denoting a generic point in phase space Z.
Based on this metrization of phase space, we define the data-drive problem as the double
minimum problem
min
y∈E
min
x∈C
|y − x| = min
y∈E
dist(y, C), (2.38)
or, equivalently,
min
x∈C
min
y∈E
|x− y| = min
x∈C
dist(x,E). (2.39)
Thus, the aim of the data-driven problem, as expressed in (2.38), is to find the point in the
material-data set that is closest to satisfying the essential constraints and conservation laws, or,
as expressed in (2.39), to find the point in the constraint set that is closest to the material-data
set. In the particular example of linear elasticity, the aim of the data-driven problem, as expressed
in (2.38), is to find the point in the material-data set that is closest to being compatible and in
equilibrium, or, as expressed in (2.39), to find the compatible equilibrium point that is closest to
the material-data set.
We note that the data-driven problems considered in Sections 2.2 and Sections 2.3 are indeed
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examples of (2.38) and (2.39) with norms (2.35) and (2.36), respectively.
2.4.1 Finite-dimensional case: Convergence with respect to sample size
We begin by considering systems whose local states take values in a finite-dimensional phase space
Z. The global state of the system is then characterized by a point x ∈ Z, where m is the number
of material points of the system. The essential constraints and conservation laws pertaining to the
system have the effect of constraining its global state to lie on a subset C of Z. For instance, for
linear-elastic trusses such as considered in the preceding section, the local phase space Ze of bar e
is the space of pairs (, σ) ∈ R2, where  is axial strain of a bar and σ the corresponding axial stress.
The global phase space of the entire truss is then Z = Z1×· · ·×Zm, where m is the number of bars
in the truss. In addition, the constraint set C is the affine space of compatible and equilibrated
states of stress and strain in the truss.
The data-driven problem (2.38) is now formulated by specifying a set E of possible material
states in Z. For instance, in the case of a truss a local material set Ee of the form shown in Fig. 2.14
may be supplying for every bar e of the truss and the global material set is then E = E1×· · ·×Em.
We note that, if E is compact, i. e., consisting of a finite collection of points, then the corresponding
data-driven problem has solutions by the Weierstrass extreme-value theorem.
We proceed to consider the question of convergence with respect to the data set. Specifically,
we suppose that a sequence (Ek) of data sets is supplied that approximates increasingly closely
a limiting data set E. The particular case in which E is a graph concerns convergence of data-
driven solutions to classical solutions. For instance, the approximations (Ek) may be the result of
an increasing number of experimental tests sampling the behavior of a material characterized by
a—possibly unknown—stress-strain curve E. The sequence of approximate material data sets (Ek)
generates in turn a sequence of approximate problems
min
xk∈C
min
yk∈Ek
|xk − yk|, (2.40)
and attendant approximate solutions (xk). We wish to ascertain conditions under which (xk)
converges to solutions of the E-problem.
Conditions ensuring such convergence at a well-defined convergence rate are given in the follow-
ing proposition. Henceforth, we denote by dist(x,E) the distance from a point x ∈ Z to a subset
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E ⊂ Z, i. e.,
dist(x,E) = inf
y∈E
|x− y|, (2.41)
and by PY x the projection of x ∈ Z onto a subspace Y of Z, i. e.,
|x− PY x| = dist(x, Y ). (2.42)
Proposition 1. Let (Ek) be a sequence of finite subsets of Z, E a subset of Z and C a subspace
of Z. Let x be an isolated point of E ∩ C and let xk, yk ∈ Z be such that
(xk, yk) ∈ argmin{|x− y|, x ∈ C, y ∈ Ek}. (2.43)
Suppose that:
i) There is a sequence ρk ↓ 0 such that
dist(z, Ek) ≤ ρk, ∀z ∈ E. (2.44)
ii) There is a sequence tk ↓ 0 such that
dist(zk, E) ≤ tk, ∀zk ∈ Ek. (2.45)
iii) (Transversality) There is a constant 0 ≤ λ < 1 and a neighborhood U of x such that
|PCz − x| ≤ λ|z − x|, (2.46)
for all z ∈ E ∩ U .
Then,
|xk − x| ≤ tk + λ(tk + ρk)
1− λ , (2.47)
and, therefore, limk→∞ |xk − x| = 0.
Proof. By assumption (i), we can find zk ∈ Ek such that
|zk − x| ≤ ρk. (2.48)
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By optimality,
dist(yk, C) ≤ dist(zk, C). (2.49)
Then, we have
|xk − yk| = dist(yk, C) ≤ dist(zk, C) ≤ |zk − x| ≤ ρk. (2.50)
By assumption (ii), we can find zk ∈ E such that
|yk − zk| ≤ tk. (2.51)
By the triangular inequality, we have
|xk − x| ≤ |xk − PCzk|+ |PCzk − x|. (2.52)
By the contractivity of projections,
|xk − PCzk| = |PCyk − PCzk| = |PC(yk − zk)| ≤ |yk − zk| ≤ tk. (2.53)
In addition, by transversality, we have
|PCzk − x| ≤ λ|zk − x|, (2.54)
with 0 ≤ λ < 1. Triangulating again,
|zk − x| ≤ |zk − yk|+ |yk − xk|+ |xk − x|. (2.55)
Collecting all the preceding estimates, we obtain
|xk − x| ≤ tk + λ(tk + ρk + |xk − x|), (2.56)
whence (2.47) follows.
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Figure 2.15: Schematic of convergent sequence of material-data sets. The parameter tk controls
the spread of the material-data sets away from the limiting data set and the parameter ρk controls
the density of material-data point.
The preceding theorem presumes that the classical problem has isolated solutions and that the
limiting data set E and the constraint subspace C are transversal at isolated intersections, which
are identified with the classical solutions. In particular, E is Lipschitz continuous in a neighborhood
of the classical solutions and E is not contained in C in that neighborhood. In the particular case
in which the limiting material response is linear, then these conditions reduce to the requirement
that the displacement stiffness matrix of the system be non-singular. Assumptions (i) and (ii) set
how the sequence of data sets Ek approximate E. Thus, (i) ensures that there are approximate
data points increasingly and uniformly closer to any point of E, whereas (ii) ensures that there are
no outliers in the approximate data sets such as could spoil the approximate solutions, cf. Fig. 2.15.
In particular, (ii) requires Ek to be contained uniformly within tk-neighborhood of E.
Precise convergence rates with respect to, e. g., the number of sampling points Nk = |Ek|, are
derived from the preceding theorem if the sequences ρk and tk are related to Nk. In particular, we
have the following,
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Corollary 1. Assume that there are constants C1 > 0, C2 > 0 and α > 0 such that ρk ≤ C1N−αk
and tk ≤ C2N−αk . Then
|xk − x| ≤ C2 + λ(C1 + C2)
1− λ N
−α
k . (2.57)
The numerical convergence rates of Sections 2.2 and 2.3 indeed conform to this estimate. Thus,
for the case of truss structures with noise-free data, ρk and tk scale as N
−1
k , resulting in a linear
convergence rate α = 1, cf. Fig. 2.6, whereas for noisy data ρk and tk scale as N
−1/2
k , resulting in
a linear convergence rate α = 1/2, cf. Fig. 2.8. For the case of plane-stress linear elasticity with
noise-free data, ρk and tk scale as N
−3
k , resulting in a linear convergence rate α = 3, cf. Fig. 2.13.
2.4.2 Infinite-dimensional case: Convergence with respect to mesh size
The linear-elastic case considered in Section 2.3 differs from the truss case of Section 2.2 in that it
obtained by discretization of an infinite-dimensional problem. The question then naturally arises
of convergence of the data-driven problem with respect to the mesh size. Consider, for simplicity, a
sequence of discretizations of the domain into constant strain triangles of size hk. Let x ≡ (,σ) be
the classical solution and xhk ≡ (hk ,σhk) the corresponding sequence of finite-element solutions.
Simultaneously consider a sequence (Ek) of local material-data sets characterizing the satisfying
conditions (i) and (ii) of Prop. 1 for some sequences ρk ↓ 0 and tk ↓ 0. Additionally suppose that
the sequence of discretizations is regular in the sense that
|xhk − x| ≤ Chk (2.58)
for some constant C > 0 and that the transversality constants λk of the sequence of finite-element
models does not degenerate, i. e.,
0 ≤ λk ≤ λ, (2.59)
for some λ < 1. Then, by Prop. 1 we have
|xk,hk − x| ≤ |xk,hk − xhk |+ |xhk − x| ≤
tk + λ(tk + ρk)
1− λ + Chk, (2.60)
where xk,hk ≡ (k,hk ,σk,hk) denotes the data-driven solution corresponding to the Ek material-data
set and the hk discretization. It thus follows that if ρk and tk are controlled by the mesh size, i. e.,
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there is a constant C > 0 such that
ρk < Chk, tk < Chk, (2.61)
then
|xk,hk − x| ≤ Chk, (2.62)
for some constant C > 0 not renamed. We thus conclude that the data-driven paradigm is robust
with respect to spatial discretization, in the sense that it preserves convergence provided that the
fidelity of the data set increases appropriately with increasing mesh resolution.
2.5 Summary and concluding remarks
We have formulated a new computing paradigm, which we refer to as data-driven computing, con-
sisting of formulating calculations directly from experimental material data and pertinent essential
constraints and conservation laws, thus bypassing the empirical material modeling step of conven-
tional computing altogether. The data-driven solver specifically seeks to assign to each material
point of the computational model the closest possible state from a prespecified material-data set,
while simultaneously satisfying the conservation laws. Optimality of the local state assignment is
understood in terms of a figure of merit that penalizes distance to the data set in phase space. The
resulting data-driven problem thus consists of the minimization of a distance function to the data
set in phase space subject to constraints set forth by the essential constraints and conservation
laws.
We have investigated the performance of the data-driven solver with the aid of two particular
examples of application, namely, the static equilibrium of nonlinear three-dimensional trusses and
of finite-element discretized linear elastic solids. In these cases, the penalty function in phase space
may be regarded as representing a linear-comparison solid with an initial state of strain and stress.
The equilibrium constraint can be conveniently enforced by means of Lagrange multipliers. The
corresponding stationarity equations correspond to the solution of two linear static equilibrium
problems for the comparison solid. We have formulated a local data assignment algorithm by
which each member of the truss is pegged to a particular point in the data set. The algorithm
terminates when the local state of every member of the truss is in the Voronoi cell of its assigned
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data point in phase space. We show, by way of numerical testing, that the data-driven solver has
good convergence properties both with respect to the number of data points and with regards to
the local data assignment iteration.
The variational structure of the data-driven problem confers robustness to the solver and renders
it amenable to analysis. By exploiting this connection, we show that data-driven solutions converge
to classical solutions when the data set approximates a limiting constitutive law with increasing
fidelity. By virtue of this property, we may regard data-driven problems as a generalization of
classical problems in which the material behavior is defined by means of an arbitrary data set in
phase space, not necessarily a graph. In particular, classical solutions are recovered precisely when
the data set coincides with the graph of a material law.
Whereas the data-driven paradigm has been formulated in the context of computational me-
chanics and, specifically elastic quasistatic problems, we believe that its range and scope is much
larger. Indeed, field theories governed by linear or nonlinear elliptic partial-differential equations
should be amenable, upon discretization, to the an analogous treatment. Extensions to dynamical
problems are also straightforward. Indeed, dynamics essentially adds inertia forces in the equations
of motion that are independent—and do not affect the description—of the material behavior. By
contrast, inelastic materials raise the fundamental problem of sampling history-dependent material
behavior. Such sampling should provide appropriate coverage of possible processes and evolutions
of the system and is thus likely to result in exceedingly large and complex data sets. The use of
tools from Data Science and Big Data management may be expected to be particularly beneficial
in dealing with such data sets.
We close by pointing out that the traditional computing paradigm has insulated problems from
the data on which their solution is based. Removing this barrier creates a powerful new tool in the
arsenal of scientific computing. With data-driven computing, data sets can be used directly to pro-
vide predictive analysis capability for unmodeled materials. Traceability and inherent measures of
data fidelity provide both deeper investigations into data-solution relationships and natural alerts
for appropriate model use. Having the ability to tie solution results back to specific data points
within a set allows for the creation of a new kind of causality in material analysis. The data-driven
paradigm can also ensure the collection of descriptive data sets for prospective uses. Error mea-
sures highlight data regions that require additional resolution, as well as point the analyst toward
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sensitivities within the solution-source relations. Within the context of conventional computing,
these methods can be used to check if a constitutive relation based on a certain data-set is capable
of performing a desired simulation prior to the modeling analysis. Tying the solution back to the
data set also establishes an elegant way of limiting model accuracy to the resolution of the source
data. Additionally, material models have specific regimes over which they are developed. However,
the models themselves are easily used outside this development range. Especially with regards to
empirical ad-hoc curve fits, such overreach can neither be justified nor not easily prevented. By
directly using a data set in calculations, attempts to simulate beyond the source data regime are
met and penalized by large calculated errors, regardless of how the user receives the data-set. These
tangible and intangible benefits add considerable appeal to data-driven solvers beyond their mere
usefulness as numerical schemes.
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Chapter 3
Entropy Maximizing Data Driven
Computing
An earlier version of this work is available as a preprint [57] and has since been submitted for
publication [60]. It is presented here with only small modifications.
3.1 Introduction
Despite the phenomenal growth of scientific computing over the past 50 years, several stubborn
challenges have remained foci of extensive research to this day. One of those challenges is mate-
rial modelling. The prevailing and classical scientific computing paradigm has been to calibrate
empirical material models using observational data and then use the calibrated material models
in calculations. This process of modelling inevitably adds error and uncertainty to the solutions,
especially in systems with high-dimensional phase spaces and complex material behavior. This
modelling error and uncertainty arises mainly from imperfect knowledge of the functional form of
the material laws, the phase space in which they are defined, and from scatter and noise in the ex-
perimental data. Simultaneously, advances in experimental science over the past few decades have
changed radically the nature of science and engineering from data-starved fields to, increasingly,
data-rich fields, thus opening the way for the application of the emerging field of Data Science
to science and engineering. Data Science currently influences primarily non-STEM fields such as
marketing, advertising, finance, social sciences, security, policy, and medical informatics, among
others. By contrast, the full potential of Data Science as it relates to science and engineering has
yet to be explored and realized.
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The current chapter of this thesis is concerned with the further development of Data Driven
Computing, tailored to scientific computing and analysis. Data Driven Computing aims to formu-
late initial-boundary-value problems, and corresponding calculations thereof, directly from material
data, thus bypassing the empirical material modelling step of traditional science and engineering
altogether. In this manner, material modelling empiricism, error and uncertainty are eliminated
entirely and no loss of experimental information is incurred. Here, we extend the work of Chapter 2
to random material data sets with finite probability of outliers. We recall that the Data Driven
Computing paradigm thus formulated, distance-minimizing Data Driven Computing, consists of
identifying as the best possible solution the point in the material data set that is closest to sat-
isfying the field equations of the problem. As was evident, the distance-minimizing Data Driven
solution can be identified with the point in phase space that satisfies the field equations and is
closest to the material data set. As was shown in Chapter 2, that distance-minimizing Data Driven
solutions converge with respect to uniform convergence of the material set. However, distance-
minimizing Data Driven solutions can be dominated by outliers in cases in which the material data
set does not converge uniformly. Distance-minimizing Data Driven solvers are sensitive to outliers
because they accord overwhelming influence to the point in the material data set that is closest to
satisfying the field equations, regardless of any clustering of the material data points.
The central objective of the present work is to develop a new Data Driven Computing paradigm,
to be called max-ent Data Driven Computing, that generalizes distance-minimizing Data Driven
Computing and is robust with respect to outliers. Robustness is achieved by means of clustering
analysis. Specifically, we assign data points a variable relevance depending on distance to the solu-
tion and through maximum-entropy estimation. The resulting scheme consists of the minimization
of a free energy over phase space subject to compatibility and equilibrium constraints. We note that
this problem is of non-standard type, in that the relevant free energy is a function of state defined
over phase space, i. e., a joint function of the driving forces and fluxes of the system. Max-ent Data
Driven solutions are robust with respect to outliers because a cluster of data points can override
an outlying data point even if the latter is closer to the constraint set that any point in the cluster.
The distance-minimizing Data Driven schemes developed in Chapter 2 are recovered in the limit
of zero temperature. We also develop a simulated annealing scheme that, through an appropriate
annealing schedule, zeros in on the most relevant data cluster and the attendant solution. We
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assess the convergence properties of max-ent Data Driven solutions and simulated annealing solver
by means of numerical testing.
The chapter is organized as follows. In Section 3.2, we begin by laying out the connection
between Data Science and Scientific Computing that provides the conceptual basis for Data Driven
Computing. In Section 3.3, we turn attention to random material data sets that may contain
outliers, or points far removed from the general clustering of the material data points, with finite
probability and develop max-ent Data Driven solvers by an appeal to Information Theory and
maximum-entropy estimation. In Section 3.4, we develop a simulated annealing solver that zeros
in on the solution, which minimizes a suitably-defined free energy over phase space by progressive
quenching. In Section 3.5, we present numerical tests that assess the convergence properties of
max-ent Data Driven solutions with respect to uniform convergence of the material data set. We
also demonstrate the performance of Data Driven Computing when the material behavior itself is
random, i. e., defined by a probability density over phase space. Finally, concluding remarks and
opportunities for further development of the Data Driven paradigm are presented in Section 3.6.
3.2 The Data Driven Science paradigm
In order to understand the “hooks” by which Data Science may attach itself to Scientific Computing,
it helps to review the structure of a typical scientific calculation. Of special import to the present
discussion is the fundamentally different roles that conservation and material laws play in defining
that structure, with the former setting forth hard universal or material-independent constraints on
the states attainable by the system and the latter bringing in material specificity open to empirical
determination and sampling.
3.2.1 The ‘anatomy’ of boundary-value problems
We begin by noting that the field theories that provide the basis for scientific computing have a
common general structure. Perhaps the simplest field theory is potential theory, which arises in
the context of Newtonian mechanics, hydrodynamics, electrostatics, diffusion, and other fields of
application. In this case, the field ϕ that describes the global state of the system is scalar. The
localization law that extracts from ϕ the local state at a given material point is  = ∇ϕ, i. e., the
localization operator is simply the gradient of the field, together with essential boundary conditions
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of the Dirichlet type. The corresponding conjugate variable is the flux σ. The flux satisfies the
conservation equation ∇ · σ = ρ, where ∇· is the divergence operator and ρ is a source density,
together with natural boundary conditions of the Neumann type. The pair z = (, σ) describes
the local state of the system at a given material point and takes values in the product space
Z = Rn × Rn, or phase space. We note that the phase space, localization, and conservation laws
are universal, i. e., material independent. We may thus define a material-independent constraint
set C to be the set of local states z = (, σ) consistent with the localization and conservation laws,
including corresponding essential and natural boundary conditions.
The localization and conservation laws are closed by appending an appropriate material law.
In general, material laws express a relation between fluxes and corresponding driving forces. In
field theories, the assumption is that local states supply the forces driving the fluxes, leading to
material laws of the form σ(). Often, such material laws are only known imperfectly through a
material data set E in phase space Z that collects the totality of our empirical knowledge of the
material. Thus, suppose that, in contrast to the classical formulation of initial-boundary-value
problems in science and engineering, the material law is imperfectly characterized by a material
data point set E. A typical material data set then consists of a finite number of local states,
E = ((i, σi), i = 1, . . . , N). Evidently, for a material data set of this type, the intersection E ∩ C
is likely to be empty, i. e., there may be no points in the material data set that are compatible with
the localization and conservation laws, even in cases when solutions could reasonably be expected
to exist. It is, therefore, necessary to replace the overly-rigid characterization of the solution set
S = E ∩ C by a suitable relaxation thereof.
3.2.2 Distance-minimizing Data Driven schemes
The relaxed formulation of Data Driven Computing developed in Chapter 2 consists of accepting
as the best possible solution the point zi = (i, σi) in the material data set E that is closest to
the constrained set C, i. e., the point that is closest to satisfying the localization and conservation
laws. Closeness is understood in terms of some appropriate distance d defined in phase space
Z. The corresponding distance from a local state z to the material data set E is then d(z, E) =
miny∈E d(z, y), and the optimal solution is the solution of the minimum problem: minz∈C d(z, E).
Evidently, the data driven problem can also be directly formulated as the double minimization
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problem: minz∈C miny∈E d(z, y). Inverting the order of minimization, we obtain the equivalent
data driven problem: miny∈E minz∈C d(z, y), or: miny∈E d(y, C). This reformulation identifies the
data driven solution as the point y in the constraint set C that is closest to the material data set
E.
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Figure 3.1: Bar loaded by soft device. The data driven solution is the point in the material data
set (circled in red) that is closest to the constraint set.
3.2.3 An elementary example
The distance-minimizing Data Driven Computing paradigm just outlined is illustrated in Fig. 3.1
by means of the elementary example of a elastic bar deforming uniformly under the action of a
well-calibrated loading device. In this example, phase space Z is the (, σ)-plane, the material
data set is a point set E in phase space and the constraint set is a straight line C of slope and
location determined by the stiffness k of the loading device and the applied displacement u0. In
general, the constraint set C and the material data set E may have empty intersection. However,
the distance-minimizing Data Driven solution is well defined, though not necessarily uniquely, as
the point of the material data set that is closest to the constraint set, circled in red in Fig. 3.1.
The fundamental property of the distance-minimizing Data Driven scheme thus defined is that
it makes direct use of the material data set in calculations, entirely bypassing the intermediate
modelling step of conventional material identification. In the simple example of the bar loaded by
a soft device, it is clear that the distance-minimizing Data Driven solution converges to a classical
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solution if the data traces a graph in phase space with increasing sampling density, which is a
sanity-check requirement.
3.2.4 Uniform convergence
The variational structure of distance-minimizing Data Driven problems confers additional robust-
ness to the solvers and renders them amenable to analysis. By exploiting this connection, it was
shown in Chapter 2 that distance-minimizing Data Driven solutions converge to classical solutions
when the data set approximates a limiting graph in phase space with increasing fidelity, a test case
that provides a sanity check. Specifically, suppose that the limiting material law is represented by
a graph E in phase space, and that a sequence (Ek) of material data sets is such that: i) there is
a sequence ρk ↓ 0 such that dist(z, Ek) ≤ ρk, for all z ∈ E, and ii) there is a sequence tk ↓ 0 such
that dist(zk, E) ≤ tk, for all zk ∈ Ek. Then, with an additional transversality assumption between
the data and the constraint set, it follows from Chapter 2 that the corresponding sequence (zk)
of distance-minimizing Data Driven solutions converges to the solution z of the classical problem
defined by the classical material law E. In addition, if the discrete problem is the result of spatial
discretization, e. g., by means of the finite element method, then, under the same assumptions, the
sequence (uk) of solutions corresponding to a sequence (Ek) of material data sets converges in norm
to the classical solution u of the boundary value problem defined by the classical material law E.
3.3 Probabilistic Data Driven schemes
In practice, material data sets may be random by virtue of inherent stochasticity of the material
behavior, experimental scatter inherent to the method of measurement, specimen variability, and
other factors. Under these conditions, the material data set may contain outliers, or points far re-
moved from the general clustering of the material data points, with finite probability. If one of these
outliers happens to be close to the constraint set, it may unduly dominate the distance-minimizing
Data Driven solution described in the foregoing. Thus, such solvers, while well-behaved in applica-
tions with material data sets with uniformly bounded scatter, may not be sufficiently robust with
respect to persistent outliers in other applications. This limitation of distance-minimizing Data
Driven solvers points to the need to investigate problems with random material data sets from a
probabilistic perspective, with a view to ranking the data points by relevance and importance and
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understanding the probability distribution of outcomes of interest.
3.3.1 Data clustering
Distance-minimizing Data Driven solvers are sensitive to outliers because, for any given test solution
z in phase space, they accord overwhelming influence to the nearest point in the material data set,
regardless of any clustering of the points. Cluster analysis provides a means of mitigating the
influence of individual material data points and building notions of data clustering into the Data
Driven solver. Cluster analysis can be based on fundamental concepts of Information Theory such
as maximum-entropy estimation [52]. Specifically, we wish to quantify how well a point z in phase
space is represented by a point zi in a material data set E = (z1, . . . zn). Equivalently, we wish to
quantify the relevance of a point zi in the material data set to a given point z in phase space. We
measure the relevance of points zi in the material data set by means of weights pi ∈ [0, 1] with the
property
n∑
i=1
pi = 1. (3.1)
We wish the ranking by relevance of the material data points to be unbiased. It is known from Infor-
mation Theory that the most unbiased distribution of weights is that which maximizes Shannon’s
information entropy [89, 90, 91]
H(p) = −
n∑
i=1
pi log pi (3.2)
with the extension by continuity: 0 log 0 = 0. In addition, we wish to accord points distant from z
less weight than nearby points, i. e., we wish the cost function
U(z, p) =
n∑
i=1
pid
2(z, zi) (3.3)
to be as small as possible. These competing objectives can be combined in the sense of Pareto
optimality. The Pareto optima are solutions of the problem
For fixed z, minimize: βU(z, p)−H(p) (3.4)
subject to: pi ≥ 0, i = 1, . . . , n;
N∑
i=1
pi = 1, (3.5)
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where β ∈ (0,+∞) is a Pareto weight. The solution to this problem is given by the Bolzmann
distribution
pi(z, β) =
1
Z(z, β)
e−(β/2)d
2(z,zi), (3.6a)
Z(z, β) =
n∑
i=1
e−(β/2)d
2(z,zi). (3.6b)
The corresponding max-ent Data Driven solver now consists of minimizing the free energy
F (z, β) = − 1
β
logZ(z, β), (3.7)
over the constraint set C, i. e.,
z ∈ argmin{F (z′, β), z′ ∈ C}. (3.8)
We note that β−1/2 represents the width of the Bolzmann distribution (3.6) in phase space.
Thus, points in the data set at a distance to z large compared to β−1/2 have negligible influence
over the solution. Conversely, the solution z is dominated by the local cluster of data points in
the β−1/2-neighborhood of z. In particular, outliers, or points outside that neighborhood, have
negligible influence over the solution.
For a compact material point set E in a finite-dimensional phase space, the existence of solutions
of problem (3.8) is ensured by the Weierstrass extreme value theorem. We also note that the
distance-minimizing Data Driven scheme from Chapter 2 is recovered in the limit of β → +∞.
By analogy to statistical thermodynamics, max-ent Data Driven Computing may be regarded as a
thermalized extension of distance-minimizing Data Driven Computing. For finite β, all points in
the material data set influence the solution, but their corresponding weights diminish with distance
to the solution. In particular, the addition of an outlier that is marginally closer to the constraint
set C than a large cluster of material data points does not significantly alter the solution, as desired.
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3.4 Numerical implementation
We recall that the max-ent Data Driven problem of interest is to minimize the free energy F (z)
(3.7) over the constraint set C. The corresponding optimality condition is
∂F
∂z
(z, β) ⊥ C, (3.9)
where ⊥ denotes orthogonality. Assuming
d(z, z′) = |z − z′|, (3.10)
with | · | the standard norm in Rn, we compute
∂F
∂z
(z, β) =
n∑
i=1
pi(z, β)(z − zi) = z −
n∑
i=1
pi(z, β)zi. (3.11)
Inserting this identity into (3.9), we obtain
z −
n∑
i=1
pi(z, β)zi ⊥ C, (3.12)
which holds if and only if
z = PC
(
n∑
i=1
pi(z, β)zi
)
, (3.13)
where PC is the closest-point projection to C. For instance, if C = {f(z) = 0} for some constraint
function f(z), (3.9) may be expressed as
∂F
∂z
(z, β) = λ
∂f
∂z
(z), (3.14a)
f(z) = 0, (3.14b)
where λ is a Lagrange multiplier.
The essential difficulty inherent to problem (3.9), or (3.14), is that, in general, the free energy
function F (·, β) is strongly non-convex, possessing multiple wells centered at the data points in the
material data set. Under these conditions, iterative solvers may fail to converge or may return a
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local minimizer, instead of the global minimizer of interest.
We overcome these difficulties by recourse to simulated annealing [61]. The key observation is
that the free energy F (·, β) is convex for sufficiently small β. Indeed, a straightforward calculation
using (3.10) gives the Hessian matrix as
∂2F
∂z∂z
(z) = I − β
n∑
i=1
pi(z)(z − zi)⊗ (z − zi)
+ β
(
n∑
i=1
pi(z)(z − zi)
)
⊗
 n∑
j=1
pj(z)(z − zj)
 . (3.15)
Evidently, in the limit of β → 0 the Hessian reduces to the identity and the free energy is convex.
Indeed, it follows from (3.6b) that, for β → 0,
F (z, β)− 1
β
log
1
n
∼ 1
n
n∑
i=1
1
2
d2(z, zi). (3.16)
The main idea behind simulated annealing is, therefore, to initially set β sufficiently small that
F (·, β) is convex and subsequently increase it according to some appropriate annealing schedule,
with a view to guiding the solver towards the absolute minimizer.
3.4.1 Fixed-point iteration
We begin by noting that, for fixed β, eq. (3.13) conveniently defines the following fixed-point
iteration,
z(k+1) = PC
(
n∑
i=1
pi(z
(k), β)zi
)
. (3.17)
We recall that fixed-point iterations z ← f(z) converge if the mapping f(z) is contractive. Since
PC is an orthogonal projection, it is contractive if the constraint set C is convex, which we assume
henceforth. Under this assumption, the mapping (3.17) is contractive if and only if the mapping
z 7→
n∑
i=1
pi(z, β)zi ≡ g(z, β) = z − ∂F
∂z
(z, β) (3.18)
is contractive.
Conditions ensuring the contractivity of g(·, β) are given by the following theorem.
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Theorem 1. Suppose that
1
β
<
n∑
i=1
pi(z, β)|zi − z¯|2, (3.19)
where
z¯ =
n∑
i=1
pi(z, β)zi. (3.20)
Then, g(·, β) is contractive in a neighborhood of z.
Proof. From the definition (3.18) of g(z, β), we have, after a trite calculation,
∂g
∂z
(z) = β
n∑
i=1
pi(z, β)(zi − z¯)⊗ (zi − z¯). (3.21)
Let u ∈ Z, |u| = 1. Then,
uT
∂g
∂z
(z)u = β
n∑
i=1
pi(z, β)
(
(zi − z¯) · u
)2 ≤ β n∑
i=1
pi(z, β)|zi − z¯|2. (3.22)
Therefore, by the implicit function theorem, contractivity in a neighborhood of z follows if
β
n∑
i=1
pi(z, β)|zi − z¯|2 < 1, (3.23)
or, equivalently, if (3.19) holds.
Conditions ensuring global contractivity of the mapping g(·, β) are given by the following the-
orem.
Theorem 2. Suppose that
1
β
>
1
n
n∑
i=1
|z − zi|2, (3.24)
for all z ∈ Ω ⊂ Z. Then, F (·, β) is convex in Ω.
Proof. Fix z ∈ Ω and β > 0 and let u ∈ Z be an arbitrary unit vector in phase space. We have
uT
∂2F
∂z∂z
u = 1− β
n∑
i=1
pi(z, β)
(
(z − zi) · u
)2
+ β
(
n∑
i=1
pi(z, β)(z − zi) · u
)2
, (3.25)
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which gives the lower bound
uT
∂2F
∂z∂z
u ≥ 1− β
n∑
i=1
pi(z, β)
(
(z − zi) · u
)2
. (3.26)
Maximizing the bound with respect to u, we have
n∑
i=1
pi(z, β)
(
(z − zi) · u
)2 ≤ n∑
i=1
pi(z, β)|z − zi|2, (3.27)
and, hence,
uT
∂2F
∂z∂z
u ≥ 1− β
n∑
i=1
pi(z, β)|z − zi|2. (3.28)
From the max-ent optimality of pi(z, β), we additionally have
β
2
n∑
i=1
pi(z, β)|z − zi|2 +
n∑
i=1
pi(z, β) log pi(z, β) ≤ β
2
n∑
i=1
p′i|z − zi|2 +
n∑
i=1
p′i log p
′
i, (3.29)
for all (p′i) such that
p′i ≥ 0,
n∑
i=1
p′i = 1. (3.30)
Testing with p′i = 1/n, we obtain
β
2
n∑
i=1
pi(z, β)|z − zi|2 +
n∑
i=1
pi(z, β) log pi(z, β) ≤ β
2
1
n
n∑
i=1
|z − zi|2 + log 1
n
. (3.31)
But, by Jensen’s inequality,
log
1
n
≤
n∑
i=1
pi(z, β) log pi(z, β), (3.32)
which, in conjunction with (3.31), gives
n∑
i=1
pi(z, β)|z − zi|2 ≤ 1
n
n∑
i=1
|z − zi|2. (3.33)
Inserting this estimate in (3.28) gives
uT
∂2F
∂z∂z
u ≥ 1− β
n
n∑
i=1
|z − zi|2. (3.34)
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From this inequality we conclude that
uT
∂2F
∂z∂z
u ≥ 0 (3.35)
for all unit vectors u in phase space if
1− β
n
n∑
i=1
|z − zi|2 ≥ 0, (3.36)
or, equivalently, if inequality (3.24) is satisfied.
3.4.2 Simulated annealing
The general idea of simulated annealing is to evolve the reciprocal temperature jointly with the
fixed point iteration according to an appropriate annealing schedule, i. e., we modify (3.17) to
z(k+1) = PC
(
n∑
i=1
pi(z
(k), β(k))zi
)
. (3.37)
An effective annealing schedule is obtained by selecting β(k+1) so as to ensure local contractivity
of the fixed-point mapping. An appeal to Theorem 1 suggests schedules such that
1
β(k+1)
<
n∑
i=1
pi(z
(k), β(k))|zi − z¯(k)|2. (3.38)
By Theorem 1, this choice ensures local contractivity and, hence, convergence of the fixed-point
iteration (3.17). The initial reciprocal temperature β(0) may be chosen according to Theorem 2,
which ensures that the fixed-point iteration is contractive everywhere.
As already noted, the max-ent Data Driven solution is controlled by its local β−1/2-neighborhood
of points in the data set. Thus, initially the annealing schedule casts a broad net and all points
in the data set are allowed to influence the solution. As β grows, that influence is restricted to an
increasingly smaller cluster of data points. For large β, the solution is controlled by the points in
a certain local neighborhood of the data set determined by the annealing iteration. In particular,
the influence of outliers in the data set is eliminated.
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3.5 Numerical tests
We test the properties of max-ent Data Driven Computing by means of the simple example of
truss structures. Trusses are assemblies of articulated bars that deform in uniaxial tension or
compression. Thus, conveniently, in a truss the material behavior of a bar e is characterized by a
simple relation between the uniaxial strain εe and uniaxial stress σe in the bar. We refer to the
space of pairs ze = (εe, σe) as the phase space of bar e. The state z = (ze)
m
e=1, where m is the
number of bars in the truss, is subject to the compatibility and equilibrium constraints
e = Beu, (3.39a)
m∑
e=1
BTe weσe = f, (3.39b)
where u is the array of nodal displacements, f is the array of applied nodal forces, the matrices
(Be)
m
e=1 encode the geometry and connectivity of the truss members and we is the volume of member
e.
We may metrize the local phase spaces of each member of the truss by means of Euclidean
distances derived from the norms
|ze|e =
(
C2e + C−1σ2e
)1/2
, (3.40)
for some positive constant C. We may then metrize the global state of the truss by means of the
global norm
|z| =
( m∑
e=1
we|ze|2e
)1/2
=
(
m∑
e=1
we
(
C2e + C−1σ2e
))1/2
(3.41)
and the associated distance (3.10). For a truss structure, the point in C closest to a given point z∗
in phase space follows from the stationarity condition
δ
{
m∑
e=1
we
(
C
2
(Beu− ∗e)2 +
C−1
2
(σe − σ∗e)2
)
+
(
f −
m∑
e=1
weB
T
e σe
)T
λ
}
= 0, (3.42)
where λ is an array of Lagrange multiplier enforcing the equilibrium constraints. The corresponding
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Euler-Lagrange equations are
m∑
e=1
weB
T
e C(Beu− ∗e) = 0, (3.43a)
C−1(σe − σ∗e)−Beλ = 0, (3.43b)
m∑
e=1
weB
T
e σe = f, (3.43c)
or (
m∑
e=1
weB
T
e CBe
)
u =
m∑
e=1
weB
T
e C∗e, (3.44a)(
m∑
e=1
weB
T
e CBe
)
λ = f −
m∑
e=1
weB
T
e σ
∗
e , (3.44b)
which define two standard truss equilibrium problems for the linear reference material of modulus
C.
We assume that the behavior of each bar e is characterized by a local material data set Ee =
{zie = (ie , σie) ∈ R2, ie = 1, . . . , ne}, where ne is the number of data points in Ee. For instance,
each point in the data set may correspond, e. g., to an experimental measurement. A typical data
set is notionally depicted in Fig. 3.1. The global data set is then the Cartesian product
E = E1 × · · · × Em. (3.45)
A typical point in such a data set is most convenient indexed as zi1...im , with ie = 1, . . . , ne,
e = 1, . . . ,m, instead of using a single index as in Section 3.3. The partition function (3.6b) then
takes the form
Z(z, β) =
n1∑
i1=1
· · ·
nm∑
im=1
e−(β/2)
∑m
e=1 d
2(ze,zie ), (3.46)
where the local distance is given by (3.40). Rearranging terms, (3.46) may be rewritten in the form
Z(z, β) =
n1∑
i1=1
· · ·
nm∑
im=1
(
m∏
e=1
e−(β/2)d
2(ze,zie )
)
=
m∏
e=1
(
ne∑
ie=1
e−(β/2)d
2(ze,zie )
)
≡
m∏
e=1
Ze(ze, β),
(3.47)
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and the total free energy evaluates to
F (z, β) = − 1
β
logZ(z, β) =
m∑
e=1
(
− 1
β
logZe(ze, β)
)
≡
m∑
e=1
Fe(ze, β). (3.48)
We note that the total free energy is additive with respect to the free energies Fe(ze, β) of the
members. Finally, the Bolzmann distribution (3.6) becomes
pi1,...,im(z, β) =
1
Z(z, β)
e−(β/2)
∑m
e=1 d
2(ze,zie )
=
m∏
e=1
(
1
Ze(ze, β)
e−(β/2)d
2(ze,zie )
)
≡
m∏
e=1
pie(ze, β).
(3.49)
As expected, the local memberwise probability distributions are independent. We also note that
the system is assumed to be in thermal equilibrium, i. e., the members are all assumed to be at the
same temperature.
In the case of independent local material data sets, eq. (3.45), the bound (3.19) specializes to
1
β
<
n1∑
i1=1
· · ·
nm∑
im=1
pi1,...,im(z, β)
(
m∑
e=1
d2(z¯e, zie)
)
=
m∑
e=1
(
n1∑
i1=1
· · ·
nm∑
im=1
pi1,...,im(z, β)d
2(z¯e, zie)
)
=
m∑
e=1
(
ne∑
ie=1
pie(ze, β)d
2(z¯e, zie)
)
.
(3.50)
We can exploit this special structure and refine the bound by applying it at the local level, i. e., by
requiring
1
βe
<
ne∑
ie=1
pie(ze, βe)d
2(z¯e, zie), (3.51)
e = 1, . . . ,m, where 1/βe represent local temperatures. We can further define an annealing schedule
by taking (3.51) as the basis for local temperature updates
1
β
(k+1)
e
=
ne∑
ie=1
pie(ze, β
(k))d2(z¯(k)e , zie), (3.52)
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with thermal equilibrium subsequently restored by setting the global temperature to
1
β(k+1)
=
m∑
e=1
w
(k+1)
e
β
(k+1)
e
, (3.53)
with appropriate weights w
(k+1)
e . In calculations, we specifically choose
w(k+1)e =
e−β
(k)
e Fe(z¯
(k)
e ,β
(k)
e )∑m
e=1 e
−β(k)e Fe(z¯(k)e ,β(k)e )
=
Ze(z¯
(k)
e , β
(k)
e )∑m
e=1 Ze(z¯
(k)
e , β
(k)
e )
. (3.54)
Finally, the initial estimate (3.24) corresponds to setting
pie(ze, β) =
1
ne
, (3.55)
whereupon (3.38) becomes
1
β(0)
=
m∑
e=1
1
ne
(
ne∑
ie=1
d2(z¯(0)e , zie)
)
. (3.56)
As a further control on the annealing rate we set
β(k+1) = λβ˜(k+1) + (1− λ)β(k), (3.57)
where β˜(k+1) is the result of applying the update (3.53) and λ is an adjustable factor.
A complete list of relations specialized for the case of independent local material data sets is
given in Algorithm 2.
Alternative strategies for starting and accelerating simulated-annealing iterations are briefly
noted in Section 3.6.5, but a detailed investigation of such alternatives is beyond the scope of this
thesis (cf., e. g., [66] for a general discussion of simulated-annealing strategies). The iterative solver
operates in two distinct phases. The first phase executes the annealing schedule until the values for
β become large. Subsequent to this initial phase, the algorithm proceeds by distance minimization,
as in Chapter 2, until convergence is achieved.
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Algorithm 2 Data Driven solver
Require: Local data sets Ee = {zie , ie = 1, . . . , ne}, B-matrices {Be, e = 1, . . . ,m}, force vector f ,
parameter λ.
1) Initialize data iteration. Set k = 0, compute
z¯(0)e = z
(0)
e =
1
ne
ne∑
ie=1
zie ,
1
β(0)
=
m∑
e=1
1
ne
(
ne∑
ie=1
d2(z¯(0)e , zie)
)
. (3.58)
2) Calculate data associations and precalculate for convexity estimate:
for all e = 1, . . . ,m do
2.1) Set c
(k)
ie
= exp
(− β(k)d2(z(k)e , zie)), ie = 1, . . . , ne.
2.2) Set Z
(k)
e =
∑ne
ie=1
c
(k)
ie
.
2.3) Set p
(k)
ie
= c
(k)
ie
/Z
(k)
e , ie = 1, . . . , ne.
2.4) Set z¯
(k)
e =
∑ne
ie=1
p
(k)
ie
zie .
2.5) Set D
(k)
e =
∑ne
ie=1
c
(k)
ie
d2(z¯
(k)
e , zie)
end for
3) Solve for u(k+1) and η(k+1):(
m∑
e=1
weB
T
e CBe
)
u(k+1) =
m∑
e=1
weB
T
e C¯(k)e , (3.59a)(
m∑
e=1
weB
T
e CBe
)
η(k+1) = f −
m∑
e=1
weB
T
e σ¯
(k)
e . (3.59b)
4) Progress Schedule:
4.1) Set
β˜(k+1) =
(∑m
e=1D
(k)
e∑m
e=1 Z
(k)
e
)−1
. (3.60)
4.2) Set β(k+1) = (1− λ)β(k) + λβ˜(k+1).
5) Compute local states ze,k:
for all e = 1, . . . ,m do
ε(k+1)e = Beu
(k+1), σ(k+1)e = σ¯
(k+1)
e + CBeη(k+1) (3.61)
end for
6) Test for convergence and cycle the time or data iteration:
if {z(k+1)e = z(k)e , e = 1, . . . ,m} then
exit
else
k ← k + 1,
goto (2).
end if
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Figure 3.2: a) Geometry and boundary conditions of truss test case. b) Base material model with
reference solution stress-strain points superimposed.
3.5.1 Annealing schedule
In calculations we consider the specific test case shown in Fig. 3.2a. The truss contains 1,246
members and is supported and loaded as shown in the figure. By way of reference, we consider the
nonlinear stress-strain relation shown in 3.2b. A Newton-Raphson solution based on that model
is readily obtained. The resulting states of all the members of the truss are shown in Fig. 3.2a
superimposed on the stress-strain curve in order to visualize the coverage of phase space entailed
by the reference solution.
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Figure 3.3: Truss test case, , λ = 0.01. a) Evolution of β through the annealing schedule for different
data set sizes. b) Convergence of the max-ent Data Driven solution to the reference solution for the
base model depicted in Fig. 3.2b.
The performance of the solver is shown in Fig. 3.3. In the present test, data sets are generated
by spacing the data points evenly over the strain axis and then evaluating the corresponding stress
values from the base model depicted in Fig. 3.2b. Fig. 3.3a shows the evolution of β through the
annealing schedule for λ = 0.01. As may be seen from the figure, β grows roughly linearly up to
a certain, data set size dependent, number of iterations at which point it diverges rapidly. The
stepwise convergence of the simulated annealing iteration is shown in Fig. 3.3b. As the data set
grows in size, the number of iterations to convergence grows correspondingly, as the iteration has
to explore a larger data set.
69
Iterations
β
0 50 100 150 200 250
10-4
10-2
100
102
104
106
108
1010
100,000 pts
100 pts
1,000 pts
10,000 pts
(a)
Steps
d (
z , z
r e
f )
0 100 200 300 400 50010
-3
10-2
10-1
100
101
102
β < ∞
β = ∞
Transition
100,000 points
100 points
1,000 points
10,000 points
(b)
Figure 3.4: Truss test case, λ = 0.1. a) Evolution of β through the annealing schedule for different data
set sizes. b) Convergence of the max-ent Data Driven solution to the reference solution for the base
model depicted in Fig. 3.2b.
The influence of the parameter λ on the annealing schedule and the solution is illustrated in
Fig. 3.4, which corresponds to λ = 0.1. In general, a larger value of λ represents a more aggressive,
or faster, annealing schedule, whereas a smaller value represents a more conservative, or slower,
annealing schedule. A comparison between Figs. 3.3 and 3.4 reveals that, whereas an aggressive
annealing schedule indeed speeds up the convergence of the simulated-annealing iteration, it may
prematurely freeze the solution around a non-optimal data set cluster, with an attendant loss of
accuracy of the solution. Contrariwise, whereas a conservative annealing schedule slows down the
convergence of the simulated-annealing iteration, it provides for a more thorough exploration of
the data set, resulting in a solution of increased accuracy.
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Figure 3.5: Truss test case. a) Error in the data driven solution relative to the reference solution as a
function of λ and data set size. b) Convergence to the reference solution with increasing data set size.
Further evidence of this annealing speed vs. accuracy trade-off is collected in Fig. 3.5. Thus,
Fig. 3.5a shows the error in the data driven solution relative to the reference solution as a function of
λ and data set size. As may be seen from the figure, the data driven solution is relatively insensitive
to λ for small, or coarse, data sets. This lack of sensitivity owes to the fact that, by virtue of the
coarseness of the data set, the simulated-annealing iteration leads to identical, or nearly identical,
local data cluster regardless of the value of λ. By contrast, the range of possible limiting local data
clusters increases with the size of the data set. Under these conditions, a conservative annealing
schedule is more effective at identifying an optimal, or nearly-optimal, local data set cluster, at
an attendant improvement in the accuracy of the solution. Fig. 3.5a also illustrates the beneficial
effect of performing a distance-minimizing iteration after quenching (grey symbols) vs. stopping
the iteration upon quenching (orange symbols). Fig. 3.5b shows the rates of convergence achieved
as a function of λ and the size of the data set. The theorem supporting Propostion 1 in Chapter 2
shows that, for the data sets under consideration, the rate of convergence of distance-minimizing
Data Driven solutions with respect to data set size is linear. Fig. 3.5b suggests that the same rate of
convergence is achieved asymptotically by the max-ent Data Driven solutions for sufficiently small
λ.
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3.5.2 Uniform convergence of a noisy data set towards a classical material model
Next we consider data sets that, while uniformly convergent to a material curve in phase space,
include noise in inverse proportion to the square root of the data set size. To construct a data
set consistent with this aim, points are first generated directly from the material curve so that the
metric distance between the points is constant. This first sample then has noise added independently
pointwise according to a capped normal distribution in both the strain and stress axes with zero
mean and standard deviation in inverse proportion to the square root of the data set size. The
resulting data sets converge uniformly to the limiting material curve with increasing number of
data points. Fig. 3.6a illustrates the data sets thus generated when the limiting model is as shown
in Fig. 3.2b.
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Figure 3.6: Truss test case. a) Random data sets generated according to capped normal distribution
centered on the material curve of Fig. 3.2b with standard deviation in inverse proportion to the square
root of the data set size. b) Convergence with respect to data set size of error histograms generated
from 100 material set samples.
A convergence plot of error vs. data set size in shown in Fig. 3.6b, with error defined as the
distance between the max-ent Data Driven solution and the classical solution. For every data set
size, the plot depicts histograms of error compiled from 100 randomly generated data set samples.
We again recall from Chapter 2, given the capped structure of the data sets under consideration,
distance-minimizing Data Driven solutions converge to the limiting classical solution as N−1/2, with
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N the size of the data set. Surprisingly, an analysis of Fig. 3.6b suggests that, for sufficiently small
λ, the max-ent Data Driven solutions converge as N−1 instead, i. e., they exhibit a linear rate of
convergence with the data set size.
The random sampling of the data sets also raises questions of convergence in probability. It
is interesting to note from Fig. 3.6b that both the mean error and the standard deviation of the
error distribution converge to zero with increasing data set size. As already noted, the mean error
exhibits a linear rate of convergence. The roughly constant width of the error histograms in log-
log coordinates, suggests that the standard deviation of the error also converges to zero linearly
with increasing data set size. These two observations together suggest that the error distribution
obtained from a capped normal sampling of a material reference curve converges with sample size
to the Dirac distribution centered at zero in both mean and in mean square, hence in probability
[18].
3.5.3 Random data sets with fixed distribution about a classical material model
A different convergence scenario arises in connection with random material behavior described by
a fixed probability measure µ in phase space. Specifically, given a set E in phase space, µ(E) is
the probability that a fair test return a state z ∈ E. By virtue of the randomness of the material
behavior, the solution becomes itself a random variable. We recall that the constraint set C is
the set of states z in phase space that are compatible and in equilibrium. When the material
behavior is random and is characterized by a probability measure µ in phase space, the solution
must be understood in probabilistic terms and may be identified with the conditional probability
µ C of µ conditioned to C. The corresponding question of convergence then concerns whether the
distribution of Data Driven solutions obtained by sampling µ by means of data sets of increasing
size converges in probability to µ C.
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Figure 3.7: Truss test case. a) Random data sets generated according to normal distribution centered
on the material curve of Fig. 3.2b with constant standard deviation independent of the data set size. b)
Convergence with respect to data set size of error histograms generated from 100 material set samples.
While a rigorous treatment of convergence in probability is beyond the scope of this thesis, we
may nevertheless derive useful insights from numerical tests. We specifically assume that µ is the
cartesian product of member-wise measures µe characterizing the material behavior of each bar e.
Specifically, given a set Ee in the phase space of member e, µe(Ee) is the probability that a fair
test of member e return a state ze ∈ Ee. In accordance with this representation, in calculations
we generate data sets member-wise from a zero-mean normal distribution that is no longer capped
and whose standard deviation is held constant. Fig. 3.7a illustrates the data sets thus generated
when the base model is as shown in Fig. 3.2b.
Since the probability measure µe is generated by adding zero-mean normal random displace-
ments to the base model in phase space, and since the constraint set C is linear, the conditional
probability µ C is itself centered on the base model. Hence, its mean value z¯ necessarily coincides
with the classical solution. This property is illustrated in Fig. 3.7b, which shows a convergence plot
of error vs. data set size, with error defined as the distance between the max-ent Data Driven solu-
tion and the classical solution. For every data set size, the plot depicts histograms of error compiled
from 100 randomly generated data set samples. As may be seen from the figure, the mean value
of the histograms converges to zero with data set size, which is indicative of convergence in the
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mean of the sampled max-ent Data Driven solutions. The rate of convergence of the mean error is
computed to be of the order of 0.22. Interestingly, this rate of convergence is considerably smaller
than the linear convergence rate achieved for the capped normal noise distributions considered in
the preceding section. The slower rate of convergence may be attributable to the wider spread of
the data about its mean, though the precise trade-off between convergence and uncertainty remains
to be elucidated rigorously. Finally, we note from Fig. 3.7b that, as in the case of capped normal
noise, an overly fast annealing schedule results in a degradation of the convergence rate.
3.6 Summary and discussion
We have formulated a Data Driven Computing paradigm, which we have termed max-ent Data
Driven Computing, that generalizes distance-minimizing Data Driven Computing of the type de-
veloped in Chapter 2 and is robust with respect to outliers. Robustness is achieved by means
of clustering analysis. Specifically, we assign data points a variable relevance depending on dis-
tance to the solution and through maximum-entropy estimation. The resulting problem consists
of the minimization of a suitably-defined free energy over phase space subject to compatibility and
equilibrium constraints. The problem is non-standard in the sense that the relevant Data Driven
free energy is defined jointly over driving forces and fluxes. The distance-minimizing Data Driven
schemes of Chapter 2 are recovered in the limit of zero temperature. We have also developed a
simulated annealing solver that delivers the solution through a suitably-defined quenching schedule.
Finally, we have presented selected numerical tests that establish the good convergence properties
of the max-ent Data Driven solutions and solvers.
We conclude by framing Data Driven Computing within the context of past and present efforts
to automate the connection between data and material models and expounding on how Data Driven
Computing differs from said efforts. We also point out a number of possible enhancements of the
approach that define worthwhile directions of further research.
3.6.1 Irreducibility to classical material laws
As already noted, the Data Driven free energy (3.7) and the associated problem (3.8) are non-
standard. Thus, if z = (, σ), with  the collection of local states of the system and σ the cor-
responding fluxes, the classical free energy is a function of state of the form A(, β), i. e., it is a
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function of the driving forces and temperature, and the fluxes follow as σ = ∂A(, β). The corre-
sponding classical problem consists of minimizing A(, β) with respect to the driving forces  subject
to compatibility constraints. Correspondingly, the classical Gibbs energy is a function of state of
the form G(σ, β), i. e., a function of the fluxes and temperature, and the driving forces follow as
 = ∂σG(σ, β). The corresponding classical problem consists of minimizing G(σ, β) with respect to
the fluxes σ subject to equilibrium constraints. By contrast, here the relevant free energy (3.7) is
a function F (z, β) defined over the entire phase space, i. e., is a joint function of the driving forces
and fluxes. The corresponding Data Driven problem consists of minimizing F (z, β) with respect to
z subject to compatibility and equilibrium constraints simultaneously. Of course, it is possible to
define an effective free energy through a partial minimization of F (z, β) with respect to the fluxes,
i. e.,
A(, β) = min {F((, σ), β), (, σ) ∈ C}, (3.62)
with A = +∞ is no minimizer exists. The corresponding effective classical problem then consists of
minimizing A(, β) with respect to the driving forces . Likewise, it is possible to define an effective
Gibbs energy through a partial minimization of F (z, β) with respect to the driving forces, i. e.,
G(σ, β) = min {F((, σ), β), (, σ) ∈ C}, (3.63)
with G = +∞ is no minimizer exists. The corresponding effective classical problem then consists of
minimizing G(σ, β) with respect to the fluxes σ. However, we note that these effective energies are
global and do not correspond to a classical local material law in general. For instance, consider a
finite-dimensional problem, such as the truss example developed in the foregoing, with compatibility
and equilibrium constraints that can be satisfied identically through the representations
 = Bu, (3.64a)
σ = Aϕ, (3.64b)
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where u is a displacement vector, B is a discrete strain operator, ϕ is an Airy potential vector and
A is a discrete Airy operator, with the properties
BTA = 0, (3.65a)
ATB = 0, (3.65b)
which identify BT and AT as the discrete equilibrium and compatibility operators, respectively. In
this representation, the Data Driven problem becomes
F (Bu,Aϕ, β)→ min! (3.66)
The corresponding Euler-Lagrange equations are
AT
∂F
∂σ
(Bu,Aϕ, β) = 0, (3.67a)
BT
∂F
∂
(Bu,Aϕ, β) = 0, (3.67b)
which represent the discrete compatibility and equilibrium equations, respectively. Evidently, it is
now possible to eliminate the Airy potential vector ϕ using the compatibility equations (3.67a) to
define a reduced equilibrium problem in the displacement vector u, or, alternatively, eliminate the
displacement vector u using the equilibrium equations (3.67b) to define a reduced compatibility
problem in the Airy potential vector ϕ. However, these reduced problems remain non-classical in
that they are non-local, i. e., they do not correspond to any local member-wise material law in
general.
3.6.2 Material Informatics
There has been extensive previous work focusing on the application of Data Science and Analytics to
material data sets. The field of Material Informatics (cf., e. g., [85, 81, 23, 82, 80, 84, 83, 22, 47, 49])
uses data searching and sorting techniques to survey large material data sets. It also uses machine-
learning regression [19, 93] and other techniques to identify patterns and correlations in the data for
purposes of combinatorial materials design and selection. These approaches represent an application
of standard sorting and statistical methods to material data sets. While efficient at looking up and
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sifting through large data sets, it is questionable that any real epistemic knowledge is generated
by these methods. What is missing in Material Informatics is an explicit acknowledgement of the
field equations of physics and their role in constraining and shaping material behavior. By way
of contrast, such field equations play a prominent role in the Data Driven Computing paradigm
developed in the present work.
3.6.3 Material identification
There has also been extensive previous work concerned with the use of empirical data for pa-
rameter identification in prespecified material models, or for automating the calibration of the
models. For instance, the Error-in-Constitutive-Equations (ECE) method is an inverse method
for the identification of material parameters such as the Young’s modulus of an elastic mate-
rial [41, 16, 35, 17, 72, 96, 10, 77, 68, 75]. While such approaches are efficient and reliable for
their intended application, namely, the identification of material parameters, they differ from Data
Driven Computing in that, while material identification schemes aim to determine the param-
eters of a prespecified material law from experimental data, Data Driven Computing dispenses
with material models altogether and uses fundamental material data directly in the formulation of
initial-boundary-value problems and attendant calculations thereof.
3.6.4 Data repositories
A number of repositories are presently in existence aimed at data-basing and disseminating material
property data, e. g., [4, 2, 1, 3]. However, it is important to note that the existing material
data repositories archive parametric data that are specific to prespecified material models. For
instance, a number of repositories rely on parameterizations of standard interatomic potentials,
such as the embedded-atom method (EAM), and archive data for a wide range of materials systems.
Evidently, such data are strongly biased by—and specific to—the assumption of a specific form of
the interatomic potential. By way of contrast, Data Driven Computing is based on fundamental,
or model-free, material data only. Thus, suppose that the problem of interest is linear elasticity.
In this case, the field equations are the strain-displacement and the equilibrium relations, and the
local states are described by a strain tensor and a corresponding stress tensor. It thus follows that,
in this case, model-free fundamental data consists of points in strain-stress space, or phase space.
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By relying solely on fundamental data, Data Driven Computing requires no a priori assumptions
regarding particular forms, and parameterizations thereof, of material models.
3.6.5 Implementation improvements
This chapter has focused on a particular definition of the annealing schedule as a means to im-
plementing the new class of max-ent Data Driven solvers. It remains easily within the bounds of
expectation that improvements in the schedule definition could lead to reductions in the number
of iterations and improvements in annealing convergence rates. A number of other implementation
improvements are equally worthy of examination. At present, sums over entire data sets for each
material point were calculated without simplification or truncation. However, early stages of the
annealing schedule could easily be performed on subsampled or summarized data sets due to the
nonlocal nature of the calculations. Late stages of the annealing schedule could easily truncate sums
over the data set through the use of cutoff radii pegged to β−1/2. These and other considerations are
likely to play an important role in the progression towards efficient and scalable implementations
of the method.
3.6.6 Data coverage, sampling quality, adaptivity
Data Driven solvers provide, as a by-product, useful information regarding data coverage and
sampling quality. Specifically, suppose that z is a Data Driven solution and ze is the corresponding
local state at material point e. Then, the distance de(ze, Ee) supplies a measure of how well the
local state ze is represented within the local material data set Ee. For any given material data set,
a certain spread in the values of de(ze, Ee) may be expected, indicating that certain local states
in a solution are better sampled than others. Specifically, local states with no nearby data points
result in high values of de(ze, Ee), indicative of poor coverage by the material data set. Thus,
the analysis of the local values de(ze, Ee) of the distance function provides a means of improving
material data sets adaptively for particular applications. Evidently, the optimal strategy is to target
for further sampling the regions of phase space corresponding to the local states with highest values
of de(ze, Ee). In particular, local states lying far from the material data set, set targets for further
testing. In this manner, the material data set may be adaptively expanded so as to provide the
best possible coverage for a particular application.
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3.6.7 Data quality, error bounds and confidence
Not all data are created equal, some data are of higher quality than others. In general, it is
important to keep careful record of the pedigree, or ancestry, of each data point and to devise
metrics for quantifying the level of confidence that can be placed on the data [74]. The confidence
level in a material data point zi can be quantified by means of a confidence factor ci ∈ [0, 1], with
ci = 0 denoting no confidence and ci = 1 denoting full confidence. The weighting of the data points
can then be modified to
pi(z, β) =
ci
Z(z, β)
e−(β/2)d
2(z,zi), (3.68a)
Z(z, β) =
n∑
i=1
cie
−βd2(z,zi), (3.68b)
which effectively factors the confidence factors into the calculations. In addition, material data
obtained through experimental measurements often comes with error bounds attached. The stan-
dard error of a measurement of mean zi is normally identified with its standard deviation si. In
such cases, assuming the distribution of measurements to be Gaussian we obtain the distribution
of weights
pi(z, β) =
1
Z(z, β)
e−1/2(s
2
i+1/2β)
−1d2(z,zi), (3.69a)
Z(z, β) =
n∑
i=1
e−1/2(s
2
i+1/2β)
−1d2(z,zi). (3.69b)
Again, this simple device effectively factors the experimental error bounds into the calculations.
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Chapter 4
Dynamics Constraints as Applied to
Different Schemes
This work is available as a preprint article [56] and has since been submitted for publication [59].
It is presented here with only small modifications.
4.1 Introduction
As we transition into an era of data generation and collection, constitutive relations will increas-
ingly come to be characterized by information sets that are data rich throughout the regimes of
interest. In this new environment, where inference is no longer required, empirical summaries will
be necessarily less rich than the data upon which they were based. In these circumstances, mod-
eling finds itself unable to take full advantage of the increasingly large data sets. Ultimately, the
assumptions of a model become a restriction on the ability of a calculation to reproduce observed
behavior. This lack of predictiveness then leads to unresolvable modeling errors that detract from
the quality of the solution. The question then becomes how to move scientific computing beyond
the modeling paradigm and have it operate directly on the supplied data sets. This question is
strongly reminiscent of the new field of Data Science. In its most general form, Data Science is the
extraction of knowledge from large volumes of unstructured data [8, 9, 7, 14]. It uses analytics,
data management, statistics and machine learning to derive mathematical models for subsequent
use in decision making. Data Science already provides classification methods capable of processing
source data directly into query answers in non-STEM problems. In a similar vein, there has been
extensive previous work focusing on the application of Data Science and Analytics to material data
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sets. The field of Material Informatics (cf., e. g., [85, 81, 23, 82, 80, 84, 83, 22, 47, 49]) uses data
searching and sorting techniques to survey large material data sets. It also uses machine-learning
regression [19, 93] and other techniques to identify patterns and correlations in the data for purposes
of combinatorial materials design and selection. However, what is missing in Material Informatics
is an explicit acknowledgement of the field equations of physics and their role in constraining and
shaping material behavior. At its best, Material Informatics represents an application of standard
sorting and statistical methods to material data sets.
While efficient at looking up and sifting through large data sets, it is questionable that any real
epistemic knowledge is generated by these methods.
There has also been extensive previous work concerned with the use of empirical data for
parameter identification in prespecified material models, or for automating the calibration of the
models. For instance, the Error-in-Constitutive-Equations (ECE) method is an inverse method
for the identification of material parameters such as the Youngs modulus of an elastic material
[41, 16, 35, 17, 72, 96, 10, 77, 68, 75]. While such approaches are efficient and reliable for their
intended application, namely, the identification of material parameters, they differ from Data Driven
Computing, as understood here, in that, while material identification schemes aim to determine
the parameters of a prespecified material law from experimental data, Data Driven Computing
dispenses with material models altogether and uses fundamental material data directly in the
formulation of initial-boundary-value problems and attendant calculations thereof.
It was shown in previous chapters that it is indeed possible to reformulate the classical boundary-
value problems of mechanics directly in terms of material data alone, without recourse to material
modeling, pre-analysis or pre-processing of the material data. In this Data Driven Computing
paradigm, the compatibility and conservation laws are recognized as material-independent differ-
ential constraints. The Data Driven solution is then defined as the point of the constraint manifold
that is closest to the material data set. In this manner, the solution is determined directly by
the material data, without recourse to any modeling of the data. Chapter 2 demonstrated the
distance-based paradigm to be well-posed with respect to uniformly convergence of the material-
data set. The effect of outliers in the material data set can be further mitigated by means of
maximum-entropy estimation and information theory in Chapter 3.
The present chapter is concerned with the extension of Data Driven computing to dynamics.
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Distance-minimizing methods described in Chapter 2 are encompassed as a special case of the
applied annealing schedule. Time is discretized using a variational time stepping scheme that is
used to generalize the static equilibrium constraints used in previous work. Selected numerical
tests are used to demonstrate the convergence properties of both distance minimizing and entropy
maximizing data solvers.
The chapter is organized as follows. In Section 4.2, we review max-ent Data Driven solvers
and the associated simulated annealing schedules needed for their implementation. In Section 4.3
we extend previous Data Driven solvers, concerned with quasistatic problems, to dynamics. In
Section 4.4, we present numerical tests that assess the convergence properties of max-ent and
distance minimizing Data Driven solutions with respect to uniform convergence of the material
data set. We also demonstrate the performance of max-ent based Data Driven Computing when
the material behavior itself is random, i. e., defined by a probability density over the phase space.
This is followed by a qualitative discussion of performance for these methods, beyond the specifics
of convergence. Finally, concluding remarks and opportunities for further development of the Data
Driven paradigm are presented in Section 4.5.
4.2 Review of Data Driven schemes
A main task of scientific calculations is to resolve coupled field responses to boundary conditions.
Constitutive relationships then define the nature of coupling between the related fields. The lan-
guage here restricts itself to mechanics, but mechanics is itself a special case of potential field theory
through which electrostatics, diffusion and others present a similar need for constitutive definitions.
Continuing within mechanics, the relations of interest are the extensive kinematic and kinetic work
conjugate fields, e.g. ε and σ. Individually these fields must satisfy material independent properties
with strong constraints. Kinematic fields must satisfy compatibility, while kinetic fields conserve
momentum to be consistent with known physical laws. The certainty with which such field con-
straints can be asserted stands in stark contrast to the material dependent constitutive model which
typically relates the two fields. Such models must be informed by supplied data, whose summa-
rization into a model is typically performed using ad-hoc empirical fits. These fits, while providing
speed and the opportunity for the introduction of intuition and inference, simultaneously introduce
a modeling error that influences computational conclusions in ways which are hard to characterize.
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To move beyond modeling, we now focus on the material data sets upon which such a models
are based. This data E exists as a finite point set in phase space Z, where an example from
small deformation mechanics would express the set as E = ((εi, σi), i = 1, · · · , N). The discrete
nature of the set would naturally confound constitutive strategies which rely upon making use of a
characterized function form. If compatibility, equilibrium, and boundary conditions are represented
by the constraint set C, a problem arises in the likely case where the combined constraints cannot
be satisfied by couplings defined by the discrete data set, thus E ∩ C returns an empty set. What
is sought then is a relaxation which continues to satisfy all the members of C while minimizing
deviations from E through direct data references.
Initially in Chapter 2, work on Data Driven computing focused primarily on establishing and
demonstrating of a new class of Data Driven solvers through the use of a distance minimizing
argument. However, such solvers exhibit data-convergence for noisy sets only if the sequence of
data sets converges to a graph in the phase space. The need to accommodate a finite band of
data obviates the need for a probabilistic solution strategy which arbitrates on the relevance and
importance of different data points based on proximity. Cluster analysis provides a means of
incorporating the influence of data neighborhoods to allow data-convergence in the presence of
deeper samplings of fixed distributions.
4.2.1 Data clustering
Data Driven solvers for noisy data were developed in Chapter 3, employing cluster analysis to
make a new kind of data driven solver, robust to outliers and well suited to data sources with
finite data bands. The foundations of cluster analysis have their roots in concepts provided by
Information Theory, such as maximum-entropy estimation [52]. Specifically, we wish to quantify
how well a point z in phase space is represented by a point zi in a material data set E = (z1, · · · , zn).
Equivalently, we wish to quantify the relevance of a point zi in the material data set to a given
point z in phase space. We measure the relevance of points zi in the material data set by means of
weights pi ∈ [0, 1] with the property
n∑
i=1
pi = 1. (4.1)
We wish the ranking by relevance of the material data points to be unbiased. It is known from In-
formation Theory that the most unbiased distribution of weights is that which maximizes Shannons
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information entropy [89, 90, 91]. In addition, we wish to accord points distant from z less weight
than nearby points. These competing objectives can be combined by introducing a Pareto weight
β ≥ 0. The optimal and least-biased distribution is given by the Bolzmann distribution[89, 13]:
pi(z, β) =
1
Z(z, β)
e−(β/2)d
2(z,zi), (4.2a)
Z(z, β) =
n∑
i=1
e−(β/2)d
2(z,zi). (4.2b)
The corresponding max-ent Data Driven solver now consists of minimizing the free energy
F (z, β) = − 1
β
logZ(z, β), (4.3)
over the constraint set C, i. e.,
z ∈ argmin{F (z′, β), z′ ∈ C}. (4.4)
For finite β, all points in the material data set influence the solution, but their corresponding
weights diminish with distance to the solution. In particular, the addition of an outlier that is
marginally closer to the constraint set C than a large cluster of material data points does not
significantly alter the solution.
4.2.2 Fixed point iteration
Having defined the max-ent Data Driven problem of interest to be the minimization of the free
energy F (z) (4.3) over the constraint set C. The corresponding optimality condition is
∂F
∂z
(z, β) ⊥ C, (4.5)
where ⊥ denotes orthogonality. Assuming
d(z, z′) = |z − z′|, (4.6)
85
with | · | the standard norm in Rn, we compute
∂F
∂z
(z, β) =
n∑
i=1
pi(z, β)(z − zi) = z −
n∑
i=1
pi(z, β)zi. (4.7)
Inserting this identity into (4.5), we obtain
z −
n∑
i=1
pi(z, β)zi ⊥ C, (4.8)
which holds if and only if
z = PC
(
n∑
i=1
pi(z, β)zi
)
, (4.9)
where PC is the closest-point projection to C. For instance, if C = {f(z) = 0} for some constraint
function f(z), (4.5) may be expressed as
∂F
∂z
(z, β) = η
∂f
∂z
(z), (4.10a)
f(z) = 0, (4.10b)
where η is a Lagrange multiplier. We note that eq. (4.9) conveniently defines the following fixed-
point iteration,
z(k+1) = PC
(
n∑
i=1
pi(z
(k), β)zi
)
. (4.11)
The essential difficulty inherent to problem (4.5), or (4.10), is that, in general, the free energy
function F (·, β) is strongly non-convex, possessing multiple wells centered at the data points in the
material data set. Under these conditions, iterative solvers may fail to converge or may return
a local minimizer, instead of the global minimizer of interest. We overcome these difficulties by
recourse to simulated annealing [61].
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4.2.3 Simulated annealing
The general idea of simulated annealing is to evolve the reciprocal temperature jointly with the
fixed point iteration according to an appropriate annealing schedule, i. e., we modify (4.11) to
z(k+1) = PC
(
n∑
i=1
pi(z
(k), β(k))zi
)
. (4.12)
An effective annealing schedule is obtained by selecting β(k+1) so as to ensure local contractivity
of the fixed-point mapping. An appeal to contractivity in Chapter 3 suggests the schedule
1
β(k+1)
=
n∑
i=1
pi(z
(k), β(k))|zi − z¯(k)|2, (4.13)
with the initial reciprocal temperature β(0) chosen small enough that the mapping g(·, β(0)) is
contractive everywhere. This further leads to an estimate for a convexifying β0 with which to
initialize the iteration,
1
β(0)
=
1
n
n∑
i=1
|zi|2. (4.14)
4.3 Application to dynamics
We illustrate the extension of max-ent Data Driven Computing to dynamical problems by means
of the simple example of truss structures. Trusses are assemblies of articulated bars that deform
in uniaxial tension or compression. Thus, conveniently, in a truss the material behavior of a bar
e is characterized by a simple relation between the uniaxial strain εe and uniaxial stress σe in the
bar. We refer to the space of pairs ze = (εe, σe) as the phase space of bar e. We assume that the
behavior of the material of each bar e = 1, . . . ,m, where m is the number of bars in the truss, is
characterized by—possibly different—local data sets Ee of pairs ze, or local states. For instance,
each point in the data set may correspond, e. g., to an experimental measurement. The global data
set is then the cartesian product E =
∏m
e=1Ee of all local data sets.
The state zk = (ze)
m
e=1 of the truss at some time tk is subject to the compatibility and equilibrium
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constraints
εe = Beuk, (4.15a)
m∑
e=1
BTe weσe,k = fk −Mak, (4.15b)
where u and a are the array of nodal displacements and accelerations, f is the array of applied
nodal forces, the matrices (Be)me=1 encode the geometry and connectivity of the truss members, we
is the volume of member e, and M is the mass matrix. In order to integrate the equations in time
we proceed to discretize displacement u and its derivatives v and a in time using the Newmark
algorithm
ua,k = ua,k−1 + ∆tva,k−1 + ∆t2
((
1
2
− β
)
aa,k−1 + βaa,k
)
, (4.16a)
va,k = va,k−1 + ∆t
(
1− γ)aa,k−1 + γaa,k
)
, (4.16b)
where β and γ are the Newmark parameters. In order to reduce these equations to an equivalent
static problem, we introduce the Newmark predictors
upreda,k = ua,k−1 + ∆tva,k−1 +
(
1
2
− β
)
∆t2aa,k−1, (4.17a)
vpreda,k = va,k−1 + (1− γ)∆taa,k−1, (4.17b)
whereupon the constraints can now be written
εe = Beuk, (4.18a)
m∑
e=1
BTe weσe,k = fk −M
ua,k − upreda,k
β∆t2
, (4.18b)
with an associated update
aa,k =
ua,k − upreda,k
β∆t2
, (4.19a)
va,k = v
pred
a,k + γ∆taa,k. (4.19b)
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We may metrize the local phase spaces of each member of the truss by means of Euclidean distances
derived from the norms
|ze|e =
(
Cε2e +C−1σ2e
)1/2
, (4.20)
for some positive constant C. We may then metrize the global state of the truss by means of the
global norm
|z| =
( m∑
e=1
we|ze|2e
)1/2
=
(
m∑
e=1
we
(
Cε2e +C−1σ2e
))1/2
(4.21)
and the associated distance (4.6). For a truss structure, the point in C closest to a given point z∗
in phase space follows from the stationarity condition
δ

m∑
e=1
we
(
C
2
(Beuk − ε∗e)2 +
C−1
2
(σe − σ∗e)2
)
+
(
f −M
(
uk − upredk
β∆t2
)
−
m∑
e=1
weB
T
e σe
)T
η
 = 0,
(4.22)
where η is an array of Lagrange multiplier enforcing the equilibrium constraints. The corresponding
Euler-Lagrange equations are
m∑
e=1
weB
T
e C
(
Beuk − ε∗e,k
)−M η
β∆t2
= 0, (4.23a)
C−1(σe,k − σ∗e,k) = Beη, (4.23b)
m∑
e=1
weB
T
e σe,k = fk −M
(
uk − upredk
β∆t2
)
, (4.23c)
or (
m∑
e=1
weB
T
e CBe
)
uk =
m∑
e=1
weB
T
e C ε∗e,k +M
η
β∆t2
(4.24a)(
m∑
e=1
weB
T
e CBe
)
η = fk −M
uk − upredk
β∆t2
−
m∑
e=1
weB
T
e σ
∗
e . (4.24b)
which define two coupled truss equilibrium problems for the linear reference material of modulus
C.
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Figure 4.1: a) Geometry and boundary conditions of truss test case. b) Base material model with
model sampling ranges superimposed.
4.4 Numerical tests
In calculations we consider the specific test case shown in Figure 4.1a. The truss contains 1,246
members and is supported as shown in the figure. An instantaneous sine excitation of 10 cycles
was affected at the base-attached nodes over a time duration resolved with 300 steps. By way
of reference, we consider the nonlinear stress-strain relation shown in 4.1b. A Newton-Raphson
based solution with a consistently selected time integrator is readily obtained. The resulting range
of states referenced over all the members of the truss in the course of the full time evolution are
shown in Figure 4.1a superimposed on the stress-strain curve in order to visualize the coverage of
phase space entailed by the reference solution.
To provide a measure of error that summarizes the performance of comparable time integration
solutions requires a systematic way of comparing the solution across multiple timesteps without
overweighting long-time phase error. Previous work of comparing transient finite element solutions
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[76] is modified here to create such an analysis error metric,
ERROR2 =
∫ tf
t1
1
t2
m∑
e=1
wed
2(z, zref)dt, (4.25)
where t1 is the time after one step and tf is the final time. The need for the lower limit of integration
to start after the first time step arises from the singularity that would be created by a possible
non-zero distance between reference and Data Driven under initial displacement conditions.
4.4.1 Annealing schedule
In this chapter we consider two independent annealing schedules to integrate time, both of which
are described by algorithm 3. The first schedule sets β0 → ∞ and all subsequent steps continue
to provide full weight to the nearest neighbor in the data set, thus making it consistent with
a distance-minimizing scheme. This scheme was previously demonstrated for static mechanics
problems in Chapter 2. The second schedule is based on maximum entropy. We specifically
consider the case in which the behavior of each bar e is characterized by a local material data set
Ee = {zie = (ie , σie) ∈ R2, ie = 1, . . . , ne}, where ne is the number of data points in Ee. The global
data set is then the Cartesian product
E = E1 × · · · × Em. (4.26)
A typical point in such a data set is most convenient indexed as zi1...im , with ie = 1, . . . , ne,
e = 1, . . . ,m, instead of using a single index as in Section 4.2. The partition function (4.2b) then
takes the form
Z(z, β) =
n1∑
i1=1
· · ·
nm∑
im=1
e−(β/2)
∑m
e=1 d
2(ze,zie ), (4.27)
where the local distance is given by (4.20). Rearranging terms, (4.27) may be rewritten in the form
Z(z, β) =
m∏
e=1
(
ne∑
ie=1
e−(β/2)d
2(ze,zie )
)
≡
m∏
e=1
Ze(ze, β), (4.28)
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and the total free energy evaluates to
F (z, β) =
m∑
e=1
(
− 1
β
logZe(ze, β)
)
≡
m∑
e=1
Fe(ze, β). (4.29)
We note that the total free energy is additive with respect to the free energies Fe(ze, β) of the
members. Finally, the Bolzmann distribution (4.2a) becomes
pi1,...,im(z, β) =
m∏
e=1
(
1
Ze(ze, β)
e−(β/2)d
2(ze,zie )
)
≡
m∏
e=1
pie(ze, β). (4.30)
In the case of independent local material data sets, eq. (4.26), the bound (4.13), as seen in Chapter 3,
specializes to
1
β
<
m∑
e=1
(
ne∑
ie=1
pie(ze, β)d
2(z¯e, zie)
)
. (4.31)
Continuing in the same vein as Chapter 3, we exploit this special structure and refine the bound
by applying it at the local level, i. e., by requiring
1
βe
<
ne∑
ie=1
pie(ze, βe)d
2(z¯e, zie), (4.32)
e = 1, . . . ,m, where 1/βe represent local temperatures. We can further define an annealing schedule
by taking (4.32) as the basis for local temperature updates
1
β
(k+1)
e
=
ne∑
ie=1
pie(ze, β
(k))d2(z¯
(k)
e , zie), (4.33)
with thermal equilibrium subsequently restored by setting the global temperature to
1
β(k+1)
=
m∑
e=1
w
(k+1)
e
β
(k+1)
e
, (4.34)
with appropriate weights w
(k+1)
e . In calculations, we specifically choose
w
(k+1)
e =
e−β
(k)
e Fe(z¯
(k)
e ,β
(k)
e )∑m
e=1 e
−β(k)e Fe(z¯(k)e ,β(k)e )
=
Ze(z¯
(k)
e , β
(k)
e )∑m
e=1 Ze(z¯
(k)
e , β
(k)
e )
. (4.35)
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Finally, the initial estimate (4.14) corresponds to setting
pie(ze, β) =
1
ne
, (4.36)
whereupon (4.13) becomes
1
β(0)
=
m∑
e=1
1
ne
(
ne∑
ie=1
d2(z¯
(0)
e , zie)
)
. (4.37)
As a further control on the annealing rate we set
β(k+1) = λβ˜(k+1) + (1− λ)β(k), (4.38)
where β˜(k+1) is the result of applying the update (4.34) and λ is an adjustable factor.
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Algorithm 3 Data Driven solver (one time step)
Require: Local data sets Ee = {zie , ie = 1, . . . , ne}, B-matrices {Be, e = 1, . . . ,m}, k = 1, initial
displacements and velocities, force vector f , parameter λ.
1) Compute predictors upred and vpred using eq. (4.17)
2) Initialize data iteration. Set j = 0, compute
z¯(0)e = z
(0)
e =
1
ne
ne∑
ie=1
zie ,
1
β(0)
=
m∑
e=1
1
ne
(
ne∑
ie=1
d2(z¯(0)e , zie)
)
. (4.39)
3) Calculate data associations and precalculate for convexity estimate:
for all e = 1, . . . ,m do
3.1) Set c
(j)
ie
= exp
(− β(j)d2(z(j)e , zie)), ie = 1, . . . , ne.
3.2) Set Z
(j)
e =
∑ne
ie=1
c
(j)
ie
.
3.3) Set p
(j)
ie
= c
(j)
ie
/Z
(j)
e , ie = 1, . . . , ne.
3.4) Set z¯
(j)
e =
∑ne
ie=1
p
(j)
ie
zie .
3.5) Set D
(j)
e =
∑ne
ie=1
c
(j)
ie
d2(z¯
(j)
e , zie)
end for
4) Solve: (
m∑
e=1
weB
T
e CBe
)
u =
m∑
e=1
weB
T
e C ε(j)e +M
η
β∆t2
(4.40a)(
m∑
e=1
weB
T
e CBe
)
η = f −Mu− u
pred
β∆t2
−
m∑
e=1
weB
T
e σ
(j)
e (4.40b)
for u and η.
5) Progress Schedule:
5.1) Set
β˜(j+1) =
(∑m
e=1D
(j)
e∑m
e=1 Z
(j)
e
)−1
. (4.41)
5.2) Set β(j+1) = (1− λ)β(j) + λβ˜(j+1).
6) Compute local states ze,j :
for all e = 1, . . . ,m do
ε(j+1)e = Beu
(j+1), σ(j+1)e = σ¯
(j+1)
e + CBeη(j+1) (4.42)
end for
7) Test for convergence and cycle the time or data iteration:
if {z(j+1)e = z(j)e , e = 1, . . . ,m} then
exit
else
j ← j + 1,
goto (3).
end if
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4.4.2 Uniform convergence of a noisy data set towards a classical material model
Next we consider data sets that, while uniformly convergent to a material curve in phase space,
include noise in inverse proportion to the square root of the data set size. To construct a data
set consistent with this aim, points are first generated directly from the material curve so that the
metric distance between the points is constant. This first sample then has noise added independently
pointwise according to a capped normal distribution in both the strain and stress axes with zero
mean and standard deviation in inverse proportion to the square root of the data set size. The
resulting data sets converge uniformly to the limiting material curve with increasing number of
data points. Figure 4.2a illustrates the data sets thus generated when the limiting model is as
shown in Figure 4.1b.
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Figure 4.2: Truss test case. a) Random data sets generated according to capped normal distribution
centered on the material curve of Figure 4.1b with standard deviation in inverse proportion to the square
root of the data set size. b) Convergence with respect to data set size of error histograms generated
from 30 material set samples.
A convergence plot of error vs. data set size in shown in Figure 4.2b, with error metric comparing
the max-ent Data Driven solution and the classical solution. For every data set size, the plot depicts
histograms of error compiled from 30 randomly generated data set samples. We see from Chapter 2
that, given the capped structure of the data sets under consideration, distance-minimizing Data
Driven solutions converge to the limiting classical solution as N−1/2, for the the data set size N .
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An analysis of Figure 4.2b suggests that distance-minimizing schemes convergence rate of N−1/2,
which is consistent with methods employed for static analysis. Similarly, max-ent Data Driven
solutions converge with a linear rate with respect to the data set size seen for static analysis in
Chapter 3.
4.4.3 Random data sets with fixed distribution about a classical material model
A different convergence scenario arises in connection with random material behavior described by
a fixed probability measure µ in phase space. Specifically, given a set E in phase space, µ(E) is
the probability that a fair test return a state z ∈ E. By virtue of the randomness of the material
behavior, the solution becomes itself a random variable. We recall that the constraint set C is
the set of states z in phase space that are compatible and in equilibrium. When the material
behavior is random and is characterized by a probability measure µ in phase space, the solution
must be understood in probabilistic terms and may be identified with the conditional probability
µ C of µ conditioned to C. The corresponding question of convergence then concerns whether the
distribution of Data Driven solutions obtained by sampling µ by means of data sets of increasing
size converges in probability to µ C.
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Figure 4.3: Truss test case. a) Random data sets generated according to normal distribution centered
on the material curve of Figure 4.1b with constant standard deviation independent of the data set size.
b) Convergence with respect to data set size of error histograms generated from 30 material set samples.
96
While a rigorous treatment of convergence in probability is beyond the scope of this paper, we
may nevertheless derive useful insights from numerical tests. We specifically assume that µ is the
cartesian product of member-wise measures µe characterizing the material behavior of each bar e.
Specifically, given a set Ee in the phase space of member e, µe(Ee) is the probability that a fair
test of member e return a state ze ∈ Ee. In accordance with this representation, in calculations
we generate data sets member-wise from a zero-mean normal distribution that is no longer capped
and whose standard deviation is held constant. Figure 4.3a illustrates the data sets thus generated
when the base model is as shown in Figure 4.1b.
Since the probability measure µe is generated by adding zero-mean normal random displace-
ments to the base model in phase space, and since the constraint set C is linear, the conditional
probability µ C is itself centered on the base model. Therefore, its mean value z¯ necessarily
coincides with the classical solution. This property is illustrated in Figure 4.3b, which shows a
convergence plot of error vs. data set size, with error defined as the distance between the max-ent
Data Driven solution and the classical solution. For every data set size, the plot depicts histograms
of error compiled from 30 randomly generated data set samples. As may be seen from the figure, the
mean value of the histograms converges to zero with data set size, which is indicative of convergence
in mean of the sampled max-ent Data Driven solutions. The rate of convergence of the mean error
is computed to be of the order of 0.19. Interestingly, this rate of convergence is considerably smaller
than the linear convergence rate achieved for the capped normal noise distributions considered in
the preceding section and also consistent with previous results of Chapter 3. The slower rate of
convergence may be attributable to the wider spread of the data about its mean, though the precise
trade-off between convergence and uncertainty remains to be elucidated rigorously.
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4.4.4 General performance characteristics
(a) (b)
Figure 4.4: Data set shaded by selection frequency for a) the distance minimizing and b) entropy
maximizing selection schemes.
Even in the presence of noiseless data sets, the max-ent solutions are uniformly seen to be improve-
ments on distance-minimizing solutions. These significant improvements arise out of the propensity
for distance-minimizing schemes to become trapped in local minima semi-adjacent to true mini-
mizers. In turn these local data selection error accumulate with successive time integration. The
benefits of entropy maximizing solutions become especially apparent in Figure 4.4 where the 10,000
point data set is shaded based on the number of times the various data elements were referenced
in the 300 step time solution. The distance-minimizing scheme shown in Figure 4.4a demonstrates
how the algorithm not only allows for the selection of outliers, but how in some cases it favors the
selection of outliers. The only region where outliers are not favored is near the point z = (0, 0)
where the elements are initialized. And while both methods were shown to converge, Figure 4.4
illustrates how the clustering argument made the max-ent solver robust to noisy data inputs, while
the distance minimizing methods require the data converge to a graph in the phase space. Fig-
ure 4.5 shows how under the clustering argument the time history of displacement maintains a
remarkable fidelity to the reference displacement history for the output node.
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Figure 4.5: Max-ent displacement solutions for geometry and boundary conditions seen in Figure 4.1a
solved using the data set shown in Figure 4.4 for a) the x-direction displacement and b) the y-
displacement.
4.5 Summary and discussion
We have applied methods of Data Driven Computing paradigm, including both distance-minimizing
and max-ent schemes for Data Driven Computing, to a new set of time dependent problems. We
then presented selected numerical tests that establish the good convergence properties for the
implemented solvers. Both distance-minimizing and max-ent solutions were shown to converge as
the sequence of sets converges to an underlying model. Max-ent solutions were additionally shown
to be robust to outliers and converge as the sequence of data sets converged to a fixed distribution.
Beyond the specific context of improved convergence rates and conditions, max-ent solvers were
also shown to have much more efficacy for step driven transient solutions because of accumulated
improvements of solutions over the time domain.
An essential aspect of the Data Driven paradigm is that the space of fundamental, or model-
independent, data where material data take values is determined unambiguously by the compatibil-
ity and conservation laws. This reliance on fundamental, or model-independent, material data is an
essential difference with the existing Data Repositories, e. g., [4, 2, 1, 3], which archive parametric
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data that are specific to prespecified material models. Fundamental data is fungible, i. e., data
that is raised for one purpose can be used for another. Fundamental data is also blendable, i. e.,
material data from different sources can be blended together into a single material data set. In
particular, fundamental data repositories can be publicably editable, which opens up a new and
potentially far-reaching way of pooling and distributing material data.
This paper has focused on re-implementing the annealing schedules explored in Chapters 2 and 3
as a means to demonstrating a new class of transient Data Driven solvers. As in previous imple-
mentations, we have made no effort to speed up the implementation of the respective schedules.
Thus, there remain a number of improvements suggested in previous chapters, e. g., summarizing
data sets, efficient range searches and radial cutoffs for summation. Time integration as affected
through time stepping yields additional improvements, not implemented here, which would dra-
matically improve numerical performance. Specifically, previous time steps could be used to inform
initialization values for an annealing process, analogous to similar strategies seen in non-linear time
integration methodologies. Such initializations would allow schedules used for annealing to initiate
from a β(0) larger than one which guarantees convexity over the whole data set.
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Chapter 5
Conclusion
Significant text from this chapter is taken from [58].
5.1 Results summary
The work of this thesis cumulatively presents the opening stages of a new developement in the per-
formance of scientific calculations. Data has long been used to indirecty inform numerical preditions
through the introduction of constitutive models, these new methods create a new opportunity to
directly associate constitutive data and the solutions they supply. The work of Chapter 2 provided
a first description and example of what properties a numerical analysis could be described as being
Data Driven Computing. The elegant distance-minimizing solvers then acted as an efficient vehicle
for such discussions and were shown to converge for sequences of data sets which converge to a
graph in the phase space. Chapter 3 then went on to develope max-ent based cluster argument
to inform a method capable of converging in the presense of data sets which contain persistent
outliers. These significant changes in solver properties allowed the solver to converge for sequences
of data sets which converge to a data density distribution in the phase space. The static analyses
used to demonstrate both methods were extended in Chapter 4 to include dynamics problems. The
ability to modify the applied constraints to new classes of problems stands as a relevant example
of the broad range of future applications to which Data Driven Computing could apply.
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5.2 Method extensions to Data Driven Computing
In this section section we discuss the possible improvements to the new methods and applications
explored in this thesis. Subsection 5.2.1 discusses the direct improvements on the methods thus
far investigated so as to optimize the algorithms and annealing schedules for computational speed.
These improvements can be largely framed as numerical accelereations or simplifications, max-ent
solvers additionally have possible annealing schedule improvements. Moving beyond performance,
Subsection 5.2.2 identifies Data Driven solver extensions which could incorporate data and data
sources which contain descriptive confidence metrics. These improvements are a natural outgrowth
of clustered annealing solvers. The remaining method improvement, discussed in Subsection 5.2.3,
would be to incorporate intermediate Data Driven results to drive improved material response
sampling.
5.2.1 Annealing schedule improvements
All methods thus far discussed exibit apperent opportunities for speed related improvements. Both
distance-minimizing and max-ent based solvers must perform searches or calculations over the full
data sets to progress towards selecting a final solution. Early stages of these evolution schedules
could equivalently operate on sub-sampled or data-summary sets which would reduce the cost of
search and calculation. Particularly in the case of max-ent solvers, this improvement would arise
from the large convex neighborhood employed by the solvers in the beginning of the anneling
schedule, which would depreciate the importance of any specific data member. Max-ent solvers
could also benefit in the final stages of their schedule through the use of a cutoff radus to prevent
unnecessary references to near-zero summation terms.
Beyond the apparent improvements to the numerical implementations already presented within
this paper, there has also been no consideraton placed on optimizing the path of annealing schedules
for max-ent based problems. These improvements could be framed has having an annealing scheudle
where the λ defined in Chapter 3 and 4 is no longer constant, but instead dependent on step-to-step
error or some aspect of how the data set is referenced. Finally the schedule used for dynamics in
Chapter 4 is systematically conservative due to re-use of the schedule devised in Chapter 3. It
would seem likely that schedules initialized from a previous time step could be initiated from a
value for β0 which is not convex over the entire data set.
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5.2.2 Data quality, error bounds, confidence
In general, it is important to keep careful record of the pedigree, or ancestry, of each data point
and to devise metrics for quantifying the level of confidence that can be placed on the data [74].
The confidence level in a material data point zi can be quantified by means of a confidence factor
ci ∈ [0, 1], with ci = 0 denoting no confidence and ci = 1 denoting full confidence. The weighting of
the data points can then be modified to
pi =
ci
Z
exp
(−d2(z, zi)) , Z = n∑
i=1
ci exp
(−d2(z, zi)) ,
which effectively factors the confidence factors into the calculations. In addition, material data
obtained through experimental measurements often comes with error bounds attached. The stan-
dard error of a measurement of mean zi is normally identified with its standard deviation si. In
such cases, assuming the distribution of measurements to be Gaussian we obtain the distribution
of weights:
pi =
1
Z
exp
(−d2(z, zi)
2s2i + 1/β
)
, Z =
n∑
i=1
exp
(−d2(z, zi)
2s2i + 1/β
)
.
These simple analytical devices effectively factors the experimental error bounds and quality esti-
mates directly into Data Driven solvers.
5.2.3 Data coverage, sampling quality, adaptivity
Data Driven solvers have the capacity, not just to make use of supplied data, but also suggest
what additional data would be most useful in improving a characterized response. Recall that in
general z ∈ C represents a sampling of the Data Driven field value and y ∈ E corresponds to data
associations specific to the integration points. Solutions to Data Driven problems then naturally
supply solutions ze and ye at each of the integration points e. The distance de(ze, Ee) then supplies
a natural measure of how well the local state ze is represented within the local material data set
Ee. For any given material data set, a certain spread in the values of de(ze, Ee) may be expected,
indicating that certain local states in a solution are better sampled than others. Specifically, local
states with no nearby data points result in high values of de(ze, Ee), indicative of poor coverage
by the material data set. Thus, the analysis of the local values de(ze, Ee) of the distance function
provides a means of improving material data sets adaptively for particular applications. Evidently,
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the optimal strategy is to target for further sampling the regions of phase space corresponding to
the local states with highest values of de(ze, Ee). Local states lying far from the material data
set become targets for further testing. In this manner, the material data set may be adaptively
expanded to provide the best possible coverage for a particular application.
Some care in exercising the use of additional sampling in the presence of data clustering ar-
guments to prevent a targeting bias. More specifically, it is expected that the introduction of
additional data would suggest a strategy of “reheating” a solution and resuming an annealing pro-
cess. Since clustering arguments cause regions of the phase space with denser data sampling to
be favored, any additional material sampling then needs to populate a region broader than the
effective diameter of the reheated clustering argument. Despite these additional complications, the
ability of a solver to provide specific suggestions for improving simulation accuracy is a potentially
important outcome of Data Driven computational strategies.
5.3 Data mining and multiscale Data Driven analysis
So far, we have assumed that a material data set is somehow available and provides a suitable basis
for Data Driven analysis. In general, the material data may originate from a variety of sources,
including experimental observations, theoretical inferences, first-principles calculations, and others.
A particularly appealing possibility, which is highly synergistic with the Data Driven Computing
paradigm, is the use of multiscale analysis to generate material data, i. e., for purposes of Data
Mining. Data Driven Computing provides a unique foundation from which to couple the simulation
scales due to its ability to directly link calculations through the determined material data associ-
ations. In effect, it lets the analysis zoom in directly on the subgrid phenomena that are causing
local responses at a higher scale as visualized in Figure 5.1. Multiscale metal plasticity supplies
a representative example of applications in Data Driven Computing, including the Data Driven
model-free formulation of molecular dynamics, dislocation dynamics, and crystal and polycrystal
plasticity.
5.3.1 From density functional theory to molecular dynamics
For metals, the foundational, or first-principles, theory is Quantum Mechanics, which characterizes
the electronic structure at the subatomic level. At present, the prevailing quantum-mechanical
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Figure 5.1: Multiscale metal plasticity as overarching application for the demonstration of Data Driven
Computing. Data will be mined through multiscale analysis at all length scales. Quantum mechanics
will supply the foundational theory for the multiscale hierarchy. Data Driven Computing will enable
model-free calculations built on fundamental data mined from lower scales.
theory is Density-Functional Theory (DFT), which relies on models of exchange-correlation and
pseudopotentials to reduce the dimensionality of the problem. Force-field data mined from DFT
calculations provides a suitable basis for Data Driven Molecular-Dynamics (DDMD). The force-
field space can be covered by means of importance-sampling, specifically by focusing on low-energy
atomic configurations. Thus, whether from extensive observational evidence or from mathemati-
cal analysis [70, 28, 37, 38], it is known that such low-energy configurations consist of: i) affine
deformations of a perfect lattice; ii) short-range defects of dimension zero, such as vacancies and
interstitials; iii) short-range defects of dimension one, such as dislocations; and iv) short-range
defects of dimension two, including free surfaces and interfaces. The aim of the DFT-based Data
Mining may thus be focused on the characterization of force fields representative of said low-energy
configurations in specific metals such as Al (FCC), Fe (BCC), and Mg (HCP).
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5.3.2 Data Driven molecular dynamics
In using the force-field data for Data Driven Molecular Dynamics, it becomes necessary to define a
distance in the phase space of atomic clusters and forces. A convenient choice of distance is supplied
by ’lattice matching’ [87, 88]. This distance provides a means of matching local atomic configu-
rations against the closest configuration in the data repository and retrieving the most relevant
local force field. Again we emphasize that, whereas DFT calculations have been extensively used
to ’train’ specific interatomic potentials [53, 67, 71, 78, 79, 92, 99], the distinguishing characteristic
of Data Driven Molecular Dynamics is that the DFT data are used directly in molecular dynamics
calculations, without the intermediary of an empirical interatomic potential.
5.3.3 From molecular dynamics to dislocation dynamics and plasticity
The passage from discrete-to-continuum descriptions can be effected in a number of ways, including
the Quasicontinuum Method [94, 95, 62, 34], phase-field models [37, 38, 64, 63, 12, 11, 98, 29, 40,
39], and others. The resulting coarse-grained theory is Dislocation Dynamics (DD) in otherwise
elastic crystals. In this coarse-grained theory, the relevant material laws are: i) the dislocation
mobility law, which relates the Peach-Koehler force to dislocation velocity; ii) the core energy or
line tension, which gives the core energy per unit length as a function of dislocation direction; and
iii) the elastic interaction forces between dislocation segments and between dislocation segments
and applied stresses. Conveniently, these laws are accessible to Data Driven Molecular Dynamics.
In the case of the segment-segment elastic interaction law, the relevant phase spaces are too large to
allow for uniform sampling and importance sampling must be performed instead. The interaction
between distant segments can be characterized by recourse to linear elasticity [43], which restricts
sampling requirements to dislocation interactions at close range. The important configurations to be
sampled are low-energy configurations, specifically close-range dipoles, nodes, junctions, networks
and walls [64, 44, 97, 25, 24, 30]. Finally, polycrystal plasticity data can be generated from Data
Driven single-crystal plasticity by means of standard and mathematically well-understood periodic
representative-volume problems [33].
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5.4 Publicly-editable, open access material data repository
As already emphasized, Data Driven Computing makes use of fundamental, unbiased, model-
independent data living in phase spaces set forth directly by the field equations of the problem.
Thus, for instance, Data Driven Molecular Dynamics is formulated from data consisting of lo-
cal atomic coordinates and corresponding forces, without reference to any particular interatomic
potential and without any a priori assumptions on material behavior. This strict adherence to
fundamental, unbiased, and model-free data not only represents a novel and significant conceptual
advance but also greatly facilitates material data sharing, collection and dissemination within the
community.
Specifically, publicly-editable repository model accessible for use by – and to contributions from
– the entire scientific community become an attractive possibility. Publicly-editable repositories
have demonstrated a remarkable ability for organic decentralized growth and collaborative develop-
ment. Perhaps the most notable of all publicly-editable repositories is Wikipedia [5], the self-styled
free encyclopedia, launched on January 15, 2001 by Jimmy Wales and Larry Sanger, which currently
features over 38 million articles in more than 250 languages. As of February of 2014, Wikipedia
had 18 billion views and 500 million unique visitors per month. Wikipedia forever changed the
field of reference and displaced well-established and capitalized encyclopedias. What is truly re-
markable about Wikipedia, and similar publicly-supported enterprises, is that it is free of cost, had
no governmental support and grew collaboratively from anonymous contributions. Wikipedia was
made possible by key technological advances, most notably, the internet and the development of
mark-up languages, such as Wiki, specially designed for collaborative content modification; but it
was also the result of a radically new way of thinking.
Data Driven Computing has the potential for enabling – and ushering in – a similar paradigm
shift and new thinking in science and engineering, a shift towards collaborative development of
material data repositories. Thus, by insisting on fundamental, unbiased, and model-free data,
material data becomes homogeneous and fungible, and data sets of different extractions can be
readily integrated and fused [14]. Data Driven Computing also makes material data repositories
relevant and useful by providing the analytical and algorithmic means of integrating material data
sets directly into scientific analysis or computation.
107
5.5 Concluding remarks
Data Driven computation represents a new direction in computational analysis that supplies new
tools to the many fields of predictive science. Traditional modeling techniques have acted as
a barrier between solutions and the data that provides them validity and accuracy. Removing
this barrier allows for the detailing of causality flows that can exist between data sources and
computational solutions. Continuing to improve the ability to link data properties and simulation
outcomes represents some of the most likely extensions of the developed methods. Already work
has been done to extend the work of Chapter 2 to include data interpolation for noisless data sets
[45], while others have begun exploring modifications to Data Driven Computing to process visual
testing outputs into extensive material data sets [86]. The efforts of this thesis and these works
represent initial growths in a new data-centric simulation landscape.
Data Driven Computing offers many possible future applications for future use. The potential
application of multi-scale modeling in solid mechanics discussed above represents only a first of
many possible applications. More generally within mechanics, the potential reach of data-centric
solution strategies touches on a common problem in a modern analysis, the need to relate response
to multiple scales of analysis. These capacities arise from our new abilities of numerical science
to generate data, and once such data are created, there are few restrictions on their potential use.
Thus, public databases might allow for new forms of collaboration and quicker advances within
the communities that study diverse arrays of phenomena. As storage costs continue to fall and
computational capacity becomes ever more ubiquitous, Data Driven Computing offers data-based
predictive capacity to an ever more data-rich world.
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