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Introduction
People born in winter and early spring are at an elevated risk for schizophrenia (Baron and Gruen 1988 , Boyd et al. 1986 , Bradbury and Miller 1985 , Mortensen et al. 1999 . Although the effect is small, with an increase in risk of about 10%, this 'season of birth' effect is one of the most robust findings in schizophrenia epidemiology (Davies et al. 2003) . It has also been influential in developing hypotheses of schizophrenia pathogenesis, forming one of the central tenets of the viral infection hypothesis of the disorder (Torrey et al. 1977) , as well as other less intensively investigated putative mechanisms such as vitamin D deficiency during foetal development (McGrath 1999) . However, at present, the mechanisms underpinning the season of birth effect are not known.
Schizophrenia is also known to be highly heritable (Cardno and Gottesman 2000, Sullivan et al. 2003 ) and polygenic (International Schizophrenia et al. 2009 , Purcell et al. 2014 . Genomic studies have identified large numbers of risk alleles that contribute to risk of the disorder, with risk being conferred by large numbers of variants spanning the full spectrum of population frequencies (Rees et al. 2014 , Schizophrenia Working Group of the Psychiatric Genomics 2014, Singh et al. 2016) . The relative contributions of alleles of various frequencies is not fully resolved, but recent studies estimate that common alleles, captured by genomewide association study (GWAS) arrays, capture between a third and one half of the genetic variance in liability (Schizophrenia Working Group of the Psychiatric Genomics 2014).
A key assumption underlying research into the causes of the season of birth effect is that season acts as a proxy for one or more environmental exposures (e.g. virus infection). While an environmental origin for the season of birth effect seems the most plausible explanation, it is also possible that the effect is the result of gene-environment correlation. There are already examples where correlation of genetic and apparent environmental risks have been observed in psychiatric research; one such example, the link between maternal smoking and ADHD, is at least partly driven by shared genetic liability to both ADHD and smoking rather than by exposure to smoking per se (Thapar et al. 2009 ). The link between obstetric complications and schizophrenia may be confounded by correlation between genetic liability to both (Ellman et al. 2007) . This is also likely to apply to cannabis and psychosis (Power et al. 2014 , Vaucher et al. 2017 ) and indeed to the link between all substance use disorders and psychosis (Adan et al. 2017) .
Gene-environment correlations are sometime classified as passive, active and evocative; regardless of the nature of the correlation, each predicts people born in the winter should have elevated genetic liability to the disorder, even those who do not manifest the disorder.
In contrast, if the association between winter birth and schizophrenia is not the result of geneenvironment correlation, there should be no link between winter birth and genetic liability to the disorder. Evocative correlation is said to occur when an individual's behaviour evokes an environmental response and is therefore not clearly applicable to the phenomenon under investigation. Passive gene-environment correlation could, in principle, operate if parents with elevated trait liability have seasonal patterns of sexual activity that favour winter birth.
If this is the case, then their offspring are expected to have elevated liability to the disorder (on average the mean liability of the parents which will be higher than the population as a whole) and liability to winter birth. While this seems a priori unlikely, previous studies have shown that high schizophrenia trait liability is associated with a wide range of behaviours, amongst which of potential relevance are seasonal fluctuations in mood and activity levels (Byrne et al. 2015) . Confounding through active gene-environment correlation is also possible if enhanced genetic risk for the disorder impacts upon seasonal patterns of foetal loss. Given the potential impacts on prevention and treatment of detecting modifiable environmental exposures, it is important to rigorously exclude alternative explanations for the season of birth effect on schizophrenia risk.
Population studies using family history have generally suggested that the season of birth effect is not a manifestation of genetic liability (Hettema et al. 1996 , Suvisaari et al. 2004 ).
However, the majority of people who develop schizophrenia do not have a history of the disorder in a close relative (Svensson et al. 2012) . Advances in molecular genetics now allow genetic liability to be directly estimated in individuals regardless of their affected status or family history. Liability conferred by common risk alleles can be estimated through a process known as polygenic risk scoring; in a given individual, their polygenic risk score (PRS) represents the burden of common risk alleles carried by that individual. PRS studies have repeatedly been demonstrated to provide a useful index of genetic liability to the disorder (International Schizophrenia et al. 2009 , Ripke et al. 2013 , Schizophrenia Working Group of the Psychiatric Genomics 2014), and are increasingly being applied to investigate whether environmental risk factors operate independently of genetic liability (Power et al. 2014 ).
Here, we implement PRS analysis of the UK Biobank (UKBB) (Sudlow et al. 2015) to determine whether season and month of birth are associated with genetic risk for schizophrenia. The UK Biobank is a large prospective cohort of more than half a million residents of the UK for which genetic data and seasonality of birth data are available. We generated schizophrenia PRS for every participant in the UK Biobank cohort (June 2015 release, N=136,538) and tested whether this score was associated with month or season of birth. As a secondary test of the plausibility of season of birth being a genetically correlated confound, we also conducted a GWAS of season of birth, aiming to estimate whether this phenotype is heritable.
Rare alleles in the form of pathogenic copy number variants (CNVs) are also known make a contribution to schizophrenia. Although the contribution to liability from CNVs at a population level (Purcell et al. 2014) is much smaller than that of common alleles, for completeness we also tested whether the frequencies of 93 pathogenic CNVs that have been linked with 
Material and Methods
To define risk alleles, we used the largest available schizophrenia GWAS comprising a metaanalysis of two large studies (Pardinas 2017, Schizophrenia Working Group of the Psychiatric Genomics 2014) which included 40,675 schizophrenia cases and 64,643 controls (Pardinas 2017) . As PRS requires genome wide data, we did not include the extension dataset provided to the PGC for selected SNPs by deCODE genetics. Both schizophrenia datasets were imputed using the SHAPEIT/IMPUTE2 software (Delaneau et al. 2013 , Howie et al. 2012 ) with a combination of the 1000 Genomes phase 3 (1KGPp3) and UK10K datasets as a reference panel.
For the UK Biobank study, given that the schizophrenia GWAS we used to define risk alleles was of primarily European Ancestry, we restricted the sample to those who self-reported as being of white UK ancestry (n=136,538). For constructing PRS, we downloaded data that is publically available (https://www.med.unc.edu/pgc/results-and-downloads). We included autosomal SNPs that passed stringent quality control criteria (minor allele frequencies (MAF) ≥0.01) and imputation quality score greater than or equal to 0.9. This resulted in 5,471,613
SNPs. Using the UK Biobank genotypes, we pruned the SNPs keeping those which are the most significantly associated with schizophrenia in the region while excluding SNPs at which the genotypes are correlated with the selected SNPs with r 2 ≥0.2. A physical distance threshold for pruning SNPs was set to 1Mb and p-value threshold was 0.5. After pruning, 118,302 independent SNPs remained. We selected markers, based upon significance thresholds, to construct a polygenic score in the UK Biobank data. The PRS was calculated from the effect size-weighted sum of associated alleles within each subject. PRS were standardised by subtracting the population mean for PRS and dividing by the standard deviation.
As a test of robustness, we constructed PRS based on risk alleles passing a range of schizophrenia association thresholds in the PGC2+CLOZUK data (e.g. significant at p≤0.01, 0.05, 0.1, …, 0.5). The primary analysis was based on P<0.05 as this is the threshold that currently maximally captures polygenic risk (Schizophrenia Working Group of the Psychiatric Genomics 2014). The polygenic risk scores of people born in each month/season were compared to those born in January/winter (baseline) using linear regression analysis with season/month coded as a factor (glm() function in R). All analyses in the UKBB were adjusted for the array (the UK Biobank used two different arrays) and the first 8 principal components (PCs), reflecting underlying stratification in the sample due to population and/or genotyping differences. The first 8 PCs, out of 15 available in the Biobank, were selected after visual inspection of each pair of PCs, taking forward only those that resulted in multiple clusters of individuals (see (Smith et al. 2016) for detail). AVENGEME provides a set of R functions that allow power for PRS analyses to be calculated (Dudbridge 2013) . For this to be applicable, a priori, this method assumes that 1) there is a non-zero SNP-heritability for the season of birth and 2) there is a genetic correlation between SZ and the season of birth. As we show in the present study that both assumptions are violated, this widely used approach is not applicable. However, to illustrate that we had high power to detect the sought after effects, we calculated the power of our PRS analysis for the reported effect size OR=1.07 (Davies et al. 2003) comparing winter/spring versus summer/autumn births with pwr.norm.test() function in R.
Genome wide association analysis (GWA) of season of birth was performed using a binary phenotype defined as "0" for individuals born in winter and spring (December-May) and "1" for those born in summer and autumn (June-November). Association analysis was conducted using logistic regression with array, and the first 8 principal components as covariates (as described above). Genotype dosage data were initially converted to the most probable genotype format (with the probability>0.9), then filtered by removal of SNPs with Hardy-Weinberg equilibrium p<10 -6 , MAF<0.01, info<0.4, data on <95% of the sample after excluding genotype calls made with less than 90% posterior probability after which 8,989,945 variants were retained. LD-Score regression analysis (Bulik- Sullivan et al. 2015) was employed to estimate SNP-based heritability in this dataset.
The numbers of subjects with and without pathogenic CNVs born in winter/spring vs summer/autumn were compared with a chi-squared test. The list of 93 pathogenic CNVs was compiled from two widely accepted sources (Coe et al. 2014 , Dittwald et al. 2013 as we have previously reported (Kendall et al. 2016) . The CNV calls for UK Biobank participants were made in-house as we have previously reported in a UK Biobank CNV study (Kendall et al. 2016) .
Results
The frequencies of birth by month are presented in Figure 1 . The distribution of frequencies in our study is similar to the distribution in the whole UK Biobank population (N=502,632; biobank.ctsu.ox.ac.uk/crystal/field.cgi?id=52).
Correlations between timing of birth and polygenic risk.
We found no association between schizophrenia PRS and season of birth in the UK Biobank sample, with winter as the baseline. Figure 2 shows the distribution of the standardised PRS for each season. The figure clearly demonstrates no difference in mean or variance of PRS.
Detailed results are presented in Table 1 , with baseline winter as season of birth. Similarly, we found no differences in the PRS by month of birth with January as the baseline (Figure 3 ; Supplementary Table 1 ). Note that the specification of the baseline season is arbitrary; the results remain the same regardless which season is used.
Given that previous studies have frequently identified both winter and spring as the season of elevated risk, we also collapsed those born in winter and spring into a single group and compared their PRS with those born in summer or autumn. Our findings were not consistent with a season of birth-PRS correlation; indeed those born in winter and spring actually had a slightly lower PRS than those born in summer or autumn, and this reached nominal significance for some of the secondary tests (Table 2) .
To check whether this sample maybe underpowered to detect low-effect sizes, we calculated the power of the PRS analysis for the reported effect size OR=1.07 (Davies et al. 2003) . The effect size for power calculation is usually estimated as (B0-B)/σ, where B0 is the effect size under the null hypothesis (in our case B0=log(1)=0), B is the effect size under the alternative hypothesis (in our case B=log(1.07)=0.068) and σ is the standard deviation. Since the PRS were standardised in our analyses, σ =1 under the both null and alternative hypotheses. Thus, the effect size for the power calculation was d=0.068/sqrt(2)=0.048 and the significance level was set to α=10 -4 , to account for multiple testing. The power to detect association between PRS and season of birth was >99.9%. We also estimated d=0.0128 as the smallest effect size which our sample is capable to detect with 80% power, which corresponds to OR=1.018 (B=0.018) excess for winter/spring births compared to summer/autumn births. As the power to detect association between PRS and season of birth is 80%, assuming association effect size as small as B=0.018 at 10 -4 significance level (accounting for all PRS tests), we exclude seasonal variation in PRS as a being correlated with season of birth effect.
To evaluate effects that might only be observed at the extremes of liability, we also compared "winter and spring" vs "summer and autumn" births for the top and bottom deciles of the PRS distribution; again we found no evidence for association at the primary testing threshold for risk alleles from the PGC study. We did observe a nominally significant association (p=0.02) when risk alleles were selected from the PGC GWAS at p<0.1, but again, the effect size was again inconsistent with that expected for a genotype phenotype correlation, people in the top 10% for genetic loading to schizophrenia having a slightly higher chance of being born in summer or autumn compared with the bottom 10% of people (Table 2) .
Genome wide association study of timing of birth.
A Manhattan plot of the GWAS of season of birth is given as Supplementary Figure 1 . No genome-wide significant associations were identified, there was no evidence for inflation in the test statistics indicative of polygenic inheritance (genomic control (Devlin and Roeder 1999) λ=0.992 (see QQ-plot in Supplementary Figure 2) , and no evidence that SNP heritability contributed to this phenotype (total liability scale h 2 =-0.002 SE=0.0052) as estimated by LD-Score regression.
CNVs and timing of birth.
There was no difference in the frequencies of pathogenic CNVs between groups of UK Biobank participants born in winter and spring compared with those born in summer or autumn (frequencies 0.017 [95%CI=0.016-0.018] and 0.016 [95%CI=0.015-0.017], respectively; chisquared test p=0.137).
Conclusion
An excess of winter and spring births in people with schizophrenia is one of the most robustly supported and influential epidemiological findings in psychiatry [1] [2] [3] [4] [5] . Here, we test and fail to support the hypothesis that the excess of winter and spring births in people with schizophrenia is an effect of gene-environment correlation. Not only do we fail to find evidence that schizophrenia liability in the form of common alleles or rare CNVs is associated with season of birth, our GWAS suggests that season of birth is not even a heritable trait, which alone makes such a correlation an untenable explanation for the season of birth effect (with respect to common variation). Rejecting a genetic-environmental correlation, we conclude that our study strongly supports the widely held view that the excess of winter births in schizophrenia is the result of an as yet unknown environmental risk exposure with a seasonal gradient.
Although not a direct aim of our study, we also note that the absence of heritability effects on season of birth implies that other traits that exhibit relative age effects, for example personality traits, sporting ability, and general academic performance (Jeronimus et al. 2015) , are similarly unlikely to represent gene environment correlation; rather, as widely interpreted, they most likely result from differential levels of maturity in school and other cohort intakes. However, some cognitive phenotypes exhibit season of birth fluctuations beyond effects attributable simply to the timing of school intake (Grootendorst-van Mil et al. 2017 ). It is therefore not possible to exclude the possibility that an as yet to be discovered seasonally-fluctuating risk factor that increases risk of schizophrenia also contributes to season of birth effects which have been observed for these other cognitive phenotypes.
Our study has a number of major strengths: the use of the largest schizophrenia dataset to date to identify genetic risk loci; the largest available genotyped population cohorts to generate schizophrenia PRS; and the ability to measure liability to schizophrenia directly at a molecular level. Another strength conferred by the large population sample is the power to test the sample month by month. This is important given that many studies vary in their definition of winter-spring and in the month for which risk is maximal. Together, these strengths allow us to test the genetic confounding hypothesis with extremely high power; as a result, our failure to find evidence in support of that hypothesis allows us to refute it as an explanation. In doing so, our results are consistent with, and complementary to, studies that have indirectly measured genetic liability based on family history (Hettema et al. 1996 , Suvisaari et al. 2004 , Svensson et al. 2012 .
Our study has a number of limitations. One potential limitation of the study is that, like all environmental exposures, possible variance in the exposure rate to the pathogenic agent might mean our conclusion could be country or birth cohort specific. However, season of birth effects (and therefore exposure to the putative pathogenic environmental exposures) have been widely documented in Northern European samples [5] . They have also been shown to operate in the UK from at least 1921 up till the modern era, with the most recent study in the UK suggesting January births are associated with an OR for schizophrenia of 1.17 (Disanto et al. 2012) . Another potential limitation is that our analyses did not account for the possibility that an individual's circadian biology or chronotype might interact with season of birth effects Adan 1999, Natale et al. 2009 ).
Finally, our PRS analysis, and heritability estimates, were based upon common SNPs, and do not include a possible contribution from rare SNPs. However, the frequencies of rare CNVs, linked to neurodevelopmental disorders, also did not differ by season of birth, and it seems unlikely that rare mutations that increase liability to schizophrenia would have different effects on mating behaviours than burden of common alleles. Nevertheless, when sufficient data become available, it may useful to test for seasonal burdens of rare and de novo mutation events. Legend: The baseline of the analysis is winter-spring birth combined. The schizophrenia PRS are generated using schizophrenia risk SNPs at different thresholds for association (column 1). OR (column 2) is the exponentiation of the B-coefficient provided by logistic regression. Legend: The first row shows the p-value threshold for SNP selection from the discovery GWAS of schizophrenia. The numbers of SNPs, which passed the selection criterion, are the same as in Supplementary Table 1 . The following 11 sections of the table present effect sizes (B) and p-3 values comparing each month with January, estimated simultaneously in a single nominal regression model for each SNP selection threshold.
The column in bold represents the primary analysis (P threshold for risk SNPs p≤0.05); other columns are exploratory.
