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In thiswork,we investigate a boundary valueproblem for fourth-order differential systems.
By using variational methods and a three-critical-point theorem, we establish sufficient
conditions under which such a system possesses two solutions generated from a boundary
condition. To illustrate the main results, an example is given.
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1. Introduction
Consider the following fourth-order differential equations:u
(4)(t) = µf (t, u(t)), t ∈ [0, 1],
u(0) = u′(0) = u′′(1) = 0,
u′′′(1) = g(u(1)),
(Pµ)
where f ∈ C([0, 1] × R,R), g ∈ C(R,R), and µ ≥ 0 is a parameter.
It is well known that these kinds of problems are important in describing a large class of elastic deflections. Due to
this, many researchers have studied the existence and multiplicity of solutions for fourth-order two-point boundary value
problems; we refer the reader to [1–4] and references therein. However, our aim in this work is to study problem (Pµ)
and its multiple solutions generated from a boundary condition g . Here, a solution for problem (Pµ) is said to be generated
from a boundary condition g if this solution emerges when g is not zero, but disappears when g is zero. For example, if
problem (Pµ) possesses at most one solution when g = 0, but possesses three solutions when boundary condition g is
not zero, then problem (Pµ) has at least two solutions generated from a boundary condition g . Our work is motivated by
results in [1,5]. Zhang and Li [5] studied a class of second-order impulsive differential systems and obtained the existence of
a periodic solution generated from impulses by using the Mountain Pass Lemma. To the best of our knowledge, for fourth-
order differential equations, there has so far been no paper concerning its solutions generated from a boundary condition.
In addition, our method is different from that in [1,5].
Now, we state our results. Suppose that
g0 = lim sup
y→0
−  y0 g(s)ds
|y|2 , g
∞ = lim sup
|y|→∞
−  y0 g(s)ds
|y|2 .
∗ Corresponding author.
E-mail addresses: yangliu19731974@yahoo.com.cn (L. Yang), math_chb@mail.csu.edu.cn (H. Chen).
0893-9659/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2011.04.008
1600 L. Yang et al. / Applied Mathematics Letters 24 (2011) 1599–1603
Theorem 1.1. Assume that the following conditions are satisfied:
(G1) max

g0, g∞

< A, 0 < 2A < 1;
(G2) there exists a constant ζ > 0 such that −
 ζ
0 g(s)ds > 2ζ
2;
then, there exist δ > 0, B > 0 such that, for each µ ∈ [0, δ], problem (Pµ) possesses at least three solutions, and
their norms are less than B, where the norm will be defined in Section 2. Moreover, two of them are generated from g if the
following condition holds:
(G3) f (t, u) is nonincreasing about u for any t ∈ [0, 1].
Example 1.2. Suppose that ζ = 12 and G(u) =
 u
0 g(s)ds;
G(u) =
 −8|u|3, |u| < 1,
−24|u| + 16, |u| ≥ 1. (1.1)
Hence, g0 = g∞ = 0. It is easy to see that condition (G1) in Theorem 1.1 can be satisfied for sufficiently small A > 0. Since
−
∫ ζ
0
g(s)ds = 1 > 2ζ 2 = 1
2
,
(G2) holds. Suppose that f (t, u) = −u3; then it satisfies (G3). Therefore, by Theorem 1.1, we can obtain two solutions
generated from g .
This work is organized as follows. In Section 2, some preliminaries are presented. In Section 3, the proof of our main
results is given.
2. Preliminaries
In order to prove ourmain results, we give some definitions and lemmas thatwill be used in the proof of ourmain results.
Suppose that
X = u ∈ H2([0, 1])|u(0) = u′(0) = 0
with the inner product
(u, v) =
∫ 1
0
u′′(t)v′′(t)dt, ∀u, v ∈ X,
which induces the norm
‖u‖X =
[∫ 1
0
|u′′(t)|2dt
]1/2
,
where H2([0, 1]) is the Sobolev space of all functions u : [0, 1] → R such that u and its distributional derivative
u′ are absolutely continuous and u′′ belongs to L2([0, 1]). We define the norms in C1([0, 1]) and L2([0, 1]) as ‖u‖ =
max{‖u‖∞, ‖u′‖∞} and ‖u‖2 =
 1
0 |u(t)|2dt
1/2
, respectively. If u ∈ X , then
|u′(t)| =
∫ t
0
u′′(s)ds
 ≤ ∫ 1
0
|u′′(s)|ds ≤
∫ 1
0
|u′′(s)|2ds
1/2
= ‖u‖X
and
|u(t)| =
∫ t
0
u′(s)ds
 ≤ ∫ 1
0
‖u‖Xds = ‖u‖X .
Therefore,
‖u‖ ≤ ‖u‖X . (2.1)
To study the problem (Pµ), we consider the functional I defined by
I(u) = 1
2
‖u‖2X +
∫ u(1)
0
g(s)ds− µ
∫ 1
0
F(t, u)dt (2.2)
where F(t, u) =  u0 f (t, s)ds. By section 2 in [1], we have that I is Frechét differentiable with
I ′(u)v =
∫ 1
0
u′′v′′dt + g(u(1))v(1)− µ
∫ 1
0
f (t, u(t))v(t)dt, (2.3)
for any u and v in X .
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Lemma 2.1. If u is a critical point of I in X, then u is a classical solution for problem (Pµ).
Proof. If u is a critical point of I in X , then we obtain∫ 1
0
u′′v′′dt + g(u(1))v(1)− µ
∫ 1
0
f (t, u(t))v(t)dt = 0. (2.4)
For any v ∈ H2[0, 1] ∩ H10 [0, 1], (2.4) implies that
 1
0 u
′′v′′dt = µ  10 f (t, u(t))v(t)dt. Thus u is a weak solution of the
equation
u(4)(t) = µf (t, u(t)). (2.5)
Suppose that y := u′′ and q(t) := µf (t, u(t)). Then y′′ = q(t). Hence, y(t) = C1 + C2t +
 t
0
 s
0 q(r)drds, where C1, C2
are two constants. Then y ∈ C[0, 1] and u(4) ∈ C[0, 1]. Therefore, u ∈ C4[0, 1] and u satisfies the equation u(4)(t) = µf
(t, u(t)). 
Next we show that the boundary conditions hold. Since u ∈ X , we have u(0) = u′(0) = 0. Integrating (2.4) by parts, we
obtain∫ 1
0
u(4)vdt − µ
∫ 1
0
f (t, u(t))v(t)dt + u′′(1)v′(1)+ [g(u(1))− u′′′(1)]v(1) = 0. (2.6)
Combining this with (2.5), we have that u′′(1)v′(1) + [g(u(1)) − u′′′(1)]v(1) = 0 holds for all v ∈ X . Since v(1), v′(1)
are arbitrary, it follows from the last equality that u′′(1) = 0, u′′′(1) = g(u(1)). Therefore, u is a classical solution for
problem (Pµ).
Now, we recall a three-critical-point theorem of B. Ricceri. If E is a real Banach space, denote by WX (see [6]) the class
of all functionals Φ : E → R possessing the following property: if {un} is a sequence in E converging weakly to u and
lim infn→∞Φ(un) ≤ Φ(u), then {un} has a subsequence converging strongly to u. For example, if E is uniformly convex and
g : [0,+∞)→ R is a continuous, strictly increasing function, then, by classical results, the functional u → g(‖u‖) belongs
to the classWX .
Lemma 2.2 ([6]). Let E be a separable and reflexive real Banach space; let Φ : E → R be a coercive, sequentially weakly lower
semicontinuous C1 functional, belonging toWX , bounded on each bounded subset of E and whose derivative admits a continuous
inverse on E∗, and J : E → R be a C1 functional with compact derivative. Assume that Φ has a strict local minimum u0 with
Φ(u0) = J(u0) = 0. Finally, setting
α′ = max

0, lim sup
‖u‖→+∞
J(u)
Φ(u)
, lim sup
u→u0
J(u)
Φ(u)

,
β ′ = sup
u∈Φ−1(0,+∞)
J(u)
Φ(u)
,
assume that α′ < β ′. Then for each compact interval [a, b] ⊂ ( 1
β ′ ,
1
α′ ) (with the conventions
1
0 = +∞, 1+∞ = 0), there exists
B > 0with the following property: for every λ ∈ [a, b] and every C1 functional Ψ : E → Rwith compact derivative, there exists
δ > 0 such that, for each µ ∈ [0, δ], the equation
Φ ′(x) = λJ ′(x)+ µΨ ′(x)
has at least three solutions in E whose norms are less than B.
3. Proof of the main results
Proof of Theorem 1.1. In order to apply Lemma 2.2, we suppose that
Φ(u) = 1
2
∫ 1
0
|u′′(t)|2dt,
J(u) = −
∫ u(1)
0
g(s)ds, Ψ (u) =
∫ 1
0
F(t, u)dt.
By Lemma 2.1, the critical points of the functional Φ − J − µΨ are exactly the solutions for problem (Pµ). Hence, to prove
our result, it is enough to apply Lemma 2.2 and show that we can choose λ = 1 ∈ [a, b] such that [a, b] ⊂ ( 1
β ′ ,
1
α′ ). We
divide our proof into four steps as follows.
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Step 1. We show that some fundamental assumptions are satisfied. Obviously, X is a separable and reflexive real Banach
space. It is easy to see thatΦ(u) is a coercive C1 functional, bounded on each bounded subset of X .Φ(u) belongs toWX (see
Section 2). For any u ∈ X \ {0},we have
⟨Φ ′(u), u⟩ = ‖u‖2X . (3.1)
So lim‖u‖X→∞⟨Φ ′(u), u⟩/‖u‖X = +∞, that is,Φ ′ is coercive. For any u, v ∈ X , one has
⟨Φ ′(u)− Φ ′(v), u− v⟩ = ‖u− v‖2X . (3.2)
SoΦ ′ is uniformly monotone. By [7, Theorem 26.A(d)], we have that (Φ ′)−1 exists and is continuous. For any u ∈ X ,
⟨J ′(u), u⟩ = −g(u(1))v(1).
Suppose that un ⇀ u ∈ X; then un → u on C1[0, 1]. Hence, as g ∈ C(R,R), J ′(un) → J ′(u) as n → ∞. Therefore, we
have that J ′ is a compact operator by [7, Proposition 26.2]. Since f (t, u) is continuous on u, one has that f (t, un) converges
uniformly to f (t, u) as n →∞. So Ψ ′(un)→ Ψ ′(u) as n →∞. That is, Ψ ′ is strongly continuous on X , which implies that
Ψ ′ is a compact operator by [7, Proposition 26.2]. Moreover, Ψ ′ is continuous since it is strongly continuous. In addition,Φ
has a strict local minimum 0 withΦ(0) = J(0) = 0.
Step 2. We show that α′ < 1, β ′ > 1. In view of (G1), there exist 0 < τ1 < τ2 such that
−
∫ y
0
g(s)ds ≤ A|y|2 (3.3)
for any |y| ∈ [0, τ1) ∪ (τ2,+∞).
By the continuity of g , one has that−  y0 g(s)ds is bounded for any |y| ∈ [τ1, τ2]. We can choose C1 > 0 and σ > 2 such
that
−
∫ y
0
g(s)ds ≤ A|y|2 + C1|y|σ , (3.4)
for any y ∈ R. Hence, by the definition of ‖u‖ and (2.1), we have
J(u) = −
∫ u(1)
0
g(s)ds
≤ A|u(1)|2 + C1|u(1)|σ
≤ A‖u‖2 + C1‖u‖σ
≤ A‖u‖2X + C1‖u‖σX , (3.5)
for all u ∈ X . Hence, we obtain
lim sup
u→0
J(u)
Φ(u)
≤ 2A < 1. (3.6)
On the other hand, if |u(1)| ≤ τ2, we have −
 u(1)
0 g(s)ds ≤ C2, where C2 > 0; if |u(1)| > τ2, we have −
 u(1)
0 g(s)ds ≤
A|u(1)|2.
Then it follows that−  u(1)0 g(s)ds ≤ C2 + A|u(1)|2. Hence, we obtain
J(u) ≤ C3 + A‖u‖2 ≤ C3 + A‖u‖2X , (3.7)
where C3 > 0. Therefore, we have
lim sup
‖u‖X→∞
J(u)
Φ(u)
≤ 2A < 1. (3.8)
Combining (3.6) with (3.8), one has
α′ = max

0, lim sup
‖u‖X→+∞
J(u)
Φ(u)
, lim sup
u→0
J(u)
Φ(u)

< 1.
By (G2), we obtain
β ′ = sup
u∈Φ−1(0,+∞)
J(u)
Φ(u)
≥ J(ζ t
2)
Φ(ζ t2)
= −
 ζ
0 g(s)ds
2ζ 2
> 1.
Step 3. We show that problem (Pµ) has at least three solutions.
L. Yang et al. / Applied Mathematics Letters 24 (2011) 1599–1603 1603
We can choose a compact interval [a, b] ⊂ ( 1
β ′ ,
1
α′ ) such that λ = 1 ∈ [a, b]. By Lemma 2.2, there exists B > 0 with the
following property: for any f ∈ C([0, 1] × R,R), there exists δ > 0 such that, for each µ ∈ [0, δ], the equation
Φ ′(x) = J ′(x)+ µΨ ′(x),
i.e., problem (Pµ), has at least three solutions in E whose norms are less than B.
Step 3. We show that problem (Pµ) has at least two solutions generated from a boundary condition g .
First, we verify that problem (Pµ) has at most one solution when g ≡ 0. To the contrary, assuming that problem (Pµ) has
at least two distinct solutions u1, u2 and g ≡ 0, we have
0 = ⟨I ′(u1)− I ′(u2), u1 − u2⟩
=
∫ 1
0
(|u′′1(t)− u′′2(t)|2)dt − µ
∫ 1
0
(f (t, u1(t))− f (t, u2(t)), u1(t)− u2(t))dt
≥ ‖u1 − u2‖2X . (3.9)
Hence, we get ‖u1−u2‖X = 0, i.e., problem (Pµ) has at most one solution when the impulses are zero and g ≡ 0. Therefore,
we can obtain that problem (Pµ) has at least two solutions generated from a boundary condition g .
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