Abstract. This paper presents an approach for human detection and simultaneous behavior recognition from images and image sequences. An action representation is derived by applying a clustering algorithm to sequences of Histogram of Oriented Gradient (HOG) descriptors of human motion images. For novel image sequences, we first detect the human by matching extracted descriptors with the prototypical action primitives. Given a sequence of assigned action primitives, we can build a histogram from observed motion. Thus, behavior can be classified by means of histogram comparison, interpreting behavior recognition as a problem of statistical sequence analysis. Results on publicly available benchmarkdata show a high accuracy for action recognition.
Introduction
Human behavior recognition is important for a number of applications, e.g. video annotation, surveillance, or personal assistance systems for elder or disabled persons. The main task in behavior analysis from image sequences is to correctly assign an observed motion sequence to a set of prototypical known behavior classes. If we assume that behavior consists of sequences of atomic actions, we have to address three disjoint problems; (a) how to detect humans in images, (b) how to adequately represent atomic actions, and (c) how to classify a sequence of atomic actions into behavioral classes.
The main contribution of this paper is an approach for human detection and behavior recognition from image sequences by means of statistical sequence analysis. In previous work [1] , we already reported on the idea of behavior recognition by means of histogram comparison of bags of action primitives. Here, we further extend and improve these ideas. By directly utilizing the proposed action representation for detecting humans, we no longer require background subtraction, tracking, or global movement compensation. Thereby, we can not only classify image sequences, but also single images. Recognition rates on publicly available action-data [2] exceed up-to-date approaches, see e.g. [3] . However, we still achieve lower recognition rates than approaches that use background subtraction, and global movement compensation, as for instance [2, 1] .
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For the experiments we considered 10 different behaviors performed by 9 subjects. The task is to detect the human within the image and to assign the sequence to one of the known behavioral categories, e.g. 'bend', 'jump', or 'run'.
For detecting humans in images it could been shown that Histograms of Oriented Gradients (HOG) [4] are very distinctive and robust. In the presented work, we detect humans by comparing extracted HOG descriptors to template HOG descriptors of human poses. The templates are automatically clustered from a set of training sequences. In the following, we will refer to these templates as action primitives [5] or basic action units [6] . We select the best matching action primitives for a novel image, and thereby create a sequence of action primitive indices. Consequently, we can treat behavior recognition as a problem of sequence comparison where we compare novel sequences to a set of labeled training sequences. Since behavior is a temporal phenomenon, we express the sequential observation of basic action units using n-grams, a popular representation used in statistical text analysis or bioinformatics. Finally, we classify behaviors by means of histogram comparison.
In Section 3.1 we explain how to derive an action representation using the concept of movement primitives, and we introduce a n-gram based action representation. Section 3.2 introduces behavior histograms and a classifier for action primitive sequences. We validate the approach in a human tracking scenario in Section 4. Finally, we close this contribution with a conclusion in Section 5 and an outlook on future work in Section 6. First, however, we will briefly summarize related approaches.
Related Work
The most recent approaches related to ours are [3, 7, 8] . In [3] , a hierarchical bags of features approach classifies videos or single images into action categories. In [7] human action-categories are learned by representing a video sequence as a collection of spatial-temporal words by extracting space-time interest points. In [8] actions of Hockey players are represented and tracked using HOG-descriptors and Hidden Markov Models. In the proposed approach, we also represent basic actions as HOG-descriptor based templates. In contrast to [4] , we consider histograms of basic action templates for behavior recognition. Furthermore, our approach is inspired by the recent progress on bags of visual words.
The action representation proposed in this paper is similar to the biological concept of movement primitives. Results in behavioral biology indicate that instead of directly controlling motor activation commands, movements are the outcome of a combination of simpler movement primitives [9, 10] . Furthermore, cognitive psychology explained the representation of motor skills in human longterm memory by hierarchies (but also sequences) of basic-action concepts [6] . It is interesting to note that different disciplines decided for different terminologies for describing very similar concepts of motor control. In this paper, we use the terminology proposed in [6] and [11, 5] . In this context, behavior is the outcome of appropriate sequencing of action primitives.
In robotics, a movement primitive is often referred to as a computational element in a sensorimotormap that transforms desired limb-trajectories into actual motor commands [12] . Related to our approach is the work of Fod et al. [13] or Lee et al. [14] , where the concept of movement primitives is applied in a computational approach by linear superposition of clustered primitive motor commands that finally resulted in complex motion in simulated agents. For learning and synthesizing human behavior in simulated game worlds, we previously used a probabilistic sequencing of action primitives [5] . In this paper, we derive action primitives in a similar way as proposed in [13] or [5] .
The idea of representing actions by a set of basic building blocks is not new. Especially for recognition tasks, it is getting more and more popular. For a recent overview we recommend [11, 15] . Numerous approaches on recognizing behavior based on keyframes, movement primitives, or action primitives exist. For example, Moeslund et al. [16] recognized actions by comparing strings of manually found motion primitives, where the motion primitives are extracted from four features in a motion image. In [17] , silhouettes images are extracted using optical flow data, afterwards they are grouped in pairs and used to construct a grammar for action recognition. [18] further expands ideas on designing a human action recognition grammar. [2] expresses human action as three-dimensional shapes that result from spatial silhouette movements with respect to time, and use these extracted features for classifying activity. [19] compares histograms of n-grams sequences of complex actions, to recognize higher-level behaviors, where n-grams are build using a set of basic hand crafted events. Goldenberg et al. [20] use PCA to extract eigenshapes from silhouette images for behavior classification.
Behavior Recognition
In the following, we outline our approach for behavior recognition, see also Figure 2 for a schematic outline. First, we will explain how to extract action primitives from behavioral observations. Then, we will transfer sequences of action primitives to a more meaningful descriptor by incorporating the temporal context using n-grams. Finally, we will explain how histograms of behaviors can be constructed, and how they are used for classification of novel image sequences. 
5. Compute histograms of n-grams occurrences 1. Compute gradient image Fig. 2 . Construction of behavior histograms: First, the gradient image for a detector window is computed. Then, we compute HOG-descriptors and combine them in a feature vector. We map the feature vector on the best matching prototypical actionprimitive. Consecutive action-primitives are afterwards combined in n-gram structures. Finally, the resulting histogram of n-gram occurrences is computed for the whole sequence.
Basic Action Representations
For describing actions we use templates consisting of HOG-descriptors [4] . It could be shown that these outperform other features for human detection in static images. Basically, the HOG-descriptor is a locally normalized orientation histogram, similar to the popular SIFT features [21] . In this work, we use it to (a) find humans in image sequences, and (b) as a descriptor for action primitives. Figure 3 briefly summarizes the descriptor, for details we recommend [4] . The detector window used in our experiments consists of 40 × 80 pixels. The idea of action primitives assumes that complex motion can be constructed using a set of basic action units. In order to derive a meaningful set of action primitives, we apply k-means clustering to the HOG-descriptors extracted from the training sequences. For clustering, we use the cosine distance measure. The training data consists of centered and aligned images showing various human activities. Training images are extracted at a size of 40 × 80 pixels. Thus, one descriptor corresponds to one activity, see Figure 4 for example sequences. 
Clustering results in a set of
where the Kullback-Leibler divergence D KL (a || h) for two normalized histograms a and h is defined as
From sequences of action primitives A H , we can build behavior histograms by counting occurrences of individual action primitives.
Since the action primitives effectively represent specific poses of humans, we can also use them for finding humans in images. In [4] HOG-descriptors of humans and of the background were used to train a SVM for human/non-human classification, providing very accurate human detection. In this work, we decided for a similar approach. Therefore, besides the prototypical action descriptors, we extract a set of k (we use the same number of prototypes as for the pose templates) prototypical descriptors for the image background by means of k-means clustering of background HOG-descriptors. Based on the Kullback-Leibler divergence and a simple nearest neighbor criterion, each pixel P x,y of a novel image can be recognized as a specific action primitive or as background. For this, we first compute the HOG descriptors h x,y for the detector window (see also Figure 3 ) centered around each pixel P x,y . Then, each P x,y is assigned to one of the k action primitives or set to 0 for background, thus
where
We found that usually a few pixels within the center of a human are recognized as an action primitive. Consequently, we assume the center of mass of successfully recognized pixels to be the location of a human. We assign every image in which at least one action is successfully recognized to a specific action primitive index. Obviously, this is only works for a single human within the images. Although this approach is rather simple, it showed to be sufficient for the later presented experiments.
While prototypical poses (action primitives) can be detected within a single image, for successful behavior recognition the temporal context of action unit sequences is crucial. Therefore, we represent motion sequences by means of ngrams of action primitives. n-grams are often used for sequence analysis in text mining, or bioinformatics. Basically, they provide a sub-sequencing of length n for a given sequence. For example, a sequence A uni of action primitive unigrams (n is set to 1)
where a 3 , a 8 , a 6 , a 5 correspond to specific action primitives, could be simply expressed as a sequence of overlapping bigrams A bi (n is set to 2)
or trigrams A tri (n is set to 3) Figure 2 shows an example on how a sequence of frames can be represented using a sequence of n-grams of action primitives. With increasing n, the number p of possible instances of n-grams increases exponentially, since p = k n where k denotes the number of action primitives. Since we are dealing with human motion which is bound to physical limitations, we usually observe only a limited number of possible action primitive subsequences (human movement is rather smooth). Thus, the actual number nk of n-gram instances, which were observed during the training phase, tends to be much lower.
Behavior Histograms for Recognizing Action Classes
In practice, for comparison of different n-gram streams, often the histograms i.e. the occurrences of specific n-gram instances are used. Thus, analyzing sequences of n-gram action primitives is very similar to the idea of bags of visual words. Given a sequence A of n-grams of action primitives, a histogram φ(A) is defined as a mapping from a finite alphabet Σ (corresponding to all unique instances of n-gram action primitives [a 1 , . . . , a nk ]), so that
where i = 1, . . . , nk, and nk denotes the total number of action primitives ngrams extracted during the training phase, and occ(a i , A) denotes the number of occurrences of a i in A. For every training sequence [A 1 , . . . , A T ], where T denotes the total number of training sequences, a separate histogram φ(A i ), i = 1, . . . , T is computed. Since each training sequence shows one specific behavior executed by one subject, the histograms represent a behavior and will be further referred to as a behavior histograms. We classify novel image sequences using a nearest neighbor search over the training behavior histograms, where the choice of similarity measure is crucial. For histograms, commonly used measures are KL, L2, or L1. For comparison of single-histogram class models of visual words it could been shown that the Kullback-Leibler (KL) divergence outperforms alternative similarity measures, as for instance L2 or χ 2 [22] . Consequently, since we are facing a similar problem, we decided for KL divergence for measuring histogram similarity.
For a novel sequence A new , the task now is to select a suitable class label based on histogram comparison to stored behavior histograms. For the experiments, we classify into a behavioral class using a 1-NN criterion, i.e. by finding the class histogram φ(A j ), with
where i = 1, . . . , T , and φ(A i ) denotes a normalized training histogram. We decided for a 1-NN since we can usually only access a very limited number of class histograms. Moreover, we observed a high inner class variability, e.g. for some people walking might look more similar to the average running behavior. Therefore, deciding on the single best matching exemplar histogram gave the best results. Future work might as well consider histogram integration, for example by means of single-histogram class models [22] . For the histogram similarity measure, the actual length of the image sequence is not important. This means that we can classify single images as well as complete sequences using the same approach. Obviously, for single images the KL divergence comes down to a simple and intuitive formula, where we select by finding the behavior histogram φ(A j ) for a single recognized action primitive (or n-gram instance) a l so that
where a i,l denotes the corresponding histogram entry l for the behavior histogram i. It is important to note that we can only achieve a true single image classification by using unigrams (n-grams of length 1), otherwise the temporal context will be included. Interestingly, including the temporal context for very short sequences (e.g. two frames in the case of bi-grams) does not lead to a better classification rate for these frames as compared to single frame classification. One of the reasons might be overfitting due to the larger amount of symbols (e.g. 50 symbols for unigram action primitives can result in up to 2500 bigram symbols). However, for longer sequences, the usages of n-grams results in better classification rates. The next section will give a detailed report on the experimental results.
Experimental Results
For validation of our approach we use publicly available benchmark-data [2] . The action-data-set consists of 10 different behaviors performed by 9 subjects. Figure 1 illustrates the different behaviors. We performed a leave one out cross validation where we excluded the behavioral observations from one subject in each run. The remaining 80 sequences (8 subjects and 10 behaviors) were used as training data, for extracting action primitives, prototypical background descriptors, and constructing behavior histograms. We assigned each test sequence to the training behavior histogram with the highest similarity. Moreover, we did a frame-wise classification of every image in a sequence using the same classification procedure. For evaluation, we computed the average classification rates among all subjects.
Using integral histograms [23] for computing the gradient image histograms, we can process up to 3 frames per second in a first basic Matlab implementation. However, we are confident that more sophisticated and faster approaches for computing the HOG descriptors, e.g. [24] , will result in better performance. Right now the computation of the HOG-descriptor is clearly the computationally most expensive part in our approach.
In order to get optimal results we varied the cell, and block size for the HOGdescriptor, and the size of the detector window. The last sections already contained details on parameter selection. However, for the approach it seems more important to evaluate the influence of the length n of action primitive n-grams, and the number of used action primitives. Figure 5 gives results for varying number of action primitives. Table 1 . Average classification rates for leave-one-out cross validation of 10 different behaviors performed by 9 subjects (excluding all behaviors of one subject for each run). Each column contains the best results reported on in the specific paper. Note that the results for [2, 1] are for subsequences and not the whole sequence, however, according to our experience, we can expect a performance increase for classifying the whole sequence. In [2, 3] , the 'skip' behavior was excluded. For a complete sequence, the best average classification rate of 86.66% was achieved using bigrams and 90 action primitives, Figure 6 shows the confusion matrix. For frame-wise classification we achieved recognition rates of 57.45% using unigrams and 110 action-primitives, the confusion matrix can be seen in Figure 7 . Interestingly, unigrams gave the best results for frame-wise classification. One reason might be, that the number of basic actions increases with an increasing n, which could lead to overfitting and worse classification results. Consequently, dependent on the application, different parameters should be selected.
Compared to the recent approach of Niebles et al. [3] we achieve almost 15% higher recognition rates for classifying complete sequences. However, compared to [2, 1] the recognition rates are lower. In contrast to [2, 1] (and similar to [3] ) , we do not require background subtraction, external tracking solutions, or global movement compensation. However, we require a set of centred and aligned Fig. 8 . Sample video sequences as the outcome of our approach. The human is automatically detected, and his current action is recognized for a whole sequence and for single frames.
human motion sequences for training, which makes the training phase more demanding as [3] . Table 1 briefly compares the four papers. Figure 8 shows the augmented image sequences as the outcome of our behavior recognition system.
It is interesting to note that we only used static image features, we did not incorporate optical flow or similar dynamic image features. In [3] it was argued that dynamic features outperform static features for recognizing action categories. Effectively, we could show that sufficiently descriptive and discriminative static image features and a statistical sequence analysis can already result in very accurate recognition of action classes. Nevertheless, we also believe that dynamic image features could improve classification results.
Conclusion
In this paper, we proposed a novel approach for behavior recognition by means of behavior histograms of action primitives. Action primitives are clustered, prototypical human pose representations. They can be detected for every frame in an image sequence where a human is visible. For representing action primitives, we used Histogram of Oriented Gradients. Since the HOG-descriptor allows for robust detection of humans in images, we used the set of action primitives to find humans via a nearest-neighbor search. To obey the temporal context of behaviors, subsequent action primitives are combined in n-gram structures. Finally, we expressed behaviors as histograms of the n-gram instances that were found in the image sequence.
In a series of experiments, we could show the applicability for behavior recognition. We classified behaviors based on the Kullback-Leibler divergence of behavior histograms. Recognition rates on a publicly available benchmark-data showed a high accuracy for classifying motion sequences. We were also able, with a lower precision, to recognize action categories from single images.
Future Work
To concentrate on the principal idea of expressing behavior as histograms of action primitives, we tried to keep the approach as simple as possible. Although the current recognition rates are already accurate, one could think of many possible extensions. To speed up processing time, we would suggest the cascade of HOGs approach [24] . In addition, in order to deal with inner-class variability, and to speed up processing time, we would suggest the usage of single-histogram class models [22] . For more accurate human detection, we could use more sophisticated classifiers, e.g. SVMs as reported on in [4] . Moreover, we could incorporate dynamic features aside from the HOG descriptor, e.g. oriented histograms of flow [25] .
So far, we were not dealing with humans at different scales or different views. Different scales could be handled by using variable size detector windows as in the original HOG approach. For different views, we would suggest the usage of more versatile training data, i.e. already incorporate different views for building behavior histograms.
