Microphone measurement of sound pressure response in rooms can give signals that are specific to the position at which it is taken. A measurement responsive to a region about the measurement position 
Introduction

A Aim
This paper aims to investigate the possibility of providing a non-intrusive measurement of a pressure response representative of a finite region in small rooms. It is possible to obtain a regional average by taking many measurements across the region 1 . However, the existence of the room will restrict the possible sound field in the region such that it might be possible to obtain an approximation to the average with a greatly reduced number of positions at which measurements are taken, thus making it easier to take. Various studies have investigated the statistical reliability of single pressure readings in rooms and room-like enclosures 2-5 , and these have shown that theoretical estimates of these errors are useful indicators of the reliability of pressure measurements. In this project, the pressure response of a room is to be measured, as opposed to measuring pressures. As such, the excitation sound is known, and thus having tied down one variable, it may be possible to recover the response of the room across an area with a limited measurement.
B Background
This objective arises from recent research that has investigated the correction of poor room acoustics using feedback from a pressure microphone positioned in that room. The response data from the microphone is used to alter the signal (for example music) before it reaches the loudspeakers so as to pre-empt the room's response.
Typically, such an application is aimed at small rooms, such as may be found in homes.
It is possible to use a deconvolution system to do this 6 , producing a high resolution correction. Unfortunately this resolution can lead to correction problems for all but the very low frequencies (up to 150Hz, depending on the room). At higher frequencies (up to 500Hz) the response of the room will vary spatially so that a listener positioned away from the microphone may experience an appreciably different response to that of the microphone. The spatial variation of a room response is characterised by sharp troughs 7 of up to 20 dB. The ear can edit these troughs out, and so they do not spoil the perception of the sound. If at a particular frequency, there is such a trough at the microphone position (and this is probable) then the response it is measuring will be highly atypical of the surrounding area. The resulting 'correction' will produce a sharp peak in the frequency response to which the ear is unaccustomed. This would sound artificial. For a lower resolution system, these peaks will be averaged out, but at the loss of a detailed correction.
To use a detailed correction, the feedback signal has to be made more tolerant of position. However, because the feedback signal is to be obtained by a user, this needs to be done with a highly limited scattering of measurements. At present 6 , the problem of the minima is suppressed by assuming a minimum response, and that any response below this minimum is subject to the spatial error.
C Effect of perception
It is apparent that the brain is filtering out much of the degradation of the sound reproduction 8 . This can be plainly seen by comparing the tolerances that loudspeaker and amplifier manufacturers have to work by, to the 20 to 40 dB troughs in the room response. Bearing this in mind, it is not immediately obvious what the benefits of the room correction will be. If the result of the objective aim of producing a flat response is a subjective perception that sounds artificial, then the room correction is best not used.
To appreciate what the benefits might be, it is necessary to consider further what the brain does with the acoustic information. In filtering out the effect of the room on the speaker output, the brain is constructing a model of the room and its sound sources 8 . This leads to an aural image of the sound. As well as improving the perception of the speakers in a room, this is very important to sound recording. A good sound image to a piece of music will help the listener to distinguish the instruments thus making the music clearer and easier to listen to. It is to this goal that stereo recordings are used. This means that the studio in which the recording is made in plays a role in the imagery of the final product. In other words, the sound of the recording studio can help listener to visualise the music. If the sound of the studio is obscured by the recording technique, then it is possible for the resulting image to collapse as soon as the listener moves towards one of the speakers. Not only can the sound and imagery of the recording studio be obscured by the recording techniques, it can also be obscured by the image of the room that the listener is sitting in. Thus, hopefully, a feedback correction system will help to improve the image of a piece of music by suppressing the image of the listener's room, allowing the image of the studio to come through. For example, if recording is made of a conversation and then played back by a cheap tape deck through small speakers that are badly situated in an echo-ridden room, then the result, although recognisable as the original conversation, will sound very different from the original. This is because the brain is having to process through two sets of position and reproduction information. If the recording were to be played back through a pair of headphones with a decent base response, then the listener could listen to the sound as if they were in the original room, in that he or she could hear the room and position of everyone in it. The correction system should hopefully move towards this ideal given an initial non-ideal room and reproduction system.
II Objective
The objective of this project is to investigate the possibility of estimating a regional average response on the basis of a restricted scattering of measurements. This 'average response' target signal is defined as follows. The amplitude is the spatial root-mean-square of the room amplitude response over a region termed: the 'listening area'. The listening area is defined as the region where it is likely that the listener will be positioned. It should not include the sound field near the speakers, walls, ceiling or floor, as the acoustics at these positions can be significantly different to the rest of the room. The listener's head is assumed to be at a standard height. The phase of the target signal is that phase associated with the averaged magnitude via the minimum phase approximation 9 .
The minimum phase approximation is an approximation by which an otherwise undefined phase may be obtained from a given amplitude response. Given either the real or imaginary response, and assuming that the corresponding time signal is causal, the other component can be completely calculated (without approximation) via the Hilbert transform 9 . Given either the phase or the amplitude, then the other component is neither completely defined nor without contradiction. However, it may be approximated using the Hilbert transform on the log of the signal. This is the minimum phase approximation.
Unlike the case of noise cancellation 10 , this approximation has no effect on the amplitude of the resulting sound field, because the deconvolution system has a multiplicative effect rather than a subtractive, cancellation effect.
As far as the effect on the spatial variation of the temporal phase, it is not possible to produce a perfect correction. The minimum phase approximation was chosen to produce an impulse response with little or no prering as a pre-ring would sound artificial.
Underlying this objective, and the means by which it might be possible to relate the source data and the target signal, is the understanding of how rooms restrict the possible sound fields, and how this knowledge can be turned into prediction. As a consequence, it is important to study the relevant acoustic theory, firstly to indicate what relations may exist and where the useful information in the input may lie; secondly to see if theory can be used to turn these relations into a system that can predict or alternatively indicate what approach could work;
and thirdly to define what input would be appropriate considering the need for diagnostic information and the conflicting need to restrict the number of positions at which measurements are taken.
III Theory
A Source signals
There are two main methods for increasing the information in the input to the as yet undefined system: increase the number of pressure microphones (thus increasing the scattering of measurements); or measure other properties of the sound field. Sound energy density is one such property, and is defined as:
where ρ o is the mean air density, ω the frequency, p is the magnitude of the sound pressure, and u is the magnitude of the sound velocity 11 . The first term represents the kinetic component of the sound field, and the second the potential.
For a reactive field (which should typify the listener's position), the spatial variation of the amplitude response of the sound energy density should be flat. Where, spatially, the potential energy component is large (large pressure amplitude), the kinetic component will be small (small velocity amplitude), and vice versa. The pressure and velocity components will be in quadrature. This is an effect of the enclosure on the sound field. This is because a reactive field is not transporting energy, just converting it from one form to another. In an active field where there is an overall transport of energy, the pressure and velocity are in phase both in time and in space. Sound transport through air is not a harmonic phenomenon.
The peak amplitude (spatial and temporal) of the pressure of each mode will be proportional to the energy density of that mode, because there will be no kinetic component at the pressure peak. As a result, the energy density at one point gives a good approximation to the spatial average of the pressure field at frequencies high enough (around 500Hz) for a few wavelengths to be within the listening area.
There are two methods by which the energy density can be measured: firstly, the pressure and the velocity can be measured and then combined; and secondly a pressure measurement can be made in the corner of the room.
This latter method arises because all of the modes should have a pressure maximum at the corners. It is simple, although intuitively wrong from the point of view of standard hi-fi reproduction techniques which seem to dictate: avoid the walls at all cost, especially the corners. However, the corner measurement is not such a good idea on account of: it relies on the theoretical flatness of the sound energy density extending not just throughout the listening region, but on out to the corners of the room; it relies on the substance of the walls giving a pressure maximum; and it also relies on there existing a typical room corner in which to take such a measurement; which cannot be relied upon.
The first method is technically harder, but since it provides more information than just the energy density, it is also of more use. The extra information that the velocity provides gives an indication of the spatial phase of the dominant mode. This suggests the use of an input to the system from just the one point, of one pressure and three velocity microphones (sound velocity is a vector property). The velocity components will be kept separate because the listener is assumed to be at only one height, therefore biasing the use of the components. The sound energy density has not been rejected, it is still implied by the four measurements even though separate.
B Wave theory
The acoustics of a typical living room can be approximated by the wave theory of room acoustics 7 , which is a frequency domain description where the sound is transported out into the room by a set of room modes. These modes form a complete and orthogonal set in which can be described both the room's sound field and sound sources. These descriptions can then be equated to give the sound field for a given source and a given room.
Each mode will have its own damping and wave number depending on the shape and substance of the room.
Since the central frequency of a mode is related to the magnitude of the wave number, adjacent modes are unlikely to share any geometry, thus making the ordering of the modes above about 200 Hz virtually random, but still potentially recognisable as a modal response. For a room geometry more complicated than a cuboid, or for a room with heavy damping (resulting in room modes with significant travelling wave components), these modes are very difficult to define mathematically, but they are still there and may be recognisable. Wave theory will give good estimates of the sound field up to about 100 Hz (depending on the room) from knowledge of the room's shape and substance. Above this, wave theory can only give a qualitative description of the sound field.
However, given data as a source of information, as opposed to the room's geometry, this qualitative description could be fleshed out with quantitative data.
An analysis of the sound field in this manner assumes that the field mainly consists of reflected sound, that the direct sound plays only a small role. The frequency range of the correction system is only up to about 500Hz. For small rooms in this frequency range, away from the speakers, the sound field is mainly reverberant, thus leading to a sound field dominated by the reactive component. At higher frequencies, impulse echoes may be distinguished, but up to 500 Hz, the original impulse and the reflections tend to merge into a reverberant blur.
Near to the speakers there is a strong active component of the sound intensity from the direct sound, but the listening area is assumed to be outside of this. Correction methods that attempt to correct by measuring the speaker cone movement will be correcting this active component of the sound field as opposed to the reactive component that the listener is positioned in.
IV Method
A Target estimation from modal analysis
The presence of modes restricts how the listening area average may relate to the input data. It may therefore be possible to estimate the average by analysing the sound field into its component modes, translating these modes into how they should respond as an averaged property, and then recombining these separate modal responses back into a complete signal. To be able to do this, a system has to reliably diagnose the sound field, and the algorithms for performing the translation obtained. In principle the translation is not a problem: if theory proves too unreliable to use, then some form of statistical analysis over several real examples will provide an easy and adequate substitute. Unfortunately, it is difficult, if not impossible, to reliably diagnose the sound field in terms of modes for the following reasons.
As the frequency is increased, the modes very quickly crowd together (when compared to the half-width of their responses) increasing the probability of misinterpretation. This means that for any measured response, there is an abundance of ways in which it can be interpreted according to wave theory, and only a limited number of useful indicators as to which interpretation is correct.
The theory can only describe highly idealised modal responses, adding several unknown variables, thus compounding the difficulties of diagnosis further.
The algorithms and architectures needed to implement such an approach are highly rigid and dependent on the accuracy of the underlying theory. The likely result would be a highly error intolerant system, and one which was very difficult to build.
The modal analysis will work best at low frequencies where the modes are easily recognisable, but at these frequencies the listening area average can be safely estimated by one sound pressure reading in the middle of the listening area anyway.
For these reasons analysis on the basis of wave theory was rejected. Theory will not provide adequately sound predictions of real room acoustics considering the demands that the problem imposes.
It was therefore decided that any solution would be based on data obtained from real rooms. To this aim, a room was chosen with which to take examples of room responses. Because of logistical considerations, the room was scaled down in size. This basic room was then altered to produce a range of examples. Three parameters of the room were varied to obtain a restricted domain of investigation with which to relate the source and target on the basis of data. These variables were: the length of the longest dimension (4 lengths), damping (3 levels of damping), and horizontal position of the excitation speaker (4 positions at a fixed distance from the nearest wall).
Further variations were possible in the horizontal position of the input microphones. Vertical variations in parameters were excluded on the grounds that the listener's head is assumed to be at one height only. This gave 48 examples of rooms, each example consisting of an array of pressure measurements to produce the target signal, and pressure and velocity measurements at any one of six positions as the input signal.
B Artificial neural networks
To summarise, the relating medium is required to relate a set of inputs (probably pressure and velocity at one point) with the target output (as defined earlier) on the basis of examples of real rooms. From this, the medium must then be able to produce predictions for rooms not encountered before. Because of the use of real data, the learning mechanism and prediction mechanism must be error tolerant. It should also be able to interpolate between rooms sufficiently so that a dense coverage of room responses is not necessary.
Given the data driven nature of this problem, some form of statistical analysis is the obvious approach to take.
The form of the relations is not known and may include non-linear components. As a result, artificial neural networks were chosen as the relating medium 12,13 . Neural networks trade off accuracy for error and fault tolerance, and learn from examples. Other properties depend on the particular network architecture and learning algorithms but may include: generalisation, function estimation, handling of continuous signals, and nonlinearity.
Artificial neural networks are data processing architectures based on many simple but highly inter-connected processing units (or nodes). The relationships they learn are commonly stored as weightings on the connections.
These weightings are set by iterative learning algorithms so that the net converges on an internal or external
objective. An external objective may be of the form of the error between actual output and a required output, or an abstract performance measurement. An internal objective will try to define how the input information is represented internally, a representation which the user will have no direct control over. The neural network will try to learn to simulate its environment, and therefore to predict it.
For this application a multi-layer feed-forward architecture with sigmoidal threshold functions was chosen because of the fast recall, continuous mapping and generalisation properties 13 . A feedforward network is one in which the information passed along the connections can only travel in one direction, away from the inputs and towards the outputs. The result is a network that responds immediately, and one that is easier to train. The main drawback of this architecture is that it has no memory of passed usage. However, this application does not need this. The computation handled by the units is a thresholded weighted sum of the inputs:
where threshold j is equivalent to a weight on a connection to a constant input, and s() is the logistic sigmoid function, defined as:
The main training mechanism was the gradient-descent minimisation of back-propagated errors [12] [13] [14] (commonly known as 'backpropagation'). This is a training algorithm where the weights to the output nodes are adjusted according to the errors of those outputs, and then these errors are propagated backwards through the net so that nodes that are hidden from the outputs can have a certain amount of blame or credit assigned to them, and therefore can be adjusted. The objective function from which the errors were obtained was the r.m.s.
difference between the network output and the listening area average target signal. This was carried out in the frequency domain so as to make use of the close correlations between the inputs and outputs at neighbouring frequencies. The inputs to the net were the logs of the amplitudes of the pressure and three velocity measurements at a point.
V Results
The following results are provisional and only one room from the set of 48 has been set aside from the training of the network, for testing. The project intends to go on to evaluate the system with respect to network parameters and data set parameters. The results shown here are to indicate what this system can achieve. Firstly, Figure 1 compares the pressure signal presently being used with the calculated listening area average.
Note that the upper frequencies lie outside of the 50 -500Hz range because the room was scaled downwards.
The upper limit of 500Hz now corresponds to a frequency of about 3kHz. The sharp toughs in the pressure measurement have disappeared in the averaging process indicating that they are only local phenomena, and therefore should not be corrected for. At low frequencies there is good agreement between the pressure and average, as can be predicted. 
VI Discussion
The linear one-pressure-point to one-target-point mapping ( Figure 2 ) produced a much closer fit to the average than the raw pressure. This is mostly because the standard deviation of the target signal is much smaller than that of the pressure signal. Apart from one noticeable exception around 95 Hz, the low frequency response of this simply-derived signal is very close to the average, emphasising the use of the pressure as a low frequency approximation to the target. At higher frequencies (above 1000 Hz), the fit is improved, but there are still some sharp minima that need to be removed. The target extends to 3 kHz, although not shown in the figures for the sake of clarity. The response of the one-to-one mapping at these frequencies is similar to the region of around 2ּkHz.
The linear net mapping of Figure 3 gives an improved overall, r.m.s. fit than does the one-to-one mapping. The higher frequency response has improved apparently at the cost of the low frequency response, for example the peak at about 120 Hz is very poor, but the higher frequency troughs are all but gone. It is possible to improve the lower frequency response by concentrating the network's learning on the low frequencies with some success.
The non-linear net does not produce a significant improvement on the r.m.s. error over the linear version. The low frequency response does appear to be slightly improved, although still not as good as the one-to-one mapping. The high frequency response is similar to that of the linear case.
There was disappointingly little difference between the linear and non-linear mappings. This indicates that the system is doing little more than a tailored smoothing. How this situation would change with a wider range of rooms is uncertain, but it is possible that the non-linear net would fair better because the narrow range of rooms may have led to a valid linear approximation.
When the linear net did not have access to the velocity data, the results were little different, and so it would appear that best use is not being made of the velocity signals.
VII Further work
Still to be done, the system needs to be fully evaluated and conclusions drawn as to what changes are needed, particularly with respect to the data set. The objective function will be adapted to take into account shape preservation in aid of the phase response. This new objective function may also serve to distinguish the performances of the linear and non-linear nets on the basis of the 'flatness' of the response.
Not to be done as part of the project, but an obvious next step, an unapproximated listening area average should be calculated for an inhabited room, and used as a correction for that room. This will provide a convenient evaluation of the subjective perception of the target signal, before the construction of the approximation system.
To apply such a system to the diverse reality of the living room, it would be necessary to have an appreciation for those parameters with which the system is most intolerant. It is only from this knowledge that an efficient data set (of rooms) can be selected. If the rooms were constructed artificially so as to provide an efficient data set, then there is always the concern that these rooms will be too artificial to represent real rooms. On the other hand, to use real living rooms as the training set for the net would produce severe logistical problems in providing a large and well-distributed data set. As a result, it may well be better to be satisfied with a tailored smoothing device that can be expected to work for diverse rooms (because it is so limited in what it does).
