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Resumen. El campo de la ciencia de datos ha tenido muchos avances respecto a 
la aplicación y desarrollo de técnicas en el sector de la salud. Sin embargo, no se 
han encontrado trabajos que apliquen procesos o técnicas de aprendizaje 
automático específicamente al campo de la odontología, como es el caso de los 
injertos o implantes dentales. En este trabajo se estudia la aplicación de varios 
clasificadores para evaluar la precisión de clasificación de forma integrada sobre 
un conjunto desbalanceado, referido a historias clínicas de implantes dentales 
recolectados en puntos característicos de la Provincia de Misiones, Argentina. El 
modelo abarcó la combinación de los clasificadores: Random Forest, SVC, KNN, 
Naive Bayes y un Perceptrón Multicapa. La integración de las predicciones se 
realiza a través del promedio de las mismas, empleando un umbral y pesos en los 
clasificadores. Como resultado, cada clasificador logró hasta un 68% de acierto 
de la clase minoritaria, mientras que la integración de todas las predicciones 
permitió alcanzar el 72% de casos correctamente identificados como fracaso. 
Palabras claves: ensamble de clasificadores, predicción, clase minoritaria, 
postoperatorio, implantes dentales. 
1   Introducción 
La combinación de modelos puede ser elemental a la hora de tomar una decisión, debido 
a que trata de obtener la solución más eficiente para un problema en cuestión. Es posible 
combinar decisiones obtenidas con el mismo o distintos clasificadores de base [1]. 
Los métodos de combinación de clasificadores, son aquellos donde dado un conjunto 
de clasificadores ya entrenados, combinan de distintas formas los resultados para 
retornar un valor más preciso que el de los clasificadores individuales [2]. La 
integración suele ser más precisa, porque los datos de entrenamiento pueden no 
proporcionar información suficiente para elegir el mejor clasificador y en esta situación 
la combinación es la mejor opción [3]. 
En este trabajo se estudia la aplicación de varios métodos de clasificación para la 
predicción del resultado postoperatorio (éxito o fracaso) de un conjunto de datos de 
implantes dentales. Con el objetivo de aumentar el acierto de la clase minoritaria o de 
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los fracaso. El conjunto de datos se basa en historias clínicas de pacientes que se han 
sometido a procesos quirúrgicos de colocación de implantes dentales en la Provincia de 
Misiones, Argentina. El procedimiento que se propone en este trabajo utiliza los 
clasificadores: Random Forest (RF) [4], SVC [5], KNN [6], Naive Bayes (NB) [7] y 
Perceptrón Multicapa (MLP) [8]. El ensamble consistió en aplicar pesos a los 
clasificadores y promediar sus predicciones. Finalmente, para asignar la etiqueta de 
clase final se aplicó un umbral. 
La contribución de este trabajo es un modelo de aprendizaje automático para la 
predicción del resultado postoperatorio (éxito o fracaso) en implantes dentales, el cual 
es un dominio de poco conocimiento. Asimismo, demostramos que los sistemas de 
múltiples clasificadores también pueden ser aplicados al estudio de caso, ya que permite 
lograr mejores rendimientos de clasificación que los alcanzados de manera individual 
por los clasificadores. 
El resto del documento está estructurado de la siguiente manera. En la sección 2 se 
exponen antecedentes en la combinación de clasificadores, en la sección 3 se describe 
el enfoque propuesto, la sección 4 presenta los resultados experimentales llevados a 
cabo, y en la sección 5 se exhibe las principales conclusiones y líneas de investigación 
futuras. 
2   Trabajos Relacionados  
Existen varios trabajos de investigación sobre la combinación o integración de 
clasificadores, para mejorar el acierto de predicción o inclusive para no sesgar la 
decisión sobre los resultados de un solo clasificador [9]. A continuación, se presentan 
y examinan algunos trabajos previos sobre este tema. 
Miao et al. [10] proponen un procedimiento para mejorar la precisión en la 
identificación de genes mediante la integración de los clasificadores SVM, RF y 
máquina de aprendizaje externo (ELM). Luego del entrenamiento y predicción con los 
tres clasificadores, los resultados fueron combinados a través del método de votación 
mayoritaria [9]. Lograron obtener una precisión mayor a través de la integración de las 
predicciones que de forma individual.  De igual manera, Catal y Nengir [11] han 
utilizado los clasificadores NB y SVM mediante la técnica de voto mayoritario para la 
integración de las predicciones. Demostraron a través de sus experimentaciones sobre 
varios conjuntos de datos que los sistemas de clasificadores múltiples mejoran la 
precisión. Otro trabajo de similares características es el de Pandey y Taruna [12], donde 
proponen un clasificador integrado utilizando un árbol de decisión J48, KNN y 
agregación de estimadores de una dependencia (AODE), sobre un conjunto de datos de 
rendimiento académico de estudiantes de ingeniería. En este modelo, cada clasificador 
individual genera su valor de predicción y se integran a través del producto de las 
probabilidades, donde la etiqueta de clase final está representada por el máximo de una 
probabilidad posterior. Además, Mukhopadhyay et al. [13], utilizan diferentes métodos 
de combinación para el reconocimiento de imágenes en documentos, con el mismo 
clasificador de base MLP. Consiguen una precisión máxima del 98,45% con una mejora 
del 7%, sobre el clasificador individual de mejor desempeño. 
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Inspirados en las ideas anteriores, proponemos un procedimiento de aprendizaje 
automático mediante la utilización de múltiples clasificadores para un dominio de poco 
conocimiento, como es el caso de los implantes dentales. El enfoque propuesto fue 
capaz de superar el porcentaje de acierto logrado por cada clasificador. 
3   Materiales y Métodos 
La metodología de trabajo que se plantea, consistió en llevar a cabo un conjunto de 
pasos para obtener el grado de pertenencia del atributo clase. El enfoque propuesto se 
resume en la Figura 1. 
Para el propósito de este trabajo, se utilizó un conjunto de datos de historias clínicas 
de pacientes que se han sometido a procesos quirúrgicos de colocación de implantes 
dentales en la Provincia de Misiones, Argentina. Este conjunto de datos estaba 
representado a través de 4 dimensiones: datos del paciente (antecedentes y condiciones 
médicas de los pacientes a la hora de la intervención), datos del implante (características 
del implante utilizado por el especialista implantólogo), datos de la fase quirúrgica 
(procedimiento de intervención quirúrgica y mejoramiento del lecho óseo del paciente) 
y datos del seguimiento postoperatorio (resultado del proceso de colocación del 
implante, es decir si el proceso de oseointegración implante/tejido-óseo tuvo éxito o 
fracasó). El mismo contaba con un total de 1165 tuplas, 34 características y tenía la 
particularidad de ser un conjunto desbalanceado, es decir atributo de clase binario con 
1009 casos etiquetados como éxito y 156 como fracaso. 
Primeramente, se procedió a leer el conjunto de datos y seleccionar la clase 
objetivo a predecir (característica que representa el resultado del proceso 
postoperatorio), para pasar a seleccionar las características más relevantes a través de 
la combinación de los métodos: Information Gain[14], Gain Ratio[15], Random Forest 
importance[4], Relief[16] y Chi Squared[17]. El procedimiento de combinación de 
estos métodos se describe en el trabajo [18]. 
Luego de obtener el subconjunto de características más importantes, se procedió a 
dividir el conjunto de datos. Una estrategia común consiste en tomar todos los datos 
etiquetados y dividirlos en subconjunto de entrenamiento y evaluación, normalmente 
con una proporción del 70 al 80 % para entrenamiento y un 20 al 30 % para evaluación 
o prueba [19]–[21]. Esta división va a depender en gran medida del número total de 
muestras y del modelo a entrenar [22], [23]. En nuestro caso se dividió los datos de 
forma aleatoria para preservar la distribución de ambas clases en: 70 % para 
entrenamiento y 30 % para evaluación [24]–[27]. Garantizando que todos los casos se 
encuentren representados en ambos conjuntos. 
Conjuntamente, se definió cada uno de los clasificadores seleccionados para el 
estudio de caso. Todos fueron empleados de forma probabilística. Estos algoritmos de 
aprendizaje automático poseen híper parámetros que deben configurarse para lograr su 
mejor rendimiento. Por esta razón, se precisó: 
1. Un espacio de búsqueda: se definió valores para los híper parámetros y se fue 
ajustando en función de la medida de rendimiento. 
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2. Un algoritmo de optimización o ajuste: se empleó el método GridSearchCV 
[28], es costoso en cuanto a rendimiento, pero permite cubrir todo el espacio 
de búsqueda. 
3. Un método de evaluación: se utilizó validación cruzada de 10 iteraciones. 
4. Una medida de rendimiento: se fijó la métrica precisión de equilibrio [29]. 
Toda la implementación del enfoque propuesto se realizó sobre Python con la 
librería “Scikit-learn” [30]. En la Tabla 1, se exponen los híper parámetros que se buscó 
ajustar para lograr el mejor desempaño de cada uno de los clasificadores, sobre el 
conjunto de datos utilizado. 
 
Tabla 1. Híper parámetros y espació de búsqueda definido para los clasificadores: 
RF, SVC, KNN, NB y MLP.  
 
Clasificadores Parámetros Espacio de búsqueda 
RF 
n_estimators range (1, 200) 
criterion gini, entropy 
bootstrap True, False 
SVC 
kernel linear, rbf, poly 
C range (1, 10) 
gamma range (1, 10) 
degree range (1, 10) 
KNN 
n_neighbors range (1, 100) 
weights uniform, distance 
p manhattan, euclidean 
NB 
alpha [0, 0.1, 0.2, 0.3, …, 0.9, 1] 
fit_prior True, False 
class_prior [0.5,0.5], [0.4,0.6], [0.6,0.4] 
MLP 
hidden_layer_sizes range (1,5) 
activation logistic, tanh, relu 
alpha [0.0001, 0.05] 
solver lbfgs, sgd, adam 
learning_rate constant, invscaling 
 
Tanto para el entrenamiento como para la predicción se obtuvieron métricas para 
evaluar el rendimiento final. Estas métricas fueron: matriz de confusión [31] y exactitud 
[29]. 
La integración de las predicciones consistió en multiplicar para cada tupla el valor 
de probabilidad de cada clase, obtenida por cada clasificador por el peso asignado al 
mismo. El peso fue determinado mediante una búsqueda en cuadricula utilizando un 
parámetro de prueba con valores comprendidos entre 0 y 1. Esta búsqueda fue sometida 
a una validación cruzada de 10 iteraciones, donde se medió la exactitud [31], [32] de 
cada clasificador para la clase en cuestión, seleccionando el valor que logró la mejor 
precisión [33], [34].  
Finalmente, se aplicó un umbral para determinar la etiqueta de clase final. Este 
umbral también estuvo determinado por una búsqueda en cuadricula, utilizando valores 
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comprendidos entre 0.1 y 0.5 con incrementos de 0.1 en cada prueba. Se seleccionó el 
valor del umbral que permitió obtener el mejor resultado de clasificación (matriz de 
confusión).  
La probabilidad de la etiqueta de clase estuvo dado por:  
?????????? ? ??????? ??? ? ? ???? ???????? ???? ? ? ??? ? ?????? ???? ? ? ???
???????????? ? ? ??? ???????????? ? ? ?????? 
??????????????? ? ??? ????????????? ? ??? ?????????? ??????? 
Donde: 
? i: número de tupla. 
? c: etiqueta de clase, E (EXITO) o F (FRACASO). 
? prob.[RF | SVC | KNN | NB | MLP].c: probabilidad obtenida por el clasificador 
RF, SVC, KNN, NB o MLP para la clase E o F. 
? ????? ???: peso asignado a cada clasificador en función de su desempeño 
para c. Donde ? ? ?? ??????? ? ? ? ??, siendo 0 el peso menor y 1 el mayor. 
? prob[c][i]: valor de probabilidad final de c, promediada y multiplicada por 
los pesos definidos para cada clasificador. 
? ?: valor de probabilidad necesario para considerar a la etiqueta c como F. 
? probl[predic][i]: etiqueta de clase final asignada en base al umbral ?. 
 
Fig. 1. Enfoque propuesto para la integración de las predicciones de los clasificadores 
utilizados sobre el conjunto de datos desbalanceado de implantes dentales. 
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4   Resultados 
A continuación, se presentan los resultados logrados en este trabajo de investigación 
sobre los datos de prueba del conjunto de datos utilizados. 
Luego de la selección de características sobre el conjunto de implantes dentales, se 
logró un subconjunto conformado por 14 características de un total de 34. En la tabla 2 
se presentan las matrices de confusión y el porcentaje de acierto (exactitud) obtenido 
por cada clasificador de forma individual. 
 
Tabla 2. Matiz de confusión y exactitud alcanzada por los clasificadores RF, SVC, 
KNN, NB y MLP sobre el conjunto de datos de implantes dentales. 
 
Clasificador EXITO FRACASO Exactitud 
RF 292 8 93% 
16 34 
SVC 294 6 93% 
17 33 
KNN 294 6 93% 
17 33 
NB 250 50 79% 
24 26 
MLP 281 19 90% 
16 34 
 
Una vez encontrados los pesos para cada clasificador con la validación cruzada, se 
multiplicó las predicciones por el peso definido a cada clasificador, se promedió y se 
aplicó el umbral. 
El valor del umbral que permitió obtener el mejor resultado de clasificación fue ? 
≥ 0.3. Es decir, todas aquellas probabilidades mayores o iguales a 0.3 para la clase 
fracaso fueron consideradas verdaderos fracasos, los casos contrarios fueron 
considerados como éxitos. 
El ensamble permitió confeccionar una matriz de confusión del enfoque propuesto. 
En la tabla 3 se aprecia que se logró incrementar el acierto de la clase minoritaria 
(fracaso). 
 
Tabla 3. Matiz de confusión y exactitud alcanzada por el enfoque propuesto sobre el 
conjunto de datos de implantes dentales. 
 
Clasificador EXITO FRACASO Exactitud 
Enfoque 
propuesto 
284 16 
91% 
14 36 
 
En la figura 2, se observa que si bien el rendimiento de la integración de las 
predicciones no fue la mejor opción para la clase éxito, no quiere decir que éste haya 
sido el peor en comparación con las predicciones individuales. Mientras que en la figura 
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3, se aprecia que la integración de las probabilidades fue la mejor opción, ya que 
permitió obtener el mayor porcentaje de acierto de la clase minoritaria. 
 
 
Fig. 2. Eficiencia de cada clasificador para la clase “EXITO” en comparación con el 
enfoque propuesto. 
 
 
Fig. 3. Eficiencia de cada clasificador para la clase “FRACASO” en comparación con 
el enfoque propuesto. 
 
Mediante la experimentación realizada sobre el conjunto de datos de implantes 
dentales, la integración de las probabilidades de los clasificadores logró el mejor 
porcentaje de acierto de la clase minoritaria, en comparación con el rendimiento de los 
clasificadores de forma individual. Donde se logró un acierto del 72% de forma 
integrada, mientras que de forma individual los clasificadores lograron alcanzar un 
máximo del 68% de acierto de los fracasos. Si bien la exactitud del enfoque propuesto 
no fue el mejor, fue el que más fracasos acertó. 
Los expertos consultados en patologías bucales y rehabilitación compleja en 
implantología oral, de distintos puntos de la provincia de Misiones, Argentina, 
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coincidieron y remarcaron que en este campo de estudio es menos delicado etiquetar 
un caso como fracaso, que etiquetarlo como éxito cuando era un eventual fracaso. 
5 Conclusiones y futuras líneas de investigación 
Las técnica de clasificación se basan en conceptos de  estimación  diferentes,  tratando  
siempre de  asociar  las  mejores  características  de  cada  uno  de  ellos, combinándolos 
de alguna forma. La finalidad de este trabajo fue la aplicación de varios clasificadores, 
para predecir el resultado del proceso postoperatorio de un conjunto de implantes 
dentales y tratar de aumentar el acierto de la clase minoritaria. Se buscó demostrar que 
en ocasiones es mejor integrar las predicciones de los clasificadores, para no sesgar la 
decisión sobre un solo resultado. Además, utilizar predicciones integradas permite 
conocer diversos resultados para un mismo caso, ya que se utilizan más de un 
clasificador y esto posibilita una asignación de etiqueta o clasificación más precisa. 
Como resultado, cada clasificador logró hasta un 68% de acierto para la clase 
minoritaria, mientras que la integración de todas las predicciones permitió alcanzar el 
72% de casos correctamente identificados como fracasos. 
Se alcanzó apreciar que si bien KNN y SVC fueron los clasificadores que mejor 
acierto de la clase éxito lograron, no fue así para la clase fracaso. De la misma manera 
MLP y RF fueron los clasificadores que mejor acierto de fracasos alcanzaron, no siendo 
así para la clase éxito. Por este motivo es mejor tener la opinión o predicción de varios 
modelos, para comparar resultados a la hora de la toma de decisiones. 
En cuanto al clasificador NB se valoró que su rendimiento o porcentaje de acierto 
fue el menor para ambas clases. Se buscó calibrar y optimizar todo lo posible, y aun así 
no se lograron resultados comparables a los demás clasificadores. 
Finalmente, se plantea como trabajo futuro validar el enfoque propuesto con otros 
conjuntos de datos del área de la salud o la medicina. Conjuntamente, se plantea validar 
con conjuntos de datos artificiales. Además, se propone la inclusión o ampliación de 
los clasificadores utilizados, para evaluar la posibilidad de ajustar el porcentaje de 
acierto de ambas clases. 
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