The sensitivity of tropical atmospheric hydrologic processes to cloud microphysics is investigated using the NASA Goddard Earth Observing System (GEOS) general circulation model (GCM). Results show that a faster autoconversion rate leads to (a) enhanced deep convection in the climatological convective zones anchored to tropical land regions; (b) more warm rain, but less cloud over oceanic regions; and (c) an increased convective-to-stratiform rain ratio over the entire Tropics. Fewer clouds enhance longwave cooling and reduce shortwave heating in the upper troposphere, while more warm rain produces more condensation heating in the lower troposphere. This vertical differential heating destabilizes the tropical atmosphere, producing a positive feedback resulting in more rain and an enhanced atmospheric water cycle over the Tropics. The feedback is maintained via secondary circulations between convective tower and anvil regions (cold rain), and adjacent middle-to-low cloud (warm rain) regions. The lower cell is capped by horizontal divergence and maximum cloud detrainment near the freezing-melting (0°C) level, with rising motion (relative to the vertical mean) in the warm rain region connected to sinking motion in the cold rain region. The upper cell is found above the 0°C level, with induced subsidence in the warm rain and dry regions, coupled to forced ascent in the deep convection region.
Introduction
Recently, there has been a growing body of evidence indicating the importance of tropical warm rain processes in the organization of tropical convection, modulation of clouds and rain types, and possibly global warming. Using 3 yr of data from the Tropical Rainfall Measuring Mission (TRMM), Short and Nakamura (2000) found that more than 20% of the total rain from the Tropics is derived from shallow convection. Johnson et al. (1999) showed that approximately 28% of the rainfall during the Tropical Ocean Global Atmosphere Couple Ocean-Atmosphere Research Experiment (TOGA COARE) may be accounted for by warm rain from midlevel cumulus congestus, and pointed to the importance of a midtropospheric inversion layer, formed by the melting of ice-phase precipitation falling from above, in limiting the growth of penetrative deep convection. They proposed that a basic trimodal (high, middle, and low), rather than the commonly accepted bimodal (high and low), cloud distribution as a more realistic description of the tropical cloud system. They also pointed out the importance of the cumulus congestus in determining the adjustment time scale of convective cycles. Wu (2003) inferred from theoretical calculations that about 20% of the latent heating in the Tropics would be contributed by mid-to low-level condensation processes in order to maintain the observed moist static stability profile. Innes et al. (2001) demonstrated that significant improvement in the simulation of the Madden-Julian oscillation (MJO) can be achieved by increasing vertical resolution, which helps to better resolve the melting level in convection in the
Summary
In this study, we perform experiments with a coupled atmosphere-ocean general circulation model (CGCM) to examine ENSO's influence on the interannual sea-surface temperature (SST) variability of the tropical Indian Ocean. The control experiment includes both the Indian and Pacific Oceans in the ocean model component of the CGCM (the Indo-Pacific Run). The anomaly experiment excludes ENSO's influence by including only the Indian Ocean while prescribing monthly-varying climatological SSTs for the Pacific Ocean (the Indian-Ocean Run). In the IndoPacific Run, an oscillatory mode of the Indian Ocean SST variability is identified by a multi-channel singular spectral analysis (MSSA). The oscillatory mode comprises two patterns that can be identified with the Indian Ocean Zonal Mode (IOZM) and a basin-wide warming=cooling mode respectively. In the model, the IOZM peaks about 3-5 months after ENSO reaches its maximum intensity. The basin mode peaks 8 months after the IOZM. The timing and associated SST patterns suggests that the IOZM is related to ENSO, and the basin-wide warming=cooling develops as a result of the decay of the IOZM spreading SST anomalies from western Indian Ocean to the eastern Indian Ocean. In contrast, in the Indian-Ocean Run, no oscillatory modes can be identified by the MSSA, even though the Indian Ocean SST variability is characterized by east-west SST contrast patterns similar to the IOZM. In both control and anomaly runs, IOZM-like SST variability appears to be associated with forcings from fluctuations of the Indian monsoon. Our modeling results suggest that the oscillatory feature of the IOZM is primarily forced by ENSO.
Introduction
The recent interests in the observed east-west contrast pattern in Indian Ocean sea-surface temperature (SST) anomalies have prompted the suggestion that the Indian Ocean has its own unstable coupled atmosphere-ocean mode like El Niñ no-Southern Oscillation (ENSO) (e.g., Saji et al, 1999; Webster et al, 1999) . This interannual SST variability is often referred to as Indian Ocean Zonal Mode (IOZM) or Indian Ocean Dipole. The IOZM is characterized by opposite polarities of SST anomalies between the western and eastern parts of the equatorial Indian Ocean, and is accompanied with zonal wind anomalies in the central Indian Ocean. The strong wind-SST coupling associated with the IOZM has been used to argue for the similarity of the phenomenon to the delayed oscillator of ENSO (Webster et al, 1999) . The fact that the temporal correlation between the observed IOZM and ENSO events is not strong and that several significant IOZM events have occurred in the absence of large ENSO events have lead to the suggestion that the IOZM is independent of ENSO (Saji et al, 1999) . On the other hand, there are suggestions that the IOZM is not an INTRODUCTION Urbanization alters the appearance of the natural landscape and perturbs Earth system processes. The hydrological cycle, in particular, is changed during construction as vegetation is removed, the soil layer is modied, and built structures and drainage infrastructure are introduced. In general, development activities within a watershed will reduce inltration and groundwater recharge, increase surface runoff volumes and rates, reduce soil moisture, and modify the spatial distribution and magnitude of surface storage and uxes of water and energy. The perturbed post-development hydrological processes can contribute to increased frequencies and magnitudes of nuisance and severe oods, accelerated geomorphologic changes to downstream waterways, and aquatic habitat impacts. Urban drainage controls are designed and constructed to mitigate hydrological impacts of development. Design procedures are based on providing adequate conveyance, inltration, and/or storage capacity to control the modied surface runoff produced by rainstorms. The change in watershed characteristics between pre-and post-development is included in the design by performing the runoff calculations for post-development conditions. However, the change in the rainfall characteristics possibly caused by urbanization is not accounted for in the traditional design process, whereby the design storm is [1] The Geoscience Laser Altimeter System (GLAS), a nadir pointing lidar on the Ice Cloud and land Elevation Satellite (ICESat) launched in 2003, now provides important new global measurements of the relationship between the height distribution of cloud and aerosol layers. GLAS data have the capability to detect, locate, and distinguish between cloud and aerosol layers in the atmosphere up to 40 km altitude. The data product algorithm tests the product of the maximum attenuated backscatter coefficient b 0 (r) and the vertical gradient of b 0 (r) within a layer against a predetermined threshold. An initial case result for the critical Indian Ocean region is presented. From the results the relative height distribution between collocated aerosol and cloud shows extensive regions where cloud formation is well within dense aerosol scattering layers at the surface. Citation: Hart, W. D., J. D. Spinhirne, S. P.
[2] Both cloud and aerosols have important direct effects on the radiation balance of the earth. They influence the incoming solar energy by changing the albedo of the earth-atmosphere system and if absorbing they provide an increase in atmospheric radiative heating rates through the vertical range of their distribution. In addition, cloud and aerosol particles can interact with each other to produce significant secondary influences. For instance, Twomey [1974] describes how certain types of aerosols can increase low-cloud droplet concentrations, which would reduce incoming energy by increasing albedo without reducing the compensatory thermally emitted energy as much, and hence would be a cooling influence. More recent modeling studies [Ackerman et al., 2003] support this theory while some satellite observations [Platnick et al., 2000] seem to counter it. Opposed to the enhancement of low cloud cover by aerosol layers, there is evidence [Ackerman et al., 2000] that heating by aerosol particles such as soot can reduce low cloud cover by absorbing incoming solar radiation. This is done both by evaporating cloud particles and stabilizing the boundary layer by preferred heating of its top. The interaction between aerosol and clouds are now also thought to be a major influence on precipitation [Rosenfeld, 2000] .
[3] These examples of the opposing influences that the presence of aerosol has on the distribution and characteristics of cloud cover serve to illustrate the complexity of the atmospheric cloud-aerosol system. In order to quantify the effects that they impose on the earth's radiation balance, it is necessary that the global distribution of clouds and aerosol layers, especially with regard to their coincident occurrences, be well known. The height distribution of aerosol radiative forcing needs to be known separately and with correct clearing of cloud scattering [Coakley et al., 2002] . In addition, the height distribution is an issue for the remote sensing of clouds. If there is significant aerosol scattering and absorption above cloud or elevated within clouds, passive multi-spectral techniques may be in error [Sekiguchi et al., 2003] . Satellite observations provide a potential opportunity to find these distributions globally if the signals from the aerosols and clouds can be separated and vertically located. Spaceborne lidar offers a means to derive these kinds of products from backscatter measurements.
[4] The Geoscience Laser Altimeter System (GLAS) is a laser remote sensing instrument launched into orbit aboard ICESat in January, 2003. GLAS is a dual-purpose laser instrument, serving as both a precision surface elevation altimeter and atmospheric lidar [Spinhirne et al., 2005] . Since February of 2003, GLAS has operated during discrete periods of approximately 33 days duration. When operating, it provides continuous and nearly pole-to-pole atmospheric lidar observations of clouds and aerosols through altitudes of 0 -40km. A complete description of cloud and aerosol observations and analysis resolutions is given by Palm et al. [2002] . GLAS is sensitive to very optically rarefied particulate layers, down to backscatter cross section below 10
and is capable of detecting multiple layers to the limit of signal (optical depth < about 4.0).
[5] In this study, we introduce and present a brief summary of the GLAS cloud/aerosol algorithm. We show and discuss its strengths and weaknesses. Building on that, we present a case study in the heavily polluted Indian Ocean Region for the distribution of aerosol and clouds. We show GLAS's unique capability as a tool to accurately and comprehensively detect cloud and aerosols in the atmosphere and define their relative distribution.
Cloud/Aerosol Discrimination Technique
[6] A lidar signal is proportional to the attenuated backscatter coefficient, b 0 (r). This is light backscattered from an atmospheric volume a distance r from the lidar multiplied by the intervening two way transmission. The GLAS cloud/aerosol detection and discrimination is based upon historically observed differences between cloud and aerosol layers in the magnitude of b 0 (r), and the magnitude GEOPHYSICAL RESEARCH LETTERS, VOL. 32, L22S06, doi:10.1029 /2005GL023671, 2005 [1] Formation and evolution of cirrostratus in response to weak, uniform, and constant synoptic forcing is simulated using a one-dimensional numerical model with explicit microphysics, in which the particle size distribution in each grid box is fully resolved. A series of tests of the model response to nucleation modes (homogeneous-freezingonly/heterogeneous nucleation) and heterogeneous nucleation parameters are performed. In the case studied here, nucleation is first activated in the prescribed moist layer. A continuous cloud-top nucleation zone with a depth depending on the vertical humidity gradient and one of the nucleation parameters is developed afterward. For the heterogeneous nucleation cases, intermittent nucleation zones in the mid-upper portion of the cloud form where the relative humidity is on the rise because existent ice crystals falling from higher nucleation zones do not efficiently deplete the excess water vapor and ice nuclei are available. Vertical resolution as fine as 1 m is required for realistic simulation of the homogeneous-freezing-only scenario, while the model resolution requirement is more relaxed in the cases where heterogeneous nucleation dominates. Bulk microphysical and optical properties are evaluated and compared. Ice particle number flux divergence, which is due to the vertical gradient of the gravity-induced particle sedimentation, is constantly and rapidly changing the local ice number concentration, even in the nucleation zone. When the depth of the nucleation zone is shallow, particle number concentration decreases rapidly as ice particles grow and sediment away from the nucleation zone. When the depth of the nucleation zone is large, a region of high ice number concentration can be sustained. The depth of nucleation zone is an important parameter to be considered in parametric treatments of ice cloud generation.
Introduction
[2] The optical depth of cirrus, one of the controlling factors determining its associated net cloud radiative forcing, depends on the cloud ice water path (IWP) and effective particle size [e.g., Foot, 1988] . Some state-of-theart general circulation models (GCMs) now predict hydrometeor mixing ratios [e.g., Del Genio et al., 1996; Fowler et al., 1996] . However, realistic prediction of cirrus optical and microphysical properties requires accurate estimation of the number concentration of ice particles generated in the nucleation regime. Using an approximate analytical solution validated by parcel model simulations, Kärcher and Lohmann [2002] developed a parameterization scheme for ice particle number concentration via homogeneous freezing nucleation of aerosol particles and implemented it into the European Center Hamburg (ECHAM) GCM [Lohmann and Kä rcher, 2002] to examine the aerosol effects on the ice cloud and Earth-atmosphere radiative budgets. Despite advances in parameterization schemes of aerosol effects on ice initiation, our fundamental understanding of the evolution of synoptically forced cirrus still lags. Studies based on parcel models are typically not able to provide information about the entire cloud from cloud base to cloud top. Moreover, parcel model studies usually assume that the ice particles are lifted with the parcel (no particle fallout or fall-in) and that there is no exchange of mass or heat with the environment. Neglect of particle fallout/fall-in is questionable for weak forcing conditions, where nucleation may last several to more than 10 min. Thus a model of onedimension (1-D) or higher [e.g., Jensen et al., 1994a [e.g., Jensen et al., , 1994b Khvorostyanov et al., 2001; Sassen et al., 2002] is needed to adequately estimate cloud bulk properties over the entire cloud depth. In our study a 1-D model with an explicit microphysical scheme is used to simulate a column of air lifted by a gentle updraft.
[1] Satellite lidar (LIght Detection And Ranging) data from GLAS is used to ascertain the performance of the European Center for Medium Range Weather Forecasts model predictions of cloud fraction, cloud vertical distribution, and boundary layer height. Results show that the model is reasonably accurate for low and middle clouds, but often misses the location and amount of high cirrus clouds. The model tends to overestimate high cloud fraction and this error grows with forecast length. The GLAS-derived boundary layer height over the oceans is generally 200 -400 m higher than the model predictions, but small-scale and global patterns of PBL height show similar features. Citation: Palm, S. P., A. Benedetti, and J. Spinhirne
[2] In January 2003 the Geoscience Laser Altimeter System (GLAS) was launched into a near-polar orbit aboard the Ice Cloud and land Elevation Satellite (ICESat) [Zwally et al., 2002] . In addition to a high resolution 1064 nm altimetry channel, GLAS contains both 1064 and 532 nm atmospheric backscatter lidar channels. The 532 nm atmospheric channel has been operating since September 25, 2003 providing unprecedented views of the vertical structure of atmospheric aerosol, cloud layers and the depth and structure of the planetary boundary layer (PBL) [Spinhirne et al., 2005] . The high vertical (76 m) and horizontal (175 m) resolution of the GLAS data provide accurate measurements of cloud height and vertical structure, tropopause height and Planetary Boundary Layer (PBL) height. These measurements constitute a valuable data set for the validation of global weather forecast and climate models. Clouds play an integral role in the climate system, primarily through their role as modulators of radiative transfer and their contribution to diabatic heating. The accurate representation of clouds in these models is, therefore, extremely important. However, it is difficult, if not impossible, to verify its forecasts of cloud extent and coverage, especially in the vertical. Similarly, PBL height is an important model parameter that is difficult to validate due to a lack of global observations.
[3] GLAS represents a unique opportunity to verify cloud field forecasts of various models such as the European In this paper we demonstrate the utility of GLAS data for the verification of global ECMWF output fields of cloud height, fraction and PBL height. As orbiting lidar data from the ICESat Mission, CALIPSO [Winker et al., 2003] and The Earth Explorer Atmospheric Dynamics Mission (ADM-Aeolus) [Duran et al., 2004] and those to follow become commonplace, the value for not only model validation but also for data assimilation will greatly increase.
Data and Methodology
[4] The ECMWF spectral model contains a sophisticated cloud scheme that is highly regarded within the scientific community [Jakob, 2003] . It uses triangular truncation at wave number 511 (roughly 40 km resolution) and has 60 model levels in the vertical. This is a slight increase in resolution compared to the version of the ECMWF model used by Miller et al. [1999] in their analyses (60 � 60 km horizontal with 31 vertical levels). The GLAS data utilized for this study are the vertical cross-sections of calibrated attenuated backscatter along the ICESat ground track (GLA07) [Spinhirne et al., 2005] . The 5 Hz data were first averaged to a 5 second horizontal resolution (35 km), and the 5s orbital position data were then supplied to ECMWF for a number of ICESat orbits. ECMWF 6 and 48 hour global forecasts were run such that the verification times are within 3 hours of the given ICESat orbit. The ECMWF forecast fields were extracted from the output grid box that intersects with the ICESat orbit. The ECMWF data consist of vertical profiles of the prognostic fields at each of 60 model pressure levels ranging from the surface to the 0.1 mb level, where each pressure surface corresponds to a specific geometric height. Linear interpolation was then used to vertically interpolate the ECMWF cloud fraction from the model levels to the vertical grid defined by the GLAS data (every 76 m) starting at sea level and extending to an altitude of 20 km. After this process is completed, the two data sets are vertically aligned and can be compared in a number of ways. Note that in the analysis presented here, no consideration is being made for the fact that we are comparing a thin cross-section through the atmosphere with 
Introduction
[2] Since the advent of satellite remote-sensing, passive imaging radiometers of multiple types have provided observations of global cloud and aerosol layer distributions. Yet there are issues of increasing importance where passive sensing alone is not adequate. Both cloud feedback and the influence of aerosol are considered major uncertainties for predictions of global warming. Global observations should be sufficient to provide adequate information for climate models, but also of sufficient sensitivity to monitor critical component variability in response to climate change. Passive instruments do not provide direct and accurate observations of the height distribution of aerosol along with accurate extinction and absorption information. Similarly for cloud cover, errors in height and coverage from passive retrieval are typically large in comparison to the impact on infrared forcing from increasing greenhouse gasses. Active laser remote sensing of the atmosphere has the major advantage of a direct and unambiguous detection and height measurement of all scattering layers, and thus space borne lidar observations will be an important addition to existing satellite observations.
[3] The first polar-orbiting satellite lidar instrument, the Geoscience Laser Altimeter System (GLAS), was launched on board the Ice, Cloud and land Elevation Satellite in January 2003 and has provided extensive global data on cloud and aerosol distributions. As part of the NASA Earth Observing System (EOS) project, the GLAS instrument is intended as a laser sensor fulfilling complementary requirements for several earth science disciplines [Zwally et al., 2002; Spinhirne and Palm, 1996] . The overall approach takes advantage of the good technical compatibility of cloud and aerosol profiling with laser altimeter measurements for ice sheet and land requirements. In addition, a mission that combines surface altimetry and high quality atmospheric measurements best overcomes inter related remote sensing problems such as the effect of cloud scattering on precision altimetry [Duda et al., 2001] .
[4] In this paper we present an initial description of the GLAS atmospheric observations. Specific examples of the application of GLAS data to a range of issues are given in this special section [Hlavka et al., 2005; Palm et al., 2005a Palm et al., , 2005b Spinhirne et al., 2005; Hart et al., 2005] . The stated measurement requirement for GLAS was to profile all radiative significant cloud and aerosol layers. The measurement result from the fully operational instrument meets the requirement. An important part of the development of the GLAS project was the construction and testing of automated data processing algorithms capable of operational production of higher-level research parameters. We describe the GLAS cloud and aerosol data products available to the science community, starting September 2004.
GLAS Observation Requirements and Examples
[5] The lidar measurement requirements for clouds and aerosol from space were based on a long experience with airborne and ground based observations. The stated requirement to profile all significant cloud and aerosol translates to detection at appropriate spatial resolution of layers of optical depth down to 0.01. The requirement then further translates to the observation of backscattering cross sections to below 10 �7 1/m-sr. Airborne observations indicate that there is a ''background'' aerosol mode into the troposphere with cross sections at visible wavelengths on the order of 10 �9 -10 �8 1/m-sr [Menzies et al., 2002] . Thus some aerosol concentrations exist below the stated measurement requirement, but these aerosol are considered below the definition of radiative significant.
[6] The GLAS instrument is a dual-frequency, nadirviewing laser radar system (J. Abshire et al., Geoscience Laser Altimeter System (GLAS) on the ICESat mission:
Introduction
The Tropical Rainfall Measuring Mission (TRMM) is a satellite-based program to measure tropical rainfall and to help quantify the associated distribution and transport of latent heat, which drives the global atmospheric system. TRMM is a joint United States-Japan mission launched from Tanegashima, Japan, on 27 November 1997 (Simpson et al. 1996 Kummerow et al. 1998) . TRMM has provided state-of-the-art precipitation measurements since shortly after launch and was boosted from its original 350-km orbit to a new orbit of 402.5 km in August 2001 in order to extend science observations beyond the original time frame of 2000. A key effort of TRMM has been dedicated to providing ground validation (GV) of the satellite rainfall estimates. The GV program is based in the TRMM Satellite Validation Office (TSVO) at the NASA Goddard Space Flight Center (GSFC) in Greenbelt, Maryland.
The GV program has been collecting radar and rain gauge measurements since 1988 and continues to collect datasets at a number of sites located throughout the Tropics.
The aim of this paper is to provide a summary of GV operations, algorithm descriptions, and data quality. A description of the primary GV sites and details of their operational configurations, including a description of the network of radar and rain gauge networks at each site, are provided in section 2. Section 3 discusses the software system and algorithms developed and maintained by TSVO for processing the data, details data sources and ingest methodologies, and provides a brief description of the level I-III TRMM GV Science Products (TSP) and how they are produced. Section 4 provides a discussion on the error statistics of the radar rainfall estimates versus both dependent and independent gauge measurements, as well as a comparison of rain rates and monthly accumulations between TSVO and those produced by the University of Washington. Section 5 provides validation comparisons between TRMM GV and satellite-retrieved rain intensities generated by the TRMM Microwave Imager (TMI), precipitation radar (PR), and Combined (COM) algorithms.
A tropical cyclone (TC) develops and is maintained by drawing energy from the underlying ocean surface. It can form only over waters of 26°C or higher and its intensity is very sensitive to the sea surface temperature (SST; e.g., Tuleya and Kurihara 1982; Emanuel 1986) . Treating a tropical storm as a Carnot heat engine, Emanuel (1986) suggested that the TC maximum potential intensity is primarily determined by the underlying SST. At the same time, the surface wind stress associated with a TC can generate strong turbulent mixing that deepens the ocean mixed layer (OML) by entraining cooler water into the surface layer, leading to significant SST decreases. Observations indicate that the SST cooling caused by TCs ranges from 1°to 6°C (Price 1981) .
The feedback of the resulting cooling on TC intensity has been investigated using coupled hurricane-ocean models. Early experiments were performed with upper OML models forced by axisymmetric TC models (Elsberry et al. 1976; Chang and Anthes 1979; Sutyrin and Khain 1979) . Because of the markedly rightward bias of P ublic awareness of local air quality is growing rapidly. Air quality is often considered like the weather-it changes, and some days are better than others. While poor air quality impairs visibility and can damage vegetation and structures, most importantly it can cause serious health problems, including respiratory difficulties and even premature death. Accurate air quality forecasts can offer significant societal and economic benefits by enabling advance planning. Individuals can adjust their outdoor activities to minimize the adverse health impacts of poor air quality. The severity of local pollution episodes may even be reduced by allowing early implementation of mitigation procedures commonly referred to as "action days." Yet air quality forecasting is quite complex. Commensurate with the large volumes of biomass consumed by fires, tremendous amounts of smoke are emitted into the atmosphere annually. Globally, an estimated t of biomass carbon is exposed to burning annually, of which t is emitted to the atmosphere through combustion [5] . Smoke comprises aerosol particles and trace gases (including CO , CO, CH , and other species), which constitute air pollutants and contribute to the perturbation of the global radiative balance through the scattering and absorption of solar radiation. Andreae and Merlet [6] provide a detailed list of the various particulate and gaseous species emitted by fires. Although some trace gases (CO and CH ) have long been associated with climate change, atmospheric aerosols and, particularly, smoke aerosol (because of its considerable black carbon content) probably have a much greater impact, not only on climate, but also on weather, health, aviation, visibility, and environmental pollution. However, the global effects of fires and emitted smoke aerosols and trace gases are still poorly understood. To fully understand the effects of biomass burning on humans and the environment, it is important to acquire an accurate quantitative inventory of the fire locations and frequency, the amount of biomass they consume, and the energy, aerosols, and trace gases they release into the atmosphere.
Accurate assessment of the environmental and climate effects of smoke can only be achieved if the amount or the rate of emission of smoke is estimated accurately. It is a common saying that: "there is no smoke without fire." Ironically, some of the initial attempts at estimating emissions did not include any quantitative measure of the fire, but were based on limited localized smoke measurements, which were then extrapolated Modeling urban weather and climate is critical for human welfare, but has been hampered for at least two reasons: i) no urban landscape has been included in global and regional climate models (GCMs and RCMs, respectively), and ii) detailed information on urban characteristics is hard to obtain. With the advance of satellite observations, adding urban schemes into climate models in order to scale projections of global/regional climate to urban areas becomes essential. Inclusion of urbanized landscape into climate models was discussed in depth at the fall American Geophysical Union (AGU) meeting of 2003 in the session entitled "Human-induced climate variations linked to urbanization: From observations to modeling," which took place on 12 December 2003 in San Francisco, California (most of the presentations of this session can be found online at www. atmos.umd.edu/~mjin/AGU03urban.html). The following notes summarize what is known and what needs to be advanced on this topic.
In a GCM and RCM, land physical processes are simulated in a land surface model, which is coupled with the atmosphere model through exchanges of heat fluxes, water, and momentum. Currently, an urban classification is not included in any major GCM/RCM land surface model [e.g., the second National Center for Atmospheric Research (NCAR) Community Land Model (CLM2), National Aeronautics and Space Administration (NASA) Global Modeling and Assimilation Office (GMAO) unified land surface model, Biosphere-Atmosphere Transfer Scheme (BATS), simple Biosphere model, version 2 (SIB2), etc.]. This exclusion makes GCMs/RCMs inadequate for realistically simulating urban modifications to climate.
The same land surface model can be coupled to a GCM or RCM. For example, the NCAR CLM is coupled to both the NCAR community atmosphere [Ramanathan et al., 2001 ] require knowledge of the anthropogenic component of the aerosol. Natural aerosols can cause variability in the climate system and be part of its feedbacks mechanisms, e.g. larger amount of dust generated during drought conditions in the Sahel [Prospero and Lamb, 2003] can cause cooling of the earth system and changes in the drought conditions. Only anthropogenic aerosol can be considered as an external cause of climate change [Charlson et al., 1992] . Aerosol exerts a radiative forcing of climate via direct absorption and reflection of sunlight to space and via induced changes in the cloud microphysics, water content, and coverage [Gunn and Phillips, 1957; Twomey et al., 1984; Albrecht, 1989; Rosenfeld, 2000; Koren et al., 2004] .
INCLUSION OF URBAN LANDSCAPE IN A CLIMATE MODEL
[3] Yet assessments of the aerosol radiative forcing [IPCC, 2001] are based only on models since we do not have a method to measure the amount and distribution of anthropogenic aerosol around the Earth. Previously [Kaufman et al., 2002] we suggested that satellite data that distinguish fine from coarse aerosols can be used for this purpose. The reason is that natural and anthropogenic aerosols have different proportions of fine and coarse aerosols. Urban/industrial pollution and smoke from vegetation burning (mostly anthropogenic) have mostly fine aerosol, while dust and marine aerosols (mostly natural) are dominated by coarse aerosol but with significant fine aerosol fraction [Tanré et al., 2001; Kaufman et al., 2001] .
[4] Here we use MODIS measurements over the oceans of the aerosol optical thickness and the fraction of the optical thickness contributed by fine aerosol [Tanré et al., 1997; Remer et al., 2005] , to derive the anthropogenic optical thickness. The results are used to evaluate chemical transport models that are used to assess the aerosol forcing of climate.
Analysis
[5] The method for satellite based estimate of the aerosol anthropogenic component is based on the following assumptions:
[6] 1) The fraction of the aerosol optical thickness contributed by the fine aerosol is constant for a given aerosol type; e.g. fine aerosol dominates the optical properties for smoke and pollution and coarse aerosol dominates dust and maritime aerosol.
[7] 2) All smoke is from anthropogenic origin and all dust is natural. It is estimated that about 20% of biomass burning originates from wild fires [Hobbs et al., 1997] . About 10% of the dust can be from anthropogenic sources [Tegen et al., 2004] . We shall account for the smoke overestimate but not dust later in the paper.
[8] 3) MODIS derivation of the fine fraction is consistent: any errors in the derivation of the fine fraction are constant and the correlation with the true fine fraction is very good.
[9] 4) Based on AERONET and MODIS analysis [Kaufman et al., 2001 [Kaufman et al., , 2005 it is assumed that the baseline marine aerosol optical thickness is 0.06 ± 0.01. This is the average marine optical thickness for calm conditions. Strong winds can elevate the sea salt concentration.
[10] We represent the total aerosol optical thickness t 550 by its anthropogenic (air pollution and smoke aerosol) -t anth , dust -t dust , and baseline marine -t mar , components:
The fine aerosol optical thickness, t f , measured by the satellite can be described as:
Introduction
[2] Prospero and Carlson [1972] , Prospero and Nees [1977] and Carlson [1979] used meteorological observations, in situ data and satellite images (AVHRR) of dust episodes, to derive the first estimates of dust emission from Africa of 100 Tg of dust for a latitude belt 5� -25�N in the summer months June to August. This estimate was done before inaccuracies with AVHRR calibration were recognized and corrected [Holben et al., 1990] . Owing to lack of systematic satellite measurements designed for aerosol studies, improvements in the estimates of dust emission were based mainly on models of the dust sources, emission and transport [Tegen and Fung, 1994; Prospero et al., 1996; Ginoux et al., 2001] . With the launch of the first Moderate Resolution Imaging Spectroradiometer (MODIS) instrument at the end of 1999, quantitative and systematic measurements of dust transport are possible [Gao et al., 2001; Kaufman et al., 2002] and presented here for the Atlantic ocean.
[3] The constant flux of dust across the Atlantic Ocean is of considerable interest. In the last 10 years the citation index reports 500 papers about or related to Saharan dust, and shows an exponential increase in the publication rate, starting from the early works of Prospero and Carlson in the 1970s (see Figure 1) . Iron contained in aeolian dust was shown to be an important micronutrient for ocean phytoplankton, which could contribute to fluctuation of CO 2 on climatic timescales [Martin et al., 1991] and contribute to climate variations. Erickson et al. [2003] measured, using satellite data, the effect of dust deposition on ocean productivity. Over the millennia, dust was suggested to be the main fertilizer of the Amazon forest [Swap et al., 1992] . Desert dust, now considered to originate mainly from natural source [Tegen et al., 2004] interact with solar and thermal radiation, thus can modulate the Earth radiation balance in response to changing climate conditions [Prospero et al., 2002] , i.e., changes in
[2] Aerosols play an important role in determining the Earth's radiation budget and in modifying clouds and precipitation [Kaufman et al., 2002; Rosenfeld and Lensky, 1998 ]. Aerosols also adversely affect human health [Samet et al., 2000] . Understanding the aerosols' physical and optical characteristics as well as their distribution patterns is necessary in order to forecast air quality and make estimates of potential climate change [Chu et al., 2003; Kaufman et al., 2002] .
[3] One of the important physical characteristics of aerosols is their size. Knowing particle size distribution is critical to estimating the role of aerosols in Earth's energy balance, in determining the effect the particles will have on cloud development and on human health. In addition, aerosol size is the key to using satellite remote sensing to separate natural from man-made aerosols. Anthropogenic aerosol optical thickness is dominated by fine (mode) aerosol (effective radius between 0.1 and 0.25 mm), while natural aerosols contain a substantial component of coarse (mode) aerosol (effective radius between 1 and 2.5 mm) [Kaufman et al., 2001; Tanré et al., 2001] . Therefore measurement of the fine aerosol fraction or the ratio of fine to coarse mode can be used to identify and quantify the extent and role in climate of anthropogenic aerosol [Kaufman et al., 2002] .
[4] Aerosol particle size parameters such as fraction of the fine mode or the ratio of fine to coarse mode can be measured by in situ volumetric and optical sampling mea- [1] Clouds and precipitation play crucial roles in the Earth's energy balance, global atmospheric circulation and the availability of fresh water. Aerosols may modify cloud properties and precipitation formation by modifying the concentration and size of cloud droplets, and consequently the strength of cloud convection, and height of glaciation levels thus affecting precipitation patterns. Here we evaluate the aerosol effect on clouds, using large statistics of daily satellite data over the North Atlantic Ocean. We found a strong correlation between the presence of aerosols and the structural properties of convective clouds. These correlations suggest systematic invigoration of convective clouds by pollution, desert dust and biomass burning aerosols. On average increase in the aerosol concentration from a baseline to the average values is associated with a 0.05 ± 0.01 increase in the cloud fraction and a 40 ± 5mb decrease in the cloud top pressure. 
Aerosol invigoration and restructuring of Atlantic convective clouds

Introduction
[2] Based on a few case studies, it has been suggested [ Andreae et al., 2004; Williams et al., 2002] that the suppression of warm rain by aerosol causes most of the condensates to ascend, freeze and release the latent heat of freezing before precipitating. Delayed precipitation leads to more persistent updrafts and to more vigorous clouds before the precipitation-induced downdrafts take over. In addition, smaller droplets freeze at higher altitudes and at lower temperatures [Rosenfeld and Woodley, 2000] ; therefore more latent heat is released higher in the atmosphere. The magnitude and robustness of these aerosol effects have not yet been investigated in a variety of meteorological conditions.
[3] Here we report strong correlations between aerosol loading and convective cloud properties. We see the correlations in all scales, from droplet scale to the extent and shape of the entire cloud. We show using large statistics that an increase in aerosol concentration correlates with changes in the cover, height and anvil portion of convective clouds.
We show these correlations occur repeatedly in three latitude belts of the Atlantic Ocean each with its own unique cloud dynamics and aerosol type.
Analysis
[4] We use three months (June-August 2002) of MODIS (MODerate resolution Imaging Spectroradiometer) [Salomonson et al., 1989] Level 3 data from the Terra satellite over the northern Atlantic Ocean from 60�N to the Equator (covering �4 billion km2). The satellite products include cloud fraction, optical thickness and droplet effective radius, each further partitioned by thermodynamic phase (ice/water), cloud top pressure and temperature [King et al., 2003; Platnick et al., 2003] and also by aerosol optical depth (AOD) at 550 nm [Tanré et al., 1997; Kaufman et al., 1997; Remer et al., 2005] . MODIS measures daily cloud and aerosol reflection of sunlight with resolution of 0.25 -1 km. The daily data are averaged into a 1-degree grid (MODIS algorithms, Level 3, available at http://modis-atmos.gsfc.nasa.gov/DAILY/atbd.html), that includes information on clouds and the surrounding aerosols (unless the grid box is completely overcast). We also used NCEP (National Center for Environmental Prediction) reanalysis [Kalnay et al., 1996] and MODIS precipitable water vapor as a measure of the meteorology.
[5] In this study we focus on correlations between aerosols and the properties of deep convective and high cloud fields. Clouds were classified based on their top pressure, thermodynamic phase and cloud spatial homogeneity. Convective clouds are identified based on the variation in cloud top pressure among adjacent grid boxes and based on the optical depth of ice and water. The cloud classification algorithm was tuned on manually classified clouds followed by manual verification process of randomly selected cases. During the northern hemisphere summer, the average cloud fraction in the studied area is �0.6, of which 75% are classified as deep convective and high clouds and 25% as marine stratocumulus and shallow cumulus (analyzed in a different study [Kaufman et al., 2005] ).
[6] We performed the analysis of the convective clouds separately for three regions characterized by different synoptic conditions: 0 -15�N, including the ITCZ (Intertropical Convergence Zone), where the prevailing wind is easterly and carries mainly dust aerosol from the Sahara to the tropics of America; 16N -45N (sub tropical zone), where most of the deep convection develops in the southerlies along the Americas, transporting aerosols from the tropics to the mid-latitudes; and 46N -60N, where the system is dominated by the westerly wind that brings pollution aerosol from North America to Europe (mid-latitudes). In the tropical and mid-latitude zones the average flow is zonal (east-west) and the convective clouds are distributed
Introduction
The nonlinear interplay of solar and longwave radiation with cloud optical properties is a fundamental aspect of atmospheric radiative transfer with implications for the earth's climate that were already noted many years ago (e.g., Harshvardhan and Randall 1985) . In recent years, a plethora of studies examined various aspects of this interplay but, to our knowledge, only a handful was of global scope, namely the observational study of Rossow et al. (2002, hereafter RDC) and the model-based studies of Oreopoulos et al. (2004) and Räisänen et al. (2004) . The present study, focusing only on a specific aspect of cloud variability, namely the horizontal fluctuations of total optical thickness � (hereafter "cloud inhomogeneity"), is also of global scope. Studies on this topic preceding RDC provided an incomplete and often conflicting picture of the magnitude of cloud inhomogeneity, as they were based on a limited number of scenes and different observational methods (Cahalan et al. 1994 (Cahalan et al. , 1995 Barker 1996; Oreopoulos and Davies 1998a; Pincus et al. 1999 ). In the following we make the case that, similar to the International Satellite Cloud Climatology Project (ISCCP) products used by RDC, higher-level cloud products from the Moderate Resolution Imaging Spectroradiometer (MODIS) instrument aboard the Terra and Aqua satellites can provide a detailed picture of cloud inhomogeneity.
Knowledge of the actual geographical and seasonal distribution of cloud inhomogeneity is essential in our effort to make it a diagnosed or predicted quantity that will improve representation of physical processes involving clouds in large-scale models (LSMs). These in-
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The Atmospheric Infra-Red Sounder (AIRS) and the Advanced Microwave Sounding Unit-A (AMSU-A) (Aumann et al. 2003) are nadir-viewing passive sounders currently flying on the National Aeronautics and Space Administration's (NASA) Earth Observing System (EOS) polar-orbiting Aqua platform. AMSU-A also flies on the National Oceanic and Atmospheric Administration (NOAA) Polar Orbiting Environmental Satellites along with the High-resolution InfraRed Sounder (HIRS). These and other similar sounders are the primary satellite instruments used in atmospheric data assimilation systems (DASs) for numerical weather prediction and the production of climate datasets.
Fast radiative transfer models are used to compute brightness temperatures from background fields in a DAS. Analysis increments are then generated based on the difference between the observed and the computed brightness temperatures. The effects of so-called limb-brightening or limb-darkening across a scan line for an instrument on a polar-orbiting satellite are accounted for in the radiative transfer model by using an appropriate satellite zenith angle. However, the input atmospheric profile is usually the vertical one above the satellite footprint centre. The correct atmospheric profile should account for the fact that the emission path through the atmosphere is slanted with respect to the footprint zenith. If horizontal gradients are present, an error may occur if the vertical atmospheric path is used.
Horizontal gradient effects are a well-known problem for limb-viewing sounders. For example, gradient effects were shown to be important for the limb-viewing Global Positioning Satellite Radio Occultation sounding technique (e. Abstract. Understanding the impact of atmospheric dynamical variability on observed changes in stratospheric O 3 is a key to understanding how O 3 will change with future climate dynamics and trace gas abundances. In this paper we examine the linkage between interannual variability in total column O 3 at northern high latitudes in March and lower-tomid stratospheric vortex O 3 in the prior November. We find that these two quantities are significantly correlated in the years available from TOMS, SBUV, and POAM data (1978-2004) . Additionally, we find that the increase in March O 3 variability from the 1980s to years post-1990 is also seen in the November vortex O 3 , i.e., interannual variability in both quantities is much larger in the later years. The cause of this correlation is not clear, however. Interannual variations in March total O 3 are known to correspond closely with variations in winter stratospheric wave driving consistent with the effects of varying residual circulation, temperature, and chemical loss. Variation in November vortex O 3 may also depend on dynamical wave activity, but the dynamics in fall are less variable than in winter and spring. We do not find significant correlations of dynamic indicators for November such as temperature, heat flux, or polar average total O 3 with the November vortex O 3 , nor with dynamical indicators later in winter and spring that might lead to a connection to March. We discuss several potential hypotheses for the observed correlation but do not find strong evidence for any considered mechanism. We present the observations as a phenomenon whose understanding may improve our ability to predict the dependence of O 3 on changing dynamics and chemistry.
Correspondence to: S. R. Kawa (kawa@maia.gsfc.nasa.gov)
Introduction
The polar regions are a bellwether for processes that affect stratospheric O 3 globally. Decadal decreases in total O 3 at high southern latitudes in spring ( Fig. 1) are clearly attributable to increasing abundances of chlorineand bromine-containing trace gases of anthropogenic origin, which are now regulated by international agreements (Solomon, 1999 and references within). Owing to more active meteorology in the northern hemisphere (NH), springtime O 3 decreases there are not as monotonic as those in the South (Fig. 1) and are attributed to a combination of chemical and dynamical forcings (Newman et al., 1997; Manney et al., 1997; Coy et al., 1997; Chipperfield and Jones, 1999; Anderson and Knudsen, 2002) . The relative contribution, causal mechanisms, and time scales for dynamical O 3 change at high northern latitudes, as well as in the middle latitudes of both hemispheres, is currently the subject of active scientific debate (WMO, 2003) .
During winter, O 3 is transported from the low-latitude photochemical production region by the poleward and downward Brewer-Dobson circulation. This circulation is primarily driven by planetary scale waves propagating into the stratosphere from the Northern extratropical troposphere (Rosenlof and Holton, 1993) . These planetary waves affect polar O 3 is three ways: 1) directly, as noted above, by the Brewer-Dobson circulation which advects higher concentrations of O 3 into the lower stratosphere, 2) by occasionally mixing material into the polar vortex or by breaking up the polar vortex, and 3) indirectly by warming the polar region and reducing the occurrence of polar stratospheric clouds, which thereby decreases catalytic chemical loss of O 3 . Interannual variation of planetary wave activity has a major effect on O 3 levels in spring via both transport and photochemical loss.
[2] Measurements of scattered radiance in the limb of the atmosphere have been used to determine a variety of atmospheric properties, including stratospheric aerosol [Cunnold et al., 1973; Naudet and Thomas, 1987; McLinden et al., 1999] , stratospheric temperature [Rusch et al., 1983] , mesospheric ozone concentration [Rusch et al., 1984] , upperstratospheric NO 2 concentration [Mount et al., 1984] , and sensor attitude [Janz et al., 1996; Hilsenrath et al., 1997; Sioris et al., 2001; Kaiser et al., 2004] . The limb scatter (LS) technique has been proposed as a possible source of ozone profile information in the upper troposphere and lower stratosphere. These measurements can be made throughout the sunlit portion of the orbit, allowing global spatial coverage comparable to back-scattered ultraviolet (BUV) and thermal emission (TE) methods. LS vertical resolution is inherently lower than (but comparable to) solar occultation (SO) vertical resolution, with 1 -3 km possible (depending on optical blurring), similar to TE resolution. Accurate ozone retrievals are possible throughout the stratosphere and possibly into the upper troposphere, again with performance similar to the SO and TE methods.
[3] Several groups have developed new radiative transfer (RT) models to calculate the LS radiance [Herman et al., 1995; Oikarinen et al., 1999; Griffioen and Oikarinen, 2000; Oikarinen, 2001; Kaiser, 2001; McLinden et al., 2002a McLinden et al., , 2002b A. Rozanov et al., 2002; V. Rozanov et al., 2002] . A brief description of the Gauss-Seidel Limb Scattering (GSLS) RT model used in this study can be found in Appendix A of Loughman et al. [2004] . The body of that paper describes an intercomparison study among several RT models, which established that the GSLS model agrees well with several other methods for a variety of LS measurement conditions. However, detailed sensitivity studies are required to predict the achievable performance of the LS ozone retrieval technique. The purpose of this paper is to present the theoretical basis for a LS ozone inversion algorithm, as well as describe its sensitivity to various perturbations, in greater detail than was possible in the work of Flittner et al. [2000] . It must be stressed that the retrieval procedure described herein is meant to be fairly simple and generic JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 110, D19301, doi:10.1029 /2004JD005429, 2005 
[2] Stratospheric ozone profile measurements have been made by the Solar Backscatter Ultraviolet instruments (SBUV and SBUV/2) since November 1978. Hood et al.
[1993] estimated ozone trends using Nimbus 7 SBUV data for the period November 1978 to June 1990. They found maximum upper stratospheric annual trends, poleward of 50�, of approximately �8%/decade in the Northern Hemisphere (NH) and approximately �12%/decade in the Southern Hemisphere (SH). Depletions increased with increasing latitude in both hemispheres. They reported maximum upper stratospheric high-latitude negative trends in the late fall and early winter seasons.
[3] Hollandsworth et al. [1995] combined reprocessed Nimbus 7 SBUV ozone data with observations from the SBUV/2 instrument on NOAA 11, and computed updated profile trends for the period November 1978 through June 1994. They found a general pattern of ozone loss similar to that computed by Hood et al. [1993] , but obtained smaller negative trends with the additional data. Maximum highlatitude upper stratospheric trends were approximately �8%/decade in the NH and approximately �10%/decade in the SH. They also reported maximum high-latitude upper stratospheric negative trends in the late fall and early winter.
[4] A large group of research scientists [World Meteorological Organization (WMO), 1998; Randel et al., 1999; Newchurch et al., 2000; Cunnold et al., 2000] reevaluated the vertical distribution of ozone trends for the period 1979 to 1996, including trends from the SBUV and the Stratospheric Gas and Aerosol Experiment (SAGE) instruments. They confirmed the previously reported latitudinal structure of trends, i.e., a maximum negative trend in the extra tropics and a minimum negative trend in the tropics, with a minimum downward trend at all latitudes at �30 hPa. They concluded that SAGE trends were more negative than SBUV trends at nearly all latitudes. In the midlatitudes maximum upper stratospheric trends were approximately �9%/decade for SAGE and approximately �5%/decade for SBUV. SAGE annual trends were shown to have no statistically significant interhemispheric difference. They found that although SBUV upper stratospheric annual trends were more negative in the SH than the NH, this difference JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 110, D12302, doi:10.1029 /2004JD005466, 2005 [1] The capability to detect the presence of absorbing aerosols in the atmosphere using space-based near-UV observations has been demonstrated in the last few years, as indicated by the widespread use by the atmospheric sciences community of the Total Ozone Mapping Spectrometer (TOMS) aerosol index as a qualitative representation of aerosol absorption. An inversion procedure has been developed to convert the unique spectral signature generated by the interaction of molecular scattering and particle absorption into a quantitative measure of aerosol absorption. In this work we evaluate the accuracy of the near-UV method of aerosol absorption sensing by means of a comparison of TOMS retrieved aerosol single scattering albedo and extinction optical depth to groundbased measurements of the same parameters by the Aerosol Robotic Network (AERONET) for a 2-month period during the SAFARI 2000 campaign. The availability of collocated AERONET observations of aerosol properties, as well as Micropulse Lidar Network measurements of the aerosol vertical distribution, offered a rare opportunity for the evaluation of the uncertainty associated with the height of the absorbing aerosol layer in the TOMS aerosol retrieval algorithm. Results of the comparative analysis indicate that in the absence of explicit information on the vertical distribution of the aerosols, the standard TOMS algorithm assumption yields, in most cases, reasonable agreement of aerosol optical depth (±30%) and single scattering albedo (±0.03) with the AERONET observations. When information on the aerosol vertical distribution is available, the accuracy of the retrieved parameters improves significantly in those cases when the actual aerosol profile is markedly different from the idealized algorithmic assumption. 
[2] The role of atmospheric aerosols in the global climate is one of the largest remaining sources of uncertainty in the assessment of global climate change. Aerosols directly affect the energy balance of the Earth-atmosphere system, through the processes of scattering of solar radiation, which redistributes the incoming solar energy in the atmosphere, and absorption (of both solar and infrared radiation), which transforms radiative energy into internal energy of the absorbing particles and heats up the atmosphere. In addition, aerosols, through their role as cloud condensation nuclei, have an indirect effect on climate by affecting the albedo and lifetime of clouds [Haywood and Boucher, 2000] .
[3] The cooling effect of aerosols, associated with the backscattering to space of a fraction of the incoming solar energy, is considered to be a very important counteracting factor of the well known warming effect of the greenhouse gases. The absorption by aerosol particles of a fraction of the incident sunlight and, for certain aerosol types, infrared radiation, results in a heating of the atmosphere. Thus aerosol absorption reduces the cooling effect commonly associated with aerosol particles. Although, the impact of aerosol absorption on climate is still a subject of considerable debate [Penner et al., 2003] , recently published theoretical analysis suggest that black carbon may be the second most important global warming substance (in terms of its direct radiative forcing effect) after carbon dioxide, and larger than methane [Jacobson, 2002] . The role of aerosol absorption effects on climate is, therefore, an issue that needs to be better understood in order to reduce the currently large uncertainties of its climatic effect.
[4] In this paper, we present and discuss the results of the application of the near-UV method to observations by
