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ENHANCED LATTICE REDUCTION 
SYSTEMS AND METHODS 
CROSS-REFERENCE TO RELATED 
APPLICATIONS 
This application claims the benefit of U.S. Provisional 
Application Ser. No. 61/453,623, filed on 17 Mar. 2011, 
which is incorporated herein by reference in its entirety as if 
fully set forth below. 
TECHNICAL FIELD OF THE INVENTION 
Embodiments of the present invention relate generally to 
signal processing systems and methods and, more particu-
larly, to systems, devices, and methods for lattice reduction. 
BACKGROUND OF THE INVENTION 
Multiple-Input Multiple-Output ("MIMO") communica-
tion systems are becoming increasingly popular as a solution 
to increasing demands for higher data-rates and more reliable 
wireless communication systems. These systems comprise 
multiple antennas at a transmitter side of the communication 
system and multiple antennas at the receiver side of the com-
munication system. Each transmitter antenna can transmit a 
different signal at a common frequency through a different 
channel of the communication system. Each receiver antenna 
may receive each signal from the multiple transmitter-anten-
nas. During transit, the transmitted signals may encounter 
different obstacles such that the frequency response of each 
channel is different. The plurality of channels used in the 
transmission of symbols from the plurality of transmitter 
antennas to the plurality of receiver antennas together form a 
channel matrix. The input-output relationship of a typical 
MIMO system can be represented by Equation 1. 
Equation 1: 
In Equation 1, y represents an Mx 1 output vector received 
by the receiver antennas, s represents an Nxl input symbol 
vector transmitted by the transmitter antennas, H represents 
an MxN channel matrix, and w represents an unknown noise 
vector. 
2 
ence Cancelation ("SIC"). Because most of the required pro-
cessing for these detectors need only occur at the maximum 
packet-rate (preprocessing) and the required symbol-rate pro-
cessing has relatively low-complexity, the throughput 
requirements for certain wireless standards, such as 802.1 ln, 
can be achieved in these systems. These conventional sys-
tems, however, do not collect the same diversity (negative 
logarithmic asymptotic slope of the BER versus Signal-to-
Noise-Ratio ("SNR") curve) as ML detection. As a result, 
10 these methods exhibit greatly reduced system performance 
compared to ML detectors 
Other conventional symbol detection systems employ 
Sphere Decoding ("SD") algorithms. Hardware implementa-
tions of SD algorithms can achieve ML or near-ML perfor-
15 mance. Unfortunately, these methods exhibit greatly 
increased symbol-rate processing complexity compared to 
linear or SIC detectors. The complexity of SD methods can 
also vary widely with changing channel conditions. 
The maximum packet-rate of 802.1 ln is considerably less 
20 than the symbol-rate. Therefore, it is desirable to obtain 
detection systems and methods that achieve ML or near-ML 
performance at the cost of increased preprocessing complex-
ity as opposed to increased symbol-rate processing complex-
ity. Systems having these desired characteristics include Lat-
25 tice Reduction ("LR") aided detectors, which, unlike SD 
methods, incorporate LR algorithms into the preprocessing 
part of linear or SIC detectors and increase the symbol-rate 
processing complexity slightly. Specifically, LR systems and 
methods employ lattice reduction once per received packet 
30 (per subcarrier). LR-aided detectors also exhibit the desirable 
property of having a complexity that is independent of both 
the channel SNR and signal constellation (assuming indi-
vidual arithmetic operations have 0(1) complexity). 
A variety of hardware realizations of LR-aided detectors 
35 have been explored to exploit these properties and to achieve 
near-ML performance. Various explorations have included a 
VLSI implementation of a simplified Brun's LR algorithm 
and a software implementation ofSeysen's LR algorithm on 
a reconfigurable baseband processor. Other conventional LR-
40 aided detectors employ variations the Complex Lenstra-Len-
stra-Lovasz ("CLLL") LR algorithm. Unfortunately, the per-
formance of these conventional LR-aided detectors decreases 
and their complexity increases as the size of the MIMO sys-
A common goal of conventional systems is to attempt to 
efficiently detect the transmitted symbol vector s by deter- 45 
mining frequency response of each channel in the communi-
cation system, i.e. accurately estimating the channel matrix 
tem increases, i.e. the number of transmitter and receiver 
antennas increases. 
Accordingly, there is a desire for more efficient and less 
complex LR-aided detection systems and methods. Various 
embodiments of the present invention address these desires. H. 
It can be assumed that the elements of noise vector w are 
BRIEF SUMMARY OF THE INVENTION 
The present invention relates to enhanced LR systems and 
methods. An exemplary embodiment of the present invention 
provides a LR method comprising obtaining a preliminary 
estimate of a transformation matrix, generating a covariance 
matrix based on the preliminary estimate of the transforma-
tion matrix, reducing diagonal elements of the covariance 
matrix to generate a unimodular transformation matrix, and 
using the unimodular transformation matrix to obtain an esti-
mate of an input. In an exemplary embodiment of the present 
invention, the method further comprises obtaining a signal at 
a plurality of input terminals, the signal representing the input 
linearly transformed by the transformation matrix. In some 
exemplary embodiments of the present invention, the method 
independently distributed with each entry of the noise vector 50 
being a random variable with zero mean and variance a,,,2. 
Given the known distribution of the noise vector, the optimal 
solution to the MIMO symbol detection problem is Maxi-
mum Likelihood ("ML") detection. ML detection, however, 
requires an exhaustive search over all possible transmitted 55 
symbol vectors, requiring high computational complexity. 
This approach is infeasible for hardware implementations 
when either a large signal constellation or a large number of 
transmit and receive antennas are employed. Hence, a goal of 
conventional systems is to design hardware for MIMO sym- 60 
bol detection that achieves comparable Bit-Error-Rate 
("BER") performance to the ML detector while having low 
hardware complexity and meeting throughput and latency 
requirements, especially as the size of the MIMO system 
mcreases. 65 further comprises repeating the step of reducing the diagonal 
elements until the diagonal elements of the covariance matrix 
are no longer reducible. In an exemplary embodiment of the 
Some conventional MIMO symbol detections systems 
employ methods of linear detection and Successive Interfer-
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present invention, the input comprises a symbol vector. In 
another exemplary embodiment of the present invention, the 
transformation matrix comprises a channel matrix. 
4 
cost by reducing diagonal elements of the covariance matrix 
by reducing a reducible diagonal element of the covariance 
matrix requiring the least cost to be found. Further, in some 
exemplary embodiments of the present invention, the logic is 
further configured to reduce diagonal elements of the covari-
ance matrix by iteratively reducing at least one diagonal ele-
ment of the covariance matrix. 
These and other aspects of the present invention are 
described in the Detailed Description of the Invention below 
In an exemplary embodiment of the present invention, 
reducing diagonal elements of the covariance matrix com-
prises reducing a largest reducible diagonal element of the 
covariance matrix. In another exemplary embodiment of the 
present invention, reducing diagonal elements of the covari-
ance matrix comprises reducing a smallest reducible diagonal 
element of the covariance matrix. In yet another exemplary 
embodiment of the present invention, reducing diagonal ele-
ments of the covariance matrix comprises reducing a random 
reducible diagonal element of the covariance matrix. In still 
yet another exemplary embodiment of the present invention, 
reducing diagonal elements of the covariance matrix com-
prises minimizing cost by reducing a reducible diagonal ele-
ment of the covariance matrix requiring the least cost to be 
found. Further, in some exemplary embodiments of the 
present invention, reducing diagonal elements of the covari-
ance matrix comprises an iterative process. 
10 and the accompanying figures. Other aspects and features of 
embodiments of the present invention will become apparent 
to those of ordinary skill in the art upon reviewing the follow-
ing description of specific, exemplary embodiments of the 
present invention in concert with the figures. While features 
15 of the present invention may be discussed relative to certain 
embodiments and figures, all embodiments of the present 
invention can include one or more of the features discussed 
herein. While one or more embodiments may be discussed as 
having certain advantageous features, one or more of such 
Another exemplary embodiment of the present invention 
provides a LR method comprising obtaining a preliminary 
estimate of a transformation matrix, generating a covariance 
matrix based on the preliminary estimate of the transforma-
tion matrix, and reducing diagonal elements of the covariance 
matrix to generate a unimodular transformation matrix. In yet 
another exemplary embodiment of the present invention, 
obtaining a preliminary estimate of a transformation matrix 
comprises accessing data from a memory. 
20 features may also be used with the various embodiments of 
the invention discussed herein. In similar fashion, while 
exemplary embodiments may be discussed below as system 
or method embodiments, it is to be understood that such 
exemplary embodiments can be implemented in various 
25 devices, systems, and methods of the present invention. 
In addition to LR methods, the present invention is directed 30 
to LR systems. An exemplary embodiment of the present 
invention provides a LR system comprising a plurality of 
input terminals, a processor, and logic. In some exemplary 
embodiments of the present invention, the plurality of input 
terminals can be configured to obtain a signal, the signal 35 
representing an input transformed by a transformation 
matrix. In some exemplary embodiments of the present 
invention, the logic can be stored in a non-transitory computer 
readable media that can be executed by the processor. In an 
exemplary embodiment of the present invention, execution of 40 
the logic by the processor causes the system to obtain a 
preliminary estimate of the transformation matrix, generate a 
covariance matrix based on the preliminary estimate of the 
transformation matrix, reduce diagonal elements of the cova-
riance matrix to generate a unimodular transformation 45 
matrix, and use the unimodular transformation matrix to 
obtain an estimate of the input. In some exemplary embodi-
ments of the present invention, the logic is further configured 
to repeat the step ofreducing diagonal elements of the cova-
riance matrix until the diagonal elements are no longer reduc- 50 
ible. In an exemplary embodiment of the present invention, 
the input can comprise a symbol vector. In another exemplary 
embodiment of the present invention, the transformation 
matrix comprises a channel matrix. 
In an exemplary embodiment of the present invention, the 55 
logic can be further configured to reduce diagonal elements of 
the covariance matrix by reducing a largest reducible diago-
nal element of the covariance matrix. In another exemplary 
embodiment of the present invention, the logic can be further 
configured to reduce diagonal elements of the covariance 60 
matrix by reducing a smallest reducible diagonal element of 
the covariance matrix. In yet another exemplary embodiment 
of the present invention, the logic can be further configured to 
reduce diagonal elements of the covariance matrix by reduc-
ing a random reducible diagonal element of the covariance 65 
matrix. In still yet another exemplary embodiment of the 
present invention, the logic is further configured to minimize 
BRIEF DESCRIPTION OF THE DRAWINGS 
The following Detailed Description of the Invention is 
better understood when read in conjunction with the 
appended drawings. For the purposes of illustration, there is 
shown in the drawings exemplary embodiments, but the sub-
ject matter is not limited to the specific elements and instru-
mentalities disclosed. 
FIG. 1 provides block diagram of a lattice reduction 
method, in accordance with an exemplary embodiment of the 
present invention. 
FIG. 2 provides pseudo code for a lattice reduction method, 
in accordance with an exemplary embodiment of the present 
invention. 
FIGS. 3A-3C provide plots of BER performance of con-
ventional methods and an exemplary embodiment of the 
present invention. 
FIG. 4 provides plots of BER performance of conventional 
methods and an exemplary embodiment of the present inven-
tion. 
FIG. 5 provides plots of BER performance of conventional 
methods and an exemplary embodiment of the present inven-
tion. 
FIG. 6 provides plots of the average number of arithmetic 
operations for basis updates in conventional methods and an 
exemplary embodiment of the present invention. 
FIG. 7 provides plots of CCDF of od(H) and od(H) for 
MIMO systems with N=M=4 for conventional methods and 
an exemplary embodiment of the present invention. 
FIG. 8 provides plots indicating performance comparisons 
of conventional methods and an exemplary embodiment of 
the present invention in MIMO systems with 4QAM, 
SNR =20 dB, and different numbers of antennas. 
FIG. 9 provides plots indicating performance comparisons 
of conventional methods and an exemplary embodiment of 
the present invention in MIMO systems with 64QAM, 
SNR =30 dB, and different numbers of antennas. 
FIG. 10 provides plots of the average number of basis 
updates for conventional methods and an exemplary embodi-
ment of the present invention in MIMO systems with different 
numbers of antennas. 
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FIG. 11 provides plots indicating performance compari-
sons of conventional methods and an exemplary embodiment 
of the present invention in MIMO systems with 256QAM. 
FIG. 12 provides plots indicating performance compari-
sons of conventional methods and an exemplary embodiment 
of the present invention in MIMO systems with 64QAM, 
SNR=30 dB, and different numbers of antennas. 
FIG. 13 provides plots indicating performance compari-
sons of conventional methods and an exemplary embodiment 
6 
Because entries of s, T, and z are Gaussian integers, an 
estimate of z can be obtained by quantizing the equalized 
signal as shown in Equation 3. 
Equation 3: 
An estimate of§ can then be obtained by rounding Tz with 
appropriate constellation as shown in Equation 4. 
s~Q(Ti) Equation 4: 
of the present invention in MIMO systems with M=N=64 and 10 
256QAM. 
Various embodiments of the present invention provide 
improved LR systems and methods for determining a unimo-
dular transformation matrix T and a transformation matrix H. FIG. 14 provides plots indicating performance compari-
sons of conventional methods and an exemplary embodiment 
of the present invention in MIMO systems with M=N=32 and 
different constellation sizes. 
FIG. 15 provides plots indicating performance compari-
sons of conventional methods and an exemplary embodiment 
of the present invention in MIMO systems with M=N=32, 
64QAM, and different SNRs. 
DETAILED DESCRIPTION OF THE INVENTION 
To facilitate an understanding of the principles and features 
As shown in FIG. 1, an exemplary embodiment of the 
present invention provides an LR method 100. The method 
15 100 comprises obtaining a signal at a plurality of input ter-
minals 105. Unless expressly limited by its context, as used 
herein, the term "obtaining" indicates any of its ordinary 
meanings, such as sensing, measuring, generating, recording, 
receiving (e.g. from an antenna or another input terminal), 
20 accessing, or retrieving (e.g. from memory or another storage 
element). The input terminals can be many input terminals 
known in the art, including, but not limited to, receivers, 
antennas, optical inputs, data access points, pins on a chip or 
IC, registers or locations in memory, and the like. 
The signal can represent an inputs linearly transformed by 
a transformation matrix. As used herein, the transformation 
matrix mathematically represents at least a portion of the 
transformation of an input due to interaction with one or more 
devices, conditions, or the like. For example, in an exemplary 
of the present invention, various illustrative embodiments are 
explained below. In particular, the invention is described in 25 
the context of being lattice reduction systems and methods. 
Embodiments of the present invention can be applied to many 
wireless MIMO communication system standards known in 
the art, including, but not limited to, IEEE 802.11 (Wi-Fi), 
4G, 3GPP, Long Term Evolution, Wi-MAX, HSPA+, and the 
like. Embodiments of the invention, however, are not limited 
30 embodiment, the input can comprise a symbol vector trans-
mitted by a plurality of antennas and the transformation 
matrix can comprise a channel matrix with data representa-
tive of at least a portion of the transformations to one or more 
portions of the symbol vector by wireless transmission 
35 through a plurality of channels (e.g. as represented in Equa-
tion 1 ). While Equation 1 references Gaussian distributed 
noise, various embodiments of the present invention also 
apply to non-Gaussian noise, which can be approximated as a 
Gaussian distribution, e.g. by invoking the central limit theo-
to use in wireless MIMO communication systems. Rather, 
embodiments of the invention can be used for processing 
other MIMO communication systems, including, but not lim-
ited to, optical MIMO systems or other transmission systems 
having an architecture incorporating multiple transmitters 
and/or multiple transceivers. Embodiments of the present 
invention are not limited, however, to MIMO communication 
systems. Instead, various exemplary embodiments of the 
present invention can be applied to many wireless communi-
cation systems, including, but not limited to, SC-FD MA sys-
tems, GSC-FDMA systems, and the like. Additionally, vari-
ous embodiments of the present invention can be applied to 
many systems that may benefit from employing conventional 
lattice reduction systems and methods, including, but not 45 
limited to, GPS systems, cryptography systems, and the like. 
40 rem. In another exemplary embodiment of the present inven-
tion, the input can comprise an unencrypted data and the 
transformation matrix can comprise data representative of at 
least a portion of the transformations to the unencrypted data 
used in order to encrypt the data. 
The method 100 can further comprise obtaining a prelimi-
nary estimate of the transformation matrix H 110. In an exem-
plary embodiment of the present invention, the preliminary 
estimate of the transformation matrix H can be obtained using 
a channel estimator. The channel estimator can be many chan-
The components described hereinafter as making up vari-
ous elements of the invention are intended to be illustrative 
and not restrictive. Many suitable components or steps that 
would perform the same or similar functions as the compo-
nents or steps described herein are intended to be embraced 
within the scope of the invention. Such other components or 
steps not described herein can include, but are not limited to, 
for example, similar components or steps that are developed 
after development of the invention. 
A goal of LR aided detectors is to reduce the lattice basis of 
a transformation matrix, H, to find a "better" transformation 
matrix H=HT, where T is a unimodular matrix, such that 
entries ofT and T- 1 are Gaussian integers and the determinant 
ofT is ± 1 or ±j. To find the unimodular transformation matrix 
T and the "better" transformation matrix H, different methods 
have been proposed, e.g. CLLL algorithm and Seysen' s algo-
rithm. After obtaining T, zero forcing ("ZF") equalization can 
be performed with the "better" transformation matrix H as 
shown in Equation 2. 
Equation 2: 
50 nel estimators known in the art, including, but not limited to, 
a least squares channel estimator. In some embodiments of 
the present invention, obtaining a preliminary estimate of the 
transformation matrix 110 can comprise accessing data 
stored in memory. In some embodiments of the present inven-
55 ti on, the data stored in memory can be representative of the 
preliminary estimate of the transformation matrix. 
Instead of simply finding a more orthogonal channel 
matrix H as in conventional methods, some enhanced LR 
systems and methods of the present invention obtain H such 
60 that the asymptotic pairwise error probability ("PEP") of a 
detector is reduced or minimized. For example, consider the 
zero-forcing detector ("ZFD") represented by Equation 5. 
65 
Equation 5: 
Given the ZFD in Equation 5, the ith transmitted symbols, 
can be erroneously detected as §,,.s,. The PEP given the trans-
formation matrix His then represented by Equation 6. 
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P(s; --+ s; I HJ = Q( Equation 6 
In Equation 6, es;=s,-s, and 
Q(x) = (2JZT~ [ exp(-r /2)dt. 
C=(HHHr 1 is a covariance matrix of the noise after equal-
ization, and c,,, can denote the (i,i)th element of C. 
10 
8 
For example, in each iteration, the method can reduce one of 
the diagonal elements ofC by choosing an index pair (i,k) and 
A., kEZ+Zj updates the unimodular matrix T'=(T- 1 r with the 
c~lumn-addition operation as shown in Equation 9. 
Equation 9: 
In Equation 9, t'k is the kth colunm ofT'. The corresponding 
updates to the covariance matrix C can be represented by 
Equation 10. 
Equation 10: 
Similarly, the PEP for the LR-aided ZFD represented by 15 
Equation 2 given the "better" transformation matrix H is 
represented by Equation 7. 
In Equation 10, ck and c;Ck) are the kth colunm and kth row 
ofC, respectively. In an exemplary embodiment of the present 
invention, for each iteration, the method 100 can also choose 
A.,,k as shown in Equation 11: 
Equation 11 
Equation 7 20 k =-[c;·'] 1,k -
C,i 
In Equation 7, ez=z,-z, and C=(fIHH)- 1=T- 1qT-1r. 
Because the PEP for the ith symbol z, is determined by C,,,, 
the PEP performance of z, can be improved if the diagonal 
elements of C are reduced by using a lattice-based method. 
Accordingly, in an exemplary embodiment of the present 
invention, the method further comprises generating a covari- 30 
ance matrix C 115 and reducing one or more diagonal ele-
ments of the covariance matrix C 120. Additionally, in some 
embodiments of the present invention, reducing diagonal ele-
ments of the covariance matrix C can generate/update a uni-
modular transformation matrix T. The method can further 35 
In Equation 11, the brackets [ ] are used to indicate a 
rounding function that rounds the real and imaginary parts to 
25 closest integer values. Thus, in an exemplary embodiment of 
the present invention, the reduced value for ck k is shown in 
Equation 12. ' 
Equation 12: 
In some embodiments of the present invention, the method 
repeats these iterations of reducing a diagonal element to 
generate/update the unimodular matrix T' 120 so long as a 
diagonal element of the covariance matrix Care reducible. In 
an exemplary embodiment of the present invention, a diago-
nal element ck k of the covariance matrix is reducible if an 
only if there e;._ists an i,.k, such that A., k,.o i.e. R, ~O. In comprise using the unimodular transformation matrix T to 
obtain an estimate of the inputs 125. 
As the SNR approaches infinity, for all the PEPs corre-
sponding to the ith symbol, the one with the smallest 
or similarly, the largest C, ,, is the dominant term on PEP. 
Thus, some embodiments 'of the present invention seek to 
generate a unimodular matrix T and minimize the diagonal 
elements of the covariance matrix C. Mathematically, this 
optimization method can be represented by Equation 8. 
min max(C;.;) Equation 8 
s.t. C = T-! C(T-! )H 
In Equation 8, C=(HHHr 1 is the covariance matrix after 
ZF equalization (The present invention is also applicable to 
other detectors, e.g. an minimum mean square error detector 
("MMSE-D") in which C=(HHH +02Ir1 ). Solving the global 
optimal solution of Equation 8 can be a non-deterministic 
polynomial hard ("NP-hard") problem. Therefore, it can be 
impractical to solve Equation 8 globally. 
another exemplary embodiment of the p~esent invei-ttion, a 
diagonal element ck k is reducible if and only if there exists a 
reduced value of Ck~' which is larger than a small value E, as 
40 shown in Equation l3. 
Equation 13: 
The present invention provides several strategies for select-
ing the index pair (i,k) for each iteration, and thus, which 
45 element of the covariance matrix will be reduced. In an exem-
plary embodiment of the present invention, reducing diagonal 
elements comprises reducing the largest reducible diagonal 
element of the covariance matrix (FIG. 2 provides exemplary 
pseudo code for this exemplary embodiment of the present 
50 invention). In another exemplary embodiment of the present 
invention, reducing diagonal elements comprises reducing 
the smallest reducible diagonal element of the covariance 
matrix. In yet another exemplary embodiment of the present 
invention, reducing diagonal elements comprises reducing a 
55 random reducible diagonal element of the covariance matrix. 
In still yet another exemplary embodiment of the present 
invention, reducing diagonal elements of the covariance 
matrix comprises reducing a reducible element of the cova-
riance matrix that requires the least cost to be found. As those 
60 skilled in the art would understand, the "cost" can be deter-
mined many ways. In an exemplary embodiment of the 
present invention, the "cost" can be the number of arithmetic 
operations. In another exemplary embodiment of the present 
Accordingly, exemplary embodiments of the present 
invention provide methods for finding a local optimal solu- 65 
tion to Equation 8. In some embodiments of the present 
invention, one or more steps ofin the method 100 are iterative. 
invention, the "cost" can be the number of clock cycles. 
In addition to LR methods, various embodiments of the 
present invention provide LR systems. An exemplary 
embodiment of the present invention provides an LR system 
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comprising a plurality of input terminals, a processor, and 
logic. The plurality of input terminals can be configured to 
obtain an input linearly transformed by a transformation 
matrix. The logic can be stored in memory. The memory can 
be many types of memory known in the art. In an exemplary 5 
embodiment of the present invention, the logic is stored in a 
non-transitory computer readable media. In various embodi-
ments of the present invention, the processor can be config-
ured to execute the logic. When executed, the logic can be 
configured cause the system to perform one or more of the 10 
steps of the exemplary lattice reduction methods described 
herein. 
FIGS. 3A-3C depict the BER performance of a ZFD and 
MMSE-D for single carrier frequency division multiple 
access ("SC-FDMA") and LR-aided ZFDs for generalized 15 
SC-FDMA ("GSC-FDMA") with an exemplary LR system 
of the present invention, which is denoted by ELR-aided 
ZFD, GSC-FDMA, for 4-(FIG. 3A), 16-(FIG. 3B), and 64-
(FIG. 3C) order quadrature amplitude modulation ("QAM") 
schemes. The performance of an MLD for GSC-FDMA is 20 
also plotted as a benchmark. For GSC-FD MA, the subcarriers 
for each user are divided into G=S groups with each group 
having P=4 subcarriers. As shown, ZFD for SC-FDMA 
achieves diversity 1. At 4-QAM, the MMSE-D achieves 
higher order "diversity" from BER=10-2 to 10-5 and obtains 25 
close performance to LR-aided ZFDs at BER=l0-5. The 
MMSE-D, however, loses its advantage for 16-QAM and 
64-QAM, where the diversity order 1 is clear in these two 
cases. The LR-aided ZFDs and the exemplary embodiment of 
the present invention have close performance to each other 30 
and achieve significant improvement relative to ZFD and 
superior performance to MMSE-D for 16-QAM and 
64-QAM. Compared with MLD, however, there still exists a 
5 to 10 dB gap at BER 10-5 . 
10 
basis updates ofall three LR methods. Compared with CLLL, 
the exemplary embodiment of the present invention uses 
fewer updates and SA exhibits the lowest bases updates 
among the three LR methods. When it comes to the number of 
arithmetic operations, however, SA has a higher number of 
operations than either CLLL or ELR. This is because SA 
requires (128n-18) arithmetic operations per basis update, 
which is much higher than CLLL or ELR. The exemplary 
embodiment of the present invention (ELR) uses (3 ln-7) 
arithmetic operations per basis update, including (16n+8) to 
update A.,_k and R,.k· The exemplary embodiment of the 
present invention (ELR) achieves the lowest complexity with 
respect to the number of arithmetic operations for basis 
updates. 
Group Size 
CLLL 
SA 
ELR 
4 
3.25 
2.09 
2.37 
TABLE 1 
9.39 
3.79 
5.17 
16 
29.56 
6.56 
10.92 
32 
101.42 
15.02 
24.12 
FIGS. 7-15 illustrates performance comparisons between 
conventional systems and methods and exemplary embodi-
ments of the present invention (denoted by D-ELR, D-ELR-
aided MMSE-SIC, D-ELR-aided MMSE-SIC, and D-ELR-
aided MMSE-SV-SIC) in various MIMO systems. FIG. 7 
provides plots of CCDF of od(H) and od(H) in MIMO sys-
tems with N=M=4 for conventional methods and an exem-
plary embodiment of the present invention. FIG. 8 provides 
plots indicating performance comparisons of conventional 
methods and an exemplary embodiment of the present inven-
tion in MIMO systems with 4QAM, SNR =20 dB, and differ-
ent numbers of antennas. FIG. 9 provides plots indicating 
performance comparisons of conventional methods and an 
exemplary embodiment of the present invention in MIMO 
systems with 64QAM, SNR =30 dB, and different numbers of 
antennas. FIG. 10 provides plots of the average number of 
basis updates for conventional methods and an exemplary 
embodiment of the present invention in MIMO systems with 
FIG. 4 depicts the BER performance of a CLLL-aided 35 
MMSE-D, SA-aided MMSE-D, and exemplary embodi-
ments of the present invention, which are denoted as ELR-
aided MMSE-D, with different group sizes and 64-QAM. 
When the group size is P=S, all the MMSE-Ds exhibit similar 
performance. When the group size increases to P=32, the 40 
performance of the CLLL-aided MMSE-D becomes worse 
and has more than a 5 dB the gap to SA-aided MMSE-D at 
BER= 10-4 . The exemplary embodiment of the present inven-
tion, ELR-aided MMSE-D, however, exhibits substantially 
similar performance to the SA-aided MMSE-D. 
FIG. 5 depicts the BER performance of a ZFD and 
MMSE-D for SC-FDMA, a CLLL-aided ZFD and SA-aided 
ZFD for GSC-FDMA, and an exemplary embodiment of the 
present invention, which is denoted by ELR-aided ZFD, for 
GSC-FDMA. In FIG. 5, L=S charmel taps, group size P=S, 50 
and 64-QAM. The exemplary embodiment of the present 
invention (ELR-aided ZFD) performs better than CLLL-
aided ZFD and SA-aided ZFD, where the exemplary embodi-
ment has about a 1.5 gain relative to CLLL-aided and SA-
aided at BER= 10-5 . Further, as the SNR increases, the 55 
performance of SA-aided ZFD degrades, and the gap to the 
exemplary embodiment of the present invention increases to 
about 10 dB at BER=l0-6 . 
45 different numbers of antennas. FIG. 11 provides plots indi-
cating performance comparisons of conventional methods 
and an exemplary embodiment of the present invention in 
MIMO systems with 256QAM. FIG. 12 provides plots indi-
cating performance comparisons of conventional methods 
and an exemplary embodiment of the present invention in 
MIMO systems with 64QAM, SNR=30 dB, and different 
numbers of antennas. FIG. 13 provides plots indicating per-
formance comparisons of conventional methods and an 
exemplary embodiment of the present invention in MIMO 
systems with M=N=64 and 256QAM. FIG. 14 provides plots 
indicating performance comparisons of conventional meth-
ods and an exemplary embodiment of the present invention in 
MIMO systems with M=N=32 and different constellation 
sizes. FIG. 15 provides plots indicating performance com-
60 parisons of conventional methods and an exemplary embodi-
ment of the present invention in MIMO systems with 
M=N=32, 64QAM, and different SNRs. 
Various embodiments of the present invention also provide 
LR systems and methods with lower complexity than conven-
tional systems and methods. Table 1 (below) and FIG. 6 
summarize the average number of basis update iterations and 
number of arithmetic operations (real additions and real mul-
tiplications) for basis updates, respectively, for a CLLL 
method, an SA method, and an exemplary embodiment of the 65 
present invention (denoted by ELR ), in GSC-FD MA channel 
with L=4. The CLLL algorithm has the highest number of 
Table 2 (below) summarizes the average number of basis 
updates for an LLL method, a D-LLL method, an SA method, 
and an exemplary embodiment of the present invention (de-
noted by D-ELR), in for an exemplary MIMO system. 
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TABLE2 
N~M 
4 16 32 
LLL 6.70 29.19 97.24 248.91 
D-LLL 7.39 34.37 103.37 208.66 
SA 5.50 16.98 33.85 65.87 
D-ELR 5.27 14.82 32.90 67.90 
64 128 
561.94 1272.03 
390.76 766.34 
141.68 329.30 
135.52 272.77 
10 
12 
wherein c,,k and c,,, are elements of the covariance matrix. 
2. The method of claim 1 further comprising repeating the 
step of reducing the diagonal elements until the diagonal 
elements of the covariance matrix are not reducible. 
3. The method of claim 1, wherein reducing diagonal ele-
ments of the covariance matrix comprises reducing a largest 
reducible diagonal element of the covariance matrix. 
It is to be understood that the embodiments and claims 
disclosed herein are not limited in their application to the 
details of construction and arrangement of the components 
set forth in the description and illustrated in the drawings. 
Rather, the description and the drawings provide examples of 
the embodiments envisioned. The embodiments and claims 
disclosed herein are further capable of other embodiments 
and of being practiced and carried out in various ways. Also, 
4. The method of claim 1, wherein reducing diagonal ele-
ments of the covariance matrix comprises reducing a smallest 
15 
reducible diagonal element of the covariance matrix. 
it is to be understood that the phraseology and terminology 
20 
employed herein are for the purposes of description and 
should not be regarded as limiting the claims. 
5. The method of claim 1, wherein reducing diagonal ele-
ments of the covariance matrix comprises reducing a random 
reducible diagonal element of the covariance matrix. 
6. The method of claim 1, wherein reducing diagonal ele-
ments of the covariance matrix comprises reducing a reduc-
ible diagonal element of the covariance matrix requiring the 
least costs to be found. Accordingly, those skilled in the art will appreciate that the 
conception upon which the application and claims are based 
may be readily utilized as a basis for the design of other 
structures, methods, and systems for carrying out the several 
purposes of the embodiments and claims presented in this 
application. It is important, therefore, that the claims be 
regarded as including such equivalent constructions. 
7. The method of claim 1, wherein reducing diagonal ele-
25 ments of the covariance matrix comprises an iterative pro-
Furthermore, the purpose of the foregoing Abstract is to 30 
enable the United States Patent and Trademark Office and the 
public generally, and especially including the practitioners in 
the art who are not familiar with patent and legal terms or 
phraseology, to determine quickly from a cursory inspection 
the nature and essence of the technical disclosure of the 35 
application. The Abstract is neither intended to define the 
claims of the application, nor is it intended to be limiting to 
the scope of the claims in any way. It is intended that the 
application is defined by the claims appended hereto. 
What is claimed is: 
1. A method of estimating an input in a MIMO communi-
cation system comprising: 
40 
receiving a transmitted signal at a plurality of antennas, the 45 
signal containing the input, linearly transformed by a 
channel matrix; 
calculating, by a processor, a preliminary estimate of the 
channel matrix; 
50 generating, by a processor, a covariance matrix based on 
the preliminary estimate of the channel matrix; 
generating, by the processor, a unimodular transformation 
matrix by reducing diagonal elements of the covariance 
matrix C; 55 
obtaining, by the processor, an estimate of the input by 
applying the unimodular transformation matrix to the 
received signal; 
detecting a quadrature amplitude modulation (QAM) sym-
60 bol using the estimate of the input; and 
outputting an output signal corresponding to the QAM 
symbol, 
wherein reducing diagonal elements of the covariance 
matrix comprises selecting an index pair (i,k) and updat- 65 
ing a corresponding k'h column and k'h row of the cova-
riance matrix according to 
cess. 
8. The method of claim 1, wherein obtaining a preliminary 
estimate of the transformation matrix comprises obtaining 
data from a memory. 
9. A MIMO communication system comprising: 
a plurality of antennas configured to receive a transmitted 
signal, the signal containing an input linearly trans-
formed by a channel matrix; 
a processor; and 
logic stored in a non-transitory computer readable media 
that, when executed by the processor, is configured to: 
calculate a preliminary estimate of the channel matrix; 
generate a covariance matrix based on the preliminary 
estimate of the channel matrix; 
generate a unimodular transformation matrix by reduc-
ing diagonal elements of the covariance matrix; 
obtain an estimate of the input by applying the unimo-
dular transformation matrix to the received signal; 
detect a quadrature amplitude modulation (QAM) sym-
bol using the estimate of the input; and 
output an output signal corresponding to the QAM sym-
bol, 
wherein reducing diagonal elements of the covariance 
matrix comprises selecting an index pair (i,k) and updat-
ing a corresponding k'h colunm and k'h row of the cova-
riance matrix according to 
Ai,k=- ~, [c,] C,i 
wherein c,,k and c,,, are elements of the covariance matrix. 
10. The system of claim 9, wherein the logic is further 
configured to repeat the step of reducing diagonal elements of 
the covariance matrix until the diagonal elements are not 
reducible. 
11. The system of claim 9, wherein the logic is further 
configured to reduce diagonal elements of the covariance 
matrix by reducing a largest reducible diagonal element of the 
covariance matrix. 
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12. The system of claim 9, wherein the logic is further 
configured to reduce diagonal elements of the covariance 
matrix by reducing a smallest reducible diagonal element of 
the covariance matrix. 
13. The system of claim 9, wherein the logic is further 
configured to reduce diagonal elements of the covariance 
matrix by reducing a random reducible diagonal element of 
the covariance matrix. 
14. The system of claim 9, wherein the logic is further 
configured to reduce diagonal elements of the covariance 
10 
matrix by reducing a reducible diagonal element of the cova-
riance matrix requiring the least costs to be found. 
15. The system of claim 9, wherein the logic is further 
configured to reduce diagonal elements of the covariance 
matrix by iteratively reducing at least one diagonal element of 
the covariance matrix. 15 
16. A non-transitory computer-readable medium storing 
computer executable instructions that, when executed by one 
or more computing devices, configure the one or more com-
puting devices to perform operations comprising: 
receiving a transmitted signal at a plurality of antennas of a 20 
MIMO communication system, the signal containing an 
input linearly transformed by a channel matrix; 
obtaining, by a processor, a preliminary estimate of the 
channel matrix; 
generating, by a processor, a covariance matrix based on 25 
the preliminary estimate of the channel matrix; 
14 
detecting a quadrature amplitude modulation (QAM) sym-
bol using the estimate of the input; and 
outputting an output signal corresponding to the QAM 
symbol, 
wherein reducing diagonal elements of the covariance 
matrix comprises selecting an index pair (i,k) and updat-
ing a corresponding k'h colunm and k'h row of the cova-
riance matrix according to 
wherein c,_k and c,_, are elements of the covariance matrix. 
17. The non-transitory computer-readable medium of 
claim 16 further comprising repeating the step of reducing the 
diagonal elements until the diagonal elements of the covari-
ance matrix are not reducible. 
18. The non-transitory computer-readable medium of 
claim 16, wherein reducing diagonal elements of the covari-
ance matrix comprises reducing a random reducible diagonal 
element of the covariance matrix. 
19. The non-transitory computer-readable medium of 
claim 16, wherein reducing diagonal elements of the covari-
ance matrix comprises reducing a reducible diagonal element 
of the covariance matrix requiring the least costs to be found. 
generating, by a processor, a unimodular transformation 
matrix by reducing diagonal elements of the covariance 
matrix; 
obtaining, by a processor, an estimate of the input by apply-
ing the unimodular transformation matrix to the received 
signal; 
20. The non-transitory computer-readable medium of 
30 claim 16, wherein reducing diagonal elements of the covari-
ance matrix comprises an iterative process. 
* * * * * 
