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ABSTRACT

Computational biology is an interdisciplinary area that applies computational
approaches in biological big data, including protein amino acids sequences, genetic
sequences, etc., which is widely used to analyze protein-protein interactions, to make
predictions in drug discover, to develop vaccines, etc. Popular methods include
mathematical modelling, molecular dynamics simulations, data science mythology, etc.
With the help of computational algorithms and applications, drug development is much
faster than traditional processes, as it reduces risks early on in a drug discovery process
and help researchers select target candidates that have the highest potential for success.
In my doctoral research, I applied multi-scale computational approaches in
health-related biomolecules including coronaviruses, UDG enzyme in DNA repair
mechanisms, microtubule proteins, etc. My studies involved MD simulations, biological
data science, machine learning algorithms, etc., which demonstrate the new
understanding of those health-related biomolecules.
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1. INTRODUCTION
1.1. Motivation
Computational biology is an interdisciplinary area that applies computational
approaches in biological big data, including protein sequences, genetic sequences, etc.
This research direction is widely used to make new predictions in drug discover,
protein-protein interactions, etc. Popular methods include mathematical modelling,
molecular dynamics simulations, data science mythology, etc. With the help of
computational applications, drug discovery is much faster than traditional method.

1.2. Objectives
My research goal is to use multi-scale computational methods to study healthrelated biomolecular interactions, including mechanisms of both SARS-CoV and SARSCoV-2 S proteins binding with human ACE2, UDG enzyme features in DNA repair
mechanisms, Kinesins and Tubulins interactions, etc.

1.3. Dissertation research questions
1.3.1. Coronaviruses project:
1. Do S proteins of SARS-CoV and SARS-CoV-2 have similarities or differences in
structural and sequential features? What are they?
2. How do the MD simulations perform to simulate the binding processes between S
protein and hACE2 protein?
1

3. Do SARS-CoV and SARS-CoV-2 have different electrostatic potential values? What
are the differences? What is the best way to visualize values?
4. What are the electrostatic forces between S proteins and hACE2? Do they change the
values or directions in the process of binding?
5. How many strong salt bridges are there between S proteins and hACE2? What about
hydrogen bonds? Any contributions binding of those pairs?
6. Can we identify several key residues in order to help the development of the future
drug design for COVID-19?
7. What can we learn from SARS-CoV-2 to be prepared for future coronavirus-caused
diseases?
1.3.2. UDG/DNA project:
1. Does UDG enzyme binding pocket obtain the highest importance in the binding
process?
2. How do charged residues on the binding pocket affect the binding affinity?
3. Does UDG enzyme have any polar distribution feature?
4. Does binding force change with or without mutated DNA base Uracil?
5. What is the mechanism of UDG enzyme in DNA repair?
1.3.3. Kinesin/E-hooks project:
1.

Do tubulin E-hooks play significant roles in binding with Kinesin?

2.

What is the flexibility of E-hooks?

3.

Are charge distributions different in tubulins with or without E-hooks?

2

4.

Are there any difference in force directions and strengths between tubulins with or
with E-hooks?

5.

What can be concluded regarding the importance of E-hooks?

1.4.

Dissertation map

Figure 1 Dissertation Map
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2. BACKGROUND
2.1. SARS-CoV and SARS-CoV-2
The ongoing COVID-19 pandemic is changing human society significantly and
causing both economic and social consequences all over the world [1]. Coronaviruses
are named for their crown-like spikes on their surface, and they are commonly found in
many mammal species [2]. Human coronaviruses were first identified in the mid-1960s.
There are four main sub-groupings of coronaviruses, known as alpha, beta, gamma, and
delta [3]. Among all the coronaviruses, there are seven known types of coronaviruses
that can infect human beings. People around the world commonly get infected by
human coronaviruses 229E, NL63, OC43, and HKU1 [4, 5]. And some coronaviruses
that infect animals are able to evolve and infect humans, among which the three recent
cases are SARS-CoV-2, SARS-CoV, and MERS-CoV[6]. The SARS-CoV-2 virus is the
novel coronavirus that causes coronavirus disease 2019, or COVID-19. Other than
COVID-19, coronaviruses have caused several pandemics before, including severe acute
respiratory syndrome (SARS) which was caused by SARS-CoV and the Middle East
respiratory syndrome (MERS) which was caused by MERS-CoV. To end the current
pandemic soon and be prepared for future similar challenges for human society, it is
essential to understand the binding mechanisms of SARS-CoV-2 infecting human cells.
This is achievable by studying the stabilities of SARS-CoV-2 at different pH conditions,
and identifying the key residues that play significant roles in the binding processes.
Coronaviruses contain membrane glycoprotein (M), nucleocapsid protein (N),
spike protein (S), envelope protein (E) and an RNA single chain[7]. For all enveloped
4

viruses, one of the most important steps during the binding process is membrane
fusion, which allows viruses to get into host cells [8]. For coronaviruses, the fusion
protein is the S protein that leads the binding process to attack human cells through the
host cell receptor angiotensin-converting enzyme 2 (hACE2) [9]. Human hACE2
(hACE2) is an enzyme located widely in the human body, including the lungs, kidneys,
adipose tissue, central nervous system and cardiovascular system [9-11] and it has
multiple essential functions such as the regulation of amino acid transport in the kidney
controlling the blood pressure, and viral receptors including both SARS-CoV-2 and
SARS-CoV [11]. Since it is of extreme importance to human health, there are numerous
research groups that have been or are currently working on S proteins and hACE2
using various approaches.
The traditional process of the de novo drug design is a challenging task which
consumes resources and time significantly. With the fast developments of computing
technology, computational methods have been widely used to drug-related
research[12], including protein-protein interactions[13, 14], MD simulations[15], coarsegrained models[16], pH dependence of protein-protein interactions[17-20], etc. Our
previous studies have applied multi-scale computational methods to study several
pathogens [21-25] including the SARS-CoV-2 viruses [26, 27], which revealed some
mechanisms of the SARS-CoV-2 S protein. Besides, many other research groups have
made successful progress to understand the SARS-CoV-2 using computational methods
[28, 29].
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2.2. UDG enzyme in DNA repair
DNA damage happens with a rate of 10 thousand to 1 million molecular lesions
per cell every day [30]. It may be caused by endogenous damage, such as reactive
oxygen species (ROS), and exogenous damage caused by radiation such as X-ray and
UV, plant toxins, and viruses [31]. To keep cells functioning normally, DNA repair is an
essential process as it provides comprehensive coverage of cellular responses to DNA
damage. Many studies [32, 33] have shown that several lifespan-influenced genes turn
out to be related to DNA damage repair and protection. DNA repair is an essential
mechanism that includes base excision repair (BER), nucleotide excision repair (NER),
and mismatch repair (MMR) [34, 35]. Among those three categories of DNA repair
mechanisms, BER is the process of removing damaged bases which may cause
mutations by mispairing or even result in breaks of DNA [36].
Uracil-DNA glycosylase, also known as UDG, is one of the most important
enzymes in the BER process [37, 38]. In the DNA duplication, uracil bases occur due to
the cytosine deamination or deoxy uridine monophosphate (dUMP) residues
misincorporation during DNA synthesis [38, 39], which leads to the consequence that a
base pair of guanine-cytosine (GC) is changed to adenine-uracil (AU), and over 50% of
all the progeny DNA are affected at the mutation site [40]. During its repairing process,
UDG is able to detect the damaged DNA base pair AU in a double-stranded DNA by
identifying the unusual kink of 45 degree [41]. Based on this fact, UDG firstly scans
DNA backbone for uracil bases, then use its “pocket” to closely bind to the uracil, and
finally catalyzes the hydrolysis of the N-glycosylic bond between uracil and sugar,
6

leaving an apyrimidinic site in uracil-containing single or double-stranded DNA [42].
Note that UDG enzyme shows no activity on uracil of RNA [43].
UDG has been analyzed from variable perspectives in decades [44, 45].
Researchers identified UDG in several families [46], including archaea, eubacteria,
eukaryotes, and large DNA viruses. Many groups studied the consequences of lacking
UDG functional activity in human cell lines [47], which is related to colorectal cancer.
Besides, many other investigations were conducted, for example, partial UDG treatment
for screening of DNA samples [48]. Based on various works, UDG is now widely used
in real-time polymerase chain reaction (PCR) to prevent uracil residues in DNA strands
[49], and is considered as a target for improving the anticancer effects of 5fluorodeoxyuridine (5-FdU, floxuridine) which is essential in fighting with multiple
cancers [50]. Due to UDG’s crucial functions in many fields, we were motivated to
study its detailed mechanisms using computational biophysics methods.

2.3. Motor proteins: Kinesin
Molecular motors are essential for living organisms as they take charge of
converting energy into motion or mechanical work, including cargo transport of
organelles, secretory vesicles and protein complexes in an extremely efficient way,
which are superior to current man-made motors[51, 52]. There are three major families
of cytoskeleton molecular motors: myosin, dynein and kinesin families. One of the most
important functions of kinesin molecular motor proteins is carrying cargos (organelles
and vesicles) from the center to the periphery of the cell, which means kinesins usually
move towards the plus end of microtubules (MTs)[53]. However, some of the kinesins
7

are found to have bidirectionality [54-57]. Normal kinesin is crucial to a healthy cell, as
certain types of mutations on kinesin proteins lead to nervous system disorders such as
peripheral neuropathy[58].
Kinesins perform their functions by moving along on microtubules.
Microtubules are cytoskeletal structures that are formed by the self-assembly of alphabeta tubulin heterodimers (~450 amino acids each) [58, 59]. They are 17 nm in interior
diameter and 25 nm in the outer. They are important structural elements of cells as they
serve as the supports in outlining the shape of cells[60, 61]. The functions of
microtubules include the axon extension in neurons and assembly of mitotic spindle in
dividing cells. Normal functioning of microtubules is essential for a healthy cell and
related systems, including nervous system. The abnormalities of microtubules are
associated with neurodegenerative diseases[62].
Besides, microtubules are traditional drug targets for cancer treatment. Antimitotic drugs are highly validated chemotherapy drugs and widely used for cancer
treatment[63, 64]. Traditional microtubule targeting anti-mitotic drugs aims at
depolymerizing or stabilizing microtubules to destroy the microtubule dynamic[65, 66],
which blocks mitosis and then kills the overactive cancer cells.
Recent work found that another promising direction of blocking the mitosis of
cancer cells is targeting kinesins. Kinesins-5 function as motors to separate microtubules
and form spindles in mitosis. Interrupting the binding or motility of specific kinesins
can also block the mitosis and kill the cancer cells. Due to the various types of
kinesins[67], kinesin targeting drugs will be more selective and also alternative drugs to
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solve the drugs resistance to microtubule targeting drugs. Therefore, discovering and
designing drugs targeting certain types of kinesins become a new promising direction
for cancer treatment[68-70]. Therefore, understanding the microtubules, kinesins and
their interactions is highly demanding for fundamental and disease treatment purposes.
As a part of tubulin structures, the C-terminal tails of each tubulin are considered
to be extremely flexible. Therefore, the structures of tails are extremely difficult to be
resolved by experimental methods. The C-terminal tails of tubulins have been noticed
and studied since the last century[71]. The name of E-hook was firstly defined in 2000 as
it contains many glutamates (GLU, E) which are negatively charged at pH 7, and their
work showed that a particular interaction related to E-hooks was essential for the onedimension Brownian movement along MTs in the w-state[72]. In the following decades,
E-hooks have been proven to play important roles in a cell, including increasing
cytoplasmic dynein and kinesin processivity[73], increasing the speed by interacting
with kinesin’s head[74], providing guidance and a soft landing for the microtubule[75].
Moreover, Nuclear Magnetic Resonance (NMR) and single-molecule methods have
characterized and evaluated the effects of E-hook mutations on cell function[76].
Even though E-hooks are believed to be of high importance in cytoskeletal
regulations and functions, the full functions of the E-hooks are still not well understood.
Here we implemented multi-scale computational methods in E-hooks related analyses,
including flexibility of E-hooks, binding force calculations at binding interfaces between
kinesins and tubulins, electrostatic potential calculations on the surface of kinesins and
tubulins.

9

3. METHODS
3.1. Structure Preparation
In coronaviruses project, the complex structures of SARS-CoV and ACE2 were
downloaded from the Protein Data Bank (PDB ID 6ACG [77]). Several SARS-CoV-2 S
protein RBD/ACE2 complex structures were determined [9, 78]. In this work, we used
6VW1 [79] as our complex structure to study the electrostatic binding interactions
between SARS-CoV-2 S protein RBD and ACE2. However, the 6VW1 only contains the
binding domains of SARS-CoV-2 S protein and ACE2. To study the electrostatic features
for the overall structure of SARS-CoV-2 S protein, SWISS model [80] was used to model
the whole structure of the SARS-CoV-2 S protein trimmer binding with ACE2 based on
the template of 6ACG. The sequence of SARS-CoV-2 was obtained from Genebank [81],
which was from the early patients in December 2019. The modeled RBD structure has
less than 1Å RMSD compared to the experimental determined RBD structures, which
demonstrates that the modeled RBD structure is very reliable (as shown in figure 2).
When studying the electrostatic interactions, we mainly focused on the receptor binding
domain (RBD) of S protein and the binding domain of ACE2. To understand the
mechanisms of S protein binding to ACE2, S protein RBD was separated from the ACE2
binding domain by a distance from 5Å to 40Å with a step of 1Å, when analyzing the
electrostatic binding forces.

10

Figure 2 RMSD comparison of SARS-CoV/ACE2 and SARS-CoV-2/ACE2
In UDG/DNA project, the complex structure of DNA/UDG was downloaded
from the Protein Data Bank (PDB ID: 1EMH [82], shown in figure 3) and visualized
using Chimera [83]. In this original structure, the base at target location (B5, flips out to
UDG) is pseudo substrate (P2U), which is to replace uracil so that it binds to UDG
stably. Since UDG is targeting uracil in a real DNA rather than P2U, we mutated P2U
base to uracil(U) using Chimera. For the convivence and accuracy of the following
calculations, we deleted all the H2O (water) molecules that are involved in the original
structure. Instead, the implicit solvent model (Poisson-Boltzmann) was utilized in our
methods, including DelPhi, DelPhiForce and DelPhiPKa. In particular, we studied the
binding pocket of UDG, which is referred to as the essential binding area [43]. The
surface of the binding pocket is colored in magenta as shown in figure 4, and the
residues involved in UDG pocket are: Q144, D145, P146, Y147, H148, F158, S169, S247,
H268, P269, S270, P271, L272, S273.
UDG is able to detect the damaged DNA base pair AU in a double-stranded
DNA by identifying the unusual kink of 45 degree [41]. The uracil base then flips out to
11

the UDG binding pocket so that UDG hydrolyzes the uracil from DNA. Figure 3 shows
the binding state of an uracil to UDG pocket.

Figure 3 DNA / UDG complex structure
(A) The overall structure of UDG (grey) and a double-stranded DNA of which the uracil
(at B5 location) flips out to the pocket. (B) A zoom-in view of the binding area of UDG
(grey) and the uracil (at B5 location).

DNA always binds to the UDG at the pocket side (colored as magenta in figure
4) rather than the other side. This is crucial for the binding process since only the pocket
area is able to “cut” uracil in DNA instead of other regions on UDG. But the factors to
guide DNA binding with UDG binding pocket efficiently are not fully understood, here
we illustrated electrostatic potential on the surface of UDG to demonstrate the binding
mechanism.
12

Figure 4 UDG binding pocket
(A) The surface of UDG with the pocket colored in magenta. The B5 base uracil (green)
flips out to the pocket; (B) A closeup of the binding pocket(magenta) surface and the
uracil base(green).

In Kinesin project, the original complex structures of kinesin/tubulins and
tubulins (with E-hooks sequences) were downloaded from the Protein Data Bank (PDB
ID: 6TA3[84] and 3J71[85]). Since 6TA3 does not include E-hooks sequences and 3J71
does not include a kinesin structure, we matched those two structures and visualized
using Chimera [83]. E-hook structures from alpha and beta tubulin are not available in
any of the experimental results, so we applied a tool MODELLER[86] to predict the
structure of missing parts (alpha tubulin: GVDSVEGEGEEEGEEY (16 AAs), beta
tubulin: DEQGEFEEEEGEDEA (15 AAs)). After those preparations, we got a full
complex structure of kinesin and tubulins with E-hooks (figure 5A).
13

Figure 5 The complex structure of kinesin and tubulins with E-hooks.
(A) The structure of kinesin and tubulins with E-hooks. Alpha tubulin is colored in
pink, beta tubulin is colored in blue and kinesin is colored in grey. E-hooks in both
14

alpha and beta tubulins are colored in yellow; (B) Alpha tubulin E-hook with the
sequence details; (C) Beta tubulin E-hook with the sequence details. In B and C, GLU is
colored orange, ASP is colored purple and residues with no charge are colored gray.
From figure 5 (B and C), the C-terminal tails (E-hooks) are rich in aspartic acid
(Asp, D) and glutamic acid (Glu, E) which are negatively charged at pH 7. However, the
E-hooks in alpha and beta tubulins are not the same. E-hooks in alpha tubulin have 16
AAs (GVDSVEGEGEEEGEEY) and E-hooks in beta tubulins have 15 AAs
(DEQGEFEEEEGEDEA). The locations and positions of two E-hooks are different due
to the high flexibility, which may lead to the different features between alpha and beta
tubulins as discussed in the following sections.

3.2. Electrostatic Calculations using DelPhi
In order to study the electrostatic features, DelPhi is utilized to calculate the
electrostatic potential for proteins. In the framework of continuum electrostatics, DelPhi
calculates the electrostatic potential ϕ (in systems comprised of biological
macromolecules and water in the presence of mobile ions) by solving the PoissonBoltzmann equation (PBE):
𝛁 ∙ [𝛜(𝐫)𝛁𝛟(𝐫)] = −𝟒𝛑𝛒(𝐫) + 𝛜(𝐫)𝛋𝟐 (𝐫) 𝐬𝐢𝐧𝐡(𝛟(𝐫)⁄𝐤 𝐁 𝐓)

(𝟏)

where ϕ(r) is the electrostatic potential, ϵ(r) is the dielectric distribution, ρ(r) is the
charge density based on the atomic structures, κ is the Debye-Huckel parameter, k # is
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the Boltzmann constant, and T is the temperature. Due to the irregular shape of
macromolecules, DelPhi uses a finite difference (FD) method to solve the PBE.
The values of electrostatic potential of proteins were calculated by Delphi. The
calculated electrostatic potential on the surface was visualized with Chimera. In order
to visualize electric field lines between proteins, for example between SARS-CoV and
ACE2 and between UDG enzyme and DNA bases, Visual Molecular Dynamics (VMD)
[87] was implemented based on the electrostatic potential map from DelPhi
calculations. The color scale range was set from −1.0 to 1.0 kT/Å or −3.0 to 3.0 kT/Å in
different cases.
In the process of DelPhi calculations, the PQR file of each capsomer was
generated by PDB2PQR [88]. During DelPhi calculations, the resolution was set as 1
grids/Å. The dielectric constants were set as 2.0 for protein and 80.0 for the water
environment, respectively. The protein filling percentage of Delphi calculation box
(perfil) was set to be 70.0. The probe radius for generating the molecular surface was 1.4
Å. Salt concentration was set as 0.15 M. The boundary condition for the Poisson
Boltzmann equation was set as a dipolar boundary condition.

3.3. Electrostatic Binding Forces
To compare the strengths and directions of electrostatic forces between proteins,
such as RBDs of SARS-CoV-2 and SARS-CoV with ACE2, DelphiForce [28, 29] was
implemented to perform the force calculations. The electrostatic binding forces
calculated by DelphiForce were visualized with VMD and represented by arrows. Take
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coronavirus project for example, the structures at each distance of S protein and ACE2
protein were used to calculate binding forces. Forces are shown with different S protein
RBD-ACE2 distances from 5Å to 40Å with a step of 2Å. The S protein RBD and ACE2
are separated in the direction of their mass center connection line. For better
visualization of force directions in VMD [35], arrows were normalized to be of the same
size at variable distances, which shows only the direction of each force without
considering its strength by sizes. The magnitudes of the electrostatic binding forces
were illustrated and the trends of forces change of the total binding forces are shown.

3.4. Molecular Dynamic (MD) Simulations
To simulate the dynamic interactions between proteins, MD simulations were
carried out on GPUs of Lonestar5 clusters and CPUs of Stampede2 clusters at the Texas
Advanced Computing Center (TACC https://www.tacc.utexas.edu/). Take
coronavirus project for example, a 2000-step minimization was performed for each
simulation, followed by a 100 million steps, during which 20,000 frames were saved
from two 100ns simulations of both SARS-CoV and SARS-CoV-2 separately (1.0 fs per
step, 1 frame at each 5000 steps, 100 million steps in total). The RMSDs of the SARS-CoV
and SARS-CoV-2 trajectories are about 3.4Å and 1.1 Å, respectively. During the MD
simulations, the temperature was set to be 310 K or 300K in different projects, and the
pressure was set to be standard using the Langevin dynamics. For PME, which is set for
full-system periodic electrostatics. In those two simulations of coronaviruses projects,
atoms that are not located in binding domains were constrained within a margin of 10.0
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Å of their natural movement maximum length values. In order to get a more accurate
result of the simulation, data of the last 50 ns of simulations were selected and used for
later data analysis, since the structure of the first 50 ns is not as stable as the last 50 ns of
simulations.
To analyze the interaction between S proteins and ACE2, the salt bridges that
formed within the distance of 4 Å were extracted from the last 10,000 frames of
simulations, and for hydrogen bonds the cutoff was 4 Å. The several top-strongest salt
bridges in each binding domain were determined by calculating their formation
frequency during MD simulation.
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Figure 6 Key residues forming salt bridges at S protein and ACE2 RBD interfaces
(A) Distance of the ASP463 – LYS26 salt bridge found on the interface of SARS-CoV and
ACE2; (B) Distance of the GLU23 – LYS465 salt bridge found on the interface of SARSCoV and ACE2, (C) Distance of the GLU37 – LYS390 salt bridges found on the interface
of SARS-CoV and ACE2; (D) Distance of the GLU329 – ARG426 salt bridges found on
the interface of SARS-CoV and ACE2; (E) Distance of the ASP20 - LYS134 salt bridge
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found on the interface of SARS-CoV-2 and ACE2; (F) Distance of the GLU311 – ARG121
salt bridges found on the interface of SARS-CoV-2 and ACE2. Red line is the cutoff
value of 4 Å which is chosen when calculating the salt bridge.

3.5. Protein Manipulation Algorithms
3.5.1. Separation
With two separated coordinates files of the protein units as inputs, this tool
would displace one of the two units in a user given distance away from the other. For
clarification, one of the protein units would be fixed in its original coordinates and is
referred to as the fixed unit. The other protein unit would be manipulated to result in
different positions and orientations and is hence referred to as the manipulated unit.
The tool first calculates the mass center of both proteins, Cfixed, and Cmanipulated, by
averaging the coordinates of each individual atom after weighted by their
BB⃗, form Cfixed to
corresponding atomic mass. With the obtained mass centers, a vector 𝑀
BB⃗ can then be normalized with its magnitude to
Cmanipulated is calculated. This vector 𝑀
B⃗ that defines the direction of the separation. With the vector 𝑈
B⃗ and
obtain the vector 𝑈
the user-defined separation distance, d, a separation vector, 𝑆⃗, would then be generated,
which is then applied to the coordinates of the manipulated unit and create a new
structure that is separated from the fixed unit by the user-defined distance d.

3.5.2. Rotation
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The rotation tool would rotate the manipulated unit around the fixed one by a
user-given angle. This rotation operation can be carried out in xy plane (around z-axis),
xz-plane or yz-plane as users prefer. Rotation in xy-plane is discussed here for a
simplified demonstration.
The tool will start by calculating the mass center Cfixed using the method
demonstrated in the section above. A vector, BBBBB⃗
M$ , from Cfixed to a randomly chosen atom
A in the manipulated unit can be created. The rotation vector, BBBB⃗
𝑅$ , would then be
BBBBB⃗
generated via multiplying vector M
$ vector by a rotation matrix that included the userBBBB⃗
defined angle for the desired rotation. This obtained 𝑅
$ is then applied on the x, y, z
coordinates of the manipulated unit, generating a modified structure with the userdefined degree of rotation.
It is important to notice that the rotation of manipulated units around the fixed
one may introduce clashes if the atoms are close to each other. Therefore, it is
recommended to separate the manipulated unit from the fixed one to a proper distance
upon using the rotation tool.

3.5.3. Spin
This tool allows the spinning of the manipulated unit with respect to its own
mass center. Similar to the rotation tool, spinning tool can be performed in any of the
xy-, yx-, or xz- plane. Spinning the protein unit in xy-plane is discussed here as a
demonstration.
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With the coordinate file of the unit to be manipulated as the input, this tool first
calculates its mass center, Cmanipulated. A vector, BBBBB⃗
M$ , from Cmanipulated to a randomly chosen
atom would then be generated and multiplied by a rotation matrix to generate the final
spinning vector, SBBBB⃗
$ . The final coordinates of the atom will be calculated using the
spinning vector. As the operation being carried out in the xy-plane, the z coordinate of
each atom reminds the same as original. This process would be repeated on each
individual atom within the protein unit and output their spun coordinates into a
separate file. To avoid clashes, it is recommended to separate the manipulated unit from
the fixed one to a proper distance upon using the spinning tool.

3.5.4. Perpendicular Translation
The perpendicular translation tool shifts the manipulated unit along the line that
is perpendicular to the vector of mass centers in the selected plane. The translation in
xy-plane is shown as an example.
This tool calculates the mass centers of both protein units and the vector of mass
BB⃗, the normalized vector 𝑈
B⃗, as well as the separation vector, 𝑆⃗. The separation
centers, 𝑀
B⃗ that
vectors 𝑆⃗ would then be rotated 90˚ or -90˚ to generate the final translation vector 𝑇
contains information of the user-defined distance. Finally, this tool modifies the
B⃗ to create a new structure
coordinates of the manipulated unit using translation vector 𝑇
which is translated along the line perpendicular to the mass center vector by a given
distance d. Similar to the rotation and spinning tool, it is also recommended to separate
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the manipulated unit from the fixed one to a proper distance upon using this tool in
order to avoid any clashes.

3.5.5. Capsid Structure Manipulation
Many PDB files of multi-protein complexes deposited in Protein Data Bank
(PDB) do not actually contain the coordinates of all the protein units within the
complexes, making it inconvenient for researchers who study protein-protein
interactions among multiple protein units. However, instructions on how to construct
the missing units from the given units are given as BIOMT matrices (Table 1). Within
the BIOMT matrices, the numbers of biomolecules to be constructed (Table 1, Column3),
as well as the corresponding transformation matrices are provided (Table 1, Column47). Therefore, in order to generate the structure of all the individual biomolecule units
within the pseudo spherical (icosahedral) viral capsid, an input coordinate file
containing BIOMT matrices information is required.
Table 1 Demonstration of the BIOMT matrices provided in PDB files
Column1

Column 2

Column3

Column4

Column5

Column6

Column7

REMARK 350 BIOMT1

N

𝑎

𝑏

𝑐

𝑑

REMARK 350 BIOMT2

N

𝑒

𝑓

𝑔

ℎ

REMARK 350 BIOMT3

N

𝑖

𝑗

𝑘

𝑙

As shown in Table 1, each transformation matric contains BIOMT1, BIOMT2,
BIOMT3, which would be apply on x, y and z coordinates, respectively, using the
following equations:
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𝒙𝒇 = 𝒂𝒙𝟎 + 𝒃𝒚𝟎 + 𝒄𝒛𝟎 + 𝒅
J𝒚𝒇 = 𝒆𝒙𝟎 + 𝒇𝒚𝟎 + 𝒈𝒛𝟎 + 𝒉
𝒛𝒇 = 𝒊𝒙𝟎 + 𝒋𝒚𝟎 + 𝒌𝒛𝟎 + 𝒍

(2)

where the coefficients a to l are provided by the BIOMT matrices (Table 1), and x0, y0,
and z0 represent the original coordinates of individual atom in the given molecule. The
calculation would be performed on all other atoms until the structure of protein unit is
completed and output as a separate file. This process will then be repeated with the
next BIOMT matrix until all the required protein units are generated (figure 7).
This tool can be applied in generating structures of individual protein units form
any multi-protein complex as long as the BIOMT matrices are provided. As a
demonstration, the initial structure of the TCV capsid was downloaded from PDB (ID
3ZX8), by which the structure of a capsomer and the BIOMT matrices were provided.
Using the capsid generation tool, 60 copies of capsomer structures were generated and
assembled into the native structure of TCV capsid (figure 7b). These capsomer
structures can then be collected for further studies, where the interactions among
capsomers are investigated.
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Figure 7 Structure manipulation of the capsid of Turnip Crinkle Virus (TCV)
(a) Individual capsomer of TCV with the three types of protein subunits labeled on the
side (PDB ID 3ZX8); (b) The whole TCV capsid generated using the capsid generation
tool; Penal (c), (d), (e) and (f) are demonstration of structure manipulation where: (c) the
native TCV capsid is expended by 0.7RM. The central section of the native capsid (left)
and the expended capsid (right) are shown as their radius labeled in black, respectively;
(d) One capsomer is detached from the rest of the capsid by 0.4 to 1.0RM, as its distance
to the mass center of the whole capsid increases to 1.4RM and 2.0RM; (e) one capsomer is
first detached by 0.7RM and then spun from -90˚ to 90˚ in the xy-plane (around z-axis);
(f) After detached by 0.7RM, the capsomer is rotated around the capsid from -20˚ to 20˚
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with respect to the mass center of the whole capsid. In all panels, the capsomers and
capsids are shown in their density map generated using Chimera [89, 90] and colored
by radius from red to green.

3.5.6. Capsid Expansion Tool
The next tool allows the shifting of all capsomers away from the mass center of
the whole capsid resulting in a viral capsid expended by a user desired distance (figure
7c).
The first step in this operation is to find the capsid’s mass center, Ccapsid, which
would be done in a similar manner to the capsid generation tool. When determining the
mass center of TCV capsid, this tool first calculates the mass center of the primary
capsomer, and then transformed the obtained coordinates according to the given
BIOMT matrices. 60 copies of coordinates would be generated and presenting the mass
center of corresponding capsomers in the TCV capsid. With these coordinates, the
coordinates of the mass center of the whole TCV capsid can then calculated by
averaging the mass center coordinates of its individual capsomer, as shown in the
following equation:
∑𝑵 𝒙
⎧𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒙) = 𝒏/𝟏 𝒏
𝑵
⎪
⎪
𝑵
∑𝒏/𝟏 𝒚𝒏
𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒚) =
⎨
𝑵
𝑵
⎪
∑
⎪
𝒏/𝟏 𝒛𝒏
⎩ 𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒚) =
𝑵
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(3)

where N is the total number of capsomers, xn, yn and zn are the coordinates of the mass
center of the capsomer n.
Next, the tool generates 60 copies of vectors, 𝑆⃗1 , from the mass center of the
whole capsid to the mass center of individual capsomer by the following equation; The
vectors, 𝑆⃗1 , would define the direction of the shifting the individual capsomers.
B𝒔⃗𝒏,𝒙 = 𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒙) − 𝑪𝑵 (𝒙)
a𝒔B⃗𝒏,𝒚 = 𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒚) − 𝑪𝑵 (𝒚)
B𝒔⃗𝒏,𝒛 = 𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒛) − 𝑪𝑵 (𝒛)

(4)

where Ccapsid(x), Ccapsid(y), and Ccapsid(z) are given in eq. 2, CN(x), CN(y), and CN(z) are the
coordinates of mass center of the capsomer n.
The shifting (expansion) distance can again be defined by the user. To make it
more convenient for users who don’t have direct measurement of the desired distance,
we introduce the concept of a mean radius of mass distribution, the mean mass radius
RM, which is defined using the following equation:
⎧𝒓𝒊 = d[𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒙) − 𝒙𝒊 ]𝟐 + [𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒚) − 𝒚𝒊 ]𝟐 + [𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒛) − 𝒛𝒊 ]𝟐
⎪
⎨
⎪
⎩

∑𝑰𝒊/𝟏 𝒎𝒊 𝒓𝒊
𝑹𝑴 =
|𝑴𝑻 |

(5)

where xi, yi, and zi are the coordinates of atom i, ri is the distance between a single atom i
and the mass center of the capsid Ccapsid, mi is the atomic mass of the corresponding
atom, and MT is the total atomic mass of all atoms within the capsid.
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Thanks to the icosahedral symmetry of the vial capsid, the distances from 𝐶9:;<=>
to the mass center of individual capsomer are equal. The calculation of the RM can be
simplified to one step using the following equation:
B⃗𝒏 |
𝑹𝑴 = |𝑺
(6)
= d[𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒙) − 𝑪𝑵

(𝒙)]𝟐

+ [𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒚) − 𝑪𝑵

(𝒚)]𝟐

+ [𝑪𝒄𝒂𝒑𝒔𝒊𝒅 (𝒛) − 𝑪𝑵

(𝒛)]𝟐

where only the coordinates of the capsid mass center Ccapsid(x, y, z), and that of the one
capsomer n is needed.
With the given distance, d, an expansion vector, 𝐸B⃗ , would then be generated
using the following expressions:
B𝑬⃗𝒙 = 𝒅 ∙ 𝑹𝑴 ∙ B𝑺⃗𝒏,𝒙
B⃗𝒏,𝒚
BB⃗𝒚 = 𝒅 ∙ 𝑹𝑴 ∙ 𝑺
a𝑬

(7)

B⃗𝒏,𝒛
BB⃗𝒛 = 𝒅 ∙ 𝑹𝑴 ∙ 𝑺
𝑬

Finally, the tool generates the expanded structures based on the given primary
capsomer, BIOMT matrices and the calculated expansion vector 𝐸B⃗ , using the following
equation:
B⃗𝒙
𝒙𝒇 = 𝒂𝒙𝟎 + 𝒃𝒚𝟎 + 𝒄𝒛𝟎 + 𝒅 + 𝑬
B⃗𝒚
a𝒚𝒇 = 𝒆𝒙𝟎 + 𝒇𝒚𝟎 + 𝒈𝒛𝟎 + 𝒉 + 𝑬

(8)

𝒛𝒇 = 𝒊𝒙𝟎 + 𝒋𝒚𝟎 + 𝒌𝒛𝟎 + 𝒍 + B𝑬⃗𝒛
where the coefficients a to l are provided by the BIOMT matrices (Table 1), and x0, y0,
and z0 are the coordinates of individual atom in the primary capsomer. The calculation
would be repeat on all atoms within the capsomer and output the expanded
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coordinates into a separated file. This process then goes on with the next BIOMT matrix
until the expanded capsid is generated (figure 7bc).
As a demonstration, a TCV capsid expended by 0.5RM was generated by shifting
the individual capsomers 0.5RM away from the mass center of TCV capsid (figure 7c).
With the structures of expended capsid and its individual capsomer, investigation that
aims to determine the driving force of intact viral capsid assembly, can be carried out as
discussed in the later section.

3.5.7. Capsomer Detachment Tool
This tool detaches a single capsomer from the viral capsid by a user defined
distance. Compare to previous tools, this one will output a structural file of the shifted
capsomer and the rest of the capsid in two separated files. The work flow of this tool is
very similar to that of the expansion tool, except the expansion vector would only be
applied on the chosen capsomer. The detachment distance can be user defined
relatively to the mean mass radius RM. As a demonstration, one of the capsomer from
TCV capsid was separated from the rest of the capsid from 0.4RM to 1.0.RM in 0.1RM
intervals (figure 7d).
Once the structures of the detached capsomer and the rest of the capsid are
obtained, operations including spinning and rotation, can then be carried out for the
purpose of investigating the interactions between the one capsomer and rest of the
capsid during viral capsid assembly. After detached from the TCV capsid by 0.7RM, the
capsomer was spun in the xy-plane (around z-axis) from -90˚ to 90˚ in 2˚ intervals
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(figure 7e) using the spinning tool described in section 2.1.3. The capsomer were also
rotated around the rest of the capsid from -20˚ to 20˚ in 2˚ intervals (figure 7f).
By detaching, spinning and rotating a single capsomer, different orientations and
distances of capsomer with respect to the rest of the capsid were obtained, which can be
used for the capsid assembly studies where the driving force can be investigated in a
manner of mimicking the dynamic assembly process.

3.5.8. Cylindrical Structure Manipulation
The application of the manipulating tool can be extended in complexes where
cylindrical structures are involved. One example is to mimic the kinesin motor’s
movement on the microtubule filament, which can be subsequently used in the
investigation of kinesin-microtubule interactions during cargo transportation. In this
work, the complex structure of kinesin binding with microtubule is generated and
described in our previous paper[91]. However, the StructureMan tool can be used to
any other microtubule and cylindrical biomolecules. With the tools described above, 4
different operations of the kinesin motor domain were performed: 1) shifted away from
the microtubule by 5Å to 50Å in 2Å interval using the separating tool (figure 8a); 2)
rotated around one chosen microtubule unit from -20˚ to 50˚ in 2˚ interval using the
rotation tool (figure 8b). This rotation range was limited by the steric effects of the
neighboring microtubule units; 3) spun from -180˚ to 180˚ in 2˚ interval around the Z
axis using the spin tool (figure 8c). 4) translated along the microtubule from -80Å to 80Å
in 2Å interval using the perpendicular translation tool (figure 8d); In each operation, the

30

structures of kinesin motor domain with various distances and orientations were output
separately and collected for Delphi [92, 93] and DelphiForce [94, 95] calculation.

Figure 8 Structure manipulation of the kinesin with respect to microtubule
In each of the four operations, the microtubule is shown at the bottom in green and
shown in density map generated by chimera [89, 90], whereas the motor domain of
kinesin is shown on the top in ribbon with various colors, red, purple, orange and blue.
The motor domain is manipulated by (a) shifted from the microtubule from 5Å to 50Å
in 2Å interval; (b) rotated around one chosen microtubule unit form -20˚ to 50˚ in 2˚
interval; (c) spun from -180˚ to 180˚ in 2˚ interval around the z-axis; (d) translated along
the microtubule from -80Å to 80Å in 2Å interval.
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3.6. Folding Energy Analysis
The net charges of proteins at the unfolded state were calculated using the
following equation:
𝑵

𝟏𝟎@𝟐.𝟑𝒚(𝒊)(𝒑𝑯@𝒑𝑲𝒂(𝒊))
𝑸𝒖 (𝒑𝑯) = p
𝟏 + 𝟏𝟎@𝟐.𝟑𝒚(𝒊)(𝒑𝑯@𝒑𝑲𝒂(𝒊))

(𝟗)

𝒊/𝟏

where the summation is of all the titratable groups, y(i) value is -1 for acidic groups and
+1 for basic groups, respectively. As for the folding free energy, the next equation was
implemented:
𝚫𝐍u𝐩𝑯𝒇𝒐𝒍𝒅𝒊𝒏𝒈 w = 𝟐. 𝟑𝐑𝐓 |

𝒑𝑯𝒇

𝒑𝑯𝒊

(𝑸𝒇 (𝒑𝑯) − 𝑸𝒖 (𝒑𝑯)𝒅(𝒑𝑯))

(𝟏𝟎)

where 𝑄J (𝑝𝐻) and 𝑄K (𝑝𝐻) stand for the net charge of folded and unfolded state,
M9:N

respectively. R is the universal gas constant taken as 1.9872 × 10@L OPN∗R . T is the
temperature with the value of 300 K.
DelPhiPKa [96, 97] was used to calculate the pH dependence of folding energy
for UDG, given the pH ranging from 0 to 14 with the pH interval of 0.5. During the
calculations, we used AMBER force field [98]. Water molecules and HETATM were
removed because the implicit solvent model is used in DelPhiPKa. The Variance of
Gaussian Distribution was set to be 0.7, salt concentration was 0.15, reference dielectric
was 8.0, and external dielectric was 80.0. Please note that the algorithms we applied to
calculate the folding energies are for the relative values, that is, at pH=0 the folding
energy is 0 and at any other pH values the folding energies are the relative values to the
pH=0 condition.
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3.7. Relative Binding Energy Calculation
For the binding energy calculation, we involved two methods, which are
DelPhiPKa and MM/PBSA[99]. To calculate binding energy using DelPhiPKa, the
following equation was used:
𝐩𝐇

∆𝑵(𝐩𝐇) = 𝑹𝑻𝐥𝐧𝟏𝟎 | (𝑸𝒕 − 𝑸𝒗 − 𝑸𝒓 )𝒅𝐩𝐇

(𝟏𝟏)

𝐩𝐇𝟎

where ∆𝑁(pH) is the the binding free energy at different pH values, 𝑄X is the total
net charges of complex structures (eg. SARS-CoV/SARS-CoV-2 S protein RBD and
ACE2 RBD), 𝑄Y is the net charges of single protein (eg. SARS-CoV/SARS-CoV-2 S
protein RBD), and 𝑄Z is the net charges of the receptor protein (eg. ACE2 RBD). R is the
M9:N

universal gas constant taken as 1.9872 × 10@L OPN∗R . T is the temperature with the value
of 300 K or 310K in different cases.
Please note that the algorithms we applied to calculate the binding energies are
for the relative values, that is, at pH=0 the binding energy is 0 and at any other pH
values the binding energies are the relative values to the pH=0 condition.

3.8. Protein Flexibility Algorithms
For the analysis of protein tails (eg. E-hooks) flexibility, we used the Euclidean
distance between points, which in Euclidean space is the length of the line segment
between the points. We calculated from the Cartesian coordinates of the points using
the Pythagorean theorem, with the following procedures:
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Let
(𝒙𝒊 , 𝒚𝒊 , 𝒛𝒊 ): 𝐢 = 𝟏, . . , 𝐧
be a collection of points. So, the centroid is
(𝐱, 𝐲, 𝐳) =

∑𝒏
𝒊%𝟏(𝒙𝒊 ,𝒚𝒊 ,𝒛𝒊 )
𝒏

Then we take
∑𝒏𝒊/𝟏((𝒙 − 𝒙𝒊 )𝟐 + (𝒚 − 𝒚𝒊 )𝟐 + (𝒛 − 𝒛𝒊 )𝟐 )
𝛔 =
𝒏
𝟐

(𝟏𝟐)

where σ is the standard deviation in Euclidean distance of all points from the centroid,
which we define as the flexibility of E-hooks.
In E-hooks project, we also calculated the correlation between the movements of
Alpha and Beta E-hooks. We selected the C-alpha atoms of the residue at the end of Ehooks (Y451 in Alpha tubulin and A445 in Beta tubulin) at each frame of our MD
simulations (41 frames in total, frame No.0-40). We set the C-alpha location at frame 0 as
the reference location, and calculated the distance between the locations of current
frame and the location of frame 0.
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4. RESULTS
4.1. Coronavirus Projects
To analyze the overall sequence and structural differences between SARS-CoV
and SARS-CoV-2, the sequences of SARS-CoV and SARS-CoV-2 studied in this work
are aligned using clustal omega [100]. The results are shown in figure 9 and 10. The
positions of those mutations are mapped to SARS-CoV-2 structure as labeled in in four
colors on a single chain of S protein: Red represents residues which are mutated to be
more negative; Blue represents residues which are mutated to be more positive; yellow
represents residues which are mutated from polar to hydrophobic; cyan represents
residues which are mutated from hydrophobic to polar. It is found that most of the
mutations are distributed on the surface of the S protein. We observed that the
mutations in the RBD region are located close to the interface by facing ACE2. This
observation indicates that the mechanisms of S protein binding to ACE2 between SARSCoV and SARS-CoV-2 may be quite different. Therefore, we performed comprehensive
analysis of the binding interfaces to investigate their different binding mechanisms.
Furthermore, it is obvious that some mutations are located on the hinge, which links the
RBD and other regions of the S protein, as shown in the green circle of figure 10. It
suggests that the flexibility of the RBD may also be different between those two viruses,
which might open an avenue for our future research on coronaviruses.
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Figure 9 Genome sequence alignment of SARS-CoV and SARS-CoV-2 S protein RBDs
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Figure 10 Structure of SARS-CoV-2 S proteins and ACE2 binding domain
(A) The structure of S protein trimer binding with ACE2 binding domain. ACE2 is
shown in grey color. The three S protein monomers are represented in yellow, orange
and green colors, respectively. The mutations from SARS-CoV to SARS-CoV-2 in this
study are labeled in four colors on a single chain of S protein: Red represents residues
which are mutated to be more negative; Blue represents residues which are mutated to
be more positive; yellow represents residues which are mutated from polar to
hydrophobic; cyan represents residues which are mutated from hydrophobic to polar.
(B) Structure of a single S protein monomer. The RBD shown in red circle is flipping out
to reach ACE2. The green circle region highlights the hinge between RBD and the rest of
S protein.
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Figure 11 Complex structures of S protein RBDs and ACE2 protein
(A))SARS-CoV S protein RBD (purple) and SARS-CoV-2 S protein RBD (yellow) bind
with human ACE2 binding domain (gray); (B) The interface area of SARS-CoV S protein
RBD (purple) and SARS-CoV-2 S protein RBD (yellow) with human ACE2 binding
domain (gray).

4.1.1. Electrostatic Surfaces and Field Lines
We compared the structure of the S protein RBDs of SARS-CoV with the same
part of SARS-CoV-2. As shown in figure 11A, SARS-CoV S protein RBD (purple) and
SARS-CoV-2 S protein RBD (yellow) are aligned based on their structures, while human
ACE2 binding domain (gray) are bound with S protein RBDs. The overall RBDs
structures of SARS-CoV and SARS-CoV-2 S proteins are very similar, with the RMSD
[101] of 0.965 Å, but some differences can still be noticed in several loops of the RBDs
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(figure 11B), which is due to two factors: 1. The high flexibility of the loops; 2. The
amino acid differences between SARS-CoV and SARS-CoV-2. The variation of binding
mechanisms between the two viruses could be caused by the differential residues rather
than the whole structures.

4.1.2. Electrostatic Potential
To study the electrostatic features, DelPhi is utilized to calculate the electrostatic
surfaces of the S protein RBDs and ACE2. The charge distribution on SARS-CoV S
protein RBD is rendered by Chimera, with a color scale from -1.0 to 1.0 kT/Å. The
charge distribution on SARS-CoV-2 S protein RBD is rendered by Chimera, with a color
scale from -1.0 to 1.0 kT/Å. Negatively and positively charged areas are colored in red
and blue, respectively. The electrostatic surfaces show that the binding interface of
ACE2 is dominantly negative, while the binding interfaces of S protein RBDs are all
dominantly positive.
The difference of the electrostatic potential (which is generated from DelPhi)
between SARS-CoV and SARS-CoV-2 S protein RBDs was calculated and mapped on
the surface of SARS-CoV-2, as shown in figure 12C. From the presentation in figure
12C, an area of positive charge is observed, which also shows that SARS-CoV-2 S
protein RBD is more attractive than the SARS-CoV to ACE2, since ACE2 has an overall
negative charged surface, as shown in figure 7D. Therefore, we expect the SARS-CoV-2
S protein RBD may form more non-covalent bonds with ACE2, such as hydrogen bonds
and salt bridges. In the later sections we demonstrate that besides salt bridge residue
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pairs, the SARS-CoV-2 utilizes a cluster of residues to interact with ACE2, which is
more robust than individual salt bridges.

Figure 12 Electrostatic surfaces of S protein and hACE2 RBDs
(A) Electrostatic surface of SARS-CoV S protein RBD; (B) Electrostatic surface of SARSCoV-2 S protein RBD; (C) Electrostatic difference between SARS- CoV and SARS-CoV-2
S protein RBD, by subtracting electrostatic values of SARS-CoV-2 by SARS-CoV, and
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mapped the values on the surface of SARS-CoV-2; (D) Electrostatic surface of human
ACE2 RBD; (E) Structure comparison of SARS-CoV S protein RBD and SARS-CoV-2 S
protein RBD, colored with purple and yellow, respectively; (F) The structure of human
ACE2 binding domain, colored with gray.
The values of electrostatic potential (which is generated from DelPhi) between
SARS-CoV and SARS-CoV-2 S protein full structures were calculated and visualized, as
shown in figure 13, with different views of S proteins.
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Figure 13 Electrostatic potential on surfaces of SARS-CoV and SARS-CoV-2 S proteins
(A) Top view of S protein structure; (B-C) Top views of electrostatic potential on
surfaces of SARS-CoV and SARS-CoV-2 S protein, respectively; (D) Front view of S
protein structure; (E-F) Front views of electrostatic potential on surfaces of SARS-CoV
and SARS-CoV-2 S protein, respectively; (G) Bottom view of S protein structure; (H-I)
Bottom views of electrostatic potential on surfaces of SARS-CoV and SARS-CoV-2 S
protein, respectively. Negatively and positively charged areas are colored in red and
blue respectively, with the color scale from -1.0 to 1.0 kT/e.
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4.1.3. Electric Filed Lines
Electric field lines that surround the binding interfaces are calculated using
Delphi. To better visualize the field lines between interfaces and show its interaction
area with a clear representation, S protein RBDs were separated from ACE2 by 20Å
(figure 14). In figure 14, densities of field lines represent the strengths of interactions.
Higher density indicates stronger interaction in the region.
Shown in figure 14A and 14B, we see the similarity in field lines of SARS-CoV
and SARS-CoV-2 complex structures. In those two panels, the field lines that connect S
proteins and ACE2 are clearly shown with high densities all around the surfaces. This
fact shows that both SARS-CoV and SARS-CoV-2 S protein RBDs have strong attractive
binding forces to ACE2 protein, and the further discussions on binding forces are in the
later section of electrostatic forces (figure 16).
However, there are still several remarkable differences if we take a closer look at
the interface areas, as shown in figure 14C-H. The first difference is the distribution
dissimilarity of electric field line related residues. The residues forming salt bridges are
distributed differently in SARS-CoV (figure 14C and 14E) compared to SARS-CoV-2
(figure 14D and 14F). The salt bridge residues of SARS-CoV are clearly shown in the
front view of the complex (figure 14C). In contrast, the salt bridge residues of SARSCoV-2 are mainly observed in the back view of the complex (figure 14F). This indicates
that the salt bridge residues are distributed on the opposite sides of the S protein RBDs
for SARS-CoV and SARS-CoV-2. Besides the front and back views, we also rendered the
bottom views of SARS-CoV(figure 14G) and SARS-CoV(figure 14H) with colorful
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patches, where green patches represent salt bridge residues, purple patches represent
hydrogen bonds, and yellow patches represent special regions that form high-density
field lines but do not belong to salt bridges nor hydrogen bonds. By comparing those
patches, SARS-CoV-2(figure 14H) has a bigger and more joint hydrogen bond
distribution (purple patches) than SARS-CoV(figure 14G); salt bridges (green patches)
in SARS-CoV-2(figure 14H) are more concentrated in the distribution, while salt bridges
(green patches) in SARS-CoV-2(figure 14G) are distributed more separately; and SARSCoV-2(figure 14H) has 5 major special regions (yellow patches), while SARS-CoV(figure
14G) has only 2 major special regions (yellow patches). The second difference is density.
Figures 14G and 14H have the same representation setting of field lines with the
gradient values of 2.39 kT/(eÅ), it is obvious that SARS-CoV-2(figure 14H) has several
higher-density field line regions than SARS-CoV(figure 14G). Since the higher density
indicates the stronger interactions, SARS-CoV-2 definitely has stronger attractive
interaction than SARS-CoV.
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Figure 14 Electric filed lines at the interfaces of S protein RBDs and ACE2
(A) An overview of electric filed lines between SARS-CoV S protein RBD and ACE2
RBD; (B) An overview of electric field lines between SARS-CoV-2 S protein RBD and
ACE2 RBD; (C) A closeup view of (A), with marked key residues that form salt bridges
(ARG426-GLU329, LYS390-GLU37, ASP463-LYS26, LYS465-GLU23); (D) A closeup
view of (B); (E) The back view of (C); (F) The back view of (D), with marked key
residues that form salt bridges (GLU166-LYS13, LYS134-ASP20, ARG121-GLU31). The
electrostatic surfaces and field lines are rendered by Visual Molecular Dynamics (VMD)
[35] with a color scale from -1.0 to 1.0 kT/Å. To present field lines in the clearest way,
we adjusted gradient values to 2.39 kT/(eÅ), in (A-B, E-F), and 2.08 in (C-D, G-H).
Negatively and positively charged areas are colored in red and blue, respectively; (G)
The bottom view of SARS-CoV S protein RBD, salt bridge involved residues are marked
green, hydrogen bond involved residues are marked purple, and yellow regions are
special residues that have high density of field lines but they are not involved in salt
bridges nor hydrogen bonds; (H) The bottom view of SARS-CoV-2 S protein RBD, salt
bridge involved residues are marked green, hydrogen bond involved residues are
marked purple, and yellow regions are special residues that have high density of field
lines but they are not involved in salt bridges nor hydrogen bonds.
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Figure 15 Electrostatic filed lines at the interfaces of S protein and hACE2
(A) Electrostatic filed lines between SARS-CoV S protein and hACE2; (B) A closeup
view of binding domain between SARS-CoV S protein and hACE2; (C) Electrostatic
field lines between SARS-CoV-2 S protein and hACE2; (D) A closeup view of binding
domain between SARS-CoV-2 S protein and hACE2. Negatively and positively charged
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areas are colored in red and blue, respectively. Color scale is -1.0 to 1.0 kT/e. Yellow
square areas are the RBD of S proteins at open state to reach the hACE2, cyan square
areas are the RBD of S proteins at closed state.

Combining the information from figure 14 and 15, they demonstrate that all the
three S protein RBDs generate attractive forces to hACE2. However, when hACE2 gets
closer to S protein, one S protein RBD flips out and binds to the hACE2 tightly, while
the other two S protein RBDs stay in closed state. Even though the monomer with
flipped-out S protein RBD is the closest to hACE2 and forms most of the salt bridges
and hydrogen bonds, the other two monomers also provide dense field lines and show
strong attractive interactions between S proteins and hACE2.

4.1.4. Electrostatic Forces
Electrostatic forces of SARS-CoV and SARS-CoV-2 S protein RBDs at different
distances with human ACE2 binding domain are calculated by DelPhiForce to model
the binding forces when S proteins bind to ACE2 (figure 16). Arrows in figure 16A and
16B are shown to visualize the net forces between proteins by shifting the S proteins
away from ACE2 by a distance ranging from 5 Å to 40 Å with a step of 2 Å. The
directions of arrows represent the force directions at different distances. To better
visualize the directions of the net forces, the magnitudes of net forces are normalized to
be of the same size at different distances, which means that the size of arrows do not
represent the force strength. Comparing figure 16A and 16B, as we expected, the overall
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binding forces are all shown to be attractive for both viruses. As for the force directions,
only slight differences were found at different distances. From figures 16C and 16D that
represent the force on every residue in the RBDs at a distance of 5 Å, with the arrow
sizes representing the force magnitudes, a conclusion can be drawn that SARS-CoV-2
has quite a different force distribution on individual residues with SARS-CoV. A
closeup view of the difference is noticed by comparing figure 16E and 16F. The salt
bridge involved residues are labeled in figure 16E and 16F, which confirms that the salt
bridge residues do provide significant attractive forces in the interaction process.
The directions of the net forces are shown in figure 16A and 16B, while the
magnitudes of the net forces are shown in figure 17. For both SARS-CoV-2 and SARSCoV, the net forces are enhanced when the distance is decreased from 40 Å to 5 Å,
which is expected to see because the main force is a type of electrostatic force. Based on
Coulomb’s law, when the charges on the RBD interfaces get closer to the charged
residues on the interface of ACE2, the force increases significantly. Besides, by
comparing figures 17A and 17B, the net force of SARS-CoV S protein RBD is actually
stronger than that of SARS-CoV-2, which might be due to the charge distribution
differences between those two binding domains. Even though the attractive force is
weaker, the SARS-CoV-2 may still be easier to bind with ACE2. Because there are
sequence differences at the hinge which connects the RBD and other parts of the S
protein. Such sequence differences may make the RBD more flexible and easier to open
and bind with ACE2.
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Figure 16 Electrostatic forces between S protein and hACE2 RBDs
(A) Electrostatic forces of SARS-CoV S protein RBD with human ACE2 RBD at a
different distance, from 5 Å to 40 Å with a step of 2 Å, where blue arrows show the net
force directions. (B) Electrostatic forces of SARS-CoV-2 S protein RBD with human
ACE2 RBD at different distance, from 5 Å to 40 Å with a step of 2 Å, where blue arrows
show the net force directions. (C) Electrostatic forces of SARS-CoV S protein RBD with
human ACE2 RBD at a distance 5 Å, where the blue arrow shows the total net force
between S protein and ACE2, and red arrows represent individual forces between
single residues of S proteins in interface area and ACE2. (D) Electrostatic forces of
SARS-CoV-2 S protein RBD with human ACE2 RBD at a distance of 5 Å, where the blue
arrow shows the total net force between S protein and ACE2, and red arrows represent
individual forces between single residues of S proteins in interface area and ACE2. (E)
A closeup view of (C) in the interface. (F) A closeup view of (D) in the interface.

Salt-bridge-involved residues on SARS-CoV RBD are marked with different
colors in figure 16C and labeled with their residue types and sequence numbers. As
shown in figure 16E, for SARS-CoV RBD, four salt bridge residues, ARG426 (orange),
ASP468 (cyan), LYS390 (green) and LYS465 (yellow), are labeled. Among them, ARG426
provides a strong attractive force to ACE2 while LYS465 results in a repulsive force to
ACE2, due to the fact that the LYS465 faces a positively charged region at the ACE2
interface. However, a negatively charged residue, ASP463 (yellow), is located in a
neighborhood which results in an attractive force that overcomes the repulsive force
from LYS465. Also, as shown in figure 19 in section 4.1.1.6, the h-bond formed by
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LYS465 has a 52.32% appearance occupancy and ASP463 has 48.50%. These results
indicate that even though LYS465 has repulsive force to ACE2, still the nearby region
has attractive force to ACE2. Note that this calculation is based on the structure of S
protein separated from ACE2 by 5 Å. When S protein binds to ACE2, the sidechain of
LYS465 on S protein changes the configuration to form a salt bridge with GLU23 on
ACE2, which is demonstrated in the later section of salt bridges.
Salt bridge residues of SARS-CoV-2 RBD are marked with different colors in
figure 16D and labeled with their residue types and sequence numbers in figure 16F.
For SARS-CoV-2 RBD, two strong salt bridge residues ARG121(brown) and
LYS134(green) are observed. As the red arrows shown in figure 16F all have the
direction spointing to ACE2, we can conclude that those two residues are all attractive
to ACE2, among which LYS134 has a stronger attractive force strength based on the
comparison of arrow sizes.
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Figure 17 Total electrostatic forces between S protein and hACE2 RBDs at 5 Å to 40 Å
(A) Total electrostatic force between SARS-CoV S protein RBD and human ACE2
binding domain. (B) Total electrostatic force between SARS-CoV-2 S protein RBD with
human ACE2 RBD.

In terms of the total electrostatic forces between S protein RBDs and human
ACE2 RBD, it should be noticed that SARS-CoV-2 has relatively lower values than
SARS-CoV, especially when the distance has a smaller value. Note here that in this
comparison, we only take the force strength into consideration rather than the
directions of forces, and directions can also play an essential role in the comparison.

4.1.5. Salt Bridges
Four pairs of salt bridges have been observed between SARS-CoV RBD and
ACE2 RBD, comparing to two pairs between SARS-CoV-2 RBD and ACE2 RBD. Among
the four pairs of SARS-CoV salt bridges, three of them (ASP463 – LYS26, GLU23 –
LYS465, GLU329 – ARG426) are strong salt bridge pairs during 50 – 100 ns time
duration, as the distance is all below 4Å , which is the selected cut-off value for salt
bridge calculations; while the fourth salt bridge (GLU37 – LYS390) performs
interestingly: at the beginning, GLU37 and LYS390 keep a distance of about 6 Å, from
73 ns, it suddenly becomes the strongest pair with the shortest distance (about 2.75Å)
among those four observations. This change is due to the side chain flexibility.
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Speaking of the two observations of SARS-CoV-2 salt bridges, as shown in figure
3(E-F), they are all strong pairs (ASP20 – LYS134 and GLU311 – ARG121) during the
whole 50ns. While there is a special pair (GLU166 – LYS13) which has been observed
that is included in figure 18. This special pair has a strong salt bridge feature during the
first 30ns of the whole 100ns simulation, while those two residues apart from each other
to a distance over 7.5Å after 30ns. Since we only took the last 50ns for our data analysis,
this special pair is not considered as a salt bridge pair in this work. However, we can
still draw a conclusion that some residues involved in the binding process between
SARS-CoV-2 and ACE2 are flexible.
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Figure 18 A special salt bridge (GLU166 – LYS13) in SARS-CoV-2/hACE2 complex

4.1.6. Hydrogen Bonds
Hydrogen bonds at the interfaces of S protein RBDs and ACE2 are also
calculated based on the MD simulations as shown in Figure 19. By comparing Figures
19A and 19B, the average numbers of hydrogen bonds at the same time between SARSCoV and SARS-CoV-2 S protein RBDs and ACE2 are very similar, with the mean values
of 25.90 and 21.85, respectively (marked as the red lines). While by comparing Figures
19C and 19D, the details of hydrogen bonds with the occupancies above 30% are quite
different. The first difference to notice is the highest occupancy of each complex
structure, where we find that SARS-CoV-2 has the highest occupancy of 98.98%,
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compared to 90.91% for SARS-CoV. Besides, if you pick the 90% as a cutoff value,
SARS-CoV-2 has 3 pairs, compared to only 1 pair in SARS-CoV analysis, which means
SARS-CoV-2 has more extremely high occupancy hydrogen bonds than SARS-CoV.
This fact is also evidence to show the more robust binding strategy of SARS-CoV-2. And
this factor might be one of the reasons why the COVID-19 is spreading easier and faster
than SARS pandemic back in 2003.

Figure 19 Hydrogen bonds occupancy at interfaces of S protein and hACE2 RBD
(A) Number of hydrogen bonds between SARS-CoV S protein RBD and ACE2 binding
domain during the MD simulation. The average number of hydrogen bonds is shown as
a red line, with the value of 25.90 pairs. (B) Number of hydrogen bonds between SARS56

CoV-2 S protein RBD and ACE2 binding domain in the MD simulation. The average
number of hydrogen bonds is 21.85, shown as the red line; (C) Occupancies of 30 pairs
of hydrogen bonds (with a cutoff value of 30%) forming at the interface of SARS-CoV S
protein RBD and ACE2 protein binding domain. (D) Occupancies of 22 pairs of
hydrogen bonds forming at the interface of SARS-CoV-2 S protein RBD and ACE2
protein binding domain. For each hydrogen bond pair, the residue on the left is from S
protein RBD while that on the right is from ACE2.

To analyze the hydrogen bonds distributions on both S proteins RBDs and
hACE2 RBD and further analyze the importance ranks of hydrogen bonds, we got the
list of residues forming hydrogen bonds which are over 50% frequency during the MD
simulations (figure 20). In figure 20, M1, M2, M3 stand for simulation trial 1, 2, 3
separately. The reason of performing three times of simulations is to minimized the bias
during the simulations.
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Figure 20 Hydrogen bonds with the frequency above 50%
(ABC) Hydrogen bonds between SARS-CoV and hACE2 with the frequency above 50%
in three independent 100-ns simulations (M1, M2, M3); (DEF) Hydrogen bonds between
SARS-CoV-2 and hACE2 with the frequency above 50% in three independent 100-ns
simulations (M1, M2, M3).
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4.1.7. Key Residues involved in forming Salt Bridges and
Hydrogen Bonds
The residues involved in salt bridges and hydrogen bonds are identified as the
key residues which may significantly contribute to the binding affinity. Figure 21
illustrates the key residues involved in salt bridges observed. As shown in figure 21A
and 21B, key residues are mostly around the edges of the binding interfaces rather than
the center of the interfaces, and most of the key residues are positive in S protein RBD
and negative in ACE2, except for the pair ASP463 – LYS26 in SARS-CoV S protein RBD
and the special pair GLU166 – LYS13 in SARS-CoV-2 S protein RBD. Such salt bridges
also play significant roles in binding forces and electric field line distributions.
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Figure 21 Structural demonstration of key residues that form salt bridges
(A) SARS-CoV S protein RBD (purple) and human ACE2 RBD (gray). (B) SARS-CoV-2 S
protein RBD (yellow) and human ACE2 RBD (gray). Blue stands for positively charged
key residues while red represents the negatively charged key residues.

On average, SARS-CoV forms 16 pairs of hydrogen bonds with over 50%
frequency to hACE2, compared to 19 paris between SARS-CoV-2 and hACE2. For the
most essential hydrogen bonds, we colored top-5 pairs that were found in all three 100ns simulations for SARS-CoV and SARS-CoV-2 separately (figure 22).
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Figure 22 Essential hydrogen bonds distributions at binding interfaces
(A) Hydrogen bonds (magenta) on between SARS-CoV RBD (blue) and hACE2 (grey);
(B) Hydrogen bonds (magenta and green) between SARS-CoV-2 RBD (orange) and
hACE2 (grey), where magenta colors the essential hydrogen bond pairs found in all
three 100-ns simulations, green colors the essential residues that form hydrogen bonds
in all three 100-ns simulations but have different pair combinations; (C) Hydrogen
bonds distribution (magenta) on the interface of SARS-CoV RBD (blue) and hACE2
(grey); (D) Hydrogen bonds distribution (magenta and green) on the interface of SARSCoV-2 RBD (orange) and hACE2 (grey), where magenta colors the essential hydrogen
bond pairs found in all three 100-ns simulations, green colors the essential residues that
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form hydrogen bonds in all three 100-ns simulations but have different pair
combinations. Key residues colored in this figure are involved in forming the top-5
hydrogen bonds that were found in all three 100-ns simulations for SARS-CoV and
SARS-CoV-2 separately.

From figure22, SARS-CoV-2 shows a larger area of hydrogen bond distribution,
compared to SARS-CoV-2. When we analyzed the key residues that form hydrogen
bonds, we noticed that in SARS-CoV-2 complex, two key residues of hACE2 have
several acceptors, while SARS-CoV has two stable pairs. The detailed analysis is shown
in table 2.

Table 2 Key residues involved in forming top-5 hydrogen bonds were found in all three
independent 100-ns simulations

Avg. amount

SARS-CoV

SARS-CoV-2

16

19

Virus

TYR408

hACE2

ASP30

Key residues

Virus

hACE2

THR500

ASP355

TYR495
ARG403

GLU37

TYR505
ARG426

GLU329

GLY496
TYR449
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ASP38

Note that SARS-CoV has two same pairs in three simulations, while SARS-CoV-2 has
one same pair and two essential residues (GLU37 and ASP38) that form several
different pairs in three simulations. From Table 2, SARS-CoV prefers sticking to same
pairs with strong occupancy while SARS-CoV-2 tends to have a board range of
choosing the hydrogen bond acceptors. On the other words, SARS-CoV-2 tends to
generate flexible pairs of hydrogen bonds.

4.1.8. pH-Dependence of Relative Folding Energies
The folding energy of SARS-CoV and SARS-CoV-2 complexes were calculated
using DelPhiPKa at different pH values ranging from 0 to 14 with an interval of 0.5
(figure 23). We observed that SARS-CoV and SARS-CoV-2 have the same trend of
folding energy with the change of pH values, which is decreasing from 0 to 6, then
becoming stable from 6 to 9, and increasing from 10 to 14. The optimal values are
located between 6 to 9 for both of the viruses.
Please note that the folding energies in figure 23 are relative values because we
set the reference energy to be 0 kcal/mol when pH is equal to 0, which was explained
comprehensively in the method part.
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Figure 23 Relative folding energy of S protein RBDs of SARS-CoV and SARS-CoV-2
All values are the differences to the folding energy values at pH = 0, which means that
positive values indicate that the energies are higher than the folding energy at pH = 0,
and negative values indicate that the energies are lower than the folding energy at pH =
0. So, the larger the absolute value is, the larger the difference is.

4.1.9. pH-Dependence of Relative Binding Energies
DelPhiPKa was implemented to calculate the binding energies of two complex
structures at different pH values. The results are presented in figure 24, where we
noticed that the binding free energies of both SARS-CoV and SARS-CoV-2 complexes
are stable at the pH values ranging from 7.5 to 10.5, which indicates that both SARS64

CoV and SARS-CoV-2 have a slight preference of weakly basic environment. Please
note that the binding energies in figure 24 are relative values because we set the
reference energy to be 0 kJ/mol when pH is equal to 0.

Figure 24 Relative binding energies of complexes at different pH values
All values are the differences to the binding energy values at pH=0, which means that
positive values indicate that the energies are higher than the folding energy at pH=0,
and negative values indicate that the energies are lower than the folding energy at
pH=0.
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Combine the folding energy (section 4.1.1.8) and binding energy (section 4.1.1.9)
profiles, we conclude the best pH environment for both the SARS-CoV and SARS-CoV2 is from pH 7.5 to 9.

4.2.

DNA/UDG Project

4.2.1. pH-Dependence of UDG Folding Energy
In order to understand the stability of UDG in different environments, especially
at different pH values, the pH-dependence of UDG folding energy was calculated using
DelPhiPKa.

Figure 25 The pH-dependence of UDG enzyme folding energy
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The calculation was performed at different pH values ranging from 0 to 14 with
an interval of 0.5 (Figure 25). From the trends in figure 25, we observed that the folding
energy decreases from 0 to 5, then it becomes relatively more stable from 5 to 10 and
increases from 10 to 14. Figure 25 indicates that UDG is stable in the environment of pH
ranging from 5 to 10. Therefore, the average value of optimal pH is 7.5, which matches
the storage conditions of UDG in the laboratory [102]. Please note that the folding
energies in figure 25 are relative values because we set the reference energy to be 0
kcal/mol when pH is equal to 0. We did not calculate the absolute values of folding
energies since we focused on the pH dependency of the folding energies.

4.2.2. Electrostatic Potential on Surfaces
To study the electrostatic features, DelPhi was utilized to calculate the
electrostatic potential on the surfaces of DNA and UDG. The electrostatic potential
distribution on DNA is shown in figure 26B which was rendered by Chimera with color
scale from -3.0 to 3.0 kT/e. The charge distribution on UDG is shown in figure 26DF
which was rendered by Chimera with a color scale from -3.0 to 3.0 kT/e as well.
Negatively and positively charged areas are colored in red and blue, respectively.
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Figure 26 Electrostatic potential on surfaces of DNA and UDG
(A) DNA structure orange base at location B5 flips out to the pocket due to UDG
mechanism; (B) The electrostatic potential on the surface of DNA; (C) UDG enzyme
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structure pocket side and the residues of binding pocket are colored pink; (D) The
electrostatic potential on the surface of UDG front side, and the black square is the
pocket area; (E) UDG enzyme structure non-pocket side and the residues of binding
pocket are colored pink; (F) The electrostatic potential on the surface of UDG nonpocket side. In (BDF) Negatively and positively charged areas are colored in red and
blue, respectively.

By comparing the electrostatic potential on surfaces of the pocket side and the
non-pocket side of UDG, it is clear that UDG has a polar charge distribution. The pocket
side has an overall positively charged surface, while the non-pocket side has a
dominantly negative surface. This charge distribution helps to increase the binding
efficiency and decrease the binding direction errors, which ensures the DNA binds
directly to the pocket, followed by other processes. Similarly, such polar distributions
are commonly found in many other protein-protein interactions, such as molecular
motors binding with microtubules [103], viral capsid binding with each other [21] and
enzyme binding with inhibitors [94].

4.2.3. UDG binding pocket analysis
Next, by analyzing the electrostatic potential on surfaces of DNA and UDG, it is
obvious that DNA has a negatively charged surface while UDG (pocket side, shown in
figure 27D has a positively charged surface. This fact indicates the attractive forces
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between DNA and UDG (pocket side). In order to investigate more about the attractive
interactions, field lines were generated between DNA and UDG.

Figure 27 The residue distributions on the surface of UDG
(A) The electrostatic potential on the surface of UDG pocket side; (B) The electrostatic
potential on the surface of the binding interface area; (C) The surface of UDG with the
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colored charged residues as shown in the legend; (D) The surface of UDG binding
interface area; (E) The structure of UDG with the colored charged residues; (F) The
structure of UDG binding interface area.
In figure 27, black squares indicate the area of binding interface of UDG when
DNA binds to it. By looking at figure 27B, the binding interface is overall blue, which is
positively charged. While by looking at figure 27D, there is only one negatively charged
residue (ASP in pink color), which is actually inside the pocket, while in the surround
area of the binding interface, there are several positively charged residues (ARG in blue
color, and LYS in green color). This fact indicates that the binding pocket itself does not
provide the attractive forces to DNA, since DNA is overall negatively charged, but the
whole binding interface does provide the environment for DNA to be attracted and
bound to UDG.
In order to investigate more about the pocket area in particular, we calculated the
forces between DNA and UDG with different partial complex structures, that are
DNA/UDG, DNA (B5 base only)/UDG and DNA (B5 base only)/UDG (pocket only).

4.2.4. Electrostatic Forces
Electrostatic forces of DNA and UDG were calculated by DelPhiForce (figure 28).
Arrows in figure 28 are shown to visualize the net forces between DNA and UDG by
shifting the DNA away from UDG by variable distances ranging from 5 Å to 40 Å with
the step size of 4 Å. The direction of arrows represents the force directions. To better
visualize the direction of the net forces, the magnitudes of the net forces were
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normalized to be of the same size at different distances, which means that the size of the
force does not represent the force strength.

Figure 28 Electrostatic forces of DNA_RU and DNA_C with UDG
(A) The binding force direction between DNA_RU and UDG with the distances from 20
Å (orange) to 40 Å (yellow) with the step size of 4 Å. Red color marks the B5 base uracil
in the DNAs, and magenta is the binding pocket area in UDG; (B) The binding force
direction between DNA_C and UDG with the distances from 20 Å (cyan) to 40 Å
(green) with the step size of 4 Å. Red color marks the B5 base cytosine in the DNAs, and
magenta is the binding pocket area in UDG; (C) The binding force direction between
Uracil base (red) and UDG pocket (magenta) with the distances from 20 Å to 40 Å; (D)
The binding force direction between Cytosine base (red) and UDG pocket (magenta)
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with the distances from 20 Å to 40 Å. In this figure, only the force directions are
considered rather than the force strengths.

From figure 28A and 28B, it is obvious that UDG has attractive forces to DNA at
distances ranging from 20 Å to 40 Å, no matter if the B5 base in DNA is uracil (figure
28A) or cytosine (figure 28B). While by looking at figure 28C and 28D, UDG pocket
provide repulsive forces to DNA B5 base at distances ranging from 20 Å to 40 Å, no
matter if the B5 base in DNA is uracil (figure 28C) or cytosine (figure 28D). This fact
verifies the previous conclusion that the UDG pocket does not provide the binding
attractive force to DNA, on the other hand, it is the whole binding interface who
provides the binding attractive force to DNA.
In order to know the total binding net force between DNA and UDG, we
calculated the whole DNA and UDG and visualized them in figure 29A. Since B5 base is
the one that is different between DNA_RU and DNA_C, we calculated only the B5 base
in DNA when it binds to UDG and visualized them in figure 29B. And in order to
analyze only the B5 base in DNA and the binding pocket in UDG, we calculated the
binding forces between those two components and visualized them in figure 29C.

4.3.

Kinesin/Tubulins Project

First of all, the flexibilities of E-hooks in alpha and beta tubulins were calculated
and compared. Secondly, we discussed the electrostatic features including electrostatic
potential and electric field lines of kinesins and tubulins with/without E-hooks.
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Thirdly, binding forces generated in three binding interfaces (kinesin-alpha, kinesinbeta, alpha-beta) were compared and discussed.

4.3.1. Tubulins complex structures with/without E-hooks
From figure 30 (B and C), the C-terminal tails (E-hooks) are rich in aspartic acid
(Asp, D) and glutamic acid (Glu, E) which are negatively charged at pH 7. However, the
E-hooks in alpha and beta tubulins are not the same. E-hooks in alpha tubulin have 16
AAs (GVDSVEGEGEEEGEEY) and E-hooks in beta tubulins have 15 AAs
(DEQGEFEEEEGEDEA). The locations and positions of two E-hooks are different due
to the high flexibilities, which may lead to the different features between alpha and beta
tubulins as discussed in the following sections.
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Figure 29 The complex structure of kinesin and tubulins with E-hooks
(A) The structure of kinesin and tubulins with E-hooks. Alpha tubulin is colored in
pink, beta tubulin is colored in blue and kinesin is colored in grey. E-hooks in both
alpha and beta tubulins are colored in yellow; (B) Alpha tubulin E-hook with the
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sequence details; (C) Beta tubulin E-hook with the sequence details. In B and C, GLU is
colored in orange, ASP is colored in purple and residues with no charge are colored in
gray.

4.3.2. Flexibility of E-hooks
The flexibility values of E-hooks are shown in figure 30, E-hooks in both alpha
and beta tubulins show a high flexibility during the simulations, with the flexibility
index 13.8 Å, 17.5 Å, 17.2 Å, 22.7 Å for each scenario. By comparing the left and right
columns in figure 30, the E-hooks are more flexible in the tubulin dimer complex than in
the three chains structure with a kinesin, which indicates that kinesin controls the
flexibility of E-hooks. Moreover, considering one of the E-hooks’ functions is to help
tubulins attract and guide a kinesin, this mechanism of regulating E-hooks’ flexibility is
very efficient and energy-saving for a system, since E-hooks no longer need to stay in
high flexibility after successful binding.
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Figure 30 E-hooks flexibility analysis
(A) E-hooks moving range visualization with the presence of kinesin; (B) E-hooks
moving range visualization without the presence of kinesin; (C) Moving range of the
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last amino acid residue of E-hooks(Y in alpha tubulin, A in beta tubulin), with the
presence of kinesin; (D) Moving range of the last amino acid residue of E-hooks (Y in
alpha tubulin, A in beta tubulin), without the presence of kinesin; (E) Moving range of
the last amino acid residue of alpha tubulin E-hooks(Tyr, Y), with the presence of
kinesin, and the flexibility index is 13.8Å; (F) Moving range of the last amino acid
residue of alpha tubulin E-hooks(Tyr, Y), without the presence of kinesin, and the
flexibility index is 17.5Å; (G) Moving range of the last amino acid residue of beta
tubulin E-hooks(Ala, A), with the presence of kinesin, and the flexibility index is 17.2Å;
(H) Moving range of the last amino acid residue of beta tubulin E-hooks(Ala, A),
without the presence of kinesin, and the flexibility index is 22.7Å.

In terms of the differences between the E-hooks in alpha and beta tubulins, the
alpha tubulin shows a lower flexibility than beta tubulin. One of the conclusions from
this phenomenon is that beta tubulin contributes more to the binding process, since it
has a higher flexibility of E-hooks which helps to find a kinesin in a wider range. To
make this conclusion more reliable, if taking the conclusion from previous section
(electrostatic binding force analyses) into consideration, beta tubulin has stronger
electrostatic binding forces which shows a higher attraction to kinesin at different
distances than alpha tubulin. We got proof to support that beta tubulin plays a more
important role in binding with kinesin, compared to alpha tubulin. As for the
correlation between Alpha and Beta E-hooks endpoint C-alpha atom, the result is
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shown in figure 31, which shows a high correlation between the movements of Alpha
and Beta tubulin tails.

Figure 31 Movement correlation between E-hooks of Alpha and Beta tubulins
We set the location of each tubulin endpoint at frame 0 (the initial location) as a
reference and calculated the distance between the location of frame 0 and the current.
Red line is the correlation line and dots are the distance values at frame 0 to 40. Pink
area is the confidence interval of the correlation line with the interval level of 95%. R
value is 0.7021.
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4.3.3. Electrostatic Potential on Surfaces
To study the electrostatic features, DelPhi was utilized to calculate the
electrostatic potential on the surface of proteins. The electrostatic potential distribution
on kinesin is shown in figure 32BC which were rendered by Chimera with color scale
from -3.0 to 3.0 kT/e. The charge distributions on tubulins are shown in figure 32EFHI,
which were rendered by Chimera with a color scale from -3.0 to 3.0 kT/e as well.
Negatively and positively charged areas are colored in red and blue, respectively.

a. Electrostatic Potential of Kinesin and tubulin dimer
The binding interface of kinesin is overall positively charged (see black circle in
figure 31B and blue patches in figure 32C). The tubulin dimer, no matter with or
without E-hooks is overall negatively charged (see black circle in figure 32EH and red
patches in figure 32FI).
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Figure 32 Electrostatic potential colored on the surface of kinesin and tubulins dimer
(A) Kinesin structure; (B) Electrostatic potential on the surface of kinesin (front view);
(C) Electrostatic potential on the surface of kinesin (bottom view, interfacial side); (D)
Tubulins dimer structure without E-hooks; (E) Electrostatic potential on the surface of
tubulin dimer without E-hooks (front view); (F) Electrostatic potential on the surface of
tubulin dimer without E-hooks (top view, interfacial side); (G) Tubulins dimer structure
with E-hooks (yellow tails); (H) Electrostatic potential on the surface of tubulin dimer
with E-hooks (front view); (I) Electrostatic potential on the surface of tubulin dimer
with E-hooks (top view, interfacial side). Color scale: -3.0 to 3.0 kT/e (red to blue).

From figure 32, we firstly noticed the overall positively charged potential on the
surface of kinesin (figure 32BC) and the overall positively charged potential on the
surface of tubulin dimer (figure 32EFHI), which indicates that kinesin and tubulin
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dimer attract each other. Secondly, E-hooks (yellow tails in figure 32G) have highly
negative electrostatic potential, which makes tubulin dimer to be overall more negative,
helping the tubulin to bind with kinesin more easily. Thirdly, by taking a closer look at
figure 32EH and comparing them, E-hooks are not only negative in their local surfaces
but also affect their surrounding areas to be negative, which furthermore helps the
tubulin to be more attractive to kinesin at the binding interfaces. After discussing the
overall potential of tubulin dimer as a whole structure, we got interested in the
individual tubulins (alpha and beta) by comparing their electrostatic potential, as
follows.

b. Electrostatic Potential of Alpha and Beta tubulins

Figure 33 Electrostatic potential is colored on the surface of tubulins
(A) Alpha tubulin with E-hook (front view); (B) Alpha tubulin without E-hook (front
view); (C) Alpha tubulin with E-hook (top view, interfacial side); (D) Alpha tubulin
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without E-hook (top view, interfacial side); (E) Beta tubulin with E-hook (front view);
(F) Beta tubulin without E-hook (front view); (G) Beta tubulin with E-hook (top view,
interfacial side); (H) Beta tubulin without E-hook (top view, interfacial side). Color
scale: -3.0 to 3.0 kT/e (red to blue).

By comparing figure 33A and 33B, as the E-hooks are overall negatively charged, it
provides the negative potential in its surrounding area, which makes the interface more
negative (figure 33C and 33D). By comparing figures 33E and 33F, we came to the
conclusion that the E-hooks in beta tubulin also help to make the binding interface more
negative. Since E-hooks help make the interface more negative and kinesin is overall
positively charged, we came to the conclusion that E-hooks play important roles in
supporting the binding process between kinesin and tubulins.
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c. Electric Field Lines
i.

Electric Field Lines between Kinesin and tubulin dimer

Figure 34 Electric field lines representations
(A) Kinesin and tubulins with E-hooks, with the closeup views of interfacial areas of
kinesin and alpha tubulins (Zone KA-E), kinesin and beta tubulin (Zone KB-E), alpha
and beta tubulin (Zone AB-E); (B) Kinesin and tubulins without E-hooks, with the
closeup views of interfacial areas of kinesin and alpha tubulin (Zone KA-N), kinesin
and beta tubulin (Zone KB-N), alpha and beta tubulin (Zone AB-N). Color scale: -3.0 to
3.0 kT/e (red to blue).

By comparing figure 34A and 34B, the overall field line distributions of both complexes
are very similar: field lines densities within the interfacial regions (six zones in figure 34
black circles) are higher than the rest of the areas. While there are remarkable
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differences noticed when comparing the closeup views of interfacial areas (black circles
in figure 34).

First of all, when comparing the interfacial area between kinesin and alpha
tubulin (zone KA-E in figure 34A and KA-N in figure 34B), we noticed that the E-hook
in zone KA-E makes its surrounding field lines connected to kinesin (green circle in
zone KA-E), while in zone KA-N alpha tubulin has a bunch of field lines disconnected
to kinesin that are diverged to the outside (green circle in zone KA-N). Secondly, when
comparing the interfacial area between kinesin and beta tubulin (zone KB-E in figure
34A and KB-N in figure 34B), we noticed that the E-hook makes the field lines density
higher especially in green circle regions. Thirdly, when comparing the interfacial area
between alpha tubulin and beta tubulin (zone AB-E in figure 34A and zone AB-N in
figure 34B), it was observed that E-hook makes the surrounding field lines denser
(green circles in zone AB-E and zone AB-N). Moreover, except for the local surrounding
areas of E-hooks, the slightly further away areas (yellow circles in zone AB-E and zone
AB-N) tend to form denser field lines under the influence of E-hook. This fact shows
that E-hooks not only influence their own local regions but also affect the further
surrounding areas to be more active in binding interactions.
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ii.

Electric Field Lines between Kinesin and Beta tubulin

Figure 35 Field lines between kinesin and beta tubulin
(A) Kinesin and beta tubulin with E-hook; (B) Kinesin and beta tubulin without E-hook.
Color scale: -3.0 to 3.0 kT/e (red to blue).

Previously, we discussed the overall field line differences between kinesin and
tubulins. Here in figure 35, it’s a closeup side view of the interfacial area between
kinesin and beta tubulins. Figure 35 shows remarkable field line differences in two
complexes: we first found the field lines density difference in the E-hook local areas,
and also in the surrounding interfacial areas (not the E-hook local areas). This fact
shows that E-hooks are not only able to provide their own negative charges but also
involved in affecting their surrounding areas to be more negatively charged. Since
kinesin is overall positively charged, this mechanism helps to make tubulins more
attractive to kinesins.
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d. Electrostatic forces in the binding process
Electrostatic forces between kinesin and tubulins were calculated by DelPhiForce
(figure 36). Blue arrows in figure 36 are shown to visualize the net forces between
kinesin and a tubulin (alpha or beta) by shifting the tubulin away from kinesin by
variable distances from 12 to 40 Å with the step size of 4Å. The direction of arrows
represents the force direction. Note here, in order to better visualize the directions of the
net forces, the magnitudes of the net forces were normalized to be of the same size at
different distances, which means that the size of the arrows does not represent the force
strength. The force magnitudes are illustrated in figure 36ADG.
From figure 36BCEF, alpha tubulin mainly provides sliding forces to kinesin
while beta tubulin mainly provides attractive forces to kinesin. From figure 36HI, the
tubulin dimer provides attractive forces to kinesin. Those two facts show that tubulin
dimer provides strong attractive forces to kinesin, while alpha and beta tubulin play
different roles in providing the electrostatic forces in the binding process. Please note
that figure 6 describes the total forces between Kinesin and Tubulins, and the X-Y-Z
components of the total forces are illustrated in figure 37.
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Figure 36 The electrostatic binding forces between kinesin and tubulins at different
distances from 12 to 40 Å with the step size of 4 Å
(A) Binding net force strengths between Kinesin and Alpha tubulin (with/without Ehooks); (B) Binding net force directions between Kinesin and Alpha tubulin without Ehook; (C) Binding net force directions between Kinesin and Alpha tubulin with E-hook;
(D) Binding net force strengths between Kinesin and Beta tubulin (with/without Ehooks); (E) Binding net force directions between Kinesin and Beta tubulin without E88

hook; (F) Binding net force directions between Kinesin and Beta tubulin with E-hook;
(G) Binding net force between kinesin and tubulin dimer (with/without E-hooks); (E)
Binding net force directions between kinesin and tubulin dimer without E-hook; (F)
Binding net force directions between kinesin and tubulin dimer with E-hooks. The blue
arrows in figure represent the force directions and they were normalized to be of the
same size for a better visualization.
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Figure 37 Electrostatic Binding Forces between Kinesin and Tubulins
(A) Total electrostatic binding forces between Kinesin and Alpha Tubulin; (B) Total
electrostatic binding forces between Kinesin and Beta Tubulin; (C) Total electrostatic
binding forces between Kinesin and Tubulin dimer; (D) Electrostatic binding forces
between Kinesin and Alpha Tubulin in X direction; (E) Electrostatic binding forces
between Kinesin and Beta Tubulin in X direction; (F) Electrostatic binding forces
between Kinesin and Tubulin dimer in X direction; (G) Electrostatic binding forces
between Kinesin and Alpha Tubulin in Y direction; (H) Electrostatic binding forces
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between Kinesin and Beta Tubulin in Y direction; (I) Electrostatic binding forces
between Kinesin and Tubulin dimer in Y direction; (J) Electrostatic binding forces
between Kinesin and Alpha Tubulin in Z direction; (K) Electrostatic binding forces
between Kinesin and Beta Tubulin in Z direction; (L) Electrostatic binding forces
between Kinesin and Tubulin dimer in Z direction. As mentioned in method part, for
the calculation in Alpha-Kinesin complexes (with/without E-hooks), we removed the
residues of Beta tubulin; for the calculation in Beta-Kinesin complexes (with/without Ehooks), we removed the residues of Alpha tubulin.

From figure 36A and figure 37DGJ, Alpha without E-hooks have about twice the
force strength than Alpha with E-hooks at local distance (12-16Å), in the total
calculation and all components of XYZ directions, while at the longer distance (20-40Å)
the differences between Alpha with or without E-hooks are less and less significant
with the distance increasing. This fact shows that E-hooks decrease the distancesensitivity of binding forces between Alpha tubulin and kinesin. Also, as discussed in
the force directions previously, Alpha mainly provides the sliding forces to the kinesin,
which helps to adjust the position of kinesin. Here we demonstrated the E-hook on
Alpha tubulin functions as a regulator to limit the strength of sliding forces, which
helps the kinesin to be more accurately bound to the binding site on tubulin dimer.
From figure 36D and figure 37EHK, Beta with E-hooks have stronger force
strengths than Beta without E-hooks at both local distances and long distances,
especially in Z direction. Since Beta tubulin mainly provides the attractive binding
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forces between tubulin and kinesin, this fact shows that Beta E-hook helps increase the
binding force in the whole binding processes. By comparing figure 36A and 36D, Alpha
and Beta are proven again to play different roles in kinesin-tubulin binding process by
helping in different aspects.

4.4.

Protein Manipulation Tool Application example

Protein manipulation tool is very powerful when analyzing protein-protein
interactions (PPIs), here is an example of its application in studying capsid proteins.
While one chosen capsomer was detached from the rest of the capsid,
DelPhiForce was utilized to calculate the electrostatic binding forces, which were
represented by orange arrows in Fig. 38a. Note that all the force arrows are normalized
to the same size in order to demonstrate their directions clearly. To compare the
strengths of these binding forces, the magnitudes of these binding forces were plotted
against the distance between the detached capsomer and its native position (Fig.38a),
where the more negative value represents the stronger attractive binding force. Binding
forces data at 0.3RM or less were not considered because of the possibility of clashes
between the atoms. The binding force became neglectable after the capsomer was
detached by 0.8RM or further (Fig. 38a). The forces within the range of 0.4RM to 0.7RM
are all attractive as the arrows point towards the rest of the capsid (Fig. 38a). This
indicated that the effective range of electrostatic forces between the capsomer and the
rest of the capsid is about 0.7RM(~97Å), which suggests that the electrostatic binding
forces guide capsomers from long distance during the viral capsid assembling process.
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The binding forces between the detached capsomer and the rest of the capsid
were also calculated while the detached capsomer was spun (visualized in Fig. 38b). If
the capsomer was rotated around z-axis within the range from -45˚ to 90˚, the binding
forces remained attractive. When the capsomer was rotated from -90˚ to -45˚, the
binding force became repulsive due to the effect introduced by putting the wrongorientated bulky S domain too close to the rest of the capsid, which resulted in strong
electrostatic repulsive forces. This suggests that the electrostatic forces contribute in
adjusting the orientations of the capsomers to the native orientations, which were more
electrostatically favorable compared to the non-native orientations.
Previous studies on viral capsids have demonstrated the interactions between an
individual capsomer and its adjacent capsid assembly process [104, 105]. Here we
focused on the interaction between one capsomer and the rest of the capsid. As the
detached capsomer was rotated around the rest of the capsid using the StructureMan,
the binding forces were analyzed (Fig.38c). The rotation was carried out within a range
that the detached capsomer was still relatively close to the cavity created by capsomer
detachment. As the arrows are all orientated towards the capsid, we conclude that the
electrostatic interaction is again attractive between the detached capsomer and the rest
of the capsid.
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Figure 38 Electrostatic forces between the manipulated capsomer
while the capsomer was (a) separated from the rest of the capsid by 0.4RM to 0.7RM in
0.1RM interval; (b) spun around the z-axis from -90˚ to 90˚ in 2˚ interval; (c) rotated
around the rest of the capsid from -20˚ to 20˚ in 2˚ interval. In all three panels, the
manipulated capsomer was shown in grey ribbon. The rest of the capsid shown in
“Quicksurf” colored from red to blue in a scale of −3.0 to 3.0 kT/Å. The electrostatic
forces are represented by arrows. In order to clearly show the directions of all binding
forces, the arrows in each panel ware normalized to the same size. The tails of arrows in
panel (b) and (c) ware placed at the mass centers of the manipulated capsomer. In panel
(a), the arrow tails are placed on a circle where the spinning degrees can be
differentiated by the angle theta (θ). All images are rendered by VMD.
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Figure 39 The magnitudes of electrostatic binding forces between the detached capsomer
and incomplete TCV capsid
(a), and the kinesin motor domain and microtubule (b). In both panels, the strength of
the binding forces is represented by the blue vertical histogram bars. The more negative
value of binding force (KT/Å), the stronger attractive electrostatic binding force. The
changes of binding force as the separation distance increased were shown by the red
moving average trendlines in both panels.

Figure 38 and 39 show a comprehensive application of Protein Manipulation tool
in understanding protein binding processes. The directions of force arrows in figure 38
gave us an idea or an assumption of what might be a prefect binding site of a target
protein, and also what might be a potential binding process from far distances to local
distances. By further analysis of binding force strength shown in figure 39, we got a
solid and comprehensive understanding of how protein moves during the binding
process, and which location/angle might be the most accurate binding site. This tool is
now available as a webserver in our lab website
(http://compbio.utep.edu/webservers/#/manipulationTool) for the convenience of
computational biology researcher from all over the world.
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Figure 40 Screenshots of protein manipulation tool StructureMan webserver
(Version 2.0, Feb 2022, http://compbio.utep.edu/webservers/#/manipulationTool).

4.5.

Other software webservers

Some of other software I developed during my PhD study, including Flexibility
Tool which was applied in evaluating E-hooks flexibilities as described in previous
chapters, binding/folding energy calculation and visualization tool which was utilized
in SARS-CoV-2 project and UDG projects, etc., were published to our lab website as
well. The following are several screenshots of current version of those webservers (Feb
2022, http://compbio.utep.edu/webservers/#/).
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Figure 41 Screenshots of flexibility tool webserver
(Version 1.0, Feb 2022, http://compbio.utep.edu/webservers/#/flexibility).
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Figure 42 Screenshots of folding/binding analysis tool webserver
(Version 1.0, Feb 2022,
http://compbio.utep.edu/webservers/#/phDependencyOfEnergy).
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5.

FUTURE PLAN

My future plan is to become a well-known researcher in Computational Biology
area. My research interest is Artificial Intelligence for Biology in Cancer Treatment and
Prevention. Artificial Intelligence (AI) technologies in biological science will allow
computational biologists to collect, connect, and analyze biological data at large scales.
AI for biology will enhance the ability to do biological research in a more efficient way.
The difficulties include data collection with a large range, machine learning and deep
learning algorithm design, prediction validation, etc.

5.1. Current Publication List (till Mar 2022)
[1] Computational Study on E-hooks of Tubulins in the Binding Process with
Kinesin. Xie, Y., Li, L. (2022). International Journal of Molecular Sciences.
[2] The pH Effects on SARS-CoV and SARS-CoV-2 Spike Proteins in the Process of
Binding to hACE2. Y Y Xie, W Guo, A Lopez-Hernadez, S Teng, L Li. (2022). Pathogens.
[3] DG-Labeler and DGL-MOTS Dataset: Boost Autonomous Driving Perception. Y
Cui, Z Cao, Y Xie, X Jiang, F Tao, Y Chen, L Li, D Liu (2021). WACV 2022.
[4] Computational Study on DNA Repair: The Roles of Electrostatic Interactions
between Uracil-DNA Glycosylase (UDG) and DNA. Xie, Y., ..., & Li, L. (2021). Frontiers
in Molecular Biosciences, 8, 681.
[5] Spike proteins of SARS-CoV and SARS-CoV-2 utilize different mechanisms to
bind with human ACE2. Yixin Xie, Chitra B Karki, …, Qiyi Tang, Lin Li. Frontiers in
molecular biosciences, 2020.
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[6] Revealing the mechanism of SARS-CoV-2 spike protein binding with ACE2. Yixin
Xie, Dan Du, Chitra B Karki, Wenhan Guo, …, Lin Li. IEEE Computing in Science &
Engineering, 2020.
[7] Computational saturation mutagenesis of SARS-CoV-1 spike glycoprotein:
stability, binding affinity, and comparison with SARS-CoV-2. Sobitan, A., Mahase, V.,
Rhoades, R., Williams, D., Liu, D., Xie, Y., ... & Teng, S. (2021). ioRxiv (2021).
[8] Hybrid method for representing ions in implicit solvation calculations. Shengjie
Sun, Chitra Karki, Yixin Xie, Yuejiao Xian, Wenhan Guo, Bruce Z Gao, Lin Li.
Computational and Structural Biotechnology Journal, 2021.
[9] The electrostatic features of dengue virus capsid assembly. Alan E LopezHernandez, Yixin Xie, Wenhan Guo, Lin Li. Journal of Computational Biophysics and
Chemistry, 2021.
[10] Electrostatic features for nucleocapsid proteins of SARS-CoV and SARS-CoV-2.
Guo, W., Xie, Y., Lopez-Hernandez, A. E., Sun, S., & Li, L. (2021). Mathematical
Biosciences and Engineering, 18(3), 2372-2383.
[11] Structure Manipulation Tool StructureMan: A Structure Manipulation tool to
study large scale biomolecular interactions. Yuejiao Xian, Yixin Xie, …, Weihong Qiu,
Lin Li. Frontiers in molecular biosciences, 2020.
[12] Computational analysis of hereditary spastic paraplegia mutations in the kinesin
motor domains of KIF1A and KIF5A. Vidhyanand Mahase, …, Yixin Xie, Lin Li,
Shaolei Teng. Journal of Theoretical and Computational Chemistry, 2020.
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[13] A computational model of ESAT-6 complex in membrane. Chitra Karki, Yuejiao
Xian, Yixin Xie, Shengjie Sun, Alan E Lopez-Hernandez, Brenda Juarez, Jun Wang,
Jianjun Sun, Lin Li. Journal of Theoretical and Computational Chemistry, 2020.
[14] Using computational approaches to study dengue virus capsid assembly. Gicela
G Saucedo Salas, Alan E Lopez Hernandez, Jiadi He, Chitra Karki, Yixin Xie, …, Lin Li.
Computational and Mathematical Biophysics, 2020.

5.2. Salt bridge analysis tool
At the current stage, I am developing a protein engineering tool (SaltB) which is
to help web-lab biologists narrow down their choices of mutations in analyzing the
protein interface. Since salt bridges play very essential roles in binding processes of two
proteins, this tool focuses on the salt bridge prediction using features shown in figure
43, including distance of two amino acids, charge and shape features, etc. The outputs
are the predicted salt bridges and also the mutation recommendations for biologist.
With the help of accurate and reliable predictions, wet-lab scientists will be able to save
time and resources so that their experiments will be more effective and efficient. Till
Mar 2022, the version 1.0 of this software is done, and the salt bridges are 100% found in
the prediction results, comparing to traditional salt bridge analysis, such as MD
simulations. While due to the dataset size and some potential bias in the dataset,
overfitting results are commonly seen in version 1.0. In this case, as for the next version,
a more precises model will be introduced based on a larger dataset with minimized
bias.
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Figure 43 Overview of Salt Bridge Prediction and Analysis tool workflow

Figure 44 Oreo graduated from her dog training school 2020
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