one (32%); therefore, our assay includes both progestins, which are potent activators of gene expression via the intracellular progesterone receptor [R. Rupprecht et al., Neuron 11, 523 (1993) ]. 25. Rat Schwann cells were prepared from DRG cultures as described (13), with minor modifications. During the first week, DRG explants were cultured in Dulbecco's modified Eagle's medium- Ham's F12 (50:50, v/v) containing 100% fetal bovine serum and nerve growth factor (30 ng/ml), and were treated for 3 days with the antimitotic agent cytosine arabinoside (10 puM) to eliminate all cells other than sensory neurons and Schwann cells. Subsequently, the explants were grown for an additional 3 weeks in defined serum-free medium (8) . The outgrowth of axons induces Schwann cell growth [J. L. Saizer and R. P. Bunge, J. Cell Biol. 84, 739 (1980) ], resulting in the generation of large numbers of surrounding Schwann cells. The ganglia were then cut out of the cultures with a microscalpel. The remaining pure Schwann cells were stained as described [S. M. Hsu, L. Raine, H. Fanger, J. Histochem. Cytochem. 29, 577 (1981 ) ] with a polyclonal rabbit antiserum to a synthetic peptide common to the four known isoforms of rat 313-HSD (22) . 26. Schwann cells from DRG explants were harvested by exposure to trypsin and seeded in new culture dishes. After 48 hours, the cells were incubated in triplicate with 100 nM [7-3H(N) ]pregnenolone (NEN, 925 GBq/mmol) at 37°C for 24 hours. Steroids were extracted from the incubation medium with ethyl acetate:isooctane (1 1, v/v) and separated by thin-layer chromatography (TLC) on silica gel plates developed once in chloroform:ethyl acetate (4: 1, v/v) . Quantitation of radioactive areas on TLC plates was performed with an automatic TLC linear analyzer. Ste roids were further characterized by high-pressure liquid chromatography on a reversed-phase C18 octadecylsilane column and by recrystallization (4) [Y.
Akwa et al., J. Cell Biol. 121, 135 (1993) ]. 27. Neuron-Schwann cell cultures of rat DRG were prepared as described (25 (1, 2) can make more efficient use of the capacity of neural connections than those that simply rely on the average rate of firing (3) . The simplest spike-timing code would be one output pulse for each input pulse, but synaptic currents in the cortex are too small and intracellular recordings in vivo look very noisy (4) . Furthermore, cortical activity is characterized by highly irregular interspike intervals in both spontaneous (5) and stimulus-evoked conditions (6) . These observations have led some to conclude that only statistical averages of many inputs carry useful information between cortical neurons (7) . Another possibility, which we explore here, is that cortical neurons may respond reliably to relatively weak input fluctuations. Irregularity in spike timing may then reflect the presence of information. This is possible only if the intrinsic noise within neurons is small. Although some earlier studies have suggested that neurons may have low intrinsic noise (8, 9) , others have argued to the contrary (10) . The aim of the present report was to determine directly the temporal precision with which cortical neurons are capable of encoding a stimulus into a spike train. A rat cortical slice preparation was chosen so that the state of a single neuron and its input could be well controlled experimentally (11) . Somatic whole-cell recordings were made in the current-clamp configuration (12), and spike trains were elicited with current injected through the recording electrode, near the presumed site of generation of action potentials (13) . We assessed reliability by repeatedly presenting the same stimulus and evaluating the consistency of the evoked spike sequences.
First, repetitive firing was evoked with flat (dc) current pulses (0 to 250 pA, 0.9 s; Fig. 1A ). The variability of spike counts from trial to trial was small [coefficient of variation (CV) = 0.10 + 0.13; mean + SD; n = 10 cells]. However, the small variances in interspike intervals (ISIs) summed to increase the desynchronization of corresponding action potentials over the course of the stimulus. The first spike of each train was tightly locked to the onset of the pulse (SD = 0.62 + 0.25 ms; n = 8), whereas the timing of the last spike in the train was highly variable (SD = 31 + 19 ms; n = 8). Thus, responses to flat pulse stimuli indicate reliability of spike count or average firing rate but lack of reliability in precise timing, as measured relative to stimulus onset.
Intracellular recordings from cortical neurons in vivo reveal large and rapid fluctuations of the membrane potential from many synaptic events (4) . The integration of many independent excitatory and inhibitory synaptic currents would be expected to approach a Gaussian distribution at the soma. Accordingly, sequences of filtered Gaussian white noise generated by computer were added to the constant depolarizing pulse (14). As with flat pulse stimuli, spike count showed little variability (CV = 0.052 + 0.029, n = 10). In contrast to the case with flat pulse responses, when any particular fluctuating current waveform was repeatedly injected the pattern of spikes elicited showed precise and stable timing throughout the length of the trial (Fig. 1B) . Occasionally, from trial to trial, spikes could appear, disappear, or abruptly shift tens of milliseconds. In some cases, a single dropped or added spike disrupted the timing of several consecutive subsequent spikes. This behavior made it problematic to compute directly the variability in ISIs or the timing of a particular spike number; therefore, in further analysis we used the peristimulus time histogram (PSTH; Fig. 2A ). Highly reproducible firing patterns were a robust phenomenon in the presence of stimulus fluctuations. Two measures of spike timing were calculated from the PSTH, which we termed the "reliability" and the "precision" (Fig. 2A) . According to these measures, all the cells analyzed were capable of responding to fluctuating input currents with nearly 100% of spikes (high reliability) in clusters with an SD of less than 1 ms (high precision; Fig. 2B ). The reliability of spike patterns was strongly correlated with the amplitude of stimulus fluctuations, as (Fig. 2C) . The firing rate also increased with the amplitude of fluctuations, particularly for cells showing strong adaptation to dc stimulation (15) . The precision of spike timing depended on the time constant of stimulus fluctuations, 'r ( Fig.   2D ). Precision and reliability dropped as stimuli were filtered at time constants increasing from 1 to 25 ms. The precision of most responses was in the range of 1 to 2 ms, a time scale much smaller than both the maximum firing rate of these cells and the time constant of fluctuations in the stimuli (16) . The decrease in precision was paralleled by a reduction of reliability (15) .
The reproducibility of spike patterns suggested that spikes were triggered preferentially by particular patterns of depolarizing and hyperpolarizing current in the stimulus. A reverse correlation of spike train and stimulus [spike-triggered average of the stimulus; see (17) (Fig. 3A) . Varying the time constant of stimulus filtering revealed a preference for maximum stimulus slope 5 to 10 ms preceding the spike (Fig. 3B) . Therefore, the time course of the reverse correlations was broadened by filtering of the stimulus, but the basic shape was preserved. Transients (19) . Such variability would be expected to erode the fidelity of temporal coding but may be mitigated by particular activity patterns (20) . Evidence for rapid modulation of firing rate (21) and repetition of particular spike interval patterns (1 ) (Fig. lA) . Sequential neutral loss of 17 and 35 mass units from the parent ion indicated the loss of ammonia followed by the loss of water. Additional MS3 experiments were performed on the daughter ions of m/z 265 and 247 (4) .
Such MS2 and MS3 analyses were also performed on various synthetic candidate structures (6) , and although several products gave spectra quite similar to those of the natural compound, only the fragmentation patterns generated from monounsaturated fatty acid amides, such as cis-9,10-octadecenoamide ( Fig. 1 B) , matched exactly those of the endogenous lipid. Of interest was the neutral loss of 17 mass units from the parent ion of cis-9, 10-octadecenoamide, indicating that the molecule first fragments at the carbon-nitrogen bond of its terminal amide group to release ammonia. Mass analysis also identified a compound from the cerebrospinal fluid of human and rat with the molecular formula C22H43NO with MS2 and MS3 fragmentation patterns indistinguishable from those of synthetic cis-13,14-docosenoamide (Fig. 1, C and D) (7) .
Cis-9,10-octadecenoamide and the C18 natural lipid exhibited identical elution properties on thin-layer chromatography (TLC) (8) and gas chromatography-mass spectrometry (GC-MS) (9) . However, these techniques proved insensitive to the position and configuration of the olefin of closely related synthetic fatty acid amides, and the cis-8,9- (Fig. 2, 3) , cis-9,10-(1), cis-11,12-(4) , and trans-9,10-(2) octadecenoamides were not distinguishable from the natural compound by TLC and GC (10) . Through infrared (IR) spectroscopy, nuclear magnetic resonance (NMR) spectroscopy, and chemical degradation procedures, the exact structure of the endogenous lipid, including the position and configuration of its olefin, was unambiguously determined. The position of the double bond along the alkyl chain of the natural compound was determined by ozonolysis (11) . GC-MS analysis of the ozonolysis reaction mixture derived from the natural lipid revealed nonyl aldehyde as the only CH3-terminal aldehyde present. Nonyl aldehyde corresponds to an olefin located at the 9,10 position of the C18 fatty acid primary amide. 
