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SUMMARY
This thesis aims to demonstrate how using 3D cues improves semantic labeling and
object classification. Specifically, we will consider depth, surface normals, object classifi-
cation, and pixel-wise semantic labeling in this work. The works outlined in this document
aim to validate the following thesis statement: Shape, used as an additional context,
improves segmentation, unsupervised clustering, object classification and semantic
labeling with little computational overhead.
The thesis will show that: Combining shape and object labels improves results while
(1) requiring few extra parameters, (2) provides better results using surface normals
than depth, and (3) combining shape with labels improves accuracy for each task. We
describe various methods to combine shape and object classification and then discuss our
extensions of the work which focus on surface normal prediction, depth prediction, and
semantic labeling specifically.
In Chapter 4, we present an efficient algorithm for segmenting 3D pointclouds over time
by combining color and depth cues in a manner that respects depth boundaries to improve
unsupervised segmentation. Chapter 6 presents an approach extending the method from
Chapter 4 to classify each segment as label in an indoor environment using both shape
and color features. Chapter 5 presents an approach using the color and depth segmenta-
tion from Chapter 4 as an input for deep unsupervised clustering. Chapter 7 introduces a
method using semantic labels to both improve ground truth surface normals and to improve
prediction of surface normals with a real-time encoder-decoder neural network. Finally,
Chapter 8 introduces a shared encoder-decoder architecture and the concepts of network
fission as well as ablation studies on which hard-parameter encoder-decoder fission is best.





Humans have an inherent understanding of the shape of their environment and the objects
contained in it. Given a description of a room, a person can understand a reasonable ap-
proximation of the space and the objects. However, our current methods lack this type of
contextual understanding (i.e. a chair is shaped a particular way and indicates you can sit
on it). This work is motivated by the idea that there is an inherent relationship between 3D
information such as shape and scene understanding/object classification. Objects such as
tables, chairs, and cups have a specific shape and our models should leverage and learn that
information. Depth and surface normals have frequently been used as additional signals in
semantic labeling work; however, there is still limited understanding on the best ways of
using and learning shape and labels jointly. Our work examines using 3D cues for unsuper-
vised and supervised approaches for segmentation and semantic labeling. We show how
to use 3D information for robust unsupervised segmentation, supervised semantic labeling
using segmentation, and unsupervised object categorization. We explore this relationship
further by showing how shape helps deep neural networks semantically label indoor en-
vironments. We explore how joint estimation of shape and labels improves both results
when learned together and how to accomplish both with little added model capacity. More
specifically, we aim to validate the following theses and hypothesis:
1.1 Thesis Statement
Shape, used as an additional context, improves segmentation, unsupervised cluster-
ing, object classification and semantic labeling with little computational overhead.
Combining shape and object labels improves results while (1) requiring few extra pa-
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rameters, (2) provides better results using surface normals than depth, and (3) com-
bining shape with labels improves accuracy for each task.
1.2 Thesis Contributions
.
1) Combining color and depth cues for unsupervised segmentation:
We present an efficient and scalable algorithm for segmenting 3D RGBD point clouds by
combining depth, color, and temporal information using a multistage, hierarchical graph-
based approach. Our algorithm processes a moving window over several point clouds to
group similar regions over a graph, resulting in an initial over-segmentation. These regions
are then merged to yield a dendrogram using agglomerative clustering via a minimum span-
ning tree algorithm. Bipartite graph matching at a given level of the hierarchical tree yields
the final segmentation of the point clouds by maintaining region identities over arbitrarily
long periods of time. We show that a multistage segmentation with depth then color yields
better results than a linear combination of depth and color. Due to its incremental pro-
cessing, our algorithm can process videos of any length and in a streaming pipeline. The
algorithm’s ability to produce robust, efficient segmentation is demonstrated with numer-
ous experimental results on challenging sequences from our own as well as public RGBD
data sets.
[1]: S. Hickson, S. Birchfield, I. Essa, and H. Christensen, “Efficient hierarchical graph-
based segmentation of rgbd videos,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, 2014, pp. 344–351
2) Leveraging color and depth segmentation for deep unsupervised clustering:
We consider the problem of retrieving objects from video sequences and learning to clas-
sify them into semantic categories without manual supervision. This work is motivated
by the observation that video contains significant object motion and inherently a dynamic
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3D scene structure that can be exploited for self-supervision learning and classification.
Our approach is based on two key ideas: (1) We propose to estimate the depth of the
scene and cluster it in RGBD space, to retrieve potential object candidates; here depth is
learned in unsupervised manner from video sequences. (2) We build simultaneous unsu-
pervised clustering and learning of the feature embedding of the object proposals.The latter
is accomplished by a fully differentiable unsupervised deep clustering objective, where the
clusters are learned as parameters of the network and are represented as memory units. Our
results demonstrate that this technique creates useful embeddings for subsequent cluster-
ing. Our experiments on the challenging Cityscapes dataset show meaningful retrieval of
objects’ proposals without supervision, and clustering into classes that visually correspond
to common categories in scenes.
[2]: S. Hickson, A. Angelova, I. Essa, and R. Sukthankar, “Unsupervised deep cluster-
ing for semantic object retrieval,” in Bay Area Machine Learning Symposium (BayLearn),
http://www.baylearn.org/, 2017
[3]: S. Hickson, A. Angelova, I. Essa, and R. Sukthankar, “Object category learning and
retrieval with weak supervision,” in NeurIPS Learning with Limited Labeled Data Work-
shop, IEEE, 2018, pp. 1068–1075
[4]: S. Hickson, A. Angelova, I. A. Essa, and R. Sukthankar, Category learning neural
networks, US Patent App. 16/511,637, 2020
3) Leveraging color and depth segmentation for semantic labeling:
Most of the approaches for indoor RGBD semantic labeling focus on using pixels or su-
perpixels to train a classifier. In this chapter, we implement a higher level segmentation
using a hierarchy of superpixels to obtain a better segmentation for training our classifier.
By focusing on meaningful segments that conform more directly to objects, regardless of
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size, we train a random forest of decision trees as a classifier using simple features such as
the 3D size, LAB color histogram, width, height, and shape as specified by a histogram of
surface normals. We test our method on the NYU V2 depth dataset, a challenging dataset
of cluttered indoor environments. Our experiments using the NYU V2 depth dataset show
that our method achieves state of the art results on both a general semantic labeling in-
troduced by the dataset (floor, structure, furniture, and objects) and a more object specific
semantic labeling. We show that training a classifier on a segmentation from a hierarchy of
super pixels yields better results than training directly on super pixels, patches, or pixels as
in previous work.
[5]: S. Hickson, I. Essa, and H. Christensen, “Semantic instance labeling leveraging
hierarchical segmentation,” in 2015 IEEE Winter Conference on Applications of Computer
Vision, IEEE, 2015, pp. 1068–1075
4) Leveraging semantics for real-time surface normal prediction:
We propose 4 insights that help to significantly improve the performance of deep learning
models that predict surface normals and semantic labels from a single RGB image.These
insights are: (1) denoise the ”ground truth” surface normals in the training set to ensure
consistency with the semantic labels; (2) concurrently train on a mix of real and synthetic
data, instead of pre-training on synthetic and fine-tuning on real; (3) jointly predict normals
and semantics using a shared model, but only back propagate errors on pixels that have
valid training labels; (4) slim down the model and use grayscale instead of color inputs.
We demonstrate consistently improved state of the art results on several datasets, using a
model that runs at 12 fps on a standard mobile phone.
[6]: S. Hickson, K. Raveendran, A. Fathi, K. Murphy, and I. Essa, “Floors are flat:
Leveraging semantics for real-time surface normal prediction,” in The IEEE International
Conference on Computer Vision (ICCV) Workshops Geometry Meets Deep Learning (GMDL),
2019
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(5) Learning deep shared features for semantic labeling, surface normal predic-
tion, and depth prediction:
We show that surface normals and other shape based encodings are better than raw depth
for improving semantic labeling and classification when trained jointly. This is different
than using surface normals or a shape representation as an intermediate step or input, which
has been explored at length. We experiment exploring different possible decoder splits for
network fission in the decoder to determine where the best method lies for shape plus se-
mantic labels. We further propose a model that jointly learns depth, surface normals, and
semantic labels using different decoder fission splits. We experiment with sharing the en-
coder network architecture for joint prediction, but also most of the decoder (we call this
mid-fission). We show that object labeling and shape are closely related. Due to this, a
shared encoder-decoder with two small separate one-layer heads produces better results
than the conventional method of sharing an encoder and training separate full decoders.
1.3 List of Publications
• An energy minimization approach to 3D non-rigid deformable surface estimation
using RGBD data[7]
• Efficient hierarchical graph-based segmentation of RGBD videos[1]
• Semantic instance labeling leveraging hierarchical segmentation[5]
• Predicting daily activities from egocentric images using deep learning[8]
• Unsupervised deep clustering for semantic object retrieval[2]
• Object category learning and retrieval with weak supervision[3]
• Category learning neural networks[4]
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• Let’s Dance: Learning From Online Dance Videos[9]
• Expressions in VR Using Eye Tracking Cameras[10]
• Eyemotion: Classifying facial expressions in VR using eye-tracking cameras[11]
• Classifying facial expressions using eye-tracking cameras[12]
• Floors are Flat: Leveraging Semantics for Real-Time Surface Normal Predic-
tion[6]
This thesis will discuss the papers above highlighted in bold as well as the final work.
Chapter 4 will cover [1]. Chapter 5 will cover [2], [3], and [4]. Chapter 6 will cover [5].
Chapter 7 will cover [6], Finally, Chapter 8 will cover the final work and Chapter 9 will




The focus of this dissertation is to use 3D contextual information to improve segmentation,
object retrieval, shape prediction, and semantic labeling. As such, the approaches in later
chapters will build off of some common themes including specific datasets, metrics, and
ideas. We cove some of the related background work and terms in brief in this chapter.
2.1 Definitions
First, we go through some common definitions of computer vision tasks we use in this
dissertation.
2.1.1 Segmentation
Figure 2.1: An example of segmentation. On the left is an input RGB image and on the
right is a random colorized segmentation output.
Image segmentation is an important computer vision problem that spans back over 40
years[13]. The goal is to group perceptually important elements together into a cohesive
and meaningful region. An example is shown in Figure 2.1 where the segmentation output
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labels are colorized for easy viewing. Note that perceptually similar regions group together
as one color. The algorithm doesn’t necessarily know what each region is, just that it’s
independent and visually distinct from other regions. The knowledge of what the region is
(i.e. chair, floor) makes it semantic segmentation.
2.1.2 Object Retrieval
Object retrieval is harder to define than segmentation. It involves extracting ”important”
regions from an image. These regions can be represented as a bounding box or a seg-
mentation. An example of a segmentation object retrieval is shown in Figure 2.2 where
the method is extracting close people, cars, and bicycles in the foreground from the back-
ground. Many of these methods tend to be unsupervised or self-supervised. Some object
retrieval methods don’t aim for high accuracy at all but just recall with the idea being as
long as all the important regions are proposed, some other mechanism can filter them. Sim-
ilar to segmentation, typically there is no algorithmic knowledge of what the object is, if
there is, we call it semantic object retrieval or object detection.
Figure 2.2: An example of object retrieval where the left is an input image and the right is
a set of masked objects retrieved from a background and colorized.
2.1.3 Depth and 3D
All of the work we discuss in this dissertation will involve 3D environments, meaning that
instead of a 2D image with x, y pixels, we have a 3D space with x, y, z voxels (volumentric
pixels). In some of this work, we will extend this to x, y, z, t for toxels (temporal voxels).
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Much of the data we use is collected from projective and time of flight depth sensor devices
such as the Microsoft Kinect v1/2. These devices give a 2D depth map similar to an RGB
image where each pixel is instead the depth from the camera. In these cases, our z coordi-
nate comes from a depth frame and we have a 2.5D representation, which can be seen as a
slice of an environment from a certain viewpoint. An example of this is shown in Figure 2.3
where 3 viewpoints of a 2.5D environment are shown. It can be seen that occluded regions
from the original viewpoint are never seen; we simply know how far away each observed
pixel is. We can use the RGB Depth pairs with known camera calibration information to
construct point clouds (a 3D representation of our image) as shown in Figure 2.3.
Figure 2.3: An example of a point cloud from different viewpoints.
2.1.4 Surface Normals
The surface normal of a region is a vector that is perpendicular to the region. For example,
the normal of a ceiling is pointing directly down, a floor directly up, a wall to your left
directly right, and a wall to your right directly left. Surface normals are frequently used for
AR/VR applications, graphics, gaming, and visualizations. For instance, they tell us what
direction a ball will bounce when it collides with an object. In our work, we construct a
surface normal for each pixel/voxel. For much of our work, we consider surface normals
in the camera’s point of view; meaning, which way is this surface pointing from what the
camera can see. If the camera is pointing at a floor, the surface normal will be directly
towards the camera. If it is pointing towards a floor or ceiling, it will be the same.
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Figure 2.4: An example of surface normals with an RGB image on the left and colorized
surface normals on the right. Lime green is up, pink is right, dark green is left, light purple
is forwards, and dark purple is downwards.
Unlike other ground truth, surface normals must be calculated and are inherently noisy
due to the noise from depth and the types of calculations that are used to find them. A
trivial solution is just to select many neighbors and find the least-squares solution; however,
methods frequently must do more than that to account for depth noise and the distance each
object is from the camera. In our work, all surface normals are unit vectors. A visualization
of surface normals is shown in Figure 2.4.
2.1.5 Shape and Labels
We frequently use the terms shape and labels in this dissertation. Here, shape means some
representation of the 3D shape of an object or scene. This could be surface normals, depth,
3D position, curvature, etc. An example of this is shown in Figure 2.5 where the couches
are represented with their surface normals. In this case, the normals indicate that the
couches are on a planar surface and have a specific shape, which includes armrests and
a back. When we say labels, we mean some time of classification or semantic labeling of
an object or scene. For instance, in Figure 2.5, we are told that those pixels are indeed
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Figure 2.5: An example of what we mean when we use the terms shape and labels.
couches and they sit on top of a floor around a table in the corner of a room.
2.1.6 3D Contextual Information
3D contextual information is another term we use frequently in this dissertation that can be
hard to fully define. Context can be defined here as circumstances that help form under-
standing for an environment, statement, or idea. 3D contextual information is information
about a 3D scene that can be leveraged to further understanding. An example of this is
shown in Figure 2.6. We are given shape and labels of some couches. We know from
context that couches are on floors and often around tables; we also know that couches can
be sat in and are therefore normally pointing up. Humans have learned this inherent under-
standing of an environment and can leverage it appropriately. Any object pointing up that
is comfortable, a reasonable height, and structurally sound can be used as a chair. That is
something we as humans all know that our algorithms currently cannot learn. Contextual
information is how we bridge that gap.
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Figure 2.6: Our definition of 3D contextual information.
2.1.7 Encoding Information
The question then becomes, how do we encode that information? If we just have some
vector of numbers, how do we learn this context, and how can we use it to understand the
environment? In Figure 2.7, we show a scene with some information given to an algorithm
(bounding boxes labeled recycle bins and door). How do we encode knowledge in some
way for a computer to understand the door is in fact a door even though it’s visually the
same color as the wall; or that compost/recycle bins sit on the floor? That is the focus of
this thesis.
This work is motivated by the idea that there is an inherent relationship between 3D
information such as shape and scene understanding/object classification when viewing dy-
namic environments.
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Figure 2.7: How do we encode 3D contextual information?
2.2 Datasets
Below we discuss the datasets used throughout this dissertation. Our work has focused on
a small number of datasets we will discuss briefly below.
2.2.1 Scenenet RGBD
Figure 2.8: The Scenenet RGBD dataset from [14].
Scenenet RGBD is a set of 5 million semi-photorealistic synthetic RGBD images from
more than 15,0000 trajectories of synthetic layouts with random object poses with ran-
dom lighting and texture synthesis. Extracted from this are ∼ 4 million 320x240 images
with corresponding camera parameters, depth, and semantics; we can also extract surface
normals from the depth.
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2.2.2 NYUDv2
Figure 2.9: The NYU Depth V2 RGBD dataset from [15].
NYUDv2 [15] is a dataset of indoor environments taken with a Kinect device which
results in approximately 450,000 640x480 RGB-depth pairs. Semantic labels are created
for 1449 of these images, split into predefined train and test sets. There are 13 and 40 class
label splits that literature uses for comparisons.
2.2.3 Scannetv2
Figure 2.10: The Scannetv2 RGBD dataset from [16].
Scannetv2 [16] is a dataset of approximately 2 million 1296x968 RGB images with
640x480 depth sensor images with included pixel-level semantic segmentation labels. In-
stead of 2D annotation like in NYUDv2, these labels were annotated in 3D and then back-
projected into 2D, which allows for more labeled images but the annotations can be less
accurate and edges sometimes don’t match up perfectly. Given the frames are taken from
video, there is also a lot of repeated information in the dataset, so random sub-sampling is
an effective strategy to construct a good training set.
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2.2.4 Cityscapes
Figure 2.11: The Cityscapes outdoor dataset from [17].
Cityscapes dataset: The Cityscapes dataset [17] is a challenging, large-scale dataset
that is used for evaluating various classification, detection, and segmentation algorithms
related to autonomous driving. It is collected in 50 different cities with a core set of 5000
different scenes. The data is split in standard train, validation, and test sets according to
a predetermined protocol. It contains 2975 training, 500 validation, and 1525 test high
resolution 2048x1024-pixel images, where the test set is provided for the purposes of the
Cityscapes competition only.
2.3 Metrics
For depth metrics, we use the well established relative depth metric in Equation 2.1 where
δ is 1.25, 1.252, and 1.253. These numbers are based on human perception of depth differ-
ences. y is the ground truth pixel-wise depth and z is the final output of the task decoder.
Some methods also include relative depth and root-mean squared error which are also easy







) < δ (2.1)
For surface normal metrics, we use the metrics in Equation 2.2 where δ is 11.25, 22.5,
and 30. ŷ is the ground truth pixel-wise surface normal and ẑ is the final output of the task
decoder both normalized to a unit vector where each normal is also clipped between -1.0
and 1.0 in case of rounding errors. We also consider mean average error which is simply
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ŷ(i)ẑ(i)) < δ (2.2)
For semantic labeling metrics, we use the mean intersection over union shown in Equa-
tion 2.3. y is the ground truth pixel-wise depth and z is the final output of the task decoder.
Occasionally, we will also use pixel accuracy which is just the mean accuracy of all of the







For unsupervised clustering, we use the cluster purity index, which calculates the per-
cent of objects that were classified correctly. This is shown in Equation 2.4 where Ω =
w1, w2, ...wk, C = c1, c2...cj , N is the total number of samples, Ω is one set of clusters, and








|wi ∩ cj| (2.4)
For comparing multi-task to single-task, we introduce a metric called % improvement
(%τ ), which shows the average improvement each task had over the single task version.
This is shown in Equation 2.5 where for each task i, si is the metric for the single task
method and mi is the metric for the multi-task method. The result is multiplied by 100
after subtracting 1 to convert it into percent better (positive) or worse (negative) than the
single task results. For surface normals, we use the metric of δ is 11.25 in Equation 2.2,











We also use a variant of this that accounts for the increase of the model size over a
single task. We call this percent improvement per FLOP increase percentage (PIPFIP). It is
simply (%τ ) divided by the percent increase in model size given by multi-task model size










In this chapter, we will discuss many works that inspired this dissertation as well as those
related to it. The scope of 3D computer vision is incredibly large so this will be limited to
those works we directly relate to and those we leverage information from. We are specifi-
cally interested in leveraging 3D information as context for dynamic scene understanding.
By 3D, we mean some representation beyond RGB images that includes spatial compo-
nents (depth, surface normals, etc.). When we say leveraging it as context, this means
leveraging the 3D information to better a method’s understanding of the world. For exam-
ple, surface normals can give information about the shape of a room. i.e. floors are flat. By
dynamic scene understanding, we mean understanding the surroundings from a camera in
a dynamic environment, meaning a moving camera and moving objects.
3.1 Unsupervised Segmentation
One way we propose using 3D contextual information for scene understanding is through
unsupervised segmentation. Unsupervised segmentation can group regions of related ele-
ments into regions that can be used for separating information or even as feature selection.
First, we will discuss the background of unsupervised segmentation, which we propose a
method for in Chapter 4.
3.1.1 Image Segmentation
Image segmentation and grouping has a large literature history going back to the 1970s.
Our work is most inspired by the more recent Felzenszwalb and Huttenlocher image seg-
mentation algorithm [18], which is a graph based image segmentation algorithm, which
uses a modified Kruskal’s algorithm on a minimum spanning tree and union-find to effi-
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Figure 3.1: An example of segmentation from Felzenszwalb [18].
ciently merge pixels in a graph. Graph based segmentation technique tend to form a graph
G = (V,E), where V is all of the nodes in the graph (in this case pixels, but in other cases
voxels or even toxels), and E are the edges between the nodes, generally found by some
distance metric between neighboring pixels. An example from [18] is shown in Figure 3.1.
They use 3 parameters, σ which is simply a Gaussian for smoothing the image beforehand,
k which determines how far away the regions are before we stop merging them, and min,
which enforces that no region is below a minimum size (in number of pixels) by merging
with it’s neighbor. This method of graph-based segmentation is very robust and has been
extended in many ways for video, which we discuss below.
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Figure 3.2: An example of segmentation from Grundmann [19].
3.1.2 Video Segmentation
One way to organize related work of unsupervised video segmentation is use the five
types of algorithms for super-voxel video segmentation analyzed by Xu and Corso [20].
(A) Paris and Durand [21] propose a mean shift method that achieves hierarchical segmen-
tation in videos using topological persistence using the classic mode-seeking mean-shift
algorithm interpreted under Morse theory as a topological decomposition of the feature
space. (B) [22] use Nystrom normalized cuts, in which the Nystrom approximation is ap-
plied to solve the normalized cut problem, for spatiotemporal grouping. (C) Segmentation
by Weighted Aggregation (SWA) [23] is a variant of optimizing the normalized cut that
computes a hierarchy of sequentially coarser segments by an algebraic multi-grid solver.
(D) Graph-Based (GB) is an adaptation of the Felzenszwalb and Huttenlocher image seg-
mentation algorithm [18] to video segmentation by building the graph in the spatiotemporal
volume where voxels (volumetric pixels) are nodes connected to 26 neighbors. (E) Hier-
archical graph based (GBH) is an algorithm for video segmentation proposed in [19] that
iteratively builds a tree structure of region graphs, starting from over-segmented spatiotem-
poral volumes obtained using the method illustrated above. The regions are described by
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LAB histograms of the voxel members, the edge weights are defined by the χ2 distance,
and the regions are merged using the same technique as in [18]. Grundmann’s[19] segmen-
tation method has similarly robust segmentation but now can continue to do so over time
as shown in Figure 3.2.
3.1.3 RGBD Video Segmentation
Figure 3.3: An example of segmentation from Papon [24].
Before our work in Chapter 4, there had been little work on unsupervised segmentation
of streaming 3D point clouds besides [25], which uses a parallel Metropolis algorithm and
the Potts model and focuses only on a specific environment and [26], which combines
color and depth and uses spectral graph clustering without a hierarchical method. We were
unable to compare against either of these since no code or data was released. Additionally,
most of the research conducted in 3D segmentation of point clouds has been focused on
static scenes, without considering time. Papon et al.[24] demonstrate a graph-based voxel
segmentation method as an extension to what we have already discussed. An example from
their paper is shown in Figure 3.3.
Other examples RGBD segmentation are planar and non-planar surfaces are segmented
from 3D point clouds using either NURBS [27, 28], surface normal segmentation [29],
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or 3D shape matching [30] to identify objects with a particular shape. Scene modeling is
performed by analyzing support relationships of the regions [15] or contextual modeling
of both super-pixel MRFs and paths in segmentation trees [31]. Temporal evolution of the
3D point cloud has been considered in cases where a learned 3D model of the segmented
object is available, such as in the simultaneous segmentation and pose tracking approach
of [32] or the segmentation-tracking method of an arbitrary untrained object in [33].
3.2 Unsupervised Object Clustering and Classification
As opposed to unsupervised segmentation which uses similarity metrics to merge regions
of elements, some methods try to learn how to cluster and classify regions by using fea-
tures. Though they are sometimes less robust than some of the unsupervised segmentation
methods above, these learned methods can give more information about regions and be
used to learn new to represent and classify new objects from large sets of unlabeled data
such as videos. Unsupervised learning [34] and unsupervised deep learning [35, 36, 37, 38,
39] are central topics in machine learning applied to classification tasks. Many approaches
have been proposed, leading to better clustering, dimensionality reduction, and embedding
construction approaches. Building specialized, deep embeddings to help computer vision
tasks is also a very active research area [40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50]. The
main focus is on learning feature representations which can then be applied to transfer
learning [41, 51, 45, 43]. These approaches have shown improved results on subsequent
classification tasks, especially for small datasets or complicated high dimensional data such
as video.
3.2.1 Unsupervised Object Retrieval
One sub-problem of unsupervised clustering that we look at in Chapter 5 is unsupervised
object retrieval. These methods attempt to learn how to extract important objects from
large amounts of data without labels (i.e. that is a car on a road and therefore something
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Figure 3.4: An example of a method for unsupervised discriminative patches using cluster-
ing from Singh [52].
important to learn about). One method of unsupervised visual object retrieval is object
discovery from videos [53, 54, 55, 56]. This is a an emergent topic of research, exploiting
the massive amounts of available (unannotated) video data, for example, using tracking as
supervision [53]. This allows for an oracle system that can extract and label important ob-
jects without supervision. Unsupervised clustering of visual objects, given an initial feature
representation, has also been a topic of large interest in computer vision with several foun-
dational approaches proposed, e.g., topic models, spectral clustering [57, 58, 59]. Some
methods such as that shown in Figure 3.4 attempt to learn discriminative patches without
the need for video such as Singh et al. [52]. Deep clustering with jointly learning the em-
bedding and the clustering is considered previously by various approaches [60, 61, 62, 63]
but generally focus on small, cleaned datasets such as MNIST and Cifar.
3.2.2 Self Supervised Object Retrieval
Our work in Chapter 5 focuses on both unsupervised retrieval and discovery of visual object
categories. It is aligned to prior object extraction work mentioned above, e.g. Singh et
al. [52], whereas we here extract and classify full objects rather than re-occurring parts. To
extract full objects, Pathak et al. [45] use optical flow as supervision in videos as shown
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Figure 3.5: An example of a method for self-supervised clustering from video by
Pathak [45].
in Figure 3.5. However, they use the features learned for transfer learning onto supervised
tasks, whereas we obtain full semantic classes in unsupervised manner.
Semi-supervised or weakly supervised methods are also very common in many appli-
cations. For example Laplacian label propagation [64] and related techniques embed the
dataset into a smaller dimensional space where labeled examples can propagate their la-
bels to examples closer to them in space. Such techniques could be very useful for our
approach too, as including a handful of manually labeled examples can provide more well
defined clusters. This is also a practically feasible approach, as labeling a small number of
examples is not particularly costly.
Another large body of work on learning object segmentation from videos is [65, 66],
but they consider small datasets without much variability. In Chapter 5, we consider much
more challenging outdoor scenes with much variability, such as urban environments.
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3.3 Supervised Learning for Scene Understanding
Supervised learning has offered major breakthroughs in classification into multiple cate-
gories with thousands or millions of labeled examples (e.g., [67, 68, 69, 70, 71] and many
others). These methods rely on a lot of annotated data for training in order to perform
well. While very foundational, fully supervised learning may not be always applicable or
practical, as labeling is an inefficient and expensive process. Instead, learning from unla-
beled data or weakly labeled data is a reality for many complex tasks. However, if enough
labeled data is available, supervised methods tend to drastically outperform unsupervised
or self-supervised methods.
3.3.1 Semantic Labeling
Figure 3.6: An example of a method for supervised semantic labeling from Gupta [72].
Most previous work has been focused on semantically labeling each pixel. Recently
this has been extended to be each super pixel or patch or label using convolutional neural
networks or conditional random fields. In the past, this was mostly done in outdoor datasets
and on RGB images instead of 3D data. On 3D indoor scenes, most of the work has been
focused on categorizing the environment and that work which does semantically label uses
pixel or super pixels to train classifiers.
In [73], the authors focus on labeling scenes only (not objects or segments) such as
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office, kitchen, hallway, etc; [74] and [75] label scenes the same way with an actual robot.
Nuchter et al.[74] only label objects as the wall, floor, ceiling, or doors. These are classes
that don’t fit the challenging categorization we are trying to achieve. [76] generates mean-
ingful and accurate semantic labeling; however, it trains specific objects (such as a bed or
printer) and tests them assuming they are in the same environment. So although they can
determine useful objects in an environment, they require knowledge of the current room.
Richtsfeld et al.[28] use NURBS fitted patches to find graspable objects but do not classify
them.
Silberman et al.[15] introduced the NYU dataset and a method to semantically label in-
door scenes. They use a contour based method with structural inference and a set of various
supervised learning features to train a SVM. As shown in Figure 3.6, Gupta et al.[77, 72]
discuss using bounding box detectors for instance labeling and using an improvement of
[15] with geometric encoding and an additive SVM kernel for semantic labeling. Couprie
et al.[78] use a multi-scale convolutional neural network to learn unsupervised features and
impose labels on super pixels. They also introduced a new subset of the NYU V2 dataset to
test, which is based on the labels occurring most frequently in the dataset. This allows us
to determine how an algorithm does labeling more specific categories. Wang et al.[79] also
use an unsupervised method but instead use multi-modality learning in order to learn fea-
tures that a linear SVM is trained on to generate semantically-labeled super pixels. Lin et
al. [80] focus on recognizing cuboid objects by extending CPMC [81] to leverage 3D data
and then use a conditional random field to generate semantic labels. Stuckler et al. [82] use
temporal information to create an object-class segmentation using SLAM and a random
decision forest in order to generate a fully labeled 3D map.
3.3.2 Surface Normal Estimation
Traditional methods for estimating surface normals were largely limited by sources for
ground truth data, and instead incorporated explicit priors such as shading, vanishing points
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Figure 3.7: An example of a method for deep surface normal estimation from RGB images
from Bansal [83].
[84], or world constraints [85]. With the advent of widely available and inexpensive depth
sensors, data-driven approaches to this problem became more popular. Ladicky et al. [86]
introduced a discriminatively trained learning based algorithm by combining pixel and
segment-level cues. Fouhey [87] and colleagues explored the use of learned sparse 3D
geometric primitives and higher level constraints to predict surface normals.
As discussed earlier, convolutional neural networks (CNNs) have proven to be a very
effective means of tackling a wide range of image-level tasks. Wang et al.[88] introduced
the first CNN-based method to solve the problem of dense surface normal estimation by
fusing both scene level and patch level predictions. Eigen and colleagues [89] were the first
to predict depth, surface normals, and semantic segmentation using the same multi-scale
network architecture for each task (though not jointly). Bansal et al.[83] improved upon
this architecture using skip connections and used it as input to jointly predict pose and style
of 3D CAD models from an RGB image. This was one of the first deep encoder-decoder
models for surface normal estimation from an RGB image and their model is shown in
Figure 3.7. In SURGE, Wang et al.[90] uses a dense CRF to refine the output of their CNN
model and demonstrate higher quality results on planar regions.
Some work, such as [91] have had success purely predicting planar regions instead of
surface normals, though this limits the scope of the problem. Another promising avenue
for gathering data for surface normal estimation is synthetic rendering. Zhang et al.[92]
train their normal prediction network on a large dataset of rendered images and fine-tune
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it on real data. Ren et al.[93] use an unsupervised domain adaptation method based on ad-
versarial learning to transfer learned features from synthetic to real images. In this chapter,
we use synthetic data in our training but batch-wise mix it with real data in an end to end
training setup.
3.3.3 Depth Estimation
Figure 3.8: The loss module from Godard [94] using left and right disparity maps dl and
dr. Here I l and Ir are the left and right images, C=Convolution, UC=Up-Convolution,
S=Bilinear sampling, US=Upsampling, and SC=Skip connection.
There is a large body of work on depth estimation from RGB images. This has only
increased with the availability of the Kinect and other depth sensor devices. Some of this
work focuses on using pairs of images such as [95]. Other work more recently focuses on
depth estimation from only a single RGB image. Many of these methods focus on learn-
ing to predict depth with a convolutional neural network (CNN) such as Liu et al. [96].
Eigen [89] similarly predict depth from RGB images using a deep learning architecture.
More recent works have focused on reconstruction losses, either from left-right image
pairs [94] shown in Figure 3.8 or from camera motion with video [97, 98]. These methods
attempt to learn depth and then use it to reconstruct from image time It to It+1 or from a
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left image to a right image in a stereo pair. This self supervision allows the reconstruction
loss to be used to learn the depth.
3.4 Multi-Task Learning for Scene Understanding
Multi-task learning has a long history but most of this section will focus on recent tech-
niques. Our approach is inspired by early work by Caruana et al.[99] who discuss using
hard parameter sharing neural networks to predict several tasks. This methodology though
being around since 1993, has not been leveraged fully with current encoder-decoder net-
works. There are many datasets used to leverage pixel-wise tasks (semantic labeling, depth,
normals, HHA, curvature, etc), both synthetic like Scenenet [14] and real such as Scan-
net [16], NYUDv2 [15], and Matterport [100]. Availability of RGBD data has resulted on
its use to predict semantic labels [72]. Different data source fusions have been developed
(early, mid, and late) in order to determine where in a network to ”join” the information.
The inverse, using only RGB to predict semantic labels, depth, normals, etc., has also be-
come a topic of interest [89]. We briefly cover these efforts here.
Eigen et al. [89] use a common multi-scale fully convolutional network (FCN) archi-
tecture to predict depth, surface normals, and semantic labels but not jointly as shown in
Figure 3.9. They only share the architecture layout but train separately. This was one of
the first works on FCNs for joint tasks. Gupta et al.[72] later work on NYUDv2 [15] and
introduce an encoding called HHA (horizontal disparity, height above ground, and angle).
They then use that encoding to train a CNN whose features are combined with features
from a CNN trained on RGB in order to do object detection and semantic segmentation
(late fusion).
Other methods chose to combine networks or learn shared parameters with soft pa-
rameter sharing. Ruder et al. [102] discuss multi-task learning using a method they call
sluice networks where parameters control which sub-spaces are shared between main and
auxiliary tasks. There is a shared input layer and task-specific output layers and all other
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Figure 3.9: Eigen’s method from [89] for a single network that can be adapted to do 3
different tasks (though not concurrently) showing that neural networks can learn different
tasks individually without changing the architecture.
layers are shared with a parameter to control what is used for each prediction. They show
small networks for NLP tasks as opposed to pixel-wise predictions which involve larger,
more complex architectures with an encoder-decoder structure. Misra et al. [101] introduce
cross-stitch networks with a similar method of [102] using a parameter to control the flow
between the layers of the networks as shown in Figure 3.10. They try to learn how to stitch
together two networks with a shared representation as a linear combination of activations.
They explore when to split a network for two separate tasks but only from a FCN style net-
work based on Alexnet [103]. This is different from more current methods which use those
architectures as an encoder and have a separate decoder per task. Jafari et al. [104] use
separately trained networks for depth and semantics as input to a joint refinement network
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Figure 3.10: Misra’s method from [101] for a soft-parameter sharing method that stitches
two individual tasks together.
with the hope of mutually improving both results using cross-modality influences. Many
of these soft parameter sharing methods can be transformed into others by specifically set-
ting certain parameters. However, they can be difficult to learn and require a full network
trained on each individual task which is a large amount of FLOPS.
Other hard parameter sharing work has focused on using several different modalities
as both inputs and outputs or as intermediate tasks. Kuga et al. [105] use several different
modalities as both inputs and outputs with each having it’s own encoder and decoder but
sharing skip connections and a shared latent representation. Xu et al. [106] use depth,
surface normals, contours, and semantics as a set of intermediate tasks, which are then
used via a multi-modal input into a distillation model. In this method, there is one shared
encoder with each auxiliary task having a separate decoder. The results of that are then put
into the multi-modal distillation module for final task prediction, where each task has it’s
own decoder. Maninis et al. [107] use a shared encoder with learned soft attention modules
to train one network to do several tasks each one at a time, only focusing on the encoder.
3.4.1 3D Multi-Task Learning
Researchers have also begun to explore the connections between various 3D pixel level la-
beling tasks. Dharmasiri et al.[109] demonstrate that by having a single network jointly pre-
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Figure 3.11: An example of a taskonomy from Zamir[108] for task-relatedness.
dict surface normals, depth, and curvature, they are able to almost match or improve upon
networks tuned for these tasks independently. Similarly, Nekrasov [110] and colleagues
explored the connections between depth estimation and semantic segmentation with a fo-
cus on the effects of asymmetric dataset sizes. Xu et al.[106] developed a prediction and
distillation network that uses multiple intermediate representations such as contours and
surface normals to achieve the final task of depth estimation and scene parsing. Similarly,
Kokkinos [111] showed that a single unified architecture is capable of learning a wide range
of image labeling tasks. A couple of works [112, 113] enforce consistency between joint
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predictions of depth and normals. As opposed to learning tasks together, Taskonomy [108]
attempts to learn task-relatedness by transferring learning between modalities instead of
doing multi-task learning with a focus on indoor 3D environments. An example of a single
taskonomy showing task “relatedness” is shown in Figure 3.11. Note how close normals
are to many tasks compared to z-depth.
In Chapters 7 and 8, we show that semantic segmentation can improve normal pre-
diction when predicting both jointly which results in even higher performance on planar
regions.
3.4.2 Multi-Task Encoder Decoder Architectures
Figure 3.12: An example from Kendall [114] showing a multi-task encoder-decoder archi-
tecture using what we call early fission with a special multi-task loss.
Most work has focused on what we call the early fission model, where one shared
encoder is used with separate decoders for each task. Each of these then requires clever
methods in order to improve results. Initial works on many scene tasks including geom-
etry and semantic labels [111] discuss task-interference and find that jointly learning can
impede accuracy. [111] jointly handle many tasks end-to-end with a network architec-
ture relying on task specific responses with many fusion layers with skip pooling across
different resolutions to deal with different tasks. Their method also use memory-efficient
back-propagation to handle training for many different tasks. Kendall et al. [114] use a
shared encoder with separate decoders for each task and focus on using task-uncertainty
to improve the training for each task as shown in Figure 3.12. Liu et al. [115] propose an
33
end-to-end multi-task attention network using one global feature pool and a soft attention
module per task. This would be an example of late fission with an extra addition of the
attention modules per task. Using this, they hope to learn task-shared and task-specific
features in an automatic manner. Gao et al. [116] propose a fused network model by com-
bining multiple single-task networks using discriminative dimensionality reduction with
several 1x1 convolutions. This method however, is high in parameters as it combines two
networks trained for separate tasks. In Chapter 7, we propose a method to predict surface
normals and semantic labels with a real-time mobile model. After that, in Chapter 8, we go
beyond previous work and try to analyze further output network fission schemes to allow
for both task-shared features and task-independent features efficiently.
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CHAPTER 4
EFFICIENT HIERARCHICAL GRAPH-BASED SEGMENTATION OF RGBD
VIDEOS
In this chapter, we will discuss using depth and color to segment 3D scenes over time
in an unsupervised manner. Here we use depth as a context to constrain and limit the
color regions that we merge. We will show how the inclusion of depth improves these
segmentation results and which scenarios it helps. We do this by simply utilizing one
extra segmentation step, which maintains the real-time efficiency of image segmentation
algorithms like that proposed by Felzenschwab[18].
4.1 Introduction
Segmentation is used as a building block for solving problems such as object detection,
activity recognition, and scene understanding. Traditionally, segmentation involves finding
RGB pixels with similar perceptual appearance in a single image and grouping them as
discussed in Chapter 3 Section 3.1.1. As processing power has improved, there has been
increasing emphasis upon video segmentation, in which pixels with similar appearance and
spatiotemporal continuity are grouped together over a video volume[21, 19, 20]. Given the
widespread availability of depth data from low-cost RGBD sensors, we are interested in
robust unsupervised segmentation of streaming 3D point clouds with temporal coherence.
Because we are using point clouds here, we can use shape as an additional cue to improve
our segmentation as mentioned in the Thesis Statement (1.1).
In this work, we modify traditional segmentation by using depth as a constraint so
that we only find RGB pixels with similar appearance within individual objects and not
spanning across depth boundaries. This differs from previous works because we leverage








Figure 4.1: Segmentation of streaming 3D Point clouds. Top: RGB and depth maps used
as input in our algorithm. Bottom: Rendered version of the point cloud and its frame
segmentation output.
Our algorithm is aimed at super-toxel extraction; since voxels are limited to 3D data,
we define a new term toxels. Toxels are temporal voxels, which can be understood as a
generalization of voxels for 4D hyper-rectangles. Each toxel is a hyper-cube discretization
of a continuous 4D spatiotemporal hyper-rectangle. Voxels are generally used to refer to
the discretization of 3D volumes or the discretization of 2D frames over time. When these
are combined, we get XYZT data, which can be discretized using toxels. Super-toxels are
just large groupings of toxels. This allows us to respect both depth and color as important
cues.
Our method uses measurements such as color, spatial coordinates, and RGBD optical
flow to build a hierarchical region tree for each sequence of n frames (we use n = 8), which
are then sequentially matched to produce long-term continuity of region identities through-
out the sequence. This bottom-up design avoids limitations on the length of the video or on
the amount of memory needed due to the high volume of data. In contrast to segmentation-
tracking methods, we do not assume a priori knowledge of the content of the scene and/or
objects, and we do not perform initialization of seeds or any other type of human inter-
vention. Our motivation is that regions should not merge across depth boundaries despite
color similarity. Our method was tested on several challenging sequences from the TUM
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Figure 4.2: Schematic of our method to segment streaming 3D point clouds.
Dataset [117], the NYUDv2 Dataset [15], and our own examples. It produces meaningful
segmentation, even under difficult conditions such as significant motion of scene objects,
camera motion, illumination changes, and partial occlusion.
Our primary contributions in this chapter are: (1) A robust and scalable, RGBD
video segmentation framework for streaming 3D data. (2) A streaming method that main-
tains temporal consistency and can be run on a robot or on videos of indefinite length. (3)
An efficient framework that runs at 0.8 fps but can be downsized to run pairwise in near
real-time at 15 fps. (4) A nonlinear multistage method to segment color and depth that
used 3D context to enforce that regions never merge over depth boundaries despite color
similarities. And finally (5) The ability to segment and maintain temporal coherence with
camera movement and object movement using these 3D cues to improve results. The code
and data are publicly available on the project web page[118].
4.2 Method
Our approach involves four main steps, as illustrated in Figure 4.2. First, a segmentation of
8 consecutive frames using the depth and motion information is performed. In the second
step, an over-segmentation of the frames is done using color and motion information while
respecting depth boundaries. Next, histograms of the resulting regions are used to build
a hierarchical segmentation of the spatiotemporal volume represented as a dendrogram,
which can then yield a particular segmentation depending on the desired segmentation
level output. The final step performs a bipartite graph matching with the 8 previous frames
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with 4 frames overlapping to enforce the consistency of region identities over time.
4.2.1 Spatiotemporal segmentation
Graph-based segmentation: A natural approach to segmenting RGBD images would be
to simply use [18] after setting the edge weights to a weighted combination of differences
in depth and color: (1− α)dC(p1, p2) + αdD(p1, p2), where p1 and p2 are two pixels, dC is
the difference in color, dD is the difference in depth, and α is a scalar weighting the relative
importance between the two. We shall show in the experimental results in Figure 4.3 that
this approach does not yield good results in practice, because there is no value of α that will
work consistently well for a variety of images. In fact, in many cases no value of α works
well even for the various regions of a single image. We find that just blindly combining
depth and color does not work well; it needs to be done intentionally by using 3D context
of object boundaries as a constraint. To do this, we use the multistage approach described
in Section 4.2.1.
RGBD optical flow: We compute optical flow between each consecutive pair of RGBD
images. First, the depth values are converted to XYZ coordinates in 3D space by using
the internal and external calibration parameters of the visible and IR cameras on the sensor
to register the RGB and depth images. Then we compute dense optical flow between the
two RGB images. Previous extensions of optical flow to 3D [119] assume a continuous
spatiotemporal volume of intensity values on which differentiation is then performed. In
our case, however, the depth values are already known, thus enabling a much simpler cal-
culation. We compute 2D optical flow (∆i,∆j) using a consecutive pair of RGB images
based on Farneback’s method [120]. Therefore, since the RGB and depth images are reg-
istered, for the value Dn−1(i, j) in the depth map at location (i, j) at time n, there exists
a corresponding depth value Dn(i + ∆i, j + ∆j) in the next frame. The optical flow, w,
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along the z axis, is then simply the difference between the two depths:
w = Dn(i+ ∆i, j + ∆j)−Dn−1(i, j). (4.1)
We also project the motion of the (i, j) pixels into 3D space using the camera calibration
parameters.
Hence, the RGBD scene flow can be solved by extending Equation 4.1 and the calibra-
tion of the data and is defined as:
(u, v, w) = ((in − in−1)
zn
Fx
, (jn − jn−1)
zn
Fy
, Dn(i+ ∆i, j + ∆j)−Dn−1(i, j)). (4.2)
Segmentation using depth and color
Our approach relies on the following observation: If the scene consists only of convex ob-
jects, then every depth discontinuity corresponds to an object boundary. This observation
was motivated by a study on primates [121] which concluded that depth and color percep-
tion are handled by separate channels in our nervous system that function quite distinctly.
Obviously the world does not consist only of convex objects, but nevertheless we have
found this observation to have great practical utility in everyday scenes. We exploit this
observation by first segmenting based on depth alone, then based on color while preventing
any merging to occur across depth discontinuities. We show in the experimental results
that this approach yields more accurate segmentation than combining depth and color into
a single graph.
We build a graph (called the D-graph) shown in Figure 4.2, in which each node corre-
sponds to a toxel. Within each graph, nodes are connected to their 26-neighbors with edges
whose weights are the absolute difference in the depth of the two toxels: |D(x, y, z, t) −
D(x′, y′, z′, t′)|, where D(x, y, z, t) is a function that yields the depth values from the spa-
tiotemporal volume, and (x′, y′, z′, t′) ∈ N (x, y, z, t), where N (x, y, z, t) is the neighbor-
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hood of toxel (x, y, z, t). Edges are then constructed between each frame D(x, y, z, t − 1)
andD(x, y, z, t) by connecting toxels based on the computed optical flow. Toxel (x, y, z, t−
1) in D is connected with toxel (x + u, y + v, z + w, t) in D with an edge whose weight
is given by |D(x, y, z, t − 1) − D(x + u, y + v, z + w, t)|. The internal difference of a
region Int(R) is set as the highest edge weight in the minimum spanning tree of region R,
and regions are merged according to [18]. The constant that determines the size of depth
segments is called kdepth.
After the graph-based algorithm produces a segmentation according to the depth, an-
other graph (called the C-graph) is created with the same nodes as before shown in Fig-
ure 4.2. As before, edges are created for each of the 26-neighbors, and edges between
frames are set according to the RGBD optical flow vectors to be |C(x, y, z, t− 1)−C(x+
u, y + v, z + w, t)| where C(x, y, z, t) is a function that returns the euclidean difference in
color. We use CIE LAB color space to ensure perceptual uniformity of color differences.
Invoking the observation above, the edge weights connecting toxels that belong to different
regions after processing the D-graph are set to infinity in the C-graph to forbid merging
across depth discontinuities. The constant that determines the size of color segments is
called kcolor. After running the graph-based algorithm on the C-graph, we have an over-
segmentation consisting of super-toxel regions across the spatiotemporal hyper-rectangle.
4.2.2 Hierarchical Processing
Once the over-segmentation has been performed, feature vectors are computed for each
super-toxel region. For feature vectors, we use histograms of color, 3D position, and 3D
optical flow, called LABXYZUVW histograms, using all the toxels in a region. For compu-
tational efficiency and storage requirements, rather than computing a single 9-dimensional
histogram, we compute nine 1-dimensional histograms. Experimentally we find that 20
bins in each of the LAB and UVW features and 30 bins in each of the XYZ features is
adequate to balance generalization with discriminatory power.
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Using these feature vectors, a third graph (called the S-graph) is created to represent
the regions as shown in Figure 4.2. Each node of the graph is a region computed by the
super-toxel segmentation in Section 4.2.1 and edges are formed to join regions that are
adjacent to each other (meaning that at least one toxel in one region is a 26-neighbor of
at least one toxel in the other region). The weight of each edge is the difference between
the two feature vectors, for which we use Equation 4.6. On this graph, instead of running
the graph-based algorithm of [18], we use Kruskal’s algorithm to compute the minimum
spanning tree of the entire set of regions. The result of this algorithm is a dendrogram that
captures a hierarchical representation of the merging in the form of a tree, in which the root
node corresponds to the merging of the entire set.
By selecting a different threshold, a different cut in this minimum spanning tree can
be found. To make the threshold parameter intuitive, we choose the percentage of regions
to merge, which we denote by ζ . The value determines the coarseness of the produced
results, with ζ = 0 indicating that all the regions are retained from the previous step,
whereas ζ = 100% indicates that all the regions are merged into one. For values between
these two extremes, the dendrogram is recursively traversed, accumulating all nodes until
the desired percentage is obtained. Although the value ζ can be changed on-the-fly for any
given image without incurring much computation to recompute the segments, we generally
set ζ = 65% for the entire sequence to avoid having to store all dendrograms for all frames.
4.2.3 Bipartite Graph Matching
After thresholding the dendrogram of the current pair of frames according to ζ , correspon-
dence must be established between this thresholded dendrogram and that of the previous
pair of frames. To achieve this correspondence, we perform bipartite graph matching be-
tween the two thresholded dendrograms using the stable marriage solution [122]. Fig-
ure 4.2 depicts the bipartite graph matching process, which considers the difference in
region sizes, the change in location of the region centroid (after applying the 3D optical
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flow), and the difference between the LABXYZUVW histograms.
Data is treated as two lists from the tree cut. The histogram match from each region’s














where RN is the number of toxels in Region R and SN is the number of toxels in Region
S.
For each histogram, we compute the distance the centroid has traveled over time and
the size difference.
The difference the centroid has traveled is computed as the SAD of the center points nor-
malized by the size:
∆d =
|Rx − Sx|+ |Ry − Sy|+ |Rz − Sz|
RN
(4.4)
and the size difference is computed as the absolute value of the difference:
∆N = |RN − SN | (4.5)
Starting with the closest histogram, we merge the regions R and S iff they each con-
sider each other the best choice using the weight as defined by Equation 4.6:
h = β∆H + γ∆d+ ε∆N (4.6)
where β, γ, and ε are fixed constraints to prevent over-merging, found by computing statis-
tics on multiple sequences and determining 3σ for each constraint.
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4.3 Experimental Results
Our algorithm was evaluated with several 3D RGBD sequences, some from the NYU
Dataset [15], some from the TUM Dataset [117], and some that we obtained. To mea-
sure the accuracy of the algorithm, we annotated some images by hand to provide ground
truth as 2D object boundaries. To account for slight inaccuracies in the position error of
a boundary point, we use the Chamfer distance [123]. The boundary edges are extracted
from the output segmentation images as well as of the ground truth images. For each pixel
in the contour of the query image, we find the distance to the closest contour pixel in the
ground-truth image (which is efficiently computed using the Chamfer distance), and then
we sum these distances and normalize by dividing by the number of pixels in the image.







Where NN1 represents the closest point of the boundary output Outi to the ground truth.
As mentioned earlier, we were unable to find a value for α that enables the traditional
graph-based algorithm in [18] to produce robust, accurate results across all sequences. This
is demonstrated in Figure 4.3, where the output for various values of α are shown, none
of which clearly delineates the objects properly. The linear combination never properly
segments the table, table legs, cup, magazine, and magazine colored features in Figure 4.3,
whereas our over-segmentation does. In other words, the multistage segmentation com-
bination of first depth and then color segmentation provides better results than any linear
combination of color and depth features as the primate studies from [121] suggested.
To quantify these results, we evaluated the output of the graph-based algorithm of [18]
for different values of α for all three sequences (shown in Figures 4.6-4.8 corresponding to
S1-S3). As shown in Figure 4.4, better results are obtained when color is weighted higher
than depth (α is small). Nevertheless, no value of α yields an acceptable segmentation.
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Figure 4.3: Top row: original RGB image (depth image not shown), and ground truth
object boundaries. Middle three rows: The output of the graph-based algorithm using a
linear combination of color and depth, with α values of 0.1, 0.2, 0.4, 0.6, 0.8, and 0.9; none
produces a correct result. Bottom row: The output of the initial over-segmentation step of
our algorithm (left), as well as the boundaries of this output (right).
Also shown is the initial over-segmentation step of our method. Since our method is in-
dependent of α, these results are plotted as horizontal lines. Note that the segmentation
error of our multistage segmentation algorithm is lower than the output from the linear
combination approach for any value of α.
Even though our algorithm does not depend on α, it does initially depend on kdepth and
kcolor. The left of Figure 4.4 shows the error (measured by Equation 4.7 where k is the
parameter from [18]) obtained from segmenting just based on depth as the parameter kdepth
is changed. Note that on all three images the output gets worse as this value is increased
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Figure 4.4: Left: The error based on the choice of α on the output of the linear combination
algorithm on three sequences (blue lines), as well as the output of our hierarchical algorithm
(red lines), which is not dependent on α Right: Effect of varying kcolor on the output of our
initial over-segmentation step, as well as the value of k on the output of [18] (with the best
α possible.



























Figure 4.5: Left: Effect of varying ζ on the output of our hierarchical clustering applied to
the output of either our initial over-segmentation step or that of [18] (with the best α and
k possible). Right: The explained variation from [124] of our method, [124], and [19] on
Sequence 2.
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due to under-segmentation. On the right is a plot of all three sequences for both approaches
discussed in 4.3, where our algorithm includes only the initial over-segmentation step. With
a low kdepth, these plots show the effect of changing the value of kcolor for our algorithm,






Figure 4.6: Sequence 1, (A) : RGB image, (B): Results from [124], (C): Results from [19]
(N/A is used when the frame is beyond the length it can run), (D): Our Results
Figure 4.5 shows the error using the hierarchical method. On the left is a set of plots of
all three sequences for both approaches, where we vary the hierarchical tree percentage cut.
It can be seen that the hierarchy makes us invariant to the values of kdepth and kcolor just as
in [19]. On the right are plots of the error of our hierarchical step applied to the output of
both our algorithm (initial over-segmentation step) and the algorithm of [18]. These plots
answer two questions, namely, whether the hierarchical step improves results, and whether
our initial over-segmentation step is needed (or whether the hierarchical step would work
just as well if we simply used the algorithm of [18]). The answer to both questions is in








Figure 4.7: Sequence 2, (A) : RGB image, (B): Results from [124], (C): Results from [19]
(N/A is used when the frame is beyond the length it can run), (D): Our Results
4.4 Conclusion
In this chapter, we have presented an unsupervised hierarchical segmentation algorithm for
RGBD videos leveraging both shape and color by using 3D context to constrain segmen-
tation. The approach exhibits accurate performance in terms of segments quality, temporal
region identity coherence, and computational time. The algorithm uses a novel approach
for combining the depth and color information to generate over-segmented regions in a se-
quence of frames. A hierarchical tree merges the resulting regions to a level defined by the
user, and a bipartite matching algorithm is used to ensure temporal continuity. We showed
that our method outperforms a linear combination of color and depth. We performed com-
parison against different graph segmentation combinations showing lower errors in terms
of quality of the segmentation and thoroughly analyzing the effects of various parameters.
There are occasional problems with noise from the depth image and maintaining tem-
poral consistency. This produces an excellent segmentation algorithm that respects both







Figure 4.8: Sequence 3, (A) : RGB image, (B): Results from [124], (C): Results from [19]
(N/A is used when the frame is beyond the length it can run), (D): Our Results
Chapter 3 Section 3.1.1, these segmentation regions can be used as features for other vision
tasks such as classification and clustering. In Chapter’s 5 and 6, we will use this method
and extend on it to explore supervised semantic labeling with unsupervised segmentation
and unsupervised clustering using both shape and color as cues.
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CHAPTER 5
SELF-SUPERVISED DEEP CLUSTERING OF OBJECTS
In this chapter, we continue discussing using 3D contextual cues for unsupervised learning.
In the previous chapter, we used depth and RGB as inputs for a graph-based segmentation
algorithm. Here, we build off of that by using that contextual information from unlabeled
videos of city street data to learn to retrieve objects that are semantically meaningful. We
then attempt to cluster those objects without labels. We use a variant of the segmentation
method from Chapter 4 to segment out meaningful objects from scenes and then learn
to cluster them. Here the segments from the previous chapter are treated as meaningful
proposals and we then learn whether they are meaningful and how to cluster them. In this
work, the 3D context is both the known shape of the scene and the constrained environment
we use (i.e. cars on a road).
5.1 Introduction
Much of human knowledge and learning is obtained by unsupervised observations [125].
Here we pose the question: How much semantic knowledge can be retrieved from passively
observing videos? This work aims to learn about the existence of objects by only observing
the world while moving in a scene1. Using depth and shape as a context is key here to
understand what proposals to use in order to make them meaningful and useful. Depth
is used to consider different objects in different manners and the plane of the ground is
estimated from the depth in order to only consider objects on top of the road but below the
sky. We then can leverage the segmentation from Chapter 4 to segment the remainder of
the scene for object proposals to consider.
We show that semantically meaningful object proposals and categories can be learned
1Moving in the scene is required during training only, but testing is done from still images.
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Figure 5.1: An overview of the method: self-supervision is used to learn proposals for full
objects; unsupervised deep clustering is then used to uncover semantic object classes.
from video, with no manual supervision. This is a very challenging task as no labels for
objects classes are available, i.e. there is no exemplar of what a car or a person should look
like. Furthermore, an often overlooked but key difficulty in unsupervised visual learning is
that labeled data also provides a very strong and powerful supervision of what constitutes
a full object. We address both of these challenges here.
To obtain full object segments, we utilize unsupervised learning of depth from video [97,
94] and propose to cluster object components in the obtained 3D RGB space. We note that
clustering in this space is advantageous as objects in 3D are much more likely to be well
separated, despite inherent noise, and are naturally normalized for scale (i.e., in 3D all
cars should be of similar size, which is not true in image space). We see in our results
that this approach is capable of retrieving full objects, and can also separate them into
individual instances. Crucially, this process can be done without supervision since depth
and ego-motion is obtained by self-supervised learning [97]. In contrast, prior algorithms
for objectness or for proposal generation either require manual supervision to determine
objectness [126], or provide a large number of proposals, the majority of which do not
constitute full objects [127].
Given a set of objects proposals obtained by clustering in 3D RGB space, we now have
important supervision of which object is foreground vs. background. We cluster them into
classes while simultaneously learning the most suitable feature embedding. Building em-
beddings in unsupervised manner have shown to produce better feature representations for
pre-training [45, 41]. We go a step further and, in addition to learning the representation,
we learn unsupervised clustering at the same time, thus obtaining direct retrieval of full
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Figure 5.2: Schematic architecture which generates object proposals with self-supervised
methods (e.g. learning of depth from video). The depth prediction convolutional stack is
based on VGG [69]
semantic categories without supervision. To that end, we propose an unsupervised method
that separates the proposals of potential objects into semantic classes using a fully differ-
entiable memory-based deep clustering approach. The main idea is to store the potential
cluster means as weights in a neural network at the higher levels of feature representation.
This allows them to be learned jointly with the potential feature representation. Doing this
jointly has the advantage that gradient descent can not only learn good weights for clus-
tering, but it can also simultaneously change the embedding to allow for better clustering
without the use of labels. We refer to this clustering as Unsupervised Memory Clustering
(UMC).
5.2 Approach
5.2.1 Self-supervised proposal generation
The goal of the first step is to extract a set of object candidates from video frames. This is
clearly a very challenging task and traditionally methods that do this require object bound-
ing box supervision [71], whereas the unsupervised approaches, generate hundreds or thou-
sands of candidates, many of which are partial objects [127]. We propose to extract propos-
als for full objects. The key idea is to first densely estimate depth, followed by clustering
in RGBD space (Figure 5.2).
Unsupervised depth prediction from a single image. Let us start with estimating the
depth of the scene per input image. Given a sequence of RGB images, Zhou et al. [97]
showed that it is possible to learn to predict the depth per image and the ego-motion be-
51
tween two images, in an unsupervised way from monocular video. At inference time a
single image input is sufficient to predict depth. During training, at least two consecutive
images are needed [97, 94]. In our particular implementation, we used the algorithm [94]
(open source implementation), which uses stereo images as inputs to impose additional
consistencies, but these are needed for training only and not testing. During testing, either
of the above-mentioned approaches (of Zhou et al. or of Godard et al.) needs a single image
and both approaches have shown to be top performers in their respective categories. We
consider this part of our approach as self-supervised due to the 3D constraints imposed as
supervision which may come from the same or pair of images.
Figure 5.3: Unsupervised Memory Clustering with the clustering objective. Clusters will
be learned as additional weights, jointly with the feature embedding for positive samples.
Clustering in RGB 3D In order to obtain object proposals, we use unsupervised seg-
mentation and grouping to extract foreground objects from Chapter 4. Depth is estimated
from the method described above (based on [94]). We extract the ground plane, using the
Point Cloud Library (PCL) ground plane estimation method[128]. Points that are too high
or far away are ignored. In order to segment well, we consider RGB, depth, and time.
Segmentation is done by continuously grouping similar regions (or points), resulting in an
initial over-segmentation [18]. These regions are then merged to yield a dendrogram using
agglomerative clustering via a minimum spanning tree algorithm. A hierarchical merg-
ing method is then applied in order to merge regions which are similar (Figure 5.7 shows
generated proposals).
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5.2.2 Unsupervised memory clustering (UMC)
In this section, we address the problem of discovering semantic classes in an unsupervised
way, given object proposals.
We here propose a differentiable clustering method that not only will cluster categories
in potential clusters/classes, but will simultaneously be building the feature embedding
while clustering. This is done by optimizing for two main objectives: (1) discriminate an
object vs. the background (using the the object proposals information from Section 5.2.1)
and (2) maximally separate objects into classes.
Our unsupervised deep clustering approach is inspired by [129]. Their approach is
valuable as employing differentiable constraints helps learning in an integrated end-to-end
fashion. Our idea is to store the potential cluster means as weights in the network and
thus have them be learned. The proposed clustering will be learned simultaneously with
the feature embedding for the input data (Figure 5.3). Namely, given information of a
potential object vs. background, captured by a discriminative loss, we further incorporate
a differentiable clustering loss (Figure 5.3). Note that this is different from [129], as in our
case both our weights and our inputs are changing.
Embedding with clustering: We describe here how to add a clustering-like loss that
is integrated in the learning process. To begin with, we conventionally train a convo-
lutional neural network (CNN) to predict foreground and background using objects and
background patches, e.g. by using an architecture such as Inception [68] or Network in
Network (NiN) [130] (see the experimental sections for details). More specifically, after a
number of convolutional layers, we add a differentiable clustering module as shown in Fig-
ure 5.3. More specifically, we attach two fully-connected layers, each of 2048 filters. The
first fully-connected layer represents the feature embedding x being build and is attached
to a classification loss of foreground vs. background. It is also connected to the second
fully connected layer where the clustering will be done. Note that we only cluster on the
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foreground labels as we do not need to cluster the background activations. The objective






mink[(xn − wk)2] (5.1)
In this equation, N is the number of samples, k is the number of defined clusters, wk
is the “weight” (theoretically and typically the mean of the cluster) for each k, and x is the
activations from the fully connected layer before the classification fully connected layer.
This is differentiable and the gradient descent algorithm is shown in Equation 5.2.
δwk = w
′




lr(xn − wk) if k = s(xn, w)
0 otherwise
(5.2)
where s(xn, w) = argmink[xn] and lr is the learning rate.





we use a custom clustering metric MC that informs us if the clusters are evenly distributed
as defined in Equation 5.3 and Equation 5.4. This is important since we have no labels to













0 if argmink[xn] = 0
1 if argmink[xn] = 1
(5.4)
The final loss to be optimized is shown in (Equation 5.5):
L = Lk + αrL2 + αcLC (5.5)
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where αr and αc are hyperparameters which are tuned during the training. LC is the stan-
dard cross-entropy loss for our foreground vs. background classification. For our method,
we use αr = 0.25 and αc = 0.5. We apply this loss to every patch labeled as potential
object and ignore the background ones. The foreground vs. background task, solved with
a standard cross-entropy loss, typically classifies between these two with high accuracy
(>95%).
During learning, optimization was performed with a ‘RMSProp’ optimizer, with a
learning rate of 0.045, momentum 0.9, decay factor 0.9, and ε of 1.0.
A popular alternative algorithm for building embeddings is the contrastive loss [131].
The general loss applied there differs from ours, but more crucially, unlike contrastive
loss [131], we only have one embedding space and both losses apply to it without requiring
contrastive information.
5.3 Experimental evaluation
We first evaluate our approach in a test where a set of candidate foreground vs. background
object proposals are given (Section 5.3.1). This is done because we can evaluate against
ground truth proposals and labels, which is not possible in the fully unsupervised case.
We then evaluate the quality of the unsupervised proposal mechanism (Section 5.5.1, first
part). Finally, we present results from the full method where both proposals and clustering
are unsupervised (Section 5.5.1). We here experiment with the challenging Cityscapes
dataset [17] described in Section 2.2.
Here, we used the training set for training and the validation set for testing and visual-
izing results (as the test set has no annotation results). Manual annotation is provided for
segmenting classes that are part of the scene such as road, vegetation, building, sidewalk,
etc, as well as classes which represent moving agents in the scene, such as pedestrian, car,
motorcycle, bicycle, bus, truck, rider, and train. Figure 5.4 shows the sample distribution
for these instances. In this work we intend to discover semantic groups from among the
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4 Number of examples per class. Training set.
Figure 5.4: Number of examples per class. Cityscapes dataset.
moving objects in these scenes. As seen in the figure, two of the classes, car and person,
are the most common ones and significantly outnumber all the other classes.
5.3.1 Unsupervised Memory-based clustering evaluation
We first evaluate clustering, in the case when the ground truth proposal boxes were con-
sidered known, but no class labels are given. We wanted to see if important class cate-
gories, such as cars, pedestrians, and bicycles can be clustered into semantically meaning-
ful classes. For this and subsequent experiments, the neural network architecture is based
on Inception V3 [132]. Since the number of available examples is small (Fig. 5.4), we have
pre-trained the network’s convolutional layers only as is customarily done in computer vi-
sion research. Note that, we do not pre-train any of the the fully-connected layers that learn
our embedding or clustering. We used the Imagenet pre-training of the convolutional-only
layers for simplicity only, but in practice other purely unsupervised features can be used,
which have been shown to be of equal or better power [45, 47].
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5.4 CIFAR dataset experiments
We first test the proposed unsupervised clustering approach on the CIFAR10 [67] dataset.
The goal of this experiment is to test if clustering can uncover separate categories in a
simple toy problem with a two class setting.
We selected as an example the dog and automobile classes to label as foreground. We
then train a network from scratch based on the Network in Network architecture (NiN) of
Lin et al.[130] from scratch for our experiments. All other classes of CIFAR are considered
background for this experiment. By attaching our modified clustering objective function to
the next to last layer, we wanted to see if the classes are clustered appropriately.
Table 5.1: Contrastive loss on two embeddings on CIFAR10 for discovery of two classes.
Per cluster accuracy (in %) for each of the two given classes on the test set (class labels are
not used during the training process).
Clusters Automobile Dog
Cluster 0 0% 100%
Cluster 1 0% 100%
We can see in our simple experimental results that classes are naturally clustered with
the majority of examples correctly assigned. Table 5.2 shows quantitative results on the
test set are shown. As seen around 70% (68.5%) of the automobile classes are correctly
clustered, and 80% (82.1%) of the dog examples are correctly assigned to a cluster. Note
that in these cases, the concepts and classes of dog and automobile are unknown to the
training algorithm and we are just looking at them post clustering to see if any natural
clustering is occurring. The method naturally splits the classes into two different means
despite not being given labels.
Figure 5.5 further visualizes the training process. It shows classification accuracy per
each newly learned cluster for each of the given classes. This is assuming the ground truth
labels are known and is used for visualization purposes only; the labels are not used in
training. We can see that after a number of iterations, the algorithm starts to correctly
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assign the majority of dog examples (Class 1 in CIFAR) to cluster with an id 0 and the
majority of automobile examples (Class 5 in CIFAR) to cluster number 1.
We also experimented with the contrastive loss [131] in this setting but it did not yield
good clustering results (all examples are clustered in a single class). We saw this behavior
consistently when attempting to cluster using contrastive loss as seen in Table 5.1.
Figure 5.5: The clustering of the dog class (Class 1 in CIFAR) and automobile class (Class
5 in CIFAR) while training on the CIFAR10 dataset. The full training process is shown until
about 12,000 steps. As seen, the newly formed cluster 0 (first two figures to the left), tends
to attract much of the dogs examples, Class 1 in CIFAR, (first figure), than automobile, or
Class 5, examples (second figure). At the same time, the newly learned cluster 1, does not
classify correctly dog examples (third figure), but does well on automobiles (fourth figure).
Blue/Orange curves denote training vs. test data. The training has no notion of labels, they
are used here only for evaluation purposes.
Table 5.2: Unsupervised clustering results on CIFAR10 for discovery of two classes. Per
cluster accuracy (in %) for each of the two given classes on the test set (class labels are not
used during the training process).
Clusters Automobile Dog
Cluster 0 68.5% 17.9%
Cluster 1 31.5% 82.1%
5.5 Cityscapes experiments
Next we show experiments on Cityscapes with clustering of the eight categories mentioned
above, pedestrian, car, motorcycle, bicycle, bus, truck, rider, and train, into a small number
of clusters (e.g. 3 since most categories are rather rare in the data Figure 5.4). We report
the results in terms of the number of object patches classified in each cluster. We here test
two methods: 1) the baseline clustering approach and 2) our Unsupervised Memory-based
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Figure 5.6: Visualization of clusters learned by UMC when proposals are given (for K=3).
It is clear that the green class is responsible for retrieving cars, the blue one persons, and the
red one bicycles. We can see that both cars and persons are discovered pretty well. Bicycle
is much more rare class and can be confused with a person or with a partially visible car in
the background. (Best viewed in color.)
Clustering (UMC). In order to put them on equal footing, they both have the same pre-
trained features of the early convolutional-only layers. The features for the fully-connected
layers are not pre-trained and are initialized randomly. Both methods have the same feature
capacity (and also input data), and the only difference is that the UMC is applying the
proposed memory-based clustering loss, proposed in Equation 5.5.
Clustering of all examples in 3 clusters for both settings are shown in Table 5.3 (see
Appendix for the baseline). This table is not normalized to be more informative. As seen,
the proposed embedding forms clusters where one tends to cluster the majority of exam-
ples from person and rider, and the second one clusters more vehicle-like objects car, bus,
and motorcycle. Classes such as bicycle and train are more uncertain. In the case of three
classes, a bicycle cluster forms but is a weaker one, and while it still attracts a number of
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bicycle examples, it is split between the bigger classes. This can be attributed to the fact
that the bicycles class is very small (its examples represent about 1/10 of cars and 1/7 of
persons); also bicycles and persons often appear as a foreground to a car-like object. We
can also observe that categories that are related such as person (aka pedestrian) and rider
(defined as a person riding a motorcycle) are assigned to the same cluster, whereas car,
motorcycle, truck, and bus are assigned to another one. We also note that while motorcy-
cles may seemingly be more related to bicycles, appearance-wise they share more visual
features with cars, e.g. tires, fenders, etc.
The baseline embedding trained on the same data without our clustering method does
not yield as good clustering results (see Table 5.4 for a summary). We saw this behavior
consistently. We note that it obtains the same input information but does not use addi-
tional clustering objective. We also experimented with the contrastive loss [131], which
is a popular alternative, but was not successful and yielded one-sided clustering results
as shown in Table 5.1. Table 5.4 summarizes the performance for both embeddings, by
computing the clustering purity index. In this experiment can see that our embedding is
showing better performance on this 3-class classification task. We further observed that an
improved clustering initialization based on the idea of kmeans++ (denoted as Cl++ here)
improves the clustering accuracy. We however do not use that in subsequent experiments
as the initialization itself is time consuming.
Figure 5.6 visualizes the three retrieved clusters (color-coded) when clustering with our
approach, We can see that people (in blue) and cars (in green) are often correctly retrieved.
Bikes are more rare and may be more often mistaken, for example in cases where a portion
of the patch contains part of a car, or since the bicycle very often has a person riding it.
In these visualizations we also observe that the proposed embedding provides adequate
representation for clustering. This is a promising result, given that it is learned by not
providing a single class label during training.
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Table 5.3: Unsupervised clustering of objects from the Cityscapes dataset with 3 clusters
with our clustering loss. The table shows number of examples assigned to each learned
cluster (K=3). The clustering purity index is 61.99% for K=3 and the mean accuracy
76.16%. The baseline index is 33.27% and 50.61%, respectively.
Classes Cluster 0 Cluster 1 Cluster 2
Person 4302 198 29
Rider 634 161 17
Car 690 5053 538
Truck 34 92 10
Bus 25 117 7
Train 12 23 3
Motorcycle 73 119 21
Bicycle 583 946 180
5.5.1 Evaluation of the full unsupervised method
In this section we examine what kind of proposals are retrieved from the full self-supervised
method and what classes are being formed. This proposal mechanism requires no manual
supervision.
Object proposals generation evaluation: We first evaluate the object proposal gener-
ation mechanism. Figure 5.7 shows example object proposals. The generated proposals
constitute regions of objects instances and very often contain an actual object that is present
in the scene. As noted, no manual supervision has been used in this approach and no ob-
jectness, other external labels, or features are being used at this stage of the algorithm.
Table 5.5 shows recall of our algorithm with respect to known ground truth mask pro-
posals from Cityscapes (with IOU on segments of 0.5). While the retrieved object pro-
Table 5.4: Unsupervised clustering results on Cityscapes dataset. Clustering purity index
for K=3 on the validation set (class labels are used in evaluation only).
UMC embedding (ours) UMC embedding (ours, w. Cl++) Baseline embedding
61.99% 69.98% 33.27%
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Figure 5.7: Example proposal instances generated from unsupervised depth and clustering
in RGBD space.
posals are meaningful, the recall numbers with respect to ground truth objects in city en-
vironments such as person, bicycle, car, are low, with 8-20 percent recall of all available
objects, especially compared to powerful detectors, e.g. [71]. This is not surprising given
the small number of average proposals per image ( 5.4). Still it is interesting that the pro-
posals have recalled many of the common objects available, and serves our main purpose
(in next section) in which we learn to group semantically related objects in classes without
labels. Another interesting observation is that the proposals can also separate individual
objects (i.e. instances) without any pre-training, knowledge of objectness, or trained detec-
tion. Figure 5.7 shows examples of generated proposals where the generated proposals are
backprojected to the image.
UMC Clustering on automatically generated proposals: We now test the final clus-
tering, when proposals are unsupervised, i.e. automatically generated. We here test the
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Table 5.5: Recall of our proposal generation algorithm on Cityscapes objects (in %). Bot-
tom row shows all examples total available in the data.
Person Rider Car Truck Bus MotorCyc. Bicycle Vegetation Building Train
8.9 15.8 21.2 17.2 20.4 10.7 8.2 2.8 4.6 0.0
3458 544 4765 93 98 149 1285 486 491 23
baseline algorithm against the following algorithms.
1. Baseline algorithm, unsupervised proposals. Table 5.7
2. Unsupervised Memory-based clustering, unsupervised proposals using our proposed al-
gorithm. Table 5.6
3. Features pre-trained with supervision, unsupervised proposals. Table 5.8
The latter algorithm is directly using features which have already been pre-trained on Ima-
genet. They are applied to each of the bounding box proposals. These features are super-
vised as they have been previously trained to separate classes on Imagenet.
Table 5.6: Our clustering on Cityscapes validation set with unsupervised proposals.
Classes Cluster 0 Cluster 1 Cluster 2
Person 3 47 100
Rider 6 5 7
Car 471 273 23
Truck 13 10 1
Bus 16 17 5
Train 2 5 0
Motorcycle 0 3 2
Bicycle 11 23 4
Vegetation 187 134 39
Building 333 404 174
Table 5.6 shows the results of our unsupervised clustering with unsupervised proposals.
Since the proposals and clusters are all unsupervised, we compare for evaluation purposes
63
with respect to the ground truth on the Cityscapes validation data. This is a form of out-
of-sample testing, since our unsupervised proposals do not match the ground truth objects.
That is, we are comparing only against the correctly recalled objects but there may be others
that are correctly clustered (as we see later) whose bounding box is somewhat mismatched.
We can see that meaningful clusters have formed, e.g. one class has attracted more cars,
another most of the persons. Figure 5.8 visualizes the results of this clustering. Here the
clustering results from Table 5.6 are more clear now, as we observe that, although noisy, the
algorithm has formed interesting semantic clusters. For example, clearly the cluster marked
in red, although sometimes suffering from a poor proposal box, has definitely learned a
person detector. Similarly there is a cluster focusing on cars (blue), and interestingly it
contains mostly side or back cars, whereas the green cluster (which has attracted many of
the recalled building patches) also contains frontal car examples.
Table 5.7: Baseline clustering on Cityscapes validation, unsupervised proposals without
our loss.
Classes Cluster 0 Cluster 1 Cluster 2
Person 138 7 5
Rider 15 2 1
Car 690 39 38
Truck 21 2 1
Bus 35 1 2
Train 5 1 1
Motorcycle 5 0 0
Bicycle 34 0 4
Vegetation 323 18 9
Building 789 47 75
Table 5.7 shows the clustering of the counterpart baseline method trained on our pro-
posals without our clustering loss where we see that clustering is more one-sided and of
poorer quality (see later Table 5.9 for comparison metrics).
Table 5.8 shows the corresponding clustering with supervised features. It can be seen as
an upper bound on clustering when the embedding space was being supervised by labels.
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Table 5.8: Clustering on Cityscapes validation, unsupervised proposals with supervised
features
Classes Cluster 0 Cluster 1 Cluster 2
Person 0 16 134
Rider 0 5 13
Car 734 22 11
Truck 4 20 0
Bus 11 24 3
Train 1 6 0
Motorcycle 0 2 3
Bicycle 2 8 28
Vegetation 44 297 19
Building 131 513 267
Here it is interesting to observe that thanks to the label supervision this method clusters
better and puts together patches of pedestrian, rider, bicycle, which contain a person.
Table 5.9: Clustering results with unsupervised proposals. Clustering Purity Index. Our
unsupervised method outperforms the baseline method which uses the same inputs. We
compare to clustering with supervised features as an upper bound.
Clusters (car,person,bicycle) (car,person,building) (car,person,vegetation)
Supervised feat. 0.92 0.80 0.87
Baseline unsup. 0.80 0.47 0.61
Ours unsupervised 0.87 0.56 0.67
Table 5.9 summarizes the results of the above tables reporting the clustering purity in-
dex for several groups of classes. As seen our method outperforms the baseline in this
setting too. Clearly adding supervision is helpful to partition an embedding well. How-
ever, it is interesting to note that this clustering loss enables us to recover some of that
partitioning without any supervision.
While the results are of course noisy, we can see that our algorithm has actually man-
aged to learn about the existence of semantic categories and has grouped them into separate
classes, e.g. persons, cars. This is an exciting result as it is done without any labeling. We
65
believe these results are important as they illustrate what can be learned without any man-
ual supervision. This shows the effect of this clustering loss on embeddings learned with
deep methods
5.6 Conclusion
In this chapter, we explored the challenging task of self-supervised object category learn-
ing. We discover semantically meaningfully classes in a challenging dataset, without man-
ual supervision. Specifically, we propose a novel proposal generation that takes the clus-
tering into the 3D RGB space, and a differentiable clustering objective which learns to
separate classes during learning and builds a better embedding. This validates our Thesis
Statement (1.1) as the 3D features are key to this work being possible. The clustering idea
is to learn the clusters which are stored as weights, and simultaneously learn the feature
representation while clustering the data. We showed that with this approach semantically
related objects can be retrieved and ‘detected’ without supervision. This is the first result
of its kind demonstrated in a challenging setting, the Cityscapes dataset.
In the next chapter, we will instead start exploring supervised methods to leverage this
type of RGBD data instead of the unsupervised methods in the last two chapters.
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Figure 5.8: Main algorithm results: Visualization of clusters learned by the unsupervised
procedure when the proposal boxes are also unsupervised. Several interesting clusters are
formed: person is retrieved and clustered in the red cluster; side and back view of a car
tends to be in the blue cluster, and the green cluster contains buildings,other structures, and
also the front view of cars. Some noisy classifications and proposals are also present (e.g.
right row, bottom two). Best viewed in color.
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CHAPTER 6
SEMANTIC INSTANCE LABELING LEVERAGING HIERARCHICAL
SEGMENTATION
Up until now, we have focused on unsupervised and self-supervised techniques. However,
they have several limitations as pointed out in Chapter 5 and even though those techniques
were impressive, we were never able to match supervised accuracy. In this chapter, we
discuss using depth, xyz position, surface normals, and color to semantically label distinct
regions in a 3D point cloud. We slightly modify the method from Chapter 4 to work with
surface normals instead of depth and we show that to be a better shape cue for this type
of semantic labeling as proposed in our Thesis Statement 1.1. This method is also near
real-time with results shown on a robot in the video [133].
6.1 Introduction
Much work has been done on dense semantic labeling and indoor scene understanding for
the use of robots. However, these are often limited to scene recognition, limited classes, or
structural information. With the introduction of affordable RGBD cameras such as the Mi-
crosoft Kinect, dense point clouds can be constructed in indoor environments with minimal
effort. This kind of data has changed the way we do object detection and labeling. With
this type of data, we can use both shape and color as cues for semantic labeling in order to
improve conventional methods as mentioned in the Thesis Statement (1.1). Although ob-
ject recognition has come a long way with these new sensors, indoor semantic labeling and
scene understanding is still in it’s infancy. For robots to effectively interact with an indoor
environment autonomously, they need access to accurate semantic information about their
environment. Some work has been done with labeling of SLAM maps [76, 73, 134, 74,
75]. However, most previous work doesn’t focus on dense semantic maps to allow a robot
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Figure 6.1: Semantic segmentation and labeling of 3D Point clouds. Top: RGB and depth
maps used as input in the algorithm. Bottom: The 4 Class output and 10 Class output as
described in Section6.3
to interact with the environment.
With the introduction of the NYU Dataset[15], we now have an indoor densely labeled
Kinect dataset for scene understanding. Our implementation aims to tackle the problem of
accurate, dense, and fast semantic segmentation. Our method uses hierarchical segmenta-
tion to construct meaningful features from full objects and not patches or individual pixels.
The assumption being that whole objects will have more meaningful features (shape, size,
color) than superpixels, patches, or pixels that correspond to parts of objects. We evaluate
our method using the NYU Dataset[15] and segment each frame as either floor, structure,
furniture, or props. We additionally segment each frame using more specific classes to label
objects such as bed, chair, etc. based on [78]. Our method is novel in that we focus on in-
stance labeling based on a hierarchy of segmented super pixels. This has many advantages
to previous work using bounding boxes or pixel-based detectors.
We aim to not only label each segment as belonging to a category but to separate each
segment as different objects even if they belong to the same category. In a scene, we can not
only know what pixels are labeled as furniture, we can know how many pieces of furniture
there are, where they are, and what pixels belong to each one. Because of this, we avoid
the pitfalls of bounding box detectors in that we know the contour of the object and we
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Figure 6.2: An overall schematic of our full method. First we generate the point cloud and
a graph, then we generate surface normals, then we over segment the point cloud, create
a hierarchy of super pixels, and finally train our feature vectors using a random forest of
decision trees.
avoid the pitfalls of general semantic segmentation since we generate instances of objects.
Another advantage arises due to this; since we test on larger, merged segments from super
pixels, our testing time can be very fast.
6.2 Method
Our method was the first to use a hierarchy of super pixels to train a classifier on the
NYU V2 dataset. We rely more on the shape, color, surface, and position of objects than
hand-crafted features like SIFT or pixel-based metrics like conditional random fields or
convolutional neural networks. The theory behind this is that people learn objects based on
these characteristics and the shape and color cues can help each other like discussed in our
Thesis Statement. This methodology requires a higher level segmentation than just super
pixels. We use a variant of the hierarchical segmentation method based on our previous
work[1] in Chapter 4 in order to create segments that match objects instead of patches. The
full method is shown in Figure 6.2.
6.2.1 Fast Surface Normal Estimation
As Kinect data is extremely dense, we use surface normals to help segment the 3D data and
train our classifier. We use the surface normal estimation described in [128]. It uses integral
images to estimate dense surface normals at every point for projective devices and is imple-
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mented in PCL [135]. Surface normals allow us to enhance the segmentation of Chapter 4
and still maintain the non-linear combination of color and depth. Our enhancement of the
method is described in Section 6.2.2.
6.2.2 3D/4D Segmentation
This segmentation method is based on our method described in Chapter 4 that uses a hier-
archical graph-based segmentation based on [18]. Although there are other methods that
segment 3D data such as [25, 32, 29, 33, 26]. We modify our previous method to al-
low a single, non-linear edge weight. This new approach differs from Chapter 4 in that
we construct a graph using only 8-neighbors (ignoring time and using only voxels) whilst
maintaining non-linearity. We use the surface normals estimated in Section 6.2.1 and the
color to create one edge weight W:
W = max
(√
N(x, y, z)2 −N(x′, y′, z′)2,
√
C(x, y, z)2 − C(x′, y′, z′)2
)
(6.1)
where N(x, y, z) is a function that yields the surface normals from the point cloud,
C(x, y, z) is a function that yields the colors from the point cloud and (x, y, z) ∈ N(x, y, z),
where N(x, y, z) is the neighborhood of voxel (x, y, z). We then over-segment the same
way as in Chapter 4 in Section 4.2.1.
6.2.3 Hierarchical Construction
After the over-segmentation described in Section 6.2.1, we compute feature vectors for
each super-voxel that we use for hierarchical propagation and for training our semantic
classifier. For feature vectors we extend the feature space of Chapter 4 by using histograms
of CIE Lab color, histograms of 3D position, and histograms of 3D surface normals, called
LABXYZNxNyNz histograms, using all the voxels in each region. As in Chapter 4,
rather than computing large multi-dimensional histograms, we compute 1- dimensional
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histograms for each feature. It is important to note that we have added surface normals as
features here and are ignoring optical flow as we are just looking at single RGBD frames.
We use 20 bins of LAB color features and 30 bins of the XYZ position features just like in
Chapter 4, adding 30 bins of the NxNyNz surface normal features. We also compute the
region’s 3D size, height, width, 2D centroid, 3D centroid, 3D minimum, and 3D maximum
as extra features. Using the aforementioned feature vectors, the S-graph (from Section
4.2.2) is created to propagate the hierarchy. The graph is comprised of vertices that are
each super-voxel region and edges that are formed to join neighboring regions using Equa-
tion 6.2, which has been modified to use surface normals instead of optical flow as we don’t
have video here and shape is an important feature. We then construct a dendrogram that is
a hierarchical tree of super-voxel regions defined by similarity where the root node is the
entire-set merged and the leafs are the supervoxels computed by Section 6.2.2. To match
the regions we use a modified version of the SAD difference equation in Equation 4.6 that
adds surface normals instead of optical flow. The difference between Region R and Region











where RN is the number of voxels in Region R and SN is the number of voxels in Region
S. We use the same parameters defined in Chapter 4 with a lower tree cut of 0.15.
6.2.4 Feature Selection
Feature selection for this task is extremely complex and it is difficult to determine which
properties might be important. The objects in each category can vary quite a bit and it
is difficult to tell what features are best for this classification. Some semantic segmenta-
tion methods [15, 74, 31] also use custom, expert features to label classes using the NYU
dataset [15] while others use machine learning techniques to learn features such as Couprie
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Figure 6.3: Classification Accuracy for different 3D Features on a validation set as de-
scribed in Section 6.3. Heat mapped with blue being 0% and red being 100%
et al.[78], which uses a convolutional neural network to learn important features. The argu-
ments between the benefits and limitations of these approaches are beyond the scope of this
work. For each region, we use general features such as shape, size, position, orientation,
surface normals, and color in order to catch any important features. In addition we test the
features described in Section 6.2.3 as well as the impact of adding a 1000 cluster bag-of-
words of SIFT feature points. A random forest of 500 decision trees yielded the best results
on our test using the NYU Depth Dataset V2 [15]. When testing all the different features,
a random forest was the most accurate classifier. This makes some amount of sense given
that we are using histograms and the features are very independent of each other. This was
the reasoning behind using a random forest as opposed to an SVM or neural network.
For the histogram features described in Section 6.2.3, we ran several classifiers on each
different feature as a binary classifier using a random validation set from the training data of
the NYUDv2 dataset[15]. The results are shown in Figure 4 with 1 being 100% accuracy
and 0 being 0% accuracy for the top 10 classes where each column is a feature from a
subset of our features (size, 2D X centroid, 2D Y centroid, 3D X centroid, 3D Y centroid,
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3D Z centroid, A histogram, B histogram, L histogram, Nx histogram, Ny Histogram, Nz
Histogram, 3D X histogram, 3D Y histogram, 3D Z histogram, and all combined features)
and each row is a class. The last column is a combination of all the features and is shown to
do the best. Not only did we find that the combination of all features yields the best result,
we also found that random forests[136] always yield the best accuracies for our data. This
confirms our hypothesis that random forests will work well in this scenario.
In addition, we found that the histograms of normals are more representative features
for semantic labeling than depth. This can be seen in Figure 6.3 comparing the Hist Nx, Ny,
Hz columns with the 3D Z center column or the 3D z-loc column. Note that the histogram
of normals is almost always achieving higher classification accuracy than the depth (Z
columns). This supports a part of our Thesis Statement which proposes that semantic label
classification ”improves with surface normals more than with depth.”
6.3 Experiments
We tested our method on two different tasks. The first is semantically labeling everything
as either floor, structure, furniture, or props as proposed in [15]. This is shown in Section
4.1 and reveals how our method generalizes categories accurately compared to state of the
art. The second test is labeling the 13 most frequent classes, with the 14th being other, in
the NYU V2 dataset as proposed by [78]. This is shown in Section 6.3.2 and reveals how
our method does on more specific objects and classifications.
6.3.1 4 Class Test
After determining our features and classifier, we ran our method on the NYU V2 dataset
[15] and trained the 4 Class and 14 Class classifiers to compare against previous implemen-
tations .We further experiment by training our method on the 4 Class set with and without
SIFT [137]. Previous methods such as [77, 15, 74] use a bag of words (BOW) of SIFT
features[138] to help classify. Being uncertain about the usefulness of SIFT in such a gen-
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Figure 6.4: Confusion Matrix for 4 classes of NYU Dataset Left: [15], Center: our method
with SIFT, Right: our method without SIFT. Heat mapped with blue being 0% and red
being 100%
eral classification method, we trained our method with and without it as a test. The class
pixel accuracy confidence matrices for our method (with and without a BOW of SIFT) and
the method from [15] are shown in Figure 5. It is around 10% more accurate although
we suffer categorizing props/objects, showing no improvement over the 42% of [15]. In
table 1, our method is compared to other state of the art methods showing us to have better
accuracy in ground, furniture, overall class accuracy, and overall pixel accuracy. Note that
we do not compare to [72] in this table since they use a different accuracy metric then all
of the other methods testing on this dataset.
6.3.2 14 Class Test
We also test our method using the 14 classes (including other) proposed by Couprie et
al.[78]. It is important to note that this classifier was trained independently of the 4 class
classifier does not use the classifications shown in Section 4.1 although that may improve
classification results. For this test, we did use a BOW of SIFT features as we are finding
specific objects. We compare here against Wang et al.[64] and Couprie et al.[78], which
are both unsupervised learning methods as opposed to out method which uses hand-crafted
features. As shown in Table 6.2, we improve total class accuracy by more than 5% over
Wang et al.[64] and over 11% more than Couprie et al[78]. We do slightly worse in a couple
categories such as bed, sofa, wall, books, and TV. It is uncertain whether our performance
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Figure 6.5: Confusion Matrix for the top 13 classes of NYU Dataset[15] as proposed by
[78] (ignoring the 14th class other). Heat mapped with blue being 0% and red being 100%
increases are due to the hand-crafted features or the hierarchical segmentation. However,
since Silberman et al.[15] use a much larger set of features that include some of ours, and
both methods outperform others, we suspect that most of our accuracy gain comes from
using our hierarchical segmentation.
6.3.3 Results
To compliment the quantitative results shown in Table 6.1 and Table 6.2, we show some
qualitative results of our algorithm in Figures 6.7 and 6.6. Figure 6.7 shows the result of
our algorithm on the 4 general classes and Figure 6.6 shows the result of our algorithm on
the 14 specific classes. For both tests, we excel at labeling different structures, the floor,
the ceiling, and different furniture. However, our algorithm suffers labeling objects. This
could be due to the hierarchical segmentation. It is possible that small objects get merged to
larger segments, which would label them as part of the furniture or structure near the object.
It is also possible that our generic features involving shape and surface normals do not
generalize well for objects. The lack of textural information could also be contributing to
the lack of object accuracy. However, as shown in Table 6.2, the hierarchical segmentation
does allow the algorithm to excel at recognizing the furniture and the structure. Our method
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is far superior at recognizing chairs, the ceiling, the floor, tables, and windows. These
all have relatively similar shapes, sizes, and surface normals which can be leveraged as
context as we say in our Thesis Statement. Graph-based segmentation methods also tend
to match the boundary of more rectangular objects, creating better segments for planar
objects, which contributes to our high accuracy in these areas.
Table 6.1: A comparison of the per-pixel and per-class classification accuracy of the 4 class
set comparing our algorithm to other state of the art methods.
Ground Furniture Props Structure Class Acc. Pixel Acc.
Silberman et al.[15] 68 70 42 59 59.6 58.6
Couprie et al.[78] 87.3 45.3 35.5 86.1 63.5 64.5
Cadena et al.[139] 87.9 64.1 31 77.8 65.2 66.9
Stuckler et al.[82] 90.7 68.1 19.8 81.4 65.0 68.1
Wang et al.[79] 90.1 46.3 43.3 81.4 65.3 N/A
Our Method (No SIFT) 95.3 60.9 42 80.2 69.6 69.5
Our Method 88.5 75.5 27.1 81.8 68.2 71.8
.
Figure 6.6: Results for the 14 class set proposed by [78] The top row shows RGB, the
middle row shows the ground truth labels, and the bottom row shows our classification.
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Table 6.2: A comparison of the per-pixel and per-class classification accuracy of the 14
class set proposed by [78] comparing our algorithm to other state of the art methods.
Couprie et al.[78] Wang et al.[79] Our Method
bed 38.1 47.6 33.5
chair 34.1 23.5 53.3
ceiling 62.6 68.1 84.8
floor 87.3 84.1 92.8
picture 40.4 26.4 55.3
sofa 24.6 39.1 36.8
table 10.2 35.4 40.1
wall 86.1 65.9 75.6
window 15.9 52.2 59.8
books 13.7 45.0 20.4
TV 6.0 32.4 27.3
Furniture 42.4 16.7 21.5
Objects 8.7 12.4 17.6
Class Acc 36.2 42.2 47.6
6.4 Conclusion
In this chapter, we presented a new approach to indoor semantic labeling that uses a modi-
fied version of the hierarchical segmentation method from Chapter 4 with general features
pertaining to shape, size, and color in order to generate meaningful segments. We then use
a random forest of decision trees in order to train a classifier to classify both general cate-
gories and more specific categories on the NYU V2 dataset. We show that our results are
comparable and even improve on state of the art methods including those that use convo-
lutional neural networks trained only on this small dataset, super pixel methods, and those
methods using advanced structural features. This validates the thesis statement that shape
can be used to improve object classification. In our work in the following chapters, we will
extend this using newer, more advanced convolutional neural networks trained on several
datasets. We will also use these datasets for surface normal prediction.
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Figure 6.7: Results from the 4 Class set from [15]. The top row shows RGB, the middle
row shows the ground truth labels, and the bottom row shows our classification.
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CHAPTER 7
LEVERAGING SEMANTICS FOR REAL-TIME SURFACE NORMAL
PREDICTIONS
This chapter continues our discussion about semantic labeling of indoor environments us-
ing 3D contextual information. In the previous chapter, we used depth as an input and
constructed hand-crafted RGBD features from our unsupervised segmentation from Chap-
ter 4. In this chapter, we will instead take only a single RGB image as an input and predict
both the shape (as surface normals) and the semantic labels. The previous chapter lacks
the effectiveness and ability of deep learning; whereas here we can learned shared-feature
representations for both RGB to surface normal and RGB to semantic labeling tasks. Our
focus in the previous chapters has been only on clustering or predicting semantic labels
using shape as an input. In this chapter, we will instead focus on predicting shape as an
output.
7.1 Introduction
Here, we address the problem of learning a model that can predict surface normals and se-
mantic labels for each pixel, given a single monocular RGB image. This has many practical
applications, such as in augmented reality and robotics. A video demo of an AR task doing
this using our method can be seen here [140].
Most high-performing methods train deep neural networks to perform the task of esti-
mating surface normals using large training sets. However, an often overlooked aspect of
such approaches is the quality of the data that is used for training (and testing). We have
found that the standard techniques for estimating surface normals from noisy depth data,
such as the widely used method of Ladicky et al. [86], can result in inconsistent estimates
for the normals of neighboring points (see Figure 7.4 for an example).
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We propose a simple technique to fix this, by regularizing the prediction of normals
that correspond to the same surface. This encodes our intuition that floors should be flat
and pointing up, etc. To estimate which pixels belong to the same surface, we leverage the
fact that many depth datasets also have per-pixel semantic labels. This in itself does not
tell us which facet of the object a pixel belongs to, but we use simple heuristics to solve
this problem, as described in Section 7.2.1. See Figure 7.1 for an illustration of the benefits
of this approach. In this chapter, instead of using depth or shape to improve semantic
labels, we reverse this and show that semantic labels can fix and improve surface normal
prediction. This shows the joint relationship between shape and semantics as mentioned in
the Thesis Statement (1.1).
Figure 7.1: Visualization of different ways of computing ”ground truth” normals. Top
left: a sample image from the NYUDv2 dataset. Top-right: computed using method of
[89] that uses a small smoothing window. Bottom-left: results of our method using larger
smoothing window. Bottom-right: results of our method after semantic smoothing (if labels
are available). Note that the back and right wall are cleaned up to a large degree due to this
correction.
Unfortunately, even after such “data cleaning”, many real world datasets are still too
small to train deep models to their full potential, so it has become popular to leverage
synthetically generated images. These are noise-free, but it is not obvious how best to
combine real and synthetic data. The standard practice (e.g., [14]) is to pretrain on the
synthetic Scenenet dataset and then fine tune on the real dataset. We propose a simple
improvement to this idea, which is to train the model on a carefully chosen mix of real and
synthetic images in each mini-batch. This simple insight improves results considerably, as
we show in Section 7.3.
In addition to improving the way data is used, we propose some improvements to stan-
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dard modeling methods. In particular, we train a model to jointly predict surface normals
and semantic labels, using a joint network with two small output decoder heads but a shared
encoder for both tasks. We will show how the joint encoder-decoder improves both surface
normal estimation and semantic labeling results as opposed to learned alone. In the next
chapter, We will show that learning the surface normals gives better results than learning
raw depth.
Finally, since most of the applications of surface normal estimation require a real-time
method, we propose some simple tricks to make our model much smaller and faster, with
negligible loss in accuracy.
In summary, our primary contributions in this chapter are as follows:
• A method for computing reliable ground truth normals using “semantic smoothing”.
• A method for training with synthetic and real data which gives state of the art results.
• A method that jointly learns semantics and surface normals in an end-to-end manner,
increasing the accuracy of both.
• A novel joint encoder-decoder architecture.
• A way to make the model run in near real-time on a mobile phone while still giving
good accuracy.
7.2 Method
7.2.1 Computing better ground truth normals
In this section, we discuss two simple methods for computing better ground truth normals
from (real) depth datasets.
7.2.2 Datasets
We use two commonly used real-world depth datasets, NYUDv2 and Scannet, both de-
scribed in Section 2.2. Examples of our predictions on NYUDv2 are shown in Figure 7.2
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Figure 7.2: Illustration of the NYU data, together with the predictions of our model on
them. Columns, from left to right: RGB image, depth, ground truth surface normals, our
predictions, error image (where black is under 11.25 degrees errors, and then error increases
from yellow to purple).
Figure 7.3: Qualitative evaluation on the Scannet data. Columns are the same as in Fig-
ure 7.2.
and examples on Scannet are shown in Figure 8.2.
7.2.3 Problems with current techniques
Surface normals for real world datasets are typically derived from the depth data captured
by commodity depth sensors or stereo matching algorithms. For instance, the NYUDv2
dataset was captured using a Kinect v1, while Scannet uses a similar Structure sensor.
These sensors are well known to suffer from axial noise which is related to the distance of
the surface from the sensor. As a consequence, surface normals that are computed from
this data tend to exhibit artifacts that are noticeable, especially on distant planar regions.
Broadly speaking, prior work has used one of two normal estimation methods to gener-
ate ground truth for training: least-squares estimation on a per-point basis using RANSAC
after denoising the point cloud [86], or local plane computation using the covariance ma-
trix over a window [15]. In our experiments, we have found both of these approaches result
in ground truth normals that have considerably more errors. For instance, in Figure 7.4,
the former method produces oversmoothed and incorrectly oriented planar patches on re-
gions like the sink, while in Figure 7.5(d), the latter method produces highly noisy planar
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Figure 7.4: A common example of the errors seen in the normals from [86] that many use
for training and evaluation. In these visualizations, (r, g, b) map to (x, y, z) of the normal at
that location. Note the over-smoothing, which reduces and removes the normals of small
objects. This image also demonstrates why it is important to only backpropagate on pixels
that have valid depth, as the right side of the image has incorrect normal data due to noisy
and missing depth values.
(a) (b) (c)
(d) (e) (f)
Figure 7.5: Effect of window smoothing size on surface normals. a) RGB image. b)
Normals computed with a normal smoothing size of 10. c) In-painted depth. d) Normals
computed similar to [15] from (c) using window size 10. e) The mask generated for valid
training pixels. f) The normals with window size 30 that we train on (backpropagating only
when e is valid).
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surfaces. We hypothesize that this could cause inferior results when used to train. In Ta-
ble 7.1, we show that training on noisy ground truth normals results in a noticeable drop in
accuracy. Training on data using the smaller smoothing window of [15] results in a mean
angle error of 27.5 degrees, compared to 22 degrees when trained on our proposed normals.
When visual inspecting the results shown in Figure 7.5 and Figure 7.4, it is obvious that
many past methods have been training and evaluating on erroneous data. An easy way to
see this is to check for color changes on planar surfaces such as walls.
7.2.4 Improving Normals Using Point Clouds
We propose to use the method introduced in [128] to compute surface normals from a point
cloud. We begin by smoothing the depth and filling holes as in [89] and then construct a
3D point cloud with PCL [135]. A key insight here is to use a large smoothing window
that adequately compensates for the noise introduced by the sensor, while not smoothing
over visually salient depth discontinuities. While this is a straight-forward approach, it is
important to note that it has not been done by any of the previous work and our ablation
studies show it greatly improves results. For this, we use the integral image approach
implemented in PCL [128]. Compared to [15], this samples a larger window more densely
without incurring a disproportionate computational cost. We select a smoothing radius of
30 for both real datasets (NYUDv2 and Scannet) and 10 for the synthetic Scenenet dataset
since it has minimal noise in its rendered depth estimates. We evaluate this method in
Section 7.2.6.
7.2.5 Improving Normals with Semantics
To further reduce the amount of noise and get closer to absolute truth, we can leverage the
semantics of the datasets. For certain semantic classes, e.g. walls and floors, we know that
the results are usually planar (or at least piece-wise planar). We use that information to
smooth out the normals for those instances. Given that the datasets we are using all have
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some level of semantic information labeled, this is free contextual information.
While semantic segmentation gives us labels for objects, it does not distinguish between
facets of the same class (for instance, walls facing in different directions). We perform an
efficient post-processing step to identify regions with pixels that have consistent normals
and semantic labels. We adapt the standard connected components algorithm to start at
a pixel and grow the region outwards by adding pixels with normals that are within 30
degrees of the current averaged normal of the region, and of the same class as the starting
pixel. We restrict this process to semantic labels that we assume to be planar. However,
even if this assumption is violated, the normal variance constraint prevents arbitrary growth
of these supposedly planar regions. Once we have computed the regions, we assign the
averaged normal to all pixels of this region if the region is of a minimum size. An example
of this is shown in Figure 7.1. We evaluate this method in Section 7.2.6.
7.2.6 Evaluation
Table 7.1: Accuracy and error rates of our normals model (without semantic output head)
when evaluated on the NYUDv2 normals from [86]. First row shows results using our
simple network training on standard normals as shown in the top right of Figure 7.1. Second
row shows results using our denoising method (bottom left of Figure 7.1). Third row shows
results using our semantic smoothing method (bottom right of Figure 7.1). Evaluation is
performed on the normals from [86], which demonstrates the necessity of a dataset cleanup.
Accuracy Error
Method ≤ 11.25◦ ≤ 22.5◦ ≤ 30◦ Mean Angle
Baseline 46.2% 57.7% 63.8% 27.5◦
Denoising 49.5% 64.6% 71.1% 22◦
Semantics 60.6% 77.9% 83.4% 14.7◦
Table 7.1 shows an ablation study done on NYUDv2 with different types of training
data all evaluated on [86] with the simple mobile encoder-decoder network described in
Section 7.5 without the performance increases we discuss later. The first row shows the
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results when trained on the normals used by many methods as shown in the top right of
Figure 7.1, the second row shows training on our normals computed from Section 7.2.4, the
final row shows training on our proposed ground truth surface normals that are semantically
corrected. The normals from Section 7.2.4 result in much better accuracy compared to [89]
or [86], especially in the larger angle errors and the mean angle error. Leveraging semantics
improves results even more. This simple idea improves the mean angle error by almost 13
degrees and reduces the smallest angle errors by 14%. This is a substantial increase better
than most new architectures would yield.
Figure 7.6: Qualitative evaluation on Scenenet data. Columns, from left to right: RGB
image, depth, ground truth surface normals, our predictions, error image (where black is
under 11.25 degrees errors, and then error increases from yellow to purple).
7.3 Combining synthetic and real data
We train and evaluate our network on several publicly available datasets, both real and
synthetic, to reduce our dataset bias and produce more robust normals, as we explain below.
For synthetic, we use Scenenet RGBD. For the real datasets, we use Scannet and NYUDv2.
All 3 are described in Section 2.2. We compute the normals for Scenenet using the method
proposed in Section 7.2.1; however, we use a normal smoothing size of 10 given the input
depth data is less noisy than data from conventional depth sensors.
7.3.1 Mixing real and synthetic
Since most prior work utilizes NYUDv2, our method was initially trained and evaluated
only on it. However, we found this doesn’t necessarily generalize well to other data, as
shown in Table A.1. We found that fine-tuning from synthetic to real was actually sub-
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optimal compared to our batch-wise mixing strategy. Results on all datasets are shown in
Appendix A. (All results are obtained using the normals branch of the model architecture
that is shown in Figure 7.9; see Section 7.5 for details.)
We also discovered that the standard practice of pre-training on Scenenet and fine-
tuning on NYU results in a model that generalizes poorly. However, by simply mixing 10
synthetic Scenenet images with 1 real image in every mini-batch, we were able to improve
performance on both datasets. Best results were obtained by mixing all 3 datasets, using
10 parts of Scenenet, 5 parts of Scannet, and 1 part of NYUDv2. Qualitative results on
Scenenet are shown in Figure 7.6, on NYU are shown in Figure 7.2, and on Scannet in
Figure 8.2.
Table 7.2: Comparison against state of the art on surface normal estimation task. All
methods (except in the last row) are evaluated on the normals from the NYUDv2 dataset
computed using the method of [86]; in the last row, we show our method evaluated on the
normals from NYU computed using our method, which we denote by NYU’.
Accuracy Error
Method 11.25 22.5 30 Mean Angle rmse
Fouhey[141] 39.2 52.9 57.8 35.2 -
Zeis[86] 27.7 49.0 58.7 33.5 -
Dharmasiri[109] 44.9 67.7 76.3 20.6 -
Wang[90] 47.3 68.9 76.6 20.6 -
Qi[112] 48.4 71.5 79.5 19 26.9
Ours 48.9 72.3 81.2 17 30.2
Ours on NYU’ 59.5 72.2 77.3 19.7 19.3
7.3.2 Comparison with the state-of-the-art
In Table 7.2, we show our results compared to previous state of the art surface normal es-
timation methods. Previous methods compute normals using the method of [15] or [86]
applied to various datasets. Here we compare all methods by evaluating on NYUDv2; for
baseline methods, we compute normals using the method of [86], whereas for our method,
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Table 7.3: Normal Accuracy comparisons with different testing and training datasets. The
columns are the training set used and the rows are the evaluation accuracy for each individ-
ual dataset. Scenenet+NYU FT means the standard practice of pretrained on synthetic and
finetuned on NYUDv2. Datasets Mixed means the dataset is trained all from scratch with
a batch-wise mix. The best result for each row is bold.
Training set
Accuracy Scenenet+NYU FT Datasets Mixed
NYU
% < 11.25 57 59.5
% < 22.5 69.6 72.2
% < 30 74.6 77.3
Mean Angle Error 21.3 19.7
Scannet
% < 11.25 36.7 50.1
% < 22.5 54.6 63.2
% < 30 60.9 68.2
Mean Angle Error 34.1 28.8
Scenenet
% < 11.25 21 64.5
% < 22.5 48.2 70.7
% < 30 59.9 68.2
Mean Angle Error 37.6 26.1
we use our approach for computing normals during training. For testing, all methods
use the method of [86] to compute normals. We outperform the previous state-of-the-art
(SOTA), [112], despite using a more than 100x smaller model, due to the higher quality of
our data. For completeness, we also report the performance of our method when evaluated
on our proposed method of computing normals from NYU; this test set is more accurate,
and is also more similar to training, so we see performance is even greater.
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Figure 7.7: Examples of our semantic labeling predictions for the Scannet dataset. From
left to right: RGB image, ground truth, our predictions.
7.4 Jointly predicting semantics and normals
In order to evaluate the effect of combining normals and semantic labeling, we did an
ablation study using just the Scannet dataset. We chose it because it is a large, complex,
real dataset with both normals and semantic labels. We used the 13 semantic labels from
NYUDv2 for our experiments. These consist of bed, books, ceiling, chair, floor, furniture,
objects, picture, sofa, table, tv, window, and wall. To fairly compare, we train on only
Scannet in this ablation study, and ignore other datasets.
7.4.1 Semantics
In order to train semantic labeling, we use our same architecture and training with slight
changes. We change the regression output of 3 channels with a cosine loss to a classification
output of 14 labels using a softmax cross-entropy loss. Experimentally, semantic labeling
seems to be a harder task than surface normal estimation, so in order to train, we fine-tune
our whole architecture initialized from our normals prediction with a lower learning rate
(0.001). Semantic only prediction is shown in the Semantics column of Table 7.6. See
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Figure 7.8: Examples of our semantic labeling predictions for the Scenenet dataset. From
left to right: RGB image, ground truth, our predictions.
Figure 7.7 for some qualitative results. Note that there is occasional error in the ground
truth of the semantics as well. Even though semantics are just an intermediate task for
our method, our results are still very promising. Our prediction in Figure 7.7 correctly
predicts both chairs as chairs (blue), even though the ground truth doesn’t have this labeled
correctly.
7.4.2 Joint Prediction
To train our method jointly, we duplicate the decoder using the architecture shown in Fig-
ure 7.9. We then fine-tune both the encoder and the dual decoders using the weights from
our normal prediction network. The cosine and softmax cross-entropy losses are summed
with a 20x weight modifier given to the cosine loss to balance them. An ablation study
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Figure 7.9: Our Architecture for joint prediction involves a shared encoder inspired by
Mobilenet [142], followed by two U-net decoders. Each outputs its prediction and has a
separate loss for either segmentation or normal prediction. The losses along with regular-
ization are summed and optimized jointly. When doing just normal prediction, we simply
drop the segmentation decoder and loss. See Section 7.5 for details.
showing this is in Table 8.7. Given that the cosine loss of normal prediction is about 10-
20x lower than the softmax cross entropy of semantic labeling, weighting this loss makes
sense. Note, that for our network, weighting the loss 20x seems to produce the highest
results.
Table 7.4: This shows the effect of multiplying the cosine loss learning rate.
Normals Semantics
Method ≤ 11.25◦ ≤ 22.5◦ ≤ 30◦ Pixel Accuracy
LR Mult 1 58 69.7 72.5 88.1
LR Mult 5 61.5 70.8 73.2 88.7
LR Mult 10 63.1 71.4 73.5 88.7
LR Mult 20 64.4 72.3 74.2 89.7
Contrary to prior work[111] that shows joint prediction reduces accuracy, our network
improves when combining both semantics and normals. This is shown in Table 7.6. Surface
normal estimation improves slightly (though it is important to note that small changes in the
surface normal accuracy can still make large differences in practice due to the difference in
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angle error being so noticeable when wrong). Interestingly, semantic labeling gets a large
6% increase in pixel accuracy. We hypothesize this is due to the importance of shape as
a cue for semantic labels as pointed out in our Thesis Statement. Note that this actually
outperforms the previous results evaluated on Scannet in Table A.1 as well. It’s possible
that without new normals proposed in Section 7.2.1, this performance increase would not
happen.









For training the semantic network, we also need to use a lower learning rate than our
surface normal network. This is demonstrated in Table 7.5, which shows how varying the
learning rate changes the efficacy of the network when learning semantics as opposed to
normals. Note that though normals learn with a learning rate of 0.045, that is too high for
semantics. This is potentially due to it being a much harder problem with 14 classes as
opposed to 3. When reduced to 0.001, this accuracy drastically increases. When finetuned
from the normals network, the accuracy increases even more. This is why we fine-tune
our semantics network with a lower learning rate. We treat the joint network in the same
manner.
7.5 Training a real-time model
In this section, we describe how to use the above techniques, combined with a lightweight
model, to build a real-time mobile system with state of the art accuracy. We discuss our
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Table 7.6: This shows the results of Joint semantics and normals prediction on Scannet.
The Normals column is the accuracy of a network only trained on Scannet normals. The
semantics is the accuracy when only trained on Scannet semantics. Joint is the accuracy
when both are trained concurrently as per Section 7.4.
Method
Accuracy Normals Semantics Joint
% < 11.25 49.3 N/A 50.9
% < 22.5 63.2 N/A 65.2
% < 30 68.2 N/A 70
Mean Angle Error 29 N/A 28
Semantic Accuracy % N/A 59 65.6
model size, training pipeline, and important tricks (reducing the number of channels and
utilizing grayscale) used to get the model on a mobile device.
7.5.1 Model
Prior approaches to the task of normal prediction have used feature extractors trained on
VGG [143] or ResNet [70]. In contrast, we use a light-weight architecture that lends itself
well to mobile applications. For our surface normal experiments and ablation studies, we
use a modified version MobileNetV2 [142] encoder followed by the U-net decoder [144].
The key changes to MobileNetV2 are a normal residual instead of the inverted residual,
PReLU [145] instead of ReLU, removing global average pooling, and increasing the con-
volutional filter size to 5.
For the decoder, we use U-net with 4 bilinear resizes, convolutions, and concatenations.
These correspond to the blocks in MobileNetV2. The final output of the decoder is resized
to the width and height of the input image (320 x 240 in our experiments), with the number
of channels defined by the output task (i.e. 3 for normals and 14 for semantic labeling of
NYU13).
After training our network, we can remove unnecessary ops and only use the normals
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encoder-decoder path by converting that model to a flat-buffer using Tensorflow Lite[146].
Our final network is under 2MB in size. We run inference using this model on the phone
via ops implemented as OpenGL shaders.
7.5.2 Finetuning vs. Training from scratch
Conventionally, encoder-decoder networks use a larger encoder like ResNet101 (which is
pretrained on Imagenet) and then fine-tune them for the specific task. However, for the task
of surface normal estimation, we found that training from scratch in an end-to-end manner
gave us better results. This could be due to the Imagenet dataset bias, our small network
encoder, or the uniqueness of the task.
For training, when learning only surface normals in a single architecture as in our abla-
tion studies, we use RMSProp [147] with a weight decay of 0.98, a learning rate of 0.045.
When we train on surface normals and semantics, we fine tune off the surface normals
model with a lower learning rate of 0.001.
7.5.3 RGB vs. Grayscale
For the task of surface normal estimation, color doesn’t give much more of an advantage
over grayscale data. This is shown in Table 7.7. This suggests that the neural network
learns edges and color invariant features. This can potentially reduce the size and number
of operations in a network. An ablation study on this is shown in Table 7.7.
7.5.4 Network Size
In Mobilenet [142], an encoder-decoder architecture is proposed with network size and
speed described in the number of multiply-adds (MpAdds). We also test our normal pre-
diction network as a function of network size in the same manner. The results are shown in
Table 7.8.
A semantic segmentation model was also proposed by [142] with DeepLab as a de-
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Table 7.7: This ablation study shows the effect of color on the network by changing the
percent of input training images that are converted to grayscale. Interestingly enough,
color does not seem that important for surface normal estimation.
% of images grayscale
Metrics 0% 50% 100%
NYU
% < 11.25 59.1 59.2 59.1
% < 22.5 72.2 72.2 72.2
% < 30 77.4 77.3 77.3
Mean Angle Error 19.5 19.4 19.5
Scannet
% < 11.25 49.6 49.5 49.6
% < 22.5 63.6 63.6 63.4
% < 30 68.6 68.6 68.5
Mean Angle Error 28.8 28.8 28.9
Scenenet
% < 11.25 60.7 63.2 63.3
% < 22.5 70.3 70.6 70.5
% < 30 72.9 72.9 72.8
Mean Angle Error 27.1 26.5 26.5
Average
% < 11.25 57.075 57.625 57.7
% < 22.5 69.025 69.05 68.975
% < 30 73.325 73.3 73.225
Mean Angle Error 24.225 24.075 24.125
coder, where the last encoder layer is removed to minimize model size. The deeplab model
is 2.75B MpAdds with stride 16 and 152.6B MpAdds with stride 8. We found that it is
actually better to keep the last layer and just reduce the channel size of each layer; this
results in a faster and smaller model. Our proposed network has 1.624B MpAdds at its
largest, and only 467M for the mobile version, 300x smaller than the fast deeplab version.
The other SOTA methods we compare against earlier in the chapter, that utilize Resnet-101
or VGG-19, have between 91B and 5000B MpAdds, which is several orders of magnitude
larger than our proposed network even though our method has much results, which is a
large contribution.
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Table 7.8: Here we use an ablation study to test performance vs network size. The channel
multiplier is a multiplier that determines the number of output channels calculated at each
block. For instance, the final output of the encoder at channel multiplier 32 has 1280
channels, whereas, at channel multiplier 16, it has 640 channels.
Channel Multiplier
Accuracy 12 16 22 32
NYU
% < 11.25 56.1 57.1 58 59.3
% < 22.5 67.7 68.6 69.3 69.6
% < 30 72.3 73.1 73.7 73.9
Mean Angle Error 22.8 22.3 22 21.8
Scannet
% < 11.25 44.5 46 47.6 50.1
% < 22.5 60.3 61.4 62.3 63.2
% < 30 65.9 66.9 67.6 68.2
Mean Angle Error 30.6 30 29.5 28.8
Scenenet
% < 11.25 59.9 61.5 62.3 64.5
% < 22.5 68.8 69.6 70 70.7
% < 30 71.4 72.1 72.4 78.2
Mean Angle Error 27.8 27.2 26.9 26.1
Average Eval
% < 11.25 54.08 55.13 56.48 58.15
% < 22.5 66.55 67.35 68.20 68.63
% < 30 71.10 71.85 72.53 74.10
Mean Angle Error 25.55 25.05 24.63 24.20
# million MpAdds 467 673 987 1624
7.5.5 Applications
Using the channel scaling and other model minimization techniques discussed above, we
created a lightweight architecture that runs at 12fps on a mobile phone. To demonstrate our
SOTA results on normal estimation in real-time, we use this estimation to place stickers on
surfaces in their natural orientation. Screenshots showing this demo running on the mobile
device are shown in Figure 7.10 and a video is shown in [140]. By simply clicking a
region, the sticker or object can be placed realistically in AR using the predicted normals.
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Figure 7.10: A sample AR application that uses the surface orientation to place a virtual
character and text.
7.6 Conclusion
In this chapter, we have shown several methods for significantly improving the accuracy of
any CNN method for predicted surface normals, namely: calculate the ground truth normals
in a better way; combine real and synthetic data in a better way; and jointly train for normal
prediction and semantic segmentation. We have also shown how to use these ideas to train
a lightweight model that gives state of the art results, has low memory footprint, and runs
at interactive rates on a mobile phone. This is yet another method in which we combine
semantics and shape in order to improve our results.
In the next chapter, we will propose modifying this network architecture both decreas-
ing it’s number of parameters and increasing it’s predictive accuracy by investigating dif-
ferent network fissions (i.e. where you split the decoder into separate outputs). We will
also investigate the relationship between depth, surface normals, and semantic labels.
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CHAPTER 8
SHARING DECODERS: NETWORK FISSION FOR MULTI-TASK PIXEL
PREDICTION
In this chapter, we continue exploring where we left off in the last chapter, multi-task learn-
ing. In the last chapter, we proposed an encoder-decoder method to predict both semantic
labels and surface normals. However, we didn’t discuss much about what the best way of
going about that is. Which part of the encoder-decoder network should you split from when
doing one-to-many prediction? The convention of hard parameter sharing is after the end
of the encoder, with a decoder for each task, but is that best?
In this chapter, we do several ablation studies to explore this problem for the tasks of
semantic labeling, surface normal estimation, and depth estimation. We examine the bene-
fits of splitting encoder-decoder networks and sharing the decoder for multi-task labeling.
We introduce a multi-task pixel-wise labeling method that improves results on several tasks
without adding many parameters. All current hard parameter sharing methods for multi-
task pixel-wise labeling use a simple scheme of one shared encoder with separate decoders
for each task. We do several ablation studies on three different tasks (semantics, surface
normals, and depth), splitting at different places in encoder-decoder architectures, which
we call fission (where the task splits into its own separate layers for output). These stud-
ies show that sharing most of the decoder layers in multi-task encoder-decoder networks
results in improvement on several tasks compared to current methods, which split at the
encoder. In addition, sharing most of the decoder layers requires very few extra parameters
per task.
Our proposed method trains faster, uses less memory, results in better accuracy, and
uses significantly fewer floating point operations (FLOPS) than conventional multi-task
methods, with additional tasks only requiring 0.017% more FLOPS than the single-task
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network. We demonstrate state-of-the-art results on 3 datasets for surface normal estima-
tion and semantic labeling.
Experiments demonstrate that combining surface normals with semantic labels results
in better semantic labels than combining depth with semantic labels and do several ablation
studies showing that a network trained on surface normals is a better initialization than
one trained on depth, regardless of the tasks chosen. We also show that both predictions
improve and that fewer extra parameters are required. These are all three major points
discussed in our Thesis Statement 1.1.
8.1 Introduction
Multi-task learning aims to jointly learn multiple tasks and helps with generalization, im-
proving results given an inductive bias[102]. Deep learning methods have specifically made
great improvements in multi-task pixel-wise prediction tasks using architectural improve-
ments of encoder-decoders[148]. Early work by Caruana[99] shows that hard parameter
sharing with backprop nets “discovers task relatedness without the need of supervisory sig-
nals”; however, this hasn’t been extended fully for encoder-decoders. Motivated by this,
we undertake an exploration of hard parameter sharing of encoder-decoders with several
outputs, which we call network fission. We consider (a) early fission (splitting the network
at the encoder with separate decoders, Figure 8.1a), (b) late fission (splitting the network
only at the very end and sharing the entire encoder-decoder Figure 8.1d), and (c) mid fis-
sion (sharing most of the encoder-decoder and splitting at one of the intermediate decoder
blocks, Figures 8.1b and 8.1c).
Initial work for semantic labeling and depth prediction focused on using fully convo-
lutional networks (FCNs) [149] but later decoder-based architectures were proposed [150,
151] to overcome the limitations of FCNs. Encoder-Decoder architectures were shown to
be very effective and soon became the established method for pixel-wise prediction tasks.
When doing multitask pixel-wise predictions, hard parameter sharing is the most popular
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method and it is common to take the features at the end of the encoder and then split to give
each task its own decoder. This is the current preferred method used by many [111, 114,
115, 116, 6], which we refer to as early fission.
There are several recent soft parameter sharing methods[101, 102, 152] that have a
model for each task and learn parameters between single task networks to combine, stitch,
and/or regularize them; however these can be difficult to learn and are prone to over-fitting.
In terms of hard parameter sharing, currently, most methods only use early fission (splitting
at the encoder bottleneck with separate decoders for each task) as shown in Figure 8.1a. We
do several ablation studies on different fission methods and find that mid fission (sharing
all of the decoder blocks until the last decoder layer) outperforms currently used multi-task
methods and requires significantly less FLOPS. We evaluate our method on the tasks of
depth, surface normals, and semantic labels.
The main goal of this chapter is to examine the benefits of splitting encoder-
decoders in different places for multi-task learning and showcase improvements using
new frameworks. In the past, researchers explored combining data with different input fu-
sion schemes; similarly, we should also examine different output fission schemes. For
comparison, an example of early fusion [153, 78] is where RGB and depth are stacked as 4
channels and input into the same set of convolutions. Late fusion [154, 8] for the same task
puts each input modality into a set of convolutions and joins the outputs at the end. Work
later proposed mid-fusion [155] where each input modality has some encoding, but then
those features are concatenated and further convolutions are done before an embedding is
reached. We can make the same deductions for different outputs and explore early, mid,
and late fission.
An easy mapping can be made from these modality fusion schemes to our proposed
modality fission schemes. Early fission as shown in Figure 8.1a is the current method of
splitting at the encoder bottleneck and giving each task its own decoder. Late fission as
shown in Figure 8.1d would be both the encoder and decoder fully shared with only one
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output, computing a loss differently on different channel subsets of the output. For the
commonly used 3-stage decoder blocks, there are two potential splits that qualify as mid
fission. Figure 8.1b shows what we call early-mid fission: sharing all of the encoder and the
first decoder block. Figure 8.1c shows what we call mid fission: sharing all of the encoder
and most of the decoder but allowing the last set of layers to learn features separately for
each output modality. The proposed mid fission method has not been explored and analyzed
before and many multi-task methods would benefit from this architectural change.
In summary, our primary contributions in this chapter are as follows:
• Comprehensive ablation studies comparing fission schemes with several modalities.
• A new shared decoder architecture we call mid fission that has fewer parameters,
outperforms single task training, and outperforms current multi-task methods with
significantly less FLOPS.
• State of the art results on 3 different challenging datasets on several modalities.
• A method that learns other tasks with only 0.0167% more FLOPS required per task.
• Code released[156] with all of the parameters and details for every ablation study.
8.2 Method
Here, we detail the proposed method for studying the different fission schemes. The back-
bone architecture and hyperparameters should remain the same for all ablations in order
to have a valid comparison. We’ll explain the proposed architecture, the losses, and each
method (early, late, and mid fission).
8.2.1 Backbone Architecture
For the backbone of all of our ablation studies, we adopted the Adapnet++ encoder-decoder
architecture from [157] (an Adapnet improvement). This architecture was chosen because
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(a) Early Fission. (b) Early-Mid Fission.
(c) Mid Fission. (d) Late Fission.
Figure 8.1: The possible fissions for the eASPP decoder part of the architecture[157]. The
blue block is the encoder bottleneck, the orange blocks are the first two decoder blocks,
which include convolutional, batchnorm, and relu layers with 256 output channels and
skip connections. The purple blocks are the last decoder block which has convolutional
transpose, batchnorm, and relu layers.
it has state of the art results on several datasets despite requiring fewer parameters. Impor-
tantly, it does not include depth or other additional inputs as we are exploring RGB-to-many
prediction. We also use two auxiliary loss branches at the end of the first and second stages
of the deconvolutional layers just as in [157]. Each branch decreases the features to the
number of labels using 1x1 convolution with batch normalization and then bilinear up-
sampling to match the input resolution. We consider the tasks of semantic labeling, depth
prediction, and surface normal prediction. For all equations below, α1 is 0.6, and α2 is 0.5
for the auxiliary loss balancing. The encoder is ResNet-50[145] with full pre-activation
residual units[70] and multi-scale residual units [157] with varying dilation rates. After
the encoder, we use the efficient atrous spatial pyramid pooling module (eASPP) [157] to
create the bottleneck. The output of this is 16-times down-sampled.
For the decoder, we use three stages comprising of convolutional and deconvolutional
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layers. The first stage is upsampled by a factor of 2. The second stage concatenates those
results with the first skip refinement from the encoder with a 1x1 convolution. That result
is passed through two 3x3 convolutions followed by a deconvoluional layer that upsamples
by a factor of 2. The second stage is the same as the second stage except using the 2nd
skip refinement from the encoder. The output is then finally used as the input to a 1x1
convolutional transpose to reduce the number of feature channels to the desired output for
the task which is then upsampled 4x to match the input resolution. This is better seen
in code[156]. We find for multi-task learning, the auxiliary branch losses help improve
results, discussed in Section 8.3.5.
8.2.2 Losses
For semantic labeling, we use the softmax cross entropy loss with auxiliary losses in Equa-
tion 8.1, where y is the one-hot encoded ground truth pixel-wise label, σ is the softmax
function, z is the final output of the task decoder, zaux1 and zaux2 are auxiliary branches of


















For surface normal prediction, we use the cosine similarity with auxiliary losses in
Equation 8.2. In this equation, ŷ is the pixel-wise ground truth surface normals normalized
to a unit vector where each normal is clipped between -1.0 and 1.0 to prevent numerical
errors. ẑ, ẑaux1, ẑaux2 are the final outputs of the task decoder and auxiliary branches all
normalized and clipped the same as ŷ.
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For depth prediction, we use the L1 loss with auxiliary losses in Equation 8.3 where y
is the ground truth pixel-wise depth divided by 1000.0 so as to be in meters. z, zaux1, zaux2
are the final outputs of the task decoder, the first auxiliary branch, and the second auxiliary
branch respectively.
Ldepth(y, z) = |y − z|+ α1|y − zaux1|+ α2|y − zaux2| (8.3)
Now we discuss the training used for all the proposed early, mid, and late fission
schemes.
8.2.3 Early Fission
As discussed in Section 3, early fission is a shared encoder with separate decoders for each
task shown in Figure 8.1a. This method has been widely used in the literature. The bottle-
neck from the encoder connects to two separate decoders with their own skip connections
and deconvolutional layers. The loss is then computed via Equation 8.4 where LT is the
total loss. For each task 1 to n there is an individual loss Li and a loss weight λi. In much
work, there is no loss balancing, meaning all λ is set to 1.0, in others it’s set manually based
off of loss convergence properties[6], and others learn it[114]. In our experiments, when
we balance the losses, we set λsemantics to 1.0, λnormals to 10.0 and λdepth to 0.5 based off of






8.2.4 Early-Mid and Mid Fission
In our proposed shared decoder architecture, we use mid-fission as shown in Figure 8.1b
and Figure 8.1c. The loss for this is calculated the same as in Section 8.2.3. The only
difference is where we split the decoder. We found both early-mid and mid fission to have
superior results, shown in Table 8.2.
8.2.5 Late Fission
In late fission, we explore what happens if the entire decoder and encoder are shared as
shown in Figure 8.1d. The output of this is treated as a concatenated set of task-level
outputs with the loss computed via Equation 8.5. Here there are several loss equations
Li and several labels yi but only one output z, which is partitioned into n splits of size τi
depending on the output size. In our case, τsemantics is the number of semantic labels plus




λiLi(yi, z[k : (k + τi)]) (8.5)
8.2.6 Relationship to State-of-the-art Methods
Our method is a type of hard parameter sharing, meaning sharing hidden layers between
tasks followed by task-specific output layers[102]. Here the task-specific and task-shared
features are learned in the hidden layers but everything else is fixed. This has the benefit of
being simple to learn and reducing over-fitting as discussed in[99, 152] with the detriment
of not being robust to loosely/non related tasks.
Soft parameter sharing is where each task has it’s own model with it’s own parameters
where the parameters are encourage in some way to be related or similar. One example of
this that we compare against are Cross-stitch networks[101], which model shared represen-
tations as a linear combination of input activation maps. NDDR[116] can generalize from
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cross-stitch networks and utilize a very similar idea. Sluice networks[102] can generalize
to a specific case of cross-stitch networks as well and are closely related to both cross-stitch
and NDDR.
These types of soft parameter sharing methods require a full network architecture for
each task, with separate parameters computing specific task-shared features between the
two networks. This means they are much more computationally heavy then some of the
smaller hard parameter sharing methods such as ours. They can also be harder to learn and
harder to implement for many multi-task problems as they require training several single
task networks and parameters to combine them and therefore are prone to over-fitting.
Our method is much smaller and only slightly larger than a single task encoder-decoder
architecture. A well-designed hard parameter sharing architecture for related tasks can
outperform these other soft parameter sharing methods such as [101, 116, 102] as shown
in Table 8.12 where our method outperforms all 3 of these methods on NYU40, while
only requiring 0.017% more FLOPS than the single task network as opposed to more than
double.
8.3 Results
We evaluate our method on several different datasets. Our ablations studies are done
with the Scenenet dataset [14] because it is a synthetic dataset with many samples, clean
depth/semantic images, and low noise/label error. The decision to evaluate on this data was
done to avoid spurious errors caused by noise and labeling errors. For real world evalua-
tion, we use both the NYUDv2 [15] and Scannetv2 [16] datasets to verify our results. For
depth, we use the evaluation metrics from [158], which are the percent of pixels under log
maximum relative depth error of 1.25{1,2,3}. For surface normals we use the same metrics
as [141] which are the percent of pixels with angle error less than 11.25◦, 22.5◦, and 30◦ as
well as mean angle error (MAE). For semantic labels, we use the mean class intersection
over union score. Evaluations on each of these for a single modality/task baseline network
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are shown in Table 8.1 for reference.
Table 8.1: Here are the individual results for each modality on the Scenenet dataset. For
this, each method is trained and evaluated on only one task which is why we indicate - on
the others. On each of these results, higher is better.
Single-Task Normals % < Depth % < Semantics
Method 11.25 22.5 30 1.25 1.252 1.253 mIoU
Normals 83 91.5 93.8 - - - -
Depth - - - 86.1 95.3 97.5 -
Semantics - - - - - - 50.3
8.3.1 Surface Normal Ground Truth
To create ground truth surface normals, we use the method from [6] as it generates clean,
semantically corrected surface normals. We use the parameters recommend by the authors,
which are a depth in-painting window-size of 5, a normal max depth change factor of 0.02,
a normal adaptive smoothing window of 10 for synthetic data and 30 for real-world data,
and a planar threshold parameter of 0.4, which controls whether semantic planar surfaces
are joined.
8.3.2 Architecture Hyper-parameters
We use the same training hyper-parameters to allow for fair evaluation. For the synthetic
Scenenet ablation studies, we use a batch size of 16 320x240 images for 150,000 iterations
with no data augmentation as Scenenet is considerably large and we wished to remove
the effect data augmentation can have on training. For the real data, we use an input of
768x384 with a batch size of 8 for single tasks and 6 for multi-task with data augmentations
of random flips, crops, and lighting changes used. We use a learning rate of 0.001 that has
a polynomial decay with a decay step of 30,000 and a decay power of 0.9. We use a weight
decay of 0.0005 and batch normalization decay of 0.99. We use an Adam solver with
108
β1 = 0.9 and β1 = 0.999. The eASPP parameters are the same as in [157] with an eAspp
rate of 3, 6, and 12 for the three stages. For the four encoder stages, we use residual units
of 3, 4, 6, and 3 and a filter size of 256, 512, 1024, and 2048 with strides of 1, 2, 2, and 1
respectively. We initialize our encoder with ImageNet weights in our experiments but for
the newly learned layers we use He initialization [145] (see code [156]).
Table 8.2: Joint Normals and Semantics results with different fission methods when the
loss is balanced (λnormals = 10.0 and λsemantics = 1.0) and auxiliary loses are used (α1 =
0.6, α2 = 0.5 for both tasks) with different initialization methods. Imp is the percent
improvement metric and PIPFIP is percent improvement per flop increase percentage.
Method Normals Semantics Imp FLOPS PIPFIP
% < 11.25 % < 11.25 % < 30 MAE mIoU % billion %
Individually Trained Baselines
Normals 83 91.5 93.8 8.3 - - 38.43 -
Semantics - - - - 50.3 - 38.57 -
Trained From Scratch
Early 84.9 92.7 94.9 7.6 51 1.84 56.56 0.04
Early-Mid 84.9 92.6 94.7 7.7 50.8 1.64 52.96 0.04
Mid 83.9 92.2 94.5 8 49.8 0.05 38.58 1.74
Late 85 92.6 94.8 7.6 50.9 1.8 38.64 9.92
Initialized from Labels
Early 80.1 91.1 93.8 9.3 51 -1.05 56.56 0
Early-Mid 83.7 92.3 94.5 8 49.8 2.31 52.96 0.06
Mid 78.2 89.8 92.9 9.8 49 -4.2 38.58 0
Late 81.1 91.1 93.8 8.9 50.1 -1.34 38.64 0
Initialized from Normals
Early 85.1 92.7 94.8 7.5 48.5 -0.52 56.56 0
Early-Mid 86.6 93.5 95.4 6.9 51.6 3.58 52.96 0.10
Mid 86.6 93.4 95.3 7 51.3 3.16 38.58 121.99
Late 85.6 92.9 95 7.3 50 1.27 38.64 7.00
8.3.3 Fission-scheme Ablation Study
To test the three proposed output fission schemes in Sections 8.2.3, 8.2.5, and 8.2.4, we
do an ablation study on the Scenenet synthetic dataset shown in Table 8.2. We use the
same encoder structure for all 4 decoder types with the two tasks chosen being surface
normals and semantic labels with the architecture backbone and hyper parameters discussed
in the Supplementary. We only used two tasks for this ablation study because we found the
encoder starts to need more parameters as you add more tasks and we wanted to evaluate
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against the normal Adapnet++ architecture from [157] without adding parameters in the
encoder. Here we focus on semantic labels and surface normals. Results with depth and
normals are shown in Table 8.3 and depth and semantic labels shown in 8.4.
For this ablation study, we used loss balancing of λnormals = 10 and λsemantics = 1 as
this was found to be beneficial for all three methods in Section 8.3.6. We also use auxiliary
losses for both surface normals and semantics with both using α1 = 0.6 and α2 = 0.5 as
this was found to be beneficial in Section 8.3.5.We test all four output fission methods with
three different initializations: a) the decoder trained from scratch and encoder initialized
with ImageNet weights, b) initializing with the single task network trained on semantic
labels, and c) initializing with the single task network trained on normals (both shown in
Table 8.1). We tested with different initializations since many other methods such as [157]
utilize this for multi-task learning.
Interestingly enough, when trained from scratch, all 4 methods outperform the single
task method on surface normals, however, mid fission under-performs on semantic label
prediction (compared to Table 8.1). Late fission is actually competitive with the standard
method of early fission in these two tasks despite having far fewer task-specific parameters
which implies that these tasks are either very interrelated (i.e. they have many efficient
task-shared parameters) or that one of tasks only requires a few parameters. We can rule
out the few parameter hypothesis given much literature on the number of parameters used
for semantic label prediction as in [116] and the channel multiplier ablation study in the
last Chapter in Table 7.8 for surface normals.
When initialized with the single task trained on semantic labels, the surface normal pre-
diction quality suffers greatly and semantic label prediction also decreases for everything
but early fission, which is counter-intuitive. Our theory is that a network trained on surface
normals makes for a good initialization for multi-task learning; we see this throughout our
ablation studies. When initializing with surface normals, surface normal prediction of all 4
methods greatly increases while semantic label prediction for early and late fission decrease
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slightly, which is expected given we are emphasizing the surface normal loss. However,
our proposed early-mid fission and mid fission schemes greatly increase semantic label
prediction as well with this initialization due to task-shared features. It outperforms all
other modes of early and late fission in both surface normal and semantic label predic-
tion while also outperforming individual task predictions. Early-mid fission is almost as
many FLOPS as early fission. However, the mid fission method only requires 68.3% of the
FLOPS of early fission as shown in the bottom of Table 8.2 yet it outperforms early fis-
sion which is used by most current multi-task pixel-wise labeling methods. It might seem
non-intuitive that mid fission is fewer FLOPS than late fission but this is due to the number
of output channels of the final 1x1 convolutions. For example, 17x17 (14 semantic labels
+ 3 normals) requires more operations than 14x14 + 3x3. Due to mid fission’s superior
performance and minimum FLOPS, we select it for all further ablation studies.
Table 8.3: Joint Normals and Depth results using mid fission with loss balancing (λnormals =
10 and λdepth = 1). Here we compare when trained from 3 different initializations: Scratch
being ImageNet fine-tuning, Normals being initialized with the network trained on normals,
Depth being initialized with the network trained on depth. For this ablation, auxiliary loses
are used (α1 = 0.6, α2 = 0.5 for both tasks).
Initialization Normals % < Depth % <
11.25 22.5 30 1.25 1.252 1.253
Scratch 66.4 86.2 90.7 80.8 89.4 92
Normals 85.5 93.1 95.1 81.8 90.9 94.1
Depth 74.5 88.4 91.9 83.9 91.9 94.1
In Table 8.3, we show results for mid fission for a model trained jointly on surface nor-
mals and depth with different initializations. Results for other fission methods were inferior
as seen in Table 8.8. We initialize in three different ways: from scratch, from the normals
network, and from the depth network. Note that for mid fission, as expected, initializing
from normals improves normals substantially and improves depth some, while initializing
from depth improves depth some and improves normals some. Given this, initializing from
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normals still seems to be the better method. However, it is not as clear cut as the joint tasks
of surface normals and semantic labels. In that case, both tasks are the highest when initial-
ized with normals. Our hypothesis is that surface normals are a better initialization method
since the model learns edge-like filters. It could also be that there are more task-shared
features between surface normals and semantic labels as opposed to depth or that depth is
just a harder task to learn.
Table 8.4: Joint Semantics and Depth results using mid fission with loss balancing
(λsemantics = 2 and λdepth = 1). Here we compare when trained from 3 different initial-
izations: Scratch being ImageNet fine-tuning, Normals being initialized with the network
trained on normals, Depth being initialized with the network trained on depth. For this
ablation, auxiliary loses are used (α1 = 0.6, α2 = 0.5 for both tasks).
Initialization Depth % < Semantics
1.25 1.252 1.253 mIoU
Scratch 33.5 60.8 76.7 50.4
Labels 40.8 65.2 80.1 50.9
Depth 77.2 91.4 95.5 43.1
Normals 82.8 94.7 97.3 50.4
In Table 8.4, we show results for mid fission for a model trained jointly on semantic
labels and depth with different initializations. We initialize in three different ways just as
in Table 8.3. Again, other fission methods were inferior as shown in Table 8.9 Note that
for mid fission, as expected, initializing from labels improves labels slightly and improves
depth some, while initializing from depth improves depth substantially but semantics dras-
tically decreases accuracy. This again gives credence to our hypothesis that there are not
as many task-shared features between depth and semantic labels. Interestingly enough, ini-
tializing from normals improves metrics for both even though it isn’t a predicted task here.
This confirms that initializing the network by training a method on surface normals creates
good features for several related tasks. Given normals were seen as a very good task for
transfer learning in Taskonomy [108], this makes some amount of sense.
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8.3.4 Variability Ablation Study
To check how much our results would vary in Table 8.2, we ran a variability study by
training our mid fission network on normals and semantics 3 different times to see if they
converge to similar metrics. As shown in Table 8.5, we find our metrics only shift +/-0.1 at
most verifying these results are meaningful and not just noise. Mid fission outperforms the
single-task semantic labeling network by 1% mIOU, which is significantly more than the
variance due to training.
Table 8.5: 3 Different training runs of our mid-fission network on normals and semantics
with normal initialization and balanced losses.
Method Normals Semantics
% < 11.25 % < 11.25 % < 30 MAE mIoU
Run 1 86.6 93.4 95.3 7 51.2
Run 2 86.6 93.5 95.3 7 51.4
Run 3 86.6 93.4 95.3 7 51.3
Range (+/-) 0.05 0.07 0.05 0.02 0.1
8.3.5 Auxiliary Loss Ablation Study
Recall Equations 8.1, 8.2, and 8.3 where each loss for the tasks has two auxiliary losses
weighted with α1 and α2. Given that these are computed at the two stages of the decoder
that are shared between tasks in mid fission, it is not clear whether these would help or cause
task interference. In this study shown in Table 8.6, we aim to explore this issue. We evaluate
the mid fission strategy without loss balancing using the same mid fission architecture and
evaluation described in Section 8.3.3. Results considering both loss balancing and depth
are shown in Tables 8.98.8.
To evaluate this, we test four different auxiliary loss strategies: no auxiliary losses
denoted α = 0 (α1 = 0, α2 = 0 for both normals and semantic labels), both auxiliary
losses denoted α∗ = 0.6, 0.5 (α1 = 0.6, α2 = 0.5 for both semantics and normals), only
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Table 8.6: Joint Normals and Semantics results with different aux losses using our proposed
mid fission without loss balancing.
Method Normals Semantics
% < 11.25 % < 22.5 % < 30 MAE mIoU
Individually Trained Baselines
Normals 83 91.5 93.8 8.3 -
Semantics - - - - 50.3
Initialized from Labels
All α = 0 70.1 87.2 91.4 11.9 51.7
α∗ = 0.6, 0.5 71.3 87.5 91.6 11.6 51.6
αs = 0 76 89.1 92.5 10.4 52.2
αn = 0 61.9 84.4 89.8 13.6 51.7
Initialized from Normals
All α = 0 77.4 89.8 92.9 10.1 50.8
α∗ = 0.6, 0.5 79.3 90.5 93.5 9.4 51.8
αs = 0 81.9 91 94 8.7 50.4
αn = 0 75.8 89.5 92.9 10.4 51.7
auxiliary loss for normals denoted as αs = 0 (α1 = 0.6, α2 = 0.5 for normals, α1 = 0,
α2 = 0 for semantic labels), and only auxiliary loss for semantic labels denoted as αn = 0
(α1 = 0.6, α2 = 0.5 for semantic labels, α1 = 0, α2 = 0 for normals). We do this for both
semantic label initialization and surface normal initialization as this can have a joint effect
on training.
Surprisingly, the semantic mean intersection over union (mIoU) is mostly unchanged
when initialized from the single task trained solely on semantic labels, where the highest
accuracy is actually where only surface normal auxiliary losses are used. The semantic
prediction is even higher than our results in Table 8.2 but the surface normal prediction is
significantly worse. When initialized from the single task trained solely on surface normals,
surface normal metrics are much closer to the single task results whereas semantic label
predictions are still outperforming the single task results and come close to results when
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Table 8.7: Joint Normals and Semantics results with different loss balancing using our
proposed mid fission.
Method Normals Semantics
% < 11.25 % < 22.5 % < 30 MAE mIoU
Individually Trained Baselines
Normals 83 91.5 93.8 8.3 -
Semantics - - - - 50.3
Initialized from Labels
λn = 1.0 71.3 87.5 91.6 11.6 51.6
λn = 5.0 74.5 88.6 92.2 10.8 49.1
λn = 10.0 78.2 89.8 92.9 9.8 49
λn = 15.0 78.9 90.1 93.2 9.6 48.7
Initialized from Normals
λn = 1.0 79.3 90.5 93.5 9.4 51.8
λn = 5.0 80.5 91 93.8 9.2 51.8
λn = 10.0 86.6 93.4 95.3 7 51.2
λn = 15.0 86.6 93.4 95.3 7 50
initialized by label prediction. Our hypothesis for this is that surface normals are a better
initialization task given their reliance on edge and surface based features.
8.3.6 Loss Balancing Ablation Study
Empirical tests show that the semantic cross entropy loss in Equation 8.1 is approximately
10x the surface normal cosine loss from Equation 8.2 so we test loss balancing in Ta-
ble 8.7. Again we evaluate the mid fission strategy using the same architecture and eval-
uation described in Section 8.3.3, with the auxiliary loss for both surface normals and
semantic labels as described in Section 8.3.5. We evaluate with λsemantics = 1 in all cases
and λnormals = {1, 5, 10, 15} denoted as λn. Balancing with other modalities is shown in
Table 8.8 and Table 8.9.
Unsurprisingly, when initializing with labels, increasing the λn of the cosine loss for
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surface normals results in better surface normals but makes the semantic prediction under-
perform single-task prediction. However, when initializing with normals, semantic ac-
curacy continues to outperform single task prediction (though decreasing slightly as λn
increases), whereas surface normal prediction starts to outperform single task prediction.
Note that at λn = 15, surface normal prediction remains the same but semantic labeling
metrics decrease. Therefore, the choice of λn = 10 is validated here with greater than 4%
more pixels being under 11.25 degrees error and almost 2% more mIoU compared to the
single-task predictions.
Table 8.8: Joint Normals and Depth results with different fission methods both with no loss
balancing and when the loss is balanced (λnormals = 10 and λdepth = 1). For this ablation,
auxiliary loses are used (α1 = 0.6, α2 = 0.5 for both tasks).
Method Normals % < Depth % <
11.25 22.5 30 1.25 1.252 1.253
Baseline
Normals 83 91.5 93.8 - - -
Depth - - - 86.1 95.3 97.5
No Loss Balance
Early 79.2 91.2 93 82.9 91.9 94.2
E-Mid 78.8 89.9 92.9 82.0 89.5 91.8
Mid 80.1 92 93.3 80.9 89.9 92.4
Late 76.6 89.2 92.4 81.6 89.1 91.4
λn = 10, λd = 1
Early 83.6 92.2 94.5 81.1 91.5 94.3
E-Mid 85.4 92.8 94.8 83.6 92.6 94.8
Mid 85.5 93.1 95.1 81.8 90.9 93.2
Late 85 92.6 94.8 82.5 90.1 92.2
In Table 8.8, we show results for early, early-mid, mid, and late fission for a model
trained jointly on surface normals and depth showing the impact of loss balancing. For
early-mid and mid fission, we fine-tune from normals, otherwise we train from scratch
as that doesn’t help for early/late fission. Surface normal prediction for early, late, and
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mid fission improve when using loss balancing, which makes sense given the depth loss
is approximately 20x the normals loss. Interestingly enough, depth gets slightly better for
both late and mid fission even though the depth loss has a lower overall impact on the total
loss. This verifies the importance of loss balancing for mid fission regardless of the tasks
learned. Note that early-mid and mid fission generally perform the best here.
Table 8.9: Joint Depth and semantic label results with different fission methods with no
loss balancing and when the loss is balanced (λsemantics = 2 and λdepth = 1). For this
ablation, auxiliary loses are used (α1 = 0.6, α2 = 0.5 for both tasks).
Initialization Depth % < Semantics
1.25 1.252 1.253 mIoU
Baseline
Depth 86.1 95.3 97.5 -
Semantics - - - 50.3
No Loss Balance
Early 39.2 64.8 79.1 48.5
E-Mid 73.4 90.6 95.2 49.4
Mid 80.1 93.1 96.5 49.2
Late 84.7 95.2 97.5 48.6
λs = 2, λd = 1
Early 66 86.8 93.3 50.2
E-Mid 81.7 94.1 97.1 51.2
Mid 82.8 94.7 97.3 51.0
Late 82.3 94.6 97.2 48.7
In Table 8.9, we show results for early, early-mid, mid, and late fission for a model
trained jointly on semantic labels and depth showing the impact of loss balancing. For
early-mid and mid fission, we fine-tune from normals, otherwise we again train from
scratch as we find that didn’t help for early/late fission just as shown in Section 8.3.3. Se-
mantic label prediction for all fission methods improve when using loss balancing, which
makes sense given the depth loss is approximately 2x the semantic labels cross-entropy
loss. Depth gets slightly better for both early, early-mid, and mid fission. This again shows
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the importance of loss balancing for mid fission regardless of the tasks learned. Mid fission
is always improved by balancing the losses. Early fission has very bad results for depth
with these joint tasks. Our hypothesis is that there are not many good task-shared features
between depth and semantic labels in the bottleneck generated by the encoder. Note that
early-mid and mid fission generally perform the best here. This makes sense given further
results in Table 8.4.
Balancing with all 3 modalities is shown in Table 8.10 but here we consider only surface
normals and semantic labels as in the previous sections. Unsurprisingly, when initializing
with labels, increasing the λn of the cosine loss for surface normals results in better surface
normals but makes the semantic prediction under-perform single-task prediction. However,
when initializing with normals, semantic accuracy continues to outperform single task pre-
diction (though decreasing slightly as λn increases), whereas surface normal prediction
starts to outperform single task prediction. Note that at λn = 15, surface normal prediction
remains the same but semantic labeling metrics decrease. Therefore, the choice of λn = 10
is validated here with greater than 4% more pixels being under 11.25 degrees error and
almost 2% more mIoU compared to the single-task predictions.
8.3.7 All 3 Modality Results
Using what was learned in the aforementioned ablation studies, we test the different fis-
sion methods with all 3 tasks, depth prediction, surface normal prediction, and semantic
labeling.
In Table 8.10, we do the same ablation study as in Table 8.8 and Table 8.9 but now with
all 3 tasks. We still use the same auxiliary loss strategy here. Note here that early, late, and
mid fission all improve on normal prediction when balancing losses. However, late fission
degrades on depth and semantic prediction tasks while early and early-mid fission degrade
on depth prediction. Mid fission increases across the board as we have seen in our other
ablation studies. The results are not as good as the two task results due to the difficulties of
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Table 8.10: Joint 3 task results with different fission methods both with no loss balancing
and when the loss is balanced (λsemantics = 1, λdepth = 0.5 and λnormals = 10). E-Mid is
Early-mid, N is the single task normals baseline, D the depth, and S the semantics.
Method Normals % < Depth % < Semantics Imp FLOPS PIPFIP
11.25 22.5 30 1.25 1.252 1.253 mIoU % billion %
Single Task
Normals 83 91.5 93.8 - - - - - 38.43 0
Depth - - - 86.1 95.3 97.5 - - 38.40 0
Semantics - - - - - 50.3 - - 38.57 0
No Loss Balancing
Early 76.2 89.5 92.7 80.2 89.1 92 49.7 -5.38 74.54 0
E-Mid 81.3 91.4 94.0 78.3 87.3 90.4 50.0 -3.89 67.35 0
Mid 70.8 86.5 90.8 77.1 87.5 90.2 49.0 -9.21 38.58 0
Late 73.3 88.1 91.9 81.8 90.7 93.4 50.5 -5.39 38.66 0
Balancing λd = 0.5,λn = 10
Early 84.6 92.5 94.7 78.7 88.9 91.7 50.6 -1.99 74.54 0
E-Mid 86.2 93.3 95.2 77.2 89.1 92.9 50.6 -1.86 67.35 0
Mid 85 93.1 95.1 84.8 95.3 97.5 50.4 0.86 38.58 33.32
Late 84.2 92.4 94.6 78.9 90.8 93.7 49.4 -2.87 38.66 0
predicting 3 different tasks. This makes some amount of sense given depth is an absolute
distance of a pixel from camera viewpoint and that is not necessarily a good indicator of the
normal or label. Perhaps some far away objects are generally walls facing towards you but
otherwise, by itself, this does not give a good representation. This is the reason we select
surface normals and semantic labels as the two main tasks in other ablation studies and on
our real dataset experiments. It’s possible that different losses on the depth such as reverse
huber, or relative depth, or tied losses between depth and normals could help improve both
but that is left to future work.
Note that we also initialize the mid fission with the single task trained on surface nor-
mals but keep standard initialization for early and late fission as that was deemed best in
Section 8.3.3. Loss balancing (λdepth = 0.5, λnormals = 10, λsemantics = 1) is used in the
last 3 columns and for all columns, all auxiliary losses are used. Note that while surface
normal prediction and semantic labeling prediction are still outperforming the single task-
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networks, depth prediction is equal in percent of pixels under 1.252 and 1.253 but slightly
worse in percent of pixels under 1.25. Our hypothesis is that the number of encoder chan-
nels would have to be increased to generate more features relevant to the depth task; it must
have more task-specific features and less task-shared features. We found this to be true in
our ablation studies with our results using depth. The mid fission strategy still outperforms
others even though early fission is widely used in the literature for multi-task prediction.
Note that here mid fission only requires 51.9% of the FLOPS of early fission since adding
a new task only adds a small number of new decoder parameters with one last block for
each new task (0.017% FLOPS). Mid fission is also the only method with a positive %
improvement and PIPFIP score.
Table 8.11: NYUDv2 13 class results with our proposed mid fission method compared to
state of the art training on NYUDv2 13 class.
Normals % < Semantics
Method 11.25 22.5 30 mAE mIoU
[93] from [115] 21.8 43.1 54.9 32.3 16.1
[115] 23.2 45.7 57.5 31.1 17.7
Ours 50.1 70.8 78.1 20.6 42.1
8.3.8 Real-world Results
We also test our proposed method on two real-world datasets, NYUDv2[15] and Scan-
net[16]. We chose to train and evaluate on the tasks of surface normals and semantic labels
as they seem to have the greatest correlation and the most task-shared features as discov-
ered by the ablation studies. Table 8.11 show multi-task results on the 13 class label subset.
This dataset has very few training images so we initialize with our model with our network
trained on Scannetv2. We also show results on the 40 class label subset of NYUDv2 in
Table 8.12 with many other state-of-the-art multitask and single task methods. Note that
some∗ train on normals from [89] quantized to RGB images. This creates several degrees
120
of normal error, resulting in % < 11.25 being much worse but the rest of the metrics being
better. We do not recommend this as it is not indicative of actual surface normals but show
our method quantized as well to evaluate properly.
Table 8.12: NYUDv2 40 class results with our proposed mid fission method compared to
state of the art (fine-tuned). - means the method does not train and evaluate on that task. ∗
Indicates the normals are from [89] that were then quantized to RGB images.
Normals % < Semantics
Method 11.25 22.5 30 mAE mIoU
Misra[101] from Gao et al.[116]∗ 48.6 76 86.5 15.2 34.8
Gao et al.[116]∗ 53.5 79.5 88.8 13.9 36.2
Ruder[102] from Gao et al.[116]∗ 49.7 77.1 88.0 14.8 34.9
Ours quantized∗ 40.9 82.7 90.5 15.2 38.5
Misra et al.[101] 39 54.4 60.2 34.1 19.3
Mousavian et al.[159] - - - - 39.2
Kokkinos et al.[111] 35.3 65.9 76.9 21.4 -
Xu et al.[106] - - - - 33.1
Hickson et al.[6] 59.5 72.2 77.3 19.7 -
Ours 60.2 79.1 86.1 15.2 40.6
Finally, we also train and evaluate on the Scannetv2 dataset in Table 8.13. We sep-
arate a subset of 10% of the scenes in the training set as validation set since there is no
given validation split. We evaluated on this due to the large number of experiments done
and GPU limitations for training. Many of the other methods such as [157] use different
initialization to improve results. It is common to also crop sections of the test image with
flips to evaluate several portions of the test image at full resolution in order to produce the
best results. We avoided these techniques as they are not indicative of which architecture
is most promising. Therefore, we evaluate by simply resizing the test image and running
it through the network once. Other reported results are shown in the first half of the table
for fairness followed by our trained results. These include our results for the backbone
architecture [157], the standard early fission method, and our proposed mid fission method.
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Late fission results weren’t included as they were not as competitive in the previous abla-
tion studies. Our proposed method is only slightly larger (0.017% more FLOPS) than the
single-task architecture and 68.2% of the FLOPS of the standard early-fission method. We
did not compare with methods that use several input sources (RGB+D,RGB+HHA) as we
are evaluating on the single-to-many multi-task labeling domain.
Table 8.13: Scannetv2 validation set results. with our proposed mid fission method com-
pared to state of the art. - means the method does not train and evaluate on that task.
Normals % < Semantics
Method 11.25 22.5 30 mAE mIoU
[151] - - - - 27.5
Adapnet - - - - 47.3
DeepLabv3 - - - - 50.1
[157] - - - - 50.3
[6] 50.1 63.2 68.2 28.8 -
Ours [157] - - - - 56.2
Ours Early 50.8 72.9 80.3 18.6 56
Ours Mid 57.8 77.4 83.8 16.3 62.5
Our proposed method considerably outperforms the competitive Adapnet++ baseline[157],
which was the previous best result on RGB only input for Scannetv2. Figure 8.2 shows
some qualitative results from the Scannetv2 validation set showing our impressive results.
8.4 Conclusion
In this chapter, we explore several different output fission methods for one-to-many multi-
task pixel-wise prediction tasks. We show ablation studies on different fission methods and
find that our proposed mid-fission method outperforms standard early fission methods with
only 68% of the FLOPS (0.017% more FLOPS than single-task) for two tasks and only
51% for three tasks. We evaluate this on several different tasks on both synthetic and real
datasets producing state of the art results of multiple modalities on multiple datasets. We
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Figure 8.2: Illustration of the Scannetv2 data, together with the predictions of our model on
them. Columns, from left to right: RGB image, ground truth surface normals, our normal
predictions, ground truth semantic labels, then our semantic predictions.
release all of the code for reproducibility. We hope this can help other multi-task pixel-
wise prediction methods achieve better results using this simple architecture change that




In this dissertation, we discussed several approaches that utilize 3D contextual information
to improve scene understanding. To reiterate the thesis statement:
Shape, used as an additional context, improves segmentation, unsupervised clus-
tering, object classification and semantic labeling with little computational overhead.
Combining shape and object labels improves results while (1) requiring few extra pa-
rameters, (2) provides better results using surface normals than depth, and (3) com-
bining shape with labels improves accuracy for each task.
In Chapter 4, we proposed a hierarchical RGBD segmentation method for 3D videos.
We demonstrated that combining color and depth cues improves unsupervised segmenta-
tion. We showed that a multistage segmentation with depth then color yields better results
than a linear combination of depth and color. We also showed that using the depth in this
manner improves segmentation results compared to just using color or naively combining
color with depth.
In Chapter 5, we demonstrated a method to retrieve objects from 3D video sequences
and learn to classify them into semantic categories without manual supervision. We showed
that the dynamic 3D scene structure inherent to these videos can be leveraged to generate
good object proposals. Our experiments on the challenging Cityscapes dataset showed
meaningful retrieval of objects’ proposals without supervision, and clustering into classes
that visually correspond to common categories in scenes. We also showed how using 3D
contextual scene information allows for good proposal discovery to learn useful clustering.
In Chapter 6, we also extract proposals as in Chapter 5 but instead learn supervised
3D shape and color features in order to semantically label 3D environments with a random
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forest classifier as opposed to attempting to cluster proposals in an unsupervised manner
with deep clustering. We also showed that training a classifier on a segmentation from a
hierarchy of super pixels yields better results than training directly on super pixels, patches,
or pixels as in previous work. Our method outperforms other methods that don’t properly
leverage 3D contextual information in the ways we do. We showed that surface normals
yield a more meaningful representation that depth for this indoor semantic labeling task.
In Chapter 7, instead of using shape as another input signal, we attempt to learn a
representation of shape from RGB images. To do this, instead of extracting proposals or
segments like the previous chapters, we instead learn directly from pixels in a supervised
manner using deep learning. We show our network can be constructed with few parameters
so it works in real-time on a mobile device. We also demonstrate that jointly learning
semantics and surface normals in one network actually improves results of both meaning
that we can effectively learn good shared-task features between shape and semantics.
In Chapter 8, we extended the premise of Chapter 7 of jointly computing surface nor-
mals and semantic labels. This is different from the initial chapters where we used a shape
representation as an intermediate step or input. This work further confirms that jointly
combining surface normals with semantic labels improves results of both. We also showed
that surface normals and other shape based encodings are better than raw depth for improv-
ing semantic labeling and classification when trained jointly. We also showed this could
be done with few extra parameters with a multi-task architecture we call mid-fission (only
0.2% more FLOPS).
9.1 3D Contextual Information
In this dissertation, we focused on encoding and leveraging 3D contextual information to
improve segmentation, object classification/retrieval, and semantic labeling. We will take
a final note here to remind the reader what the context was in each of these chapters.
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In Chapter 4, we used depth and camera calibration to construct 3D point clouds for
segmentation. The contextual information here wasn’t just the 3D scene itself, but also the
knowledge that regions should never merge across depth boundaries despite color similar-
ity. A person wearing a white t-shirt standing in front of a white wall should not be the
same segment as the wall just because they are visually similar. Conversely, their face and
pants and an object they are holding should not be the same segment just because they have
a similar depth/position in the 3D environment. To encode this knowledge, we implement
a two stage process that prevents color regions from merging across depth boundaries.
In Chapter 5, we used the segmentation pipeline from Chapter 4 to extract meaningful
proposals from driving data. The contextual information here is the environment itself and
it’s constraints. The images come from a camera mounted on a car. We as humans know
that the car is driving on roads and relevant objects are therefore things like people, cars,
bicycles, and other things that are physically on top of the road. To encode this knowledge,
we do ground plane estimation on the 3D environment to extract the road and sidewalks
from the scene. We can then look for objects that are placed just on top of that ground
plane with certain size constraints (we know the general 3D dimensions of cars, people,
and bicycles).
In Chapter 6, we learn to semantically label 3D segments from hand-crafted features.
The segments here are also retrieved by our method in Chapter 4 just like in the last chapter.
However, here, we attempt to learn semantics from features which include the contextual
information (recall from Figure 6.3: 3D position, shape of the segments, surface normals,
and color histograms). Instead of manually encoding the context like the previous chapters,
we attempt to learn them given these specific input features. The hope is that these methods
can learn to leverage 3D information in ways we would not necessarily think of.
In Chapter 7, we learn to predict shape (in this case surface normals) and semantic labels
from RGB images instead of using the 3D as an input like earlier chapters. In Chapter 6,
we defined the context but tried to learn the encoding. Here we instead try to learn both
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the context and encoding jointly. We do use contextual information to improve the ground
truth surface normals used for learning. Given that surface normals can be very noisy, and
we know how certain surfaces should look (i.e. floors are flat), we can correct the surface
normals given this context.
In Chapter 8, we continue with the concepts proposed in the last chapter. Here instead
of just focusing on predicting shape with semantics as a auxiliary task, we try to jointly
predict shape and labels with few extra parameters. If you can learn to predict shape from
RGB images and you can learn to predict labels from 3D colorized inputs, you should
be able to predict both jointly from a single RGB input as the 3D information is already
encoded as features. We constrain the problem further to attempt to learn both the context





SURFACE NORMAL TRAIN/TEST EVALUATION ACROSS DATASETS
Table A.1 shows an ablation study showing the results different datasets have in terms of
generalization. Note that this isn’t with our final method described in the paper. This is just
an initial study on how different datasets affect the results and to determine what is the best
way to mix the data.
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Table A.1: Normal Accuracy comparisons with different testing and training datasets.
The columns are the training set used and the rows are the evaluation accuracy for
each individual dataset. Scenenet NYU FT means pretrained on Scenenet and finetuned
on NYUDv2. Scenenet+NYU means the the dataset is trained with a batch-wise mix.
Scenenet+Scannet+NYU means a batch-wise mix with all 3 datasets. Average eval is the
evaluation for NYU, Scannet, and Scenenet averaged for each training split. The best result
for each row is bold.
Training set








% < 11.25 38.7 49.5 53.7 57 57.5 59.5
% < 22.5 55.4 64.6 67.5 69.6 69.8 72.2
% < 30 64.4 71.1 73.1 74.6 74.9 77.3
Mean Angle Error 27.5 23.6 22 21.3 21 19.7
Scannet
% < 11.25 20.2 29.2 49.3 36.7 36.7 50.1
< 22.5 43.7 47.2 63.2 54.6 54.9 63.2
< 30 56.2 54.9 68.2 60.9 62.1 68.2
Mean Angle Error 37.2 37.3 29 34.1 33.2 28.8
Scenenet
% < 11.25 65 12.2 16.4 21 65.1 64.5
% < 22.5 70.9 33.3 44 48.2 71 70.7
% < 30 72.9 45 57.2 59.9 73 68.2
Mean Angle Error 25.9 44.4 39.4 37.6 25.9 26.1
Average Eval
% < 11.25 41.30 30.30 39.80 38.2 53.10 57.77
% < 22.5 56.67 48.37 58.23 57.5 65.23 68.30
% < 30 64.50 57.00 66.17 65.1 70.00 70.83
Mean Angle Error 30.20 35.10 30.13 31 26.70 25.00
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