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There are many requirements and challenges motivating the need for a new generation of storage system such as HPSS [4, 5] . The requirements are driven both by the pull of applications and the push of technology. Today's storage systems can move one to ten million bytes of information per second, but current needs catl for systems that can move data at 100 million bytes per second. Future needs will almost certainly reach 500 million to one billion bytes per second and beyond. On the technological front, the successful commercialization of parallel computers and disks has accelerated the aheady brisk rate of growth in the underlying hardware capabilities. The NSL was organized to develop, demonstrate, and commercialize high-performance storage system technologies to meet these challenges [9] .
These new technologies will help meet the storage requirements of the Department of Energy and other government agencies as well as the private sector.
example [27, 28] , has information on the global ecosystem, environmental remediation, petroleum reservoir modeling, the structure of novel materials, and plasma physics, to name only a few of its data resources that are of value to education, research, and industry.
Many other government agencies, universities and commercial enterprises also have information assets whose potential economic value can only be fully realized if a national information infrastructure is created.
1.1: Requirement for storage systems to be part of an information infrastructure
To participate in a national information infrastructure, storage systems must become invisible components embedded in and supporting digital libraries of text and graphic information, scientitlc data, and multimedia data.
Users will want to browse, access, and store data using a language and tools that are tied to the application domain, not the storage domain. The interface to the storage system must support appropriate primitives required by application domains such as education, science, and business. These requirements include the need for multiple levels of storage and mechanisms for migration and caching of data between storage levels, with explicit control by the application domain as well as implicit or automatic controls that are the rule in today's storage systems.
They include mechanisms for efficient organization such as clustering, partitioning and explicit placement of data under the control of the application domain.
1.2: Requirements for scalability
A fundamental requirement of HPSS is that it must be The Name Server is recognized by the Refemce Model as being a necessmy component but one that is outside the boundaries of the model. The purpose of the Name Server is to map a name known to the client to a bitllle id known to the storage system. The initial HPSS Name Server provides a POSIX view of the name space. The strategic Name Server for HPSS is planned to be a name server under development at
Cornell, that has the desired characteristics of scalability, performance efficiencies, and reliability.
Additional Name Servers will be provided as new data management name spaces are introduced by users. to distribute the data in such a way as to increase parallel computation while at the same time decreasing the amount of costly interprocessor exchanges of data.
Parallel 1/0 services must minimize the time to write or read such distributed data objects to or from secondary and tertiary storage by making use of multiple storage devices and parallel data paths. The result is that a single logical object will have to be spread out (mapped) over many devices in such a way that the high-level structure of the data object, as sea at the application program level, can be reconstructed from the many pieces. This is complicated by the fact that the application may read or write the separate blocks of data in quite unpredictable order from any of the processors. Furthermore, a parallel data object may be stored with a distribution structure that is near optimal for the way the data set was produced but which may be very inefficient for subsequent patterns of access. The pamllel 1/0 system n~ds to interact with whatever data partitioning methodologies are employed by client applications. Figure 3 illustrates the problem of moving data between parallel nodes. The convention is that the data moves from the source nodes to the sink nodes. The source and sink nodes may be parallel processors or striped 1/0 devices. In Figure 3 , four parallel source nodes are shown moving twelve blocks of data to three parallel sink nodes. The plan by which the data is moved is negotiated between the source and sink movers and the storage server. Then, the storage server manages the transfer. Vesta paratlel file system [7] . Later versions will interface to any vendor's parallel computing system that supports the parallel data exchange protocols referenced above.
2.8: Storage system management
In a distributed storage system such as HPSS, the need for a storage system management architecture is much greater than in previous centralized systems. In the current prototype storage system at the National Storage Laboratory, some significant proof of concept work has been done using a storage management system with a graphical user interface [18] . For HPSS the decision was made to clearly identify during system design all system management functions and managed objects and to provide a common management system interface. The management system itself is still being designed, but the intent is to use, to the extent possible, an industry standard base such as the OSF Disrnbuted Management
Environment [21] .
HPSS plans are to define the managed objects for storage systems in a manner consistent with the 1S0/0S1 The expectation is that HPSS will, at the appropriate stage of development, be licensed by the developers for commercial use. This will include a source license so the system can be ported. It is anticipated that by the time of the second release, that should be toward the end of 1994 or early 1995, there will be sufficient functionality and maturity in HPSS to allow HPSS to be ported to other platforms and installed at other computer centers. The schedule for offering HPSS for use outside the sponsoring organizations has not been established, but will come shortly after HPSS has stabilized and proven itself in operation at the participating government laboratories. 
