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1. Introduction
In a series of papers published between 1990 and 2003, Tom Goodwillie
developed what is now known as the calculus of homotopy functors. The
calculus of homotopy functors associates to a given functor of spaces or
spectra F , a so-called Taylor tower of functors and natural transformations,
F
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· · · // Pn+1F // PnF // Pn−1F · · · //// P1F // P0F,
resembling the Taylor series for functions of real variables. In particular,
Goodwillie’s theory produces a universal n-excisive approximation to a ho-
motopy functor F ([3], [4], [5]). Inspired by Goodwillie’s work, the fifth
author and Randy McCarthy produced a related theory of calculus in an
abelian setting which produces what can be thought of as a “discrete” Tay-
lor tower for a functor ([11]). We write ΓnF for the nth term of the discrete
tower of a functor F .
In the Johnson-McCarthy discrete calculus, a homotopy functor is ap-
proximated by a universal degree n functor. While n-excisive functors are
necessarily degree n, the converse does not generally hold. The Johnson-
McCarthy model was originally developed for use in algebraic settings, and
functors were assumed to be from a pointed category to an abelian cate-
gory (often, chain complexes). The hypothesis that the domain category
be pointed was more restrictive than what Goodwillie’s theory required;
nonetheless, the pointed theory has been quite useful. In particular, it
has been used successfully to express certain interesting homology theo-
ries as derivatives of naturally arising functors. For example, Johnson and
McCarthy, and Kantorovitz and McCarthy have provided ways of viewing
Andre´-Quillen homology as parts of discrete calculus towers ([11], [12]).
Recently, the Johnson-McCarthy theory of calculus was expanded to in-
clude functors from categories that are not necessarily pointed to categories
that are not necessarily abelian ([1]), more specifically functors from a sim-
plicial model category to a pointed stable simplicial model category. At
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the Women in Topology workshop, our team endeavored to lay the ground-
work for extending some discrete calculus computations of Kantorovitz and
McCarthy to the unbased setting. As a first step, we had to establish the
existence of the unbased calculus in the context we needed, namely, for func-
tors to a category of chain complexes of modules over a fixed commutative
ring.
Much of the construction of the Taylor tower in [1] carries over readily
to this context. However, one of the essential and most delicate steps in
the construction consists in proving that a particular functor t is part of
a cotriple. For this, one needs to prove that certain identities hold up to
isomorphism, rather than just up to weak equivalence (see Lemma 2.5 and
Appendix A of [1]). In the case of [1], the proof required making careful
use of an explicit model for homotopy limits in simplicial model categories
and establishing that several key isomorphisms held for that model. As our
target category of chain complexes is not a simplicial model category, we
needed to redo this part of the construction before proceeding further. We
do so in this paper.
In revisiting the proof that t is a cotriple for functors to chain complexes,
we could have tried to use a similar model for homotopy limits (by choosing
a framing on our target category) and verified that the required properties
could be established for this model as well. Instead, we chose to take advan-
tage of the fact that in the category of chain complexes, we can construct
an explicit model for iterated fibers which allows us to prove directly what
we need for the analogue of t in this context.
The paper is organized as follows. In Section 2 we define the categories
and terminology we will be working with, and state the main result of this
paper: that for a functor F from an unbased simplicial model category
to chain complexes over a commutative ring, one can construct a Taylor
tower in which the nth term, ΓnF , is a degree n approximation to F . In
this section, we also outline the proof of this result. With the exception
of the proof that t is a cotriple, as described above, the proofs used in
[1] carry over to this context of functors to chain complexes. In Section
3 we describe our models for iterated fibers, starting first with an explicit
model for homotopy fibers in the category of chain complexes of modules
over a fixed commutative ring. This model appears in [17] and seems to be
generally well-known. We include a proof that this construction is equivalent
to the standard definition of the homotopy fiber of f : X → Y as the
homotopy pullback of the diagram X → Y ← 0 as this argument does not
seem to be in the literature. Also in this section we use these explicit models
to provide concrete infinite deloopings of the first terms in our Taylor towers
when evaluated at the initial objects in their source categories. Section 4
contains the main technical result of the paper – we use our model for
iterated fibers to define t and prove that t is a cotriple, thereby completing
the proof of the main result of section 2.
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2. Unbased Cotriple Calculus
The goal of any theory of functor calculus is to approximate a homotopy
functor F with a tower of functors {ΓnF}n≥0 whose individual terms possess
properties that make them easier to work with. The tower can be considered
as a Taylor series approximation to F . In our case, we seek to approximate
F by functors that are degree n. In this section, we review the construction
of [1] for universal degree n approximations to homotopy functors.
2.1. Preliminaries. We work with functors whose source categories are
simplicial model categories. Let C be such a category. Unlike the models of
cotriple calculus defined in [11] or [14], we will not assume that the category
C is based, i.e., that it has the same initial and terminal object. We specify
an initial and terminal object by selecting a morphism η : A −→ B and
letting Cη be the category of factorizations of η. That is, an object X ∈ Cη
is a diagram A −→ X −→ B in C whose composition is η.
The category Cη has a model structure inherited from C as in [15], Theo-
rem 15.3.6 or [16], Proposition II.2.6. In particular, a morphism f : X −→ Y
in Cη is a commuting diagram
A // X //

B
A // Y // B,
and we say that f is a weak equivalence, fibration or cofibration if f is so in
the underlying category C.
Let R be a commutative ring and Ch(R) be the category of unbounded
chain complexes of R-modules. Recall that there is a model category struc-
ture on Ch(R) where the weak equivalences are quasi-isomorphisms, the
fibrations are levelwise surjections, and i : A → B is a cofibration if it is
a dimensionwise split inclusion with cofibrant cokernel ([8], §2.3). An ob-
ject M∗ in Ch(R) is cofibrant provided that each entry is projective and
any map from M∗ to an exact complex is chain homotopic to 0, i.e., if it is
DG-projective ([8], §2.3; [7], §2.1). We note that Ch(R) is a proper model
category ([9], Theorem 1.7).
When constructing the degree n approximation of a functor F , we will as-
sume that F is a functor from Cη to Ch(R) that preserves weak equivalences.
In [1], the target category was taken to be a good category of spectra, such as
symmetric spectra [10] or the S-modules of [2]. The category Ch(R) shares
several desirable properties with these categories of spectra. In particular,
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Ch(R) is a stable category (in the sense that square diagrams are homotopy
cocartesian if and only if they are homotopy cartesian - see, e.g., [17] for the
case R = Q) and there are nice models for homotopy limits and colimits in
this category. These properties are sufficient for most of the construction of
the discrete calculus, with the exception of the proof that t is a cotriple, as
discussed in the introduction.
2.2. Cross effects and cotriples. Underlying the construction of the func-
tor ΓnF is the notion of the nth cross effect of F , crnF , a functor of n
variables that measures in some sense the failure of F to be “additive.” We
define the cross effects below. We use Fun(Cη, Ch(R)) to denote the cate-
gory of functors from Cη to Ch(R). We use P(n) to denote the power set of
n = {1, 2, . . . , n}. We treat this as a category whose morphisms are given by
set inclusions. By an n-cubical diagram in a category D, we mean a functor
from P(n) to D.
Cross effects are defined as iterated homotopy fibers of certain n-cubical
diagrams in Ch(R). The category Ch(R) is proper so by the homotopy fiber
of a map f : P → Q, we mean the homotopy limit of the diagram
P → Q← 0.
By the iterated homotopy fiber of an n-cubical diagram X in Ch(R), which
we denote ifiber(X ), we mean the object obtained by first taking homotopy
fibers of all maps in one direction, i.e., in the direction determined by set
inclusions S ⊆ S ∪ {i} with S ∩ {i} = ∅, then taking homotopy fibers of
these homotopy fibers in a second direction j 6= i, and continuing in this
fashion until all independent directions have been exhausted. For the explicit
model of the iterated homotopy fiber used in this paper, see Definition 3.3
and Lemma 3.5. We use ifiber to denote the iterated homotopy fiber of an
n-cube.
Definition 2.1. Let H be a functor in Fun(Cη, Ch(R)), G be a functor in
Fun((Cη)×n, Ch(R)), and X = (X1,X2, . . . ,Xn) be an n-tuple of objects in
the category Cη.
• Let GX : P(n) −→ Ch(R) be the n-cubical diagram defined for U ∈
P(n) by
GX(U) = G(X(U))
where X(U) is the n-tuple (Z1(U), Z2(U), . . . , Zn(U)) with
Zi(U) =
{
Xi if i /∈ U,
B if i ∈ U.
• The functor tG : (Cη)×n → Ch(R) assigns to X = (X1, . . . ,Xn) the
iterated homotopy fiber of GX.
• Let ⊔n : (C
η)×n → Cη be the functor that takes the n-tuple
(X1,X2, . . . ,Xn) to the coproduct over A, (X1 ∐A · · · ∐A Xn). As-
sociated to X is the square diagram ⊔Xn : P(n)→ C
η. The nth cross
4
effect of H is the functor crnH : (C
η)×n → Ch(R) given by
crnH(X1,X2, . . . ,Xn) := ifiberH(⊔
X
n ) = t(H ◦ ⊔n)(X).
• The functor ⊥n: Fun(C
η , Ch(R)) → Fun(Cη, Ch(R)) is obtained by
precomposing crn with the diagonal. That is, for an object X in C
η,
⊥n H(X) = crnH(X,X, . . . ,X).
Remark 2.2.
(1) The assignment above G 7→ tG defines an endofunctor on the cate-
gory Fun((Cη)×n, Ch(R)) which we will denote by t below.
(2) The cross effects of a homotopy invariant functor are homotopy in-
variant when evaluated on cofibrant objects.
Example 2.3. In the case n = 2, cr2H(X1,X2) is the iterated homotopy
fiber of the square diagram
H(X1
∐
AX2)
//

H(B
∐
AX2)

H(X1
∐
AB)
// H(B
∐
AB).
The construction of ΓnF in [1] depends on establishing that ⊥n is a
cotriple on Fun(Cη, Ch(R)). To prove that ⊥n forms a cotriple, a sequence
of adjunctions is constructed
(1) Fun(Cη, Ch(R))
⊔n //
Fun((Cη)×n, Ch(R))
∆∗
nn
t+ ..
Fun((Cη)×n, Ch(R))t
U+
nn
whose components we explain below. We begin with the pair on the left.
Definition 2.4. Define a functor
∆∗ : Fun((Cη)×n, Ch(R)) −→ Fun(Cη, Ch(R))
on H : (Cη)×n → Ch(R) by ∆∗H(X) = H(X, . . . ,X). Let
⊔n : Fun(Cη, Ch(R)) −→ Fun((Cη)×n, Ch(R))
be the functor defined by precomposition with the functor ⊔n of Definition
2.1. That is, for a functor F
⊔n(F )(X1,X2, . . . ,Xn) = F (X1 ∐A · · · ∐A Xn).
The next result is Proposition 3.16 of [1]. The proof can be found there.
Proposition 2.5. The functors ∆∗ and ⊔n are an adjoint pair of functors,
with ∆∗ being the left adjoint.
The adjoint pair on the right side of (1) involves the functor t of Definition
2.1. We establish in Section 4 that there are natural transformations ξ : t→
tt and γ : t → id that make (t, ξ, γ) a cotriple for functors from (Cη)×n to
Ch(R).
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Categories equipped with a cotriple T have an associated category of T -
coalgebras, related to the original category by a forgetful-cofree adjunction
(see [13], §VI). For our cotriple t, the category of t-coalgebras, Fun((Cη)×n, Ch(R))t,
consists of functors G : (Cη)×n −→ Ch(R) that are equipped with a section
β : G −→ tG of the natural transformation γG : tG −→ G, that make the
diagram
G
β
//
β

tG
tβ

tG
ξG
// ttG
commute. For example, for any functor G ∈ Fun((Cη)×n, Ch(R)), there
is an associated t-coalgebra (tG, ξG). Let t
+ : Fun((Cη)×n, Ch(R)) −→
Fun((Cη)×n, Ch(R))t be the free coalgebra functor, which is defined on ob-
jects by t+(G) = (tG, ξG).
Theorem 2.6. The functors
Fun((Cη)×n, Ch(R))
t+ ..
Fun((Cη)×n, Ch(R))t
U+
nn
are an adjoint pair of functors, with the forgetful functor U+ being the left
adjoint.
This is Theorem 3.14 of [1].
Hence, from (1) one obtains another adjoint pair by composition:
(2) Fun(Cη, Ch(R))
t+◦⊔n
..
Fun((Cη)×n, Ch(R))t.
∆∗◦U+
nn
When evaluated on a functor H, the composition of the top arrow with
U+ gives U+ ◦ t+ ◦ ⊔n(H) = crnH as in Definition 1.1. Thus, ⊥n is the
composition of the left adjoint ∆∗ ◦ U+ with the right adjoint t+ ◦ ⊔n. As
a composition of adjoints, ⊥n is part of a cotriple (see [18], Appendix A.6).
The coproduct functor ⊔n(F ) is not a homotopy functor, even if F is a
homotopy functor, unless it is evaluated on cofibrant objects (X1, . . . ,Xn).
In order for ⊥n H to be homotopy invariant, we precompose with a cofibrant
replacement functor. Henceforth, ⊥n H(X) means ⊥n H(X
cof ) where Xcof
is a functorial cofibrant replacement of X.
In particular, the counit for the adjunction produced by the pair (∆∗ ◦
U+, t+ ◦ ⊔n) yields a natural transformation ǫ :⊥n→ id. And, a natural
transformation δ :⊥n→⊥n⊥n is defined by ∆
∗ ◦U+(ιt+◦⊔n) where ι is a unit
for the adjunction. This gives us the following.
Theorem 2.7. The functor and natural transformations
(⊥n, δ :⊥n→⊥n⊥n, ǫ :⊥n→ id)
form a cotriple on the category of functors Fun(Cη, Ch(R)).
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Every cotriple yields a simplicial object (see [18], 8.6.4) whose face and de-
generacy maps are induced by the counit and comultiplication of the cotriple.
Let ⊥∗+1n F (X) denote the simplicial chain complex arising from the cotriple
⊥n in Fun(C
η, Ch(R)). This is a functor from the simplicial category ∆op of
finite sets and order preserving maps to chain complexes. As is the conven-
tion in [1], we let | ⊥∗+1n F (X)| denote the “fat” realization of this simplicial
chain complex. That is,
| ⊥∗+1n F (X)| : = hocolim∆op ⊥
∗+1
n F (X),
where we assume that hocolim is a homotopy invariant functor (see the dis-
cussion in [6], Chapter 19). When ⊥∗+1n F (X) is cofibrant, the fat realization
is weakly equivalent to the usual geometric realization.
2.3. The degree n approximation of a functor. In this section we will
approximate homotopy functors F : Cη −→ Ch(R) by functors that satisfy
a kind of higher additivity condition called the degree of the functor.
Definition 2.8. A functor F : Cη −→ Ch(R) is degree n if
crn+1F (X1, . . . ,Xn+1) ≃ 0
for all (n+ 1)-tuples (X1, . . . ,Xn+1).
In order to approximate F : Cη −→ Ch(R) by a degree n functor, we
would like to eliminate the failure of F to be degree n. As this information
is contained in the (iterated) cross-effects, we make the following definition.
Definition 2.9. (Definition 5.3, [1]) The nth term in the cotriple Taylor
tower of F is the functor
ΓnF : = hocofiber
(
| ⊥∗+1n+1 F |
ǫˆ
−→ F
)
,
where ǫˆ is the composition of the natural simplicial map from ⊥∗+1n+1 to the
simplicial object id∗+1 induced by the counit ǫ of the cotriple ⊥n+1, with the
weak equivalence |id∗+1F |
≃
−→ F .
We let pnF : F −→ ΓnF denote the natural transformation in the result-
ing cofibration sequence
| ⊥∗+1n+1 F | −→ F −→ ΓnF.
Theorem 2.10. For a given functor F : Cη −→ Ch(R), the functor ΓnF is
degree n.
The proof is the same as the proof of Proposition 5.4 of [1]. Although it
is stated for the target category of spectra, the proof as written will apply
equally well in Ch(R), as it relies only on formal properties of adjoint pairs,
homotopy limits and homotopy colimits. In particular, the proof involves
applying a general fact about adjoint pairs of functors (Lemma 5.5 of [1])
to the adjoint pair (∆∗ ◦ U+, t+ ◦ ⊔n), and then using the fact that finite
homotopy limits commute with finite and filtered homotopy colimits.
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One can also construct natural transformations qn : ΓnF → Γn−1F as in
[1], so that the functors ΓnF assemble to form a Taylor tower for F .
3. Iterated fibers in Ch(R)
Let R and Ch(R) be as defined in Section 2. In this section, we describe
our models for homotopy fibers and iterated homotopy fibers of chain com-
plexes over R.
3.1. Homotopy fibers in Ch(R).
Definition 3.1. Let f : U → V be a map of chain complexes in Ch(R). Let
hofib(f) be the chain complex with hofib(f)n = Un ⊕ Vn+1 and
d(u, v) = (d(u),−f(u) − d(v)).
This construction will serve as our model for the homotopy fiber of f in
Ch(R).
Proposition 3.2. Let f : U → V be a map of chain complexes in Ch(R).
Then hofib(f) is weakly equivalent to the homotopy fiber of f .
Proof. We first replace f with a fibration. Let P (f) be the chain complex
with P (f)n = Un ⊕ Vn+1 ⊕ Vn and
d(u, v, v′) = (d(u),−f(u) − d(v) + v′, d(v′)).
We define β : P (f) → V by β(u, v, v′) = v′, and α : U → P (f) by α(u) =
(u, 0, f(u)). One can easily see that α and β are chain maps and that β
is a fibration. In addition, it is straightforward to prove that α is a weak
equivalence. Clearly, β ◦ α = f . Moreover, the kernel of β is hofib(f). As
a result, hofib(f) is the pullback of the diagram 0 → V ← P (f). By 13.3.7
and 13.4.4 of [6], this pullback is weakly equivalent to the homotopy fiber
of f. 
3.2. Iterated Fibers of n-cubes. We use the model for homotopy fiber
defined above to define the iterated homotopy fiber of an n-cubical diagram
of objects in Ch(R).
Definition 3.3. Let X : P(n) → Ch(R) be an n-cubical diagram of objects
in Ch(R). The iterated homotopy fiber of X , denoted ifiberX , is the object
in Ch(R) obtained by first taking the homotopy fibers of all maps of the form
X (U ( U ∪ {1}), U ⊆ {2, . . . , n} in X to obtain an (n − 1)-cube X˜ , then
taking the homotopy fibers of all maps of the form X˜ (W (W ∪ {2}), W ⊆
{3, . . . , n}, in the resulting (n − 1)-cube of homotopy fibers, and continuing
in this fashion until we have taken homotopy fibers in all n independent
directions from the original n-cube.
We illustrate this definition with an example in the case n = 2.
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Example 3.4. For a square diagram X : P(2) −→ Ch(R)
X (∅) = A
f
//
α

B = X ({1})
β

X ({2}) = C g
// D = X ({1, 2}),
the first step in the construction of the iterated homotopy fiber of X involves
taking the homotopy fibers of the maps f and g. This yields two chain
complexes, hofib(f) and hofib(g) with
hofib(f)k = Ak ⊕Bk+1, d(a, b) = (dA(a), −f(a)− dB(b)),
and
hofib(g)k = Ck ⊕Dk+1, d(c, d) = (dC(c), −g(c) − dD(d)).
The maps {αk ⊕ βk+1} form a chain map from hofib(f) to hofib(g). The
second (and final) step in constructing the iterated homotopy fiber of X is
to determine the homotopy fiber of this chain map. That is,
ifiber(X ) = hofib

hofib(f)
α⊕β

hofib(g)
 .
Applying the definition of homotopy fiber, we see that
ifiber(X )k = Ak ⊕Bk+1 ⊕ Ck+1 ⊕Dk+2
with
difib(a, b, c, d) = (dA(a), −f(a)−dB(b), −α(a)−dC (c), −β(b)+g(c)+dD(d)).
More generally, we can use induction to describe the iterated homotopy
fiber of an n-cube.
Lemma 3.5. For T ⊆ n, i /∈ T , let σTi be the inclusion T → T ∪ {i}. Let
X be an n-cube in Ch(R). Then in degree k, the iterated homotopy fiber of
X is the R-module
ifiber(X )k =
⊕
T⊆n
X (T )k+|T |.
The differential will send the term x indexed by T ⊆ n to the sum of terms
(−1)|T |dX (T )(x) +
∑
i/∈T
(−1)sgn(σ
T
i )+1X (σTi )(x),
where
sgn(σTi ) = |{s ∈ T | s > i}|.
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Proof. The proof is by induction. The cases n = 1 and n = 2 have already
been established. Suppose that Y is an (n+ 1)-cube. Let Y1 be the n-cube
obtained by restricting Y to subsets of n, that is for U ⊂ n, Y1(U) = Y(U).
Let Y2 be the n-cube defined by Y2(U) = Y(U ∪ {n+1}). Then Y is a map
of n-cubes, Y1 → Y2. By definition,
ifiber(Y) = hofib (ifiber(Y1)→ ifiber(Y2)) .
Assuming the result holds for ifiber(Y1) and ifiber(Y2), we see that
ifiber(Y)k = ifiber(Y1)k ⊕ ifiber(Y2)k+1
=
⊕
T⊆n
[Y(T )]k+|T | ⊕
⊕
T⊆n
[Y(T ∪ {n+ 1})]k+1+|T |.
To see that the differential is what we claim, let (A,B) ∈ ifiber(Y1)k ⊕
ifiber(Y2)k+1 and note that the differential for hofib(ifiber(Y1)→ ifiber(Y2))
takes this pair to
(d(A),−d(B) +
⊕
T⊆n
(−Y(σTn+1)(aT )))
where aT is the term in A indexed by T . For T ⊆ n, consider the summands
in A and B indexed by T and T ∪ {n + 1}, namely Y(T )k+|T | and Y(T ∪
{n+ 1})k+1+|T |. The differential takes y ∈ Y(T )k+|T | to the sum
(−1)|T |d(y) +
 ∑
i/∈T,i∈n
(−1)sgn(σ
T
i )+1Y(σTi )(y)
− Y(σTn+1)(y)
= (−1)|T |d(y) +
 ∑
i/∈T,i∈n
(−1)sgn(σ
T
i )+1Y(σTi )(y)
 + (−1)sgn(σTn+1)+1Y(σTn+1)(y)
= (−1)|T |d(y) +
∑
j /∈T,j∈n+1
(−1)sgn(σ
T
j )+1Y(σTj )(y).
Similarly, the differential takes y ∈ Y(T ∪ {n + 1}) to
−
(−1)|T |d(y) + ∑
i/∈T,i∈n
(−1)sgn(σ
T
i )+1Y(σ
T∪{n+1}
i )(y)

= (−1)|T∪{n+1}|d(y) +
∑
i/∈T∪{n+1}
(−1)sgn(σ
T∪{n+1}
i )+1Y(σ
T∪{n+1}
i )(y).

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3.3. Total fibers. Before using the preceding results about iterated fibers
to prove that t is a cotriple, we conclude this section with some remarks
about a related notion, the total fiber, for square diagrams. We also indicate
how these facts about the total fiber can be used to obtain some information
about the first term in the Taylor tower of a functor.
Definition 3.6. For a square diagram X,
A
f
//
α

B
β

C g
// D,
the total fiber of X, denoted tfiber(X), is the homotopy fiber of the map from
A to holim(C → D ← B), the homotopy pullback of (C → D ← B).
Remark 3.7. As was the case with the iterated fiber, we can construct an
explicit model for the total fiber using the constructions in Definition 3.1 and
Proposition 3.2. In particular, when one replaces C with P (g) (where P (g)
is defined as in the proof of Proposition 3.2), then the homotopy pullback of
B
β

C g
// D
is the pullback of
B
β

P (g)
gˆ
// D.
Applying the model for the homotopy fiber in Definition 3.1 to the map
from A to the pullback of (P (g) → D ← B) yields an explicit model for the
total fiber of the square. In particular, in degree k, the total fiber consists of
5-tuples (a, b, c, d, d′) in Ak ⊕ Bk+1 ⊕ Ck+1 ⊕Dk+2 ⊕Dk+1 with d
′ = β(b),
and the differential takes such a tuple to
(dA(a),−f(a)−dB(b),−α(a)−dC (c), g(c)+dD(d)−β(b),−βf(a)−dD(d
′)).
It is straightforward to prove the following.
Lemma 3.8. The explicit models of Lemma 3.5 for the iterated fiber and
Remark 3.7 for the total fiber yield isomorphic chain complexes.
We use this to prove the next result.
Proposition 3.9. Let F : Cη → Ch(R) where C is a simplicial model cat-
egory and η : k → B is a morphism in C. Suppose further that F (B) ≃ 0,
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i.e., that F is reduced, and that F is a degree 1 functor. Then there is a
weak equivalence of chain complexes:
F (k) ≃ ΩF (B ⊗k B).
In this context Ω indicates that the chain complex has been shifted down one
degree, i.e., for a chain complex X, (ΩX)k = Xk+1.
Proof. By Definitions 2.1 and 2.8, the fact that F is degree 1 means that
when it is applied to the square
k ⊗k k = k //

B ⊗k k = B

k ⊗k B = B // B ⊗k B,
the iterated fiber of the resulting square
F (k) //

F (B) ≃ 0

F (B) ≃ 0 // F (B ⊗k B),
is equivalent to 0. By Lemma 3.8, the total fiber is also equivalent to 0, so
that we have
F (k) ≃ holim(0→ F (B ⊗k B)← 0) ≃ ΩF (B ⊗k B).

If G is a reduced functor, then Γ1G will be a reduced degree 1 functor.
The following is an immediate consequence of the proposition.
Corollary 3.10. Let G : Cη → Ch(R) where C is a simplicial model category
and η : k → B is a morphism in C. Suppose further that G is reduced. Then
there is a weak equivalence of chain complexes:
Γ1G(k) ≃ ΩΓ1G(B ⊗k B).
Since 1-excisive functors take any cocartesian square (rather than just
those cocartesian squares whose initial object is k) to a cartesian square, a
similar argument can be used to prove the next results, where P1G denotes
the universal 1-excisive approximation to G. This is the first term in Good-
willie’s Taylor tower for the functor G. (See [1], Definitions 4.1, 6.1, and
6.3.) We use the following notation.
Definition 3.11. For η : k → B and X in Cη, let
ΣBX = hocolim(B ← X → B),
and for n ≥ 2,
ΣnBX = hocolim(B ← Σ
n−1
B X → B).
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We note that it follows directly from the definition of P1G that when G is
a reduced functor, P1G(X) will be an infinite loop object. The next result
shows how to realize P1G(X) as an n-fold loop object for any n.
Proposition 3.12. Let F : Cη → Ch(R) where C is a simplicial model
category and η : k → B is a morphism in C. Let X be an object in Cη.
Suppose further that F (B) ≃ 0, i.e., that F is reduced, and that F is a
1-excisive functor (see Definition 4.1 of [1]). Then for all n ≥ 1 there is a
weak equivalence of chain complexes:
F (X) ≃ ΩnF (ΣnBX).
Proof. Consider the cocartesian square that defines ΣBX:
X //

B

B // ΣBX.
Since F is 1-excisive, applying it to this square yields a cartesian square
F (X) //

F (B)

F (B) // F (ΣBX).
Then, as in the proof of Proposition 3.9 (where F was degree 1), we have
F (X) ≃ holim(F (B)→ F (ΣBX)← F (B)) ≃ ΩF (ΣBX).
The result follows by induction on n. 
By noting that Theorem 6.9 of [1] holds in this context, i.e., that Γ1F
and P1F are weakly equivalent when evaluated at the initial object k in C
η,
we can use this to show that Γ1F (k) is also an n-fold loop object for any n.
Corollary 3.13. Let F : Cη → Ch(R) where C is a simplicial model category
and η : k → B is a morphism in C. Suppose further that F is reduced. Then
for all n ≥ 1 there is a weak equivalence of chain complexes:
Γ1F (k) ≃ P1F (k) ≃ Ω
nP1F (Σ
n
Bk).
4. The Cotriple t
In this section, we revisit the functor t, as defined in Definition 2.1 and
show that it is a cotriple on the category of functors from (Cη)×n to Ch(R).
As discussed in the introduction to this paper, since Ch(R) is not a sim-
plicial model category, we cannot use the analogous result (Theorem 3.8)
in [BJM]. However, Lemma 3.5 gives us an explicit chain complex model
for the iterated fiber. We show below that one can work with this model
to prove directly that t is a cotriple in this setting. The remainder of this
section will be used to prove the next theorem.
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Theorem 4.1. There are natural transformations γ : t→ id and ξ : t→ tt
that make (t, γ, ξ) a cotriple on Fun((Cη)×n, Ch(R)).
To define γ and ξ and to make it easier to show that these maps satisfy
the coassociativity and counitality conditions necessary for t to be a cotriple,
we introduce some alternative notation for subsets of n, 2n, and 3n for a
fixed n ≥ 1. In some cases, it will be convenient to treat subsets of n, 2n,
and 3n as matrices.
Definition 4.2.
• Let Mtn be the set of t× n matrices whose entries are either 0 or 1.
• Let U be a subset of n. We will identify U with the 1×n matrix [ui]
with
ui =
{
1 if i ∈ U,
0 if i /∈ U.
Note that under this notation, |U | =
∑n
i=1 ui.
• A subset W ⊆ 2n will be represented by a 2× n matrix [wij ] with
w1j =
{
1 if j ∈W,
0 if j /∈W,
and
w2j =
{
1 if n+ j ∈W,
0 if n+ j /∈W.
Again, we have |W | =
∑2
j=1
∑n
i=1wij .
• Similarly, for V ⊆ 3n, we identify V with the 3 × n matrix [vij ]
where
vij =
{
1 if (i− 1)n + j ∈ V,
0 if (i− 1)n + j /∈ V.
As before, |V | =
∑3
i=1
∑n
j=1 vij .
• For U ⊆ n, let M2n(U) = {W ∈M2n | w1j +w2j = uj for all j} and
M3n(U) = {A ∈M3n | a1j + a2j + a3j = uj for all j}.
Example 4.3. Let n = 2. For U = {1} ⊆ 2, the matrix associated to U is
[1 0] and M2n(U) consists of the matrices[
1 0
0 0
]
,
[
0 0
1 0
]
.
For U = {1, 2} ⊆ 2, the matrix associated to U is [1 1] and M2n(U) consists
of the matrices [
1 0
0 1
]
,
[
0 1
1 0
]
,
[
1 1
0 0
]
,
[
0 0
1 1
]
.
In other cases, it will be convenient to view subsets of 2n as ordered pairs
of subsets of n, and subsets of 3n as ordered triples of subsets of n.
14
Remark 4.4. There is a one-to-one correspondence between subsets of 2n
and elements of P(n) × P(n) given by
W ⊆ 2n 7→ (W1,W2)
where W1 = {i | 1 ≤ i ≤ n and i ∈ W} and W2 = {j − n | n + 1 ≤ j ≤
2n and j ∈ W}. Similarly, there is a one-to-one correspondence between
subsets of 3n and elements of P(n)×3 given by
S ⊆ 3n 7→ (S1, S2, S3)
where
St = {i− (t− 1)n | (t− 1)n + 1 ≤ i ≤ tn and i ∈ S}.
Example 4.5. For n = 2 and W = {1, 2, 4, 5} ⊆ 3n, W1 = {1, 2}, W2 =
{2}, and W3 = {1}.
With this, we can describe ttF (X) for a functor F and n-tupleX. The key
to constructing the natural transformation ξ : tF −→ ttF is understanding
ttF as the iterated fiber of a (2n)-cube. Recall from Lemma 3.5 that in
degree k,
tF (X)k =
⊕
T⊆n
F (X(T ))k+|T |.
For an n-tuple X = (X1, . . . ,Xn), ttF (X) is the iterated fiber of the n-cube
that assigns tF (X(U)) to U ⊆ n. It follows immediately that
ttF (X)k =
⊕
U⊆n
tF (X(U))k+|U |.
But tF (X(U)) is itself the iterated fiber of an n-cube, and it is straight-
forward to show that it is the iterated fiber of the n-cube that assigns
F (X(U ∪ V )) to V ⊆ n. In this way, we see that ttF (X) is the iterated
fiber of the (2n)-cube given by
W ⊆ 2n 7→ F (X(W1 ∪W2))
whereW1 andW2 are as defined in Remark 4.4. Under this correspondence,
ttF (X)k =
⊕
(U,V )∈P(n)×P(n)
F (X(U ∪ V ))k+|U |+|V |.
We now define the natural transformations γ and ξ of the cotriple (t, γ, ξ).
Definition 4.6. Let F : (Cη)×n → Ch(R) and X = (X1, . . . ,Xn) be an
n-tuple of objects in Cη.
• To define the natural transformation ξ : tF (X) → ttF (X), we pro-
duce maps for each k:⊕
T⊆n
F (X(T ))k+|T | −→
⊕
(U,V )∈P(n)×P(n)
F (X(U ∪ V ))k+|U |+|V |.
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For a fixed T ⊆ n and y ∈ F (X(T ))k+|T |, the natural transformation
ξ sends y to the sum of terms∑
(V1,V2)∈P (n)×P (n),
V ∈M2n(T )
(−1)sgn(V )y,
where sgn(V ) is determined as follows. If V = [vij ], then
sgn(V ) = |{i < j | v2i = v1j = 1}|.
We note that for V ∈ M2n(T ), (−1)
sgn(V )y is in the summand
indexed by the pair (V1, V2) ∈ P(n) × P(n) corresponding to the
subset of 2n associated with V .
• The natural transformation γ : tF (X) → F (X) is given in degree k
by projection onto the summand indexed by ∅. That is,
γ : tF (X)k =
⊕
T⊆n
F (X(T ))k+|T | → F (X(∅))k = F (X1, . . . ,Xn).
Before proceeding, we need to make sure that these maps are chain maps.
Lemma 4.7. For a functor F and n-tuple X, γ : tF (X) → F (X) and
ξ : tF (X)→ ttF (X) are chain maps.
Proof. The fact that γ is a chain map follows directly from the definition.
The proof that ξ is a chain map involves some bookkeeping. We use dt
to denote the differential for tF (X) and dtt to denote the differential for
ttF (X). We must show that the diagram
tF (X)k
ξ
//
dt

ttF (X)k
dtt

tF (X)k−1
ξ
// ttF (X)k−1
commutes for all k.
Recall that
ttF (X)k =
⊕
(U,V )∈P(n)×P(n)
F (X(U ∪ V ))k+|U |+|V |.
To understand dtt, let W ⊆ 2n and W1,W2 be the pair of subsets
of n corresponding to W . Let y ∈ F (X(W1 ∪ W2))k+|W | ⊆ ttF (X)k.
From Lemma 3.5, recall that σTi denotes the inclusion T −→ T ∪ {i}, and
sgn(σTi ) = |{s ∈ T | s > i}|. The differential dtt(y) is the sum
(−1)|W |d(y) +
∑
s/∈W
(−1)sgn(σ
W
s )+1F (X(τs,W ))(y)
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where the term indexed by s /∈W is in the summand of ttF (X)k−1 indexed
by W ∪ {s}, and in terms of morphisms in P(n),
τs,W =

id if s+ n ∈W or s− n ∈W,
σW1∪W2s if s ≤ n, s+ n /∈W,
σW1∪W2s−n if s > n, s− n /∈W.
Now consider x ∈ F (X(U))k+|U | ⊆ tF (X)k. Using W to represent both
a subset of 2n and its corresponding matrix, we have
dttξ(x) =
∑
W∈M2n(U)
(−1)sgn(W )(−1)|W |d(x)(3)
+
∑
W∈M2n(U)
∑
j /∈W
(−1)sgn(W )(−1)sgn(σ
W
j )+1F (X(τj,W ))(x),(4)
and
ξdt(x) =
∑
W∈M2n(U)
(−1)sgn(W )(−1)|U |d(x)(5)
+
∑
i/∈U
∑
V ∈M2n(U∪{i})
(−1)sgn(σ
U
i )+1(−1)sgn(V )F (X(σUi ))(x).(6)
The first sums, in lines (3) and (5), are the same for both compositions since
|W | = |U | for a set W corresponding to a matrix in M2n(U). We must show
that the sums (4) and (6) are the same. Expanding the sum in (4), one finds
that it has more terms than the sum in (6). The extra terms all correspond
to sets R =W ∪ {j} where either j +n or j −n is in W . These are also the
terms where τs,W is the identity. For any such R, one can show that there
are two terms mapped into the summand indexed by R, one corresponding
to the matrix in M2n(U) with a 1 in the position corresponding to j in
the first row and the other with that 1 in the second row. For example, if
j + n ∈ W , these matrices correspond to W ∪ {j} and W ′ ∪ {j + n} where
W ′ = (W − {j + n}) ∪ {j} and the matrices are
W =
[
x11 . . . x1j−1 0 x1j+1 . . . x1n
x21 . . . x2j−1 1 x2j+1 . . . x2n
]
,
and
W ′ =
[
x11 . . . x1j−1 1 x1j+1 . . . x1n
x21 . . . x2j−1 0 x2j+1 . . . x2n
]
.
The signs cause the two terms to cancel one another. The other terms in (4)
are indexed by pairs (W, j) where neither j + n nor j − n are in W . One
can show that all such terms in (4) appear exactly once in (6) with the same
sign. 
Our next step is to show that t is counital.
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Lemma 4.8. For any functor F , the diagram of natural transformations
commutes:
tF
id
}}③③
③③
③③
③③ id
""❊
❊❊
❊❊
❊❊
❊
ξ

tF ttF
tγ
oo
γt
// tF.
Proof. Recall that
ttF (X)k =
⊕
(U,V )∈P(n)×P(n)
F (X(U ∪ V ))k+|U |+|V |.
The map tγ is projection of the summands indexed by pairs of the form
(∅, V ) onto the term indexed by V in tF (X)k. Similarly, γt is the projection
of summands indexed by pairs of the form (U, ∅).
To see what the compositions γt ◦ ξ and tγ ◦ ξ do to elements of tF (X),
recall that
tF (X)k =
⊕
T⊆n
F (X(T ))k+|T |,
and let y ∈ F (X(T ))k+|T |. The image of y under ξ is∑
V ∈M2n(T )
(−1)sgn(V )y.
We note that the only V ∈ M2n(T ) that corresponds to a pair of the form
(U, ∅) in P(n) × P(n) is the matrix T ′ = [tij ] with t2j = 0 for all j and
t1j = 1 iff j ∈ T . So the image of y under the composition γt ◦ ξ is
(−1)sgn(T
′)y.
But sgn(T ′) = 0, so γt ◦ ξ is the identity map. In a similar fashion, we
see that the only element of M2n(T ) that corresponds to a pair of the form
(∅, U) is the matrix S = [sij ] with s1j = 0 for all j and s2j = 1 iff j ∈ T .
Again sgn(S) = 0 and it follows that tγ ◦ ξ is the identity.

Finally, we show that t is coassociative.
Lemma 4.9. For any functor F , the diagram of natural transformations
commutes:
tF
ξ

ξ
// ttF
tξ

ttF
ξt
// tttF.
Proof. To start, we note that, as was the case with ttF (X), we can view
tttF (X) as the iterated fiber of the (3n)-cube that assigns to the setW ⊆ 3n
the object F (X(W1 ∪W2 ∪W3)) where (W1,W2,W3) is the triple of subsets
of n that correspond to W as described in Remark 4.4.
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As we will be working with iterations of ξ, it will be convenient to view
subsets of n, 2n, and 3n as matrices, as described in Definition 4.2. We
introduce some additional notation for dealing with these matrices.
• If U is a j × n matrix and 1 ≤ l ≤ j, then Ul is the 1 × n matrix
whose only row is the lth row of U . If j ≥ 2 and 1 ≤ s < t ≤ j,
then Ust is the 2× n matrix whose first row is the sth row of U and
second row is the tth row of U .
• If U is a j×n matrix and V is a m×n matrix, then U |V will denote
the (j +m) × n matrix whose first j rows are the j rows of U and
whose last m rows are the rows of V .
• If U and V are j × n matrices, U + V will denote their sum.
As in the previous proof, we will determine the effect of the two com-
positions in the diagram on a fixed y ∈ tF (X(T ))k+|T | ⊆ tF (X)k. The
composition tξ ◦ ξ sends y to the sum
(7)∑
V ∈M2n(T )
∑
W∈M2n(V1)
(−1)sgn(W )+sgn(V )y =
∑
C∈M3n(T )
(−1)sgn(C12)+sgn((C1+C2)|C3)y
and the composition ξt ◦ ξ sends y to the sum
(8)∑
A∈M2n(T )
∑
B∈M2n(A2)
(−1)sgn(B)+sgn(A)y =
∑
D∈M3n(T )
(−1)sgn(D23)+sgn(D1|(D2+D3))y.
So, it suffices to show that for a given matrix M ∈M3n(T ),
sgn(M23) + sgn(M1|M2 +M3) = sgn(M12) + sgn(M1 +M2|M3),
but this follows immediately from the definition of sgn for such matrices. 
This completes the proof of Theorem 4.1.
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