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Abstract
To localize an underwater object, we measure the distance to this object from several sonar sensors with known locations. The problem is
that the signal sent by some of the sonars is reﬂected not by the desired object(s), but by some auxiliary object and thus, the values measured by these sensors are drastically diﬀerent from the distance to the
desired object. To solve this problem, currently probabilistic methods
are used; however, since we do not know the exact probability distributions, these methods may miss the actual location of the object. There
exist interval-based methods which provide guaranteed (reliable) bounds
on the object’s location, but these methods sometimes require too much
computation time. In this paper, we propose a new faster algorithm for
reliable localization of underwater objects.

1

Formulation of the Problem

Localizing an underwater object: general idea. In some practical situations, we need to ﬁnd the spatial location ⃗x = (x1 , x2 , x3 ) of an underwater
object: for example, of a mobile underwater robot or an adversary’s submarine.
To locate this object, we can use a network of stationary omnidirectional
sonars whose locations ⃗s1 , . . . , ⃗sn are known. A sonar emits an acoustic signal.
This signal is reﬂected by the object, and the reﬂection is detected by a sensor
attached to the sonar. The sensor measures the time that passes from the
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emission of the original signal to the detection of the reﬂected signal. Since we
know the speed of sound in water, we can thus measure the distance d(⃗si , ⃗x)
from the i-th sensor to the object.
Once we know the distances from the object to several sensors, we can determine the coordinates ⃗x of this object.
Comment. A similar problem occurs in GPS-based localization; see, e.g., [1].
def

In principle, this problem is solvable. Once we know the distance di =
d(⃗si , ⃗x) from the object to the i-th sensor, we thus get an equation with three
unknown coordinates x1 , x2 , and x3 .
In general, once the number of equations is larger than or equal to the
number of unknowns, this system of equations has a unique solution. Thus, if
we use at least three diﬀerent sensors, we can ﬁnd all three coordinates and so,
locate the object.
In practice, we face challenges. The above argument describes the ideal
case, when all the measurements are exact, and all the measurement results are
absolutely reliable.
In practice, measurements are never absolutely exact, the measurement result dei is, in general, somewhat diﬀerent from the actual (unknown) distance
di ; see, e.g., [8].
Also, sometimes the signal from some sonars gets reﬂected not from the
desired object, but from some other objects – or from the shore, or from a
surface separating two layers of water. In this case, the reading dei of this sensor
is an outlier, it has nothing to do with the actual distance di .
How this problem is solved now: probabilistic approach. We cannot
def
predict the exact values of the measurement error ∆di = dei − di , we can, at
best, based on our prior experience, predict how frequent are diﬀerent values
of measurement error. In other words, we can, in principle, determine the
probabilities of diﬀerent values ∆di .
Similarly, we cannot easily determine which measurement results correspond
to reﬂections from the object and which to reﬂection from other objects. However, in principle, based on the prior experiences, we can determine the probability of a measurement result being an outlier.
Because of this, traditionally, probabilistic methods are used to locate an
underwater robot.
Limitations of the probabilistic approach. The probabilistic approach is
a perfect way to solve the localization problem in situations when we know all
the probabilities. In most practical situations, however, we only have a partial
knowledge of these probabilities – i.e., we have an approximate probabilistic
model. We then use this approximate model.
It is worth mentioning that as we perform more and more measurements,
we can use the measurement results to update the corresponding probability
distributions – e.g., by using the Kalman ﬁlter techniques.
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The problem with this approach is that it uses a (very) approximate probabilistic model which is, in general, diﬀerent from the actual (unknown) probabilities. As a result, this method may miss the object.
For example, if we assume that the measurement errors are normally distributed, then, with probability 99.9%, all measurement results are within the 3
standard deviations (3σ) from the measured values; thus, with this high conﬁdence, we conclude that the object is at a distance between dei − 3σ and dei + 3σ.
However, for many measurement procedures, the corresponding probability decreases with ∆x as a power law [8], for which deviations larger than 3σ are
probable. When such a deviation occurs, the actual distance from the sensor is
outside the interval [dei − 3σ, dei + 3σ] that our method reports.
Such a miss can be disaster: in research and underwater mineral exploration,
we may lose an expensive robots; in military applications, losing track of an
adversary’s attack-capable submarine may lead to an even more serious disaster.
To avoid such disasters, we need to produce guaranteed (reliable) bounds on
the location of the object.
Reliable methods for localizing underwater robots: interval approach.
The manufacturer of the measuring instrument always provides us with the upper bound ∆ on the measurement error. For measuring distance, this manufacturerprovided upper bound, in general, depends on the distance: usually, shorter
distances are measured more accurately than the longer ones. As a result, for
each measured value dei , we know the upper bound ∆i on the corresponding
measurement error ∆di = dei − di : |∆di − di | ≤ ∆i .
As a result, once we know the measurement result dei , we can conclude that
the actual (unknown) distance di is between the bounds: dei − ∆i ≤ di ≤
dei + ∆i . In other words, we conclude that the distance di belongs to the interval
[dei − ∆i , dei + ∆i ].
Situations when for each measured quantity, we only know an interval containing its actual value, are ubiquitous; see, e.g., [8]. To process such data,
special interval computations techniques have been invented; see, e.g., [2, 7].
It is therefore reasonable to use interval methods to get guaranteed (reliable)
bounds on the actual (unknown) location of the robot.
Such a scheme is presented, e.g., in [3]. For each sonar i, the robot is located
in the ring Si formed by the two circles centered around this sonar: the ring
between the circle corresponding to distance dei −∆i and the circle corresponding
to the distance dei + ∆i . If all the recorded values dei corresponded to the robot,
then we could ﬁnd the set S of possible locations of the robot as the intersection
of the sets Si corresponding to all m sonars. In real life, as we have mentioned,
some measurements come from other objects; in this case, some of the sets Si
reﬂect locations of these other objects, and thus, the overall intersection may
be empty. We need to take this fact into account.
The actual location of the robot belongs to the intersection of all the sets
Si for all i for which the i-th sensor detects the reﬂection from the robot. One
or more other sensors may detect reﬂection from another object(s); thus, the
intersection of the corresponding sets Sj contains the location of that other
3

object. Usually, most sensors detect reﬂection from the sensor, so we can ﬁnd
the actual location of the sensor as a non-empty intersection of a subfamily of
the family of all the sets Si – a subfamily for which the number of intersecting
sets with non-empty intersection is the largest possible.
To locate the robot, we therefore use a Guaranteed Outlier Minimal Number Estimator (GOMNE) described in [2, 4, 5]. This algorithm ﬁrst ﬁnds the
largest possible value q for which the intersection of q sets Si is non-empty, then
ﬁnds the corresponding “q-relaxed
∪
∩intersection”, i.e., the union of all non-empty
intersections of q sets Si :
Si . To compute the corresponding intersecI:#(I)=q i∈I

tions, GOMNE uses SIVIA (Set Inversion via Interval Analysis), an algorithm
described in [2].
Simulations show that in more than 90% of the cases, the resulting algorithm
ﬁnds the correct location of the robot, which is much more eﬃcient than for the
previously known reliable methods of locating underwater robots.
Main limitation of the existing interval approach: it is too slow. Oﬀline, the above interval methods works perfectly well. However, we need to
determine the object’s coordinates in real time. The object is moving, so we
need to know its location before it moved away from this location. As the
number of sensors increases, the needed computation time increases drastically
– so that it exceeds the time needed to real-time computations.
It is therefore necessary to develop faster algorithms for reliable localization
of underwater objects.
What we do in this paper. In this paper, we propose a new interval-based
method for fast and reliable localization of underwater objects.
Comment. To make our description clearer, we illustrate our main ideas on the
simpliﬁed example of a 2-D localization. These ideas can be easily expanded to
a more realistic 3-D localization problem – and in our description, we explain
how they can be expanded.

2

Analysis of the Problem

Two stages of localization. Once we have located an object, we repeatedly
send sonar signals to ﬁnd its updated location. In this paper, we will denote
the time interval between two sequential measurements by ∆t.
From the computational viewpoint, it is therefore reasonable to consider two
stages of the localization process:
• ﬁrst, we have no prior information on where the object is, and we need to
ﬁnd its initial coordinates ⃗x;
• on the second stage, we know the approximate location ⃗x0 ≈ ⃗x(t − ∆t)
of the object at the previous moment of time t − ∆t (and we know the
accuracy ε0 of this approximation), and we want to use this information, as
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well as the results of the measurements performed at the current moment
of time t, to ﬁnd the object’s current location ⃗x(t).
Which stage is easier? In general, the more information we have, the better:
we get more accurate estimates, and we can often use more computationally
eﬃcient algorithms. For sure, the additional information cannot worsen the
performance: if the new information does not lead to a more accurate or faster
estimation, we can simply ignore it.
From this viewpoint, let us compare the two stages that we described in the
previous subsection. At the ﬁrst stage, all we know are measurement results.
At the second stage, in addition to the measurement results, we also have an
additional information: we know the previous location of the object. Thus, the
localization problem corresponding to the second stage is easier to solve.
Because of this comparison, we will start our analysis with this easier-tosolve second stage, and then we will explain how our ideas can be expanded to
the more-diﬃcult-to-solve second stage.
Measurements are frequent. To prevent losing track of the object, the
existing sonar systems perform measurements very frequently. Thus, the time
interval ∆t between the two consequent measurements is usually very small.
We know the upper bound v on the velocity of the underwater object. Thus,
during the time ∆t, the object cannot move further away than the distance
def
ε = v · ∆t: d(⃗x(t), ⃗x(t − ∆)) ≤ ε.
We also know the approximate location ⃗x0 of the object at moment t − ∆t,
and we know the accuracy ε0 of this approximation. Thus, we have d(⃗x(t −
∆t), ⃗x0 ) ≤ ε0 . By the triangle inequality, we now have
d(⃗x(t), ⃗x0 ) ≤ d(⃗x(t), ⃗x(t − ∆)) + d(⃗x(t − ∆t), ⃗x0 ) ≤ ε + ε0 .
def
Resulting constraints on ∆⃗x = ⃗x(t) − ⃗x0 . The result dei of the i-th measurements constraints the actual location ⃗x(t). Let us reformulate this constraint in
def

terms of the diﬀerence ∆⃗x = ⃗x(t) − ⃗x0 .
Once we know this diﬀerence, we can easily reconstruct the actual location
⃗x as ⃗x = ⃗x0 + ∆⃗x.
We know that dei − ∆i ≤ d(⃗x(t), ⃗si ) ≤ dei + ∆i . By squaring all three sides of
this double inequality, we get
(dei − ∆i )2 ≤ d2 (⃗x(t), ⃗si ) ≤ (dei + ∆i )2 .
Here,
d2 (⃗x(t), ⃗si ) = (⃗x(t) − ⃗si )2 .
In terms of the diﬀerence ∆⃗x, we have ⃗x(t) = ⃗x0 + ∆x, thus
d2 (⃗x(t), ⃗si ) = (⃗x0 + ∆⃗x − ⃗si )2 = ((⃗x0 − ⃗si ) + ∆⃗x)2 =
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(1)

(⃗x0 − ⃗si )2 + 2∆⃗x · (⃗x0 − ⃗si ) + (∆⃗x)2 .

(2)

Substituting the expression (2) into the formula (1), we get
(dei − ∆i )2 ≤ (⃗x0 − ⃗si )2 + 2∆⃗x · (⃗x0 − ⃗si ) + (∆⃗x)2 ≤ (dei + ∆i )2 .
Subtracting (⃗x0 − ⃗si )2 + (∆⃗x)2 from all the sides of this inequality, we get
(dei − ∆i )2 − (⃗x0 − ⃗si )2 − (∆⃗x)2 ≤ 2∆⃗x · (⃗x0 − ⃗si ) ≤
(dei + ∆i )2 − (⃗x0 − ⃗si )2 − (∆⃗x)2 .

(3)

We know that 0 ≤ (∆⃗x)2 ≤ (ε + ε0 )2 , so −(ε + ε0 )2 ≤ −(∆⃗x)2 ≤ 0 and thus,
(3) implies that
(dei − ∆i )2 − (⃗x0 −⃗si )2 − (ε + ε0 )2 ≤ 2(⃗x0 −⃗si ) · ∆⃗x ≤ (dei + ∆i )2 − (⃗x0 −⃗si )2 , (4)
or, equivalently,
v i ≤ ⃗ai · ∆⃗x ≤ v i ,
where we denoted

(5)

def

⃗ai = 2(⃗x0 − ⃗si ),

(6)

v i = (dei − ∆i )2 − (⃗x0 − ⃗si )2 − (ε + ε0 )2 ,

(7)

def
v i = (dei + ∆i )2 − (⃗x0 − ⃗si )2 .

(8)

def

and

For interval computations, it is often convenient to express an interval [v i , v i ]
def v + v i
def v i − v i
by its midpoint vei = i
and its radius (half-width) δi =
; see, e.g.,
2
2
[2, 7]. In these terms, the interval takes the form [v i , v i ] = [e
vi − δi , vei + δi ], and
the double inequality (5) takes the form
⃗ai · ∆⃗x ∈ [e
vi − δi , vei − δi ].

(9)

In our case, from (7) and (8), we conclude that
vei = (dei )2 + ∆2i − (⃗x0 − ⃗si )2 −

1
· (ε + ε0 )2 ;
2

1
δi = 2dei · ∆i + · (ε + ε0 )2 ;
2

(10)
(11)

Let us consider all pairs of sensors (triples, in 3-D case). Let us ﬁrst
consider a 2-D case. Let us assume that two sensors i and j both detect the
reﬂection from the object. In this case, the diﬀerence ∆⃗x satisﬁes two conditions:
⃗ai · ∆⃗x ∈ [e
vi − δi , vei + δi ];

(12a)

⃗aj · ∆⃗x ∈ [e
vj − δj , vej + δj ]

(12b).
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The fact that the scalar (dot) product ∆⃗x ·⃗ai belongs to the interval [e
vi −δi , vei +
def

δi ] means that the absolute value of the diﬀerence ∆vi = ∆⃗x · ⃗ai − vei does not
exceed δi : |∆vi | ≤ δi . In terms of the values ∆vi and ∆vj , the conditions (12a)
and (12b) can be described as
⃗ai · ∆⃗x = vei + ∆vi ;

(13a)

⃗aj · ∆⃗x = vej + ∆vj .

(13b)

with |∆vi | ≤ δi and |∆vj | ≤ δj .
In coordinate terms, ∆⃗x = (∆x1 , ∆x2 ), ⃗ai = (ai1 , ai2 ), ⃗aj = (aj1 , aj2 ), and
the system (13) takes the form
ai1 · ∆x1 + ai2 · ∆x2 = vei + ∆vi ;

(14a)

aj1 · ∆x1 + aj2 · ∆x2 = vej + ∆vj ,

(14b)

A(∆x) = v,

(15)

i.e., in matrix form,
(

where
def

A =
−1

Thus, for the matrix B = A

ai1
aj1

ai2
aj2

)
.

with components B =

∆x = B · v, i.e., we have, for m = 1, 2:

(

b1i
b2i

)
b1j
, we have
b2j

∆xm = bmi · (e
vi + ∆vi ) + bmj · (e
vj + ∆vj ).

(16)

∆xm = x
em + δxm ,

(17)

From (16), we get
where

def

x
em = bmi · vei + bmj · vej ;
def

δxm = bmi · ∆vi + bmj · ∆vj .

(18)
(19)

We know that |∆vi | ≤ δi and |∆vj | ≤ δj . In general, by considering two
cases c ≥ 0 and c ≤ 0, one can easily check that the largest value of a linear
function c · x for |x| ≤ t is equal to |c| · t. Thus, the largest possible value of the
expression (19) is equal to
def

rm = |bmi | · δi + |bmj | · δj .

(20)

Thus, for each m = 1, 2, if both measurements i and j measure reﬂections from
the desired object (and not from some other object), then we conclude that
def

∆xm ∈ [xm , xm ] = [e
xm − rm , x
em + rm ].
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(21)

In the 3-D case, formulas are similar, the only diﬀerence is that to ﬁnd three
coordinates, we need to consider triples of sensors (i, j, k), and thus, we need to
invert the corresponding 3 × 3 matrices.
From intervals corresponding to all possible pairs (or triples) to actual
location of the underwater object. We assume that out of n sensors, the
vast majority q detect the reﬂection from the actual object. Thus, out of possible
q · (q − 1)
n · (n − 1)
pairs of sensors, for
pairs – the majority – the above
2
2
procedure will lead to an interval containing the actual location of the robot.
For some other pairs of sensors, we will get the location of an auxiliary
object (when both sensors detect signals reﬂected form that object) or just a
meaningless interval – when two sensors detect reﬂections from diﬀerent objects.
As a result, the intersection of all the intervals [xm , xm ] corresponding to
all possible pairs is usually empty: the actual locations are contained in many
such intervals, while the locations of auxiliary objects are contained in few such
intervals.
For each real number, we can ﬁnd the number of intervals [xm , xm ] containing
this number. Based on the above analysis, as possible locations of the object,
we should select the set of all the points for which the number of containing
intervals is the largest possible.
This set can be computed as follows (see, e.g., [6]):
• ﬁrst, we sort all the endpoints xm and xm corresponding to all the pairs
(triples) of sensors, into an increasing sequence
def

def

x(0) = −∞ < x(1) ≤ x(2) ≤ . . . ≤ x(N ) < x(N +1) = +∞;
• then, for k = 0, 1, . . . , N , we sequentially compute the number Ik of intervals [xm , xm ] that contain values from the interval [x(k) , x(k+1) ] as follows:
– we start with I0 = 0;
– once we know Ik−1 , we take Ik = Ik−1 + 1 if x(k) is one of the lower
bounds xm (so, a new containing interval is added) and we take
Ik = Ik−1 − 1 if x(k) is one of the upper bounds xm (so, one of the
containing intervals is deleted).
• Then, we ﬁnd the largest of the values I0 , . . . , IN , and we return the
interval [x(k) , x(k+1) ] for which Ik is equal to this largest value. If there
are several such indices k corresponding to diﬀerent values k, we return
the interval [x(k) , x(k+1) ], where k is the smallest of such indices and k is
the largest of such indices.
What about the first stage. The above ideas described the second stage,
when we already know the location of the robot at the previous moment of time
t − ∆t.
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What about the ﬁrst stage, when we have no prior information about the
robot’s location? On the ﬁrst stage, we can repeat the same procedure – i.e.,
consider all pairs (or all triples) of sensors, and ﬁnd the interval corresponding
to the majority of sensors.
The only diﬀerence is that we do not know the previous location ⃗x0 and
thus, we cannot use the above linearization technique – when we represented
the unknown location ⃗x as ⃗x0 + ∆⃗x and took into account that the diﬀerence
∆⃗x is small. Instead, to ﬁnd a possible location, we have to use the original
inequalities
(dei − ∆i )2 ≤ (⃗x − ⃗si )2 ≤ (dei − ∆i )2 ;
(22a)
(dej − ∆j )2 ≤ (⃗x − ⃗sj )2 ≤ (dej − ∆j )2 ;

(22b)

(dek − ∆k )2 ≤ (⃗x − ⃗sk )2 ≤ (dek − ∆k )2 .

(22c)

If we knew the exact values di , dj , and dk of the distances, then we would
get a system
(⃗x − ⃗si )2 = (⃗x)2 − 2⃗si · ∆x + (⃗si )2 = d2i ;
(23a)
(⃗x − ⃗sj )2 = (⃗x)2 − 2⃗sj · ∆x + (⃗sj )2 = d2j ;

(23b)

(⃗x − ⃗sk )2 = (⃗x)2 − 2⃗sk · ∆x + (⃗sk )2 = d2k .

(23c)

If we subtract equation (23a) from each of the equations (23b) and (23c), then
we get two equations which are linear in ⃗x, i.e., linear in terms of the three
coordinates x1 , x2 , and x3 . We can use these two linear equations to express x2
and x3 as linear functions of x1 . Substituting these linear expressions into the
equation (23a), we will then get an easy-to-solve quadratic equation for x1 .
The only remaining problem is to take into account that instead of the exact
values d2i , we only have an interval of possible values [(dei −∆i )2 , (dei +∆i )2 ]. This
can be taken into account by using standard interval computations techniques
such as centered form [2, 7].
Thus, we arrive at the following algorithm.

3

Resulting Algorithm

What is known. Before we start the measurements, we know:
• the time interval ∆t between two consequent measurements,
• the upper bound v on the possible velocity of the detected object, and
• for each i from 1 to n, the location ⃗si of the i-th sensor.
Based on these values, we pre-compute the value ε = v · ∆t.
After the measurements are performed, we know, for each i from 1 to n:
• the result dei of the i-th distance measurement, and
• the upper bound ∆i on the accuracy of this measurement.
9

At the first stage, when we have no prior information about the location of the
robot, this is all we know. Once we have detected the object, we reach the
second stage, at which, at each moment of time t, we also know:
• the estimated location ⃗x0 = (x01 , x02 , x03 ) of the robot at the previous
moment of time t − ∆t, and
• the accuracy ε0 with which we know this location, i.e., an upper bound
on the distance d(⃗x(t − ∆t), ⃗x0 ).
Algorithm: general description. First, we consider all possible triples of
sensors (pairs in the 2-D case), and we use the measurement results of these
three sensors to ﬁnd, for each of the 3 coordinates m = 1, 2, 3, the interval
[xm , xm ] of possible values of xm (t) (on the ﬁrst stage) or ∆xm = xm (t) − x0m
(on the second stage).
For each m, we then:
• sort all the endpoints xm and xm into an increasing sequence
def

def

x(0) = −∞ < x(1) ≤ x(2) ≤ . . . ≤ x(N ) < x(N +1) = +∞;
• then, for k = 0, 1, . . . , N , we sequentially compute the number Ik as follows:
– we start with I0 = 0;
– once we know Ik−1 , we take Ik = Ik−1 + 1 if x(k) is one of the lower
bounds xm , and we take Ik = Ik−1 − 1 if x(k) is one of the upper
bounds xm .
• Then, we ﬁnd the largest of the values I0 , . . . , IN , and we return the
interval [x(k) , x(k+1) ] for which Ik is equal to this largest value. If there
are several such indices k corresponding to diﬀerent values k, we return
the interval [x(k) , x(k+1) ], where k is the smallest of such indices and k is
the largest of such indices.
These intervals describe the object’s location:
• on the ﬁrst stage, the intervals’ midpoints form the approximate location
vector ⃗x0 ;
• on the second stage, these midpoints, when added to the previous location
⃗x0 , form the new approximate location vector ⃗x0 .
On both stages, the square root of the sum of squares of radii of these intervals
is the (new) location accuracy ε0 .
How to compute the intervals [xm , xm ]? To complete this description,
we need to describe how to compute the intervals [xm , xm ] corresponding to
diﬀerent triples of sensors.
10

This computation is diﬀerent on the ﬁrst stage, when we do not yet have any
prior information about the object, and on the second stage, when we already
know the object’s previous location. We will describe these two cases one by
one.
How to compute an interval [xm , xm ] corresponding to sensors i, j,
and k: first stage. If we knew the exact values di , dj , and dk of the distances,
then we would get a system
(⃗x)2 − 2⃗si · ∆x + (⃗si )2 = d2i ;

(24a)

(⃗x)2 − 2⃗sj · ∆x + (⃗sj )2 = d2j ;

(24b)

(⃗x)2 − 2⃗sk · ∆x + (⃗sk )2 = d2k .

(24c)

We subtract equation (24a) from each of the equations (24b) and (24c); as a
result, we get two equations which are linear in ⃗x, i.e., linear in terms of the
three coordinates x1 , x2 , and x3 . We use these two linear equations to express
x2 and x3 as linear functions of x1 . Substituting these linear expressions into
the equation (24a), we get an easy-to-solve quadratic equation for x1 . Once we
know x1 , we can use the known linear formulas describing x2 and x3 in terms
of x1 to ﬁnd the values of x2 and x3 .
To take into account that instead of the exact values d2i , we only have an
interval of possible values [(dei − ∆i )2 , (dei − ∆i )2 ], we use standard interval
computations techniques such as centered form.
How to compute an interval [xm , xm ] corresponding to sensors i, j,
and k: second stage. For each sensor, we compute the values
1
vei = (dei )2 + ∆2i − (⃗x0 − ⃗si )2 − · (ε + ε0 )2 ;
2

(10)

1
δi = 2dei · ∆i + · (ε + ε0 )2 ;
(11)
2
and the vector ⃗ai = 2(⃗x0 − ⃗si ) with
coordinates ai1 ,ai2 , ai3 ).
ai1 ai2 ai3
Then, we form a matrix A =  aj1 aj2 aj3 , and compute its inverse
ak1 ak2 ak3


b1i b1j b1k
matrix B =  b2i b2j b2k . For each m = 1, 2, 3, we compute x
em = bmi ·
b3i b3j b3k
vei + bmj · vej + bmk · vek , rm = |bmi | · δi + |bmj | · δj + |bmk | · δk , xm = x
em − rm ,
em + rm .
and xm = x
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