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Abstract
Suonsyrjä, Sampo
Data-Driven Software Development with User-Interaction Data
Gathering feedback has always played an important role in product design. For software
development, user-centered design of systems has been a trend already since the 1980’s.
Similarly, making decisions based on quantitative data is on the rise. Software-intensive
companies, such as Facebook and Google, already collect and analyze loads of data about
their users – especially for marketing purposes.
However, using user-related data in data-driven software development is still in its infancy.
Given the increasing speed of software development and the need for ever-tightening user
engagement, new solutions for faster feedback mechanisms are clearly needed. Thus, the
research problem of this thesis was to produce an actionable set of tools and methods for
using user-interaction (U-I) data in software development.
To solve this, we used Design Science and Action Design Research strategies. A set of tools
and methods for using U-I data were designed and evaluated. For these, we conducted
exploratory, explanatory, and improvement case studies with three software teams from
diﬀerent organizations. Additionally, we surveyed a larger set of software practitioners.
The results are threefold. Firstly, our tools assist practitioners in the collecting of U-I
data technically. We identiﬁed ﬁve U-I data collecting techniques, designed a framework
for their selection, developed an open source collecting tool, and designed a demonstrative
tool stack to cover analytics end-to-end. Secondly, the thesis presents results for how
to use U-I data in software development. Four analysis and four use objectives for U-I
data were found. In addition, the designed U-I data utilization method presents a three
step guide for how to start the use of U-I data. Thirdly, the synthesis of the U-I data
objectives with the objectives of iterative software development cycles highlights several
opportunities of using U-I data on a methodological level. To understand the practical
level, the results also describe a set of challenges of using U-I data.
The thesis research contributes in developing the fast feedback mechanism of gathering
quantitative data from how users use software systems. The high velocity of collecting
feedback is essential for software-intensive organizations enabling the data-driven software
development. On a practical level, many of the tools designed during this thesis have
been integrated into the software systems of practitioners. Moreover, the use of U-I data
is now easier for software teams because the results of this thesis explain its opportunities
and challenges. As a whole, the thesis provides software teams with an actionable set of
tools and methods that assists them in responding to their users’ needs faster than before.
Keywords: software engineering, software analytics, data-driven software de-
velopment, post-deployment data, user-interaction data
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Preface
"The truth is on the top of a mountain, but we all see it from our own height."
– Engraved in a tomb stone of a loved one.
The cited philosophy above reminds us to check up on how others might have diﬀerent
views of the world, even if the thing might seem obvious to us. In this thesis, we designed
new analytics tools for people to create additional views to the world. I feel it is essential
to understand that these tools provide you with one view to that mountain top - a view
that can be important yet seldom complete on its own.
For a researcher, the enthusiasm to go around and ﬁnd out not just one, but plenty of
views to a topic is crucial. In a research eﬀort as exhausting as a phd thesis however, the
plain enthusiasm of a single doctoral student won’t carry you the whole way. Fortunately,
I have been more than blessed to have had a group of the most smart, skillful and loving
people around me. With you, I see we have been able to conquer at least one of the peaks
of the world.
First of all, I want to thank my two supervisors, prof Kari Systä and prof Tommi Mikkonen.
Our sessions on the whiteboard and your advice during the thesis work have left me
with fond memories and in great appreciation. I trust and value you, but I have also felt
trusted and valued by you. In such an environment it has been easy to come up with
ideas, to share them and believe in them, and ﬁnally to make them happen.
I am thankful for prof Ville Leppänen and prof Jürgen Münch for agreeing to be the
pre-examiners of the thesis and for prof Jan Bosch for acting as the opponent.
I have had the most fulﬁlling time of my working life in doing the thesis work. What
made it so special, was the amount of how much I’ve learned from the wise group of
colleagues I got to work with. So I want to thank Dr. Terhi Kilamo, Dr. Kati Kuusinen,
and Dr. Outi Sievi-Korte for all of the research knowledge and hard work they were
willing to selﬂessly exercise on helping me. Similarly, I’m grateful for ﬁnding a group
of fellow doctoral students who shared the same enthusiasm for software startups that
I have. However, I want to thank Dr. Laura Hokkanen and Henri Terho not only for
the work on the exciting research domain but also for the shared tears of joy and sorrow
in the life of a startup doctor(al student). With you, we let the passion be seen also
concretely in our startup company, Taplia. This was an exceptional learning place for
me and I got to study how continuous delivery works in practice. However with Esa
Kaarna and Joni Hämäläinen, the delivery did not include only new software features,
but continuous smiles and friendship as well.
One of the key enablers of the thesis work was the forefront research project Need for
Speed. There are not many similar opportunities where a novice researcher can make
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connections with some of the leading software professionals in Finland. Similarly, I am
grateful for getting to work with the great teaching group in the laboratory of pervasive
computing. I want to thank Timo Lehtonen, Esko Pekkarinen, Timo Aaltonen, Tero
Ahtee, Samuel Lahtinen, Teemu Laukkarinen, Anna-Liisa Mattila, Mikko Nurminen,
Ulla-Talvikki Virta, and all others who I crossed path with in our cases but who should
remain unnamed due to research anonymity.
Finally, I want to thank my family who has always had my back no matter what. I am
grateful to have such a wise mother, a loving grandma, and a supportive sister. This
was not my ﬁrst crazy ambitious project, and it probably is not the last one either. But
without you, there would not have been even the ﬁrst one.
Tampere 9.6.2019
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Abbreviations, Terms and Deﬁnitions
A/B Testing - Experimentation with two variants
of a software feature.
Add-on - An extra feature on top of the basics
of an application.
Action Design Research ADR Research strategy combining Design
Science and Action Research.
Agile methods - Software engineering methods intro-
duced in the early 2000’s valuing
close customer collaboration.
Analytics - The gathering of data and their turn-
ing into insights.
Application Speciﬁc Integrated Circuit ASIC
Aspect-Oriented Programming AOP Programming Paradigm
Application Programming Interface API
Artifact - Design Science and ADR design and
evaluate IT focused artifacts, e.g.
frameworks, methods and instantia-
tions.
Business to Business B2B Business model where other busi-
nesses are customers.
Business to Consumer B2C Business model where consumers
are customers.
Big Data - Large and complex data sets requir-
ing advanced and unique technolo-
gies [1].
Build-Measure-Learn BML Three part cycle for development in
Lean Startup.
Clickstream Data - "Information about the sequence of
pages or the path viewed by users
as they navigate a website"[2].
Continuous Deployment CD The practice of deploying new soft-
ware versions as soon as their devel-
opment is ﬁnished.
Customer Data - Data concerning the background
and characteristics of a customer.
Data-Driven Software Development - Steering software development work
with data.
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viii Abbreviations, Terms and Deﬁnitions
Development & Operations DevOps Movement of tightening the collab-
oration between development and
operations teams.
Design Science (Research Methodol-
ogy)
DS &
DSRM
Research strategy for building and
evaluating IT artifacts.
End-Users - The actual intended users of a sys-
tem, not testers, developers or man-
agers who can still use the system.
Experiment-Driven Development - Guiding subsquent development ac-
tivities with factual feedback from
previous software versions [3].
Field-Programmable Gate Array FPGA
Goal/Question/Metric GQM An approach for setting metrics
based on goals.
Graphical User Interface GUI
Human-Computer Interaction HCI
Highest Paid Person’s Opinion HiPPO
Hypothesis Experiment Data-Driven
Development
HYPEX Model for experimentation in soft-
ware development.
Instrumentation - Insertion of additional statements
to source code.
Information Systems IS Research ﬁeld
Information Technology IT
Interaction Data - Data covering the interactions of de-
velopers with software artifacts.
Iterative development - Development where new functionali-
ties are build on top of the previous
ones.
Key Performance Indicator KPI
Log Data - Output lines from tracing state-
ments.
Machine Learning - The use of statistical techniques to
make computers learn from data.
Mining Software Repositories MSR Research ﬁeld for collecting and an-
alyzing data about software systems
and projects from software reposito-
ries [4].
Minimum Viable Product MVP Version of a product that is pro-
duced with minimum resources but
that is still able to produce reli-
able results for validating a busi-
ness/development hypothesis.
Need for Speed N4S Research program
Open-source - License that grants open rights.
Post-Deployment Data PDD Data collected after the deployment
of a software system.
Practitioner - An employee in the software indus-
try.
Production Environment - An environment where a system is
used by its end-users.
ix
Qualitative / Quantitative Customer-
Driven Development
QCD Method for experimentation in soft-
ware development.
Research Question RQ
Software-as-a-Service SaaS Delivery model for centrally hosted
software systems.
Software-Intensive - Organizations that have based their
business model on software develop-
ment.
Software Development - The development of software.
Software Engineering - The research ﬁeld studying software.
Software Operation Knowledge SOK In-the-ﬁeld knowledge of software
performance, quality, usage, and
end-user feedback.
Staging Environment - A testing environment similar to
production but where the system
is not used by the end-users.
Telemetry - Streaming Log Data
User-Centered Systems Design UCSD
User-Interaction Data U-I
Data
Data concerning the interactions of
users with the system in the UI level.
User Interface UI
Unobtrusive - Not introducing changes to source
code.
Usage Proﬁles - "Sequences of events that end-users
execute on a GUI"[5].
User eXperience UX
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1 Introduction
The wide-spread availability of Internet and high-speed network capabilities in general
have enabled software-intensive companies of the 00’s, such as Facebook, Google, and
Netﬂix, to become parts of the daily lives of many of us. At the same time, the way these
tech giants and an increasing number of other companies are delivering the software has
changed from product business to services [6]. The change has been radical in that it
has allowed software systems to become more adaptive than before and to personalize
content for individual users with the help of automatically collected data. For example in
an online booking service, tickets for the same ﬂight can cost more for users categorized
as business travelers than for vacationers, and while watching the same television show
from a streaming service two neighbors might see diﬀerent ads if one has been marked
to have kids and the other has not [7]. In these examples, the personalization is based
on customer data, i.e., data about the background and characteristics of a customer.
Similarly, companies can gather data about the habits of groups of people, such as what
they are buying or watching, and then recommend additional products or movies for
individuals based on these wider habits. Such use of big data, i.e., large and complex
data sets requiring advanced and unique technologies [1], characterizes the data-driven
trend of decision-making of today’s business environment.
In the ﬁeld of software engineering, an even longer standing trend than the content
personalization has been the user-centered design of software systems. The term User-
centered systems design (UCSD) was coined by Norman and Draper already in 1986
[8]. Especially after the introduction of Agile methods in the early 2000’s, users have
been more involved in the development phase of software systems. The values in the
Agile Manifesto [9] have guided software teams towards closer customer collaboration
and responding to changes, in user requirements for example. The collaboration between
customers or users and software developers is aimed to be close to ensure that enough
information is shared among them, and for example Dybå and Dingsøyr [10] mention
speciﬁcally customer collaboration as a beneﬁt of agile development. However, the ways
of getting feedback from users are often manual and thus highly laborious. For example,
having individual email conversations with users or meeting people face to face takes
a lot of time and eﬀort. Typically, such feedback collecting mechanisms also produce
unstructured qualitative information, which makes the feedback collecting and analyzing
from larger crowds of users rather diﬃcult. By no means are such information useless
- rather they provide developers with highly important insights - but they also lack
some of the beneﬁts that we now have witnessed being used by the tech giants with the
automatically collected customer data.
Over the last decade, new technologies for software development have emerged [11],
and especially technologies for delivering new software versions to users are becoming
extremely sophisticated. Nowadays, it is possible to have a new software release in
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use within seconds from being ﬁnished by its developer [12]. This extreme decrease in
deployment times enables the shortening of the whole development cycle which again
has multiple radical eﬀects. On a practical level, the use of the diﬀerent continuous
practices has been increasing [13] and the collaboration between software development and
operations is tightening. This movement has been summarized under the term DevOps
(Development & Operations), which was coined in 2009 as the ﬁrst "DevOps Days"
conference was held [14]. On a methodological level, there are eﬀects as well. Although
cyclical learning methods, such as the plan-do-check-act (often credited to Deming, e.g.
[15]) or the scientiﬁc method itself, have been around for ages, their speed and scalability
could now get to a new level. A key enabler for these learning mechanisms is the gathering
of data and their turning into insights, i.e., analytics. However, the manual feedback
collecting methods cannot keep up with the required level of velocity. Therefore, new
rapid automated means of collecting feedback from the ever-changing software versions
are required as well. With advances in this ﬁeld, software engineering can get towards the
continuous evolution of software functionalities although the topic is still in its infancy
[13].
The encouraging examples above about using customer data for marketing and content
personalization are inspiring, and similar things could work in the software development
context as well. In this thesis, we focus on Post-Deployment Data (PDD) and especially
on User-Interaction (U-I) data, i.e., data that is collected after the deployment of a
software system and that concerns the interactions of users with the system in the user
interface (UI) level. Although the trend of guiding software development work with data,
i.e., data-driven development e.g. [16], has already been around for a while the increasing
use of software development methods that value users and their feedback are now creating
the need speciﬁcally for user-related data collecting and use. Enabling this, the advances
in software deployment technologies and in network connectivity are forming a common
infrastructure where we now have the possibility to not only collect data but also use
the data for changing the software systems in rapid development cycles. However, it is
speciﬁcally this requirement of the new level of speed in development that creates the
need for more rapid – and thus automated – feedback collecting mechanisms. Figure 1.1
illustrates these trends and advances motivating and enabling this thesis research on
data-driven software development with U-I data.
1.1 Research Goals and Questions
The main goal of the thesis is to produce an actionable set of tools and methods for
software teams to increase their capabilities of moving towards data-driven software
development with U-I data. More speciﬁcally, the work aims at studying, developing,
and discussing tools, techniques, methods, and processes for using U-I data in software
development. While the product of the main goal is focused on helping practitioners, the
thesis work aims to contribute equally to the research ﬁeld of software engineering. Thus,
the aim and the target audience of the thesis is twofold. For academia, PDD and the
related methods of software engineering are studied to examine the state of the art and
to bring it further. For practitioners, we develop concrete methods and tools in close
co-operation with software-intensive organizations joining us in DIMECC Need for Speed
(N4S) program1. The two aims support each other, and we think that this practical
1http://n4s.dimecc.com/en/
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Figure 1.1: Technology trends motivating and enabling the thesis research on data-driven
software development with user-interaction data
setting assists the academic contributions in both communicating about the research and
for conducting it in vivo.
From the perspective of research areas, the aims of this software engineering research
eﬀort divide it into three. As technological research, the objective is to study techniques
for the automatic collecting of software PDD. Then from more of a software development
perspective, we examine U-I data, and objectives for their analysis and use. Finally from
the point of software methodologies, we study the ways of utilizing PDD in software
development processes. To clarify a research question (RQ) for each, the following points
elaborate these three segments further.
RQ1. How to select a technique for collecting user-interaction data?
First of all, collecting U-I data is usually treated as an add-on, i.e., an extra feature on
top of the basics of an application. Because of this, the original programming techniques,
tools and libraries of an application are not suﬃcient and the collecting of U-I data
needs additional insertions of such. The selection of these techniques is no easy task
however, because even understanding what kind of options are available and what kind of
characteristics they have takes a lot of eﬀort.
RQ2. How to use user-interaction data in software development?
Secondly, we aim at gaining an understanding of the objectives software teams have for
the utilization of U-I data. In addition, we strive to design guidance for teams to start
the utilization of U-I data. The objectives are studied both from practical and theoretical
standpoints. The range of objectives can be wide however, and therefore we aim to
categorize the diﬀerent analysis and use objectives software teams have for U-I data.
RQ3. What kind of opportunities and challenges are there in the utilization
of user-interaction data?
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Finally in the third research segment, we study the integration of U-I data into the
processes of software teams. We approach this in two ways. Conceptually, we analyze the
opportunities of using U-I data to complement diﬀerent software development approaches.
Practically, we study the challenges the software teams face in such integrations.
1.2 Research Methods and Context
The aim of the thesis is to produce new information technology (IT) focused artifacts in a
context where practitioners do not have experience in using similar artifacts beforehand.
Therefore, the research in the thesis requires research strategies that include intervening
in the works of software teams. Popular constructive research strategies in the ﬁeld of
software engineering such as Design Science (DS) [17] and Action Design Research (ADR)
[18] suit these aims and requirements and they are used also in this thesis work. Similarly,
a mix of research methods is required to complement these strategies. For example, case
studies make it possible for us to get down to practical contexts, which again assists in
the evaluation of the artifacts. Related to the collecting of research data, methods such
as surveys, interviews, and observation are used in the studies of the thesis.
Given the actionable and practical aim of the thesis, the context in which the thesis work
is done becomes important. Even if the thesis work is published with open access rights
throughout the world, its results and insights are likely to be diﬀused mainly near the
grounds of its original studies. To get the best possible outcome for this most probable
audience, the artifacts need to be designed and evaluated in contexts as close to theirs as
possible. The thesis work is carried out in the Finnish N4S program2. In this program,
some of the leading software-intensive companies in Finland have joined forces with
Finnish research organizations to increase their software engineering related capabilities
of delivering value rapidly to customers and to gather and generate knowledge on and
around the subject. These organizations provide researchers and their studies with both
an industrial context and an interested audience for the outcomes.
1.3 Scope and Contributions
The research in this thesis is divided into three segments. Together, these segments form a
guidance that we aim at software teams going towards data-driven software development
with U-I data. The ﬁrst segment focuses on U-I data collecting techniques and their
selection. The second segment examines objectives for such data and the utilization of
U-I data. The third looks into integrating the data into software processes by examining
the related opportunities and challenges. In this sense, the third segment builds on top of
the ﬁrst two. Together, they form the contribution of the thesis research as illustrated in
Figure 1.2.
The research in the ﬁrst segment concentrates on U-I data collecting techniques and it
includes both development and evaluation of diﬀerent techniques and tools. In addition,
we design a tool stack that technically covers the utilization of U-I data from the collecting
to the visualization of the data. The contributions of the ﬁrst segment are listed as
follows:
• Identiﬁcation and evaluation of ﬁve U-I data collecting techniques.
2http://n4s.dimecc.com/en/
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Figure 1.2: Three research segments forming the main contribution of the thesis: A
guidance for software teams going towards data-driven development with user-interaction
data.
• Selection method for U-I data collecting techniques.
• Open source tool for collecting U-I data from JavaScript applications.
• Design of a demonstrative tool stack for unobtrusive analytics.
The second segment focuses on the use of U-I data. Firstly, we examine the objectives
teams have for U-I data. Secondly, we study the steps they take as they start the use of
such data and model those steps by designing a method that other software teams can
also use as a guidance. The contributions of the second segment are the following:
• Categorizations of U-I data types and objectives for analysis and utilization.
• Utilization method for U-I data.
The third segment builds on the research work done in the ﬁrst two segments. We
study how software teams integrate the use of U-I in their work by analyzing the use
opportunities and by examining software teams about the challenges they face. The
summarized contributions of the third segment are as follows:
• A synthesis of U-I data objectives and targets of iterative SW development methods.
• Categorization of the challenges in starting the use of U-I data for SW development.
From the beginning of the research work towards its end the stress on data collecting
techniques shifts to the use of data, and then to the associated methods and processes.
The main focus of the research is on automatically collected PDD and more speciﬁcally,
on U-I data. Such data forms from the actions of users, and so we are especially interested
in quantitative data that is generated after the deployment to environments where human
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users are interacting with the software system. This scopes out, for example, data that is
generated by automated testing, hardware related performance data, and data that is
gathered in qualitative format such as feedback surveys.
The research on U-I data utilization in software processes is scoped by having the software
teams as the users of the data. This limits the participants of the studies to the software
team members, excluding personnel for example from marketing and business development.
However, even if our focus is on data use objectives related to software engineering, other
views are not entirely scoped out. The software teams might have responsibilities in such
organizational functions themselves, and in such cases the objectives are included. On
the other hand, the thesis scope excludes research on legal matters related to U-I data.
We want to point out that these are important to review when data is collected from
user activities, but since such are country speciﬁc and require periodic updating they are
beyond the scope of the research. In addition, data analysis methods such as machine
learning algorithms are utilized during the research work, but they themselves are not
under research in this thesis.
1.4 Structure of the Thesis
The rest of the introductory part to this thesis is divided into four chapters and they
are structured as follows. Chapter 2 presents the background of the thesis work covering
the ﬁelds of software analytics, PDD, and the key approaches for data-driven software
development. Additionally, we take a look at how the scientiﬁc literature has examined
the challenges in using user related data-driven approaches. Chapter 3 describes the
research design including the strategies and methods used in this doctoral research work
along with an introduction to the software teams who participated in the research. We
also consider the validity of the research design. In Chapter 4, the results are ﬁrst
examined per research question and then summarized per publication. Chapter 5 revisits
the research questions and discusses the contributions of the thesis. In addition, we
analyze the trustworthiness of the designed artifacts, and present implications for future
work. Finally, Chapter 6 draws the conclusions of the thesis.
After the introductory part, the six original research papers are reprinted in their original
format.
2 Background and Related Work
In this chapter, we ﬁrst describe the general concept of software analytics and take a look
at the related software data in Section 2.1. In Section 2.2, we continue by narrowing down
to PDD and by describing what kind of knowledge needs in software engineering have
been identiﬁed by the scientiﬁc literature. In Section 2.3, we then cover topics related to
our work on the ﬁeld of data-driven software development: methods for collecting user
related data, its analysis, and experimentation systems that utilize that data. Finally in
Section 2.4, we ﬁnish the chapter with a look into the identiﬁed challenges of using such
data in software development.
2.1 Software Analytics and Software Data
All over the world, products and services are being digitalized in growing numbers.
Simultaneously, these software rich goods are producing data in quantities unlike ever
before. To make sense of the information shockwave, analytical means of turning the
vast data sets into actionable insights are required. This is where analytics comes in.
For example, Davenport and Harris [20] deﬁne the concept as "extensive use of data,
statistical and quantitative analysis, explanatory and predictive models, and fact-based
management to drive decisions and actions." Similar to [20], also Kaushik [19] sees the
analytics concept to include diﬀerent analyses and models as a way to turn data into
insights that support decision making. Figure 2.1 illustrates how analytics builds from
Figure 2.1: Analytics builds from measurements, and turns their data into insights with
metrics, models and simulations, and qualitative analyses. Adapted from [19].
7
8 Chapter 2. Background and Related Work
layers that go on top of each other. As pointed out by Buse and Zimmermann [21], the
job of an analyst is to combine both qualitative and quantitative data, i.e., results from
many levels of analytics, in forming the most complete insights.
Analytics is often deﬁned further with a preﬁx noting the intent of the analytical activity
(descriptive, prescriptive etc.), the speciﬁc topic of interest (health analytics, learning
analytics etc.) or the object of the analysis (Facebook analytics, Twitter analytics etc.)
[22]. For example, Banerjee et al. [23] and the Gartner Analytic Ascendancy Model
[24] distinguish descriptive, diagnostic, predictive, and prescriptive analytics. Diagnostic
and descriptive analytics seem similar considering the data they use. The diﬀerence
is in the questions they answer – according to the deﬁnitions by Banerjee et al. [23],
descriptive analytics answer what happened whereas diagnostic analytics answer why it
happened. A three category taxonomy is commonly used as well and for example Delen
et al. [25] leave the diagnostic analytics out. By their deﬁnitions, descriptive analytics
include simple periodic reporting, predictive analytics assist in discovering explanatory
and predictive patterns from data, and prescriptive analytics are used to determine
alternative course-of-actions [25]. This three category distinction separates the resulting
knowledge by time into hindsight, insight, and foresight respectively [24]. Furthermore,
the Gartner model categorizes the diﬀerent analytics by situating them not only in time,
but also in value and diﬃculty dimensions as illustrated in Figure 2.2.
Diagnostic
Analytics
Descriptive
Analytics
Prescriptive
Analytics
Predictive
Analytics
V
al
ue
Difficulty
Figure 2.2: Gartner Analytic Ascendancy Model categorizes analytics by the intent of the
analytical activities and positions them in time, value, and diﬃculty dimensions. Adapted
from [24].
As a concept, software analytics scopes analytics by the speciﬁc topic of interest. Some
of the business related analytics deﬁnitions, such as the one by Holsapple et al. [26],
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emphasize the decision-making objective of analytics. However, in this thesis we include
all kinds of uses for analytics from the whole software development process. Therefore,
we use the deﬁnition by Zhang et al. [27], which neatly wraps into the concept both the
users and the software development process that are important aspects in the thesis:
"Software analytics is to utilize data-driven approaches to enable software
practitioners to perform data exploration and analysis in order to obtain
insightful and actionable information for completing various tasks around
software systems, software users, and software development process." [27]
Software engineering seems to be a well suited area for analytics, for example for its data
rich nature [21]. Moreover, data related to software ranges from project management data
to software testing reports and from business related indicators to in-the-ﬁeld or run-time
operation data. Measurement makes an ideal mechanism for feedback and evaluation in
any engineering discipline, and in software engineering it assists all stakeholders such as
developers, managers, customers and investors in understanding and controlling their
software processes and products [28]. Figure 2.3 depicts the key questions addressed by
analytics and lays out examples of how they ﬁt with some of the traditional software
engineering metrics and concepts.
What happened?
Reporting
What is happening now?
Alerts
What will happen?
Forecasting
How and why did it 
happen?
Factor Analysis
What is the best next 
action?
Recommendation
What is the best/worst that 
can happen?
Prediction / Modeling / 
Simulation
Past Present Future
Information
Insight
Trends, Defect Reports Engineering Activity, Benchmarking, Testing Extrapolation
Software Quality Models, 
Bottleneck Analysis
Specification Refinement, 
Asset Reallocation Failure Prediction Models
Figure 2.3: Time and data dimensioning of the key questions addressed by analytics.
Examples of traditional software engineering metrics and concepts in outer boxes scope
the more general analytics questions to the domain of software analytics. Adapted from
[29] and [21].
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Overall in software development, the objects of measurements have been classiﬁed to
three entities: processes, products, and resources [30]. Process metrics can be related for
example to the duration of the process or its activities, resource metrics consider teams,
hardware etc. and product metrics are about speciﬁcations, code, or test data amongst
other things. The entities have remained the same, but Kupiainen et al. [31] claim that
the characteristics of measurements have changed from traditional software development’s
"controlling, outsider viewpoint, tracking deliverables, setting measurable goals, following
a plan, large programs" to Agile’s "team in control, customer focus, simplicity, following
a trend, fast feedback, responding to change". More recently, metrics such as the cycle
time, indicating how long it takes from deciding that a change is needed to having it
ready in production, have been considered the most critical ones in Continuous Software
Development [32]. To ﬁnd suitable metrics for a speciﬁc situation, well-known approaches,
such as the Goal/Question/Metric paradigm (GQM) [28], can help. With GQM, the
metrics are deﬁned to answer speciﬁc questions that are set according to the goals one
has for software development.
2.2 Post-Deployment Data and Knowledge Needs in Software
Development
Similar to the wide variety in metrics, the set of diﬀerent data types in software devel-
opment is large. Therefore in the following, we will focus simply on PDD. Such data
sets have been coined with diﬀerent terms through the years, however. First in 1981,
Plattner and Nievergelt [33] studied run-time software monitoring, indicating that the
data sets were produced while software systems are running. This term does not leave
out the data sets that are created in test or staging environments, unlike the more recent
terms and deﬁnitions that emphasize more the importance of the production environment
and real end-users. In 2010, van der Schuur et al. [34] deﬁned Software Operation
Knowledge (SOK), which they described to consist of in-the-ﬁeld knowledge. In their
classiﬁcation, SOK was divided into knowledge about performance, quality, usage, and
end-user feedback. More recently, the PDD term by Olsson and Bosch [35] was deﬁned in
2014 to include data generated by a product after its commercial deployment. For this
thesis research, we have narrowed even from PDD down to U-I data. Our deﬁnition for
U-I data is similar to SOK’s usage data, but as a term it emphasizes how the data are
produced by users’ interactions in the user-interface level. However, U-I data is not to be
confused with interaction data, which is a term coined by Maalej et al. [36]. By their
deﬁnition, interaction data covers the interactions of developers with software artifacts
such as source code, documentation, command executions etc. On the contrary, we have
focused in this thesis research on U-I data that considers the interactions of users, not
developers, and with the system, not with any software artifact.
Web applications have been a favorable ground for using U-I data. The ﬁrst approaches
have focused especially on testing, e.g. [37–39]. Already in 2003, Elbaum et al. [40]
studied the use of user session data in improving web application testing. They note that
testing suites creation with data about how users operate web applications can be assisted
particularly in situations where the applications evolve and have diﬀerent usage proﬁles.
Brooks and Memon [5] have found similar results in their empirical study on four open
source applications. Similar to Elbaum et al. [40], Brooks and Memon [5] have formed
usage proﬁles, "sequences of events that end-users execute on a GUI", that are then used
for developing probabilistic models. An algorithm then creates test cases based on the
most executed user events. They found that the test suites created with their model are
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both smaller in size and greater in the number of faults detected when compared to test
suites created straight from usage proﬁles.
Barik et al. [41] have described similarly how the concept of log data has expanded
throughout the years. What was ﬁrst barely an output from tracing statements assisting
in troubleshooting and debugging, now has broadened to telemetry that continuously
streams from the production environment events to the monitoring dashboards of software
engineers. Nevertheless, there has been a considerable interest in clickstream data already
from the early times of the Internet’s commercial blooming, e.g. [42, 43]. However, the
uses have been focused mainly on marketing and advertising and not as much on software
engineering areas. Clickstream data has been deﬁned in 2004 by Montgomery et al. [2] as
"information about the sequence of pages or the path viewed by users as they navigate a
website". This deﬁnition reﬂects also the evolutionary status of how websites were more
of a set of links whereas nowadays there is an increasing number of applications in the
Internet.
At the same time, we are now seeing more examples of how organizations are measuring
particularly software applications and their more complex objects, such as their features’
usage [44] or even value [45–47]. In [45], the authors have come up with a feature value
equation that is able to take into account diﬀerent factors and their varying weights for
diﬀerent features. The factors, too, can be of diﬀerent types. For example, a categorization
into functional, economic, emotional, and symbolic value factors has been distinguished
[48]. Tyrväinen et al. [44] have extended the scope by complementing the more traditional
project metrics with data from the use of software applications. To do this, they have
formed two new metrics - "Development done to ﬁrst use" and "Development done to
value capture".
However, Rodriguez et al. [13] point out in their systematic mapping study that there is
a lack of approaches for how to involve customers in continuous software development. In
their study on Continuous Deployment (CD) [13], they have divided customer involvement
in CD into ﬁve tasks: determining from whom feedback is collected, what issues feedback
concerns, how feedback is collected and in which format, how feedback is processed, and
how feedback is taken into account in software processes. Of these, concrete approaches
for especially the last two are scarce. The need for such approaches is clear however.
For example in [16], abstract steps have been laid out for advancing the use of data.
The model, illustrated in Figure 2.4, is based on the similar "Stairway to Heaven" model
[49], which describes how organizations advance from using traditional software methods
towards continuous software engineering. In both of the models, the use of data from
post-deployment time is desirable when organizations move towards the more advanced
phases.
Although developers’ knowledge needs in general have been studied in plenty, e.g. [50–52],
only few discuss speciﬁcally the needs for user and use related data. However, we see
that there are many knowledge needs in software engineering that can be supported with
PDD, and these exceptions are encouraging. For example, Begel & Zimmermann [53]
surveyed software practitioners about what questions they wanted answered by data
scientists. They then asked the practitioners to rank the questions based on how essential
and worthwhile they were. Of the 145 questions, the two top ranked questions concerned
particularly the use of software: "How do users typically use my application?" and "What
parts of a software product are most used and/or loved by customers?" [53]. Similarly,
Buse & Zimmermann [54] identiﬁed "Understanding Customers" as one of seven decision
scenarios in software engineering. They elaborate it as follows:
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Figure 2.4: The use of data advances step by step in organizations. Adapted from [16].
"Analytics help us understand how a user is using our product. Are they
performing tasks we expect? Performing tasks we didn’t anticipate? We can
determine eﬀectiveness of features, as well." [54]
Buse & Zimmermann [54] point out however, that the information needs range on a wide
scale and that metrics with diﬀerent levels of detail are diﬀerently actionable for managers
and developers. In that sense, the above example of decision scenario for understanding
customers could be suitable for managers, but developers might need a more detailed
version. Backlund et al. [55] describe examples of such knowledge needs in a bit more
detailed manner. They examined software practitioners particularly on their needs about
how customers interact with an application in a single case study. They categorized the
needs into four as described in Table 2.1.
Table 2.1: Examples of high detail knowledge needs about user interaction. [55]
Category Description
Misunderstandings Where do the end-users have issues in using the application?
Statistics Descriptive statistics on for example what are the least/most
used parts of the product
Time When and how the end-users use the application?
Frequency How often is the software used?
2.3 Approaches for Data-Driven Software Development
As pointed out in [6], there is always a plethora of ideas how to improve a software product.
To cut down to a manageable number, the development of ideas needs to be prioritized
somehow. This can be based on the opinions of people - and especially of the leaders higher
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in the organizational charts, i.e., the Highest Paid Person’s Opinion (HiPPO) [56]. This is
risky though, if the assumptions are somehow erroneous and if they can be validated only
rarely. One could ask the users for what they want, but that approach has its limitations
as well. As seen for example in Facebook, there can be a diﬀerence between what people
say they do and what they do [57]. However, products using the Software-as-a-Service
model, and connected devices in general, are now capable in increasing numbers to move
from this opinion-based decision making towards data-driven software development [6].
We have distinguished three topics to support this trend, and we will cover each in
the following subsections. Firstly, we will describe methods for collecting user related
data. Secondly, we will take a look at methods for analyzing software data and thirdly
examine the concept of experimentation systems in software development. Finally, we will
present what kind of challenges are related to using data-driven approaches in software
development.
2.3.1 Collecting Data from Users
For years, the human-computer interaction community has had well-established methods
for collecting user related software data. For example, Holzinger [58] described thinking
aloud, ﬁeld observation, and questionnaires as the most common basic usability testing
methods. Fabijan et al. [59] continue the similar listing by mentioning customer interviews,
customer questionnaires and customer surveys. In their systematic literature review, they
found that most often customer feedback is collected from direct interactions with the
customers. Controversially in a multiple case study with ﬁve Finnish software companies,
Sauvola et al. [60] stated how only one company had the opportunity to collaborate
directly with their end-users. Many things can factor in the lack of such opportunities, e.g.
business models (B2B vs. B2C), but it seems that there is a demand for collecting data
from users also without a direct contact with them. To meet the demand, for example
the mentioned ﬁeld observation method can be conducted also as electronic observation,
which Holzinger [58] refers to as "data logging".
The descriptions of the feedback collecting methods by Fabijan et al. [59] are interesting in
the scope of this dissertation because they have examined the methods also in terms of the
collection time related to the application’s phase of development. For post-development
techniques and methods they list incident reports, customer pairing and bootcamps, walk-
throughs, A/B testing, and social networks [59]. They have also reviewed the techniques
considering the related limitations. Incident reports are available only after an incident,
customer pairings require the physical presence of participants and walk-throughs can be
time-consuming. Of the quantitative data collection techniques, they report A/B testing
as potentially confusing for customers because of the exposure to diﬀerent versions. Then
again, social networks are seen to produce large quantities of data for analysis and the
number of sources can be a challenge [59].
Moving on from the general approaches of user feedback collecting, there has been a number
of studies focusing on single techniques for the automated collecting of quantitative data.
Roehm et al. [61] ﬁrst motivate their work by pointing out that it is not just the problem
of HiPPO, but also the assumptions of developers about the behavior of users are actually
tested and corrected only rarely . They then propose a technique of monitoring user actions
by instrumentation, detecting use cases with machine learning, and ﬁnally comparing
use case steps with the monitored user actions. The target is at identifying improvement
points from the software system under development. They describe instrumentation as
the collection technique by mentioning how it can be implemented by "framework hooks,
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log ﬁle monitors, special monitoring code, or byte code instrumentation" [61]. However,
they do not go on evaluating these approaches apart from noting that the techniques
have a varying degree of application independence and reuse possibilities.
Video games have oﬀered one of the ﬁrst places to really take advantage of user data
collecting. For example, already in 2008 Kim et al. [62] have elaborated in high detail
how their instrumentation system has been successfully used for improving two Microsoft
Games Studios games, Halo2 and Shadowrun. However, their description of the system
does not cover any technical details of how the instrumentation was implemented. Based
on these two case studies, they conclude that the use of instrumentation allowed them to
collect data over extended periods of time, to collect very precise data, and to do quick
iterations of the game parameters [62]. Overall, it seems that the gaming industry is a
fruitful ground for the use of instrumentation.
We have excluded the further reviewing of the most simplistic user data collecting
techniques from this list of related work. These data loggers have been developed and
studied in numbers, e.g.[63–65]. However, the data these techniques collect form of low
level details such as mouse movements and keystrokes but lack the semantics and context
of user actions [66]. On the other hand, the approach described in [66] is able to collect
both low and high level of detail data. The same technique is used in [67] and it utilizes
the Microsoft Active Accessibility API through the Managed Windows API1 wrapper. At
the same time, this limits the technique to use only with Windows applications.
Similar to our scope, Magalhaes et al. [68] have focused on the application level user-
interactions. As they deﬁne in [68], application-level monitoring collects data about the
functionality of the applications rather than just whether the applications are available or
not. In addition, they have identiﬁed it from monitoring in system-level, in container-level,
from end-to-end monitoring, and from log-analysis. Again similar to our work, they have
used an aspect-oriented approach for developing the monitoring mechanisms. However,
their work focuses particularly on detecting anomalies in the web domain and especially
from performance related data. Similarly, Musson et al. [69] have focused on performance
data, but their data collection technique is interesting in that they describe it as being
close to aspect-oriented [70] and using event-driven API for monitoring system-level
operations. However, they do not describe the technique in more detail or regard that as
a research question.
All in all, there are plenty of studies related to the collecting of data automatically from
users. However, the studies consider the collecting techniques only as means and not as
research topics. Few have categorized such techniques and those who have, do it more as
a side note. For example, Marciuska et al. [47] describe how there are two approaches for
monitoring feature use. Firstly, an application can be extended to include monitoring code.
Secondly, an application can be set to be intercepted by another monitoring application.
Although such distinction into two is a good start, it also uncovers a research gap for the
automated collecting techniques of U-I data. To the best of our knowledge, no research
has been conducted that would identify diﬀerent techniques in high detail and evaluate
them.
2.3.2 Analyzing User-Interaction Data
Unlike the collecting of user data and its techniques presented above, the analysis
methods have not been in the focus of this thesis work. However, such methods have
1mwinapi.sourceforge.net
2.3. Approaches for Data-Driven Software Development 15
been used during the work and therefore we now present an overlook on the related
research ﬁelds. In its simplest form, the collected data can be analyzed with some basic
statistics. For example, Groen and Koch [71] state that descriptive statistics, correlations,
and visualizations are used for analyzing behavioral patterns from data. Textbooks on
software metrics, such as [30, 72], give examples of these useful but general measures:
Ratio, proportion, percentage, rate, six sigma, mean, median, and mode.
On the other end of the spectrum, researchers have developed also more complex methods
that are geared speciﬁcally towards U-I data analysis. Focusing on a particular tasks,
for example El-Ramly et al. [73] have analyzed system-user interaction traces to recover
software requirements. Furthermore, the same group developed a process for discovering
interaction patterns to re-engineer user-interfaces and for personalization [74]. For a more
general approach, Pachidi et al. [75] developed Usage Mining Method of which an overview
is illustrated in Figure 2.5. The method is focused on depicting how software operation
data is turned into knowledge through diﬀerent steps of data processing. In this sense, the
method lacks the concrete intersections of how to use the gained knowledge in software
processes. However, Pachidi et al. [75] oﬀer detailed technique suggestions for the three
parallel analysis methods included in Usage Mining Method. Particularly welcome for the
interested practitioners might be that they have selected the techniques based on their
implementability in R. For Classiﬁcation Analysis, which they use for improving conversion
rates, Logistic Regression Models [76], Classiﬁcation Tree Models [77], and Multilayer
Perception Models [78] are suggested. Similarly for Users Proﬁling they propose Cluster
Analysis [79] and Kohonen Maps [80] to increase marketing intelligence and to retain
old customers. Clickstream Analysis can assist in extracting diﬀerent usage scenarios,
analyzing usability and predicting the actions of users and to conduct it, the authors oﬀer
Sequential Pattern Mining [81], Probabilistic Expert Systems [82], and Markov Chains
[83].
Essentially, the Usage Mining Method belongs to the research ﬁeld of Mining Software
Repositories (MSR). As Hassan [4] deﬁnes, MSR ﬁeld produces actionable information
about software systems and projects by analyzing data from software repositories. The
repositories can be anything software related, such as historical (source code, bug, or
archived communications) or run-time (deployment, execution, or usage logs) repositories.
Based on their comprehensive literature survey, Kagdi et al. [84] describe MSR research
with four dimensions: the software repository type (what), the purpose (why), the
adopted/invented methodology used (how), and the evaluation method (quality). By
these deﬁnitions, our studies could be looked as MSR research on run-time repositories
(what) and on why practitioners want to use the resulting information. However, much of
the research in MSR focuses on the mining methods (how), which again have only been in
an enabling role in our research eﬀorts. Although related work seems scarce for run-time
repository mining focusing on U-I data, there are some studies to be mentioned. For
example, Baysal et al. [85] have explored how web server logs of web browser usage can be
uniﬁed with product release history. Similarly, Mattila et al. [86] introduce an approach
to combine data from issue management, development and usage in single visualizations.
Moreover, the ﬁeld of software visualizations oﬀers approaches for the analysis part as
well. Software visualization as a concept refers to the visualization of software and its
development process - or more speciﬁcally of the structure, behavior, and the evolution
of software [87]. To start with, one can use general visualizations, such as Gantt charts
[88] or burndown charts [89], in the context of software development to assist in common
topics such as project planning. Speciﬁc types of visualizations that are tailored for
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Figure 2.5: Overview of the Usage Mining Method. Adapted from [75].
software development exist as well, of course. They can be used for example for debugging
[90], analyzing performance bottlenecks [91], or program comprehension [92]. However,
similar to MSR methods, the speciﬁc software visualizations have not been in the scope
of our research. We have created and used visualizations in the studies of this thesis,
but for us the most simplest and general visualization types, such as bar charts and pie
charts, have been suﬃcient. Therefore, we consider software visualization as an enabling
and related topic for our work and have presented its basics as such.
2.3.3 Experimentation System
Over the last few years, an experiment-driven way to develop software has gained more
and more attention. The approach aims at guiding subsequent development activities with
factual feedback from previous software versions [3]. Already, there are some descriptions
of results on the beneﬁts of experimentation in software development: Fabijan et al. [93]
list such beneﬁts in team, product, and portfolio levels. For teams, for example, controlled
experimentation can be beneﬁcial in activity planning and in deﬁning performance goals.
They also point out that the product level beneﬁt of incrementally improving the products
is already a well discussed beneﬁt of A/B testing. This, however, mostly considers the web
domain where the technological environment has enabled the experimentation methods to
become more common. For example, Kohavi et al. [94] have presented a valuable guide
for controlled experiments on the web. They provide practical descriptions on critical
topics such as statistical power, sample size, and techniques for variance reduction. Being
a technical guideline, their approach lacks the connection to the process level activities of
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software development.
Figure 2.6: In Qualitative/Quantitative Customer-Driven Development (QCD) new
software features are considered ﬁrst as hypotheses that are either developed further or
abandoned after experimenting them in the ﬁeld. Adapted from [95].
On process level, a few methods have been introduced to incorporate hypothesis making
and validation into software development. For example, Fagerholm et al. [96] described a
general infrastructure, the RIGHT framework, for running continous experiments. Further-
more, Holmström-Olsson and Bosch developed the Qualitative/Quantitative Customer-
Driven Development (QCD) method [95], illustrated in Figure 2.6, and the HYPEX model
[97]. Similar to the HYPEX model, QCD looks at the development of new features as
the validation of hypotheses and adds customer feedback techniques as methods to do
that. At the same time, it uniﬁes the process-level use of diﬀerent customer feedback
techniques, both qualitative and quantitative. A suitable feedback technique can be
selected singly to validate a speciﬁc hypothesis, but also multiple techniques can be
used for the same hypothesis validation. The method’s way to combine operation data
from deployed products and qualitative customer data, such as interview data, can give
practitioners a valuable idea how to start using product data from the ﬁeld. This is
similar to Q-Rapids framework [98], which lays out a method for combining data both
from development and deployment time to form software requirements. However, the
methods consist of quite high level concepts and more concrete details are needed for
implementation.
In contrast, van der Schuur et al. [34] have developed the SOK framework, Figure 2.7,
that looks at the whole software development process including its various activities and
phases. Considering the research of this thesis, the SOK framework is in that sense one
of the most closely related work we found from the literature. It divides the use of SOK
into ﬁve phases: identiﬁcation, acquisition, integration, presentation, and utilization. The
utilization phase of the development perspective is similar to our research viewpoint, and
they have distinguished four activities for SOK in it. These are informed development,
usability improvements, software maintenance, and release management. In addition to
the development perspective, they have also looked at company and customer perspectives
which can be very helpful in generating new knowledge. However, in practice the diﬀerent
perspectives might be becoming more and more intertwined as development teams turn
increasingly cross-functional. Altogether, the SOK framework provides a detailed look
into how and where software vendors can use SOK. SOK consists of more types of data
than what is related to U-I data as deﬁned in this thesis however. Considering the
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Figure 2.7: Selected details from the Software Operation Knowledge (SOK) framework,
adapted from [34]. SOK framework gives examples of how and where to use SOK in
software development organizations.
acquisition for instance, the techniques can vary a lot between collecting performance
and usage data.
To summarize, there are already some scientiﬁc methods, models and guidelines for using
PDD in software development, but few organizations are yet systematic in it in practice.
This problem is noted by many authors. Van der Schuur et al. [34] found that their
case study’s three software vendors lack a clear plan for utilizing SOK. While they had
identiﬁed the types of SOK that are valuable to them, they had only used speciﬁc tools to
acquire SOK and they had no established tools nor processes to integrate and utilize SOK.
Similarly, Lindgren et al. [3] describe that the state of practice is not mature, although
there is a clear interest among practitioners towards the experiment-driven approach.
Especially in the organizational level this immaturity is no wonder, because the change
required to follow it is pervasive. For example Fabijan et al. [99] have described the
evolution of continuous experimentation in software product development suitably as an
evolution over a period of years rather than a jump.
2.4 Challenges in Using User-Related Data-Driven Approaches
As pointed out by many, e.g. [3, 60, 100], experimentation is often not systematic and
continuous in practice. Since moving towards it is still tempting to many [34], there is
already a body of literature about the challenges of using user-related data and data-driven
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approaches in software development. In the following, we will describe these challenges to
draw a picture of what hinders practitioners in this movement.
Table 2.2: Challenges in adopting continuous experimentation faced by embedded systems
companies [101].
Organizational Business Technical
HiPPO Long release cycles Expensive testing scenarios
Managing multiple stake-
holders
Lack of sharing data in
business-to-business
Real-time and safety con-
straints
Experts doing repetitive
tuning
Metrics validation Lack of Over-the-air up-
dates
Lack of data insights Lack of experimentation
tools
Privacy assurance
Considering the practices of experimentation in software development, researchers have
categorized challenges for example into three: organizational, business, and technical
challenges [101]. The more detailed challenge categories found by Mattos et al. [101]
are listed in Table 2.2. Lindgren and Münch [3] describe similarly the changing of
the organizational culture as a challenge in moving towards experiment-driven software
development. Additionally, they found obstacles in accelerating the development cycle
speed, and in ﬁnding the right measures for customer value and product success [3].
Similarly, the challenge of deﬁning an overall evaluation metric is pointed out by many,
e.g. [94, 99, 101]. In [102] Holmström-Olsson et al. have focused on the challenges of
A/B testing. Also based on their study the metric alignment has turned out a challenge
as they distinguished three obstacle areas: the scalability of the experiments’ impacts,
the alignment of the business KPIs and team level metrics, and the uncertainty of the
applicability of the available solutions across domains. The challenges of the diﬀerent
contexts in experimentation is raised also by Bosch and Eklund [103]. They studied
continuous experimentation within the context of embedded systems and pointed out
challenges such as safety critical systems and hardware limitations.
With a slightly wider look into the related development approaches, we can see more
challenges that can aﬀect also the adoption of user data practices. Rodriguez et al.
[13] report on the high level challenges of CD: transforming towards CD, customer
unwillingness, increased quality assurance eﬀort, and context challenges of the embedded
domain. Furthermore, Claps et al. [104] and Leppänen et al. [12] describe the technical
and social challenges of introducing continuous deployment with some more details. They
mention how customers might prefer non-frequent releases, how there might be domain
constraints, and how development organizations might be stuck with manual testing.
Also Johanssen et al. [105] note the challenges of frequent releases. However, their
viewpoint is that usage patterns develop only over time, and frequently changing systems
produce usage data that are diﬃcult to synchronize between the releases and the intended
feedback.
The research ﬁeld of requirements engineering has also approached the topic of using user-
related data for their purposes. In [106], Johann & Maalej have studied the possibility of
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users’ mass participation in requirements engineering. Their study is focused on utilizing
qualitative user feedback, such as application store reviews. However, they discussed six
challenges of their approach in detail, and these are interesting also in the scope of this
thesis since they provide a good reﬂection point between the diﬀerent types of feedback,
i.e., qualitative vs. quantitative. For their approach, the scalability was a challenge
because of the unstructured nature, large amount, and diﬀerent quality of data. The large
amount of people means also a large amount of conﬂicts between crossing opinions and
demands. Still, the users have to be motivated to participate in the ﬁrst place. That again
can lead to the challenge of representativeness and subjectiveness of the participating
users. In addition, the possibility of data misuse was seen as a challenge because false
users, (lack of) data security and privacy can end up creating problems. Similar to [106],
Groen [71] has discussed the challenges of crowdsourcing requirements engineering and
categorized them into four main challenges. They also see challenges in the mobilization
of the crowd and in informing the crowd continuously about what is done with their
input. Furthermore, the understanding of the diverse feedback is emphasized as well
as the privacy concerns. Finally, they also point out that the signiﬁcance of the data
must be somehow deﬁned. The connection between, and validation with, usage data is
proposed [71].
Using only quantitative data does not solve all problems. Rather, the research in the
ﬁeld of big data has identiﬁed surprisingly similar categories of challenges. For example,
Sivarajah et al. [107] describe three main categories: Data, process, and management
challenges. Data challenges are related to the nature of the data set, e.g. volume, variety,
and velocity. Process challenges consider how to capture data, how to integrate data,
how to transform data, how to select the right model for analysis and how to provide the
results. Finally, management challenges raise again the topics such as privacy, security,
and ethical aspects [107].
3 Research Design
In this chapter we describe the design of the research we carried out for the thesis work.
In Section 3.1 we take a look at the strategies we have used for guiding our research.
DS and ADR are presented and their use in our studies is covered. Additionally, we
describe the research process and schedule. In Section 3.2 we go deeper into how we have
conducted our research and explain the used research methods. In Section 3.3 we present
the organizations we conducted our research with. Finally, in Section 3.4 we take a look
at the validity considerations for our research design.
3.1 Research Strategies
The main goal for our research was to produce an actionable set of tools and methods for
software teams to increase their capabilities of using U-I data in software development.
Equally, we aimed at making scientiﬁc contributions in the state of the art related to U-I
data and its use in software development. Our goal was therefore twofold focusing both on
practical and on theoretical results. For research in the ﬁelds of software engineering and
information systems such dual missions are encouraged and there are research strategies
that guide research with such goals [18]. Of such strategies, we have used DS and ADR for
conducting the thesis research. In the following subsections, we will go through the basics
of these, and describe how we have used them in this thesis work. The research activities
took place from the ﬁrst quarter of 2015 to the ﬁrst quarter of 2018. The schedule of the
research work is illustrated in Figure 3.1 sorted per publication.
Figure 3.1: The research activities of this thesis for answering the Research Questions
RQ1 to RQ3 and resulting in Publications I to VI in a quarterly timeline from 2015 to
2018.
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3.1.1 Design Science
DS approaches research by building and evaluating IT artifacts. It has been adopted
widely in IS research [108] and for example Wieringa [109] has presented its use also
in software engineering. The aim of DS research is at the utility of the contributions
although it should have implications also in the knowledge base [17]. This makes it
diﬀerent from both routine design and from typical research.
According to Hevner et al. [17], there are four types of artifacts that DS produces:
constructs, models, methods, and instantiations. Constructs provide common language,
models use constructs to represent real world situations, methods deﬁne processes, and
instantiations show the implementability of the former. The purpose of the artifacts is
that they should advance the organizations that use the artifacts. At the same time,
codifying the results to the knowledge base makes them best practice [17].
Peﬀers et al. [108] present Design Science Research Methodology (DSRM) with a process
model that has multiple possible entry points. The process can start with a problem-
centered initiation, objective-centered solution, design & development centered initiation,
or as client/context initiated. The DSRM process and its implementation during this
thesis research is illustrated in Figure 3.2. We used DSRM for the ﬁrst technology-oriented
research segment.
Identify
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Initiation
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Figure 3.2: The Design Science Research Methodology process (adapted from [108]).
The entry point is illustrated with a circle and the activities with parallelograms. Our
implementations are seen in white background while the concepts are presented in blue.
Our three iterations are depicted with blue arrows, the ﬁrst with the lightest and the
third with the darkest.
In our case, the research program1 provided us with a clear problem area to focus on.
The aim of the program was to study real-time experimental business models and to
provide capabilities for instant value delivery based upon deep customer insight [110]. We
initiated the work for this thesis by studying the collecting of U-I data and the related
technologies. This way, we went through the ﬁrst iteration of DSRM process and produced
1http://n4s.dimecc.com/en/
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the ﬁrst artifact, the design for the unobtrusive analytics technology stack presented
in Publication I. The demonstration and evaluation phases of the DSRM process were
conducted with a case study, where we used the analytics stack with Vaadin framework2
and its demo application3. This work was done in the early 2015. The objective of the
ﬁrst iteration was to produce a showcase artifact. With that we could demonstrate the
collecting of U-I data and its utility for interested organizations in the N4S program.
After a successful demonstration with the ﬁrst artifact, we got to conduct a single case
study with organization A in the fall of 2015. There, we deﬁned a new objective for the
second DSRM iteration. The selecting of an appropriate U-I data collecting technique
was not an easy task. Therefore, we decided to assist this by developing the second
artifact, i.e., the selection framework. This was presented in Publication II. Then, we
were able to conduct a multiple case study with organizations A, B, and C from February
to December 2016. The objective of this third iteration remained the same as in the
second iteration. However, we were able to focus on the evaluation of the artifact. This
resulted in a few adjustments and reﬁnements in the selection framework and these are
presented in Publication III.
3.1.2 Action Design Research
Similar to DS, ADR seeks to generate prescriptive design knowledge by developing and
evaluating IT artifacts [18]. However, ADR adds an organizational setting to the research.
It mixes the evaluation of the artifacts tighter into the method, whereas DS had the
evaluation as its own separate phase. Like DS, ADR addresses the class of problems rather
than solving immediate case speciﬁc problems [18]. The main diﬀerence between DS
and ADR is in the researcher intervention. The ones without researcher intervention in
organization could be looked as DS. With such studies, the intervention can still happen
in the evaluation phase. The studies with an intervention, on the other hand, appear
more like ADR.
We used ADR for guiding our work in the second research segment. The study is presented
in Publication V. The built and evaluated IT artifact of that study was the U-I Data
Utilization Method. Although the case organizations were the same as in the previously
presented DS guided multiple case study, we intervened with the work of the case teams
more clearly. The teams had either no or very little previous experience with using U-I
data for software development, and our study with them started such eﬀorts. The U-I
data utilization method models the work done in and with the case teams during the
research period of February 2016 to February 2017.
3.2 Research Methods
To conduct the research guided by the chosen research strategies and to add to the
knowledge base of software engineering research, we mainly used the case study method.
In addition, we conducted one study with the survey method and one publication
(Publication VI) was a concept paper without a research method. In the following, we will
present these methods that we used for conducting the research of this doctoral thesis.
2https://github.com/vaadin/framework
3https://github.com/vaadin/dashboard-demo
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3.2.1 Case Studies
Yin [111] describe case studies as rich and high detailed descriptions of speciﬁc instances
of a phenomenon, and that they are usually based on multiple data sources. Runeson and
Höst [112] distinguish between four types of case studies by their purposes. Exploratory
studies are aimed at ﬁnding out what is happening to generate knowledge and to produce
new ideas and hypothesis for future research. Descriptive studies focus on portraying
a situation or a phenomenon. Explanatory studies seek explanations to a situation
or problem. They are mostly but not necessarily of the form of causal relationships.
Conﬁrmatory case studies are also seen as explanatory. Finally, some case studies are
intended to improve a certain aspect of the studied topic [112].
During the doctoral thesis research, we used many of the diﬀerent types of case studies.
All of the studies in the ﬁrst research segment were case studies, but all of them were of
diﬀerent type. The ﬁrst one could be deﬁned as an improvement study since it investigated
the characteristics of a new U-I data collecting technique. The second was an exploratory
case where we examined a speciﬁc situation in one organization. We used its results as a
basis for a new development phase for the research artifact. The third case study was
then an explanatory study that was aimed at evaluating and conﬁrming that artifact.
Finally, after a year from the ADR research period that led to the development of the
U-I data utilization method we studied the same case teams on how they had actually
utilized U-I data on their own. This could be looked at as a descriptive case study on its
own, although it was published as a part of the whole ADR study in Publication V.
3.2.2 Data Gathering and Analysis Methods
We used a wide scale of research data gathering methods during the thesis work. Time-
wise, the most used method was to organize, participate in, and/or examine the memos
of diﬀerent workshop meetings. Three types of workshops were held during the studies
either with or by each case team. Firstly, the researchers motivated the teams to consider
U-I data collecting as a new possibility to them and discussed the options for collecting
techniques. Secondly, two of the teams had internal brainstorming workshops for coming
up with objectives for U-I data. One team had such a session with the ﬁrst author of
this thesis. Thirdly, after collecting the U-I data in each case, either a presentation of its
results or a workshop for analyzing the results was held together with the team members
and the ﬁrst author. All of the above workshops were of unstructured nature. In addition
to the research data gathered in these workshops, the ﬁrst author of this thesis had
designated work desks in the same rooms where the software teams were working in cases
A and B. This allowed us to explore the contexts of the study thoroughly and to exchange
information also informally with the team members. For example, this setting allowed us
to give concept presentations within the organizations.
Additionally, we used a questionnaire survey for the study presented in Publication IV.
The questionnaire was sent via email to four Finnish software consulting companies
small to medium in size. The questionnaire included ﬁve open-ended questions about
PDD and a few about the background of the respondents. 25 responses were given. We
also interviewed the case teams’ practitioners formally for the ﬁnal part of the ADR
study presented in Publication V. To allow a broad range of answers, the interviews
were semi-structured and we mainly used open-ended questions. Altogether we had three
interviews, one for each case. Two researchers were present in all of them and the number
of interviewees was three in case A and one in cases B and C. The interviews were recorded
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and then transcribed by a third party company with a basic transcription level where e.g.
ﬁller and repetitive words were left out.
For analyzing the results, we used thematic coding in both the interview study, the
questionnaire survey, and in analyzing the workshop memos. However, there are diﬀerent
approaches for thematic coding as described by Hsieh and Shannon [113] and we used
two of them. For analyzing the ﬁnal interviews from January 2018, we used conventional
content analysis [113] to form categories of the challenges the teams faced with U-I data
utilization. This method allowed the categories to ﬂow straight from the data, which
was important for recognizing also new kinds of challenges. In this case, the analysis was
done by three researchers. Similar method was used for the questionnaire survey results,
although its results were analyzed by two researchers.
The results from the questionnaire study were used as a basis for the analysis conducted
for validating and reﬁning the categorization of U-I data analysis and use objectives. For
this reason, we used the directed approach to qualitative content analysis. The goal of
such analyses is to validate or extend conceptually a theoretical framework or theory as
described in [113]. The U-I data objectives from the brainstorming sessions were extracted
to a spreadsheet, and we also marked the information of which case it came from and
if it was selected for the collecting or not. Then, one of the researchers labeled each
objective according to the PDD analysis and use objective categorization created in the
questionnaire survey, presented in Publication IV. For triangulation purposes, ten quotes
were then given for similar labeling to two other researchers.
3.3 Participated Software Teams
To study classes of problems rather than solving barely immediate organizational problems,
we wanted to do research in more than one authentic setting. Therefore, we selected
case organizations of diﬀerent sizes and teams with their software on diﬀerent technical
environments. On the other hand, the focus of the research on software teams that were
not yet accustomed to the use of U-I data limited the number of the potential cases.
Furthermore, readiness to try to collect and use such data was required from the case
organizations. The selected cases needed to be accessible to us as researchers and be open
enough to make publishing the results possible in a reliable manner. In addition, the
number of the cases selected for the research was aﬀected by the fact that we had to spend
considerable eﬀort in each case. These limited the number of selectable cases to few, and
ﬁnally three software teams from three organizations were selected to participate.
Organization A is a large international telecommunications company. The software
team that was involved in this thesis research consisted of eight members. However, the
boundaries between the teams are quite ﬂexible as employees work for many products.
The team members had titles of software architect, UX designer, software developer,
and line manager. Their products consist primarily of software in the ﬁeld of network
management, and these range from Java software to web based systems. New versions of
their products are released usually a few times a year.
Organization B is a medium sized software company in Finland. At the start of the
research for the thesis, it had around 300 employees and oﬃces in three major cities of
Finland. The company primarily develops software in projects for their customers as
ordered. The software team involved in our studies, however, develops their own SaaS
solution. During the study periods, the team was spun-oﬀ to a company of its own. In
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contrast to case A, company B releases new versions of their product to the end-users far
more often – usually biweekly. Their software team consists of seven members with titles
such as product owner, UX specialist, software architect, and software developer.
Organization C is a research and education center of circa 10000 students and 2000
employees. The case C software team is part of a research group who have specialized
in embedded systems design. They have developed a software solution for ASIC, FPGA
and embedded systems design. The software has created traction from users worldwide,
mainly from the USA and from Central Europe. The development team has four members
with the titles software developer, software architect and business architect. The tool is
an installable software system released three to four times a year.
Organization A participated in our studies published in Publications II, III, and V.
Organizations B and C participated in studies published in Publications III and V. In
addition, Publication IV was based on a study, where we surveyed four Finnish mid-sized
software consulting companies.
3.4 Research Validity
We discuss the validity of our research and its design from the four perspectives proposed
by Runeson and Höst [112].
Construct validity reﬂects how the studied measures actually represent their real-life
counterparts. For example, the topics discussed in an interview should be interpreted the
same way by the interviewer and the interviewee. The interview study of this thesis was
semi-structured and the questions were open-ended to mitigate such a threat. This gave
the interviewees and the interviewers a chance to deﬁne topics and questions whenever
there was anything unclear. Similarly, the questions in the survey study were open-ended,
which made it possible to the respondents to elaborate their answers. However, in such a
study setting the respondents could not get our feedback if they had something to ask.
To mitigate the threat of misinterpreting the questions in the survey, one researcher made
an initial draft of the questionnaire and then two other researchers reﬁned it to its ﬁnal
form. In our case studies and in the ADR study, the study subjects were always given
the chance to review the study results and correct them where necessary.
Internal validity is concerned with examining causal relations. In this research, the
only study that was set to ﬁnd out explanations for a phenomenon was the multiple
case study for the reasons of choosing a U-I data collecting technique. However, even
in that study we emphasized that our concern was to ﬁnd out diﬀerent types of factors
rather than to measure the exact statistical signiﬁcance of them. In that case, the threat
to internal validity is still clear and there is the possibility that some factors were left
unknown.
External validity reﬂects the generalization of the results and how interesting the
ﬁndings are for other people than for the ones in the studied cases. Considering the eﬀort
we had to spend in each of our cases, the number of case teams had to stay quite low (3).
Similarly, the responses to the questionnaire study were collected from a small number
of companies (4). In this sense, the results of this thesis research are not automatically
generalizable for any software developing team. However, the case organizations were
highly diﬀerent in their characteristics among each other except for having no or very little
experience in using U-I data in software development. Given the trend of data-driven
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approaches and the novelty of the ﬁeld, we believe that the results can give interesting
insights to a wide audience.
Reliability considers how dependent the study is from the speciﬁc researchers. In the
case of this research, the bias from using one researcher for much of the work is obvious. To
mitigate such threats, we used a group of researchers whenever possible. In data gathering
phase, the interviews were conducted by two researchers and they were transcribed by an
independent professional transcription service company. The meeting notes that were used
as the data source in the multiple case study were written down by both the researchers
and the practitioners. Similarly in the analysis phase, several researchers were involved.
In the survey study, the analysis of the U-I data objectives and the related challenges
was done by two researchers. Then, the ADR study analysis of U-I data objectives was
conducted with a third and a fourth researcher and the challenge analysis with the third
and a ﬁfth researcher. In addition, there are reliability concerns in the analysis methods.
Hsieh and Shannon point out the use of directed approach to qualitative content analysis
is biased towards ﬁnding supportive rather than non-supportive evidence [113]. We used
the directed approach in our ADR study for the U-I data objectives. To mitigate the
threat, we used triangulation on the data sources. The original categorizations of the U-I
data objectives were based on the survey study with a questionnaire, whereas in the ADR
study we used the workshop meeting memos.

4 Results
This chapter describes the results of the doctoral research. Sections 4.1 to 4.3 present
the results per research question (RQ), and Section 4.4 summarizes the contributions per
publication. Firstly, we drawn results from Publications I, II, and III that are related to
the technical RQ1. Secondly, we present results from Publications IV & V, which consider
the U-I data objective and utilization focused RQ2. Thirdly, we ﬁrst present the results
from Publications IV, V and VI and then form a new synthesis of the opportunities of
U-I data use in software processes. Finally, we present the results from Publications IV
& V where we have identiﬁed the challenges in U-I data utilization. The synthesized
opportunities and the studied challenges answer the ﬁnal RQ3. The linking between the
research segments, research questions, publications and contributions is summarized in
Table 4.1.
Table 4.1: Linking between the research segments, research questions, publications, and
the main results
Segment RQ Publications Results
U-I Data
Collecting
Techniques
RQ1 I, II & III • Framework for Selecting U-I Data Collect-
ing Techniques
• Identiﬁcation and evaluation of ﬁve col-
lecting techniques
Using U-I Data
in Software De-
velopment
RQ2 IV & V • Categorizations of U-I data types and ob-
jectives for analysis and utilization
• Utilization method for U-I data
Opportunities
and Challenges
of U-I Data
Utilization
RQ3 IV, V & VI • Synthesis of U-I data objectives and tar-
gets of iterative SW development methods
• Categorization of the challenges in start-
ing the use of U-I data for SW develop-
ment.
4.1 U-I Data Collecting Techniques
The ﬁrst research question was formed as RQ1. How to select a technique for collecting
user-interaction data? We addressed this question with studies presented in Publications
I, II and III. First, we designed an analytics stack that showcased the idea of collecting
U-I data unobtrusively from Java applications. Since that stack was intended mainly for
studying one speciﬁc technique, we then identiﬁed on a conceptual level four additional
techniques for collecting U-I data automatically. To get to a more practical level,
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we then studied the challenges organizations face when starting the collecting of U-
I data. Afterwards, we extracted the challenges into criteria for evaluating data collecting
techniques.
To assist practitioners in getting started with U-I data collecting, we joined development
teams in their daily work in three cases. For each of these three teams, we presented
the ﬁve collecting techniques. Then, together with the teams, we selected a technique
that we thought was the most suitable in their case. This selection process used the
evaluation criteria we had formed beforehand. We described the process and included
it in the framework for selecting U-I data collecting techniques that is presented in the
following subsection.
4.1.1 Framework for Selecting U-I Data Collecting Techniques
Table 4.2: Evaluation criteria for U-I data collecting techniques
Criteria Description
Timeliness Time-wise considerations on the availability of the data the technique
produces.
Targets Technique’s support for collecting multiple types of data and/or for
varying purposes and stakeholders.
Scalability Describes the work eﬀort required from the developers in implementing
additional collecting places to the source code.
Overhead Eﬀects of the technique to the performance in the ﬁeld and possible
downtime during implementation.
Sources Flexibility of collecting data from diﬀerent sources, such as various
platforms, applications, or from applications of diﬀerent languages.
Conﬁgurability Considerations on how conﬁgurable the technique is, e.g. switching
the collecting on and oﬀ and between diﬀerent types of data.
Security Trustworthiness of the organization and of the solution behind the
technique.
Reuse Considers if the technique provides a one-time solution or if it can be
reused easily with another application.
Change Describes the levels of change required to the architecture and/or
environment of the application.
The framework for selecting U-I data collecting techniques consists of two parts. Firstly,
it includes a set of criteria for evaluating the diﬀerent U-I data collecting techniques.
Secondly, we have designed, reﬁned and validated a method that describes the steps of
selecting a suitable U-I data collecting technique.
The ﬁrst published evaluation criteria set was presented in Publication II. At that point,
the set was based on a literature review and a case study with one company. To make it
more actionable for practitioners, we then used the set with three software teams in the
actual choosing of a U-I data collecting technique. Based on these three cases, we then
reﬁned the criteria set where necessary as described in Publication III. Consequently, we
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claim the following set of criteria, presented in Table 4.2, validated within the case study
teams.
Define
a main goal
Remove 
irrelevant 
evaluation 
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Find out 
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Reject 
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3
Figure 4.1: Method for selecting U-I data collecting technique. Adapted from Publica-
tion III.
The second part of the framework, i.e., the method for selecting U-I data collecting
techniques, is summarized in Figure 4.1. We developed it similarly to the set of evaluation
criteria in the same Publications II and III. The method consists of six steps, which
describe the activities we went through with the case teams in the processes of selecting
a suitable U-I data collecting technique. The steps are as follows:
1. Deﬁne a main goal. A clear vision of why the collecting technique needs to be
implemented is a critical part of the selecting method. Deﬁning a goal based on
such vision is thus arranged as the ﬁrst step in the method. It guides the decision
making in the rest of the steps. For example, a goal can be deﬁned as "Try out A/B
testing as a one-time experiment in one application".
2. Remove irrelevant evaluation criteria. Not all of the evaluation criteria are
required in every case. To make the focusing on the important ones somewhat easier,
the irrelevant can be removed in this step. At the same time, the step guides one to
familiarize themselves with the evaluation criteria. Continuing with the example
from step 1, evaluation criterion such as "reuse" could be removed. It would make
no sense to invest in a reusable implementation of a technique if it is intended for a
one-time solution.
3. Find out critical limitations. Before more detailed evaluations, the critical
limitations to the collecting techniques by the application, environment, and or-
ganization need to be examined. These include case characteristics, such as the
used programming languages, privacy regulations, and production environment
technologies. For example, a regulation of not storing user related data outside a
speciﬁc geographical region can set a critical limitation to the selecting of collecting
technique.
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4. Reject unsuitable techniques. At the latest at this step, one should familiarize
themselves with the available U-I data collecting techniques. The step is highly
based on step 3. It uses the emerged limitations in analyzing which of the techniques
can be removed at this point. Continuing the example of step 3, a collecting tool
developed by a third party might need to be rejected if it remains uncertain if that
party always keeps the data within the suitable region.
5. Prioritize remaining evaluation criteria. This step is highly intertwined with
step 1. The deﬁned main goal for the U-I data collecting sets the stage for this step
and assists in deciding how the remaining evaluation criteria should be prioritized.
Again referring to step 1 and the example of a one-time collecting experiment,
a software team might prioritize a low level of change required to their software
architecture over a low scalability of the technique.
6. Evaluate remaining techniques. At this ﬁnal point, the remaining techniques
are evaluated in terms of the prioritized set of criteria. The result of taking all the
steps should be an understanding of how the collecting techniques suit the case at
hand.
The presented framework is not dependent on speciﬁc techniques for U-I data collecting.
Consequently, it can be used also with techniques that have not been yet studied by us.
However, we have identiﬁed ﬁve collecting techniques both to assist practitioners in a
more concrete manner and to test the framework in a practical context. In the following
subsection, we present these identiﬁed techniques with the help of the framework.
4.1.2 Identiﬁcation and Evaluation of Five Collecting Techniques
We have started the identiﬁcation of techniques that are suitable for collecting U-I data
in our study presented in Publication I. At that point, however, we were studying only
one of these techniques. In the study presented in Publication II we identiﬁed four more
techniques and evaluated them on a conceptual level using the criteria of the selection
framework.
During the studies of Publication III, we tried out three of the techniques also empirically
with the case teams. To select the most suitable technique in each case, we evaluated
all ﬁve of the techniques within each team’s context. We then extracted the overall
evaluations of each technique by each criterion. For each criterion, the techniques were
given a plus (+), a minus (−), or a plus/minus (+/−) sign for either supporting, limiting,
or not having clear support or limitations respectively. Additionally, we marked every
evaluation with an exclamation point (!), if the technique was seen to have either a
signiﬁcant enough limitation for its rejection or support for its selection in terms of that
criterion. The evaluations are presented in Table 4.3. In the following, we describe each
of the techniques and their evaluations focusing on the accented points:
• Manual Instrumentation In the most simple case, a developer inserts additional
statements to each distinct place of the source code where data is wanted to be
collected from. This technique is the easiest to implement in that it does not require
any changes to the software architecture. Nonetheless, it allows data to be collected
very ﬂexibly. Any place of all the accessible source codes can be instrumented,
making the technique support the sources criterion. At the same time, since only
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Table 4.3: Summarized technique evaluations. Adapted from Publication III
Techniques
Criteria Manual Tools AOP UI Library Exe. Env.
Timeliness + +/− + + +/−
Targets + − +! − +/−
Scalability −! + +! + +!
Overhead + − +/− − −
Sources + − − − −
Conﬁgurability + − + + +/−!
Security + +/−! +/− + +/−
Reuse − + − − +!
Change +! + −! −! +
+ = Supports selecting
− = Technique has limitations
+/− = No clear support nor limitations
! = A possible reason for rejecting or selecting
the desired places in the source code are instrumented, the overhead is limited.
The technique sets no restrictions in terms of timeliness, targets, security, or its
conﬁgurations.
On the down side, the possibilities to reuse the collecting points are limited. In
addition, the more places are decided to be instrumented the more work eﬀort is
needed. After a while, the maintenance of all instrumented places can get heavy,
making the scalability of the technique a possible reason for its rejection.
• Tools for Automated Instrumentation There are multiple tools that can au-
tomate the instrumentation of the source code. Many of the characteristics are
dependent on the speciﬁc tool. Nonetheless, common to them is that they free the
developers from the manual work increasing the scalability of the solution and its
reuse possibilities.
However, the automated instrumentation tools are often targeted at few speciﬁc
things. They produce data from distinct sources and their overhead on the perfor-
mance can grow rapidly if they are not easily conﬁgurable. This, along with the
timeliness and security of the technique, go hand in hand with the speciﬁc tool.
Security can be crucial especially if the tool is developed by a third party.
• Aspect-Oriented Programming With the help of aspect-oriented programming,
the original source code can remain the same. The collecting parts of the code
can be woven to the target program during compile time, leaving the original code
untangled and making the technique unobtrusive. This is an advantage considering
the maintainability of the applications. However, the overall change required in
start using AOP paradigm, was seen as a signiﬁcant reason for rejecting the whole
technique in our studies. The availability of AOP libraries is similarly critical,
reducing the number of possible sources. Likewise, the reuse options are limited to
the programs that are developed in a similar enough fashion.
On the other hand, the expressive power of AOP increases the ﬂexibility of the
technique to the level of the manual instrumentation. Since the collecting happens
in the source code level, the timeliness, conﬁgurability, and security are under the
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control of the developer. This increases also the capability to focus on speciﬁc but
various targets. Since the instrumentation work eﬀort is reduced, scalability of the
technique is high.
• Alternative Implementation of a User-Interface Library User-interactions
happen often through standardized components of UI libraries. By alternating the
implementations of the components in the libraries, data collecting elements can be
included in those external parts and therefore outside the actual source code. With
this technique, the timeliness, conﬁgurability, and security remain under the control
of the technique’s implementer. The scalability is high because no additional work
is required after alternating the original library.
On one hand, there is an increased possibility to collect extra data from unnecessary
sources causing performance overhead. On the other, some data types and targets
can be still out of the reach of these libraries. The reuse of the technique’s solutions
can seem easy considering how much reuse there is for the original libraries. However,
the libraries are often developed by third party vendors. When they come up with
new versions of the libraries, the data collecting needs to be implemented again.
Moreover, maintaining just two diﬀerent versions libraries - with or without data
collecting - can add up to too much changes to the software architecture.
• Monitoring the Execution Environment With a programming language, such
as JavaScript, it is possible to monitor the execution environment and implement
the data collecting using that. This technique is somewhat similar with the AOP
technique in that it allows the implementer to be in control of the timeliness, targets,
and security of the solution. Conﬁgurability and security are similarly depending on
the implementer of the technique. Nevertheless, since no manual instrumentations
are required the scalability is always high.
On the other hand, the technique can have limitations in terms of the overhead it
produces and the sources it can include. In our studies, presented in Publication III,
we did not discover such deﬁciencies. For those studies, we developed a tool that
implements this technique. The tool is available in GitHub1. The possibility to
reuse the tool was signiﬁcant for its selecting in of the cases of the study. In addition,
the technique usually does not require major changes to the software architecture
of the target application.
4.2 Using U-I Data in Software Development
The second research question was formed as " RQ2. How to use user-interaction data in
software development?" To answer this, we started by surveying software development
teams. We conducted a questionnaire study, presented in Publication IV, in which we
analyzed the software teams’ views on the use of PDD in their work. We identiﬁed
diﬀerent types of analysis and use objectives for U-I data and categorized them. To get a
more in-depth look at how practitioners wanted to use U-I data, we continued the work
with a hands-on approach in three cases. This resulted in reﬁned categories presented in
Publication V.
In the same study, Publication V, we examined what kind of activities software teams
have when they start the use of U-I data in their work. We modeled those activities with
1https://github.com/ssuonsyrja/Usage-Data-Collector
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a design of U-I data utilization method. The study context was the same as with the
studies of selecting the collecting techniques, presented in Publication III. We propose
that the method can be used for guiding other software teams in similar tasks as well.
After all, the design process of the method was cyclic and some of the experiences from
previous cases can already have had a guiding eﬀect on the later ones.
4.2.1 Categorizations of Objectives for Analysis and Use of U-I Data
During our studies, we have categorized two types of objectives for U-I data. Firstly,
we identiﬁed diﬀerent kinds of analyses that practitioners are aiming at. Secondly, we
examined what types of uses practitioners had for U-I data. Understanding both of these
types of objectives is crucial in assisting practitioners to start utilizing U-I data in their
work. In the following, we go through the two categorizations of objectives.
The categories of analysis objectives for U-I data disclose what practitioners want
to do to the data they collect. Deﬁning the analysis objectives assists in deﬁning what
kind of data needs to be collected. The analysis objectives for U-I data are as follows:
• In value analysis, the objective is to estimate a value of a feature or a function
based on how it is being used in the ﬁeld. In the most simple case, the high rate of
use indicates the high value of the feature. However, other factors from U-I data
can be added to the evaluation as well, such as who is using the feature, where is it
being used and at what time.
• With pain point analysis, the objective is to identify or validate obstacles that
the users of a system might be encountering. For example, the developers might
get feedback via email from a single users about a diﬃcult user-interface function.
By collecting U-I data, the developers can analyze if a larger portion of the user
base is aﬀected by the same thing.
• Use path analysis dissects what was the order in which features where used. The
most common routes taken by the users can form a solid baseline for analyses.
This can assist practitioners in realizing what the users are usually doing with
the system. At times the abnormalities that have happened might be the more
interesting ﬁndings.
• The objective of user proﬁling is to segment the users of the system. The
segmentation can be done with various dimensions, such as the expertize of the
user or the technology they are using. For example, proﬁling users based on what
browsers they are using can help developers in estimating how valuable it is for
them to widen their technical support for additional browsers.
The categories of use objectives for U-I data tell where and why practitioners want
to use the collected data. Identifying what kind of uses there are for U-I data helps in
understanding how, at what point, and who can beneﬁt from collecting U-I data. The
use objectives for U-I data are as follows:
• The objective of using U-I data for informed feature development is to support
decision making of how or whether features should be developed. Insights from U-I
data can be used for assisting the practitioners in their daily work, for example in
understanding if the users are using the software as intended by the development
team.
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• Using U-I data for requirements validation is to target at making sure the
speciﬁed requirements are valid for the users in the ﬁeld. This objective highlights
the diﬀerence between customers and users. For example, the usage of an MVP
can validate the developer’s hypothesis that there exists a market need for a certain
solution.
• Resourcing and prioritizing decisions can be supported with U-I data. For
example, the value of a feature based on its usage can be taken into account while
prioritizing the bug ﬁxing tasks in a sprint backlog. Similarly, resourcing decisions
such as how many people should be working on the task or how much computing
space is reserved for a microservice can be based on U-I data.
• In our studies, the development of user experience was the most common objective
for using U-I data. It is similar to the informed feature development category, but
focuses speciﬁcally on UX related development.
4.2.2 Utilization Method for U-I Data
The utilization method for U-I data consists of eight activities that are grouped into three
steps. The activities summarize what the software teams in our cases did as they started
the use of U-I data for their work. We divided the activities into the three steps based on
when the activities occur, and also to form logical phases that can be recurring on their
own. The method is illustrated in Figure 4.2 and the steps and their related activities are
explained in the following.
The ﬁrst step of the method is called Proof-of-Concept. Like the name entails, the
motivation for the step is to produce a prototype for collecting U-I data. Since that
requires using a technique for collecting, the step is intertwined with the method for
selecting U-I data collecting technique. The ﬁrst activity assists also in the technique
selecting, however. When one takes time to ﬁrst brainstorm the analysis and use objectives,
they provide valuable information also for deﬁning a main goal, i.e., the ﬁrst step of the
method for selecting U-I data collecting technique. The second activity is then to go
through the rest of the process, and select a collecting technique. The selected technique
is then used for creating a proof-of-concept solution for the U-I data collecting. The
intention is to test the collecting technique, so that it can produce the kind of data that is
needed. This testing is also the ﬁnal activity of the step. Based on its results, one can
either move on to the next step or take the ﬁrst step again to test a diﬀerent collecting
technique or objectives.
The second step is to Aim & Deploy. The ﬁrst activity of brainstorming objectives
should result in an excessive number of ideas that might need to be trimmed down in
this phase. This can be based on various things such as the selected collecting technique
and what it can produce or which of the objectives are prioritized in a certain time-frame.
Nevertheless, one needs to select the analysis and use objectives that the data collecting
will be based on. After such selection, one has to deﬁne the collecting points, i.e., the
parts of the source code from the target application that are aﬀected by the collecting
technique. The execution of this ﬁfth activity depends on the selected collecting technique,
and not all techniques even allow speciﬁc modiﬁcations. In a common case, however, the
proof-of-concept prototype from the ﬁrst step can be extended to include all the collecting
points required in the objective selecting. The step should result in a collecting solution
that is integrated into the target application and that can produce all the required U-I
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Figure 4.2: Method for utilizing U-I data in software development. Adapted from
Publication V.
data. After completing this step, one moves on to the next step rather than takes this
step again, which is diﬀerent for this step than the two others.
Finally, the third step of the method is to Collect & Analyze. The step consists of
three activities: collect the data, analyze the results, and present and use the results. For
collecting the data, a certain time-frame should be deﬁned. Additionally, the collecting
can be restricted based on a number of things such as collecting from a speciﬁc user
group. These can be changed also and the whole step can be taken a number of times.
Altogether, the execution of the activities in the step vary a lot depending on the previous
decisions and the case context. The important phase, however, is to complete also the
ﬁnal activity of presenting and using the results. This way, the collected U-I data ends up
in use. At the same time, its value and needs for new utilization rounds can be estimated.
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4.3 Opportunities and Challenges of U-I Data Utilization
The third research question was formed as: RQ3. What kind of opportunities and chal-
lenges are there in the utilization of user-interaction data? We answer this research
question in two parts. Firstly, we make a synthesis about the targets of software develop-
ment approaches and objectives for using U-I data. Secondly, we study the challenges of
utilizing U-I data. Together, these two parts assist in forming an understanding of the
opportunities and challenges of integrating U-I data into software development processes.
For the opportunity synthesis, we started by studying the targets of diﬀerent software
development approaches and presented them in Publication VI. Now, in the following
subsection, we use those results and combine them with the categorized objectives
presented in Publication V and in Subsection 4.2.1. We aim to identify how U-I data
could be used to support the targets of the iterative development cycles.
For the studies on the challenges, we ﬁrst surveyed the opinions and experiences of
practitioners. We divided the challenges into three categories and subsequently each into
three subcategories. The related results are presented in Publication IV. We continued
the work by interviewing a small speciﬁed group of practitioners on the challenges they
faced during our joint action design research eﬀort. Similar to the previous study, we
identiﬁed three challenges categories that this time divided subsequently into two to six
subcategories. The results were presented in Publication V. Worthy of remark is, however,
that the categories and subcategories are diﬀerent between the two studies.
4.3.1 Synthesis of the U-I Data Objectives and the Targets of
Iterative SW Development Cycles
For Publication VI, we studied four diﬀerent types of cycles in iterative software devel-
opment methods: prototyping cycles, incremental development cycles, sprints as in e.g.
Scrum, and Build-Measure-Learn (BML) cycles as in Lean Startup. More speciﬁcally,
we examined the targets of these cycles to understand what kind of similarities and
diﬀerences they have with each other. In the following, we will go through each of these
cycles and their targets, and examine how the targets could be supported with the use
objectives of U-I data. The linking between the targets, as presented in Publication VI,
and the U-I data objectives are summarized in Table 4.4.
The focus of a prototyping cycle is on turning something abstract into concrete. This is
done to communicate and to get feedback on the initial ideas and intuitive ideas. The
feedback can be of diﬀerent forms. For example, a prototype can be developed to evaluate
technical aspects as well as design. Either way, feedback is easier to gather if its giver
gets a concrete prototype in their hands. Occasionally, prototypes can be implemented
also to assure management and other stakeholders for example about that their project is
still on the right track.
U-I data can support similar targets than what we found for prototyping. This is
highlighted in the need of getting feedback about some initial ideas and designs and in
the capability of producing such information. Of the U-I data use objectives, informed
feature development and UX targeted at producing insights for the development of a
feature and its design. As long as the prototyping cycle produces applications, rather
than paper prototypes, a prototype can be attached with U-I data collecting capabilities.
Consequently, U-I data can then work at least as one source of feedback on the evaluation
of the prototype.
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Table 4.4: Linking between the targets of iterative software development cycles and
objectives of U-I data use.
Cycle Cycle Targets U-I Data Use Objectives
Prototyping • Figuring out what is technically doable
• Validating designs and predicting large prob-
lems
• Communication, assuring management and
other stakeholders
• Informed feature devel-
opment
• UX
Incremental De-
velopment
• Provide value to the customers already dur-
ing the project
• Taking advantage of new technology
• Assuring the stakeholders that the develop-
ment is continuous and on-going
• Informed feature devel-
opment
Sprints • Responding to emerging user needs
• Helping in execution and coordination of the
work
• Improving the ways of working
• Guiding to frequent evaluations of new parts
of the system
• Resourcing and priori-
tizing
• Informed feature devel-
opment
• UX
Build-Measure-
Learn
• Gathering justiﬁable evidence if proﬁtable,
scalable user needs exits
• Evaluating if a hypothesized business model
is feasible to satisfy the user needs
• Learning by creating MVPs
• Requirements Valida-
tion
In incremental development, the motivation for a development cycle is in producing a new
version of the application that includes for example a new feature. The target of such
a cycle is in providing customers and users with value already during the development
project. The development of increments if often split also time-wise. Consequently, the
later developed increments can be implemented using newer technology that was not
available for the ﬁrst increments. Similar to prototyping, incremental development allows
the software teams to easily communicate with diﬀerent stakeholders about their project
progress with concrete development phases.
U-I data can be used as a means to validate the early value producing targets of the
incremental development cycles. If new increments of an application are hooked with a
U-I data collection mechanism, they start producing insights of how the new features are
actually used and whether they bring the intended value to their users. Such insights can
be then used in determining if the development of the increment is suﬃcient and can be
stopped. The U-I data use objective of informed feature development is similar to this in
that the data is used for determining whether the development should be continued or
not.
Sprints, as deﬁned in Scrum, divide the development projects time-wise into periods of
one to four weeks. The motivation behind such splitting is that in the beginning of each
sprint the development tasks are re-prioritized. This allows the software team to respond
to the emerging user needs, because they are able to start working on them already in
the next Sprint. Sprints also include speciﬁed ceremonies that guide towards frequent
evaluation of new parts of system.
For Sprints, using U-I data provides new means of supporting resourcing and prioritizing
decisions. For example, quite simple statistics of feature use can assist practitioners in
making prioritizing decisions of which feature’s bug will be ﬁxed in the ongoing sprint
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and which in the future. Similar to the feedback targets of prototyping, also Sprints
can beneﬁt of the additional U-I data’s feedback mechanisms that are used in informed
feature development and UX.
BML cycles, as deﬁned in Lean Startup, are processed to validate business hypotheses.
The cycle is started by building a Minimum Viable Product (MVP) - a product that
fulﬁlls the hypothetical customer need but is produced with minimum possible resources.
The MVP and its success among real customers is then measured. Finally, the measured
data is analyzed and the development team learns how correct their hypothesis was.
The objective of using U-I data for requirements validation highlights the need to gather
evidence among the actual users. Although BML cycles are conceptually intended to
validate business hypothesis, they are based on this same need. Actual use of either
features or products assists in the validation of the related hypothesis. Similar to how
BML cycles validate hypotheses about non existing businesses, requirements validation
with U-I data can be done also on non-existing features. In such a case, a cycle much
similar to BML can be used to create a prototype of the feature, of whose use is then
measured and analyzed. All in all, the targets of the two are highly similar.
4.3.2 Challenges in the Utilization of U-I Data
We have studied the challenges of U-I data utilization in two diﬀerent studies. In both
cases, we have categorized the challenges into three groups. The challenge categorizations
are summarized per publication in Tables 4.5 and 4.6.
Table 4.5: Categorizations of Challenges of Utilizing U-I Data in Publications IV
Acquiring Data Data Processing Immaturity
Collecting Tools Customer immaturity
Collecting Techniques Analyzing Process immaturity
Data quality and Quantity Utilization Privacy
In the ﬁrst of the two studies, presented in Publication IV, we identiﬁed challenges
related to data acquiring, data processing, and to diﬀerent immaturities. The challenges
in the data acquiring category were concerned mainly with problems and uncertainties
in collecting and its tools. In addition, data quality and quantity were concerns of the
respondents. For data processing, the need for better and easier to use tools was identiﬁed
along with challenges related to analyzing and utilizing the collected data. Practitioners
highlighted that the collected data on its own will be insuﬃcient, and how analysis and
clear utilization target is required. Finally, the category of immaturities categorized
the lack of experience that challenges the utilization. The practitioners saw that the
customers did not understand the value of collecting data from their users. However,
they also answered that their own development processes were not ready to utilize data
from the ﬁeld. User-related data is often concerning in terms of privacy, and practitioners
identiﬁed challenges related to this as well. Since the collecting and use of user related
data is still a novel and evolving topic, the requirements on privacy by both law-makers
and end-users can be changing quite often.
In the second study, presented in Publication V, we categorized the challenged into value
concerns, diﬃculties in U-I data utilization, and unsuitability of U-I data utilization in
the current situation. In challenges of value concerns, the practitioners had trouble seeing
4.4. Summary of Contributions per Publication 41
Table 4.6: Categorizations of Challenges of Utilizing U-I Data in Publications V
Value Concerns Diﬃculties in U-I data utilization Unsuitability of U-I data utiliza-
tion in the current situation
Low Value Technical concerns and diﬃculties Lack of resources
Unclear Value Diﬃculties in the extraction and/or
use of insights
Lack of support from organization
High eﬀort required for U-I data uti-
lization
Conﬂicts with ways of working, meth-
ods, technical environment and/or cul-
ture
Scalability concerns for U-I data uti-
lization
Lack of experience in U-I data utiliza-
tion
Using unspeciﬁc objectives
the beneﬁt of utilizing U-I data. They either thought it had low or unclear value. The
diﬃculties in U-I data utilization were wide-ranging. We identiﬁed six subcategories
to characterize them: Technical concerns and diﬃculties, diﬃculties in the extraction
and/or use of insights, high eﬀort required, scalability concerns, lack of experience, and
using unspeciﬁc objectives. For the ﬁnal category, we identiﬁed challenges that expressed
that U-I data utilization could be unsuitable for the context in some way. This could
be for example because of lack of resources or lack of support from organization. The
practitioners had also faced challenges related to how U-I data utilization conﬂicts with
either the ways of working, methods, technical environment and/or culture in their
context.
4.4 Summary of Contributions per Publication
Publication I presents a study where we started our work of examining diﬀerent
alternatives for implementing monitoring mechanisms of user-interactions. We used DS
method to create an unobtrusive analytics framework for monitoring Java applications. We
designed a demonstrative example application using AOP, and integrated this collecting
feature with an open-source target application available in GitHub2 (a demo available
in Vaadin’s website3). Even if the application was a simple one, it supported the aims
of the study very well. Being a fully-functional Java program, its successful integration
with the developed collecting mechanism provided us with a quite easy-to-comprehend
demonstration we could showcase around.
In the study presented in Publication II, we continued the search for diﬀerent ap-
proaches to collect data from user-interactions and studied how to select the technique.
Again, we used DS but supported it this time with a case study in a large international
telecommunications company. We designed a framework for selecting U-I data collecting
techniques. The framework includes a list of evaluation criteria for collecting techniques
and a process to guide practitioners in selecting a suitable one. The framework is based
on challenges organizations can face when they are starting the collection and use of
automatically gathered quantitative data from user-interactions. In the publication, we
2https://github.com/vaadin/dashboard-demo
3http://demo.vaadin.com/dashboard
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listed ﬁve collecting techniques, and presented an evaluation of each according to the
criteria included in the framework. The empirical evaluation of the framework was left
for future work.
For Publication III, we studied what reasons software teams have for selecting a
speciﬁc technique for U-I data collecting. We conducted a multiple case study with three
organizations and among other things developed an open source tool for collecting U-I
data from JavaScript applications. The multiple case study was aimed at reﬁning the
selection framework from the Publication II. We found that the original list of evaluation
criteria required a few adjustments because the case teams valued also reasons we had not
considered in our previous study. All in all, the publication contributes in describing the
processes and reasons the case teams had for selecting a suitable tool to collect U-I data.
Publication IV presents a study where we examined how software teams can utilize
automatically collected PDD in software engineering. The study was conducted as a
questionnaire survey where we analyzed sources, targets, and challenges that software
teams can have. The survey results were collected from four Finnish software-intensive
companies. The study contributes especially in categorizing the targets and in uncovering
the status of the PDD use for software development in Finnish software industry.
Publication V presents our study on how software teams started the use of U-I data and
what kind of challenges they faced with it. The study was conducted with ADR method
and with the same multiple case setting as Publication III. In the study, we designed
a utilization method for U-I data that describes the actions that the case teams took
as they started the use of U-I data with us. As a result, we categorized the challenges
faced by the case teams. In addition, the objective categorizations from Publication IV
used as a starting point in this study were then reﬁned and validated based on the case
results. The reﬁned objectives provide software teams with inspiration whereas the found
challenges give them valuable consideration points.
Publication VI present a study on what kind of similarities and diﬀerences diﬀerent
types of software development iterations have with each other. The study is conceptual
and in it we considered the characteristics of four archetypes of software development
iterations. As a result, we identiﬁed the targets of the diﬀerent iterations. The study
contributes in explaining how the iterations with diﬀerent goals can coexist so that one
form of iteration can be used as a tool to complete the goals of another.
5 Analysis and Discussion of the
Results
In this chapter we ﬁrst discuss the results of the thesis to the related literature in
Section 5.1. In Section 5.2 the contributions of the thesis are presented. In Section 5.3
we discuss the quality and trustworthiness of the designed artifacts. In Section 5.4 we
take a look at the opportunities for future work.
5.1 Revisiting the Research Questions
RQ 1. How to select a technique for collecting user-interaction data?
Within this ﬁrst research question, our aim was to study techniques for the automatic
collecting of U-I data. We identiﬁed ﬁve diﬀerent techniques ﬁrst on a conceptual level.
We then conducted case studies, where we created criteria for evaluating the techniques.
Within the same studies, we developed a process that models and guides software teams’
selecting of the U-I data collecting techniques. In combination with the evaluation criteria
the selection process forms the framework for selecting U-I data collecting techniques.
To the best of our knowledge, this thesis is the ﬁrst scientiﬁc work that has addressed
the U-I data collecting techniques in this level of detail. Although many others have
done research on the feedback collecting techniques, e.g. [47, 58, 59], these studies
have included also other feedback collecting techniques than what work speciﬁcally for
automated quantitative U-I data. The results of the thesis work satisﬁed the original
research aims. We were able to assist software teams in practice by developing the
selection framework and start collecting U-I data with them. Each of the case teams
we worked with selected a diﬀerent collecting technique and we were able to gather also
academically valuable knowledge about how teams select the technique. However, since
we were able to include only three case teams in our research, there is still room for trying
out the remaining two techniques also in practice.
RQ 2. How to use user-interaction data in software development?
The aim of the second research segment was to gain an understanding of the objectives
software teams have for the utilization of U-I data and to design guidance for them to
start the utilization. We approached this aim from both a practical and a more theoretical
standpoint. First, we conducted a questionnaire study with which we identiﬁed objectives
for the analysis and use of U-I data in software teams. We then continued with a more
practical approach, and conducted a multiple case study with the three case teams to gain
a deeper understanding of their objectives with U-I data. Based on those case studies we
reﬁned the objective categories. In addition, we modeled the activities of the case teams
by developing a utilization method for U-I data.
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All of the analysis objectives found in this thesis research (value analysis, pain point
analysis, use path analysis, and user proﬁling) are known and studied analysis types in
the previous scientiﬁc literature as distinct analysis methods. However in the context
of software engineering research, our work bundled the diﬀerent options quite originally
to create guidance for software teams in what kind of analysis objectives are available.
On the other hand for actually conducting such analyses, we strongly recommend the
Usage Mining Method by Pachidi et al. [75]. Unlike our work that concentrates on the
objectives of the analyses, the Usage Mining Method considers the diﬀerent analyses from
the point of analysis techniques. In this sense, it can provide practitioners with additional
guidance on which analysis techniques to use.
The use objectives identiﬁed in our work (informed feature development, requirements
validation, resourcing and prioritizing, and user experience) have a lot of similarities with
the utilization examples of the SOK framework’s [34] development perspective. However,
in addition to U-I data the SOK framework considers other data types as well. Perhaps,
it is therefore able to suggest plenty of utilization examples also in other perspectives
than development. Considering the increasing cross-functionality of software teams, we
see that such open-mindedness can be very fruitful for practitioners collecting PDD.
Also our utilization method for U-I data has many similarities with other PDD related
methods presented in the scientiﬁc literature. The method consists of three steps. The
ﬁrst step concentrates on the data collecting techniques and their selecting, the second on
the analysis objectives, and the last one on actually collecting and using the data. The
mentioned SOK framework is the most similar to our method in that it is also divided
into stages of what is done to the data. However, it lacks the steps of selecting data
collecting techniques. On the other hand, the Usage Mining Method by Pachidi et al.
[75] considers mainly the analysis techniques and QCD [95] takes the viewpoint from the
higher process level.
To summarize, our work bundled the diﬀerent analysis and use objectives for U-I data and
we developed a guide for how to start utilizing such data. Together with the previously
presented literature, the results present categorized sets of descriptions of how to use U-I
data in software development and how to start such a process in practice.
RQ 3. What kind of opportunities and challenges are there in the utilization
of user-interaction data?
In the third research segment, we aimed at understanding the integration of U-I data
into the processes of software teams. First, we analyzed the opportunities of using U-I
data conceptually. We dissected some of the typical iterative software development
methods and then analyzed how U-I data could support them. We found that many of
the objectives are similar and that, at leasts on a conceptual level, U-I data can work as
a very suitable feedback source in iterative software development.
Secondly, we examined the challenges that software teams face when starting the use of
U-I data. We studied the challenges in two ways. We surveyed practitioners’ opinions and
experiences in an email questionnaire without restricting the respondents to the ones who
actually had tried to use PDD in their work. However, after the multiple case study where
the three case teams started the use of PDD we interviewed the teams to gather results
also from practitioners with evident experiences on the topic. Therefore, the ﬁrst results
might reﬂect more the preliminary opinions of the practitioners, whereas the second ones
should summarize the experiences of the practitioners on U-I data utilization.
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In both of the study approaches on the challenges, we categorized the found challenges into
three. With the survey, the challenges concerned the acquiring and processing of data and
the overall immaturity of the topic. On the other hand, such challenges were not as highly
emphasized in our second study. In that, the practitioners’ answers highlighted value
concerns, diﬃculties in U-I data utilization, and the unsuitability of U-I data utilization in
their current situation. Considering the diﬀerent backgrounds of the studied practitioners
between the two studies, it is possible to have such a movement from the more technical
challenges towards more business and organization related challenges. This can reﬂect
also the focus of our research, which was more on solving technical problems.
The related literature on experimentation challenges has found many similar results as
our work. Customer unwillingness and context challenges [12, 13, 104] were reﬂected in
our categories of immaturity and the unsuitability of U-I data utilization in the current
situation. Privacy considerations are always important, and both the related literature
[101] and our work identiﬁed these as well. In addition, deﬁning an overall evaluation
metric can be tricky [94, 99, 101], and this was also seen in our studies where we found
using unspeciﬁc objectives a challenge.
There are two challenges that we ﬁnd the most concerning. Firstly, one could think that
the scalability issues of qualitative feedback data [106] would be mitigated when using
quantitative data. However, as the volume and complexity of data sets increase, big
data related challenges [107] rise which was also reﬂected especially in the results of our
questionnaire study. In addition, the scalability challenges are not restricted to technical
considerations. Holmström-Olsson et al. [102] point out challenges also in the scalability
of the impacts of experimentation. The results of our multiple case study also support
this notion. Secondly, there were clearly concerns on the value that U-I data utilization
brings in our multiple case study. Similar ﬁndings are categorized as lack of data insights
e.g. in [101]. Mattos et al. [101] point out that in cases of unclear value, the additional
cost of involving data scientists in the development might become too big of a step. In
such circumstances, the experimentation could be started with some of the more basic
statistical analyses to display the beneﬁts [101].
All in all, the thesis work satisﬁed the aims of the third research segment. After analyzing
the objectives of iterative software development methods, we found many similarities in
how U-I data can support them on the conceptual level. However, our studies on the
challenges also revealed that the integrations will have issues as well. Since the beneﬁts
in the conceptual level are plenty, focusing on more speciﬁc U-I data use objectives could
be well-advised to gain deeper insights also in the practical level.
5.2 Contributions of the Thesis
This thesis work aimed at studying, developing, and discussing tools, techniques, methods,
and processes for using U-I data in software development. The contributions have both
theoretical and practical implications.
Theoretical Contributions. For academia, this thesis contributes to examining PDD,
speciﬁcally regarding U-I data, and its use in software development. The main implications
are the addition of new knowledge in the research ﬁeld of software engineering and
describing the use of U-I data both technically and on team level. Since the techniques
and practices regarding automated quantitative feedback collecting are rather novel, the
thesis work presents valuable results on an area where only little research exists previously.
46 Chapter 5. Analysis and Discussion of the Results
The thesis contributed to the theoretical ﬁeld from two viewpoints. As research of the
software technology the thesis identiﬁed and evaluated ﬁve U-I data collecting techniques.
From the software engineering research perspective we studied and modeled the methods
and processes of selecting and utilizing U-I data. To add more knowledge in the research
ﬁeld, we categorized U-I data objectives for analysis and utilization. In addition, we
presented results on how U-I data can support the targets of iterative software development
cycles and what kind of challenges software teams face in practice.
Practical Contributions. For practitioners, our aim was to produce an actionable set
of tools and methods that would assist them in moving towards data-driven software
development with U-I data. With and during the thesis work, we created insights on how
to and tools to do so. The technique selection framework was tested in practice with
three software teams. For one of the cases, a concrete collecting tool was developed in
JavaScript. The tool was licensed as open source and made available in GitHub. The
categorizations of U-I data analysis and use objectives and their synthesis with the targets
of iterative software development cycles provide practitioners with insightful ideas on
where to use U-I data. In addition, the developed utilization method and the found
challenges work as guidance in starting the use of U-I data in software development.
5.3 Quality Evaluation of the Designed Artifacts
The research validity for the theoretical knowledge creation was considered with the
research design, but for evaluating the quality of the designed artifacts we now use
the categorization by Guba [114]. To summarize, the research artifacts with practical
contributions are listed in Table 5.1 along with the related artifact type and the initially
used evaluation method type. For the artifact and evaluation method types, we use the
distinctions by Peﬀers et al [115].
Table 5.1: Practical contributions and their artifact and evaluation method types in the
research work.
No. Designed Artifact Artifact Type Evaluation Method
1 Design of a demonstrative tool stack for
unobtrusive analytics
Instantiation Prototype
2 Selection method for U-I data collecting
techniques
Method Case Study
3 Open source tool for collecting U-I data
from JavaScript applications
Instantiation Prototype
4 Utilization method for U-I data Method Action Research
Credibility considers the truthfulness of the results and it can be enhanced for example
by verifying the results with the study participants [116]. In this research eﬀort, the
designed artifacts 1, 2, and 4 were showcased to every participating software team. The
artifact 3 was published publicly in GitHub, and a version of it was used by one of the
participating software teams.
Dependability describes the constancy of the results in similar contexts [116]. Con-
sidering a situation where another research group had designed the artifacts, much of
their details could have been diﬀerent. However, the co-operation with the participat-
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ing software teams in designing the artifacts (2-4) increases the dependability of the
contributions.
Transferability refers to how the ﬁndings can be applied to other contexts [116]. In
our research, convenience sampling was used and all participating software teams were
Finnish. However, the teams were highly diﬀerent from each other. Considering that
the major common factor was the lack of experience in U-I data utilization, this should
characterize also other audiences where the designed artifacts would be transferable. In
addition, since the language of the artifact 3 (JavaScript) is very popular and the artifact
is licensed as open source license its transferability should be high.
Conﬁrmability should be considered for the two method-artifacts (2 & 4). It refers
to how the research data represents the actual situations versus the researcher’s own
views [116]. In the case of artifacts 2 & 4, only one person designed the majority of them.
However, the artifacts were designed in co-operation with the participating software teams’
members. In addition, the artifacts were accepted to be used in each case to the degree of
which they were aimed for. The designed artifacts fulﬁlled their aims in each of the cases.
5.4 Future Work
This thesis research brought new knowledge to how software teams use U-I data in
software development. Although there is already some literature on this, the research
topic is still very novel. Rodríguez et al. [13] describe in their systematic mapping
study that the literature and approaches especially for customer feedback processing and
its integration remains scarce. Therefore, and based on the work in this thesis, we see
multiple opportunities for future research topics in this novel area.
Firstly, both the presented selection framework and the utilization method could be
validated further. Their creation and initial validations were possible with the used
research methods now. Three of the ﬁve identiﬁed U-I data collecting techniques were
tested in these case studies, and therefore the two remaining techniques provide an
obvious research topic for the future. With such a similar research setting, the similar
case study method could be continued. However, in the future also diﬀerent research
methods for stronger evaluation should be used to mitigate the possible bias of high
researcher involvement. Furthermore, the selection framework and the utilization method
could then be tested with a larger set of software teams.
Secondly, new kinds of utilization objectives for U-I data could be unraveled if research
methods that produce more generalizable results were used. For example, new regulations
such as the European GDPR 1 oﬀers great new sources of research data since software
organizations have to describe what they do with the collected data. Perhaps even more
importantly, however, describing and ﬁnding some of the common factors in U-I data
collecting success stories would be important to advance the ﬁeld. To us, it seems that
for example the game companies who collect and use U-I data already in their daily work
could provide a fruitful ground for such research. Their use of the data seems to be a
degree easier in that they use it to conﬁgure features rather than to guide the whole
development process. There are already some examples available, e.g. [62], but these are
restricted to research with case study methods.
Finally, the found challenges require mitigation strategies in practice. Scientiﬁc literature
has already proposed some [101], but actual experiences are still lacking. Since some of
1https://www.eugdpr.org/
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the most concerning challenges were related to the low or unclear value of U-I data use
and the practitioners also had diﬃculties in the extraction of insights, we think that the
future research should focus on developing easy to use tools that generate results from
the more basic analyses.
6 Conclusions
The main research problem in this thesis was to produce an actionable set of tools
and methods for practitioners to start guiding their work towards data-driven software
development with U-I data. Using feedback has always been an invaluable part of software
development, and the use of U-I data creates a new fast-paced option for it. However,
the use of U-I data in software development is not yet a wide-spread mechanism among
practitioners. The selecting of a suitable data collecting technique is not an easy task,
and understanding how to use the collected U-I data can be diﬃcult as well. Since there
are many opportunities and challenges related to the topic, expertise is required from
software teams before they can start using this new feedback source.
The results of this thesis describe how software teams can use U-I data in software
development and give them actionable means to collect the data. We conducted case- and
questionnaire studies, but also intervened with the work of practitioners to actually try
the using of U-I data with a hands-on approach. Firstly, the designed selection framework
assists practitioners in deciding what kind of U-I data collecting techniques are available
and which one would suit their needs. Our designs of the U-I data collecting tool and
the demonstrative tool stack for analytics create a concrete starting point for software
teams. Secondly, the four analysis and four use objectives describe the needs and insights
of software teams in how to apply U-I data to their work. In addition, the three step U-I
data utilization method gives software teams a clear guide for what to do to integrate
the collecting of U-I data into their software system and its development. Finally, the
methodological synthesis of the U-I data objectives and the objectives of iterative software
development cycles explains the various opportunities of using U-I data in development
work. Together with the descriptions of three challenge categories of U-I data use, the
synthesis provides software practitioners and researchers with insights into U-I data in
software development.
This thesis contributed in making software development more data-driven by studying
and developing the novel feedback gathering mechanism of using U-I data. Being more
data-driven allows software teams to base their development decisions on facts rather than
on gut feelings. Using speciﬁcally U-I data focuses them on understanding their users
better. Since the practices for this feedback gathering mechanism are still very much in
their infancy, there is a lot of room for future work - perhaps by focusing on some of the
use objectives that we found in this work. However, the main contribution of this thesis is
that it generated an actionable set of tools and methods for practitioners to start the use
of U-I data. Already, many of the tools designed during this thesis have been integrated
into the software systems of the participated practitioners. For other software teams,
the results of this thesis work as a basis and a guidance towards data-driven software
development with user-interaction data.
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Abstract. In software development, attention has recently been placed
on understanding users and their interactions with systems. User studies,
practices such as A/B testing, and frameworks such as Google Analytics
that gather data on production use have become common approaches
in particular in the context of the Web, where it is easy to perform
frequent updates as new needs emerge. However, when considering in-
stallable desktop applications, the situation gets more complex. While
analytics facilities are still needed, they should address business logic,
not generic traﬃc as is the case with many web sites. Moreover, analyt-
ics should be unobtrusive, and not have a high impact on the evolution
of the actual application; thus, analytics should be treated as an add-on,
as the target system may already exist. Finally, the instrumentation of
features that are observed should be easy and ﬂexible, but the provided
mechanisms should be expressive enough for many use cases. In this pa-
per, we examine diﬀerent alternatives for implementing such monitoring
mechanisms, and report results from an experiment with Vaadin, a web
framework based on Java and Google Web Toolkit, GWT.
1 Introduction
The introduction of Agile methods [6] caused a paradigm shift in the develop-
ment of software systems: instead of starting with a set of requirements that
are all of the same value, software developers began to embrace a model where
systems are ﬁrst built with only a set of key features to be later extended into a
more complete form. As more and more experience regarding the use of the sys-
tem is gathered, developers write new versions of the system which satisfy user
needs better. In fact, one can even claim that the core of iterative development
is the ability to learn in each increment, which leads to improved products.
In the process of creating the software in the above fashion, input from users
of the system can play a crucial role, given that adequate mechanisms for collect-
ing the input are available. The most traditional way is to design questionnaires
or other studies that the end users answer to guide the development, but in
particular in the ﬁeld of web systems, also more sophisticated forms of gathering
information exist regarding users and the way the system is being used. For in-
stance A/B testing, where diﬀerent sets of users use a slightly diﬀerent version of
the software, helps in deciding between two ways to provide similar or the same
features. Moreover, analytics frameworks such as Google Analytics provide de-
tailed understanding regarding how users interact with the system to perform
more complicated tasks. In general, the ability to gather all this information is
opening new possibilities for developers, because even the slightest deviations in
user behavior can be tracked and reacted upon.
Although the ﬁeld of web systems can nowadays be seen to have an edge in
collecting post-deployment data, the same need is increasing in other contexts as
well, as evidenced by [8]. In this paper, we investigate techniques for monitoring
application-level user activity, as well as an option to extend the techniques to
cover installable desktop applications, too.
The goal is to track actions at the level of user interface widgets, such as
buttons, sliders, and text ﬁelds for instance. The work is based on using Java
web framework Vaadin [5], where applications are ﬁrst composed with Java, and
then compiled into a form that can be deployed to the web, with the parts of
the application that form the user interface being compiled with Google Web
Toolkit [13]. As the concrete implementation mechanism for introducing ana-
lytics facilities, we experiment using aspect-oriented techniques [4] to bind an
existing design to an external data analytics framework.
The rest of this paper is structured as follows. In Section 2, we introduce
motivation and background of the study. In Section 3, we introduce our research
questions. In Section 4, we describe our demonstrator application and how it has
been constructed. In section 5, we provide details of our implementation: showing
how data is gathered in an unobtrusive fashion and describing the design of our
analytics framework. In Section 6, we provide an extended discussion regarding
our ﬁndings. Finally, in Section 7, we draw ﬁnal conclusions.
2 Background
Analytics is used by businesses of all type to better understand customers. Dur-
ing the recent years, also software engineers and software engineering organiza-
tions have understood the opportunity to use more data for making constantly
better decisions, but as even sporting teams have improved their performance
with the help of analytics, the uses for analytics seem to be fairly general [1].
2.1 Software Analytics
Pachidi et al. [12] have developed the Usage Mining Method that enables con-
ducting classiﬁcation analyses, user proﬁlings and clickstream analyses on logged
operation data. Such data is beneﬁcial for program understanding and reengi-
neering [3]. In addition, as the size and complexity of software systems continue
to grow, decision making is becoming even more diﬃcult in the future and thus
new solutions such as the use of analytics data are needed [2].
Kristjansson and van der Schuur have formulated the concept Software Op-
eration Knowledge [9]. They describe that to consist of knowledge of in-the-ﬁeld
performance, quality and usage of software, and knowledge of end-user experi-
ence and end-user feedback. The researchers continue with stating how software
vendors have a great interest in acquiring such knowledge, but that the sys-
tematic practice of gathering, analyzing and acting on such knowledge is still
limited. Correspondingly, this kind of in-the-ﬁeld knowledge could beneﬁt us-
ability studies as the lack of long-term data collection is considered as one of the
challenges in measuring usability [7].
In general, it is possible to collect usage metrics by executing software appli-
cations, but this usually requires some sort of modiﬁcations to the source code
of the target application. There are a few exceptions however. For example, the
Patina system [10] uses Microsoft Active Accessibility API to collect accessibility
data, and thus no altering of the source code is needed. The system creates a
so-called heatmap, which visualizes the content and location of the user interface
controls visible in the application. As a drawback, supporting the accessibility
API usually requires some extra work from the application developers and so
the coverage of the accessibility API can vary.
As for concrete implementations, one of the most commonly used analysis
frameworks is Google Analytics (http://www.google.com/analytics/), which is
presently being used by an increasing number of web sites. With it, the devel-
opers of a web site can track traﬃc of a monitored web site and view it in a
form that is easy to interpret. The data provides information regarding visitors,
their geographical locations, the time they remain on the site, what is the path
that users take on the web site, and so on. Since the system operates in the
Web, its operation can rely on web protocols that reveal these properties. For a
generic desktop application, however, these facilities are not immediately avail-
able. Moreover, when considering installable applications, data to be collected
is often application speciﬁc, not web traﬃc related as is the case with Google
Analytics. However, the popularity of Google Analytics demonstrates that there
is an increasing interest regarding user data, which can be made available in an
unobtrusive fashion.
2.2 Aspect-Oriented Programming
Aspect-oriented software development provides means for capturing cross-cutting
concerns and modularizing them as manageable units [4]. Tackling the issue of
tangled code, aspect-oriented programming languages such as AspectJ provide
means to insert additional operations to a target program in an unobtrusive
fashion with a new construct, so-called aspect. Aspects in turn provide increased
opportunities for advanced modularity.
At the implementation level, an AspectJ aspect always includes at least two
parts: a pointcut and an advice, both of which are code snippets. The pointcut
is used to describe the point where the execution of the target program is paused
for inserting the additional code programmed in the advice part. Figure 1 pro-
vides a simple aspect code that introduces a simple logging facility that records
the parameters and the return value of a method call. In this aspect, the point-
cut is deﬁned to take eﬀect around the deﬁned function of our example class,
MyClass::MyFunc. The Logger aspect takes eﬀect as the function is called, and
the aspect code is executed both before and after actually executing the original
method in a fashion where its execution is not aﬀected. The operations that are
being executed before and after running the method can be arbitrary; however
for the purposes of software analytics, these include data collection operations.
aspect Logger {
pointcut loggedFunction = call("void MyClass::MyFunc(...)");
advice loggedFunction:around() {
// Log call and method parameters
tjp->Proceed(); // Run MyClass::MyFunc
// Log results
}
}
Fig. 1. A sample aspect.
3 Research Questions
The research questions we formed to evaluate our usage data collection and
analysis framework are the following.
RQ1: To what extent can a data collecting feature be implemented
without compromising the evolution of the target program? As a start-
ing point for our research, we have taken a view where the design and evolution
of the target system, in other words the program from which usage data is to
be collected, must remain as independent from data collection and analysis as
possible. High priority of this independence is motivated by the fact that in the
end analytics data leads to changes in the target program. Therefore, it is crucial
that the target program can be under constant change and these data can still
be collected from it. This leads to the selection of implementation techniques
that are as unobtrusive as possible.
As the evolution of the target program results in data being collected from
diﬀerent versions of the target program, the approach used for collecting data
has to ensure that these data are still comparable between the diﬀerent versions.
Thus, not only do we want to ﬁnd out speciﬁc types of data that can be collected
with our framework, but also if the data is adequate enough to be compared
between diﬀerent versions of the target program. Finally, as we aim at designing a
data collection framework that is independent of the underlying target program,
we also introduce an option to reuse the development eﬀort invested in the
framework in diﬀerent setups, including desktop applications as well as web
systems built using Java.
RQ2: What types of data can be collected with the given approach?
As with any technology, there are restrictions regarding the data that can be
collected. In this paper, we are interested in interactions between the user and
the application, and therefore we focus on data that is associated with user
interactions only. Thus, interactions with e.g. external actors or machines are
beyond our scope in this paper.
RQ3: How to connect the data collecting feature with an analysis
framework? Being able to record data from a user interface is only a beginning
in the way towards understanding how an application is being used. Therefore,
it is necessary to load the resulting usage data to an analysis system, which can
then be used to further process the data into a meaningful form.
4 Demonstrator Application
To answer the above research questions, we next describe a demonstrator ap-
plication. First, we introduce the platform on top of which the system is built.
Then, we describe the application. Finally, we show how manual instrumentation
could be carried out for this application.
4.1 Vaadin Web Framework
Vaadin [5] is an open source framework that is used for developing Rich Internet
Applications (RIA). Vaadin applications are written using Java, and they are
transformed into AJAX applications with the facilities of Google Web Toolkit
(GWT) [13]. The architecture of the system is illustrated in Figure 2.
Vaadin applications are implemented similarly to Java Standard Edition
desktop applications, with all the functionality written using Java. However,
instead of using the usual Java UI libraries like AWT, SWT, or Swing, a speciﬁc
set of Vaadin UI components is used. These components can be compiled into a
form that is runnable inside the browser, following the development process of
GWT. This process is illustrated in Figure 3. In addition, new custom made UI
components can be implemented when needed to create systems with diﬀerent
kinds of look-and-feel.
4.2 Demonstration Application
To evaluate the designed framework for usage data collection, we selected a
Vaadin application, which is fully functional and already developed yet simple
enough to be the ﬁrst test application. The source code is available for download
at https://github.com/vaadin/dashboard-demo, and a working demo is located
at http://demo.vaadin.com/dashboard.
The target application, called QuickTickets Dashboard Demo, demonstrates
how the Vaadin framework can be used to create a simple dashboard web ap-
plication. The main dashboard view is initialized as an object of Dashboard-
View class. During the initialization, several objects of HorizontalLayout class
Fig. 2. Vaadin architecture. Image adapted from [5]
Fig. 3. GWT process of compiling Java to HTML and JavaScript [13]
are instantiated and pushed to the view with an addComponent method. These
include components such as a toolbar and several rows. Buttons are added cor-
respondingly to these layout components in the same manner. In Figure 4, we
demonstrate the initialization of a dashboard object on code level along with a
toolbar (a horizontalLayout object) and a notify button.
In the following, we demonstrate how collecting usage data works by focusing
on buttons that can be pressed by users. While this obviously does not cover all
the dimensions of software operation knowledge, this restriction simpliﬁes the
presentation to a form that is concrete enough to demonstrate at a detailed level
how data collection works.
public DashboardView() {
HorizontalLayout top = new HorizontalLayout();
addComponent(top);
Button notify = new Button(’2’);
Notify.addClickListener(
new ClickListener(){
...
});
top.addComponent(notify);
};
Fig. 4. Initialization of a dashboard object.
4.3 Manual method as a motivation
To show how the proposed automatic data collection feature simpiﬁes developers’
tasks, we ﬁrst provide a manual implementation of the same function. To this
end, we inserted data collecting features manually ourselves to speciﬁc places
in the original source code of the target application. Thus, this approach is an
intrusive one as it essentially changes the source code of the target application,
which is built by someone else.
First, we developed a class called DataLogger.java. This class was used for
two important tasks. On one hand, it included public method logButtonClick
and on the other hand it stored these button clicks to a SQL type of a container.
Button and ClickEvent objects were used as parameters for the method. It draws
information about the button and its context and then stores it to the aforemen-
tioned temporary container. This information could be of course stored in some
other way as well, but for our study case this was not seen important. However,
some storing options are discussed in the future work section. This class itself
was then included in the same java package with the target applications source
code ﬁles. Up until this point the target applications source code was not altered.
In the unobtrusive part, the whole source code of the target application was
then searched through to ﬁnd each and every place where a new button was
instantiated and added to the UI as seen in Figure 4. As with every button
there was also an instantiation of its ClickListener, we always inserted a call to
our logEvent method within this instantiation. In Figure 5, we provide a code
snippet that elaborates how this implementation was done.
Clearly, we only used one intrusive insertion to the application, the call to
method Logger.logEvent. However, even with this simple application, there were
a total of 33 of this kind of button instantiations in the target application, all of
which had to be extended with a similar call to our data logging method. While
33 insertions can be implemented once quite fast, the devil is in the complexity
that most likely starts to build up when such implementation process is repeated
for a while. Especially in a case where the target application is developed by a
diﬀerent person than the one implementing the usage data logging features, there
is always the risk of forgetting to add these logging features to all the necessary
final Button signin = new Button("Sign In");
signin.addClickListener(
new ClickListener() {
public void buttonClick(ClickEvent e) {
Logger.logEvent(signinEvent, e);
...
}
}
);
Fig. 5. Manual implementation of data collection.
places. Furthermore, even if a special script was developed to insert the logging
features automatically to speciﬁc places, one would have to be very careful in
developing such a script. Although this should reduce the risk of forgetting to
log a button at all, any possible extra calls to the data logging methods would
then again distort the data and its reliability as button clicks could be recorded
not just once but twice or trice and so on.
In the regard of data comparability the manual approach, qualities depend
greatly on the speciﬁc implementation. In this case study, our implementation
gathered data only straight from the context of the target application. This
included data types such as buttons caption, session id, and URI fragment. Al-
though having all the data coming from the Vaadin frameworks context creates
quite a reliable starting point for a further usage data analysis, target appli-
cation evolution and changes in for example buttons captions might lead to
inconsistencies in collected usage data.
In what comes to the ﬂexibility of the manual approach and usefulness of the
data it collects, we saw this approach performing understandably well. Making
the application log new kinds of data types was as easy as making it log the
ﬁrst types of data. Of course in a case with a larger-scale application this might
take more than a blink of an eye. However, the point in the ﬂexibility criterion
is to evaluate if the approach is able to collect also new kinds of data and the
manual approach certainly has that as an advantage. Similarly, it collects just
the types of data one wants and thus these data should be as useful as any.
5 Data Collection and Analysis Framework
To support usage data collection, we designed a framework where several already
existing techniques and tools are used (Figure 6). These key components are:
– AspectJ is used for creating an unobtrusive monitoring mechanism for the
target application.
– Fluentd (www.ﬂuentd.org) is used as the mechanism for uniﬁed data collec-
tion.
– Elasticsearch (www.elasticsearch.org/overview/elasticsearch) is used as a real-
time storage for ﬂexible searches.
– Kibana (www.elasticsearch.org/overview/kibana) is used for creating real-
time visualizations and analytics.
This stack that combines Fluentd, Elasticsearch, and Kibana can be considered
as an open source alternative to Splunk (www.splunk.com) log management
software.
Fig. 6. The Designed Framework for Unobtrusive Analytics.
5.1 Aspect-Oriented Usage Monitoring
The aspect-oriented approach to inserting additional features into existing ap-
plications is unobtrusive by nature. As already mentioned, we demonstrate this
facility by focusing on buttons. To this end, we wish to intervene in the exe-
cution every time a button is being added to a UI component (see Figure 4 in
Subsection 4.2). To attach a pointcut and a logging advice to such call, aspect
AddComponentListener was created as shown in Figure 7.
In this aspect, pointcut called addComponentCall deﬁnes that each time method
addComponent is called with a button as its parameter, the execution can be cut
public aspect AddComponentListener {
// Button clicks are stored in this container.
DataLogger dataCollector = new DataLogger();
// To be executed when a button is added to the layout.
pointcut addComponentCall(Button b):
call(* *.addComponent(*)) && args(bb);
// To be executed after a button has been added to layout.
after(final Button b):
addComponentCall(b) {
// Clicks are listened to with a basic Vaadin ClickListener.
b.addClickListener(
new Button.ClickListener() {
public void click(ClickEvent e) {
dataCollector.logEvent(b, e);
}
});
}
}
Fig. 7. Data collector aspect, its pointcut and advice.
for the corresponding advice part. This part will then deﬁne an additional click
listener. This is shown in Figure 8.
Fig. 8. Insertion of an additional click listener with an aspect.
Finally, a remark must be made regarding the degree of unobtrusiveness of
the approach. While the eﬀect of AspectJ code is unobtrusive to the underlying
target program, tooling is aﬀected by AspectJ. To begin with, for the build
process, a dependency to AspectJ must be inserted to the target application’s
project ﬁle. Additionally, the AspectJ tools must be included in the used IDE,
in our case Eclipse.
5.2 Collecting Data with Fluentd
Fluentd was implemented in quite a similar fashion as the AspectJ for monitoring
features. However, wherein AspectJ was used for unobtrusively monitoring the
usage, Fluentd was used for collecting usage data from the usage points deﬁned
with AspectJ. Thus, the core idea of Fluentd is to be the unifying layer between
diﬀerent types of log inputs and outputs. This is illustrated in Figure 9, in which
a box is a component and the arrows describe the data ﬂow.
Fig. 9. Architecture of Fluentd and its plugins. Image adapted from [ﬂu-
entd.org/architecture]
Figure 9 illustrates the architecture of Fluentd. Its various plugins for data
input make it easier to unify the logging layer of an application or even an
application ecosystem. There are a number of diﬀerent input plugins available
for several programming languages. In this study, we obviously used an input
plugin for Java applications. However, Fluentd supports inputs not only from
diﬀerent language applications but also from entirely diﬀerent kinds of inputs.
These include for example access and error logs from web servers and system
logs.
The concrete implementation of Fluentd into the target application required
that a Fluentd dependency was inserted into the source code of the target ap-
plication. This was done similarly as with the AspectJ facilities. Additionally,
we installed and ran Fluentd on the same machine with the target application.
As these requirements are met, the Fluentd process is able to receive the inputs
described in Figure 10. As described with the usage monitoring aspect in Figure
7, logButtonClick method is called whenever a button is clicked.
Similar to the input plugins of Fluentd, its plugins for storing data stan-
dardize that front. Depending on the use case, data can be stored in diﬀerent
formats for archiving and analysis, for example. In this study, we used Fluentd
for parsing the usage data into JSON and then forwarding them for analysis
in Elasticsearch. As seen in Figure 10, there were diﬀerent types of usage data
related to a button click, its context, and the button itself. These data were ﬁrst
public class DataLogger {
private static FluentLogger LOG =
FluentLogger.getLogger("button.click");
public void logButtonClick(Button b, ClickEvent event){
Map<String, Object> data = new HashMap<String, Object>();
data.put("Uri Fragment", Page.getCurrent().getUriFragment());
data.put("Page", Page.getCurrent().toString());
data.put("Button Caption", b.getCaption());
data.put("Button ID", b.getId());
...
data.put("Click X", event.getClientX());
data.put("Click Y", event.getClientY());
LOG.log("click", data);
}
}
Fig. 10. Collecting data from a Java application with Fluentd.
stored in a temporary Java Hashmap object but then forwarded to Fluentd for
its ﬁltering, buﬀering, and rerouting processes.
5.3 Elasticsearch and Kibana
In our study setup, we used Fluentd and Elasticsearch on the same localhost.
Fluentd sent the collected usage data to Elasticsearch, which stored them into
its document oriented database without any pre-conﬁgurations. As the data
was already formatted in JSON, the ﬁeld names were already there. This in
combination with the full-text search abilities made analyzing facilities easily
accessible. In addition, Elasticsearch supports real-time access to exploring the
stored data.
However, Elasticsearch is only storing the data and making it searchable.
Therefore, Kibana was used as a dashboard for displaying the data from Elas-
ticsearch. Through this dashboard, one can make queries and then visualize the
results in various diﬀerent forms. An example visualization is shown in Figure
11. In the visualization there is a pie chart illustrating how many times a speciﬁc
button has been clicked.
6 Discussion
To discuss our ﬁndings, we next revisit our research questions one by one. In
addition, we will also provide some directions for future research.
6.1 Research Questions Revisited
Based on our experiences with the proposed framework, we revisit the paper’s
questions as follows.
Fig. 11. Screenshot of a Kibana visualization.
RQ1: To what extent can a data collecting feature be implemented
without compromising the evolution of the target program? Aspect-
oriented approach to inserting additional features is quite unobtrusive by nature,
which is supported by the code snippets. Also in this case, the usage monitoring
facilities were inserted without changing the source code of the target appli-
cation. The only parts which needed some modiﬁcations were the dependency
addition to a build ﬁle and an insertion of an AspectJ ﬁle.
As these modiﬁcations were not altering the source code itself, the target
application’s evolution was not compromised nearly as much as with the manual
approach. In this sense, if the target application’s next version was to include
new buttons, the aspect-oriented monitoring would notice them just as they did
with all the rest. Therefore, the approach allows the target application to scale
in that way without any additional eﬀorts needed to include to the additional
buttons as new data collecting points.
However, if the target application was to be changed in the way its buttons
are instantiated, the aspect-oriented monitoring needs to be changed correspond-
ingly. Even in this kind of a case though, the modiﬁcation to the monitoring
pointcut would most likely have to be done only once.
RQ2: What types of data can be collected with the given approach?
With an aspect-oriented monitoring approach, pointcuts could be made on a
vast variety of diﬀerent points in the execution ﬂow. For instance, we could have
associated the pointcuts with the initialization of objects of a particular class, as
well as any other public method. The same goes for advices, which can contain
almost arbitrary code that is needed for monitoring.
Additionally, aspect-oriented techniques support various diﬀerent types of
data that can be collected. Software operation knowledge in general includes
information such as in-the-ﬁeld performance, quality and usage of software, and
knowledge of end-user experience, and end-user feedback, and to some extent
this is necessarily platform-speciﬁc. In our case, the Vaadin framework provides
an API to get such data directly from the platform. For instance, there are
straightforward methods to get information on timestamps, URI fragments, but-
ton captions, and so on. With such information, it is possible to gain knowledge
for example about the clickstream a user leaves behind, the average time they
spent on a speciﬁc page, or what kind of errors are logged the most.
All in all, the aspect-oriented approach provides us with the same ﬂexibility
in gathering diﬀerent types of data as the manual approach did. With such
arbitrary data types, the problems of analytics are more about asking the right
questions than getting enough data.
RQ3: How to connect the data collecting feature with an analysis
framework? Although collecting data can be done in most cases in a various
ways, further exploring and analyzing of data might turn out more diﬃcult.
The use of a standardized analysis framework might require the data to be in a
speciﬁc format. In this regard, the data logging tool’s ability to unify the data
it collects becomes important. In this study, Fluentd was used for collecting
data, and it also performed the unifying by turning the data into the JSON
format. This again was a format that the data storing solution supported and
the visualization tool had an access to. Thus, the data collection tool’s unifying
feature enabled us to form an end-to-end analytics framework starting from the
usage monitoring and peaking in the visualizations.
In circumstances such as these, general collection frameworks can provide a
way to standardize parts of the logging even if data inputs and outputs varied
from time to time. This becomes especially important when the aim is to combine
data from diﬀerent kinds of sources such as access, error and application logs.
6.2 Future Work
The work reported in this paper is only the very beginning of research regarding
using aspects as a tool for analyzing user interactions. As already pointed out,
at present we have a mechanism for collecting the data, and next challenge is
to ﬁgure out which part of the data is truly meaningful, and how should the
gathered data be used. Some of the directions for future work are listed below.
Extending the measurement point set. In addition to collecting straightfor-
ward data on user actions, broadening the focus to cover attributes such as
in-the-ﬁeld performance or end-user feedback can turn out as helpful opportu-
nities for various diﬀerent ﬁelds. For instance, a short user experience survey
could be injected as an aspect into a speciﬁc point of execution ﬂow, an error
log could be sent to developers when a system crashes, or a sorry-note could be
shown to the user in case of system performing under a speciﬁed level. Being
able to perform this in a non-intrusive fashion could improve user experience
considerably, with no risk to the future evolution of the system.
Experimenting with real-life apps. Obviously, the feasibility of the above data
collection approaches is domain dependent, and the type of the application as
well as the setup created for testing has an impact on whether or not operations
are oﬄine or real time. Therefore, experimenting the diﬀerent approaches with
real-life applications and developer needs forms an important part of future work.
Our present strategy is to execute these experiments together with Vaadin and
the associated developer community. In addition, once we reach a maturity level
where the analysis framework can be used in production use, we wish to study
how interaction data that has been automatically collected relates to user studies
executed in more conventional fashion.
7 Conclusions
Fueled by the opportunities provided by the web and associated tools, analytics
regarding the use of software applications have become a central aspect in soft-
ware development. The rationale is that data regarding the fashion a software
system is used helps in understanding the true needs of end users. This in turn
enables the design of more satisfying software applications, with improved perfor-
mance, simpliﬁed interactions, and superior user experience. However, gathering
data on real-life use of applications is sometimes diﬃcult, in particular when con-
sidering installable applications that cannot be easily updated remotely. More-
over, creating practical tools for analysis commonly requires application speciﬁc
attention.
In this paper, we are experimenting how analytics facilities similar to web
applications can be introduced to desktop and Rich Internet Applications writ-
ten in Java. To keep the application intact from analytics facilities, we are using
AspectJ as the implementation technique for introducing application-level mon-
itoring, which allows us to hook analytics facilities to user interface events in a
non-intrusive fashion. As for analysis, we are using an already existing tool set,
where open source systems play a key role. The implementation we have created
is concise, and it can be easily generalized to other applications if needed.
Based on our experiences reported in this paper, we ﬁnd aspects a technique
that is well-suited for creating data extraction features for already existing ap-
plications. In particular, given that the applications follow certain conventions,
it appears to be relatively straightforward to create join points that are easily
repeatable. Since we wish to track user actions, starting with user interface wid-
gets is the natural starting point and almost all user interaction mechanisms in
modern programs follow certain patterns, we believe that the results we have ob-
tained can be generalized to many other environments, too. Moreover, already
existing analysis tools provide support for ﬁltering, analysing and visualizing
data at real-time.
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Abstract—Software development methods are shifting towards
faster deployments and closer to the end users. Their ever
tighter engagement of end-users also requires new technologies
for gathering feedback from those users. At the same time,
widespread Internet connectivity of different application envi-
ronments is enabling the collection of this post-deployment data
also from sources other than traditional web and mobile software.
However, the sheer number of different alternatives of collecting
technologies makes the selection a complicated process in itself.
In this paper, we describe the process of data-driven software
development and study the challenges organizations face when
they want to start guiding their development towards it. From
these challenges, we extract evaluation criteria for technological
approaches to usage data collecting. We list such approaches
and evaluate them using the extracted criteria. Using a design
science approach, we reﬁne the evaluation criteria to a selection
framework that can help practitioners in ﬁnding a suitable
technological approach for automated collecting of usage data.
I. INTRODUCTION
One of the clear trends in the ﬁeld of software development
has been the ever tighter engagement of the end-users to the
software development process. For example, methods such as
Lean Startup [1] are dependent on more and more rapid feed-
back cycles. As described in a more general level in [2], the
shift from Agile processes towards Continuous Deployment
and experiment systems requires faster ways to validate the
developed software than is possible with traditional communi-
cation methods, such as face to face conversations with end-
users.
As these new methods are emerging, the whole software
development process can be rearranged. In the aforementioned
experiment systems for example, the deployment of software is
not the end of the road for development efforts, but more of an
initial step to start collecting data on user needs and then ﬁne-
tune the software [2]. With such approach, post-deployment
data is ﬁrst collected and then used for guiding the software
development making the development process data-driven.
First and foremost this post-deployment data, such as data
about how the system is used (i.e. usage data), has been
used for guiding software development in environments like
web and mobile development. In these contexts, constant
connectivity – an important enabler for usage data collection
– is the norm. However, breakthroughs of cloud software and
Software-as-a-Service model, and the fact that most appli-
cations and platforms are Internet connected to begin with,
are extending the use of data collection to a wider range of
applications.
As this range of potential target applications, or programs
whose usage data can be collected from, is getting wider, we
are left with the challenge of ﬁnding the right technologi-
cal approach for usage data collecting in the varying target
application environments and cases. For example, manually
adding code to target applications for logging purposes can
be a straightforward option for developers in simple cases on
one hand. But on the other hand, there are also different kinds
of standardized tools and various approaches that among other
things can automate this instrumentation or at least some parts
of it.
To address this, we study what kind of challenges organi-
zations face when they are starting the usage data collecting.
Literature reviews along with a case study in an international
telecommunication organization are used for ﬁnding these
challenges, and they are extracted into evaluation criteria for
data collecting technologies. We then describe several options
for the automatic usage data collecting and evaluate them with
the formed criteria. After this, we reﬁne the criteria and the
evaluated technological approaches into a selection framework
that should help practitioners choose the suitable technologies.
The main research problem is how to select the right
technological approach for automated collecting of usage
data?. To address this, we derive two research questions from
the main problem as follows.
• RQ1: How to evaluate different technological approaches
for automated collecting of usage data?
• RQ2: What kind of technological approaches are there
for the automated collecting of usage data?
The rest of the paper is structured as follows. In Section
II, we take a look at the context of data-driven software
development. Additionally, we go through the appropriate
literature to ﬁnd out challenges in automatic collecting of post-
deployment data. Section III explains the formed evaluation
criteria, and in Section IV we use the criteria to evaluate
several technological approaches to usage data collecting. In
Section V we derive a selection framework from the evaluation
criteria and the technological approaches. In Section VI we
draw some ﬁnal conclusions.
II. BACKGROUND
The background of this paper is two-fold. First, we address
data-driven software development. Then, we introduce theDOI reference number: 10.18293/SEKE2016-186
challenges of automatic usage data collecting.
A. Data-Driven Software Development
As presented in [2], companies typically evolve their soft-
ware development processes by climbing the Stairway to
Heaven (StH). StH describes the shift from traditional water-
fall development towards continuous deployment of software.
The steps to be taken in the proposed chronological order
are Traditional Development, Agile R&D Organization, Con-
tinuous Integration, Continuous Deployment, and the model
ends up with R&D as an Experiment System. With each step,
software development is becoming faster in the sense that it
produces new releases of software ever more quickly. In the
scope of this paper, the last phase is especially interesting as
climbing the last step requires a fast-track of information from
customers back to the development organization.
However, feedback gathering from customers is often slow,
and sufﬁcient mechanisms for it are missing. This can result
in opinion-based development decisions. To ease the climb
to the ﬁnal step and make development more data-driven,
Olsson & Bosch have developed the HYPEX model, i.e.
Hypothesis Experiment Data-Driven Development [3]. In this
model, Minimal Viable Features (MVF) are implemented and
their expected behavior is described. A feature is implemented
over many iterations and so the ﬁrst 10% to 20% of its
functionality is called an MVF. The deployed MVF is always
instrumented to collect data on its use by customers, and this
data is then compared with the initial descriptions of how the
development organization thought that it would be used. Based
on this Gap Analysis, the developers then either ﬁnalize or
abandon the feature, or iterate the experimentation over again
with a different hypothesis.
Such process has a lot in common with the Build-Measure-
Learn loop (BML-loop) described in [1].Compared to the
HYPEX model, the BML loop has many similarities and main
differences are in the abstraction level. The BML loop is meant
to validate the business feasibility of the product through the
use of Minimum Viable Products (MVP). During each turn of
the BML-loop a product hypothesis is formed and measurable
metrics are linked to the hypothesis. The MVP is then built
and the metrics are measured. Based on the outcomes of this
data, the decision is made if the product development should
be continued or another product hypothesis should be tested
based on the experiences learned from the MVP.
As described above, both the HYPEX model and the BML-
loop are data-driven approaches to software development.
Software Analytics, as laid out in [4], highlights this use of
data as well. However, this paradigm of analytics points out
speciﬁcally the different types of analyses that are needed for
turning the measured data into insights and eventually into
development decisions. These are depicted in Figure 1. The
model originates from the ﬁeld of web analytics, but as its
generality seems broad and with its experimental approach it
should suit organizations well as a guidance in the R&D as
an Experiment System phase of StH.
Fig. 1. Paradigm of Analytics (adapted from [4]).
All the aforementioned models include the phases of plan-
ning the data collecting, collecting the data, and analyzing the
results to make decisions and iterating the process over again.
In this sense, data-driven software development can be seen as
an overarching term that typically consists of similar phases.
To get a concrete deﬁnition from a technology standpoint and
in the scope of this paper, we have formulated Data-Driven
Software Development as an iterative process as follows.
1) Planning of the data collection. The goals of the analysis
need to be known and the monitored applications and
features should be selected based on them. The required
resources, customer and user permissions and legal
aspects of data collection need to be checked as well.
2) Deployment of data collection. The infrastructure of
technical means to track the applications and collect
post-deployment data needs to be installed.
3) Monitoring of the applications. The technical means can
be internal to the application but also external - depend-
ing on the used run-time and platform technologies.
4) Picking up the relevant data. Monitoring should be
conﬁgured to pick the data that is seen useful for the
planned data collection and analysis.
5) Pre-processing – ﬁltering and formatting – the data.
The collected data is typically transferred to a remote
location, but is typically ﬁltered and formatted before
sending to save resources.
6) Sending and/or saving the data. For effective analysis
the data needs to be collected from long enough period
and it needs to be available for the people working
on the analysis. Often this means that hosting of the
data storage is different from the applications. Thus,
the system should transfer the data to storage either by
means of continuous streaming or by saving it ﬁrst to
local cache and sending bigger amounts of data at the
same time.
7) Cleaning and uniﬁcation of the data. This process com-
pletes the work done by pre-processing described earlier
but is necessary especially if data is ﬂowing from various
different sources.
8) Storing the data. Typically some database is used for
storing the data.
9) Visualizations and analysis. A tools set helps stakehold-
ers to ask ”what” and ”how much” questions and to
make conclusions.
10) Decision making. The results should lead to actionable
decision for example on: new software development,
user training, or marketing actions.
In this process, data collecting consists of phases 2-6.
B. Challenges of Automatic Usage Data Collecting
Fabijan et al. have described the challenges and limitations
of customer feedback and data collection techniques in their
literature review of software R&D [5]. The scope of their
literature review included also manual and qualitative tech-
niques such as interviews and observations, but the sources and
challenges concerning automatic usage data collecting from
the software product itself were as listed below.
• Incident reports: Available only after an incident.
• Beta testing: Only partially developed interfaces and
functionality.
• Operational and event data: Security issues when such
data is transmitted, potentially high amounts of data.
• A/B testing: Potentially confusing for customers when
exposed to different versions.
Similarly, Sauvola et al. [6] described feedback gathering
and its challenges as a part of software development com-
panies’ R&D efforts. Although their multiple-case study in-
volved also many more feedback types than the automatically
collected usage data, their descriptions of the cases implied
various related challenges. We understood these as follows.
• Permission checks. The authors point out that in some
speciﬁc domains the automated data collection from end-
users is highly regulated and thus not executed at all.
• Various sources of feedback. Consolidating the feedback
coming from various customers was seen as a challenge,
and its processing relied heavily on its user’s competence.
• Only incident reports available. Feedback was only
gathered for troubleshooting purposes and not e.g. for
improving existing products.
• Systematic implementations are missing. Although some
mechanisms are in place to collect feedback and even
product data, their implementations lack the systematic
approach.
• Difﬁculties to store, analyze, and integrate. Even if
feedback was gathered in most of the case companies,
they reported having issues in storing, analyzing and
integrating it back to the developers’ processes.
• Data availability and transparency. The information
about the collected data types as well as who and for
what was it used was difﬁcult to spread around the case
companies. A reason for this, for example, was that the
different parts of the development organization can see
the data collecting as a risk as its use for new product
development can cannibalize the current product markets.
• Channels are not working. As no systematic and
organization-wide ways of feedback collecting were
present, the feedback gathered in one place was regarded
useless although it could have been in high value in the
next place.
III. EVALUATION CRITERIA FOR USAGE DATA
COLLECTING APPROACHES
The challenges of usage data collecting are now extracted
into evaluation criteria, which are ﬁne-tuned based on the
discussions with the case company. The challenges and limita-
tions of usage data collecting can be consolidated as follows:
• The amount of use cases for the collected data. The
number of use cases can be either too low or too
high. Although there could be various uses for the same
collected data, it might be used blindly to serve only
a single purpose. On the other hand, the whole data
collecting can face the critical challenge of trying to serve
so many purposes and people that in the end it performs
sufﬁciently to none of them.
• The timeliness of the collected data. Depending on the
intended use, the timeliness of the data can form limita-
tions to the collecting approach as well as to the source of
data. For example, incident reports can be available only
after incidents happen, and thus the use of such source
has its natural challenges.
• Continuous confusion for the users. As mentioned, one
of the well-known practices in the ﬁeld of web develop-
ment is A/B testing. Its implementation needs carefully
planning, though. The more continuous the collecting is,
the higher the risk of continuously introducing partially
developed interfaces and functionality to users, who can
ﬁnd this troubling after a while. In addition, the collecting
can affect the performance of the system.
• Laws, regulations, and permissions. Especially when the
same data collecting approach is to be used in various
different domains and countries, the related laws and
regulations are going to be different for each situation.
These checks for the data collection’s legality take dif-
ferent amounts of time in each case thus enabling the
data collecting in different cases at different times.
• Privacy and security. In addition to the overall permis-
sion checks, the security and privacy issues need to be
addressed sufﬁciently by the collecting approach.
• Various sources for the data collecting. A high amount
of sources creates a twofold challenge. The uniﬁcation of
the different types of data has to happen in a phase of its
own (cf. phase 7 in Section II-A), or then the analyzer
(cf. phase 9) has to have the capabilities to present and
process the different types of data.
• Lack of a systematic approach to collecting. If a system-
atic approach is missing for the collecting, it is obvious
that each phase of the data-driven software development
is going to present new difﬁculties and challenges (e.g.
difﬁculties to store, analyze, integrate etc.). These might
be different in each case and they depend on the involved
persons and their capabilities.
• Availability, transparency, and usability of the collected
data. Even if the organization had ﬁrst decided on what
kind of things they want to use the collected data, there
are challenges also in how to make the data available,
attractive, and usable for the right people. Thus, both the
channels for distributing but also the tools for example
for visualizing it (i.e. make the data usable) have to be
sufﬁcient enough for the selected audience.
We also analyzed these challenges from the perspective of
the case company and used them as the basis of designing the
evaluation criteria of usage data collecting approaches. The
organization listed the challenges they felt were related to their
case after discussing the overall topic of usage data collecting
with us. Although each of the challenges they listed was found
already from the list above, their descriptions of the challenges
bring understanding to a more concrete level, which we try to
emphasize with the examples linked to each criterion.
• Timeliness. When can the data be available? Does it have
a support for real-time?
• Targets. Who should beneﬁt from the data? What is the
intended use? Does the approach support many targets?
Does it produce different types of data or only one? ”Do
we want results for troubleshooting or for new product
development?”
• Effort level. What kind of a work effort is needed from
the developers to implement the approach. ”How does the
selected technology affect the production code? What is
the work effort needed for the implementation?”
• Overhead. What kind of drawbacks are acceptable? ”How
does the collecting approach affect the implementation
environment, e.g. downtime and performance?”
• Sources. What sources of data can be used? Does the ap-
proach support many source platforms? ”Different kinds
of technological environments – Where to focus our
implementation efforts?”
• Conﬁgurability. How conﬁgurable the technological ap-
proach is? Can the collecting be switched on and off
easily? Can it change between different types of data to
collect? ”Is the collecting easy to switch on and off? Is
the approach producing data in the right level of details?”
• Security. Can the organization who developed the collect-
ing technology be trusted with the collected data? Is the
data automatically stored by the same organization?
• Reuse. How can the technology be reused? Is it always a
one-time solution or can it be reused as it is straightfor-
wardly with another target application?
IV. TECHNOLOGICAL APPROACHES FOR USAGE DATA
COLLECTION
Next, we will go through a few technological approaches for
the automated collecting of usage data. The abstract viewpoint
is selected to not get stuck with the speciﬁc tools that happen
to be around in 2016. Rather, the goal is to gain deeper
understanding in how such tools and possible approaches work
and how that is reﬂected in selecting them.
A. Manual Implementation
In the manual implementation the developer adds extra
statements to the relevant locations of the software. On one
hand, this highlights the ﬂexibility of the approach – it does
not limit the timeliness, targets, sources, or security in any
way. On the other hand, adoption to new targets and sources
would require signiﬁcant rework making the reuse practically
impossible. However, if additional functionalities such as run-
time ﬂags are added to the statements, switching the collecting
on and off becomes signiﬁcantly easier. This increasing con-
ﬁgurability correspondingly increases the already high level
of work effort needed for the implementation though. As a
beneﬁt, the approach almost guides the developer to collect
data only from the intended sources, minimizing the overhead
to the performance and of irrelevant data.
To conclude, there are only few real limitations with this
approach. The needed work effort is high though, so e.g. if
the code base is vast the approach can be come inappropriate.
Therefore, we conclude that the approach is best suited either
for the ﬁrst few try outs with data collecting or for cases where
the target and the source are particularly well focused.
B. Automatic Instrumenting with a Separate Tool
There are multiple tools, e.g. GEMS [7], that can automati-
cally instrument the code for various data logging, quality as-
surance and performance monitoring purposes. This approach
frees the programmers from the manual work and reduces
the probability for errors lowering the effort signiﬁcantly.
Similarly, the reuse possibilities of the data collection should
be high with automated tools since they are developed to work
with different target applications in the ﬁrst place.
However, the automatic tools are typically focused on only
one type of source or target. Therefore, the overhead is likely
to grow rapidly as the source cannot be set as speciﬁcally as
with the manual approach. There are exceptions to this as well,
and for example the framework presented in [8] balances its
monitoring coverage with overhead automatically. Although
these problems in general can be reduced by using highly
conﬁgurable instrumentation tools when available, these crite-
ria, along with security and timeliness, are almost completely
intertwined with the speciﬁc tool selected. This highlights
the inﬂexibility of the technological approach. The ideal case
for this approach could be one with high importance in low
implementation effort, such as a case with a huge code base,
and with targets that need monitoring from the whole target
application or even from many similarly developed target
applications.
C. Aspect-Oriented Approach
Aspect-oriented approach is something of a mixture from
the automatic instrumentation and the manual implementation.
The research presented in [9] and [10] use aspect-oriented
programming as a tool for code instrumentation. Further
on, the use of aspect-oriented programming for usage data
collection has been proposed in [11]. Additionally, in [12]
the separation of similar monitoring code from the actual
system code is highlighted, which could perhaps respond to
the challenge of various data sources.
One important beneﬁt of aspect-orientation is its expressive
power. While automatic instrumentation is typically triggered
by entering (or leaving) a function, the aspects can include
more complex conditions for executing the data collection
code. Aspect-based instrumentation allows the instrumentation
to be system and application speciﬁc, which focus the col-
lecting better on the relevant targets. This should also lead to
optimized balance between the additional overhead and quality
of the data.
The expressive power of AOP makes the approach similar to
the manual implementation in its ﬂexibility to create solutions
that can be optimized by their timeliness, conﬁgurability, and
security to suit any situation. On the other hand, the work
effort needed for the implementation is not as high since the
instrumentation is automated. However, learning to use AOP
surely takes its toll if the developer is not familiar with the
paradigm otherwise.
From the perspective of reuse, the aspect-oriented approach
has both its limitations as well as beneﬁts. If the different
target applications are developed in such a similar fashion
that the targeted data collecting places use the same syntax,
the reuse should be very straightforward. Obviously, this sets
a strict limitation to the reuse. On a more general level,
the approach is depended on an available AOP library for
the speciﬁc target application’s programming language. If
the language changes between the sources, i.e. the target
applications, the reuse becomes much more difﬁcult. This
approach suits particularly well cases which need the same
kind of system wide monitoring as the tool instrumentation’s
ideal case, but which at the same time require more ﬂexibility
from the collecting. An available AOP library for the case’s
programming language is obviously a critical limitation.
D. Alternative Implementation of a UI Library
An alternative implementation of a user-interface (UI) li-
brary can be set to automatically collect usage data. Because
the user interaction is usually implemented with standard
UI libraries, their components can be altered so that they
include the collection of usage data within them. Similarly to
automatic instrumentation, this approach frees the developers
from the repetitive implementation efforts. Correspondingly,
the issues are similar as well – data is easily collected also
from unnecessary sources causing extra performance overhead
and difﬁculties to the analysis phase. Although usage data is
mainly linked to the UI and the types of data a UI library
includes, some targets need integration with data types that
are beyond the reach from these altered UI libraries.
On a more positive note, the approach has no limitations
to the security or timeliness, and the conﬁgurability can be
increased much like in the manual approach. As a matter of
fact, this can be even easier if a differently altered UI library
is deployed according to each requirements of a new case.
The reuse of the implementations with this approach can be
TABLE I
SUMMARY OF THE TECHNOLOGICAL APPROACH EVALUATIONS.
Technologies
Criteria Man.ins. Tool ins. AOP UI E.E.
Timeliness + - + + -
Targets + - + - -
Effort - + + + +
Overhead + - + - -
Sources + - - - -
Conﬁg. + - + + -
Security + - + + -
Reuse - + - - +
extremely easy, but new versions of the standard UI libraries
create great issues as well.
E. Execution Environment
The data collection can also be done by the environment
without any modiﬁcation to the application. For languages like
Java and JavaScript the virtual machine is an execution envi-
ronment where method and function calls can be monitored
by instrumenting critical places. One example of such systems
is Patina [13] where the user input like cursor movements and
key-presses are monitored. In these approaches, the implemen-
tation effort is often low, but the produced data requires a
lot of post processing and there may signiﬁcant performance
penalties since it will reduce possibilities for advanced just-
in-time compilation.
This approach often has a limited set sources and targets,
but within that limited scope reuse is good. Similar to the
automatic instrumentation tools, the conﬁgurability, security,
and timeliness of the approach are intertwined heavily with
the speciﬁc implementation, i.e. tool, that is implemented.
V. SELECTION FRAMEWORK FOR AUTOMATED USAGE
DATA COLLECTING TECHNOLOGIES
We have summarized the evaluations of the technological
approaches into the basis of the selection framework, i.e. Table
I, giving each approach either a plus if it has a positive impact
or if it does not restrict the implementation. An approach is
marked with a minus sign if it limits the selection or the use
of a data collecting implementation according to each criteria.
The ﬁrst thing to do when selecting a technological ap-
proach to usage data collecting, is to rapidly explore the
case to get a grasp of the most critical limitations to the
technological approaches. These include things such as the
size of the code base, availability of automated tools and AOP
libraries for the target application’s language and platform, and
access to the UI libraries and execution environments.
If any critical limitations are faced, the next step is to reject
the unsuitable approaches accordingly. For example, if there
are many security issues related to the data being collected or
if data needs to be sent in real-time, the 3rd party tools used in
approaches B and E might have critical limitations that cannot
be avoided.
The following step is to prioritize the evaluation criteria.
In addition to the explored case information, one should ﬁnd
Fig. 2. Selection Framework for Technological Approaches.
out the goals different stakeholders have for the usage data
collecting as these can have a major impact on the approach
selection. If the goals are clearly stated, and the aim is e.g. to
simply ﬁnd out which of two buttons is used the most, manual
instrumentation can work sufﬁciently. However, if the goal is
stated anything like ”to get an overall view of how the system
is used” or if the goal is not stated at all, the more automated
and more conﬁgurable approaches most likely become more
appealing. Therefore, one of the most crucial things to ﬁnd
out in this step is to understand what different stakeholders
want to accomplish with the collected data.
After this, the ﬁnal step is to evaluate the remaining
approaches. The plus and minus signs used in Table I work
as guidelines in this, but their emphasis obviously varies on a
case to case basis. To summarize, the selection framework is
illustrated in Figure 2.
The further evaluation of how the selection framework
performs is clear choice for future work. The setting with the
case company is interesting for them, but it is attractive also
academically as it provides an environment to study the ”full-
stack” that will be needed for the whole data-driven software
development process in the end.
VI. CONCLUSIONS
In this paper, the main research problem was how to select
the right technological approach for automated collecting
of usage data. Literature reviews were performed to gain
understanding of the context of the collecting processes and
its challenges. These helped us form evaluation criteria for
the technological approaches. We then described different ap-
proaches and evaluated them with the aforementioned criteria,
which were then reﬁned into the selection framework.
To summarize, the main contributions of this paper included
literature reviews of the data-driven software development
and of the challenges of collecting usage data, forming the
evaluation criteria based on the studied challenges, descrip-
tion and evaluation of different technological approaches,
and designing the selection framework for the technological
approaches. The selecting of data collecting technologies is not
a straightforward challenge but it needs to be addressed each
time an organization wants to start the data-driven software
development. Obviously, various contemporary tool evalua-
tions are available both in academic literature and especially
in practitioner publications, e.g. blogs. However, the abstract
perspective of this study to the technological approaches rather
than today’s tools should be valuable also in the long run.
Finally, the criteria described in this paper gives practi-
tioners a good basis for the evaluation, but it works only as
a guideline and case speciﬁc variations account heavily on
the actual decisions. However, it provides them with a well-
considered starting point in their journey towards ever more
data-driven decision making.
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Abstract. Today, software teams can deploy new software versions to
users at an increasing speed – even continuously. Although this has en-
abled faster responding to changing customer needs than ever before,
the speed of automated customer feedback gathering has not yet blos-
somed out at the same level. For these purposes, the automated collecting
of quantitative data about how users interact with systems can provide
software teams with an interesting alternative. When starting such a pro-
cess, however, teams are faced immediately with diﬃcult decision mak-
ing: What kind of technique should be used for collecting user-interaction
data? In this paper, we describe the reasons for choosing speciﬁc collect-
ing techniques in three cases and reﬁne a previously designed selection
framework based on their data. The study is a part of on-going design
science research and was conducted using case study methods. A few dis-
tinct criteria which practitioners valued the most arose from the results.
Key words: agile software development, user-interaction data, multiple
case study, software data collecting
1 Introduction
In the last few years, the world has witnessed a tremendous progress in the
ways software is developed with. On one hand, this has already beneﬁted both
customers and vendors by improving productivity, product quality, and customer
satisfaction [1]. On the other hand, the acceleration of release velocity has been
such a strong focus point, that the evolution of the means of understanding user
wants and needs could not have kept up the pace. For example, Ma¨kinen et al. [2]
describe that customer data analytics are still used sparingly. Similarly, research
related to the techniques of automatic collecting of post-deployment data and
its use to support decisions still seems to be in its infancy [3]. This feels partly
unfortunate, because agile software development has always had the intention
of faster responding to changing customer requirements – and to achieve this,
both rapid releasing and rapid understanding of customers are needed.
Addressing this, one of the promising solutions is to track users in the user-
interface level, then analyze that data to understand how they use the software,
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and ﬁnally make decisions based on the analysis [4]. To start such a process,
the ﬁrst thing to do is to select a collecting technique that is suitable for the
case. There are many restrictions to this, however, and these make the selecting
a rather problematic task. Therefore, guidelines for evaluating and selecting a
suitable collecting technique are needed. In our previous work [5], we have de-
signed such a selection framework, which should serve as a guideline and help
practitioners in these tasks. The objective of this study is to evaluate and reﬁne
that selection framework.
In this paper, we describe the reasons for choosing speciﬁc collecting tech-
niques in three diﬀerent case contexts and evaluate and reﬁne the previously
presented selection framework based on their data. The study is a part of on-
going design science research in which we have already designed the selection
framework. This part uses the case study method to evaluate and reﬁne the
previous design and explore its contexts. Speciﬁcally, we address the research
question:
– What reasons software teams have for selecting a speciﬁc technique
for user-interaction data collecting?
To answer this overarching research question, we have derived two sub-questions.
Firstly, the process of choosing a collecting technology will be explained. Sec-
ondly, we try to ﬁnd out if some of the criteria we presented in our previous
work are more signiﬁcant than others or if there are completely other and more
relevant reasons for choosing the technologies. The sub-questions for the study
are declared as follows:
1. How were the collecting techniques selected in each case?
2. What kind of criteria for choosing a certain technique were the
most signiﬁcant in each case?
The rest of the paper is structured as follows. In Section 2, we present the
background of the study, namely the selection framework which consists of selec-
tion criteria and a process. In Section 3, we explain how and why we used case
study methods and describe the cases involved. In Section 4, we describe the
process and criteria for choosing a speciﬁc technique for user-interaction data
collecting in each case. In Section 5, we discuss those results to evaluate and
reﬁne the selection framework and in Section 6 we present the ﬁnal conclusions
of the study.
2 Background
To the best of our knowledge, related work for selecting techniques for user-
interaction data is very limited. For example, a recently published systematic
mapping study by Rodriguez et al. [6] identiﬁed the analysis of why certain tech-
nologies for monitoring post-deployment user behavior are selected over other
similar existing solutions as a concrete opportunity for future work. However
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as a background for this study, we revisit the basics of the previously designed
selection framework for user-interaction data collecting techniques.
The selection framework forms the basis for this study, as our goal is to
evaluate the framework and reﬁne it where necessary. It consists of a set of
selection criteria and a process for the selecting. In addition, we introduce dif-
ferent techniques for user-interaction data collecting. These techniques and their
evaluations are presented in a more detailed manner in [5]. They are mentioned
nonetheless here for an overlook to the diﬀerent alternatives that software teams
have when they start collecting user-interaction data and for demonstrating the
criteria part of the selection framework.
2.1 Selection Framework for a Collecting Technique
Criteria The selection framework guides software teams to evaluate user-
interaction data collecting techniques in terms of the technique’s timeliness,
targets, eﬀort level, overhead, sources, conﬁgurability, security, and reuse. In the
following list, each criterion is described by demonstrative questions which could
be asked as a team evaluates collecting techniques.
– Timeliness. When can the data be available? Does it have a support for real-
time?
– Targets. Who should beneﬁt from the data? What is the intended use? Does
it support many targets? Does it produce diﬀerent types of data?
– Eﬀort level. What kind of a work eﬀort is needed from the developers to
implement the technique?
– Overhead. How does it aﬀect performance, e.g. system response time to user-
interactions?
– Sources. Does it support many source platforms?
– Conﬁgurability. Can the collecting be switched on and oﬀ easily? Can it change
between diﬀerent types of data to collect?
– Security. Can the organization who developed the collecting technology be
trusted with the collected data? Is the data automatically stored by the same
organization?
– Reuse. Is the collecting always a one-time solution or can it be reused easily?
Process The ﬁrst thing to do when selecting a technique for user-interaction
data collecting, is to rapidly explore the case to get a grasp of the most criti-
cal technical limitations. These include things such as the size of the code base,
availability of automated tools and AOP libraries for the target application’s
language and platform, and access to the UI libraries and execution environ-
ments.
If any critical limitations are faced, the next step is to reject the unsuitable
techniques accordingly. For example, if there are many security issues related
to the data being collected or if data needs to be sent in real-time, collecting
techniques using 3rd party tools might have critical limitations that cannot be
avoided resulting in the rejection of the technique.
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Fig. 1. Selection Framework for User-Interaction Data Collecting Techniques.
The following step is to prioritize the evaluation criteria. In addition to
the explored case information, one should ﬁnd out the goals diﬀerent stakeholders
have for the usage data collecting as these can have a major impact on the
approach selection. If the goals are clearly stated, and the aim is e.g. to simply
ﬁnd out which of two buttons is used the most, manual instrumentation can work
suﬃciently. However, if the goal is stated anything like ”to get an overall view of
how the system is used” or if the goal is not stated at all, the more automated and
more conﬁgurable approaches most likely become more appealing. Therefore, one
of the most crucial things to ﬁnd out in this step is to understand what diﬀerent
stakeholders want to accomplish with the collected data.
After this, the ﬁnal step is to evaluate the remaining approaches. The
plus and minus signs used in Table 1 work as guidelines in this, but their emphasis
obviously varies on a case to case basis. To summarize, the selection framework
is illustrated in Figure 1.
2.2 Techniques for User-Interaction Data Collecting
Firstly, inmanual instrumentation (Manual) developer adds extra statements
to the relevant locations of the software. On one hand, this highlights the ﬂex-
ibility of the technique but on the other, adoption to new targets and sources
would require signiﬁcant rework making reuse practically impossible.
Secondly, there are multiple tools for automated instrumentation (Tools)
of the code, e.g. GEMS [7], for various data logging, quality assurance and per-
formance monitoring purposes. This technique frees the programmers from the
manual work and reduces the probability for errors lowering the eﬀort signiﬁ-
cantly.
Thirdly in between of the above techniques, aspect-oriented program-
ming approach (AOP) is something of a mixture from the two. The research
presented e.g. in [8] and [9] use aspect-oriented programming as a tool for code
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Table 1. Summary of the technique evaluations.
Techniques
Criteria Manual Tools AOP UI Lib. E.E.
Timeliness + - + + -
Targets + - + - -
Eﬀort - + + + +
Overhead + - + - -
Sources + - - - -
Conﬁgurability + - + + -
Security + - + + -
Reuse - + - - +
+ = Supports selecting
- = Technique has limitations
instrumentation. Aspect-based instrumentation allows the instrumentation to
be system and application speciﬁc, which focuses the collecting better on the
relevant targets.
Fourthly, an alternative implementation of a user-interface library
(UI Lib.) can be set to automatically collect user-interaction data. Because user-
interaction is usually implemented with standard UI libraries, their components
can be altered so that they include the collection of user-interaction data within
them. Finally, the data collection can also be integrated into the environment
without modiﬁcations to the original application. For languages like Java and
JavaScript the virtual machine is an execution environment (E.E.) where
method and function calls can be monitored by instrumenting critical places.
We have summarized the evaluations of diﬀerent collecting techniques for
the basis of the selection framework, i.e. Table 1, giving each technique either a
plus if it has a positive impact or if it does not have restrictions in terms of the
criterion. A technique is marked with a minus sign if it limits the selection or
the use of a data collecting implementation according to a criterion.
3 Research Approach
The study was conducted using case study methodology. It allowed us to ex-
plore and describe the case speciﬁc situations and their circumstances related
to the selection framework from deeper and more insightful viewpoints than if
a research method with set variables had been used. Case study investigates
contemporary phenomena in their real-life context [10], and this suited the pur-
poses of the study well. The study is a part of on-going research eﬀort, where
we design, evaluate, and diﬀuse the selection framework by design science guide-
lines presented in [11] and with the process presented in [12]. The design science
method of the underlying research eﬀort aﬀected this study as well especially in
how actively the researchers had to take part in the cases. This participation was
6 Sampo Suonsyrja¨
obviously required because the automated collecting of user-interaction data and
its use for software development was still an unknown area for each of the case
organizations. Moreover, the researchers had a substantial expertise considering
the designed selection framework.
3.1 Explanatory Case Study
The selection framework, as presented in [5], includes predetermined criteria
for evaluating the collecting technologies. These criteria could have been used
straightforwardly as variables of a study with more experimental setting. How-
ever, the criteria have been derived from a literature survey and from only one
case study. Therefore, we acknowledge that there can be other criteria that aﬀect
the selection as well, and perhaps with a greater impact. To allow the inclusion
of these other possible factors into the selection framework, we have chosen to
use speciﬁcally multiple case study method and gather data from three diﬀerent
cases.
This study uses explanatory case study methodology because its aim is at
ﬁnding the reasons why software teams choose a speciﬁc collecting technology.
The results of this explanatory case study are used for evaluating and reﬁning the
designed selection framework where necessary. Runeson & Ho¨st [13] have cate-
gorized case studies by their purposes into exploratory, descriptive, explanatory,
and improving. Since explanatory case studies are ”...seeking an explanation
of a situation or a problem, mostly but not necessary in the form of a causal
relationship”, their aims are well-suited for the study.
Case Selection Given the purpose of the studied selection framework, its po-
tential users are mainly software teams that are only beginning to collect user-
interaction data. This limited the potential cases for this study to software teams
that had not yet selected a technique for user-interaction data collecting but were
still willing to try such collecting out. Clearly, the selected cases had to be open
enough that publishing the results reliably was possible and also accessible in
the ﬁrst place for the ﬁrst author to do the research with them.
Similarly, the number of the cases selected for the study was aﬀected by
the fact that the ﬁrst author had to spend considerable eﬀort in each case. As
suitable software teams for this study had not tried out user-interaction data
collecting or explored its techniques, the ﬁrst author had to have access to a
potential software team to tell about the possibilities of such data collecting and
initiate these tasks. All of these limited the number of selectable cases to few,
and ﬁnally three software teams were selected for the study.
Data Collection The data was gathered from February to December 2016.
Main parts of the data consist of meeting notes written down by the ﬁrst au-
thor of this paper. Workshop type of meetings were held in each of the cases.
Since collecting user-interaction data was a novelty for each participating soft-
ware team, simple interviewing would not have worked. Rather, the meetings
were organized as workshops where the ﬁrst author motivated the software team
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to try out user-interaction data collecting and described the diﬀerent possible
techniques for doing so. In addition to the data gathered in meetings, the ﬁrst
author had designated work desks in the same rooms where the software teams
were working in cases A and B. Therefore, data was also gathered by observation
and by participating in informal meetings. However, these data were only used
for verifying some of the previously collected meeting note data, such as how
many standup meetings a team have in a week. Although these observational
data were not collected in a formal fashion, for the ﬁrst author it improves the
reliability of the results in terms of data triangulation.
Validity and Reliability Considerations Although this study tries to inves-
tigate what kind of things have an eﬀect on the decisions of software teams, the
aim is not to ﬁnd deﬁnitive proofs or certain amounts of statistical signiﬁcance
in these relations – rather to broaden the scope of possible causes. Therefore, the
internal validity needs especially careful considering. Firstly, selections in earlier
cases can have had eﬀects on later ones. This was obviously not intentional but
still surely possible because the same researcher explained the diﬀerent options
for the teams in each case. However, the author of this paper separated himself
from the decision making in each of the cases and the decisions were made only
by the software teams.
Secondly, the criteria presented with the selection framework can have guided
the author of this paper to identify only those as the reasons for selection. Con-
sequently, there can have been reasons that have not been mentioned aloud in
the meetings but which still have had an eﬀect on the decision. For example, a
technology might have been seen as an unsuitable option in such an indisputable
manner that the software team has not even mentioned it. This risk was miti-
gated in cases A and B by not only gathering data from meetings, but also by
observing the working of the teams in the their oﬃces and participating in their
informal meetings.
The results of this study will not be generalizable for any software team.
However, they provide a detailed look on the reasons these three software teams
had for choosing a user-interaction data collecting technique. The three case or-
ganizations are diﬀerent from each other in many ways, and therefore the results
can give interesting insights to a wide audience. Although only one researcher
gathered the data in each case, the meeting notes were shown to and accepted
by team members in each case.
3.2 Case Organizations
Case A Organization A is a large international telecommunications company.
The software team that was involved in this case consisted of around eight mem-
bers. The border of one team in this organization is quite ﬂexible as employees
work for many products. The team members had titles of software architect,
UX designer, software developer, and line manager. Their products consist pri-
marily of software in the ﬁeld of network management, and these range from
Java software to web based systems. The software development method used in
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their team has some properties from agile development methods such as Scrum.
They, for example, have bi-daily standup meetings and they use Kanban boards
to organize their work. New versions of their product are released usually a few
times a year.
Case B Organization B is a privately held software company in Finland. At the
time of the study, they had around 300 employees and oﬃces in three major cities
in Finland and they primarily develop software in projects for their customers
as ordered. The software team involved in this case, however, develops their own
software-as-a-service solution. As in case A, the software team in case B also
uses things such as daily standup meetings, Kanban boards and retrospective
sessions familiar from some of the agile development practices. On the contrary
however, they are releasing new versions of their product to the end-users far
more often – usually biweekly. Their software team consists of seven members
with titles such as product owner, UX specialist, software architect, and software
developer.
Case C Organization C is a research and education center of around 10000
students and 2000 employees. The case C software team is part of a research
group who have specialized in embedded systems design. They have developed
Kactus2, which is an ”open source IP-XACT-based tool for ASIC, FPGA and
embedded systems design”1. The software has created traction from users world
wide. It has been downloaded around 5500 times during the last year requests
coming mainly from the USA and from middle Europe. The development team
consists of four employees with the titles of software developer, software architect
and business architect. The developed tool itself is an installable software system
and installer packages for Windows and Linux tar-packages of its new versions
are released three to four times a year.
4 Results
The results of the study are twofold. Firstly, we describe the processes with which
the techniques were selected in each case. Secondly, we dive into the reasons the
software teams had for their selection.
4.1 The Processes of Choosing a Collecting Technology
Case A In February 2016, members of the software team of Case A explained
to the researcher that they had an overall interest in trying out the use of user-
interaction data for the further development of their software products. The
researcher had presented the diﬀerent technological approaches for collecting
such data in a previous informal meeting. These were the same approaches as
described in [5]. Two of the software team’s products had been then analyzed by
1 http://funbase.cs.tut.ﬁ/
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the Organization A in terms of the suitability of the products in experimenting
with user-interaction data collecting. The ﬁrst of the two was Tool X written in
Java, and the second one a JavaScript based Web-system Y. The team decided
to carry on the collecting eﬀorts with the System Y.
After this decision, the team had a meeting with the researcher to give a short
presentation about the code base of the System Y and its software architecture.
The meeting was arranged as a workshop to ﬁnd out what kind of user-interaction
data the team wanted to have collected. In addition, the team described what
is important for the collecting technology and its implementation.
From this point on, the job of the researcher in the eyes of the software team
was to develop a demonstrative collecting tool for their product. The researcher
then used the criteria from the selection framework and was left with only one
suitable technology approach – developing a new tool for monitoring the ex-
ecution environment. After developing a prototype of such a collecting tool,
the researcher presented it in a demo show for the team in March and got a
thumbs up from the team to go on with experimenting with the actual System
Y. A testing day with eight users from within the Organization A was held in
December 2016 to try out an improved version of the collecting tool implemented
in a lab version of the System Y. The developed collecting tool is available in
GitHub2.
Case B In case B, a similar workshop meeting as in Case A was held by the re-
searcher with the software team in March 2016. The team explained the method
they use for developing their software and what kind of a software the product
is architecturally. It turned out, however, that this team had more experiences
with collecting use related data even at that point. For example, they had tried
out Google Analytics with some default settings for their product already. After
explaining that the data was mainly collected for debugging, two of the team
members and the researcher worked out also new targets in their software de-
velopment process which could be improved with user-interaction data. These
ideas ranged from prioritizing their product backlog to improvements in the user
interface of the product.
The team was well motivated to try out user-interaction data collecting.
However, as its return on investment was still unclear the ﬁrst few tasks for
data collecting were agreed upon to be completed with as little work eﬀort and
changes to the software architecture as possible. Therefore, three very speciﬁcally
described places in the UI of the product were selected to be improved with the
help of user-interaction data collecting. As the team had already tried out Google
Analytics on the same product, it was a straightforward choice for the storing
and analyzing the data of the tasks at hand as well.
At that point, the researcher described the same technological approaches to
the team as in Case A. Also similar to Case A, the selecting of the collecting
technology was an obvious pick since the three tasks were speciﬁed so explicitly.
The team members and the researcher made an unanimous decision to useman-
2 https://github.com/ssuonsyrja/Usage-Data-Collector
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ual implementation for instrumenting the required places of the source code.
The researcher was then given rights to change the source code. After applying
the collecting code to six places in it, the version was sent to end-users for a two
week collecting period in April 2016.
Case C In case C, an initial meeting was held with two members of the software
team and the researcher in September 2016. Similar to the previous cases, the
team members described the environment for which they develop software and
the architecture of their product. The meeting then continued as a workshop,
where each participant tried to ﬁgure out ways for how user-interaction data
collecting could be used for their software development. Such targets were plenty,
and no speciﬁc tasks were selected at that point. The researcher then explained
the same technological approaches for user-interaction data collecting to the
team members. The option of monitoring execution environment was rejected at
this point, but the rest still remained possible for selecting.
The evaluation criteria from the selection framework were then used for the
analysis of the product and its environment. Since the aspect-oriented approach
raised the most interest among the software team, it was decided that the avail-
ability of AOP libraries and their suitability to the product were to be examined.
An alternative implementation of a UI library was considered as a second choice,
but the rest of the alternatives were rejected at this point. During the fall of 2016,
the aspect-oriented approach was implemented technically successfully to the
product. The ﬁrst data collecting period is planned to be held during the spring
of 2017 with a student group as experimental end-users.
4.2 Reasons for Choosing a Collecting Technique
Case A The ﬁrst decision made by the Organization A was that they selected
to try out user-interaction data collecting with System Y. This decision was
based on the sources and the reuse possibilities of the collecting eﬀort,
because the motivation was to speciﬁcally try out this kind of data collecting as
a technical concept rather than immediately produce actionable insights from
exact places of a product. Had the collecting eﬀort been carried out with the
Tool X, the reuse would have been practically impossible since its environment
was not as common as with the System Y.
Although the overall motivation was to test user-interaction data collecting
conceptually, the team wanted to focus the requirements of the data collecting
after the selection of the speciﬁc source, i.e. product. Finding a technology that
could be easily reused with as little implementation eﬀort as possible became a
goal. This made the option of manual instrumentation heavily unfavorable. The
team also emphasized how the security and conﬁgurability were important
for the collecting technology. For example, the environment of their product
was such that the collecting should be easy to be left out of the whole product
when necessary. Consequently, the unobtrusiveness of the technology was highly
valued.
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Although the need for low conﬁguring eﬀort increased the attractiveness of
using an automated tool for instrumentation, the security concerns were so heavy
that the use of a tool developed outside the organization was not recommended.
Therefore, the option of ﬁnding and using 3rd party tools was quickly rejected.
In addition, the availability and eﬀects of AOP libraries to things such as the
overhead were unknown in the environment of System Y. Possibly the most
signiﬁcant of all, there was no motivation to make as big a change to the
software architecture as needed by the aspect-oriented approach. The same
reason applied for rejecting the option of an alternative UI library, because hav-
ing diﬀerent versions of the libraries was not acceptable for the delivery pipeline.
Case B Similar to case A, the motivation for the team of case B in user-
interaction data collecting was to try it out as a concept. On the contrary how-
ever, this resulted in this case in a faster and a narrower scoped experiment.
In other words, the targets and the source of their data collecting were very
clearly deﬁned in the ﬁrst place. At the same time, this resulted in the lack of
signiﬁcance of the implementation eﬀort because it would be so low even with
the manual approach. Similarly, reuse was not considered as a signiﬁcant rea-
son, since there were no guarantees that the data collecting mechanism would
be ever reused. All this resulted in a very straightforward choice of the manual
approach. It was by far the easiest approach to implement on a small scale and
it allowed the team to try out if user-interaction data collecting in a fast and
low-eﬀort way.
Case C Being a new thing for the case C software team, the user-interaction
data collecting was again designed as a demonstrative experiment similar to
the case A. Likewise, the interests of the team in this case were technical in the
sense that they ﬁrstly wanted to ﬁnd out a suitable technique for user-interaction
data collecting. In the best case scenario, this technique could be then used with
their actual product and actual end-users after the initial experiment. Because
there was no simple access to experiment the collecting with real users, in the
manner of case B, and the security requirements were weighted a lot heavier, the
technical design of the collecting was the primary focus. Although the possible
user-interaction data types and collection places, i.e. sources, were plenty, they
were to be considered only secondly after validating the technical setup for the
collecting.
This aﬀected the evaluation of the collecting techniques in terms of priori-
tizing the criteria from the selection framework. Not limiting the sources and
targets became important, because the collecting technique would not be se-
lected and designed for just a one time try out. Although not mentioned out
loud by the team, this could hint towards them valuing the reuse possibilities.
All of these resulted in the attractiveness of the techniques enabling lower work
eﬀort spend on each distinct collecting place. Further on, the whole collecting
was required to be able to be switched oﬀ as easily as possible. In other words,
the conﬁgurability of the collecting technique was valued high.
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5 Discussion
In each case, the process of choosing a collecting technology for user-interaction
data was more or less the same. Members of the software team and the researcher
had a meeting, where the researcher described the diﬀerent technologies over-
all. After ﬁnding out what was the underlying goal for the team in the user-
interaction data collecting, the most important criteria for the selecting became
quite clear for both the researcher and the team members.
Comparing those criteria with the ones in the selecting framework, it is safe to
say that most of the evaluation criteria from the selection framework were used
without the researcher pushing the team towards those speciﬁc points. However,
timeliness was never mentioned by the teams, which could signal either its
insigniﬁcance or that its need is self-evident. On the contrary, overhead rose
up in each case as a conversation topic but similar to the timeliness it did not
seem to have any eﬀect on the selecting in any case.
For both of these, it is worth mentioning that none of the techniques had a
known disadvantage nor a limitation in terms of these criteria (timeliness and
overhead) that would have been signiﬁcant enough to get the whole technique
rejected. However, in the original selection framework they were marked with
minus signs for the monitoring execution environment technique. Therefore, the
summary table with the evaluation criteria from the original selection framework,
i.e. Table 1, requires some reﬁning.
Firstly, the evaluations should consist of a wider scale than a plain plus or
a minus sign. In these cases, some of the criteria aﬀected the selection clearly a
lot more than others. For example, the timeliness and overhead criteria did not
seem to have an eﬀect on the selection but on the other hand, the eﬀort level
of the manual technique had it rejected. Therefore, we propose an additional
exclamation mark to the evaluations in case the criterion is a possible ground
for a rejection. We have gone through the rest of the summary evaluations and
added an exclamation mark where necessary based on the cases.
Secondly, some of the evaluations are not clearly pluses nor minuses. There-
fore, we have added an option of +/- marking for the evaluation, if the technique
does not deﬁnitely support nor limit the selection in terms of the speciﬁc cri-
terion. Adding this option has had eﬀects especially on the evaluations of the
techniques that are heavily intertwined with speciﬁc tools. For example, the mi-
nus signs in the execution environment column of timeliness and overhead rows
can be then replaced with this option. We have reviewed the evaluations and
changed the original signs into +/- markings where necessary.
Thirdly, the eﬀort criterion should be divided into two and renamed to scal-
ability. The intention of the criterion is to depict the work eﬀort that is required
from the software developers to implement collecting snippets to the diﬀerent
places of the source code. Finally, however, there was a clear need for an evalu-
ation criterion of how great an eﬀort is needed from the software developers to
change the software architecture and/or environment of the moment to support
the collecting technique. This criterion could be named as the change that is
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Table 2. Reﬁned summary of the technique evaluations.
Techniques
Criteria Manual Tools AOP UI Lib. E.E.
Timeliness + +/- + + +/-
Targets + - +! - +/-
Scalability -! + +! + +!
Overhead + - +/- - -
Sources + - - - -
Conﬁgurability + - + + +/-!
Security + +/-! +/- + +/-
Reuse - + - - +!
Change +! + -! -! +
+ = Supports selecting
- = Technique has limitations
+/- = No clear support nor limitations
! = A possible ground the rejection
required. With these reﬁnements to the criteria and evaluations, the summary
table of the evaluations is as listed in Table 2.
In addition to the changes in the evaluations, the original selection framework
requires some reﬁnements based on the cases as well. First of all, in these cases
the underlying goal of the whole collecting eﬀort was the most important driver
in the selection process. In cases A and C the delivery pipelines did not allow fast
and ﬂexible releases of new software versions with user-interaction data collecting
capabilities, and so the software teams decided to develop their environment so
that the collecting would be possible in the future. This became their real target,
where as the team in case B did not have to develop their environment. On the
contrary, they had the luxury of aiming straightforwardly at just testing out the
collecting and the resulting user-interaction data with a minimum eﬀort.
Therefore, the ﬁrst step of the selection framework, exploring the case, should
be clariﬁed and replaced by a step of deﬁning a main goal for the collecting eﬀort.
Based on these cases, it would be easy to then remove the irrelevant evaluation
criteria after deﬁning such a goal. For example, in case B the scalability of the
collecting technique was seen unnecessary after the collecting was designed to
be implemented as a one time solution.
Exploring the case still included important things that should be part of the
selecting framework. Thus, the next thing of the process should be to ﬁnd out
the critical limitations. The rest of the original selection framework worked out
as it was in these cases, and so no other changes were required to the ﬁnal reﬁned
version of the selection framework. This framework is illustrated in Fig 2.
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Fig. 2. Reﬁned Selection Framework for User-Interaction Collecting Techniques.
6 Conclusions
In this paper, we studied three cases where software teams selected techniques
for user-interaction data collecting. More speciﬁcally, we examined the reasons
the software teams had for the selection. To complement this, we evaluated
our previously designed selection framework and reﬁned it based on the data
gathered from the cases.
In these cases, two of the most valued criteria for the selection were the
scalability of the technique and the lack of changes required to the software
architecture and deployment pipeline of the moment. Additionally, teams ap-
preciated the reuse, security, and conﬁgurability of the techniques as well as the
support for a wide range of monitoring targets. On the other hand, the rest
of the criteria presented with the original selection framework, i.e. timeliness,
overhead, and support for diﬀerent source applications, did not seem to have a
signiﬁcant eﬀect on the selections.
The original evaluations of the diﬀerent user-interaction data collecting tech-
niques were reﬁned to include markings for the diﬀerent levels of signiﬁcance.
In addition, the original selection framework was ﬁxed to better support these
more detailed evaluations. With these changes, we think the selection framework
and its complementary technique evaluations can help practitioners greatly to
the beginning of their journey of user-interaction data collecting.
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Abstract—In the ﬁeld of improving software processes, one
of the clear trends has been the ever tighter engagement
of end users in the software development process. This is
demonstrated by the shift from Agile processes to Continuous
Deployment, which requires more rapid ways to validate the
developed software and its value than is possible with tradi-
tional communication mechanisms and methods, such as face to
face conversations with customers. While post-deployment data
has been used for years as an extra data source – companies
like Microsoft and Intuit have moved a few steps further from
that already – we believe that there are numerous uncovered
ways of taking advantage of post-deployment data in software
development. In this paper, we study how automatically col-
lected post-deployment data could be used for responding to
knowledge needs of software development teams. The paper
builds on data collected from a number of companies oper-
ating in Finland using a questionnaire study. The focus of
questionnaire study was to approach post-deployment data –
especially usage data – as means of getting information to
support understanding of customer and end users.
Index Terms—Software development, post-deployment data,
agile software development, software usage data
1. Introduction
One of the clear trends in the evolution of software
development methods has been the ever tighter engagement
of the end-user in the software process. As described in [1],
the shift from Waterfall model and even Agile approaches
to Continuous Deployment [2] requires more rapid ways
to validate the developed software than is possible with
traditional communication mechanisms and methods, such
as face to face conversations with customers. At the same
time, the recent advances in Internet connectivity of software
products have been a key enabler in creating data-driven
approaches to software engineering.
The goal of the development organizations is to stream-
line, optimize, and automate the development process to
shorten delivery times and reduce costs. When operating
in this fashion, considered sources of customer knowledge
(e.g. feedback) may stabilize after a while, just like any
repeatable process. This leads the software teams to use
the same sources of knowledge over and over again, and
possibly miss some crucial data or new sources of data,
which become available only as products, markets, and
development processes evolve.
To avoid getting caught standing still but rather take
advantage of the increased availability of data, software
teams have started to look for ways to utilize the data-
ﬁlled environment the software teams work in anyways.
For example, Begel and Zimmermann listed 145 questions
software engineers would want data scientists to answer
for them [3]. In their study, the two questions which were
ranked as the most essential by the responding engineers,
concerned the use of the products, or, in other words, the
life cycle of the product after its deployment.
In this paper, we study how software teams can utilize
automatically collected post-deployment data in software
engineering, where term post-deployment data includes data
concerning performance, quality, usage, and end-user feed-
back that are automatically collected after the commercial
deployment of a software product. To reach this overarching
goal, we review the appropriate literature and perform a
questionnaire study which are then used for answering the
three separate research questions we derive from the main
question.
First of all, we study what kind of post-deployment
knowledge sources software teams use and which of these
can be used automatically. In other words, with this research
question we try not only to ﬁnd out what sources and data
are used by such teams, but also to analyze how much of
that could be collected automatically. To gather information
for answering this research question we ﬁrst investigate
which knowledge sources are used in software development
according to the scientiﬁc literature. After that, we continue
with surveying the subject with the questionnaire.
Secondly, we ﬁnd out what kinds of utilization targets
there are for automatically collected post-deployment data
in software engineering. To answer this, we review the
literature for different types of post-deployment data and
ﬁnd out their use cases in different parts of software projects.
In addition to the literature survey, we use the questionnaire
to see what kind of new perspectives practitioners bring to
the subject.
Finally, we study what types of challenges there are in
the utilization of automatically collected post-deployment
data. As there are most likely also challenges in the utiliza-
tion of post-deployment data and its linking to the different
parts of software projects, we again use our questionnaire
survey and analyze its results to shed light on the topic.
The rest of the paper is structured as follows. In Section
2, we describe the background of this study by reviewing
the literature on software development methods and the
knowledge they require. In addition, we take a look at
different types of post-deployment data. In Section 3, we
describe the research approach. Section 4 explains the results
of the questionnaire and in Section 5 we analyze how those
results can be linked with the literature survey results. In
Section 6, we make the ﬁnal conclusion for the study.
2. Background
In this section, we ﬁrst take a look at the evolution of
software development methods over the last few decades. As
general trends, these methods have formed the basis also for
the processes of software teams. We analyze this progress in
terms of how the needs and the sources of knowledge have
changed. In addition, we assume that at least a few types
of post-deployment data has been collected throughout the
years alongside this aforementioned progress. In the latter
subsection, we study what kind of data this has been, where
it has been used, and what kind of challenges has been
related to it.
2.1. From Pre to Post-Deployment Knowledge
Needs in Software Development
In the most conventional software development methods,
such as the Waterfall model [4] and the V-model [5], soft-
ware development is considered to proceed in a linear way.
The requirements gathering was done upfront in the begin-
ning of the development, and software design was based on
these documents. After this, software implementation and
veriﬁcation took place. Finally, when veriﬁcation was done,
the product was deployed, and the system ended up in the
maintenance phase [6]. The initial requirements gathering
phase depends on extensive documentation of the current
customer needs. After these documents have been ﬁnalized
and approved by the client, they are frozen, and the software
is simply developed based on these requirements. The goal
was to improve project management and control over the
development organization [4]. The V-model extended this,
linking post-deployment life stages to the initial steps where
user requirements were collected. Still, in both these models,
data is collected almost entirely before deployment, with
only user acceptance testing done afterwards [5]. Further-
more, feedback from the use of the software is gathered only
for maintenance purposes and bug ﬁxing, not for addressing
the core operation of the software – this was established
beforehand in the requirements phase, and revisiting the
decisions would mean a new software development project,
starting with the new requirements. The techniques to col-
lect these kinds of knowledge were traditionally outside
of the software product itself. For example, Holzinger [7]
has listed approaches to collect data regarding software
usability. These include thinking aloud, ﬁeld observation,
and questionnaires.
Iterative and Agile methods were the next step in the
evolution, where the relevance of changing customer de-
mands was accepted and integrated into the development
approach [8]. In iterative approaches, the ﬁrst and most
critical parts of the software can be taken into use before the
remaining parts are implemented. There are several variants
of the approach, where e.g. mainstream operations or risk
management needs act as drivers for the development. In
agile projects, customer requirements can evolve in parallel
with the product [9]. Agile culture is steered by the guide-
lines in the agile manifesto [10], where communication with
the client is given great importance. This communication
provides information about the current state of the product
to the customer, and customer provides the feedback and
data on their opinions on its suitability. To support this, for
instance when using Scrum [11], the project team develops
small parts of the software and communicates this to the
client to allow them to steer the development of the software
asset. Moreover, it is possible to demonstrate how the design
advances after each sprint.
Based on the above, agile software development teams
and their customers might have the resources for continuous
communication between the team and their customers and/or
end users. However, once the project ends, so will the priv-
ilege of having the close communications come to an end.
In addition, the close communication with the customers
itself does not run without problems. For example, asking
customers what they want can turn out to be a difﬁcult task,
as there is often a gap between what people say and what
they do [12].
Continuous Deployment (CD) has changed the pace on
which new software versions are released for use in the ﬁeld
[13]. Its aim is to get code deployed to the customer and
end users as soon as it is developed. The beneﬁts of CD are
many, and include the reduced risk for each release and the
prevention of producing wasted software [14]. However, if
the developers rely only on close communication with their
customer contacts during the project, then they may miss the
feedback from the actual users of the system, in particular
when the customers and end users are not the same. The
open loop problem, presented by [15], describes in detail
this asymmetrical situation of having means to continu-
ously respond to changing customer requirements but not
validating the software development efforts with continuous
post-deployment knowledge from the customers and users.
In such cases, the development teams have the technical
capabilities to release new software versions extremely fast
to respond to the new customer requirements they receive in
meetings and discussions with the customers. However, the
validation of the released software by the users or customers
might in the slowest case have to wait for a qualitative
analysis in the next face-to-face meeting, thus undermining
the beneﬁts of deploying continuously. Since tools play a
key role in deployment, a lot of data is generated as a side-
effect of the deployment in any case – Figure 1 presents
a common setup – so introducing additional facilities for
collecting usage data seems like the natural next step in the
evolution.
Figure 1. Anatomy of a Deployment Pipeline according to Jez Humble and
David Farley [2]
To summarize, the needs of knowledge can be seen
to have moved from pre-deployment phases of the soft-
ware development processes towards post-deployment. At
the same time, the knowledge gathering techniques used
with especially these pre-deployment focused development
methods are proving to be too slow on their own. The
importance of for example qualitative user studies should
not be rejected in any way, but there is a clear need to
come up with new knowledge sources to accompany them.
2.2. Types, Uses, and Challenges for Post-
Deployment Data
There has been a ﬂock of terms deﬁning the data that are
gathered at the time of a software system is running. Already
in 1981 Plattner and Nievergelt [16] published a survey
in the ﬁeld of run-time software monitoring. Later on, in
2010, van der Schuur et al. [17] deﬁned software operation
knowledge (SOK), which includes knowledge of in-the-ﬁeld
performance, quality, usage, and end-user feedback. More
recently, in 2014, Olsson and Bosch have used the term post-
deployment data for data that are generated by a product
after its commercial deployment [18].
As a term, post-deployment data can be considered
to highlight the link to the progress of deploying meth-
ods. This way, the contents of post-deployment data are
aligned with what was deﬁned with SOK, although SOK
as knowledge is more like a result from data processing,
including measurements, metrics, and analyses, not just raw
data. Therefore, we have deﬁned post-deployment data to
include data concerning performance, quality, usage, and
end-user feedback that are automatically collected regarding
the product after its commercial deployment.
Collecting customer feedback has received a well-
established position in research ﬁelds such as information
systems, human-computer interaction, and participatory de-
sign [19]. For these ﬁelds, the utilization target has been on
inﬂuencing customers and their behavior and on improving
usefulness, ease of use, and user satisfaction. However, the
domain of software engineering research has not given much
attention to this topic that in any case seems important to
anyone doing software development.
There are exceptions to this however. For example, using
post-deployment data for fault-detection seems to have a
long standing tradition (see e.g. [16], [20], [21]), and, as
described above, run-time monitoring has been in use for
over 40 years. In addition to software fault-detection, post-
deployment has been utilized for goals such as proﬁling,
performance analysis, software optimization and diagnosis,
and recovery [20].
More recently, and especially within the domain of
Software-as-a-Service, the developed software systems are
increasingly connected to the Internet. Within these do-
mains, post-deployment data and its uses such as A/B testing
are recognized already as commonly deployed techniques
[19]. In companies such as Microsoft and Intuit, these are
used for continuous improvement of existing products, but
also as an input to innovation and new product development
[18].
Even with this well-established position of A/B testing,
there are also challenges related to it and overall to the
collecting of post-deployment data and its utilization. For
example, [19] identiﬁes such challenges in their systematic
literature review of customer feedback and data collection
techniques. Of those, the ones related to automatic data col-
lecting and post-deployment data are listed in the following:
• Showing numerous versions to customers might get
them hesitant as they are used to one version.
• Product expectations might not match with the ex-
perimental versions and thus the customer segments
need to be chosen carefully to prevent revenue loss
in case of operation problems.
• On-line ads and in-product surveys can be disturbing
for users.
• Social networks can be used for similar purposes
as product surveys, but they might generate vasts
amounts of data making the analysis difﬁcult. More-
over, the data from such sources can be biased for
various reasons.
• Incident reports are available only after an incident
has taken place.
• Operational and event data have been related to
security issues at the time of transmitting the data.
• Large amounts of data can turn out to be a challenge
to manage, analyze, and process.
3. Research Approach
To answer our research questions we conducted a ques-
tionnaire study within four Finnish software companies.
Questionnaire study was chosen as the data collection
method to reach a sufﬁcient number respondents that could
take part in the study according to their own schedule but
within a speciﬁc time frame. The focus of questionnaire
study was to approach post-deployment data – especially
usage data – as a means of getting information to support
understanding of customer and end-users. Usage data was
deﬁned as ”automatically collected data from usage of a
system”.
3.1. Questionnaire Study and Analysis
The questions were drafted by one researcher and then
iterated with two other researchers to their ﬁnal form. All
the questions in the questionnaire were open ended which
served our purpose of gaining responses that cover widely
aspects of post-deployment data. In addition of the these
questions, background information from each respondent
was gathered. The ﬁve questions of the questionnaire are
listed below (Q1-Q5):
• Q1: What are the most important sources of knowl-
edge in understanding the needs and problems of
your customers/end-users?
• Q2: What kind of additional knowledge would you
like to have about your customers and end-users?
• Q3: What kind of beneﬁts are you hoping for with
usage data?
• Q4: How could you utilize usage data for your own
work?
• Q5: What kind of challenges do you think there are
in the utilization of usage data?
The collected raw data was processed for analysis. First,
each response was coded with respondents’ identiﬁcation
that indicated also the company where respondent worked at.
Secondly, color-coding was applied to indicate the question
that response was given to. Empty responses were removed
from the data set. Together 210 responses were taken for
analysis.
Data analysis was done in three phases. In all phases,
analysis was done by utilizing iterative thematic coding.
The three phases were established based on the interview
questions; the ﬁrst phase regarded responses to question
Q1, second phase analysis combined responses of questions
Q2, Q3 and Q4, and ﬁnally, the last phase of analysis was
conducted for responses of Q5. Thematic coding was con-
ducted by two researchers by ﬁrst reading all the responses
after which each response was individually discussed and
assigned to a sub-theme. Sub-themes emerged from data
either at time of reading all the responses or while handling
individual answers. Sub-themes where then combined to
create main themes of the analysis.
3.2. Study participants
Four software companies took part in the questionnaire
resulting into 25 responses all together. The questionnaire
TABLE 1. ROLES OF RESPONDENTS FROM DIFFERENT COMPANIES.
Company Roles of respondents
A software architect (2)
software designer
software developer
B project manager
creative director
software developer
C chief business ofﬁcer
software designer
software developer
UX designer
service manager (2)
D software designer (5)
software developer (4)
software consultant
UX designer
visual designer
was distributed to a company contact person that internally
invited employees to take part. Anonymity of respondents
was guaranteed, and responding was voluntary. Target audi-
ence was deﬁned as software professionals that were design-
ing or developing software products and had the possibility
to inﬂuence plans and design of the product. Background
information of respondents is presented in table 1. Age range
of respondents was between 24 and 44 years.
Since our questionnaire study was conducted in Finland
with a limited number of respondents from four small
and medium sized software companies, the results cannot
be generalized but rather require additional research from
other countries and from different kinds of software teams.
However we believe that presenting such data originating
from the industry is needed in order to inspire new research
to foster the possibilities of utilizing post-deployment data
in software development.
4. Questionnaire Results
In this Section, we describe the results of our question-
naire to software project personnel.
4.1. Knowledge Sources in Software Projects
Gaining knowledge about customers and end-users in-
volved direct contact with customer, information collection
from users, and as a third option respondent’s information
gathering from other available sources.
Customer contact provided information by means of
face-to-face meetings or discussions via different channels.
Nine responses included customers as the source of informa-
tion without specifying how information was passed from
customer. While customer meetings was mentioned three
times as the source of gaining knowledge, discussions was
mentioned seven more times. For discussion, it was men-
tioned that an active product owner with continuous contact
helps in understanding the customer. One respondent con-
cluded that discussions with customer lead to understanding
TABLE 2. CATEGORIES AND THEIR RELATED THEMES THAT ROSE
FROM ANSWERS TO QUESTIONS 2,3, AND 4
Data types Analysis options Utilization targets
Time Value analysis Development options
Performance Users’ problems Actual needs
Amount of use Use paths Resourcing
Errors Actual use UX
User proﬁling UI design
of use cases that are relevant to customer. Customer contact
was the most common source of information resulting from
Q1 yet the channel remained ambiguous in many answers.
User-centered information was recognized as one of
the main themes rising from the responses to Q1. Even
though customer was mentioned as the source of infor-
mation more often, seven responses fell under theme of
user research. Means to collect information of users were
interviews with six mentions, while also observation (2) and
getting to know the context also came up. Analytics from
end-users was mentioned by one respondent. Feedback was
the second theme under user-centered information including
both feedback about the product and in the form of support
requests.
Own information gathering was divided into two
themes: documentation and other information acquisition.
For documentation, four respondents mentioned four differ-
ent types of documents: issues documented, statements from
business consults, existing documents from customers, and
one mention of documents without specifying their type.
Means for other information were general familiarization
with the topic at hand, using Google, ﬁnding out about
existing solutions, and as last, using the product that was
under development.
4.2. Uses for Post-Deployment Data in Software
Processes
Questionnaire answers to questions 2, 3, and 4 were
combined for a bottom-up analysis. However, here we will
go through the formed categories and their themes with a
top-down approach for easier comprehension. Three top-tier
categories were formed, and these could be looked at as
three stages of knowledge, i.e. data, information, and knowl-
edge. Each of these categories and their themes are listed
in Table 2 and described in more detail in the following.
First, different types of post-deployment data formed one
category from the answers. Answers mainly came from the
third question. In this category, there were only 2 answers
to Q2, the most signiﬁcant question for this being Q3 with
28 answers. 10 answers were to Q4. The third question was
about the beneﬁts of post-deployment data and in that sense,
the respondents seem to have valued even the different data
types on their own without additional analyses. These data
types that were formed as the initial themes were time,
performance, errors, and the amount of use.
1) Answers in the time theme ranged from ponderings
such as ”How long it takes for users to complete
their goals” to straightforward questions like ”On
what time of a day do our users use the system?”
and ”Where on our system do the users spend their
time?”. There were 11 answers in the time theme.
2) Performance related answers included data types
such as load and stress measurements, performance
issues, and response time. In addition to straight-
forward data types, the answers in this theme
also included links to data utilization targets such
as ”more efﬁcient programs”, ”optimizing perfor-
mance”, and ”faster and smarter functioning sys-
tems”. This theme was formed of 8 answers.
3) The theme of amount of use included 11 answers.
Of these, 10 were to the Q3, which was related
to the beneﬁts of post-deployment data. 9 answers
mentioned clearly the amount of use from e.g.
features and functionalities, but 3 had included also
further going analysis needs and targets such as
”Can users ﬁnd new functionalities?” and ”optimiz-
ing the most used functionalities”.
4) Error related theme consisted of 10 answers. Sys-
tems’ exception and error messages as well as their
amounts were mentioned in the answers. Bug ﬁxing
was seen as the target for using these data in 4
answers.
Secondly, a category of different analyses rose from
the answers. These were weightings of how beneﬁcial e.g.
features and functionalities are, what kind of problems users
walk into, what kind of paths users take in the software, how
users are actually using the software, and how users could
be proﬁled. This category was more evenly balanced with
10 answers to Q2, 16 to Q3, and 11 to Q4.
1) The theme of value analysis with 10 answers
consisted of analyzing both the most and the least
valuable functionalities, features, and use cases.
Although this theme had answers to each question
(Q2-4), Q3 was clearly the most signiﬁcant source
with 8 answers.
2) Users’ problems related answers formed a theme
of 9 answers. One answer mentioned ”pain points”,
which describes this theme quite well as each of the
answers was in some way mentioning the need for
ﬁnding or recognizing difﬁcult points in systems.
3) Answers concerning use paths made up a theme
of 7. Of these, 4 answers were to Q3 and 3 to
Q4. This left this theme as the only one without
answers to Q2 concerning the additional knowledge
project teams would want to have. However, use
path analysis was mentioned as a way to utilize
post-deployment data in 2 respondents’ work in
order to ”identify critical paths” and ”speed up
workﬂows”.
4) Contrary to the former, the answers in the actual
use theme consisted only of answers to questions
2 and 3. Two of the 6 answers mentioned ”actual”
use of system and hence the name of this theme.
All in all, these answers highlighted the need for
access to or feedback from the real end-users.
5) The theme of user proﬁling was formed of only 4
answers. Each of these came as an answer to Q2.
These additional knowledge needs included puzzles
such as ”What kind of users do we have?”, ”How
do the young use services?”, and ”What channels
are the users using?”.
Thirdly, a category of targets on how post-deployment
data could be used was formed. These different parts of
software projects were development opportunities, eliciting
actual needs from users, resourcing, user experience, and
user-interface design. 19 of the answers were to Q2, 7 were
responses to Q3, and 17 to Q4.
1) 9 answers formed a theme of development options.
None of the answers came from Q2, and so with the
3 answers to Q3 and 6 to Q4 this theme represented
the beneﬁts of and use cases for post-deployment
data. These were mostly targets such as optimizing
and improving software systems, ﬁnding guidelines
for new designs and points in need of redesign, and
supporting decision making for both business and
software development.
2) Contrary to the former, the theme of actual needs
consisted of 11 answers to Q2 and 2 answers to Q3.
The answers in this theme included straightforward
knowledge needs such as ”Which browsers do they
use?” and ”What kind of an action environment is
it?”. However, the answers point clearly towards
a more signiﬁcant information gap between the
respondents and the end-users. For example, there
were answers such as ”..no connection to the end-
users, and so it’s difﬁcult to understand how the
system should actually function”, ”Understanding
the the language of the customers, what they actu-
ally need”, and ”If a customer produces the service
to end-users, the end-users’ needs are often left in
the background and customer designed use cases
get highlighted.”
3) Resourcing related answers formed a theme of 3
answers to Q2 and 6 to Q4. Prioritizing the tasks of
the software team, focusing to the most important
features, and cutting out the useless functionalities
were mentioned in the answers.
4) There were 6 answers in the UX related theme: 4
from Q2, and 1 from both Q3 and Q4. The answers
ranged from speciﬁc needs such as ”to recognize
points where users boil over”, to more overall
targets related to UX such as ”..the automatically
collected data should support us identify if a feature
is made well and usable.”
5) An answer to Q2 mentioned the need for additional
knowledge to support making service easy enough
to use. On the other hand, an answer to Q3 pro-
posed usage data as an insight generator for ﬁnding
out the ”clearness of UI and functionalities”. The
theme of UI design consisted of 6 answers, of
which the rest 4 came from Q4. These mentioned
either straightforwardly ”UI design” or more specif-
ically ”Highlighting the useful but rarely utilized
features”.
4.3. Challenges of Utilizing Post-Deployment Data
Themes in this section consisted of answers to question
5. All in all, 9 themes rose from these 46 answers, and
these themes were again used for creating three top level
categories. These categories were acquiring data, data pro-
cessing, and maturity. In the following, we will describe
each category and their themes in more detail.
Firstly, the category of challenges in acquiring data
consisted of three themes: collecting, collecting techniques,
and data quality and quantity. This category included 16
answers altogether.
1) The answers in the theme of collecting, plainly
mentioned how the collecting can be a challenge.
One of the answers described also how the access to
data can turn out to be a problem. The total amount
of answers in this theme was 5.
2) There were 4 answers in the theme of collecting
techniques. The respondents found challenges such
as ”How to collect data from the products that are
in the ﬁeld?” and ”Finding the right tools and their
implementation”.
3) The vast quantities of data was also seen as a
challenge in four answers. Of these, three answers
had mentions of how that might result in challenges
for ﬁltering and analysis. In addition, ﬁnding the
right types of data and the quality of the data were
mentioned in this theme of data quality and quan-
tity. The total number of answers in this theme was
7.
Secondly, the category of data processing rose from the
answers. This category included three themes, which were
based on 17 answers. The themes were tools, analyzing, and
utilization.
1) Four answers formed the theme of challenges re-
lated to tools. Both the collecting and the analysis
parts were mentioned in the need of better and
easier to use tools. In addition, the reusability of
the collecting infrastructure was mentioned in one
of the answers.
2) The answers in the theme of analyzing either men-
tioned plainly how analyzing can be a challenge
or highlighted how data on its own is enough but
analysis is required on top of that. This theme
consisted of 6 answers.
3) 7 answers formed the theme of challenges related to
utilization of usage data. The answers in this theme
highlighted how there needs to be a utilization
target for the collected data. Otherwise, ”...the data
will often be insufﬁcient” and ”ﬁnding time and
money” can turn out to be a challenge.
Thirdly, the themes for challenges related to immaturity
were formed from the answers. These themes were customer
immaturity, process immaturity, and privacy. All in all, there
were 13 answers in this category.
1) The theme of customer immaturity highlighted
clearly the need for justifying the value of usage
data to the customer. However, there were only 3
answers in this theme.
2) Process immaturity emerged as a theme with four
answers. For example, answers mentioned things
such as ”This is a fairly new approach and still not
known in projects” and ”The costs of implementing
usage data and its studying should be also budgeted
in the projects”.
3) Finally, we included the challenges related to pri-
vacy to the maturity category as it can be seen to
reﬂect the immaturity of the end-users and law-
makers on the subject. This theme consisted of 6
answers.
5. Discussion
Based on the results of the study, we summarize the
ﬁndings regarding the needs, current practices and attitudes
towards the use of post-deployment data in software engi-
neering. In the following, we revisit each research question
to connect the present-day literature with the questionnaire
survey results.
RQ1. What kind of post-deployment knowledge
sources software teams use and which of these can
be used automatically?
The questionnaire answers indicated how the discussions
and meetings with customers were the main knowledge
sources for the responding software development companies.
This suggests that these companies rely on their teams (and
customers!) to have the time to have these meetings and
discussions, which again is probably happening only while
a speciﬁc project between the two is on-going. As seen
in the literature review, this kind of knowledge sources
characterized mainly the development efforts with the Agile
methods.
For every case, there is obviously no reason to com-
pletely remove the feedback gathering in discussions and
meetings with customers, but its value surely can get
stressed too much. For example, it is easy to see how it
highlights only the opinions of the people present in the
meeting. However, if the same feedback could be collected
from a sufﬁcient portion of the users, it would naturally rep-
resent them more evenly. To do this efﬁciently, automation
is needed. Our literature survey mentioned questionnaires,
and such could be seen as a technique to at least collect
data automatically, even if the analysis needed more effort.
In the same manner, the technique of observing users
in the ﬁeld presents a twofold case for automatic use. Both
our questionnaire and the literature survey described ﬁeld
observation as a knowledge source for software teams. In
these cases, the technique was intended to rely on either
physically going next to the users or record them on a
video to observe how they use the product. This obviously
requires a high amount of manual work, which makes it
practically impossible to observe all the users. However,
especially by being physically at the same place with a user,
the inadvertent gathering of different kinds of additional
qualitative knowledge can help software teams to understand
their users and use environment. If, on the other hand,
observing is concerned with only speciﬁc predetermined
quantitative data, it could be collected automatically as well.
The automatic collecting should also come with beneﬁts
such as collecting data from a wider audience, having less
human errors e.g. typos, and collecting much more data in
less time.
On one hand, the sources with an obvious need for
automatic data collecting, i.e. analytics, were mentioned
only once by the respondents. In this sense, they are not a
highly valued knowledge source at least for the responding
software teams. On the other hand, additional knowledge
sources are clearly needed as can be seen in the actual needs
theme in the answers. For example, the difference between
customers and end-users was highlighted in some answers
meaning that customers only represented themselves and
there was no access to the actual end-users. Moreover, even
if the feedback was received from the end-users, there can be
gaps between what people say and what they do as described
in the literature and also in the answers.
RQ2. What kinds of utilization targets there are
for automatically collected post-deployment data in
software engineering?
The ﬁrst category that rose from the questionnaire results
was the different types of data. It was formed of the themes
of time, performance, amount of use, and error. With these,
it can be seen to include much of the same types of data as
the deﬁnition we formed for post-deployment data with the
help from the literature.
Most of the different types of analyses that formed the
second category have been seen also in the literature. User
proﬁling, use path analysis, and users’ problems detection
were the clear examples of these. The themes of actual use
and value analysis were a bit more abstract, although for
value analysis some of the answers suggested a straight-
forward conclusion from high use of features to their high
value. Obviously, the utilization of the data from the use of
features was highlighted in this theme of value analysis.
The category of the targets on how post-deployment data
could be used was in line with the literature, but offered
some new ideas as well. The targets in the themes of UX,
UI design, and development options have been discussed
in their respective ﬁelds of human-computer interaction and
software product development. Likewise, the theme of the
actual needs highlighted the difference between customers
and end-users, which is a well-known problem as well.
However, this is a critical problem to which the utilization
of automatically collected post-deployment data could bring
some help. Additionally, the theme of resourcing raised
target ideas such as prioritizing the development of features
and ﬁxing of bugs.
RQ3. What types of challenges there are in the uti-
lization of automatically collected post-deployment
data?
The ﬁrst challenge category in the questionnaire answers
was related to data acquiring. The problems with vast quan-
tities of data are well-known challenges also seen in the
literature, e.g. concerning big data, and they are mentioned
in this context as well [19]. Similarly, the challenges of
collecting and analyzing data have mentions both in our
questionnaire answers as well as in the literature.
But even if the challenges of reusable and easy-to-use
infrastructure for collecting and analyzing were resolved,
a more signiﬁcant problems need to be solved in the ﬁrst
place. One of the challenges mentioned in our questionnaire
answers was to not have a utilization target for the collected
post-deployment data. For methods such as the Lean Startup,
the ﬁrst step is to form a hypothesis that is then tried to
validate. However, if data is collected without the purpose
to validate such a proposition, the data collection is most
likely done in vain. Additionally, this might prove to be a
dangerous point of setting vanity metrics [22].
The category of challenges related to immaturity is
especially interesting with the business model of our ques-
tionnaire answering software teams, who develop software
as outsourced projects. As mentioned, the steps towards the
utilization of post-deployment data only have to be taken by
one organization in the case of product businesses. But for
outsourced software development projects, the same utiliza-
tion requires efforts and changes also from their customers.
6. Conclusions
The interest in such post-deployment data has been
around for more than 40 years. Data from operations such
as run-time monitoring have been used for various purposes,
including in particular debugging and problem analysis [20].
However, the recent steps forward by companies such as
Facebook [23] or Intuit [24] indicate that there are still many
new ways of taking advantage of different kinds of post-
deployment data.
In this paper, we propose including the concept of post-
deployment data utilization in the context of knowledge
needs in software engineering. The main research question
was: how software teams can utilize automatically collected
post-deployment data in software engineering? The question
was approached with literature reviews and a questionnaire
survey.
The main ﬁnding was that there are many possible
utilization targets for post-deployment data in software
projects. There are places where automatically collected
data can streamline the communication between software
teams and end-users but more importantly, the teams can
understand a wider audience than before. Although more
speciﬁc research on each utilization target is needed, we
think that post-deployment data can provide new intriguing
knowledge sources, which are clearly needed in software
engineering as development methodologies move more and
more towards the end-users.
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Abstract—Understanding users, their requirements and usage
patterns helps building better software. To continuously improve
operations, user-interaction (U-I) data can provide developers
with interesting new possibilities. This study aims at gaining an
understanding of how software teams can start the use of U-I
data and what challenges they face with it. In this paper, we
describe three cases from different organizations. This includes
explaining the activities, objectives, and challenges of each team
in their efforts to begin using U-I data. We conducted the study
with Action Design Research (ADR) method, resulting in ﬁndings
from each case by intervening in the work of these teams. As
a contribution, we designed a U-I data utilization method that
summarizes teams’ activities. Secondly, we reﬁned and validated
the categorizations of U-I data analysis and utilization objectives,
and ﬁnally we categorized the challenges that the case teams
faced. Together, these contributions lay out clear steps also for
other software teams in starting the utilization of U-I data.
I. INTRODUCTION
The use of data is increasing in all ﬁelds of business and data
has been regarded even as ”the main driver for innovation”
[1]. Consequently, also data-driven software engineering is
trending with organizations such as Google, Facebook, Mi-
crosoft, and IBM leading the way [2]. For software teams, an
interesting option in this ﬁeld is to collect user-interaction (U-
I) data by tracking the actions of users in the user-interface
level. For example, the number of times a certain button is
pressed during a use session produces such U-I data. With
proper analysis, these data provide concrete touch-points for
software teams to what the users are actually doing with the
software [3].
However, for teams who are only beginning the use of U-I
data, it can be problematic to even understand what kind of
objectives they could have for the collection and analysis of
U-I data. For advancing the use of U-I data, a one size ﬁts
all guidance to software teams is difﬁcult to come by, even if
the emergence of general tools, such as Hotjar1 and Google
Analytics2, have simpliﬁed the collection and analysis of data
especially in the ﬁeld of web development. For installable
applications, the common solutions seem to focus on speciﬁc
tasks such as Apache Log4j 23 on logging. In addition,
scientiﬁc models such as the data dimension of the Stairway to
1https://www.hotjar.com
2www.google.com/analytics
3https://logging.apache.org/log4j/2.x/index.html
Heaven [4] or the HYPEX model [5] can provide good starting
point for understanding the ﬁeld. However, there seems to be
a lack of understanding of how organizations concretely start
the utilization of U-I data and what kind of challenges are
related with it. To ﬁll the gap, we study
1) what kind of activities software teams do when starting
the utilization of U-I data,
2) what kind of objectives software teams have for U-I data,
3) and what kind of challenges software teams face after
starting the utilization of U-I data.
The study is a part of a large research effort, where the aim
is to support data-driven software development. Previously,
we have studied three case organizations (A, B & C) on
how software teams choose collecting techniques for U-I
data [6]. This time, we intervene with the work of the same
software teams in order to start the actual use of U-I data. As
contributions, (1) we design a U-I data utilization method to
model and guide the workﬂow of how software teams start the
use of U-I data. Then, (2) we examine the categorizations of
U-I data analysis and utilization objectives from our previous
work [7] in practice. Finally (3), we categorize the typical
challenges with the utilization of U-I data.
II. BACKGROUND AND RELATED WORK
Data from the Use of Software: Many terms are used to
describe the data that is gathered from a software system. The
data types for collected data vary by their nature in respect
to time or type that is generated. One category of software
data is runtime data, which consists of product data gathered
as the system is running. Tightening this, Holmstro¨m Olsson
and Bosch [8] have used the term post-deployment data for
data that are generated by a product after its commercial
deployment. Barik et al. [9] have approached software data
somewhat similarly by events. They split this event data into
two categories based on the behavior of the data, namely
logs and telemetry. U-I data, as used in this paper, can be
categorized as telemetry with the speciﬁcation that it originates
from user-interactions. Shuur et al. [10] have coined the term
”software operation knowledge” and categorized data types
related to SOK into usage (e.g. U-I), performance, quality and
feedback data.
Uses for Data in Software Development: In the same
study, Schuur et al. [10] have deﬁned a framework that
lists uses for software operation knowledge. Similarly, in our
previous work [7], we categorized uses for post-deployment
data and analyses that software teams could conduct on post-
deployment data based on a questionnaire survey. In a bit more
general level, Begel and Zimmerman [11] collected an exten-
sive 145 question list of questions that software developers
would like to have answers to in software development. The
question of ”How do users typically use my application?” was
ranked essential the most often in their survey.
Studies by Rodriguez et al. [2] and Sauvola et al. [3] inves-
tigated data collection practices and how monitoring customer
usage scenarios, A/B testing and other experiment tools can be
used to collect useful feedback and help with understanding
of customer expectations. Also a larger literature review for
customer feedback collection techniques in software was done
by Fabijan et al. [12].
While those studies focus on data collection and its chal-
lenges, additional studies by Roehm et al. [13] and Guzman
et al. [14] focus more on the methods that are used to analyze
the data and how this can be used to enact improvements
on the software product. The research by Guzman et al.
has culminated to the Q-Rapids framework, where quality
and functional requirements are managed together, evaluated
incrementally and runtime data from the system is aggregated
into indicators that can be used to support decision making in
further development cycles. Somewhat similarly, the HYPEX
model by Olsson et al. [5] depicts how data from the use
of software systems can be not only taken into account in
software development but also how to make such data a driver
for the process. In an even more concrete manner, Kohavi et
al. [15] have created a practical guideline on how to use the
different data types gained. However, their work is limited to
the web context specializing on controlled experiments such
as A/B testing. Bosch [4] investigated the different levels of
data use in software development. The data dimension of the
Stairway to Heaven model has been extended to also include
project management variables and it also includes customer
satisfaction, project throughput, revenue and such. In this
study, we focus speciﬁcally on U-I data.
III. FINDINGS
A. The U-I Data Utilization Method
We conducted this part of the study with the Action Design
Research (ADR) method [16] that emphasizes the joint effort
of academics and practitioners. We intervened with the work
of the teams to start the utilization of U-I data from February
2016 to February 2017. During this time, we collected research
data that consist mainly of workshop memos written down
by the ﬁrst author and/or the team members. These included
plans for how, why and what U-I data would be collected.
We recognized that all the teams implemented very similar
activities and we illustrate these with the designed U-I data
utilization method. The U-I Data Utilization method is formed
of three steps, each consisting of two to three activities as
seen in Table I. The table also includes descriptions of how
the activities were executed in the three cases. The three steps
frame their activities both time-wise and in the sense of how
the activities are related to each other. The steps and the
activities are described as follows.
The ﬁrst phase of the method is the Proof-of-Concept step.
Two evident points in this step are to ﬁrst select the collecting
technique and to then test the selected collecting technique so
it can be integrated with the intended target software. However,
there can be other reasons for producing such a prototype as
well, such as for internal marketing of the U-I data collecting
or to get an approval for it from other parts of the organization.
Another part in this phase is to brainstorm the analysis and
use objectives for U-I data. This initial idea generation can
be important also in the selecting of the collection technique.
However, the brainstorming can take place multiple times
inside this step, both before and after the technique selecting.
The second step in the U-I data utilization method is to Aim
& Deploy. The brainstorming activity of the ﬁrst step should
result in an excess number of use and analysis objectives,
and in most cases all of these cannot be collected in the
end. This is due to multiple factors such as limitations in
collecting techniques and U-I data analyzing skills of the team
members. Based on these factors, the selecting of the analysis
and use objectives is required before concretely deﬁning the U-
I data collecting points. The collecting technique and objective
selections can affect this deﬁning signiﬁcantly. Therefore, this
activity should be taken into account already in the selection
of the collecting technique.
The ﬁnal phase of the method is to Collect & Analyze
the U-I data. The activities in this step – collecting the data,
analyzing the data with the selected objectives and presenting
the results for use in the selected objectives – vary greatly
depending on the selections made until this step. Therefore, as
our main concern of this step we point out that the capabilities
of the team to do these activities and the characteristics of their
software project should be taken into account much before
coming to this step. As future work, we want to do research
on these capabilities. However, based on the ﬁndings of this
study it seems that these range from things such as how much
time the team has available for the U-I data analyzing to their
skills and tools of doing that analysis, and from the length of
their deployment pipeline to their access to collect U-I data
either freely from any actual end-user or restrictively from
substitute user-groups.
B. Objectives for the Analysis and Use of U-I Data
For validating and reﬁning the categorization of U-I data
analysis and use objectives identiﬁed originally in [7], we used
a directed approach to qualitative content analysis. The goal of
such analyses is to validate or extend conceptually a theoretical
framework or theory as described in [17].
1) Analysis Objectives: The analysis objectives found in
cases are summarized in Table II. The categories are sorted
according to the rank of the occurrence of the objectives.
Analysis objectives targeting at evaluation of features were the
most frequently selected among their categories. The analysis
categories are the following.
TABLE I
STEPS AND ACTIVITIES OF THE U-I DATA UTILIZATION METHOD AND DESCRIPTIONS OF THEM IN CASES
Activity Case A Case B Case C
Step1: Proof-of-Concept
1: Brainstorming the Analysis and
Use Objectives
Internal session led by a UX spe-
cialist in May 2016 resulting in a
list of 46 questions
Workshop in March 2016 with the
ﬁrst author and two members of
the software team resulting in eight
objectives for U-I data
Internal session in October 2016 led
by the software architect resulting
with ﬁve objectives
2: Select a Collecting Technique Monitoring the execution environ-
ment of the team’s software system
with a tool developed by the 1st
author
Manual instrumentation in combi-
nation with an automated collecting
tool
Aspect-oriented programming
3: Test the Collecting Technique Additional demonstrative applica-
tion developed and presented in a
cross-team demo show
Testing with the local development
environment
Testing with the local development
environment
Step2: Aim & Deploy
4: Select the Analysis and Use Ob-
jectives
23 questions selected by the ﬁrst
author and three team members
Three features selected for monitor-
ing, each with two parallel imple-
mentations
No exclusions of initial questions
5: Deﬁne the Collecting Points Tool conﬁgured by the ﬁrst author
and one team member. Merged to
the code base.
Code snippets for monitoring the
few places attached by one team
member & 1st author
Data deﬁned to be collected in se-
lected U-I events by team member
and 1st author, collecting snippets
integrated by the team member
Step3: Collect & Analyze
6: Collect Data Company internal testing day in De-
cember 2016. Data sent over HTTP
to a MySQL database.
Two-week collecting period in
April-May 2016. Data sent to
automated collecting tool.
Collecting period in February 2017.
Data logged to users’ local comput-
ers and then sent to team via email.
7: Analysis with the Objectives Data wrangling in Rstudio and
spreadsheet program. E.g. session
time calculations
Usage statistics ready in automated
tool
Data wrangling in Rstudio and
spreadsheet program. E.g. use path
visualization
8: Present the Results and Use
within the Selected Objectives
Workshop session in February 2017 Presentation to all team members in
May 2016
Presentation sessions to a team
member in March 2017
TABLE II
ANALYSIS OBJECTIVES IN THE CASES
Analysis Objectives Initially Selected
Value Analysis 27 16
Pain Point Analysis 14 8
Use Paths 13 6
User Proﬁling 5 1
Total 59 30
Value Analysis: The objective is to ﬁnd out how valuable
a certain feature or system is. In the most simplistic case this
is done by calculating how many times the feature has been
used in a certain time period and using that information in
forming an estimate of the value of the feature. In addition to
how often a feature is used, value evaluation can be based also
on who is using, where from and at what time. Example from
the internal brainstorming session’s memo of case A: “What
are the features that are most commonly search for/selected?”
Pain Point Analysis: The objective is to shed light on
possible problems that users might face. These can be related
to system performance, low usability etc. Data collected for
these analyses likely include timestamps so that the time can
be calculated and compared with others or with what was
expected. Although not strictly U-I data, collecting error logs
is similarly done likely to respond to this objective. Example
from case A: “How long time does it take to save a template?”
Use Paths: The objective is to ﬁnd out the order of the use
of features. The commonality and abnormality of individual
paths can be analyzed or the analysis can focus simply on
TABLE III
USE OBJECTIVES IN THE CASES
Use Objectives Initially Selected
UX 39 19
Informed Feature Development 11 7
Resourcing and Prioritizing 5 1
Requirements Validation 4 3
Total 59 30
what is the order on average. For example, a question in case
C was formed as “Use of library: What is done and what is
the order?”
User Proﬁling: The objective is to segment users based on
the U-I data that is collected. Differentiating can be done in
many ways such as expertise of user (novice and expert) or
technology they use the system with (browser). For example,
one analysis objective in case A was: “What browser and
browser version does the user have?”
2) Use Objectives: The second category of objectives fo-
cuses on the different uses that the case teams had for U-I data.
Table III summarizes the occurrences of objectives by each
category and displays also how many of the objectives were
selected for the actual collecting and analysis in the cases. User
eXperience (UX) was the most popular use objective category.
The use categories are the following.
Informed Feature Development: The objective is to get
insights to support decision making about how or whether
features should be developed (further). The insights can in-
clude pointers to which features require improvement and
guidelines for new designs. These are then to be used for
making informed decisions in the daily work of the software
developers. For example, the team in case C targeted the ”use
path” analysis (mentioned as the example above) at ﬁnding out
if they could develop a new feature called ”recently opened”
to their library functionality.
Requirements Validation: Requirements for a system
might come from other stakeholders than users. The objective
highlights this by aiming to validate the requirements with the
users. For instance, the intention for analyzing which browsers
are used (i.e. the example from the user proﬁling category)
was to know how many browsers the software should support.
For existing features these objectives can start off easily by
collecting usage information, but for non-existing features
approaches such as creating a minimum viable product [18]
(or rather a minimum viable feature) need to be applied.
Resourcing and prioritizing: The objective is to use results
for prioritizing or resourcing related decision making. Such
results could be formed in a feature’s value analysis, which
would then affect the priority of the related development tasks
in the products backlog. Similarly, additional development
staff or server space could be resourced towards the high-
valued features. For example, the above value analysis exam-
ple from case A could work as a basis for prioritizing the
development work of certain features.
UX: The objectives of this category are similar to the
ones in the informed feature development category but they
focus speciﬁcally on the system’s User eXperience (UX).
For example, a question formed as “Does the user open the
Help?” from the case C was targeted at understanding in
which situations the users miss help.
C. Challenges in the Utilization of U-I Data
We interviewed the case teams in January 2018 after a year
from the initial U-I data utilizations. For analysis, we used
conventional content analysis [17] to form categories of the
challenges the teams faced with U-I data utilization. We found
three themes of challenges that all of the case teams had faced
after a year from starting the utilization of U-I data. These
divide into sub-themes that characterize the main themes. In
the following, we describe the themes and present translated
quotes from the interviews accordingly.
Team members had value concerns of U-I data utilization
in the sense that they thought it had either low value or unclear
value. UX Specialist in Case B: ”I guess, its value is not seen
here so high that someone else than me would start doing it.”
Seeing the beneﬁt and value under the bottom line seemed
especially difﬁcult, which then can result in other challenges
such as getting organizational permissions. That again, makes
the challenges in this theme signiﬁcant.
The interviewees had also faced challenges related to the
difﬁculties in U-I data utilization. Sub-themes of Technical
concerns and difﬁculties, Difﬁculties in the extraction and or
use of insights, High effort required for U-I data utilization,
Scalability concerns for U-I data utilization, Lack of experi-
ence in U-I data utilization, Using Unspeciﬁc Objectives char-
acterize these challenges. For example, the software architect
in case C mentioned how ”In this context the experience was
that although we got some results out of the analysis, it was
still pretty difﬁcult to draw conclusions.”
Finally, the team members brought up challenges related
to the unsuitability of U-I data utilization in the current
situation. Some interviewees felt they were faced with lack
of resources or lack of support from organization. They also
reported on how U-I data utilizing had conﬂicts with ways
of working, methods, technical environment and/or culture.
For example, the operational development manager in case
A described such conﬂicts: ”If our product was in the Internet
world we would have implemented this already. But you see
this is not a service but a product there behind ﬁrewalls”.
Additionally, the interviewees had Privacy Concerns as well
as Legal Concerns.
IV. DISCUSSION AND THREATS TO VALIDITY
We designed the U-I data utilization method to guide
software teams that are transforming or simply trying out more
data-driven software development methods. It combines the
activities we identiﬁed in the cases of this study and lays
out practical steps for other software teams who have similar
intentions. There are some similar methods in the scientiﬁc
literature. For example, a framework presented by van der
Schuur et al. in [10] describes software operation knowledge
and its identiﬁcation, acquisition, integration, presentation and
utilization in software engineering. The framework seems data
centric in the sense that it is designed to reveal the potential
role of software operation knowledge. At the same time, it
lacks the concreteness that would help practitioners in starting
the use of such knowledge. However, it takes into account also
the perspectives of the company and customer and not only of
the development as is in our study. Given the widening ﬁeld
of tasks that especially agile software teams are responsible
for, the utilization objectives from the company and customer
perspectives might become increasingly important for the
software teams. On the other hand, the HYPEX model [5]
is also highly speciﬁc with its objective on how to integrate
the use of data, e.g. U-I, into software development process.
Compared to our U-I data utilization method, the HYPEX
model requires a radical change in the software development
process whereas the method designed in this study rather
focuses on supporting the existing software processes.
Considering the use and analysis objective categories, we
found that the UX related use objectives and Value Analysis
related analysis objectives were selected the most. Many of
the objectives in the Value Analysis category are quite simple
to approach when compared to objectives in categories such
as Use Paths. Similarly, the objectives in UX category likely
are more concrete than the objectives e.g. in the Resourcing
and Prioritizing (R&P), and they do not necessarily need
other information to support decision making as is the case
with R&P. In the three cases, only team B had experience
in collecting U-I data. In this sense, it seems quite natural
how all of the teams decided to start by trying out these
simpler tasks even if they identiﬁed various other objectives
in the ﬁrst brainstorming sessions. Moreover, we think that
with the extended descriptions and lively quotes from the
cases, the reﬁned analysis and use objective categories can
provide software teams with helpful insights and inspiration
about what to do with U-I data.
Within this research effort, we had a great opportunity
to study the same cases after one year from the initial U-
I data utilizations. This resulted in an in-depth look to the
challenges the case teams had faced during the year. What
was similar among all the cases, was that all of them had
faced the challenges related to the unsuitability and difﬁculty
of U-I data utilization. Each of them also had concerns about
its value. Considering the inspirational success stories such as
[18], the reports on low or unclear value of data utilization
sound alarming. However, the other two challenge themes
found in this study can explain this. For example, in some
cases the technical environment as a whole requires radical
changes to make U-I data utilization possible. The changes
might be required also in areas that are not in the control
of the software team. Such challenges were categorized as
process and customer immaturities in [7].
Considering validity, we point out that while the number of
case teams was low (3), the case organizations were highly
different in their characteristics among each other. In this
sense, the results of this study provide a detailed look on
the activities, objectives, and challenges of software teams
in the utilization of U-I data. Therefore, the results can give
interesting insights to a wide audience even if the results of
this study would not be generalizable for any software team.
The bias from using only one researcher for most of the
work in this kind of a study is signiﬁcant. To lower this, the
meeting notes were shown to and accepted by team members
in each case. Moreover, the second, third, and fourth authors
participated in the analysis of the research data. Additionally,
the second author, who participated in the ﬁnal interviews and
in the analysis parts of this study, did not participate in the
ADR part.
V. CONCLUSIONS
This study aimed at gaining an understanding of how soft-
ware teams can start the use of U-I data and what challenges
they face with it. In this paper, we described three cases from
different organizations by explaining how the teams identiﬁed
analysis and use objectives for U-I data, selected collecting
techniques, collected the data and analyzed the results. We
conducted the study with ADR, and as a contribution designed
a U-I data utilization method that summarizes the steps of the
case teams in their efforts of starting the use of U-I data. In
addition, we validated and reﬁned the categories of U-I data
analysis and use objectives we had found in our previous work.
In addition, we studied the challenges software teams can
face while starting the utilization of U-I data. The results
contribute to the practice in the sense that the presented U-
I data utilization method lays out steps for other software
teams to try similar processes. At the same time, the found
challenges can give valuable consideration points while the
use and analysis objectives work as inspiration.
REFERENCES
[1] H. H. Olsson, J. Bosch, and H. Alahyari, “Towards r&d as innovation
experiment systems: A framework for moving beyond agile software
development,” in Proceedings of the IASTED, 2013, pp. 798–805.
[2] P. Rodriguez, A. Haghighatkhah, L. E. Lwakatare, S. Teppola, T. Suo-
malainen, J. Eskeli, T. Karvonen, P. Kuvaja, J. M. Verner, and M. Oivo,
“Continuous deployment of software intensive products and services: A
systematic mapping study,” Journal of Systems and Software, vol. 123,
pp. 263–291, 2017.
[3] T. Sauvola, L. E. Lwakatare, T. Karvonen, P. Kuvaja, H. H. Olsson,
J. Bosch, and M. Oivo, “Towards customer-centric software develop-
ment: a multiple-case study,” in Software Engineering and Advanced
Applications (SEAA), 2015 41st Euromicro Conference on. IEEE, 2015,
pp. 9–17.
[4] J. Bosch, Speed, Data, and Ecosystems: Excelling in a Software-Driven
World. CRC Press, 2017.
[5] H. H. Olsson and J. Bosch, “From opinions to data-driven software
r&d: a multi-case study on how to close the’open loop’problem,” in
Software Engineering and Advanced Applications (SEAA), 2014 40th
EUROMICRO Conference on. IEEE, 2014, pp. 9–16.
[6] S. Suonsyrja¨, “Eeny, meeny, miny, mo... a multiple case study on se-
lecting a technique for user-interaction data collecting,” in International
Conference on Agile Software Development. Springer, 2017, p. To
appear.
[7] S. Suonsyrja¨, L. Hokkanen, H. Terho, K. Systa¨, and T. Mikkonen,
“Post-deployment data: A recipe for satisfying knowledge needs in
software development?” in Software Measurement and the International
Conference on Software Process and Product Measurement (IWSM-
MENSURA), 2016 Joint Conference of the International Workshop on.
IEEE, 2016, pp. 139–147.
[8] H. H. Olsson and J. Bosch, “Post-deployment data collection in
software-intensive embedded products,” in Continuous software engi-
neering. Springer, 2014, pp. 143–154.
[9] T. Barik, R. DeLine, S. Drucker, and D. Fisher, “The bones of the
system: a case study of logging and telemetry at microsoft,” in Pro-
ceedings of the 38th International Conference on Software Engineering
Companion. ACM, 2016, pp. 92–101.
[10] H. van der Schuur, S. Jansen, and S. Brinkkemper, “A reference
framework for utilization of software operation knowledge,” in Software
Engineering and Advanced Applications (SEAA), 36th EUROMICRO
Conference on. IEEE, 2010, pp. 245–254.
[11] A. Begel and T. Zimmermann, “Analyze this! 145 questions for data sci-
entists in software engineering,” in Proceedings of the 36th International
Conference on Software Engineering. ACM, 2014, pp. 12–23.
[12] A. Fabijan, H. H. Olsson, and J. Bosch, “Customer feedback and
data collection techniques in software r&d: a literature review,” in
International Conference of Software Business. Springer, 2015, pp.
139–153.
[13] T. Roehm, B. Bruegge, T.-M. Hesse, and B. Paech, “Towards identiﬁca-
tion of software improvements and speciﬁcation updates by comparing
monitored and speciﬁed end-user behavior,” in Software Maintenance
(ICSM), 2013 29th IEEE International Conference on. IEEE, 2013,
pp. 464–467.
[14] L. Guzma´n, M. Oriol, P. Rodrı´guez, X. Franch, A. Jedlitschka,
and M. Oivo, “How can quality awareness support rapid software
development?–a research preview,” in International Working Confer-
ence on Requirements Engineering: Foundation for Software Quality.
Springer, 2017, pp. 167–173.
[15] R. Kohavi, R. Longbotham, D. Sommerﬁeld, and R. M. Henne, “Con-
trolled experiments on the web: survey and practical guide,” Data mining
and knowledge discovery, vol. 18, no. 1, pp. 140–181, 2009.
[16] M. K. Sein, O. Henfridsson, S. Purao, M. Rossi, and R. Lindgren,
“Action design research,” MIS quarterly, pp. 37–56, 2011.
[17] H.-F. Hsieh and S. E. Shannon, “Three approaches to qualitative content
analysis,” Qualitative health research, vol. 15, no. 9, pp. 1277–1288,
2005.
[18] E. Ries, The lean startup: How today’s entrepreneurs use continuous
innovation to create radically successful businesses. Crown Books,
2011.

 PUBLICATION 
VI 
Understanding the Relations between Iterative Cycles in Software 
Engineering 
Terho H., Suonsyrjä S., Systä K., Mikkonen T. 
In Proceedings of the 50th Hawaii International Conference on System Sciences (HICSS) 2017. 
Publication reprinted with the permission of the copyright holders. 
 
  
  
 
 
 
 
 
 
8QGHUVWDQGLQJWKH5HODWLRQV%HWZHHQ,WHUDWLYH&\FOHV
LQ6RIWZDUH(QJLQHHULQJ

+HQUL7HUKR6DPSR6XRQV\UMl.DUL6\VWlDQG7RPPL0LNNRQHQ
7DPSHUH8QLYHUVLW\RI7HFKQRORJ\7DPSHUH)LQODQG
^KHQULWHUKRVDPSRVXRQV\UMDNDULV\VWDWRPPLPLNNRQHQ`#WXWIL
$EVWUDFW
 
Iterations are one of the most successful 
mechanisms in software development to ensure that the 
resulting system is satisfactory. Due to its strengths, 
various kinds of iterations have been integrated to 
software development with varying goals. In this 
paper, we consider different types of iterations related 
to software development including prototyping, 
incremental development, sprints as in e.g. Scrum, and 
iterations as defined in Lean Startup. The goal is to 
understand the relations between the types of 
iterations, and to find out what kind of similarities and 
differences they have with each other. As a result, we 
find that while the goals are different, it is possible for 
the iterations to coexist, so that one form of iteration is 
used as a tool to complete the goals of another. 

,QWURGXFWLRQ

:KLOH RIWHQ FRQVLGHUHG DV D PRGHUQ DSSURDFK
FRPSDUHG WR SODQGULYHQ ZDWHUIDOOVW\OH DSSURDFKHV
LWHUDWLYH GHYHORSPHQW KDV D ORQJ KLVWRU\ – WKH
DSSOLFDWLRQ RI LWHUDWLYH DQG LQFUHPHQWDO GHYHORSPHQW
GDWHVDVIDUEDFNDVWKHPLGV>@:KLOHQRVLQJOH
LWHUDWLYH DSSURDFK ZDV GRPLQDQW DQG QXPHURXV
GLIIHUHQFHV EHWZHHQ PHWKRGV H[LVWHG WKH\ DOO VKDUHG
WKHYLHZWRDYRLGDVLQJOHSDVVVHTXHQWLDOGRFXPHQW
GULYHQJDWHGVWHSSURFHVV>@
'LIIHUHQW LWHUDWLYH PHWKRGV DQG WHFKQLTXHV IRU
GLIIHUHQW SKDVHV RI VRIWZDUH GHYHORSPHQW KDYH EHHQ
SURSRVHGE\WKHVRIWZDUHHQJLQHHULQJFRPPXQLW\)RU
H[DPSOH SURWRW\SLQJ >@ 6FUXP >@ DQG PRUH
UHFHQWO\ /HDQ 6WDUWXS >@ VKDUH DQ LWHUDWLYH ZD\ RI
ZRUNLQJ +RZHYHU WKHVH WHFKQLTXHV KDYH ERUQ IURP
GLIIHUHQW YLHZSRLQWV DQG WKH\ DUH WR EH XVHG DW
GLIIHUHQW VWDJHV DQG IRU GLIIHUHQW SXUSRVHV LQ WKH
GHYHORSPHQW SURFHVV )RU LQVWDQFH ZKLOH VSULQWV DUH
XVHGWRPDQDJHZHHNO\WDVNV>@/HDQ6WDUWXSLVXVHG
WRWHVWLQLWLDOSURGXFWYLDELOLW\>@
6LQFH WKH WHUP LWHUDWLRQ LV XVHG LQ VR PDQ\
FRQWH[WV DQG PHDQLQJV UDQJLQJ IURP D PLQLPXP
YLDEOH SURGXFW WKDW FDQ EH XVHG WR WHVW EXVLQHVV
K\SRWKHVLV WR IXOOEORZQ QHZ YHUVLRQV RI VRIWZDUH
SURGXFWVLWLVQRWVXUSULVLQJWKDWWKHRYHUODSSLQJXVHRI
PHWKRGV FDQ FDXVH FRQIXVLRQ LQ WKH SURFHVV 7KH
VLWXDWLRQ LV IXUWKHU FRPSOLFDWHG E\ WKH IDFW WKDW
QXPHURXVVWDNHKROGHUVZLWKGLIIHUHQWWHUPLQRORJ\EXW
SDUWO\ WKH VDPH WHUPV RIWHQ SDUWLFLSDWH LQ VRIWZDUH
GHYHORSPHQW DFWLYLWLHV LQ GLIIHUHQW UROHV VXFK DV
FXVWRPHU GRPDLQ VSHFLDOLVW SURMHFW DQG SURGXFW
PDQDJHUDQGGHYHORSHUWRQDPHVRPHFRPPRQRQHV
7KH FRPPXQLFDWLRQ SUREOHPV EHWZHHQ WKH
VWDNHKROGHUVRIWKHVRIWZDUHGHYHORSPHQWSURFHVVDUHD
PDMRU LVVXH LQ VRIWZDUH GHYHORSPHQW 7KH GLIIHUHQW
JRDOV RI GLIIHUHQW VWDNHKROGHUV FDQ UHVXOW LQ FRQIOLFWV
EHWZHHQ SULRULWLHV HYHQ WKRXJK DOO DUH LQ WKHLU RZQ
RSLQLRQ VSHDNLQJ WKH VDPH ODQJXDJH 7KHVH SUREOHPV
DUH H[DFHUEDWHG LQ ODUJH RUJDQL]DWLRQV ZKHUH
FRPPXQLFDWLRQ EHWZHHQ VWDNHKROGHUV LV DOUHDG\ D
ODUJHU LVVXH LQ LWV RZQ ,I WKH NQRZOHGJH RI WKH
GLIIHUHQWW\SHVRILWHUDWLRQVDQGWKHLUWDUJHWVDWWULEXWHV
DQG VWDNHKROGHUVZRXOGEH LPSURYHG WKH VWUHQJWKVRI
DOO WKH F\FOHV FRXOG EH EHWWHU XWLOL]HG 7KLV LQ WXUQ
ZRXOGOHDGWRPRUHLQWHJUDOZRUNLQJEHWZHHQSURMHFWV
DQG RUJDQL]DWLRQV DQG FUHDWLQJ FRPPRQ WRROV DQG
YRFDEXODU\WRWKHZKROHGHYHORSPHQWWHDP
6RPH DXWKRUV FODLP WKDW LQ WKH HQG WKH F\FOHV
FXOPLQDWH LQ UXQQLQJ FRGH WKDW LV FRQWLQXRXVO\
PDLQWDLQHG>@EXWZHDVVXPHDZLGHUYLHZ:HFODLP
WKDW LWHUDWLRQV DOVR VHUYH RWKHU SXUSRVHV DQG WKDW
LWHUDWLRQV SURSRVHG E\ GLIIHUHQW DSSURDFKHV DUH LQWHU
UHODWHG EXW QRW WKH VDPH :H EHOLHYH WKDW ZKHQ
XQGHUVWRRG SURSHUO\ WKHVH GLIIHUHQW F\FOHV FRXOG
DFWXDOO\ UHVXOW LQ EHWWHU RYHUDOO YLHZ RI WKH SURGXFW
GHYHORSPHQWDQGFRPPXQLFDWLRQEHWZHHQWKHGLIIHUHQW
VWDNHKROGHUVLQVRIWZDUHGHYHORSPHQW7KLVEHWWHUYLHZ
FDQ EH XWLOL]HG WR RSWLPL]H WKH XVDJH RI UHVRXUFHV
XQGHUVWDQG IHHGEDFN EHWWHU DQGPDNH EHWWHU GHFLVLRQV
RQ WKH GHYHORSPHQW WUDFN RI WKH SURMHFW DV D ZKROH
UHVXOWLQJLQKLJKHUTXDOLW\SURGXFWV

,Q WKLV SDSHUZH DQDO\]H VLPLODULWLHV GLIIHUHQFHV
DQG RWKHU UHODWLRQV EHWZHHQ WKH GLIIHUHQW IRUPV RI
LWHUDWLRQVXVHGLQVRIWZDUHGHYHORSPHQW7KHSDSHUKDV
EHHQ LQVSLUHGE\ HDUOLHUZRUN UHJDUGLQJKRZ VRIWZDUH
VWDUWXSV KDQGOHG SURGXFW GHYHORSPHQW >@ ([WHQGLQJ
WKLV ZRUN WR FRYHU WKH GLIIHUHQW W\SHV RI LWHUDWLRQV
LQVWHDG RI VLPSO\ SURGXFW VWUDWHJ\ LQWURGXFHV PRUH
SRVVLELOLWLHVWRDSSO\WKHUHVXOWVLQSUDFWLFH
7KH UHVW RI WKLV SDSHU LV VWUXFWXUHG DV IROORZV ,Q
6HFWLRQ  ZH LQWURGXFH WKH LWHUDWLRQV LQ WKH VHOHFWHG
DSSURDFKHV WRJHWKHU ZLWK D EULHI FRPSDULVRQ RI WKHLU
FKDUDFWHULVWLFVJRDOVDQGPRWLYDWLRQV,Q6HFWLRQZH
VKLIW WKH IRFXV WR WKH YDULRXV WDUJHWV RI VRIWZDUH
GHYHORSPHQW F\FOHV ,Q 6HFWLRQ  ZH GLVFXVV WKH
VWDNHKROGHUVRIVRIWZDUHGHYHORSPHQWDQGLQ6HFWLRQ
ZH DGGUHVV WKH DWWULEXWHV RI WKH YDULRXV F\FOHV ,Q
6HFWLRQ  ZH SURYLGH D V\QWKHVLV RI WKH UHVXOWV ,Q
6HFWLRQZHGUDZVRPHILQDOFRQFOXVLRQV

%DFNJURXQGDQG5HODWHGZRUN

7KH UHVHDUFKHUV DQG SUDFWLWLRQHUV RI VRIWZDUH
HQJLQHHULQJKDYH LQWURGXFHGVHYHUDOZD\V WR LWHUDWH LQ
VRIWZDUH GHYHORSPHQW 7KHVH GLIIHUHQW W\SHV RI
LWHUDWLRQVDUHXVHGLQGLIIHUHQWFRQWH[WEXWKDYHVHYHUDO
VLPLODULWLHV0DQDJLQJ WKHVH LWHUDWLRQV WDNHVZRUNDQG
VSHFLILFDWWHQWLRQDVZHOODVEDODQFLQJEHWZHHQWLPHWR
PDUNHW>@
$V DOVR GLVFXVVHG E\ %HUHQWH DQG /\\WLQHQ
LWHUDWLRQ LV DFWXDOO\ D PXOWLGLPHQVLRQDO LVVXH ZKHUH
GLIIHUHQW OHYHOV RI LWHUDWLRQ DOZD\V KDSSHQV LQ D
VRIWZDUH SURMHFW EH LW FRJQLWLYH RU JXLGHG E\ WKH
SURFHVV>@,QWKLVSDSHUKRZHYHUZHIRFXVPRUHRQ
WKH GLIIHUHQW IRUPV RI LWHUDWLRQV DV PHWKRGV DQG RQ
WKHLU YDULRXV FKDUDFWHULVWLFV DV VXFK 0RUH SUHFLVHO\
ZHDQDO\]HVLPLODULWLHVGLIIHUHQFHVDQGRWKHUUHODWLRQV
EHWZHHQ WKH GLIIHUHQW IRUPV RI LWHUDWLRQ LQ IRXU
GLIIHUHQW VHWXSV 7KH DQDO\]HG LWHUDWLRQ W\SHV DUH WKH
IROORZLQJ
x 3URWRW\SLQJ 3URWRW\SHV HQDEOH D KLJK GHJUHH RI
XVHUHYDOXDWLRQDQGLQLWLDWHVDOHDUQLQJSURFHVVIRU
WKHHQGXVHUVDQGGHYHORSHUVRIWKHV\VWHP>@
x ,QFUHPHQWDO GHYHORSPHQW 7KH IHDWXUHV RI WKH
VRIWZDUH DUH JURXSHG VR WKDW WKH PRVW LPSRUWDQW
IHDWXUHVDUHLPSOHPHQWHGILUVWDQGWKHVXEVHTXHQW
LWHUDWLRQVFRPSOHPHQWWKHVRIWZDUH>@
x 6SULQW3RSXODUL]HGE\6FUXP>@VSULQWVFRQWDLQ
WLPHER[HG VHWV RI IHDWXUHV VHOHFWHG IRU
LPSOHPHQWDWLRQ
x /HDQ 6WDUWXS 3RSXODUL]HG E\ (ULF 5LHV /HDQ
6WDUWXS LV DQ LWHUDWLYH GHYHORSPHQW PHWKRG IRU
FUHDWLQJSURGXFWV WKDWXVHUVDFWXDOO\ZDQWDQGDUH
UHDG\WRSD\IRU>@
$V WKH VWDUWLQJ SRLQW RI RXU VWXG\ ZH QH[W EULHIO\
UHYLHZ WKH GLIIHUHQW LWHUDWLRQ W\SHV WRJHWKHU ZLWK WKH
GULYHUVEHKLQGWKHVHDSSURDFKHV
3URWRW\SLQJ

6RIWZDUHGHYHORSPHQWDSSURDFKHVWKDWDUHEDVHGRQ
SURWRW\SLQJ KDYHEHHQGHYHORSHG IRU VLWXDWLRQVZKHUH
WKHZRUN VWHSV RI D SURMHFW FDQQRW EH FOHDUO\ GHWDLOHG
EHIRUH H[HFXWLRQ >@ 3URWRW\SLQJ LQFRUSRUDWHV PDQ\
VW\OHV LQFOXGLQJ LWHUDWLYH UDSLG HYROXWLRQDU\
WKURZDZD\LQFUHPHQWDODQGPRFNXSSURWRW\SLQJ>@
6WHSKHQDQG%DWHV>@GHILQHWKHSURWRW\SHWKURXJKWZR
FRPPRQFKDUDFWHULVWLFV
 7KH SURWRW\SH HQDEOHV D KLJK GHJUHH RI XVHU
HYDOXDWLRQ ZKLFK WKHQ VXEVWDQWLDOO\ DIIHFWV
UHTXLUHPHQWVVSHFLILFDWLRQVRUGHVLJQ
 7KHSURWRW\SHLQLWLDWHVDOHDUQLQJSURFHVVIRUXVHUV
DQGGHYHORSHUVRIWKHV\VWHP
+LHUDUFKLFDOO\ SURWRW\SHV FDQ EH GLYLGHG LQWR
WKURZDZD\ DQG HYROXWLRQDU\ SURWRW\SHV 7KURZDZD\
SURWRW\SHV DUH GLVFDUGHG DIWHU WKHLU LQLWLDO XVH EXW
HYROXWLRQDU\SURWRW\SHVDUHXVHGDVDEDVLV IRU IXUWKHU
GHYHORSPHQW 7KXV GHYHORSPHQW EDVHG RQ
HYROXWLRQDU\SURWRW\SHVJRHV WKURXJKVHTXHQFHVRIUH
GHVLJQ UHLPSOHPHQWDWLRQ DQG UHHYDOXDWLRQ ZLWKRXW
NQRZLQJ WKH FRPSOHWH VHW RI UHTXLUHPHQWVEHIRUHKDQG
>@ $OWKRXJK WKH H[DFW UHTXLUHPHQWV IRU IXUWKHU
GHYHORSPHQW PLJKW EH XQFOHDU WKH LPSOHPHQWDWLRQ
FKRLFH VWLOO PDWWHUV DV ODUJH SDUWV RI WKH FRGHZLOO EH
UHXVHG ,Q FRQWUDVW WKH LQWHQGHG IXUWKHU XVH RI
WKURZDZD\SURWRW\SHVLVFOHDUIURPWKHEHJLQQLQJ–LWV
FRGHZLOOQRWEHXVHG

,QFUHPHQWDO'HYHORSPHQW

7KH Guide to the Software Engineering Body of 
Knowledge GHILQHV LQFUHPHQWDO GHYHORSPHQW DV
“An incremental model produces successive 
increments of working, deliverable software based on 
partitioning of the software requirements to be 
implemented in each of the increments. The software 
requirements may be rigorously controlled, as in a 
linear model, or there may be some flexibility in 
revising the software requirements as the software 
product evolves”>@
:KLOHLQFUHPHQWDOGHYHORSPHQWLVRIWHQFRQVLGHUHG
D VRPHZKDW PRGHUQ WHFKQLTXH &UDLJ /DUPDQ DQG
9LFWRU%DVLOLDUJXHWKDWLWVDSSOLFDWLRQGDWHVDVIDUEDFN
DV WKH PLGV >@ ,Q LQFUHPHQWDO GHYHORSPHQW
FRPSOHWHGLQFUHPHQWVDUHGHSOR\HGDQGWDNHQLQWRXVH
$SDUWLFXODUIHDWXUHRILQFUHPHQWDOGHYHORSPHQWLVWKDW
DOO LQFUHPHQWV DUH SODQQHG DFFRUGLQJ WR WKH QHHGV RI
WKHXVHUVDQG WKHGHYHORSPHQWJHWV IHHGEDFNIURPWKH

UHDO XVDJH IRU GHVLJQLQJ DQG GHSOR\LQJ ODWHU
LQFUHPHQWV 6WLOO D SODQ RYHU PXOWLSOH LQFUHPHQWV WR
FRPH LV FRPPRQO\PDGH VR WKDW HDFK LQFUHPHQW FDQ
EH XVHG WR GULYH WKH GHVLJQ WRZDUGV IXWXUH
UHTXLUHPHQWV ,Q WHUPV RI FRQFUHWH UHDOL]DWLRQV  583
LQWURGXFHVIRXUGLVWLQFWSURMHFWOLIHF\FOHSKDVHV
x ,QFHSWLRQ 6FRSH WKH V\VWHP VR WKDW WKHUH LV D
YDOLGEDVHOLQHLQLWLDOEXGJHWLQJ
x (ODERUDWLRQ 0LWLJDWH WKH NH\ ULVNV H[HFXWH
SUREOHP GRPDLQ DQDO\VLV GHILQH EDVHOLQH
DUFKLWHFWXUH
x &RQVWUXFWLRQ%XLOGWKHV\VWHP
x 7UDQVLWLRQ7DNHWKHV\VWHPWRSURGXFWLRQ
:KLOH LW LV SRVVLEOH WR DGYDQFH LQ LWHUDWLYH F\FOHV
ZLWKLQ HDFK SKDVH WKH DERYH SKDVHV ZKHQ UHSHDWHG
IRUPWKHLQFUHPHQWDOGHYHORSPHQWF\FOHDVGHILQHGE\
583 &RQVHTXHQWO\ HDFK F\FOH LV SODQQHG DOPRVW WR
WKHH[WHQWDVDRQHRIISURGXFWZRXOGEHSODQQHGWKXV
UHVHPEOLQJ WKH ZDWHUIDOO PRGHO +RZHYHU LW LV
FRPPRQ WKDW VRPH RI WKH IHDWXUHV DUH SXVKHG WR
VXEVHTXHQWUHOHDVHVLQSDUWLFXODULIWKH\GRQRWFRQWDLQ
QHDUWHUPYDOXHIRUHQGXVHUV

6SULQWVLQ$JLOH0HWKRGV

7ZR FRUH YDOXHV LQ WKH $JLOH PDQLIHVWR DUH
&XVWRPHUFROODERUDWLRQRYHUFRQWUDFWQHJRWLDWLRQDQG
5HVSRQGLQJ WR FKDQJH RYHU IROORZLQJ D SODQ >@
)RU REYLRXV UHDVRQV WKHVH YDOXHV FRQIOLFW ZLWK
ULJRURXV FRQWURO DQG XSIURQW GHILQLWLRQ RI WKH
UHTXLUHPHQWV WKDW DUH RIWHQ DVVRFLDWHG ZLWK
GHYHORSPHQW PHWKRGV ZKHUH D ORQJHUWHUP YLHZ LV
XVHGRULQJHQHUDOZLWKDQ\SUHFLVHLQWHUSUHWDWLRQRID
SUHPDGHSURMHFWSODQ
0DQ\ FRQFUHWH LQFDUQDWLRQV RI DJLOH PHWKRGV IRU
LQVWDQFH ;3 DQG 6FUXP LQFOXGH WLPHER[HG VSULQWV
ZKHUH WHFKQLFDO DFWLYLWLHV WDNH SODFH 7KH SULPDU\
SXUSRVH RI WKHVH VSULQWV LV FRRUGLQDWLRQ DQG
PDQDJHPHQW RI ZRUN )XUWKHUPRUH 6FUXP SURSRVHV
WKHSURGXFWLRQRISRWHQWLDOO\GHOLYHUDEOHSURGXFWVLQDOO
VSULQWV ZKHUH WKH FRQWHQW RI HDFK VSULQW LV XVXDOO\
GHILQHG DFFRUGLQJ WR GHYHORSPHQW DQG FXVWRPHU
FROODERUDWLRQ DVSHFWV – QRW EDVHG RQ WKH LQFUHPHQWDO
QHHGVRIDXVHU

/HDQ6WDUWXS

/HDQ 6WDUWXS LV D PHWKRGRORJ\ IRU EXLOGLQJ
HQWHUSULVHVQRW VRIWZDUH >@7KHPHWKRGRORJ\KDV
EHHQFUDIWHGLQVRIWZDUHFRQWH[WDQGLWVKDUHV WKH LGHD
RI IUHTXHQW LWHUDWLRQVZLWKPDQ\ VRIWZDUH HQJLQHHULQJ
PHWKRGV ,Q D QXWVKHOO EXLOGLQJ D VXFFHVVIXO SURGXFW
IRU D VRIWZDUH VWDUWXS FRQVLVWV RI PXOWLSOH VKRUW
LWHUDWLRQV HDFK RI ZKLFK VXUYH\V V\VWHPDWLFDOO\ WKH
FRQWH[WRIWKHFRQFHSWXDOL]HGSURGXFW
7KHLWHUDWLRQLQ/HDQ6WDUWXSVWDUWVZLWKDQLGHDWKDW
LQFOXGHVK\SRWKHVHVDERXWWKHFXVWRPHUEHKDYLRURUWKH
FRQWH[WRIXVDJH:KHQWKHILUVWK\SRWKHVHVKDYHEHHQ
YDOLGDWHGWKHILUVWminimum viable product093FDQ
EH EXLOW 7KLV SURGXFW LV D YHUVLRQ WKDW HQDEOHV D IXOO
WXUQ RI WKH EXLOG PHDVXUH OHDUQ ORRS ZLWK PLQLPXP
HIIRUW )RU HDFK ORRS WKH PDLQ JRDO LV WR OHDUQ LI WKH
EXVLQHVV DQG SURGXFW K\SRWKHVLV LV YDOLG – LQ RWKHU
ZRUGVZKHWKHU WKHSURGXFW LV DFWXDOO\ VRPHWKLQJ WKDW
VRPHRQH QHHGV RU ZDQWV DQG FDQ LW FUHDWH D VFDODEOH
EXVLQHVV
%DVHG RQ WKH DERYH WKH JRDO RI WKH SURFHVV LV WR
HYDOXDWH WKH EXVLQHVV YDOLGLW\ RI WKH SURSRVLWLRQ
+RZHYHU WHFKQRORJLFDO GHYHORSPHQW LV UHTXLUHG LQ
PRVW FDVHV WR GR VXFK HYDOXDWLRQ LQ SDUWLFXODU LQ WKH
FRQWH[WRIVRIWZDUHGHYHORSPHQW>@

7KH&KDQJLQJ7DUJHWVRI6RIWZDUH
'HYHORSPHQW&\FOHV

0DQ\FKDOOHQJHVLQVRIWZDUHGHYHORSPHQWKDYHOHG
WRGLIIHUHQWNLQGVRI LWHUDWLRQV)LUVWO\ WKHUHDUHPDQ\
XQNQRZQV UHODWHG WR WHFKQRORJLHV UHTXLUHPHQWV DQG
EXVLQHVV 7KLV PHDQV WKDW LWHUDWLRQV DUH QHHGHG WR
manage risks and learn from feedback )RU FRPSOH[
V\VWHPV WKHVH FKDOOHQJHV H[LVW HYHQ LI WKH FRQWH[W RI
WKHSURMHFW LVVWDEOH+RZHYHU WKHFRQWH[W–FXVWRPHU
QHHGVWHFKQRORJLHVDQGVRRQ–XVXDOO\FKDQJH7KXV
LWHUDWLYH DSSURDFKHV DUH XVHG WR effectively respond to 
changes 7KH IDFW WKDW WKH FKDOOHQJHV YDU\ LQ WKHLU
QDWXUH PHDQV WKDW ZH PXVW XVH LWHUDWLRQV IRU VHYHUDO
SXUSRVHV ,Q WKH IROORZLQJZH IRUPXODWH WKH W\SHV RI
SUREOHPV WKDWPDWFK WKH W\SHV RI LWHUDWLRQV DGGUHVVHG
LQ WKLV SDSHU ,Q DGGLWLRQ WKH UROHRI LWHUDWLRQVZLWKLQ
WKHODUJHUVFRSHRIGHYHORSPHQWLVDGGUHVVHG

3URWRW\SLQJ

7KH JRDO RI SURWRW\SLQJ LV SUREDEO\ WKH PRVW
VWUDLJKWIRUZDUG ZKHQ FRQVLGHULQJ WKH GLIIHUHQW W\SHV
RI LWHUDWLRQV – EXLOG D SURWRW\SH VLPSO\ WR ILJXUH RXW
ZKDW LV GRDEOH DQG ZKDW LV QRW 3URWRW\SLQJ LV RIWHQ
QHHGHG WR JHW VWDUWHG ZLWK VRPHWKLQJ QHZ EH LW
LPSOHPHQWDWLRQ WHFKQLTXH RU GRPDLQ ,Q DGGLWLRQ WR
WHVWLQJ RU WU\LQJ D WHFKQRORJ\ SURWRW\SLQJ LV XVHG WR
FRPPXQLFDWHLGHDVWRVWDNHKROGHUV
7KH YDOXH RI D SURWRW\SH LV QRW SULPDULO\ LQ WKH
GHYHORSHG VRIWZDUH RU LWV XVH 7KH YDOXH LV LQ WKH
OHDUQLQJV DQG FRPPXQLFDWLRQ 7KH GHYHORSHU
RUJDQL]DWLRQ OHDUQV IURP WKH LVVXHV LQ GHYHORSPHQW
EHQFKPDUNVDQGVWDNHKROGHUIHHGEDFN,QDGGLWLRQWKH
SURWRW\SHKHOSVLQFRPPXQLFDWLQJWKHLGHDRUSURGXFW
3URWRW\SLQJPHWKRGVKDYHDORQJVWDQGLQJWUDGLWLRQ
DOVR LQ WKH ILHOGRIKXPDQFRPSXWHULQWHUDFWLRQ +&,

>@ ,Q JHQHUDO SURWRW\SHV UDQJH IURP KLJK WR ORZ
ILGHOLW\ LH IURP ORZFRVW PHWKRGV VXFK DV SDSHU
VNHWFKHV WRPRUHGHWDLOHGSURSRVLWLRQV OLNH LQWHUDFWLYH
ZHEDSSOLFDWLRQV/RZILGHOLW\PHWKRGVKDYHSURYHQWR
EHKLJKO\HIILFLHQWLQYDOLGDWLQJGHVLJQVDQGSUHGLFWLQJ
ODUJH SUREOHPV 2Q WKH RWKHU KDQG KLJKILGHOLW\
PHWKRGV KDYH EHHQ XVHG IRU H[DPSOH IRU DVVXULQJ
PDQDJHPHQWDQGRWKHUVWDNHKROGHUV
:KLOH RIWHQ FRQVLGHUHG DV VPDOO H[SHULPHQWV
SURWRW\SHVRIFRQVLGHUDEOHVL]HDOVRH[LVW)RULQVWDQFH
WKH &ORXGEHUU\ SURMHFW >@ – REYLRXVO\ EH\RQG D
VLPSOH VLQJOHGHYHORSHU H[SHULPHQW RI D SDUWLFXODU
GHWDLO – FDQ EH UHJDUGHG DV D SURWRW\SH IRU
GHPRQVWUDWLQJWKHIHDVLELOLW\RIZHEWHFKQRORJLHVLQWKH
GHYHORSPHQW RI D PRELOH GHYLFH ,Q IDFW DOWKRXJK
VHOGRP PHQWLRQHG H[SOLFLWO\ PDQ\ WRWDOO\ QHZ
VRIWZDUH V\VWHPV FDQ EH WUDFHG EDFN WR SURWRW\SHV
FUHDWHGWRWHVWWHFKQRORJ\ZKLFKZKHQGHHPHGPDWXUH
DQG DSSOLFDEOH DUH HYHQWXDOO\ UHILQHG WR SURGXFWV
&OHDUO\ RUJDQL]LQJ VXFK FRPSOH[ SURWRW\SHV QHHGV
GLIIHUHQWNLQGVRILWHUDWLRQVWRKHOSWKHGHYHORSPHQW

,QFUHPHQWDO'HYHORSPHQW

$OPRVW DQ\ FRPSXWLQJ V\VWHPZH DUH DFFXVWRPHG
WRLVDUHVXOWRIVHYHUDOHYROXWLRQDU\VWHSV7KHVHVWHSV
UHIOHFWLQJ WKH XQGHUVWDQGLQJ RI XVHU QHHGV DW D
SDUWLFXODUPRPHQWDVZHOODVGHYHORSPHQWFDSDELOLWLHV
DYDLODEOH DW WKH WLPH DUH XVHG WR FUHDWH D SURGXFW LQ
VXFK D ZD\ WKDW FKDQJLQJ WHFKQRORJ\ GXULQJ WKH
GHYHORSPHQW FDQ EH LQWHJUDWHG LQWR WKH SURFHVV WR
FUHDWH VLPSOHU EHWWHU UHVXOWV ZKLFK DUH HDVLHU WR
PDLQWDLQDQGGHYHORSIXUWKHU
:KLOH RIWHQ DVVRFLDWHG ZLWK QHZ IHDWXUHV
LQWURGXFHGLQHDFKLWHUDWLRQLWLVVRPHWLPHVLQWKHH\H
RIWKHEHKROGHUKRZPXFKLWHUDWLRQVKDYHLQFRPPRQ
)RU LQVWDQFH ZKLOH RQH FDQ FRQVLGHU WKH GLIIHUHQW
0LFURVRIW :LQGRZV YHUVLRQV DV LQFUHPHQWV LW LV
TXHVWLRQDEOH WR ZKDW H[WHQW WKH GLIIHUHQW LWHUDWLRQV
VKDUH WKHLU FRGHEDVH7KXV LQFUHPHQWDO GHYHORSPHQW
FDQ EH FRQVLGHUHG IURP YDULRXV DQJOHV RQH DQJOH
FRQVLGHUVWKHWHFKQLFDORULJLQVDQGRWKHUVIRFXVRQWKH
GHYHORSPHQWRUJDQL]DWLRQDQGHQGXVHUVRIWKHV\VWHP
:KLOH WKH ODVW DQJOH LV RIWHQ RYHUORRNHG NHHSLQJ
FXVWRPHUKDSS\ZLWKQHZDQGLPSURYHGIHDWXUHVLVDQ
LPSRUWDQWSDUWRILQFUHPHQWDOGHYHORSPHQW–LQGHHGLI
QRQHZYHUVLRQVHPHUJH WKHXVHUVPD\ WKLQN WKDW WKH
GHYHORSPHQW KDV HQGHG DQG WKHUH LV QR PDLQWHQDQFH
OHIW HQFRXUDJLQJ WKHP WR VWDUW XVLQJ DQRWKHU
FRPSHWLQJV\VWHP

6SULQWV

6SULQWV DV XQGHUVWRRG LQ 6FUXP >@ PRVW OLNHO\
KDYHWKHPRVWFRQFUHWHXQDPELJXRXVGHILQLWLRQRIDQ\
F\FOH LQ VRIWZDUH HQJLQHHULQJ 6LPSO\ SXW VSULQWV DUH
WLPHER[HG UHSHDWHG F\FOHV GXULQJ ZKLFK VRIWZDUH
GHYHORSPHQW WDNHV SODFH (DFK F\FOH FRQWDLQV D
QXPEHU RI HYHQWV VXFK DV 'DLO\ 6FUXP DQG
UHWURVSHFWLYHZKLFKKHOSLQH[HFXWLRQDQGFRRUGLQDWLRQ
RI WKHZRUNDVZHOODVHQDEOH LPSURYLQJ WKHZD\VRI
ZRUNLQJ 7KXV VSULQWV FDQ ILUVW DQG IRUHPRVW EH
FRQVLGHUHGDVDZD\WRRUJDQL]HVRIWZDUHGHYHORSPHQW
DQG WR DVVRFLDWH WKH ZRUN ZLWK IL[HG VWDUWLQJ DQG
HQGLQJSRLQWV:KDWKDSSHQVGXULQJWKHVSULQWLVXSWR
WKH6FUXPWHDP WKDWFDQ LQGHSHQGHQWO\GHFLGHKRZ WR
PHHW WKH WDUJHWV RI WKH VSULQW 6LQFH WKH IRFXV DQG
FRPPLWPHQW LV RQ RQH VSULQW DW D WLPH WKH WHDP FDQ
UHVSRQG WR FKDQJH RQO\ LQ WKH QH[W VSULQW +RZHYHU
VLQFHWKHVSULQWVDUHXVXDOO\VKRUWEHWZHHQZHHNV
LWLVXVXDOO\HQRXJKWRVKLIWWKHIRFXVWRQH[WWDVNVRQO\
LQWKHQH[WVSULQW
%DVHG RQ WKH DERYH VSULQWV FDQ EH UHJDUGHG DV D
SURMHFWPDQDJHPHQW PHFKDQLVP IRU WKH GHYHORSPHQW
$GYDQFLQJ LQ LQFUHPHQWVHQDEOHV IUHTXHQWHYDOXDWLRQV
DVZHOODVIRUFHV WKHGHYHORSHUV WRYHULI\DQGYDOLGDWH
WKH V\VWHP HDFK WLPH D VSULQW WHUPLQDWHVPDNLQJ LW D
VROLGVWDUWLQJSRLQWIRUWKHGHYHORSPHQW

/HDQ6WDUWXS

,Q/HDQ6WDUWXSLWHUDWLRQVFRQVLVWRIWKUHHSKDVHV–
EXLOG PHDVXUH DQG OHDUQ DV LOOXVWUDWHG LQ )LJXUH 
(DFK SKDVH SOD\V D UROH LQ JDWKHULQJ MXVWLILDEOH
HYLGHQFH LI SURILWDEOH VFDODEOHXVHUQHHGV H[LVW– DQG
ZKDWLVDIHDVLEOHEXVLQHVVPRGHORUDSURGXFWWRILWWR
WKHPRGHO7KHJRDOVRIWKHSKDVHVDUHSUHVHQWHGLQWKH
IROORZLQJ
x %XLOG&UHDWH WKHVLPSOHVWSRVVLEOHYHUVLRQRI WKH
V\VWHP WKDW IXOILOOV WKH LQWHQGHG PLVVLRQ RI WKH
V\VWHPEDVHGRQK\SRWKHVLVRIWKHXVHUVQHHG
x 0HDVXUH&ROOHFWGDWDIURPWKHXVHRIWKHV\VWHP
SUHIHUDEO\ VR WKDW LW JLYHV VWDWLVWLFDOO\ VLJQLILFDQW
HYLGHQFH WKDW HLWKHU YDOLGDWHV RU UHMHFWV WKH
K\SRWKHVLV

)LJXUH%XLOG0HDVXUH/HDUQ&\FOH


x /HDUQ %DVHG RQ PHDVXUHPHQWV GHWHUPLQH
ZKHWKHU RU QRW WKH PLVVLRQ ZDV DFFRPSOLVKHG LQ
DFFRUGDQFH WR WKH K\SRWKHVLV ,I WKH PLVVLRQ ZDV
QRW DFFRPSOLVKHG UHGHILQH WKH K\SRWKHVLV DQG
LQLWLDWHDQHZEXLOGPHDVXUHOHDUQF\FOH
,W LV LPSRUWDQW WR QRWLFH WKDW ZKLOH VRIWZDUH PD\ EH
EXLOWDVDSDUWRIH[HFXWLQJWKH/HDQ6WDUWXSSURFHVVLWV
JRDO LV WR YDOLGDWH D EXVLQHVV K\SRWKHVLV QRW WR EH D
IXOOIOHGJHG SURGXFW +HQFH WKH QRWLRQ RI 0LQLPXP
9LDEOH 3URGXFW 093 LV XVHG WR GHQRWH D YHUVLRQ RI
WKH V\VWHP WKDW LQFOXGHV HQRXJKHOHPHQWV WR MXGJH LWV
EXVLQHVV SRWHQWLDO EXW ZKLFK E\ QR PHDQV LV D
FRPSOHWHSURGXFW

6XPPDU\

7KH WDUJHWVRI WKHGLIIHUHQWF\FOHVDUHSUHVHQWHG LQ
7DEOHDQGEULHIO\VXPPDUL]HGLQWKHIROORZLQJ
)RU SURWRW\SLQJ WKH PDLQ IRFXV OLHV LQ WXUQLQJ
LGHDV WKRXJKWV DQG LQWXLWLYH GHVLJQV LQWR VRPHWKLQJ
FRQFUHWH 7KH WDUJHW LV FRPPXQLFDWLRQ HLWKHU WR JHW
IHHGEDFN RU WR FRPPXQLFDWH WKH LGHD WR H[WHUQDO
VWDNHKROGHUV 7KLV LV DFKLHYHG E\ WXUQLQJ LGHDV
WKRXJKWV DQG LQWXLWLYH GHVLJQV LQWR VRPHWKLQJ
FRQFUHWH$OWKRXJKWKHSURGXFHGVROXWLRQVFDQEHVPDOO
DQGFRYHURQO\RQHSHUVSHFWLYHSURWRW\SLQJ LVDJUHDW
ZD\WRWDNHWKHILUVWVWHSVWRZDUGVWKHILQDOSURGXFW
The main target of Lean Startup’s EXLOG PHDVXUH
OHDUQ ORRS LV WR OHDUQ E\ FUHDWLQJ VRPHWKLQJ FRQFUHWH
DQG YDOLGDWLQJ WKH OHDUQLQJZLWK D VSHFLILHG DXGLHQFH
,Q FRQWUDVW WR SURWRW\SLQJ WKH FRQWH[W RI OHDUQLQJ LV
EXVLQHVV GULYHQ DOWKRXJK PHWULFV VXFK DV DPRXQW RI
QHZXVHUVFDQEHVHHQVRIWZDUHGULYHQDVZHOO
+RZHYHU ERWK LQFUHPHQWDO GHYHORSPHQW DQG
VSULQWV HPSKDVL]H WKH VRIWZDUH DQG LWV SURGXFWLRQ ,Q
WKHLQFUHPHQWDOGHYHORSPHQWQHZYHUVLRQDUHGHOLYHUHG
WR XVHUV RQH DIWHU DQRWKHU DQG LQ H[WUHPH FDVHV WKH
VRIWZDUHGHYHORSPHQW LV VHHQDVDFRQWLQXRXV IORZRI
QHZ VRIWZDUH YHUVLRQV :LWK VXFK SUHPLVH WKH
VRIWZDUH WHDP FDQ WDNH DGYDQWDJH RI QHZ HPHUJLQJ
WHFKQRORJLHVWKDWEHFRPHDYDLODEOHGXULQJWKHVRIWZDUH
GHYHORSPHQW 2Q WKH RWKHU KDQG WKH WHDP FDQ DOVR
UHVSRQG WR WKH FKDQJLQJ XVHU QHHGV IDVWHU DQG HDVLHU
WKDQZLWKPRUHWUDGLWLRQDOPHWKRGV
$OWKRXJK VSULQWV PLJKW JXLGH WKH VRIWZDUH WHDPV
LQWR WKH VDPH NLQG RI EHQHILWV DV LQFUHPHQWDO
GHYHORSPHQW RQH RI WKHLU FRUH WDUJHWV LV WR IUHH]H DW
OHDVWVRPHSDUWVRIWKHXVHUQHHGVDQGUHTXLUHPHQWV,Q
WKLV VHQVH VSULQWV KHOS WKH WHDPV LQ H[HFXWLRQ DQG
FRRUGLQDWLRQ RI WKH ZRUN E\ SURYLGLQJ WLPHER[HG
7DEOH7DUJHWVDQG$WWULEXWHVRIWKH&\FOHV
&\FOH 7DUJHWV $WWULEXWHV
3URWRW\SLQJ x )LJXULQJRXWZKDWLVWHFKQLFDOO\GRDEOH
x 9DOLGDWLQJGHVLJQVDQGSUHGLFWLQJODUJH
SUREOHPV
x &RPPXQLFDWLRQDVVXULQJPDQDJHPHQW
DQGRWKHUVWDNHKROGHUV
x &\FOHOHQJWK)URPKRXUVWRPRQWKV
x 7HDPVL]H)URPRQHGHYHORSHUWRDWHDP
RIGHYHORSHUV
x 7HUPLQDWLRQFRQGLWLRQ)XOOVWRSRQFHD
WHFKQRORJLFDOVROXWLRQLVSURYHQWREH
IHDVLEOH
,QFUHPHQWDO
GHYHORSPHQW
x 3URYLGHYDOXHWRWKHFXVWRPHUVDOUHDG\
GXULQJWKHSURMHFW
x 7DNLQJDGYDQWDJHRIQHZWHFKQRORJ\
x $VVXULQJWKHVWDNHKROGHUVWKDWWKH
GHYHORSPHQWLVFRQWLQXRXVDQGRQJRLQJ
x &\FOHOHQJWK$Q\JLYHQWLPHWKDWLV
QHHGHGWRJHWDQHZLQFUHPHQWGRQH
x 7HDPVL]H6RIWZDUHWHDPDQGWKHUHODWHG
VWDNHKROGHUV
x 7HUPLQDWLRQFRQGLWLRQ:KHQWKHQHZ
VRIWZDUHDVVHWLQFUHPHQWLVFRQVLGHUHG
GRQH
6SULQWV x 5HVSRQGLQJWRHPHUJLQJXVHUQHHGV
x +HOSLQJLQH[HFXWLRQDQGFRRUGLQDWLRQRI
WKHZRUN
x ,PSURYLQJWKHZD\VRIZRUNLQJ
x *XLGLQJWRIUHTXHQWHYDOXDWLRQVRIQHZ
SDUWVRIWKHV\VWHP
x &\FOHOHQJWK(YHQO\RQHWRIRXUZHHNV
x 7HDPVL]H6RIWZDUHWHDP
x 7HUPLQDWLRQFRQGLWLRQ&DOHQGDUGHDGOLQH
/HDQ6WDUWXS x *DWKHULQJMXVWLILDEOHHYLGHQFHLISURILWDEOH
VFDODEOHXVHUQHHGVH[LVW
x (YDOXDWLQJLIDK\SRWKHVL]HGEXVLQHVV
PRGHOLVIHDVLEOHWRVDWLVI\WKHXVHUQHHGV
x /HDUQLQJE\FUHDWLQJ093V
x &\FOHOHQJWK)URPGD\VWRZHHNV
x 7HDPVL]H)URPDVLQJOHGHYHORSHUWRD
ZKROHVRIWZDUHWHDP
x 7HUPLQDWLRQFRQGLWLRQ2QFHWKHOHDUQLQJ
JRDOFDQEHYDOLGDWHGZLWKVWDWLVWLFDOO\
VLJQLILFDQWUHVXOWV


VHJPHQWVZLWKFOHDUWDUJHWV

5ROHRI6WDNHKROGHUV

$OPRVW DOO VRIWZDUH GHYHORSPHQW SURMHFWV LQYROYH
YDULRXV VWDNHKROGHUV $W OHDVW WKH IROORZLQJ UROHV DUH
FRPPRQO\LGHQWLILHG
x ,QGLYLGXDO GHYHORSHUV WKDW SDUWLFLSDWH LQ WKH
GHYHORSPHQW LQ GLIIHUHQW UROHV OLNH GHVLJQHU
SURJUDPPHU DQG WHVWHU 7RJHWKHU WKH\ IRUP WKH
GHYHORSPHQW WHDP ZKLFK FDQ VRPHWLPHV EH
FRQVLGHUHGDVDVHSDUDWHVWDNHKROGHUDVZHOO
x (QGXVHUV DUH WKH LQGLYLGXDOV DQG RUJDQL]DWLRQV
WKDW HYHQWXDOO\ XVH WKHGHVLJQHG VRIWZDUH V\VWHP
0RVWFRPPRQO\ WKHGHYHORSHUVDQG WKHHQGXVHUV
KDYH GLIIHUHQW EDFNJURXQGV DQG WKHUHIRUH KDYH D
GLIIHUHQWYLHZWRWKHV\VWHP
x &XVWRPHUV UHSUHVHQW WKH RUJDQL]DWLRQ WKDW PDNH
WKH LQYHVWPHQWGHFLVLRQSURYLGH WKHUHTXLUHPHQWV
DQGGHFLGHLIWKHVRIWZDUHV\VWHPLVWREHWDNHQWR
XVH7KHUHODWLRQEHWZHHQHQGXVHUVDQGFXVWRPHUV
LVRIWHQRYHUODSSLQJ–\RXILUVWEX\DV\VWHPDQG
WKHQ\RXXVHLW–EXWDWWLPHVWKHUROHVDUHGLVWLQFW
x 6SRQVRUV DUH LQYHVWRUV WKDW KHOS GHYHORSPHQW
WHDP WR VWDUW WKHLUZRUNZKHQDSD\LQJFXVWRPHU
LVVWLOOWREHIRXQGRULIWKHFXUUHQWUHYHQXHVWUHDP
GRHVQRW\HWFRYHUWKHGHYHORSPHQWFRVWV
x 6RIWZDUH RUJDQL]DWLRQ SURYLGHV VXSSRUW IRU WKH
GHYHORSHUV )RU LQVWDQFH WKH\ PD\ SURYLGH
VXSSRUWIRUSURGXFWPDQDJHPHQWPDUNHWLQJVDOHV
DQG QXPEHU RI RWKHU WKLQJV WKDW IDOO EH\RQG WKH
DFWXDO GHYHORSPHQW 2EYLRXVO\ HDFK VSHFLDOL]HG
DFWRU LQVLGH DQ RUJDQL]DWLRQ FDQEH FRQVLGHUHG DV
\HW DQRWKHU VWDNHKROGHU EXW IRU WKH SXUSRVHV RI
WKLVSDSHUWKH\FDQDOOEHWUHDWHGVLPLODUO\
6WDNHKROGHUV RI WKH GLIIHUHQW LWHUDWLYH VRIWZDUH
GHYHORSPHQW F\FOHV DUH GHVFULEHG LQ WKH IROORZLQJ
VXEVHFWLRQVDQGVXPPDUL]HGLQ7DEOH

3URWRW\SLQJ

3URWRW\SLQJ LQYROYHV VHYHUDO VWDNHKROGHUV
3URWRW\SHVPD\ EH XVHG WR FROOHFW IHHGEDFN IURP DQ\
RI WKH DERYH VWDNHKROGHUV (QGXVHUV DQG FXVWRPHUV
FDQ JLYH IHHGEDFN RQ XVDELOLW\ DQG IHDWXUH VHW RI WKH
GHYHORSHGSURGXFW6SRQVRUVDQGRUJDQL]DWLRQFDQJLYH
IHHGEDFNDERXWSURILWDELOLW\DQGRWKHUEXVLQHVVDVSHFW
,QDGGLWLRQSURWRW\SHVDUHXVHGWRFRPPXQLFDWHWKH
FRQWHQW RI WKH GHVLJQV DQG WR JDLQ FRPPLWPHQW IURP
DQ\RI WKH VWDNHKROGHUV%DVHGRQ WKH LQIRUPDWLRQ WKH
VWDNHKROGHUVFDQSODQWKHLURZQDFWLYLWLHVDQGLQFUHDVH
WKHLU LQWHUHVW DQG WUXVW LQ GHYHORSHG VRIWZDUH DQG WKH
GHYHORSPHQWWHDP

,QFUHPHQWDO'HYHORSPHQW

,Q LQFUHPHQWDO GHYHORSPHQW D VRIWZDUH
RUJDQL]DWLRQ UHSHDWV LWV GHYHORSPHQW DFWLYLWLHV RQH
7DEOH6WDNHKROGHUVRIWKH&\FOHV6XPPDUL]HG
&\FOH 'HYHORSHUV (QGXVHUV &XVWRPHUV 6SRQVRUV 2UJDQL]DWLRQ
3URWRW\SLQJ /HDUQ DERXW WKH
WHVWHGWRSLF
*HW HDUO\
LQIRUPDWLRQ DERXW
WKH IRUWKFRPLQJ
VRIWZDUH
*HWHDUO\
LQIRUPDWLRQ
DERXWWKH
IRUWKFRPLQJ
VRIWZDUH
*HW
con¿rmation
DERXWWKH
SURJUHVV
*HW HDUO\
LQIRUPDWLRQ IRU
VXSSRUWLQJDFWLRQV
,QFUHPHQWDO
GHYHORSPHQW
&DQFRQFHQWUDWH
RQPDQDJHDEOH
VHWRIWDVNV
5HGXFHGULVN
ZLWKHDUO\
IHHGEDFN
(DUO\YDOXH
FDQVWDUWXVLQJ
6:DQGIHDWXUHV
HDUOLHU
&DQJLYH
IHHGEDFN
(DUO\YDOXH
FDQVWDUWXVLQJ
6:DQGIHDWXUHV
HDUOLHU
*HWLQIRUPDWLRQRI
WKHSURJUHVV
&DQJLYHIHHGEDFN
*HWUHOLDEOH
LQIRUPDWLRQRIWKH
SURJUHVV
*HWHDUO\UHYHQXH
*HWUHOLDEOH
LQIRUPDWLRQRI
SURJUHVV
6SULQWV &DQ
&RQFHQWUDWHRQ
PDQDJHDEOHVHW
RIWDVNV
5HGXFHGULVN
WKURXJKHDUO\
IHHGEDFN
&DQJLYHHDUO\
IHHGEDFNDWWKH
HQGRIHDFKVSULQW
&DQJLYHHDUO\
IHHGEDFNDWWKHHQG
RIHDFKVSULQW
&DQJLYHHDUO\
IHHGEDFNDWWKH
HQGRIHDFKVSULQW
&DQJLYHHDUO\
IHHGEDFNDWWKH
HQGRIHDFKVSULQW
$ELOLW\WRFKDQJH
GLUHFWLRQGXHWR
FKDQJHGEXVLQHVV
VLWXDWLRQ
/HDQ6WDUWXS *HWIDVW
IHHGEDFNWR
PLQLPL]HZDVWH
(DUO\YDOXH
FDQVWDUWXVLQJ
6:DQGIHDWXUHV
HDUOLHU
$ELOLW\WRJLYH
IHHGEDFN
*HWHDUO\
LQIRUPDWLRQ
DERXWWKH
IRUWKFRPLQJ
VRIWZDUH
*HWIDVWIHHGEDFN
RQWKHEXVLQHVV
SRWHQWLDO
*HWIDVWIHHGEDFN
RQWKHEXVLQHVV
SRWHQWLDO

URXQGDIWHUDQRWKHU,QWKHFDVHRI583WKHVHDFWLYLWLHV
LQFOXGH LQFHSWLRQ HODERUDWLRQ FRQVWUXFWLRQ DQG
WUDQVLWLRQ WKDW DUH IXUWKHU GHFRPSRVHG WR VPDOOHU
LQFUHPHQWV $OVR GLIIHUHQW NLQGV RI YDULDQWV FDQ EH
GHULYHG IRUFRPSDQ\VSHFLILFXVH)HHGEDFN IURPHQG
XVHUV LQFOXGLQJ DOVR XVDJH GDWD FROOHFWLRQ DVZHOO DV
PDUNHWLQJDQGVDOHVFDQEHWDNHQLQWRDFFRXQWDVDSDUW
RI WKH GHYHORSPHQW DQG LQ JHQHUDO WKH DSSURDFK LV
FRPSUHKHQVLYHLQWKHVHQVHWKDWLWLQYROYHVDOPRVWDQ\
SRVVLEOH VWDNHKROGHU RI WKH VRIWZDUH LQFOXGLQJ
GHYHORSHUV DQG WHVWHUV RUJDQL]DWLRQDO VXSSRUW
IXQFWLRQVDVZHOODVHQGXVHUVDQGFXVWRPHUV
7KHRYHUZKHOPLQJ UDQJHRI LQWHUHVW JURXSVPDNHV
LW VRPHWLPHV GLIILFXOW WR GHWHUPLQH DOO WKH
FRQVHTXHQFHV WKH LQWURGXFWLRQ RI D QHZ YHUVLRQ
SURGXFHV2EYLRXVO\SKDVLQJRIWKHSURMHFWPHDQVWKDW
WKHVHWRILQYROYHGVWDNHKROGHUVLVQRWWKHVDPHLQHDFK
SKDVH )XUWKHUPRUH VLQFH WKH GLIIHUHQW SKDVHV LQ
WKHPVHOYHV LQFOXGH VHYHUDO DFWLYLWLHV – VXFK DV DOSKD
DQG EHWD WHVWLQJ – GHILQLQJ WKH SUHFLVH VHW RI
VWDNHKROGHUV IRU WKH OLIHF\FOH LVQH[W WR LPSRVVLEOHDV
HYHU\VWDNHKROGHULVVRPHKRZLQYROYHGDWVRPHSRLQW

6SULQWV

6SULQWVDUHH[HFXWHGE\VRIWZDUHWHDPVVRVRIWZDUH
GHYHORSHUV DQG WHVWHUV DUH REYLRXV VWDNHKROGHUV
+RZHYHU DQ\ RXWVLGH FRPPXQLFDWLRQ ZLWK WKH WHDP
WDNHVSODFH YLD D SURGXFW RZQHUZKRDFWV DV D SUR[\
IRU DOO RWKHU VWDNHKROGHUV 7KHUHIRUH WKH QXPEHU RI
VWDNHKROGHUV LQ WKH PLGGOH RI VSULQWV UHPDLQV ORZ
+RZHYHUDIWHUHDFKVSULQWIHHGEDFNIURPVWDNHKROGHUV
LV UHTXHVWHG 3UHIHUDEO\ DQ H[HFXWDEOH YHUVLRQ RI WKH
V\VWHPLVWKHQGHPRQVWUDWHGWRRWKHUVWDNHKROGHUVVXFK
DV SURGXFW PDQDJHUV FXVWRPHUV DQG HQG XVHUV WR
JDWKHU IHHGEDFN DQG IRVWHUPXWXDO FRPPLWPHQW WR WKH
GHYHORSPHQW ,Q WKHVH GHPRQVWUDWLRQV VWDNHKROGHUV
ERWKOHDUQDERXW WKHGHYHORSHGVRIWZDUHEXWDOVRKDYH
SRVVLELOLWLHVWRJLYHIHHGEDFN

/HDQ6WDUWXS

$V ORQJ DV WKH GHFLGHG HQGUHVXOW RI WKH EXLOG
PHDVXUH OHDUQ F\FOH LV D VRIWZDUH DUWLIDFW LQGLYLGXDO
GHYHORSHUV DUH REYLRXVO\ HQWZLQHG LQ WKH ORRS
+RZHYHU WKH VRIWZDUHRUJDQL]DWLRQ LV OLNHO\ WKHPRVW
LQIOXHQWLDORIWKHVWDNHKROGHUVEHFDXVHWKHERWWRPOLQH
WDUJHW RI DQ 093 LV FRPPHUFLDO &RQVHTXHQWO\ WKH
software IURP WKHGHILQHG software organization WHUP
DERYH FDQPDQ\ WLPHVEH HDVHGRXW EHFDXVH LW LV QRW
XQFRPPRQ WKDW WKH RUJDQL]DWLRQ IRU H[DPSOH
VXEFRQWUDFWVWKHVRIWZDUHGHYHORSPHQWRIWKHLU093
$OWKRXJK WKH VRIWZDUH RUJDQL]DWLRQ PLJKW EH WKH
RQH FDOOLQJ WKH ODVW VKRWVZKHQEXLOGLQJ DQ093 WKH
LQIOXHQFH RI SRWHQWLDO FXVWRPHUV DQG LQYHVWRUV FDQQRW
EH HPSKDVL]HG HQRXJK $V WKH PDLQ LGHD LQ WKH
GHYHORSPHQWRIDQ093LVWRJHWIHHGEDFNIURPRWKHU
VWDNHKROGHUV UHILQLQJ LW WRZDUGV VRPHWKLQJ WKDW
FXVWRPHUVZDQW LQWULQVLFDOO\UHTXLUHVWKHLULQSXW WRWKH
VXEMHFW$GGLWLRQDOO\ RU LQ VRPH FDVHV HYHQZLWK WKH
KHDYLHVW IRFXV093VFDQEHGHYHORSHG WRDVVXUHDQG
HQJDJHLQYHVWRUV

$WWULEXWHVRI6RIWZDUH'HYHORSPHQW
&\FOHV

7RXQGHUVWDQGWKHVRIWZDUHGHYHORSPHQWF\FOHVDQG
WKHLU QDWXUH PRUH GHHSO\ ZH VHOHFW WKUHH GLPHQVLRQV
WKDW DUH FRQWLQXRXVO\ SUHVHQW ZLWK WKHP 7KHVH
GHVFULSWLYHGLPHQVLRQVDUHF\FOHOHQJWKZRUNHIIRUWRU
WHDPVL]HSHUF\FOH DQGD WHUPLQDWLRQFRQGLWLRQ IRUD
F\FOHRUKRZLVHDFKF\FOHYDOLGDWHG

3URWRW\SLQJ

3URWRW\SLQJ FDQ KDYH WKH VKRUWHVW OHQJWK RI WKH
GHYHORSPHQW F\FOHV LI WKH ORZILGHOLW\SDSHU VNHWFKHV
DUHFRQVLGHUHG–VXFKFDQEHFRPSOHWHGZLWKDPLQLPDO
ZRUN HIIRUW DQG WHDP VL]H RI RQO\ RQH GHYHORSHU RU
GHVLJQHU +RZHYHU EH LW SDSHU VNHWFKLQJ RU
WHFKQRORJLFDO WU\RXWV WKHZRUNHIIRUWVRISURWRW\SLQJ
XVXDOO\ VWRS DW RQFH ZKHQ WKH UHTXLUHG UHVXOW LV
UHDFKHG ,Q WKLV VHQVH WKH DPRXQW RIZRUN HIIRUW DQG
WLPHFDQEHGLIILFXOWWRGHILQHLQDGYDQFH
2Q WKH RWKHU KDQG SURWRW\SLQJ FDQ LQYROYH PXFK
PRUH RI WKH GHYHORSPHQW RUJDQL]DWLRQ WKDQ MXVW RQH
GHYHORSHU ,Q WKHVH VLWXDWLRQV WKH GHYRWHG WLPH DQG
ZRUN HIIRUWV W\SLFDOO\ UHTXLUH IDU PRUH FDUHIXO
SODQQLQJ LH ULVN PDQDJHPHQW E\ WKH RUJDQL]DWLRQ
7KLVDJDLQFDQKDYHDQ LPSDFWRQ WKHUHTXLUHGUHVXOW
RI WKHSURWRW\SLQJF\FOHDVZHOOEHFDXVH WKHGHFLVLRQ
ZKHWKHU WKH UHVXOW LV VXIILFLHQW HQRXJK LV QRW IRU RQO\
RQHSHUVRQWRPDNH)RUH[DPSOHDSDSHUVNHWFKRUDQ
H[SHULPHQWDOGHVLJQFDQEHGRQHE\RQO\RQHGHVLJQHU
,Q FRQWUDVW ZKHQ D ZKROH RUJDQL]DWLRQ LV GHYRWHG WR
SURWRW\SLQJ ZKHWKHU D WHFKQRORJLFDO VROXWLRQ LV
IHDVLEOHRSLQLRQVRQWHUPLQDWLRQFRQGLWLRQVDUHERXQG
WRUDLVHGHEDWHWKXVUHTXLULQJFDUHIXOSODQQLQJ

,QFUHPHQWDO'HYHORSPHQW

,QFUHPHQWDO GHYHORSPHQW UHOLHV RQ ZHOOSODQQHG
HVWDEOLVKHG SURFHVV ZKHUH HDFK RI WKH SKDVHV LQ WKH
OLIHF\FOH IRUPDVROLGEDVLV IRU WKHVXEVHTXHQWSKDVH
)RULQVWDQFHRQO\DIWHULQFHSWLRQLW LVSRVVLEOHWRVWDUW
WR HODERUDWH WKH SURMHFW LQWR DQ LPSOHPHQWDWLRQ IRUP
DQGRQO\DQHODERUDWHGHQRXJKSURMHFWFDQUHDOO\UHVXOW
LQ DQ LPSOHPHQWDWLRQ 'XH WR VXFK SODQQLQJ WKH OLIH
F\FOHRID583SURMHFWFDQWDNHFRQVLGHUDEO\ORQJWLPH

WR UXQ– XS WR \HDUV IRU HDFK LWHUDWLRQV LQ WKH FDVHRI
FRPSOH[ SURGXFWV VXFK DV WHOHFRPPXQLFDWLRQV
V\VWHPV'XH WR WKHH[WHQGHGSHULRGRI WKH OLIHF\FOH
DOVRWKHGHYHORSPHQWHIIRUWFDQEHFRQVLGHUDEOHXSWR
PDQ\HDUVLQWKHFDVHRIODUJHV\VWHPV
6LQFH HDFK LWHUDWLRQ LQ LQFUHPHQWDO GHYHORSPHQW
SURGXFHV D UHDO V\VWHP WKH RXWFRPH IRU HDFK UHOHDVH
LQFOXGHV DOPRVW DQ\ SRVVLEOH IHHGEDFN RQH FDQ
LPDJLQH 7KHVH LQFOXGH WHFKQLFDO GDWD VXFK DV FRGH
TXDOLW\PHDVXUHPHQWV WHVW DQGEXJ UHSRUWV DVZHOO DV
EXVLQHVV GDWD VXFK DV XVHU HYDOXDWLRQV VDOHV UHSRUWV
DQG PDUNHW UHVHDUFK VWXGLHV 7KH RYHUZKHOPLQJ
DPRXQWRIIHHGEDFNFDQDWWLPHVEHVRH[WHQVLYHWKDWLW
LVGLIILFXOWWRXWLOL]HDOORILQWKHGHVLJQDQGSODQQLQJRI
WKHQH[WYHUVLRQRIWKHV\VWHP
6LQFHWKHWLPHLWWDNHVWRH[HFXWHDIXOOSURMHFWOLIH
F\FOH PD\ EH VR ORQJ LW LV QRW XQFRPPRQ WKDW WKH
SHUVRQQHOFKDQJHVLQWKHFRXUVHRIWKHSURMHFW7KLVLQ
WXUQFDOOVIRUDSURFHGXUHWRLQYROYHQHZSHUVRQVLQWKH
SURMHFWLQDSODQQHGFRQWUROOHGIDVKLRQ

6SULQWV
2QH RI WKH PRVW LPSRUWDQW FRQVWDQWV LQ VSULQWV LV
WKHVWDELOLW\RIWKHGHYHORSPHQWWHDPIROORZHGFORVHO\
LQLPSRUWDQFHE\WKHIDFWWKDWWKHVSULQWVDUHDOZD\VRI
WKHVDPHOHQJWKDQGH[HFXWHGWRWKHHQG7KHIDFWWKDW
WKH WHDPZRUNV WRJHWKHU IRU H[WHQGHG SHULRGV RI WLPH
UHVXOWV LQ WKH DELOLW\ WR FUHDWH UHDOLVWLF WLPH DQGZRUN
HVWLPDWHV IRU SUREOHPV DW KDQG IRUPLQJ WKH NH\
HQDEOHUWRPHHWWKHWLPHER[HGGHDGOLQHV
/HDQ6WDUWXS
$OWKRXJK D ZLGH UDQJH RI DUWLIDFWV IURP SDSHU
VNHWFKHV WR IXQG UDLVHU FDPSDLJQV FRXOG EH VHHQ DV
093VZHVFRSHWKLVSDSHUWRLQFOXGHRQO\093VZLWK
VRPH VRUW RI WHFKQRORJLFDO VROXWLRQV (YHQ ZLWK WKLV
OLPLWDWLRQKRZHYHUWKHWLPHDQGZRUNHIIRUWVUHTXLUHG
LQ HDFK EXLOG PHDVXUH OHDUQ ORRS FDQ YDU\ TXLWH
VLJQLILFDQWO\2QRQHKDQGDODQGLQJSDJHGHVFULELQJD
SURGXFW LGHD DQG D EXLOWLQ DQDO\WLFV VROXWLRQ FDQ EH
PDGH LQ D PDWWHU RI KRXUV 2Q WKH RWKHU KDQG D
GHWDLOHGXVHULQWHUIDFHWKDWDOORZVFXVWRPHUVWRDFWWKH
VDPHZD\ DV LV LQWHQGHGZLWK WKH DFWXDO SURGXFW EXW
IRU H[DPSOH WKH UHDO EXVLQHVV ORJLF LV VWLOO GRQH
PDQXDOO\FDQWDNHZHHNVRQO\WREXLOG
7KH GHFLVLYH SRLQW IRU WKH OHQJWK RI WKH F\FOH LQ
WKHVH VLWXDWLRQV LV WKH ZDQWHG HQGUHVXOW :LWK WKH
ODQGLQJSDJHH[DPSOH WKHRUJDQL]DWLRQKDV WRZDLW LQ
WKHPHDVXUHSKDVHDVORQJDVWKHTXDQWLWDWLYHGDWDVXFK
DV WKH SDJH YLVLWV LV VWDWLVWLFDOO\ VLJQLILFDQW:LWK WKH
VHFRQGH[DPSOHKRZHYHUWKHRUJDQL]DWLRQFDQKDYHD
YHU\ VKRUW PHDVXUH SKDVH DQG JDWKHU TXDOLWDWLYH GDWD
IURPD IHZ VSHFLILF FXVWRPHUV VXIILFLHQWO\ WR DGYDQFH
WRWKHOHDUQSKDVH
6XPPDU\
2I WKH GHVFULEHG LWHUDWLYH GHYHORSPHQW F\FOHV
SURWRW\SLQJ KDV KHPRVW YDULDEOH F\FOHV UDQJLQJ IURP
KRXUVZLWKSDSHUVNHWFKLQJWRPRQWKVVSHQWZLWKPRUH
GLIILFXOW WHFKQRORJLFDO HYDOXDWLRQV 7KH WHDP VL]H FDQ
YDU\ DV ZHOO EXW RQFH WKH SURWRW\SH LV HYDOXDWHG DV
VXIILFLHQW WKH GHYHORSPHQW ZLWK WKH VDPH OHDUQLQJ
REMHFWLYHFRPHVWRDQHQG6LPLODUO\F\FOHWLPHVYDU\
LQ WKH EXLOG PHDVXUH OHDUQ ORRSV ZLWK /HDQ 6WDUWXS
7KH\ DUH GHSHQGHQW RQ WKH VHW OHDUQLQJ JRDOV DQG
WKHUHIRUH RQ WKH 093V XQGHU FRQVWUXFWLRQ 7KH
GHYHORSPHQW WLPHRIGLIIHUHQW093VREYLRXVO\YDULHV
FDVHE\FDVHEXWURXJKO\WKHWLPHVUDQJHIURPGD\VWR
ZHHNV 2EYLRXVO\ WKH GLIIHUHQW W\SHV RI 093V QHHG
GLIIHUHQW DPRXQWV RI VWDII WR ZRUN RQ WKHP EXW
W\SLFDOO\WKLVDPRXQWUDQJHVIURPDVLQJOHGHYHORSHUWR
D VRIWZDUH WHDP ,I WKH OHDUQLQJ JRDOV DUH FOHDUO\ VHW
WKHWHUPLQDWLRQFRQGLWLRQRIDEXLOGPHDVXUHOHDUQORRS
LVFOHDUDVZHOO–RQFHWKHOHDUQLQJLVYDOLGDWHG
,Q FRQWUDVW WR WKH YDU\LQJ F\FOH WLPHV GHVFULEHG
DERYH VSULQWV KDYH D IL[HG WLPH SHULRG ZKLFK LV
XVXDOO\ VRPHWKLQJ EHWZHHQ RQH WR IRXU ZHHNV
,QFUHPHQWDO GHYHORSPHQW LV VRPHZKDW VLPLODU WR WKLV
DV LW DOVR KDV IL[HG JRDO ZLWK ZKLFK WKH F\FOH
WHUPLQDWHV +RZHYHU WKH QHHGHG WLPH GHSHQGV VR
KHDYLO\ RQ WKH ZRUN HIIRUW WKDW WKH F\FOH WLPH YDULHV
GUDPDWLFDOO\ IURP PLQXWHV WR PRQWKV RU HYHQ \HDUV
7KH VDPH REYLRXVO\ DSSOLHV ZLWK WKH QHHGHG ZRUN
HIIRUWDQGWHDPVL]H

6\QWKHVLV
7DEOHSUHVHQWV D VXPPDU\ RI WKHGLIIHUHQW W\SHV
RI LWHUDWLRQV :KHQ FRQVLGHULQJ WKH IRFXV RI WKH
GHVFULEHG LWHUDWLYH F\FOHV SURWRW\SLQJ DQG /HDQ
6WDUWXS VKDUH D VLPLODULW\ LQ FUHDWLQJ D PHWKRG IRU
H[SHULPHQWDWLRQ +RZHYHU SURWRW\SLQJ GLVWLQJXLVKHV
LWVHOI ZLWK D FOHDUHU IRFXV RQ IHDVLELOLW\ DQG
LPSOHPHQWDELOLW\UDWKHUWKDQ/HDQ6WDUWXSIRFXVLQJRQ
WKH EXVLQHVV VLGH ,QFUHPHQWDO GHYHORSPHQW DQG
VSULQWVRQWKHRWKHUKDQGKDYHWKHLUIRFXVPRUHRQWKH
ZD\ WKHZRUN LVRUJDQL]HG  LQFUHPHQWDOGHYHORSPHQW
FKRSSLQJLWIHDWXUHZLVHDQGVSULQWVVFRSLQJLWLQWLPH
7KH PRWLYDWLRQ IRU XVLQJ WKH GHVFULEHG F\FOHV
FOHDUO\ GLVWLQJXLVK WKHP IURP HDFK RWKHU ,QFUHPHQWDO
GHYHORSPHQW WDNHV LQWR DFFRXQW D ZLGH PL[ RI
EDFNJURXQGUDQJLQJIURPEXVLQHVVUHDVRQVWRWHFKQLFDO
DVSHFWV DQG IURP ULVN PDQDJHPHQW WR HYROYLQJ
FXVWRPHU QHHGV 6SULQWV RQ WKH RWKHU KDQG DLP WR
H[FOXGH DOPRVW DOO RI WKH DIRUHPHQWLRQHG DQG OLEHUDWH
GHYHORSHUV WR IRFXV RQ RQO\ WKH WHFKQLFDO DVSHFWV

6LPLODU WR WKLV SURWRW\SLQJ VFRSHV WKH GHYHORSPHQW
LQWR VSHFLILF SUREOHP VROYLQJ FDVHV /HDQ 6WDUWXS LV
VRPHWKLQJRIDPL[LQWKLVVHQVHVLQFHLWVPRWLYDWLRQLV
XOWLPDWHO\EXVLQHVVRULHQWHGEXWLWVXUHO\KDVWRWDNHD
ZLGHUDQJHRIGLIIHUHQWDVSHFWVLQWRDFFRXQWLQWKHHQG
/HDQ6WDUWXS DQG LQFUHPHQWDO GHYHORSPHQW KDYH D
VLPLODULW\ UHJDUGLQJ WKHLU JRDOV DQG WKH SHRSOH WKH\
DIIHFW ,Q ERWK RI WKHP WKH LQWHQWLRQ LV WR VFRSH WKH
GHYHORSPHQWZRUNRIWKHZKROHRUJDQL]DWLRQ7KHILQDO
JRDO LVGLIIHUHQWKRZHYHU:LWK/HDQ6WDUWXS WKHDLP
LV RQ YDOLGDWLQJ RU LQYDOLGDWLQJ D VHW EXVLQHVV
K\SRWKHVLVZLWKDPLQLPXPDPRXQWRI LQYHVWHGHIIRUW
DQG VWDII  WKLV OHDUQLQJ LV WKH XOWLPDWH NH\ DQG WKH
SURGXFHGVRIWZDUHDUWLIDFW LVDOPRVW LUUHOHYDQW2QWKH
RWKHUKDQGDQRUJDQL]DWLRQSUREDEO\GRHVQRWZDQWWR
ZDVWH DQ\ ZRUN HIIRUWV HLWKHU ZLWK LQFUHPHQWDO
GHYHORSPHQWEXW WKHSURGXFHGVRIWZDUHDUWLIDFW LV WKH
PRVW LPSRUWDQW WKLQJ LQ WKLV FDVH 7KHUHIRUH DOVR WKH
DPRXQW RI SHRSOH DQG GLIIHUHQW SDUWV RI WKH
RUJDQL]DWLRQ FDQ EH D ORW JUHDWHU WKDQ ZLWK /HDQ
6WDUWXS
:LWKVSULQWV WKHJRDOFKDQJHVDJDLQ$OWKRXJKWKH
SURGXFHG VRIWZDUH DUWLIDFW LV XQTXHVWLRQDEO\ RI KLJK
YDOXH WKH PDLQ LQWHQWLRQ LV WR PDNH VXUH WKDW WKH
GHILQHG WHFKQLFDO DQG ZRUN PDQDJHPHQW UHODWHG
DVSHFWV VXFK DV WKH DPRXQW RI SHRSOH VWD\ WKH VDPH
GXULQJ D IL[HG WLPH SHULRG ,Q D ZD\ SURWRW\SLQJ LV
VRPHZKDWRIDPL[ IURPHDFKRI WKHRWKHUV ,W VFRSHV
WKH ZRUN LQWR D VSHFLILF SUREOHP VROYLQJ FDVH OLNH
LQFUHPHQWDO GHYHORSPHQW EXW LWV PDLQ RXWFRPH LV
OHDUQLQJ IURPDQ H[SHULPHQW DVZLWK/HDQ6WDUWXS ,Q
DGGLWLRQ LWV IRFXV LV XVXDOO\ VKDUSO\ RQ WHFKQLFDO
DVSHFWVDVZLWKXVLQJVSULQWV
&RQFOXVLRQV
,Q WKLV SDSHUZH KDYHSUHVHQWHG DQ LQLWLDO DQDO\VLV
RI WKH GLIIHUHQW W\SHV RI LWHUDWLRQV 7KH F\FOHV
HQFRPSDVV WKH ZKROH RI SURGXFW GHYHORSPHQW DQG LWV
GLIIHUHQW OHYHOV IURP EXVLQHVV SODQQLQJ WR SURGXFW
UHILQHPHQW7KHKLJKHUDEVWUDFWLRQOHYHOF\FOHVVXFKDV
/HDQ 6WDUWXS DQG 583 FDQ EH DFKLHYHG XVLQJ VSULQWV
DQG SURWRW\SLQJ 7KLV ZD\ WKH VRIWZDUH GHYHORSPHQW
SURFHVV DV D ZKROH FRQVLVWV RI LWHUDWLRQV ZLWKLQ
LWHUDWLRQVSURGXFLQJDQLQWHUOLQNLQJZKROHWKDWLVPRUH
WKDQWKHVXPRILWVSDUWV
$Q LQWHUHVWLQJ WRSLF IRU IXUWKHU UHVHDUFK LV WKH
GHYHORSHU SHUVSHFWLYH DQG SV\FKRORJLFDO DVSHFW RI
GLIIHUHQWW\SHVRIF\FOHV)RUH[DPSOHWKHPRWLYDWLRQDO
DVSHFWV RI WKH F\FOH W\SHVPD\ EH UDWKHU GLIIHUHQW ,Q
DGGLWLRQ ZH DLP DW FUHDWLQJ D FRPSUHKHQVLYH
FRQFHSWXDO PRGHO WKDW FRYHUV WKH GLIIHUHQW LWHUDWLRQV
:LWK VXFK ZH VHH D ORW RI SRWHQWLDO LQ LQGXVWULDO
FROODERUDWLRQWRKHOSXVYDOLGDWHWKHPRGHODVZHOODVWR
WHVWLWLQSUDFWLFH

7DEOH6XPPDUL]HG&KDUDFWHULVWLFVRIWKH&\FOHV
&\FOH )RFXV 0RWLYDWLRQ *RDO 'HYHORSHGE\
3URWRW\SLQJ )HDVLELOLW\DQG
LPSOHPHQWDELOLW\
$OPRVWDOZD\V
WHFKQLFDOLQQDWXUH
&RPPRQO\H[HFXWHG
WRH[SORUHGHVLJQ
VSDFHIRUDSDUWLFXODU
VROXWLRQ
&DQLQYROYHDQLQGLYLGXDO
GHYHORSHURUDWHDPRI
GHYHORSHUVLIDPRUH
FRPSOLFDWHGV\VWHPLV
EHLQJH[SORUHG
,QFUHPHQWDO
GHYHORSPHQW
6FRSLQJWKH
WHFKQLFDOZRUN
IHDWXUHZLVH
$PL[EHWZHHQ
EXVLQHVVUHDVRQV
WHFKQLFDODVSHFWV
LQFOXGLQJULVN
PDQDJHPHQWDQG
FXVWRPHUQHHGV
7KHJRDOLVWR
RUJDQL]HFRPSDQ\
RSHUDWLRQVDVDZKROH
LQWHUPVRIUHOHDVHV
0RVWFRPPRQO\DIIHFWV
WKHZKROHRUJDQL]DWLRQ
LQFOXGLQJREYLRXVO\WKH
GHYHORSHUVEXWDOVRVDOHV
PDUNHWLQJFXVWRPHUFDUH
DQGVRRQ
6SULQWV 6FRSLQJWKH
WHFKQLFDOZRUN
WLPHZLVH
0HFKDQLVPWR
OLEHUDWHGHYHORSHUV
IURPFRQVWDQW
FKDQJHVWRDIL[HGVHW
RIIHDWXUHVWR
LPSOHPHQWGXULQJWKH
VSULQW
&RQVLGHUVPRVWO\
GHYHORSPHQWDVSHFWV
DQGRYHUORRNVRWKHUV
LQSDUWLFXODULI
IROORZLQJ6FUXP
LQWHUSUHWDWLRQ
7UDGLWLRQDOO\H[HFXWHGE\
D6FUXPWHDPXSWR
SHRSOHYDULDWLRQVWKDW
HQDEOHV\QFKURQL]DWLRQ
EHWZHHQGLIIHUHQWWHDPV
H[LVW
/HDQ6WDUWXS /HDUQLQJDQG
H[SHULPHQWLQJ
%XVLQHVVRULHQWHGLQ
QDWXUH
9DOLGDWHRULQYDOLGDWH
DEXVLQHVVK\SRWKHVLV
ZLWKPLQLPXP
DPRXQWRILQYHVWHG
HIIRUW
8VXDOO\H[HFXWHGRQO\E\
DPLQLPDOWHDP

$FNQRZOHGJPHQWV
7KH DXWKRUV ZLVK WR WKDQN 1HHG IRU 6SHHG SURJUDP
IXQGHG E\ 7(.(6 WKH )LQQLVK )XQGLQJ $JHQF\ IRU
,QQRYDWLRQIRULWVVXSSRUW
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