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Introduzione
Nel contesto delle serie storiche, l’approccio nello spazio degli stati si distin-
gue perch´ e oﬀre una metodologia molto ﬂessibile che riesce a trattare una
gamma di problemi molto pi` u ampia rispetto al sistema di analisi tradiziona-
le, il sistema ARIMA di Box-Jenkins: nei modelli di serie storiche nello spazio
degli stati, le osservazioni sono viste come somma di varie componenti, come
trend, stagionalit` a, elementi di regressione e termini di errore, ognuna delle
quali ` e modellata separatamente. I modelli delle componenti sono accorpati
in un unico modello, chiamato modello nello spazio degli stati, che costituisce
l’elemento base dell’analisi.
L’analisi delle serie storiche utilizzando l’approccio nello spazio degli sta-
ti ha avuto origine con il pionieristico lavoro di Kalman (1960 e 1963) nella
teoria dei sistemi, con, tra le altre, famose applicazioni in astronautica: i
modelli nello spazio degli stati lineari gaussiani sono stati quindi utilizzati
in un numero notevole di casi pratici, adottando spesso delle trasformazioni
per le osservazioni. Vi sono per` o molti casi in cui, anche adottando delle
trasformazioni, questi modelli non risultano adeguati, ad esempio nel caso
di variabili risposta categoriali, di conteggio, oppure non-negative: i modelli
nello spazio degli stati di famiglia esponenziale ed i modelli lineari genera-
lizzati dinamici hanno infatti avuto una nascita molto pi` u recente, si veda
West, Harrison e Migon (1985), e sono stati introdotti, appunto, per trattare
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dati vistosamente non-gaussiani.
In questa tesi si prende in considerazione l’approccio ai modelli nello
spazio degli stati di famiglia esponenziale presentato in Fahrmeir (1992) e,
nello speciﬁco, quello di Fahrmeir e Wagenpfeil (1997). Seguendo questo
approccio, i modelli vengono trattati mediante iterative applicazioni del ﬁltro
di Kalman lineare ad un modello “costruito”, allo stesso modo dei minimi
quadrati pesati iterati che vengono applicati a variabili risposta “costruite”
nei modelli lineari generalizzati statici: il capitolo 2 presenta una rassegna
su questo lavoro.
Il capitolo 3 aﬀronta invece il problema della stima degli iperparametri,
il problema pi` u ostico nei modelli nello spazio degli stati, perch´ e pu` o presen-
tare notevoli diﬃcolt` a di carattere numerico oppure algoritmi caratterizzati
dalla lenta convergenza: viene infatti introdotto un algoritmo di tipo EM,
fornendo tutti i passaggi matematici necessari per la sua derivazione (comple-
tamente assenti nelle fonti bibliograﬁche), e ne viene proposta una modiﬁca
con l’obiettivo di rendere la stima degli iperparametri pi` u veloce.
Nel capitolo 4, inﬁne, vengono presentate delle applicazioni illustrative
utilizzando gli stessi esempi del capitolo 8 della monograﬁa di Fahrmeir e Tu-
tz (2001) con un duplice obiettivo: il primo ` e quello di veriﬁcare la correttezza
delle funzioni scritte mediante il programma statistico R per l’estensione del
ﬁltro di Kalman a famiglie esponenziali, confrontando i risultati ottenuti con
quelli della monograﬁa appena citata. Il secondo, invece, consiste nel quan-
tiﬁcare il guadagno, in termini di tempo di esecuzione, ottenibile mediante
l’utilizzo dell’algoritmo modiﬁcato proposto rispetto a quello originale.Capitolo 2
Filtro di Kalman e sua
estensione a famiglie
esponenziali
La modellazione nello spazio degli stati fornisce una metodologia uniﬁcata
per trattare un’ampia gamma di problemi nell’analisi delle serie storiche.
Quando si utilizza questo approccio, si assume che lo sviluppo nel tempo
del sistema che si sta studiando ` e determinato da una serie non osservata di
vettori α1,...,α T, ai quali sono associati una serie di osservazioni y1,...,y T,
dove la relazione tra gli αt el eyt ` e speciﬁcata dal modello nello spazio
degli stati. Per i modelli lineari dinamici gaussiani, la relazione ` e data da
yt = Ztαt +εt, assieme a un’equazione di transizione lineare αt = Ftαt−1 +ξt
e le usuali assunzioni sui processi di rumore gaussiano {εt}, {ξt}: il ﬁltro di
Kalman (1960 e 1963) fornisce delle ottime stime per le medie condizionate.
Molti autori hanno considerato estensioni a sistemi non-gaussiani e non-
lineari: tra questi, Sage e Melsa (1971), capitolo 9, ed Anderson e Moore
(1979), capitolo 8, che hanno trattato dei modelli non-lineari con osser-
vazioni condizionatamente gaussiane. A parte alcuni semplici modelli che
ammettono delle soluzioni coniugate per la distribuzione a priori e la di-
stribuzioni a posteriori, le necessarie integrazioni devono per` o essere eﬀet-
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tuate numericamente, con enormi problemi computazionali, molte volte non
risolvibili.
Dei ﬁltri approssimati alternativi sono quindi d’interesse: uno dei primi
` e stato derivato da West, Harrison e Migon (1985), considerando il modello
di osservazione solo come una “relazione guida” ed utilizzando il concetto di
“sconto”. Anche se ben congegnato, il loro metodo presenta degli svantaggi,
il principale dei quali ` e quello di non poterlo estendere a risposte multivariate,
ad esempio modelli di serie storiche multicategoriali. Qualche dettaglio un
po’ pi` u speciﬁco su questo approccio verr` a fornito alla ﬁne della sezione 2.3,
quando le nozioni riguardanti i modelli nello spazio degli stati saranno ormai
consolidate.
In questa tesi si presenta uno di questi ﬁltri approssimati, basato sull’idea
del ﬁltraggio della moda della distribuzione a posteriori: questo capitolo con-
siste infatti di una rassegna del lavoro svolto in Fahrmeir (1992), Fahrmeir e
Tutz (2001) ed, in particolare, in Fahrmeir e Wagenpfeil (1997). Si fa presen-
te, inﬁne, che pi` u recentemente hanno preso piede approcci di stima basati
sulla simulazione, ad esempio metodi Markov Chain Monte Carlo (MCMC),
in cui si estraggono ripetuti campioni dalla distribuzioni a posteriori: un
lavoro di riferimento in cui i modelli nello spazio degli stati di famiglia espo-
nenziale sono trattati mediante simulazione ` e quello di Durbin e Koopman
(2001), che si basa su importance sampling.
2.1 Modelli nello spazio degli stati di tipo
lineare
La caratteristica principale dei modelli nello spazio degli stati ` e quella di
mettere in relazione una serie storica di osservazioni {yt} con una sequenza
ignota di stati {αt}, i quali tipicamente includono una componente di trend e
coeﬃcienti di variabili esplicative che variano nel tempo. Date le osservazioni
ﬁno al tempo t, ossia y1,...,y t, il principale scopo inferenziale consiste nello
stimare gli stati correnti, futuri e passati: tali procedure inferenziali vengono2.1 Modelli nello spazio degli stati di tipo lineare 5
denominate, rispettivamente, “ﬁltraggio”, “previsione” ed “interpolazione”
(quest’ultimo chiamata anche “lisciamento”).
Nel caso standard, ossia nei modelli nello spazio degli stati lineari, le
osservazioni yt (univariate o multivariate) sono messe in relazione coi vettori
degli stati non osservati αt per mezzo di una equazione delle osservazioni
lineare
yt = Ztαt + εt,t =1 ,2,..., (2.1)
dove Zt denota una matrice di disegno (detta anche matrice di osservazio-
ne) ed {εt} ` e un processo di rumore bianco, ossia una sequenza di variabili
d’errore mutualmente incorrelate con E[εt]=0eC o v [ εt]=Rt. Nel caso di
osservazioni scalari la matrice di disegno si riduce ad un vettore di disegno
z 
t e la matrice delle covarianze alla varianza σ2
t.
La sequenza degli stati ` e deﬁnita da un’equazione di transizione lineare
αt = Ftαt−1 + ξt,t =1 ,2,..., (2.2)
dove Ft ` e una matrice di transizione, {ξt} ` e un processo di rumore bianco con
E[ξt]=0 ,C o v [ ξt]=Qt e lo stato iniziale α0 ha E[α0]=a0 eC o v [ α0]=Q0.
La media e la struttura di covarianza del modello sono pienamente speciﬁcate
assumendo che {εt} e {ξt} siano mutualmente incorrelate ed incorrelate con
lo stato iniziale α0. Nello speciﬁco, nel caso di modelli nello spazio degli stati
lineari gaussiani si ha che εt ∼ N(0,R t), ξt ∼ N(0,Q t), α0 ∼ N(a0,Q 0)e
che {εt}, {ξt} ed α0 sono mutualmente indipendenti. Si noti che le matrici di
covarianza possono essere singolari: perci` o, osservazioni parzialmente esatte
e stati costanti nel tempo non sono esclusi dal modello.
Nella forma pi` u semplice dei modelli nello spazio degli stati, le matrici
di sistema Zt, Ft, Rt, Qt ed a0, Q0 sono assunte note. In molte applica-
zioni, comunque, le matrici di covarianza Rt, Qt ed i valori iniziali a0, Q0
ed in qualche caso la matrice di transizione Ft sono completamente ignote o
contengono degli ignoti iperparametri θ, cos` ıc h e
Rt = Rt(θ),Q t = Qt(θ),a 0 = a0(θ),Q 0 = Q0(θ).6 Capitolo 2. Filtro di Kalman e sua estensione a famiglie esponenziali
Inoltre, la matrice di disegno pu` o dipendere da delle variabili esplicative o
dalle osservazioni passate, ossia
Zt = Zt(xt,y
∗
t−1), dove y
∗
t−1 =( yt−1,...,y 1).
Nel capitolo 1 ` e stato detto che i modelli nello spazio degli stati hanno
avuto, tra le altre, famose applicazioni in astronautica: in questo contesto,
l’equazione delle osservazioni descrive le osservazioni yt del radar, disturbate
da del rumore, sullo stato (posizione, velocit` a, ...) di un’astronave, mentre
l’equazione di transizione ` e un’approssimazione linearizzata e discretizzata
delle leggi ﬁsiche del moto nello spazio. Date le osservazioni y1,...,y t, l’in-
teresse primario ` e rappresentato dalla stima in linea di αt (ﬁltraggio) e dalla
previsione.
La principale ragione dello sviluppo e della diﬀusione dell’approccio nello
spazio degli stati in statistica ` e che un numero notevole di modelli (ARMA,
serie storiche strutturali, modelli di regressione dinamici, ...) possono es-
sere trattati in una maniera univoca molto ﬂessibile. Nel caso delle serie
storiche strutturali scalari, ad esempio, l’idea base ` e quella di interpretare la
scomposizione
yt = τt + γt + εt,ε t ∼ N(0,σ
2
ε), (2.3)
di una serie storica in una componente di trend τt, in una componente sta-
gionale γt e una componente d’errore εt come l’equazione delle osservazioni
di un modello nello spazio degli stati e di deﬁnire le componenti stocastiche
stagionali e di trend con equazioni di transizione ricorsive. Semplici model-
li di trend non stazionari sono le passeggiate casuali di ordine uno o due,
costituite rispettivamente da
τt = τt−1 + ut,τ t =2 τt−1 − τt−2 + ut,u t ∼ N(0,σ
2
u). (2.4)
Se nel modello non ` e presente nessuna componente stagionale γt, allora (2.3)
e (2.4) possono essere scritte nella forma spazio degli stati deﬁnendo
αt = τt =1· αt−1 + ut,y t =1· αt + εt,2.1 Modelli nello spazio degli stati di tipo lineare 7
per il modello con passeggiata casuale di ordine uno e
αt =
 
τt
τt−1
 
=
 
2 −1
10
  
τt−1
τt−2
 
+
 
ut
0
 
,y t =( 1 , 0)αt + εt,
per il modello con passeggiata casuale di ordine due. Fahrmeir e Tutz (2001),
capitolo 8, suggeriscono due diversi metodi per modellare una componente
stagionale: nel primo, una componente stagionale stocastica γt di s periodi
pu` o essere speciﬁcata introducendo
γt = −
s−1  
j=1
γt−j + ωt,ω t ∼ N(0,σ
2
ω).
Nel caso di s = 4 periodi ed utilizzando una passeggiata casuale di ordine
due per il trend, l’equazione di transizione e l’equazione delle osservazioni
diventano
αt =

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
e
yt =( 1 , 0, 1, 0, 0)αt + εt. (2.5)
Il secondo metodo suggerito da Fahrmeir e Tutz (2001), capitolo 8, consiste
nel modellare la componente stagionale in forma trigonometrica, utilizzando
le armoniche della serie di Fourier
γt =
[s/2]  
j=1
γjt,
con
γjt = γj,t−1 cosλj +˜ γj,t−1 sinλj + ωjt
˜ γjt = −γj,t−1 sinλj +˜ γj,t−1 cosλj +˜ ωjt,j =1 ,...,[s/2],8 Capitolo 2. Filtro di Kalman e sua estensione a famiglie esponenziali
con frequenze stagionali λj =2 πj/s e processi di rumore bianco {ωjt}, {˜ ωjt}
mutualmente indipendenti con varianza comune σ2
ω. Si noti che λ[s/2] = π
per qualsiasi s e, quindi, si ha
γ[s/2],t = −γ[s/2],t−1 + ω[s/2],t.
Nel caso visto in precedenza di s = 4 periodi e di trend modellato da una
passeggiata casuale di ordine due, l’equazione di transizione e l’equazione
delle osservazioni sono cos` ı deﬁnite:
αt =


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
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e
yt =( 1 , 0, 1, 0, 1)αt + εt. (2.6)
Tutti i modelli nello spazio degli stati visti ﬁnora sono invarianti nel tempo,
ossia le matrici di sistema Ft e Zt non dipendono dal tempo t. Assumendo
che gli errori dei processi siano mutualmente indipendenti, le matrici di co-
varianza Q sono diagonali ma in molti casi singolari. Ad esempio, in (2.5)
Q = diag(σ2
u,0,σ2
ω,0,0) ed in (2.6) Q = diag(σ2
u,0,σ2
ω,σ2
ω,σ2
ω). Le varianze
σ2
u e σ2
ω sono iperparametri del modello, generalmente ignoti.
Si possono inoltre aggiungere delle variabili esplicative e le risposte pre-
cedenti: se il loro eﬀetto ` e invariante nel tempo e se si omette la componente
stagionale per semplicit` a, si ottiene
yt = τt +( x
 
t,y t−1,...)β + εt.
L’invarianza nel tempo di β pu` o essere descritta dalla relazione βt = βt−1(=
β). Assumendo una passeggiata casuale di ordine due per τt,s ih a
αt =




τt
τt−1
βt



 =




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
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
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


 +




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0
0



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yt =( 1 , 0,x
 
t,y t−1,... )αt + εt.
Introducendo eﬀetti che variano nel tempo per le variabili esplicative e sta-
gionalit` a, si giunge a
yt = τt + γt +( x
 
t,y t−1,...)βt + εt.
La scelta pi` u semplice per {βt} ` e una passeggiata casuale di ordine uno
con componenti d’errore mutualmente indipendenti. Il corrispondente blocco
nell’equazione di transizione ` e quindi speciﬁcato da
βt = βt−1 + ωt,ω t ∼ N(0,Q),Q diagonale.
2.2 Filtro di Kalman lineare
Una volta scritto il modello nella forma spazio degli stati, lo scopo principale
` e la stima di αt date le osservazioni y1,...,y T. Questa operazione prende il
nome di
• “ﬁltraggio”, se t = T,
• “interpolazione” o “lisciamento”, se t<T,
• “previsione”, se t>T.
Sotto l’assunzione di normalit` a, la soluzione ottima al problema del ﬁltraggio
` e data dalla media condizionata (o media a posteriori)
at|t := E[αt | y
∗
t,x
∗
t]
di αt dati y∗
t e x∗
t, con y∗
t =( y 
1,...,y 
t)  ed x∗
t =( x 
1,...,x  
t) . Il simbolo “:=”,
qui e nel seguito, sta per “` e deﬁnito come”. Visto che il modello ` e lineare e
gaussiano, la distribuzione a posteriori di αt ` e anche gaussiana,
αt | y
∗
t,x
∗
t ∼ N(at|t,V t|t)
con matrice di covarianza a posteriori
Vt|t := E[(αt − at|t)(αt − at|t)
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Allo stesso modo, il miglior previsore ad un passo per αt date le osserva-
zioni ﬁno al tempo t − 1, y∗
t−1,` e
at|t−1 := E[αt | y
∗
t−1,x
∗
t−1],
e la densit` a di previsione ad un passo ` e gaussiana,
αt | y
∗
t−1,x
∗
t−1 ∼ N(at|t−1,V t|t−1),
con matrice di covarianza a posteriori
Vt|t−1 := E[(αt − at|t−1)(αt − at|t−1)
 ].
Il ﬁltro di Kalman (1960 e 1963) lineare calcola le medie e le matrici di
covarianza a posteriori in modo ricorsivo, traendo vantaggio dal fatto che le
distribuzioni a posteriori sono normali. Viene qui di seguito riportato l’algo-
ritmo del ﬁltro.
Filtro di Kalman lineare
Inizializzazione: a0|0 = a0,V 0|0 = Q0.
Per t =1 ,...,T:
Passo di previsione: at|t−1 = Ftat−1|t−1
Vt|t−1 = FtVt−1|t−1F  
t + Qt
Passo di correzione: at|t = at|t−1 + Kt(yt − Ztat|t−1)
Vt|t = Vt|t−1 − KtZtVt|t−1,
con guadagno di Kalman Kt = Vt|t−1Z 
t[ZtVt|t−1Z 
t + Rt]−1.
Si noti che si sta considerando il caso in cui gli iperparametri (matrici di
covarianza e di sistema, valori iniziali, ...) siano noti o dati. Il problema
della loro stima verr` a aﬀrontato nel capitolo seguente.
Date le osservazioni y1,...,y t−1, il passo di previsione aggiorna l’ultimo
valore del ﬁltro at−1|t−1 alla previsione ad un passo at|t−1, in accordo con2.3 Modelli nello spazio degli stati di famiglia esponenziale 11
l’equazione di transizione lineare (2.2). Osservato yt, at|t−1 ` e corretto aggiun-
gendo l’errore di previsione ad un passo pesato con il guadagno di Kalman
Kt per ottenere la nuova stima del ﬁltraggio at|t.
L’interpolatore di αt date le osservazioni y∗
T =( y1,...,y T)e dx∗
T ` e
at|T := E[αt | y
∗
T,x
∗
T].
Di nuovo la distribuzione a posteriori ` e normale
αt | y
∗
T,x
∗
T ∼ N(at|T,V t|T),
con
Vt|T := E[(αt − at|T)(αt − at|T)
 ].
La tradizionale forma di interpolazione ` e data dall’interpolatore “ad inter-
vallo ﬁsso”, si veda Anderson e Moore (1979), sezione 7.4. Le stime at|T sono
ottenute con dei passi all’indietro, ossia per t = T,...,1s ih a :
at−1|T = at−1|t−1 + Bt(at|T − at|t−1),
Vt−1|T = Vt−1|t−1 + Bt(Vt|T − Vt|t−1)B
 
t,
dove
Bt = Vt−1|t−1F
 
tV
−1
t|t−1.
Ad ogni passo, la stima di lisciamento at−1|T ` e ottenuta dalla stima di ﬁltrag-
gio at−1|t−1, aggiungendo la diﬀerenza, opportunamente pesata, tra la stima
di lisciamento at|T del passo precedente e la stima di previsione at|t−1.
2.3 Modelli nello spazio degli stati di famiglia
esponenziale
` E ovvio che, quando si ` e in presenza di serie storiche di conteggi, di dati
categoriali oppure di dati non-negativi, l’assunzione di normalit` a dell’equa-
zione delle osservazioni (2.1) viene a cadere: ` e quindi necessario sostituire il
modello con un appropriato modello non-gaussiano. Per comprendere meglio12 Capitolo 2. Filtro di Kalman e sua estensione a famiglie esponenziali
i passaggi che permettono di scrivere un’equazione delle osservazioni per le
variabili risposta di famiglia esponenziale, Fahrmeir e Wagenpfeil (1997) sug-
geriscono di riscrivere l’equazione (2.1) delle osservazioni lineare gaussiana
nella forma
yt | αt ∼ N(ηt,R t),y t ∈ R
q,α t ∈ R
p, (2.7)
dove Rt = Var[yt | αt]` e la matrice delle covarianze di yt dato αt ed ηt = Ztαt.
L’ovvia modiﬁca per le osservazioni da famiglia esponenziale non-gaussiana
consiste nello speciﬁcare il modello delle osservazioni per yt dato αt con una
distribuzione q-dimensionale del tipo famiglia esponenziale naturale:
yt | αt ∼ p(yt | αt)=ct(yt)exp{ν
 
tyt − bt(νt)}, (2.8)
dove νt, il parametro naturale, ` e funzione del predittore lineare ηt = Ztαt e
ct(·)ebt(·) sono funzione note. Dalle propriet` a delle famiglie esponenziali, la
media e la varianza sono date da
E[yt | αt]=µt(αt)=
∂bt(νt)
∂νt
, (2.9)
Var[yt | αt]=Σ t(αt)=
∂2bt(νt)
∂νt∂ν 
t
. (2.10)
Come nei modelli lineari generalizzati statici, la media µt(αt)` e legata al
predittore lineare ηt = Ztαt da
µt(αt)=h(Ztαt), (2.11)
dove h : Rq → Rp ` e una funzione continua e diﬀerenziabile due volte e Zt ` e
una matrice q × p che, come gi` a detto nella sezione 2.1, pu` o dipendere da
delle variabili esplicative xt o dalle risposte passate y∗
t−1.
L’assunzione di famiglia esponenziale (2.8), assieme alla speciﬁcazione
della media (2.11), sostituisce quindi l’equazione delle osservazioni (2.7) dei
modelli lineari gaussiani. Per quanto riguarda il modello (2.2) di transi-
zione di stato, Fahrmeir e Wagenpfeil (1997) mantengono l’assunzione di
un’equazione di transizione lineare gaussiana
αt = Ftαt−1 + ξt,t =1 ,...,T, (2.12)2.3 Modelli nello spazio degli stati di famiglia esponenziale 13
con matrice di transizione Ft, rumore bianco gaussiano {ξt} con ξt ∼ N(0,Q t)
e stato iniziale α0 ∼ N(a0,Q 0). Per speciﬁcare completamente i modelli
in termini di densit` a, Fahrmeir e Wagenpfeil (1997) aggiungono le seguenti
assunzioni di indipendenza condizionata.
(A1) Condizionatamente ad αt, le risposte attuali yt sono indipendenti dagli
stati passati αt−1,...,α 0, ossia
p(yt | αt,α t−1,...,α 0)=p(yt | αt),t =1 ,...,T.
Questa assunzione ` e implicita nei modelli nello spazio degli stati lineari
gaussiani, data la mutua indipendenza delle sequenze d’errore {εt} e
{ξt}.
(A2) La sequenza {αt} ` e markoviana, ossia
p(αt | αt−1,...,α 0)=p(αt | αt−1).
In accordo con la (2.12), si ottiene p(αt | αt−1) ∼ N(Ftαt−1,Q t)
Nel caso di risposte scalari (q = 1), si possono ottenere dei modelli lineari
generalizzati dinamici scalari. Ad esempio, nel caso di conteggi, la scelta pi` u
comune sono i modelli log-lineari con distribuzione di Poisson:
yt | αt ∼P(λt),λ t = exp{ηt},η t = Ztαt.
Il predittore lineare pu` o essere scelto come nei modelli di serie storiche
strutturali per osservazioni gaussiane:
ηt = τt + γt + x
 
tβt,t =1 ,...,T,
dove gli stati sono componenti stocastiche non osservate di trend τt e di sta-
gionalit` a γt ed eﬀetti βt, che possono variare nel tempo, di variabili esplicative
xt.
Naturalmente, un modello log-lineare con distribuzione di Poisson non
sar` a sempre adatto e altre scelte, come la binomiale negativa, possono es-
sere considerate. Se il numero dei conteggi ` e limitato, ad esempio, da nt,i14 Capitolo 2. Filtro di Kalman e sua estensione a famiglie esponenziali
modelli di regressione binomiali, come i modelli logit o probit, sono spesso
appropriati:
yt | αt ∼B i(nt,π t),π t = h(ηt),
dove h(·)` e la funzione legame: per h(·) = exp(·)/[1 + exp(·)] si ottiene il
modello logit, per h(·)=Φ ( ·) il modello probit. Con nt = 1 si possono
modellare serie storiche binarie. Per quanto riguarda le serie storiche con
risposte multicategoriali, si procede in maniera simile: per approfondimenti
si veda Fahrmeir e Tutz (2001), pagg. 347–349 e, per il caso particolare di
categorie ordinate, Fahrmeir e Wagenpfeil (1997).
Si noti che il tipo di modellazione proposto da West, Harrison e Migon
(1985) ` e diverso: invece di un’esplicita equazione di transizione, essi assumo-
no delle distribuzioni a priorieap osteriori coniugate per il parametro natu-
rale νt ed impongono un’equazione di previsione lineare per αt, utilizzando
il concetto di “sconto” per evitare la stima delle matrici di covarianza degli
errori ignoti. Inoltre, essi utilizzano la “relazione guida” g(νt)   ηt = Ztαt
solo per determinare i parametri delle distribuzioni a priorieap osteriori di νt
con un metodo dei momenti: non c’` e comunque un modo ovvio di estendere
questo metodo a risposte multidimensionali. L’approccio di West, Harrison
e Migon (1985) ` e comunque caratterizzato da un aggiornamento sequenzia-
le ricorsivo per le stime e le previsioni e, quando ` e stato introdotto, questo
rappresentava un vantaggio non indiﬀerente poich´ e l’onere computazionale
era paragonabile a quello dell’algoritmo per i modelli nello spazio degli stati
lineari e, quindi, non erano necessari calcolatori dalle elevate prestazioni.2.4 Estensione del ﬁltro di Kalman a famiglie esponenziali 15
2.4 Estensione del ﬁltro di Kalman a famiglie
esponenziali
2.4.1 Stima della moda a posteriori e verosimiglianza
penalizzata
A diﬀerenza dei modelli nello spazio degli stati lineari in cui viene utilizzato
il ﬁltro di Kalman lineare, che stima le medie a posteriori, per i modelli
nello spazio degli stati di famiglia esponenziale ` e stato adottato l’approccio di
Fahrmeir e Wagenpfeil (1997), che si basa sulla stima della moda a posteriori.
In questa sottosezione, gli algoritmi relativi sono derivati assumendo che gli
iperparametri siano noti: la loro stima verr` a aﬀrontata nel prossimo capitolo.
Le sequenze delle risposte e degli stati passati vengono denotate come
y
∗
t =( y
 
1,...,y
 
t)
 ,α
∗
t =( α
 
1,...,α
 
t)
 
e viene posto α = α∗
T. L’interpolatore della moda della distribuzione a
posteriori, a ≡ (a 
0|T,a  
1|T,...,a  
T|T)  ∈ Rm, con m =( T +1 ) p,` e quindi
deﬁnito come
a ≡ (a
 
0|T,a
 
1|T,...,a
 
T|T)
  := argmax
α
{p(α | y
∗
T)},
ossia la moda della distribuzione a posteriori dell’intera sequenza. L’obiettivo
di Fahrmeir e Wagenpfeil (1997) ` e quindi quello di massimizzare p(α | y∗
T).
Applicando il teorema di Bayes si ottiene
p(α | y
∗
T)=
1
p(y∗
T)
 
T  
t=1
p(yt | α
∗
t,y
∗
t−1)
T  
t=1
p(αt | α
∗
t−1,y
∗
t−1)p(α0)
 
,
e tenendo in considerazione le assunzioni (A1), (A2), poich´ e p(y∗
T) non di-
pende da α, si giunge a
p(α | y
∗
T) ∝
T  
t=1
p(yt | αt,y
∗
t−1)
T  
t=1
p(αt | αt−1)p(α0).16 Capitolo 2. Filtro di Kalman e sua estensione a famiglie esponenziali
Se poi si utilizzano i logaritmi e si inseriscono le densit` a normali del model-
lo di transizione (2.12), si ottiene quella che Fahrmeir e Wagenpfeil (1997)
chiamano funzione di log-verosimiglianza penalizzata, data da
PL(α): =
T  
t=1
logp(yt | αt,y
∗
t−1) −
1
2
(α0 − a0)
 Q
−1
0 (α0 − a0)+
−
1
2
T  
t=1
(αt − Ftαt−1)
 Q
−1(αt − Ftαt−1) (2.13)
dove le densit` a p(yt | αt,y∗
t−1) sono deﬁnite dal modello di osservazione di
famiglia esponenziale. La funzione obiettivo pu` o essere quindi riscritta in
questo modo:
a ≡ (a
 
0|T,a
 
1|T,...,a
 
T|T)
  := argmax
α
{PL(α)}. (2.14)
Si noti che, quando Fahrmeir e Wagenpfeil (1997) utilizzano la denomi-
nazione “log-verosimiglianza penalizzata”, essi prendono come riferimento la
verosimiglianza del solo modello di osservazione, la quale viene penalizzata
dalle densit` a degli stati αt, mentre le varianze Q0 e Q svolgono il ruolo di
parametri di lisciamento. ` E infatti possibile dare a (2.13) e (2.14) un’interpre-
tazione non parametrica: considerando {αt} come una sequenza di parametri
ﬁssati ma ignoti, il primo termine nella (2.13) misura la bont` a di adattamen-
to ottenuta dal predittore lineare Ztαt, mentre il secondo termine penalizza
il “sovra-adattamento” ai dati. Ad esempio, nel caso di un modello logit
dinamico binario log[πt/(1−πt)] = τt +βtxt, se il trend τt e l’eﬀetto variante
nel tempo βt sono modellati da una passeggiata casuale di ordine uno, allora
αt =( τt,β t)  e la (2.13) diventa
PL(α)=
T  
t=1
{yt logπt +( 1− yt)log(1 − πt)} +
−
1
2σ2
τ
T  
t=1
(τt − τt−1)
2 −
1
2σ2
β
T  
t=1
(βt − βt−1)
2,
tralasciando le distribuzioni a priori di τ0 e β0 per semplicit` a. Mentre il
primo termine misura la bont` a di adattamento in termini di devianza, gli2.4 Estensione del ﬁltro di Kalman a famiglie esponenziali 17
altri termini penalizzano il “sovra-adattamento” dei trend {τt} e degli eﬀetti
varianti nel tempo {βt}. Facendo un confronto con le spline di lisciamento, in
questo caso si sta lisciando trend, componenti stagionali ed eﬀetti di variabili
esplicative invece di funzioni di variabili esplicative, mentre le varianze σ2
τ,
σ2
β (in generale, le componenti di Qt), come gi` a detto, svolgono il ruolo di
parametri di lisciamento.
2.4.2 Derivazione dell’algoritmo
` E facile notare che, nel caso di un modello di osservazione lineare gaussiano
yt = Ztαt + εt, il termine di log-verosimiglianza nella (2.13) diventa
T  
t=1
logp(yt | αt,y
∗
t−1)=−
1
2
T  
t=1
(yt − Ztαt)
 R
−1
t (yt − Ztαt),
e la (2.13) un criterio di minimi quadrati penalizzati. Visto che le medie e
le mode nei modelli nello spazio degli stati lineari coincidono, il problema di
ottimizzazione ` e risolto dall’usuale ﬁltro di Kalman lineare, risultando in un
problema di complessit` a O(T).
Per trovare una soluzione alla (2.14) nel caso generale, ossia per il mo-
dello di osservazione di famiglia esponenziale, potrebbe essere usato qualsiasi
algoritmo di programmazione non-lineare. Per scopi statistici, si trae van-
taggio dall’algoritmo del punteggio di Fisher, come nei modelli lineari ge-
neralizzati statici. Comunque, come nel caso dei modelli lineari gaussiani,
gli algoritmi devono tener conto della speciale struttura dinamica del crite-
rio di log-verosimiglianza penalizzata: seguendo l’impostazione di Fahrmeir
e Wagenpfeil (1997), verr` a ora derivato un singolo passo dell’algoritmo del
punteggio di Fisher, in analogia coi modelli lineari generalizzati statici, e
verr` a dimostrato che esso pu` o essere calcolato applicando il ﬁltro di Kal-
man lineare a delle variabili risposta “costruite”, ottenendo nuovamente un
algoritmo di complessit` a O(T).18 Capitolo 2. Filtro di Kalman e sua estensione a famiglie esponenziali
Notazione matriciale
Per prima cosa, Fahrmeir e Wagenpfeil (1997) riscrivono la (2.13) in forma
matriciale come
PL(α)=l(α) −
1
2
α
 Kα,
dove
l(α)=
T  
t=0
lt(αt),l t(αt) := logp(yt | αt,y
∗
t−1),t =1 ,...,T,
l0(α0): =−1
2(α0 − a0) Q
−1
0 (α0 − a0) e la matrice di penalit` a K ` e simmetrica
e tri-diagonale a blocchi:
K =









K00 K01 0
K10 K11 K12
K21
... ...
... ... KT−1,T
0 KT,T−1 KTT









con
Kt−1,t = K
 
t,t−1 = −F
 
tQ
−1
t ,t =1 ,...,T,
K00 = F
 
1Q
−1
1 F1,
Ktt = Q
−1
t + F
 
t+1Q
−1
t+1Ft+1,t =1 ,...,T,
FT+1 =0 .
Per poter descrivere un passo dell’algoritmo del punteggio di Fisher in nota-
zione matriciale, ` e conveniente introdurre il vettore delle osservazioni
y
  =( a
 
0,y
 
1,...,y
 
T)
aumentato di a0. Corrispondentemente, vengono deﬁniti il vettore delle
medie aumentato di α0,
µ(α)
  = {α
 
0,µ
 
1(α1),...,µ
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la matrice di covarianza diagonale a blocchi
Σ(α) = diag{Q0, Σ1(α1),...,ΣT(αT)},
la matrice di disegno diagonale a blocchi
Z = diag(I, Z1,...,Z T),
con I ∈ Rp×p matrice identit` a, e la matrice diagonale a blocchi
D(α) = diag{I, D1(α1),...,D T(αT)},
dove Dt(αt)=∂h(ηt)/∂ηt ` e la derivata prima della funzione legame inversa
h(ηt) calcolata in ηt = Ztαt. Utilizzando le propriet` a (2.10) e (2.11), la
funzione di punteggio di l(α)` e quindi
s(α)={s
 
0(α0),s
 
1(α1),...,s
 
T(αT)}
  := Z
 D(α)Σ
−1(α){y − µ(α)},
con componenti s0(α0)=Q
−1
0 (a0−α0), st(αt)=Z Dt(αt)Σ
−1
t {yt−µt(αt)},t=
1,...,T. La matrice dei pesi ` e
W(α) = diag{W0,W 1(α1),...,W T(αT)} := D(α)Σ
−1(α)D
 (α)
con blocchi W0 = Q
−1
0 , Wt(αt)=Dt(αt)Σ
−1
t (α)D 
t(α),t =1 ,...,T el a
matrice d’informazione attesa di l(α)` e
S(α) = diag{S0,S 1(α1),...,S T(αT)} := Z
 W(α)Z
con blocchi diagonali S0 = Q
−1
0 , St(αt)=Z 
tWt(α)Zt,t=1 ,...,T. Entram-
be le matrici W(α)e dS(α) sono diagonali a blocchi.
Singolo passo dell’algoritmo
Utilizzando la notazione matriciale, Fahrmeir e Wagenpfeil (1997) derivano
un singolo passo dell’algoritmo del punteggio di Fisher: la derivata prima di
PL(α)` e data da
u(α)=
∂PL(α)
∂α
= s(α) − Kα,20 Capitolo 2. Filtro di Kalman e sua estensione a famiglie esponenziali
mentre la matrice d’informazione attesa tri-diagonale a blocchi da
U(α)=−E
 
∂2PL(α)
∂α∂α 
 
= S(α)+K = Z
 W(α)Z + K.
Un singolo passo dell’algoritmo del punteggio di Fisher dall’iterazione cor-
rente αk ∈ Rm alla successiva αk+1 ∈ Rm ` e quindi rappresentato da
U(α
k){α
k+1 − α
k} = u(α
k).
Poich´ e U(αk)αk+1 − U(αk)αk = u(αk), segue che αk+1 = αk + U(αk)−1u(αk)
e questa pu` o essere riscritta come
α
k+1 = {Z
 W(α
k)Z + K}
−1Z
 W(α
k)˜ y(α
k), (2.15)
con variabile risposta “costruita”
˜ y(α
k)={˜ y
 
0, ˜ y
 
1(α
k
1),...,˜ y
 
T(α
k
T)}
  := {D
−1(α
k)}
 {y − µ(α
k)} + Zα
k,
le cui componenti sono ˜ y0 = a0,˜ yt(αk
t)={D
−1
t (αk
t)} {yt−µt(αk
t)}+Ztαk
t,t=
1,...,T. Una formula simile, ma senza la matrice di penalit` a K (che con-
tiene le informazioni del modello di transizione), ` e ottenuta per la stima dei
minimi quadrati pesati iterati nei modelli lineari generalizzati statici: per un
confronto, si veda Azzalini (2001), pagg. 253–259.
Si assuma ora il particolare caso di un modello nello spazio degli stati
lineare gaussiano, deﬁnito dalla (2.7) e dalla (2.12). Allora µ(α)=Zα, D(α)
si riduce alla matrice identit` a e la funzione di punteggio di l(α) diventa
s(α)=Z
 R
−1(y − Zα),
con R = diag(Q0,R 1,...,R T), Rt =C o v [ yt | αt]. La matrice dei pesi W(α)
si riduce a R−1 e la variabile risposta “costruita” alla reale osservazione y,
visto che D(αk)=I e µ(αk)=Zαk. La (2.15) diventa
a =( Z
 R
−1Z + K)
−1Z
 R
−1y, (2.16)
dove a =( a 
0|T,a  
1|T,...,a  
T|T)  ` e il vettore delle stime interpolate. Come
gi` a detto in precedenza, il ﬁltro di Kalman risolve in maniera eﬃciente la2.4 Estensione del ﬁltro di Kalman a famiglie esponenziali 21
(2.16), senza il bisogno di invertire esplicitamente la matrice tri-diagonale a
blocchi Z R−1Z +K. Confrontando la (2.16) con la (2.15), si pu` o concludere
quanto segue: per risolvere la (2.15), ossia per eﬀettuare un singolo passo del-
l’algoritmo del punteggio di Fisher nel caso di famiglia esponenziale, si pu` o
applicare qualsiasi versione eﬃciente del ﬁltro di Kalman lineare, sostituendo
Rt con W
−1
t (αk)e dyt con ˜ yt(αk). Questo verr` a chiamato ﬁltro di Kalman
“costruito”: per un confronto, si veda l’algoritmo del ﬁltro di Kalman lineare
riportato nella sezione 2.2. Nel seguente algoritmo, at|t, Vt|t, at|t−1, Vt|t−1,
at|T, Vt|T sono approssimazioni numeriche dei valori ﬁltrati, previsti ed inter-
polati di αt e delle corrispondenti matrici di covarianza degli errori.
Filtro ed interpolatore di Kalman costruito (WKFS)
Inizializzazione: a0|0 = a0,V 0|0 = Q0.
Per t =1 ,...,T:
Passo di previsione: at|t−1 = Ftat−1|t−1,
Vt|t−1 = FtVt−1|t−1F  
t + Qt.
Passo di correzione: at|t = at|t−1 + Kt{˜ yt(αk) − Ztat|t−1},
Vt|t = Vt|t−1 − KtZtVt|t−1,
con guadagno di Kalman Kt = Vt|t−1Z 
t{ZtVt|t−1Z 
t +W
−1
t (αk)}−1.
Per t = T,...,1 (interpolazione):
at−1|T = at−1|t−1 + Bt(at|T − at|t−1),
Vt−1|T = Vt−1|t−1 + Bt(Vt|T − Vt|t−1)B 
t,
dove Bt = Vt−1|t−1F  V
−1
t|t−1.
Si ottiene cos` ı αk+1 =( a 
0|T,a  
1|T,...,a  
T|T) .
Applicando il lemma d’inversione di matrici, ad esempio Anderson e Moo-
re (1979), sezione 6.3, il passo di correzione pu` o essere riscritto in forma di
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Passo di correzione*: Vt|t = {V
−1
t|t−1 + St(αk
t)},
at|t = at|t−1 + Vt|t˜ st(αk
t),
con funzione di punteggio “costruita” ˜ st(αk
t): =st(αk
t)−St(αk
t){at|t−1 −αk
t}.
I passi di correzione in forma di punteggio sono pi` u generali rispetto a quel-
li scritti in forma di guadagno di Kalman, in quanto si applicano anche a
modelli di osservazione non-esponenziali.
Algoritmo completo
Verr` a ora mostrato l’algoritmo del punteggio di Fisher completo derivato
da Fahrmeir e Wagenpfeil (1997): poich´ e l’obiettivo ` e quello di risolvere la
(2.14), si deve iterare WKFS, dove la soluzione αk della precedente iterazione
costituisce la matrice di partenza per il ciclo successivo. ` E per` o necessaria
una matrice α0 per inizializzare l’algoritmo. Essa ` e fornita dal ﬁltro ed in-
terpolatore di Kalman esteso generalizzato (GKFS) presentato in Fahrmeir
(1992), il quale diﬀerisce da WKFS solamente per il passo di correzione:
Passo di correzione GKFS: at|t = at|t−1 + Kt{yt − h(Ztat|t−1)},
Vt|t = Vt|t−1 − KtD 
t(at|t−1)ZtVt|t−1,
con Kt = Vt|t−1Z 
tDt(at|t−1)[D 
t(at|t−1)ZtVt|t−1Z 
tDt(at|t−1)+Σt(at|t−1)]−1. L’al-
goritmo del punteggio di Fisher completo ` e quindi dato dal
Filtro ed interpolatore di Kalman pesato iterato (IWKFS)
Inizializzazione: calcolare α0 =( a0
0|T,a 0
1|T,...,a 0
T|T)  con GKFS; porre l’in-
dice di iterazione k =0 .
Passo 1: partendo da αk, calcolare αk+1 mediante l’applicazione di WKFS.
Passo 2: se qualche criterio di convergenza ` e soddisfatto, STOP; altrimenti,
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Alla convergenza si ottiene l’interpolatore della moda a posteriori a = αk.
Inoltre, le matrici di covarianza degli errori Vt|T, calcolati con WKFS, alla
convergenza sono i blocchi diagonali di U(a)−1, cfr. Fahrmeir e Kaufmann
(1991), e non ` e quindi necessario nessun ulteriore carico computazionale
per ricavarli. Questo ` e un risultato molto conveniente per la stima degli
iperparametri, come si vedr` a nel prossimo capitolo.24 Capitolo 2. Filtro di Kalman e sua estensione a famiglie esponenzialiCapitolo 3
Stima degli iperparametri
In questo capitolo verr` a aﬀrontato il problema della stima degli iperparametri
che, ﬁno ad ora, sono stati trattati come noti: verr` a introdotto l’algoritmo
di tipo EM proposto da Fahrmeir (1992) e Fahrmeir e Wagenpfeil (1997),
completandolo con i passaggi matematici necessari per la sua derivazione
(del tutto assenti nelle fonti bibliograﬁche appena citate), e verr` a proposta
una modiﬁca per renderne la convergenza pi` u veloce.
3.1 Algoritmo di tipo EM
Considerando il caso di un modello nello spazio degli stati invariante nel tem-
po con vettore degli iperparametri θ =( a0,Q 0,Q), un metodo per la stima
degli iperparametri ` e rappresentato dall’algoritmo EM di Dempster, Laird e
Rubin (1977). Tralasciando le costanti, la log-verosimiglianza congiunta dei
dati completi ` e data da
l(y1,...,y T,α 0,...,α T;θ)=
T  
t=1
lt(αt)+l(α0 | a0,Q 0)+l(α | Q), (3.1)
con
lt(αt) = logp(yt | αt,y
∗
t−1),
l(α0 | a0,Q 0)=−
1
2
log|Q0|−
1
2
(α0 − a0)
 Q
−1
0 (α0 − a0),
2526 Capitolo 3. Stima degli iperparametri
l(α | Q)=−
T
2
log|Q|−
1
2
T  
t=1
(αt − Ftαt−1)
 Q
−1(αt − Ftαt−1),
in accordo con la terminologia EM, dove (y1,...,y T)  sono i dati osservati,
(α0,...,α T)  i dati non osservati e, quindi, (y1,...,y T,α 0,...,α T)  i dati
completi.
Verranno ora mostrati i passaggi matematici per derivare l’algoritmo di
tipo EM per la stima degli iperparametri: questi passaggi sono del tutto
assenti in Fahrmeir (1992), Fahrmeir e Wagenpfeil (1997) e Fahrmeir e Tutz
(2001), che riportano solamente i risultati ﬁnali. Il passo E della p-esima
iterazione dell’algoritmo EM consiste quindi nel calcolare
E[l(y1,...,y T,α 0,...,α T;θ) | y1,...,y T;θ
(p)],
il valore atteso condizionato della log-verosimiglianza date le osservazioni ed
il vettore degli iperparametri corrente θ(p). Data l’indipendenza di lt(αt)d a
θ, verr` a considerata solamente
S(θ | θ
(p))=S1(a0,Q 0 | θ
(p))+S2(Q | θ
(p)),
dove
S1(a0,Q 0 | θ
(p))=E [ l(α0 | a0,Q 0) | θ
(p)]=
= −
1
2
log|Q0|−
1
2
E[(α0 − a0)
 Q
−1
0 (α0 − a0) | θ
(p)]=
= −
1
2
log|Q0|−
1
2
tr
 
Q
−1
0 E[(α0 − a0)(α0 − a0)
  | θ
(p)]
 
,
e
S2(Q | θ
(p))=E [ l(α | Q) | θ
(p)]=
= −
T
2
log|Q|−
1
2
T  
t=1
E[(αt − Ftαt−1)
 Q
−1(αt − Ftαt−1) | θ
(p)]=
= −
T
2
log|Q|−
1
2
T  
t=1
tr
 
Q
−1E[(αt − Ftαt−1)(αt − Ftαt−1)
  | θ
(p)]
 
.
Si possono scrivere le due equazioni per S1(a0,Q 0 | θ(p))eS2(Q | θ(p))i n
questo modo perch´ e, tenendo in considerazione che E[(α0 − a0) | θ(p)]=3.1 Algoritmo di tipo EM 27
E[(αt−Ftαt−1) | θ(p)] = 0, ` e possibile applicare il seguente risultato a E[(α0−
a0) Q
−1
0 (α0 − a0) | θ(p)] ed a E[(αt − Ftαt−1) Q−1(αt − Ftαt−1) | θ(p)].
Lemma 1 Sia X =( x1,x 2,...,x k)  una variabile casuale multipla con E[X]=
µ eV a r [X]=V ed A =( aij) una matrice quadrata di ordine k. Allora
E[X
 AX]=µ
 Aµ + tr(AV ).
Per la dimostrazione si veda, ad esempio, Azzalini (2001), pagg. 303–304.
Dal passo M della p-esima iterazione si ottiene il vettore degli iperpara-
metri per la p + 1-esima iterazione e consiste nel massimizzare S(θ | θ(p))
rispetto a θ, ossia
θ
(p+1) = argmax
θ
S(θ | θ
(p)).
Si tratta quindi di calcolare

           
           
∂S(θ | θ(p))
∂a0
=
∂S1(a0,Q 0 | θ(p))
∂a0
=0 ,
∂S(θ | θ(p))
∂Q0
=
∂S1(a0,Q 0 | θ(p))
∂Q0
=0 ,
∂S(θ | θ(p))
∂Q
=
∂S2(Q | θ(p))
∂Q
=0 .
Tralasciando il condizionamento a θ(p) per sempliﬁcare la notazione, si pu` o
vedere che
S1(a0,Q 0)=−
1
2
log|Q0|−
1
2
tr
 
Q
−1
0 (Cov[α0]+E [ α0]E[α
 
0]+
−a0E[α
 
0] − E[α0]a
 
0 + a0a
 
0)
 
=
= −
1
2
log|Q0|−
1
2
tr
 
Q
−1
0 Cov[α0]
 
+
−
1
2
tr
 
Q
−1
0 (E[α0] − a0)(E[α0] − a0)
  
,
e, ricordando che tr(AB) = tr(BA) e che tr(b)=b se b ` e uno scalare, si
ottiene
∂S1(a0,Q 0)
∂a0
= −
1
2
∂
∂a0
tr
 
(E[α0] − a0)
 Q
−1
0 (E[α0] − a0)
 
=
= −Q
−1
0 (E[α0] − a0),28 Capitolo 3. Stima degli iperparametri
per cui
∂S1(a0,Q 0)
∂a0
=0⇔ a0 =E [ α0]. (3.2)
Per risolvere la seconda equazione conviene procedere ponendo N = Q
−1
0 ;
quindi
∂S1(a0,N)
∂N
=
∂
∂N
 
1
2
log|N|−
1
2
tr
 
NCov[α0]
 
+
−
1
2
tr
 
N(E[α0] − a0)(E[α0] − a0)
  
 
=
=
1
2
∂
∂N
 
log|N|−tr
 
NCov[α0]
 
+
−tr
 
N(E[α0] − a0)(E[α0] − a0)
   
e, tenendo in considerazione che
∂
∂V
log|V | =2 V
−1 − diag(V
−1),
se V simmetrica, e che
∂
∂X
tr(XY)=Y + Y
  − diag(Y ),
se X simmetrica, si ottiene
∂S1(a0,N)
∂N
=
1
2
 
2N
−1 − diag(N
−1) − 2Cov[α0] + diag(Cov[α0]) +
−2(E[α0] − a0)(E[α0] − a0)
  + diag[(E[α0] − a0)(E[α0] − a0)
 ]
 
=
=
1
2
 
2[N
−1 − Cov[α0] − (E[α0] − a0)(E[α0] − a0)
 ]+
−diag[N
−1 − Cov[α0] − (E[α0] − a0)(E[α0] − a0)
 ]
 
=
=
1
2
{2M − diag(M)},
con M = Q0 − Cov[α0] − (E[α0] − a0)(E[α0] − a0) . Uguagliando l’equazione
a zero e tenendo presente il risultato della prima equazione (3.2), si giunge a
∂S1(a0,N)
∂N
=0 ⇔ 2M − diag(M)=0
⇔ M =0
⇔ Q0 =C o v [ α0].3.1 Algoritmo di tipo EM 29
Similmente, per risolvere la terza equazione, conviene eﬀettuare la sosti-
tuzione P = Q−1; allora
∂S2(P)
∂P
=
∂
∂P
 
T
2
log|P|−
1
2
T  
t=1
tr
 
PE[(αt − Ftαt−1)(αt − Ftαt−1)
 ]
 
 
=
=
T
2
[2P
−1 − diag(P
−1)] −
1
2
T  
t=1
 
2E[(αt − Ftαt−1)(αt − Ftαt−1)
 ]+
−diag
 
E[(αt − Ftαt−1)(αt − Ftαt−1)
 ]
  
=
=
1
2
 
2TQ− Tdiag(Q) − 2
T  
t=1
E[(αt − Ftαt−1)(αt − Ftαt−1)
 ]+
+
T  
t=1
diag
 
E[(αt − Ftαt−1)(αt − Ftαt−1)
 ]
  
=
=
1
2
 
2
 
TQ−
T  
t=1
E[(αt − Ftαt−1)(αt − Ftαt−1)
 ]
 
+
−diag
 
TQ−
T  
t=1
E[(αt − Ftαt−1)(αt − Ftαt−1)
 ]
 
 
=
=
1
2
{2L − diag(L)},
dove
L = TQ−
T  
t=1
E[(αt − Ftαt−1)(αt − Ftαt−1)
 ],
per cui
∂S2(P)
∂P
=0 ⇔ 2L − diag(L)=0
⇔ L =0
⇔ Q =
1
T
T  
t=1
E[(αt − Ftαt−1)(αt − Ftαt−1)
 ].
Riassumendo, quindi, abbiamo che
a
(p+1)
0 =E [ α0 | θ
(p)],
Q
(p+1)
0 =C o v [ α0 | θ
(p)],
Q
(p+1) =
1
T
T  
t=1
E[αtα
 
t − αtα
 
t−1F
 
t − Ftαt−1α
 
t + Ftαt−1α
 
t−1F
 
t | θ
(p)].30 Capitolo 3. Stima degli iperparametri
Considerando
E[αtα
 
t | θ
(p)] = Cov[αt | θ
(p)]+E [ αt | θ
(p)]E[α
 
t | θ
(p)],
E[αt−1α
 
t | θ
(p)] = Cov[αt−1,α t | θ
(p)]+E [ αt−1 | θ
(p)]E[α
 
t−1 | θ
(p)],
si pu` o notare che, per ottenere le stime degli iperparametri, sono necessarie
le medie e le matrici di covarianza di αt. Per evitare integrazioni numeriche
di elevate dimensioni, si sostituiscono le medie con le stime della moda a
posteriori at|T e le matrici di covarianza con le matrici di covarianza della
stima della moda Vt|T risultanti da IWKFS della sottosezione 2.4.2: da qui
la denominazione di algoritmo “di tipo” EM.
Tenendo in considerazione Schneider (1986), citato in Biller (1997), Cov
[αt−1,α t | θ(p)] pu` o essere sostituito da BtVt|T, con Bt deﬁnito in WKFS della
sottosezione 2.4.2; quindi,
Q
(p+1) =
1
T
T  
t=1
 
E[αtα
 
t | θ
(p)] − E[αtα
 
t−1 | θ
(p)]F
 
t − FtE[αt−1α
 
t | θ
(p)]+
+FtE[αt−1α
 
t−1 | θ
(p)]F
 
t
 
=
=
1
T
T  
t=1
 
Vt|T + at|Ta
 
t|T − Vt|TB
 
tF
 
t − at|Ta
 
t−1|TF
 
t − FtBtVt|T +
−Ftat−1|Tat|T + FtVt−1|TF
 
t + Ftat−1|Ta
 
t−1|TF
 
t
 
.
La procedura per la stima congiunta di α, a0, Q0 e Q pu` o essere allora
riassunta dal seguente
Algoritmo di tipo “EM”
1. Scegliere i valori iniziali Q(0), Q
(0)
0 , a
(0)
0 e porre l’indice di iterazione
p =0 .
2. Interpolazione (lisciamento): calcolare a
(p)
t|T, V
(p)
t|T con IWKFS, sostituen-
do i parametri ignoti con Q(p), Q
(p)
0 , a
(p)
0 .
3. Passo EM: calcolare Q(p+1), Q
(p+1)
0 , a
(p+1)
0 con3.2 Altri metodi di stima 31
a
(p+1)
0 = a
(p)
0|T,
Q
(p+1)
0 = V
(p)
0|T ,
Q(p+1) = 1
T
 T
t=1{(a
(p)
t|T −Fta
(p)
t−1|T)(a
(p)
t|T −Fta
(p)
t−1|T) +V
(p)
t|T −FtB
(p)
t V
(p)
t|T +
−V
 (p)
t|T B
 (p)
t F  
t + FtV
(p)
t−1|TF  
t}.
4. Se qualche criterio di convergenza ` e soddisfatto, STOP; altrimenti, p =
p + 1 ed andare al punto 2.
Si fa notare che n´ e Fahrmeir e Wagenpfeil (1997) n´ e Fahrmeir e Tutz
(2001) aﬀrontano l’argomento degli errori standard delle stime degli iperpa-
rametri θ: lo sviluppo e l’esplorazione di questo problema costituisce quindi
un interessante argomento da approfondire.
3.2 Altri metodi di stima
Esistono anche altri metodi per stimare gli iperparametri. Uno di questi,
ad esempio, pu` o essere ottenuto utilizzando un criterio di convalida incro-
ciata generalizzata: si veda Fahrmeir e Wagenpfeil (1997). Gli stessi autori
appena citati fanno per` o notare che questo metodo ha il difetto di poter
presentare parecchi minimi locali: i risultati possono cos` ı dipendere molto
dai valori di partenza scelti per l’algoritmo di ottimizzazione e sono quin-
di necessari numerosi tentativi per trovare il valore minimo del criterio di
convalida incrociata, come riportato in Chiogna e Gaetan (2002). Wagen-
pfeil (1995) eﬀettua un confronto tra l’algoritmo di tipo EM, il criterio di
convalida incrociata generalizzata ed un terzo metodo basato su una vero-
simiglianza approssimata, riportando le seguenti conclusioni: l’algoritmo di
tipo EM si conferma un metodo robusto per la stima degli iperparametri ma
anche un algoritmo dalla convergenza molto lenta; i metodi basati sul criterio
di convalida incrociata generalizzata e sulla verosimiglianza approssimata co-
stituiscono una possibile alternativa visto che sono molto pi` u veloci, anche se
` e molto pi` u probabile incorrere in problemi numerici, specialmente nel caso
di iperparametri θ multidimensionali.32 Capitolo 3. Stima degli iperparametri
3.3 Modiﬁca all’algoritmo di tipo EM
Uno svantaggio dell’algoritmo di tipo EM ed, in generale, di tutti gli al-
goritmi EM, ` e la loro lenta convergenza: infatti, Dempster, Laird e Rubin
(1977) dimostrano che essi convergono solo linearmente alla stima di massima
verosimiglianza.
L’algoritmo di tipo EM descritto nella sezione 3.1 ` e rappresentato dalla
Figura 3.1: nello schema, ccα e ccθ denotano, rispettivamente, il criterio di
convergenza sugli stati α e sugli iperparametri θ. Come si pu` o notare, nel caso
del ﬁltro di Kalman esteso a famiglie esponenziali la lentezza in convergenza
dell’algoritmo di tipo EM ` e accentuata per la presenza dell’algoritmo interno
IWKFS che, a sua volta, ha un proprio criterio di convergenza da raggiungere
iterando pi` u volte WKFS.
Si propone qui una modiﬁca all’algoritmo, con l’obiettivo di ridurre il
numero di iterazioni di WKFS. Lo svantaggio principale di WKFS ` e che esso
deve essere inizializzato, oltre che dagli iperparametri, anche da una matrice
iniziale di stati α0 che serve per calcolare le variabili risposta “costruite” nel
primo ciclo di IWKFS. Per questo motivo, ogni volta che vengono ristimati
gli iperparametri, ` e necessario utilizzare GKFS per calcolare un nuovo α0.
La modiﬁca proposta ` e la seguente: utilizzare GKFS per calcolare la matrice
iniziale degli stati solamente per la prima iterazione (1)α0 mentre, per le
successive iterazioni, utilizzare come matrice iniziale (p)α0, p>1, dove p
indica la p-esima iterazione dell’algoritmo esterno, la matrice degli stati per
cui ` e stata raggiunta la convergenza alla (p−1)-esima iterazione, ossia (p−1)αk.
Quest’ultimo dovrebbe costituire un migliore valore iniziale rispetto a quello
ottenuto da GKFS e, quindi, il numero di iterazioni di WKFS necessario per
raggiungere la convergenza dovrebbe risultare minore.
La procedura per la stima ` e quindi riassunta dal seguente
Algoritmo di tipo “EM” modiﬁcato
1. Scegliere i valori iniziali Q(0), Q
(0)
0 , a
(0)
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2. Calcolare (0)αk = {a
(0)
t|T}, V
(0)
t|T con GKFS, sostituendo i parametri ignoti
con Q(0), Q
(0)
0 , a
(0)
0 , e porre l’indice di iterazione p =0 .
3. Passo EM: calcolare Q(p+1), Q
(p+1)
0 , a
(p+1)
0 con
a
(p+1)
0 = a
(p)
0|T,
Q
(p+1)
0 = V
(p)
0|T ,
Q(p+1) = 1
T
 T
t=1{(a
(p)
t|T −Fta
(p)
t−1|T)(a
(p)
t|T −Fta
(p)
t−1|T) +V
(p)
t|T −FtB
(p)
t V
(p)
t|T +
−V
 (p)
t|T B
 (p)
t F  
t + FtV
(p)
t−1|TF  
t}.
4. Calcolare (p+1)αk = {a
(p+1)
t|T }, V
(p+1)
t|T iterando WKFS ﬁno alla conver-
genza, sostituendo i parametri ignoti con (p)αk, Q(p+1), Q
(p+1)
0 , a
(p+1)
0 .
5. Se qualche criterio di convergenza sugli iperparametri ` e soddisfatto,
STOP; altrimenti, p = p + 1 ed andare al punto 3.
Un confronto fra l’algoritmo originale e quello modiﬁcato, schematizza-
to dalla Figura 3.2, verr` a eﬀettuato, per mezzo di esempi illustrativi, nel
prossimo capitolo.34 Capitolo 3. Stima degli iperparametri
Figura 3.1: Schema dell’algoritmo di tipo EM per il ﬁltro di Kalman esteso
a famiglie esponenziali.3.3 Modiﬁca all’algoritmo di tipo EM 35
Figura 3.2: Schema dell’algoritmo modiﬁcato per il ﬁltro di Kalman esteso a
famiglie esponenziali.36 Capitolo 3. Stima degli iperparametri
3.4 Nota sulla verosimiglianza
Come forse si ` e gi` a notato, la verosimiglianza (3.1) diﬀerisce dalla verosi-
miglianza penalizzata (2.13) per la presenza dei due addendi contenenti i
logaritmi dei determinanti dei due iperparametri Q0 e Q: ci` o` e dovuto al fat-
to che, per la derivazione degli algoritmi per la stima degli stati αt, si ragiona
ad iperparametri noti e, quindi, questi sono trattati come delle costanti. Per
evidenziare la diﬀerenza fra PL(α)e dl(y1,...,y T,α 0,...,α T;θ) si riporta
ora un esempio in cui i valori delle due verosimiglianze sono stati calcolati
mediante l’algoritmo originale (comunque, se si fosse utilizzato l’algoritmo
modiﬁcato, le osservazioni sarebbero state identiche):
[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8] [,9]
[1,] 18690.93 21978.43 23080.62 23445.12 23561.59 23596.50 23604.72 23605.70 23605.72
[2,] 20769.34 22716.17 23337.00 23528.23 23583.25 23597.30 23599.52 23599.62 23599.62
[3,] 21439.96 22953.64 23417.89 23552.48 23587.41 23594.90 23595.71 23595.72 NA
[4,] 21721.03 23053.03 23451.01 23561.61 23588.00 23592.87 23593.26 23593.26 NA
[5,] 21859.20 23101.72 23466.90 23565.66 23587.84 23591.50 23591.73 23591.73 NA
[6,] 21935.51 23128.44 23475.48 23567.70 23587.59 23590.62 23590.79 23590.79 NA
[7,] 21981.37 23144.36 23480.51 23568.85 23587.40 23590.07 23590.20 23590.20 NA
[8,] 22010.85 23154.50 23483.68 23569.55 23587.27 23589.73 23589.84 23589.84 NA
[9,] 22030.93 23161.31 23485.77 23570.00 23587.18 23589.52 23589.62 23589.62 NA
[10,] 22045.34 23166.14 23487.24 23570.32 23587.14 23589.39 23589.48 23589.48 NA
...
[186,] 22176.10 23205.49 23497.68 23572.32 23587.29 23589.17 23589.24 23589.24 NA
[187,] 22176.18 23205.51 23497.68 23572.32 23587.29 23589.17 23589.24 23589.24 NA
[188,] 22176.25 23205.53 23497.68 23572.33 23587.29 23589.17 23589.24 23589.24 NA
[189,] 22176.33 23205.55 23497.69 23572.33 23587.29 23589.17 23589.24 23589.24 NA
[190,] 22176.40 23205.57 23497.69 23572.33 23587.29 23589.17 23589.24 23589.24 NA
[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8] [,9]
[1,] 57818.85 61106.35 62208.54 62573.04 62689.52 62724.42 62732.65 62733.62 62733.64
[2,] 64607.90 66554.73 67175.56 67366.79 67421.82 67435.86 67438.08 67438.18 67438.18
[3,] 68210.83 69724.51 70188.76 70323.35 70358.28 70365.77 70366.57 70366.59 NA
[4,] 70330.10 71662.10 72060.07 72170.67 72197.06 72201.93 72202.32 72202.32 NA
[5,] 71618.38 72860.89 73226.08 73324.83 73347.02 73350.67 73350.91 73350.91 NA
[6,] 72421.09 73614.02 73961.07 74053.29 74073.18 74076.21 74076.38 74076.38 NA
[7,] 72931.49 74094.48 74430.63 74518.97 74537.51 74540.19 74540.32 74540.32 NA
[8,] 73262.89 74406.54 74735.72 74821.59 74839.31 74841.77 74841.88 74841.88 NA
[9,] 73483.30 74613.68 74938.14 75022.37 75039.56 75041.89 75041.99 75041.99 NA
[10,] 73634.04 74754.83 75075.93 75159.02 75175.84 75178.08 75178.18 75178.18 NA
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[186,] 74388.40 75417.80 75709.98 75784.63 75799.59 75801.48 75801.54 75801.54 NA
[187,] 74388.59 75417.93 75710.10 75784.74 75799.70 75801.59 75801.66 75801.66 NA
[188,] 74388.78 75418.06 75710.21 75784.86 75799.82 75801.70 75801.77 75801.77 NA
[189,] 74388.97 75418.19 75710.33 75784.97 75799.93 75801.81 75801.88 75801.88 NA
[190,] 74389.15 75418.32 75710.44 75785.08 75800.04 75801.92 75801.99 75801.99 NA
dove la prima matrice di R riporta i valori di PL(α) e la seconda quelli
di l(y1,..., y T,α 0,...,α T;θ). I valori di riga, ad eccezione di quelli nella
prima colonna, che riporta i valori della verosimiglianza calcolati con GKFS,
indicano i valori di verosimiglianza per ogni iterazione dell’algoritmo WKFS
ﬁno a quando il criterio di convergenza imposto sugli α non ` e soddisfatto: i
valori NA della matrice indicano che la verosimiglianza non ` e stata calcolata
perch´ e, appunto, l’algoritmo aveva gi` a raggiunto la convergenza. Da una riga
alla successiva cambia il valore degli iperparametri, che vengono ristimati
secondo le equazioni riportate nell’algoritmo di tipo EM della sezione 3.1. In
pratica, si possono identiﬁcare le righe con l’indice p dell’algoritmo di tipo
EM e le colonne con l’indice k dell’algoritmo IWKFS della sottosezione 2.4.2.
Come si pu` o notare, i valori per ogni riga aumentano andando da si-
nistra verso destra, mentre, passando da una riga alla successiva, il valore
per cui viene raggiunta la convergenza (ossia l’ultimo valore della riga pri-
ma di NA) nel caso di PL(α) diminuisce, in apparente contrasto con la de-
ﬁnizione di massima verosimiglianza: infatti, il valore corretto ` e quello di
l(y1,...,y T,α 0,...,α T;θ), riportato nella seconda matrice. Le funzioni co-
struite in R per gli algoritmi (originali e modiﬁcati) per il ﬁltro di Kalman
esteso a famiglie esponenziali calcolano quindi quest’ultimo valore.38 Capitolo 3. Stima degli iperparametriCapitolo 4
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Sulla base delle parti teoriche presentate nei due capitoli precedenti, sono
state scritte, mediante l’utilizzo del programma statistico R, le funzioni in-
serite nell’appendice A. In questo capitolo ver` a prima illustrato il principale
problema computazionale che si ` e incontrato durante la loro costruzione, la
non simmetria delle matrici Vt|t−1, Vt|t, Vt|T e, di conseguenza, Q0 e Q.L e
funzioni saranno poi utilizate con i dati di tre esempi presentati nel capitolo
8 di Fahrmeir e Tutz (2001), in modo da veriﬁcarne la correttezza di funzio-
namento mediante un confronto dei risultati. Verranno inoltre presentati i
vantaggi ottenuti dalla modiﬁca all’algoritmo originale.
4.1 Aspetti computazionali
4.1.1 Mantenimento della simmetria delle matrici del-
le varianze
Durante la costruzione delle funzioni in R, si ` e incorsi in un problema molto
grave, che avrebbe potuto precludere il funzionamento dell’algoritmo se non
fosse stato risolto: la mancanza di simmetria delle matrici di varianza e
covarianza Vt|t−1, Vt|t e Vt|T. Si ricorda che queste matrici sono risultati
di calcoli ricorsivi e, quindi, il valore di una inﬂuenza l’altra e viceversa.
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L’origine del problema ` e di natura computazionale: infatti, se si osserva
come sono costruite algebricamente le matrici di covarianza Vt|t−1, Vt|t e Vt|T
nell’algoritmo WKFS della sezione 2.4.2, ` e evidente che esse debbano essere
deﬁnite positive e, quindi, simmetriche.
Ad esempio, utilizzando i dati dell’esempio delle chiamate telefoniche che
verr` a presentato nella sezione 4.3, si nota che gi` a alla prima iterazione dell’al-
goritmo di tipo EM (ossia per p = 1, mantenendo la notazione del capitolo
precedente) e per t = 10 la matrice Vt|t−1 non ` e simmetrica. La seguente
matrice di R rappresenta (1)V10|9 − (1)V  
10|9:
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 0.000000e+00 0.000000e+00 0.000000e+00 5.551115e-17 2.220446e-16 -1.665335e-16
[2,] 0.000000e+00 0.000000e+00 -3.885781e-16 -2.775558e-16 -2.220446e-16 8.326673e-17
[3,] 0.000000e+00 3.885781e-16 0.000000e+00 -2.775558e-17 1.110223e-16 -1.665335e-16
[4,] -5.551115e-17 2.775558e-16 2.775558e-17 0.000000e+00 1.172673e-15 2.220446e-16
[5,] -2.220446e-16 2.220446e-16 -1.110223e-16 -1.172673e-15 0.000000e+00 -1.110223e-16
[6,] 1.665335e-16 -8.326673e-17 1.665335e-16 -2.220446e-16 1.110223e-16 0.000000e+00
[7,] 1.665335e-16 0.000000e+00 8.326673e-17 -1.110223e-16 -5.551115e-17 4.024558e-16
[8,] 0.000000e+00 -2.220446e-16 2.220446e-16 1.387779e-16 0.000000e+00 4.440892e-16
[9,] 2.775558e-17 -1.665335e-16 -1.110223e-16 1.110223e-16 1.110223e-16 0.000000e+00
[10,] 2.220446e-16 -7.632783e-17 4.163336e-17 -2.775558e-17 2.775558e-17 -8.326673e-17
[11,] 3.330669e-16 2.220446e-16 -3.330669e-16 -5.551115e-17 2.220446e-16 -2.220446e-16
[,7] [,8] [,9] [,10] [,11]
[1,] -1.665335e-16 0.000000e+00 -2.775558e-17 -2.220446e-16 -3.330669e-16
[2,] 0.000000e+00 2.220446e-16 1.665335e-16 7.632783e-17 -2.220446e-16
[3,] -8.326673e-17 -2.220446e-16 1.110223e-16 -4.163336e-17 3.330669e-16
[4,] 1.110223e-16 -1.387779e-16 -1.110223e-16 2.775558e-17 5.551115e-17
[5,] 5.551115e-17 0.000000e+00 -1.110223e-16 -2.775558e-17 -2.220446e-16
[6,] -4.024558e-16 -4.440892e-16 0.000000e+00 8.326673e-17 2.220446e-16
[7,] 0.000000e+00 1.665335e-16 1.110223e-16 -1.665335e-16 -8.326673e-17
[8,] -1.665335e-16 0.000000e+00 3.885781e-16 0.000000e+00 -2.220446e-16
[9,] -1.110223e-16 -3.885781e-16 0.000000e+00 1.110223e-16 2.220446e-16
[10,] 1.665335e-16 0.000000e+00 -1.110223e-16 0.000000e+00 -1.276756e-15
[11,] 8.326673e-17 2.220446e-16 -2.220446e-16 1.276756e-15 0.000000e+00
Si nota che la mancanza di simmetria ` e piccolissima, al massimo dell’ordine
di 10−15, ma questa si ripercuote sulle successive e gi` ap e rt = 300 (e sempre
per p =1 )` e diventata dell’ordine di 10−14. Infatti, (1)V300|299 − (1)V  
300|299 d` a
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 0.000000e+00 0.000000e+00 -2.486900e-14 1.687539e-14 -1.776357e-15 -3.552714e-15
[2,] 0.000000e+00 0.000000e+00 1.421085e-14 1.421085e-14 -1.776357e-14 3.552714e-154.1 Aspetti computazionali 41
[3,] 2.486900e-14 -1.421085e-14 0.000000e+00 -2.131628e-14 2.842171e-14 1.243450e-14
[4,] -1.687539e-14 -1.421085e-14 2.131628e-14 0.000000e+00 5.773160e-15 4.973799e-14
[5,] 1.776357e-15 1.776357e-14 -2.842171e-14 -5.773160e-15 0.000000e+00 4.618528e-14
[6,] 3.552714e-15 -3.552714e-15 -1.243450e-14 -4.973799e-14 -4.618528e-14 0.000000e+00
[7,] -3.552714e-15 -8.881784e-15 -3.552714e-15 2.486900e-14 0.000000e+00 3.019807e-14
[8,] 1.065814e-14 1.776357e-15 1.332268e-15 -1.865175e-14 1.776357e-15 -2.486900e-14
[9,] -1.554312e-15 9.769963e-15 1.953993e-14 0.000000e+00 5.828671e-16 1.421085e-14
[10,] 3.330669e-15 1.243450e-14 -1.776357e-15 5.773160e-15 -4.440892e-16 -5.662137e-15
[11,] -4.440892e-15 -2.664535e-15 7.105427e-15 -2.664535e-15 2.220446e-15 1.776357e-15
[,7] [,8] [,9] [,10] [,11]
[1,] 3.552714e-15 -1.065814e-14 1.554312e-15 -3.330669e-15 4.440892e-15
[2,] 8.881784e-15 -1.776357e-15 -9.769963e-15 -1.243450e-14 2.664535e-15
[3,] 3.552714e-15 -1.332268e-15 -1.953993e-14 1.776357e-15 -7.105427e-15
[4,] -2.486900e-14 1.865175e-14 0.000000e+00 -5.773160e-15 2.664535e-15
[5,] 0.000000e+00 -1.776357e-15 -5.828671e-16 4.440892e-16 -2.220446e-15
[6,] -3.019807e-14 2.486900e-14 -1.421085e-14 5.662137e-15 -1.776357e-15
[7,] 0.000000e+00 -7.105427e-15 1.065814e-14 -1.065814e-14 -1.010303e-14
[8,] 7.105427e-15 0.000000e+00 2.091383e-14 3.552714e-15 7.105427e-15
[9,] -1.065814e-14 -2.091383e-14 0.000000e+00 0.000000e+00 -1.065814e-14
[10,] 1.065814e-14 -3.552714e-15 0.000000e+00 0.000000e+00 -1.199041e-14
[11,] 1.010303e-14 -7.105427e-15 1.065814e-14 1.199041e-14 0.000000e+00
Alla decima iterazione dell’algoritmo esterno, il difetto ` e molto pi` u evidente.
Infatti, non ` ep i ` u necessario presentare la diﬀerenza tra la matrice e la sua
trasposta, ma direttamente (10)V10|9:
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 7.784336445 -1.01452963 0.675535630 -0.24460352 0.90748102 0.23856018
[2,] -1.071284230 8.74782644 0.139831129 -0.37111383 0.63245576 -0.02756026
[3,] 0.630696923 0.81681519 9.010357150 -0.05788867 -0.61359235 -0.45210805
[4,] -0.273461253 -0.47005797 0.001809085 8.80254349 -0.39058933 -0.60640857
[5,] 0.887654520 0.57003964 -0.709424083 0.51174941 8.63422080 -0.36983214
[6,] 0.229623820 -0.05578247 -0.434968995 -0.70684942 -0.30125501 8.46088873
[7,] 0.538341906 0.54059559 -0.232304692 0.32856535 -0.57713001 0.46581380
[8,] 0.181526761 0.07628416 -0.298175123 -0.26810772 -0.44339638 -0.75579756
[9,] 0.085466894 0.30769154 0.215522250 0.64967087 -0.03522620 0.54000024
[10,] -0.138138938 -0.01353323 0.070812957 0.13370757 -0.18162374 -0.14265860
[11,] -0.001349530 0.14649052 0.235299748 0.48382375 0.21574090 0.74028090
[,7] [,8] [,9] [,10] [,11]
[1,] 0.5436534 0.1816908 0.08802076 -0.13852733 0.0006714456
[2,] 0.5608500 0.0858573 0.31302977 -0.01046813 0.1448905225
[3,] -0.2020980 -0.3017645 0.22504575 0.06837085 0.2376140762
[4,] 0.3978215 -0.2409867 0.66663744 0.14227117 0.4840857467
[5,] -0.4767264 -0.4646319 -0.00849877 -0.19104810 0.2289714746
[6,] -0.2597159 -0.6885540 0.58964581 -0.12958454 0.7532040706
[7,] 8.6829682 -0.3015559 -0.61167805 -0.57989949 -0.156057444042 Capitolo 4. Applicazioni illustrative
[8,] -0.2479367 8.3197084 -0.10854887 -0.84602692 0.6054874535
[9,] -0.6812130 0.2825895 8.28335870 -0.52693054 -0.8161349672
[10,] -0.5623659 -0.8756372 -0.49510552 7.52291123 -0.0017854093
[11,] -0.1765602 0.5738368 -0.84897042 0.13614833 7.6012584040
Proseguendo con le iterazioni, i valori tendono ad “esplodere”: la seguente
matrice rappresenta (13)V10|9:
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 212.56017 -710.5263 3607.0195 510.2905 53.23610 -28.4300
[2,] 747.46409 21714.8646 6654.2253 143.5151 5903.42458 -5026.0272
[3,] -1817.80562 16532.8547 10136.2578 -605.9518 7633.61382 -2830.7223
[4,] -382.83299 -10149.3978 -3886.9830 1587.8531 -6278.23461 4360.4991
[5,] -603.30149 1151.2029 -5546.6552 4650.2168 1224.45583 -2175.2795
[6,] -495.17434 -5978.4461 -4706.1304 -1898.6640 1023.91074 1908.8699
[7,] -354.48440 2780.2265 -453.8592 -2867.8856 -2379.34497 3660.4398
[8,] -416.97762 -966.7098 -1984.6967 -274.1525 11.09288 -1272.5287
[9,] 147.41233 3338.2623 2174.7848 -1160.9357 79.65886 -2543.1330
[10,] -97.30704 1149.0399 169.8269 -408.0762 191.60016 -536.3972
[11,] 257.58753 1417.9305 1717.4145 -551.6237 108.01373 -689.0488
[,7] [,8] [,9] [,10] [,11]
[1,] -324.7301 -91.34374 -38.71068 21.09197 -20.63609
[2,] 3008.7229 -3101.37786 3829.28789 -734.85110 3024.79709
[3,] 1126.0999 -2149.75848 1887.15702 -542.21803 1566.79978
[4,] 1297.8581 1131.62219 -515.31316 284.27021 -454.46208
[5,] 3824.7838 -347.79257 1006.90405 -179.39276 524.05407
[6,] -4546.6758 2676.54955 510.50240 414.54927 -626.27687
[7,] 1033.7136 -1531.97249 2287.08999 -102.05457 600.43594
[8,] 1672.7798 543.98851 -3137.68425 829.49949 306.86402
[9,] -1429.3081 2425.54624 730.47727 -611.44285 1167.15527
[10,] 293.1531 -701.46469 766.70655 121.08079 -1390.47848
[11,] -297.8193 -978.22173 -413.96259 1365.80520 320.22569
e la stima corrente della matrice delle varianze degli errori dell’equazione di
transizione, (13)Q, presenta degli elementi diagonali, e quindi dei valori per
le varianze, addirittura negativi.
Per ovviare a questo grave problema, ` e stato scelto la soluzione di rappre-
sentare le matrici di covarianza dell’algoritmo come una media tra la matrice
stessa e la sua trasposta: in questo modo, i valori delle matrici sono risultati
pi` u stabili e gli algoritmi hanno potuto funzionare correttamente.
Si fa presente, inﬁne, che in Fahrmeir e Tutz (2001) il problema del non
mantenimento della simmetria da parte delle matrici di covarianza non ` e
nemmeno segnalato e, quindi, non ` e noto come sia stato risolto.4.1 Aspetti computazionali 43
4.1.2 Criteri di convergenza
Gli algoritmi presentati nei capitoli 2 e 3 sono caratterizzati da due criteri
di convergenza da raggiungere, uno per gli stati α ed un altro per gli iperpa-
rametri θ =( a0,Q 0,Q). ` E stato scelto di basare i due criteri sulla diﬀerenza
dei valori fra l’iterazione corrente e quella precedente e nello speciﬁco, poich´ e
α, a0, Q0 e Q sono tutte matrici, sulla diﬀerenza media dei valori all’interno
della matrice degli stati e degli iperparametri. Quindi, per gli iperparametri
a0 = {a0i}, Q0 = {q0ij} e Q = {qij}, con a0 vettore di lunghezza I e Q0 e Q
matrici I × I, il criterio di convergenza ` e costituito da
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Similmente, il criterio di convergenza per gli stati α ` e dato da
ccα =
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4.1.3 Modo di utilizzo delle funzioni di R
Come gi` a detto, le funzioni costruite in R per essere utilizzate sui dati de-
gli esempi delle sezioni che seguono, sono riportate nell’appendice A e sono:
poisDGLMun, poisDGLMun2, binomDGLMun e binomDGLMun2, dove le prime
lettere indicano il tipo di distribuzione di cui la variabile risposta yt ` e rea-
lizzazione (Poisson o Binomiale) e “un” sta per univariato. Infatti, anche se
gli algoritmi ﬁn qui presentati funzionano identicamente in entrambi i casi
univariato e multivariato, le funzioni sono state scritte appositamente per il
caso univariato perch´ e cos` ıs i` e ottenuto un guadagno nelle velocit` a di ese-
cuzione delle stesse: ad esempio, la funzione solve di R, qui utilizzata per
invertire le matrici, compare solo una volta in tutto l’algoritmo WKFS. La
presenza di un “2” alla ﬁne del nome indica che la funzione usa l’algoritmo
modiﬁcato presentato nella sezione 3.3.44 Capitolo 4. Applicazioni illustrative
I parametri obbligatori da passare alle funzioni sono:
• data, il vettore delle osservazioni yt, t =1 ,...,T,
• Z, la matrice di disegno Z = {z 
t}, t =1 ,...,T,
• F, la matrice di transizione Ft = F, costante nel tempo,
• a_0, Q_0, Q, i valori iniziali degli iperparametri.
Si noti la diﬀerenza tra il parametro Z ed il parametro F: le funzioni sono
state costruite considerando solo il caso in cui la matrice di transizione sia
costante nel tempo (il caso pi` u comune), mentre Z ` e una matrice molto pi` u
grande, per tenere conto di variabili esplicative che variano nel tempo, come
nell’esempio 3 di questo capitolo. Se, come negli esempi1e2 ,z 
t ` e un vettore
di disegno costante nel tempo, la matrice Z avr` a invece le righe tutte uguali.
Le funzioni sono inoltre caratterizzate dai seguenti parametri:
• epsTHETA, il valore che regola la severit` a del criterio di convergenza
sugli iperparametri θ =( a0,Q 0,Q); il valore di default ` e1 0 −5,
• epsALPHA, il valore che regola la severit` a del criterio di convergenza
sugli stati α; il valore di default ` e1 0 −3,
• Qdiag, variabile di tipo vero / falso, necessaria per indicare se le matrici
Q e Q0 sono diagonali, ossia se gli errori ξt dell’equazione di transizione
sono incorrelati o meno; il valore di default ` e FALSE.
Inﬁne, si fa notare che ` e possibile che, eseguendo le funzioni, si veriﬁchi
il seguente errore
Error in while (convcrit >epsALPHA) { : missing value where TRUE/FALSE needed
dovuto al fatto che sono stati utilizzati dei valori troppo elevati per gli iperpa-
rametri, che hanno generato un valore NaN per il criterio di convergenza sugli
stati α. Nel caso si veriﬁchi questo errore, il rimedio ` e quello di rieseguire la
funzione utilizzando dei valori degli iperparametri pi` u piccoli.4.2 Esempio 1: precipitazioni a Tokyo 45
4.2 Esempio 1: precipitazioni a Tokyo
Il primo esempio in cui sono state utilizzate le funzioni costruite in R ri-
guarda le precipitazioni cadute a Tokyo negli anni 1983–1984: come gi` a
detto, ` e un esempio riportato dal capitolo 8 di Fahrmeir e Tutz (2001)
che era gi` a stato usato in Kitagawa (1987). I dati sono stati scaricati da
http://www.stat.uni-muenchen.de/service/datenarchiv/welcome_e.html
del gruppo di ricerca SFB 386 presente presso l’Institut f¨ ur Statistik, Ludwig-
Maximilians-Universit¨ at, M¨ unchen. Per ogni giorno t dell’anno, t =1 ,...,
366, ` e stato registrato se fosse caduto almeno 1 mm di pioggia. La variabile
risposta yt pu` o quindi assumere tre valori:
• 0, se non si sono veriﬁcate precipitazioni (ossia non ` e caduto almeno 1
mm di pioggia),
• 1, se le precipitazioni si sono veriﬁcate in uno solo dei due anni,
• 2, se le precipitazioni si sono veriﬁcate sia nel 1983 sia nel 1984.
I dati sono rappresentati nella Figura 4.1.
Per ottenere una stima interpolata della probabilit` a πt che si veriﬁchino
delle precipitazioni il giorno t, ed ipotizzando un modello con solo trend, che
si distribuisce come una passeggiata casuale di ordine uno, si pu` o usare il
seguente modello logit binomiale dinamico
yt ∼B i(nt,π t),π t = h(αt)=
exp{αt}
1 + exp{αt}
,
αt = αt−1 + ξt,ξ t ∼ N(0,q),α 0 ∼ N(a0,q 0),
con nt =1p e rt =6 0e dnt = 2 per ogni t  = 60; bisogna infatti tener conto
del fatto che il 1984 ` e stato bisestile (il sessantesimo giorno dell’anno ` ei l
29 febbraio). Per quanto riguarda la matrice di transizione e la matrice di
disegno, utilizzando il modello appena descritto, si ha
Ft = Zt =1 ,46 Capitolo 4. Applicazioni illustrative
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Figura 4.1: Numero di volte in cui si sono veriﬁcate precipitazioni nell’area
di Tokyo per ogni giorno del biennio 1983–1984.
e la funzione di log-verosimiglianza, a meno delle costanti, ` e data da
l(y1,...,y 366,α;a0,q 0,q)=
366  
t=1
 
ytαt − nt log(1 + e
αt)
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−
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2,
ottenuta scrivendo la verosimiglianza per il modello di osservazione in forma
di famiglia esponenziale naturale.
La Tabella 4.1 mostra le stime ottenute per gli iperparametri a seconda
dei diversi valori degli iperparametri iniziali, della severit` a del criterio di
convergenza e dell’algoritmo usato (originale o modiﬁcato).4.2 Esempio 1: precipitazioni a Tokyo 47
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Figura 4.2: Frequenze relative osservate yt/nt e curva delle probabilit` a giorna-
liere di precipitazione stimate ˆ πt per l’esempio 1 (le linee verticali tratteggiate
delimitano i mesi dell’anno).
I risultati ottenuti sono stati ˆ a0 = −1.54, ˆ q0 =0 .0001 e ˆ q =0 .0334 e le
corrispondenti stime interpolate ˆ πt = h(at|366) sono mostrate nella Figura 4.2
assieme ai dati originali: si nota che i mesi pi` u piovosi sono marzo, aprile,
giugno e settembre e che gli inverni sono secchi. Fahrmeir e Tutz (2001)
riportano invece i seguenti risultati: ˆ a0 = −1.51, ˆ q0 =0 .0019 e ˆ q =0 .032.
In riferimento a quanto detto nella sottosezione 2.4.1 sul ruolo di q come
parametro di lisciamento, viene mostrata la Figura 4.3, in cui la curva dei
valori stimati ` e stata disegnata con il valore della varianza ﬁssato a q =0 .005:
si noti come, utilizzando un valore che ` e almeno sei volte pi` u piccolo di quello
stimato, la curva sia molto pi` u liscia rispetto alla Figura 4.2.50 Capitolo 4. Applicazioni illustrative
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Figura 4.3: Frequenze relative osservate yt/nt e curva delle probabilit` a gior-
naliere di precipitazione stimate ˆ πt ottenute con q =0 .005 (le linee verticali
tratteggiate delimitano i mesi dell’anno).
4.3 Esempio 2: chiamate telefoniche all’Uni-
versit` a di Warwick
Il secondo esempio preso in considerazione dal capitolo 8 di Fahrmeir e Tutz
(2001) ` e, a sua volta, riportato da West, Harrison e Migon (1985) e riguarda
il conteggio del numero di chiamate telefoniche arrivate durante successivi
periodi di trenta minuti all’Universit` a di Warwick dalle ore 00:00 di luned` ı
6 settembre 1982 alle ore 24:00 di domenica 12 settembre, ossia esattamente
per un’intera settimana. I dati sono sempre disponibili allo stesso sito citato
nella sezione 4.2.4.3 Esempio 2: chiamate telefoniche all’Universit` a di Warwick 51
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Figura 4.4: Numero di chiamate telefoniche ad intervalli di mezz’ora
all’Universit` a di Warwick dal 6 al 12 settembre 1982.
Dalla Figura 4.4 si evince una grande variabilit` a, visto che sono registrate
anche le chiamate nelle ore notturne, le quali sono caratterizzate da lunghi
periodi con zero chiamate.
I dati sono stati analizzati utilizzando un modello di Poisson log-lineare
dinamico:
yt ∼P(exp{z
 
tαt}),t =1 ,...,336,
e la funzione di verosimiglianza per una osservazione yt, scritta in forma di
famiglia esponenziale naturale, ` e data da
p(yt | αt)=
1
yt!
exp{νtyt − exp(νt)},ν t = z
 
tαt;52 Capitolo 4. Applicazioni illustrative
inoltre, nel caso del modello di Poisson, si ha
E[yt | αt]=µt(αt) = exp{z
 
tαt} =Σ t(αt) = Var[yt | αt].
Per il modello di transizione, invece, sono stati utilizzati due modelli
diversi. Prima, un modello caratterizzato dalla sola componente di trend,
utilizzato come esempio in Wagenpfeil (1995). Poi, un modello caratterizzato
da una componente di trend e da una componente stagionale, visto che i
picchi ed i momenti di stallo sembrano veriﬁcarsi sempre negli stessi periodi
della giornata che, come gi` a detto, ` e preso dal capitolo 8 di Fahrmeir e Tutz
(2001). I due modelli, assieme ai risultati ottenuti, sono riportati nelle due
sottosezioni che seguono.
4.3.1 Sola componente di trend
Come nell’esempio della sezione precedente, si ha z 
t = Ft = 1 per ogni t e,
quindi
αt = αt−1 + ξt,ξ t ∼ N(0,q) α0 ∼ N(a0,q 0);
rappresenta il modello di transizione.
I risultati ottenuti utilizzando sia l’algoritmo originale sia quello modiﬁ-
cato e diversi valori iniziali sono riportati nella Tabella 4.2: si nota un valore
molto piccolo per ˆ q0, mentre ˆ a0 = −1.34 e ˆ q =0 .4. La Figura 4.5 mostra un
buon adattamento dei valori stimati ai valori osservati, evidenziando cos` ıl a
capacit` a del modello di cambiare di giorno in giorno ma di riuscire anche a
cogliere le caratteristiche stagionali della serie storica come i picchi al mat-
tino e al pomeriggio. Wagenpfeil (1995), invece, riporta i seguenti risultati:
ˆ a0 = −0.864, ˆ q0 =0 .015 e ˆ q =0 .44. Si noti che, nonostante una stima della
varianza q sensibilmente pi` u grande (di circa il 10%), il graﬁco della curva dei
valori stimati ottenuto da Wagenpfeil (1995) e quello della Figura 4.5 sono
praticamente identici.4.3 Esempio 2: chiamate telefoniche all’Universit` a di Warwick 53
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Figura 4.5: Frequenze osservate yt e curva dei valori attesi stimati ˆ µt(αt)p e r
il numero di telefonate ad intervalli di mezz’ora dell’esempio 2 (modello con
sola componente di trend).
4.3.2 Trend pi` u stagionalit` a
Anche se la Figura 4.5 mostra che il modello con sola componente di trend
sembra essere un buon modello, visto che i dati vengono interpolati qua-
si perfettamente, solamente per esercizio numerico viene ora introdotto un
modello caratterizzato da una componente di trend e da una componente
stagionale: servir` a infatti a mostrare che le funzioni costruite in R funzio-
nano correttamente anche nel caso in cui gli stati αt siano dei vettori e le
varianze Q0 e Q delle matrici.
Il modello di transizione nel caso di stati caratterizzati da trend e sta-
gionalit` a risulta molto pi` u complesso: la componente stagionale viene infatti56 Capitolo 4. Applicazioni illustrative
modellata usando l’approccio trigonometrico presentato nella sezione 2.1, uti-
lizzando per` o solo le prime cinque armoniche della serie di Fourier (se fossero
state utilizzate tutte, visto che i periodi giornalieri sono s = 48, la dimensione
della matrice F sarebbe risultata troppo elevata). La matrice di transizione
` e quindi rappresentata da
F =







10
F1
...
0 F5







,
con
Fi =
 
cosi π
24 sini π
24
−sini π
24 cosi π
24
 
,i =1 ,...,5.
Il vettore di disegno, invece, ` e dato da
z
 
t =( 1 ,1,0,1,0,1,0,1,0,1,0),
mentre gli stati da
α
 
t =( τt,γ 1t,...,γ 10t).
I risultati ottenuti utilizzando le funzioni dell’appendice A sono riportati
nella Tabella 4.3: anche questa volta, essi sono molto simili a quelli ottenuti
da Fahrmeir e Tutz (2001), che riporta ˆ Q = diag(0.05,0.003,0.003,0.0001,
0.0001,0.0001,0.0001,0.0001,0.0001,0.00009,0.00009), mentre ˆ a0 e ˆ Q0 non
sono riportati. Inﬁne, la Figura 4.6 mostra di nuovo i valori osservati e la
curva dei valori stimati: anche in questo caso il modello riesce a cogliere
i picchi mattutini e pomeridiani ed il basso numero di chiamate durante il
pranzo e le ore notturne. Si nota anche che luned` ıh ai lp i ` u elevato numero
di chiamate e che il comportamento giornaliero rimane simile per tutta la
settimana, anche se il livello cambia: marted` ı ha un livello pi` u elevato di
mercoled` ı, gioved` ı e venerd` ı, mentre ci sono poche chiamate il sabato e la
domenica.4.3 Esempio 2: chiamate telefoniche all’Universit` a di Warwick 57
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Figura 4.6: Frequenze osservate yt e curva dei valori attesi stimati ˆ µt(αt)p e r
il numero di telefonate ad intervalli di mezz’ora dell’esempio 2 (modello con
componente di trend e stagionalit` a).
4.4 Vantaggi dell’algoritmo modiﬁcato
Osservando le Tabelle 4.1, 4.2 e 4.3, dal confronto fra l’algoritmo originale e
quello modiﬁcato, a parit` a di valori iniziali, risulta che il secondo ` e nettamen-
te pi` u veloce: infatti, le stime ottenute per gli iperparametri sono pressoch´ e
identiche, ma i tempi di esecuzione sono molto minori, con un risparmio di
tempo che va dal 60% dell’esempio delle precipitazioni a Tokyo (vedi Tabel-
la 4.1), ﬁno all’85% dell’esempio delle chiamate telefoniche con modello che
include solo la componente di trend (vedi Tabella 4.2). Si fa presente che i
calcolatori utilizzavano un processore Pentium IV da 2.8 GHz ed una RAM62 Capitolo 4. Applicazioni illustrative
da 512 MB.
Il vantaggio principale dell’algoritmo modiﬁcato consiste nel ridurre note-
volmente il numero medio di iterazioni dell’algoritmo interno WKFS, renden-
dolo molto prossimo a uno. Il seguente vettore di R, che raccoglie il numero
di iterazioni di WKFS per ognuna delle 885 iterazioni dell’algoritmo di tipo
EM, riuscir` a a spiegare meglio come nasce questo vantaggio:
[ 1 ] 1 733322222222222222222
[ 2 2 ]222222221111111111111
...
[876]1111111111
Come si vede, alla prima iterazione dell’algoritmo esterno sono necessarie
diciassette iterazioni di WKFS per raggiungere la convergenza, ma gi` a alla
seconda iterazione dell’algoritmo esterno il numero di iterazioni di WKFS si
riduce a tre e dalla trentesima all’ultima ne basta una sola. Per un confronto,
viene riportato lo stesso vettore di R, nel caso dell’algoritmo originale (per
lo stesso caso):
[ 1 ] 1 8 1 4 1 1 1 0 1 09999999999999999
[ 2 2 ]999999999999988888888
...
[757]8888888
ossia il vettore contiene il numero di iterazioni di IWKFS per ogni iterazione
dell’algoritmo di tipo EM. Si nota che il numero di iterazioni si mantiene
sempre pi` u elevato rispetto all’algoritmo modiﬁcato, non riuscendo mai a
scendere sotto il numero di otto.
Similmente, viene riportato un altro vettore delle iterazioni per l’algorit-
mo originale, per sottolineare quanto la procedura di stima possa essere
irregolare, nel caso si utilizzi questo algoritmo:
[1] 11 11 11 10 10 10 10 9 9 9 9 9 9 9 10 23 48 47 46 41 10 10 10 9 9 8
[ 2 7 ]89988888888888888888888877
[ 5 3 ]77777777777777777777777777
[ 7 9 ]77666666666666666666666666
[105] 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
...4.5 Ulteriori commenti alle tabelle dei risultati 63
Si vede come il numero di iterazioni di IWKFS salga vertiginosamente da
dieci prima a ventitre e poi a quarantotto, mantenendosi attorno a questa
cifra per altre tre iterazioni dell’algoritmo di tipo EM prima di scendere
nuovamente a dieci. Tutto ci` o` e dovuto al fatto che GKFS fornisce dei valori
iniziali a WKFS non proprio buoni e, quindi, l’algoritmo interno ha bisogno
di un numero notevole di iterazioni per raggiungere la convergenza.
L’algoritmo modiﬁcato, invece, ` e caratterizzato da un numero di iterazioni
di WKFS sempre minore o uguale a quello precedente, ma mai superiore.
4.5 Ulteriori commenti alle tabelle dei risul-
tati
Dopo aver illustrato i vantaggi dell’algoritmo modiﬁcato, osservando atten-
tamente le Tabelle 4.1, 4.2 e 4.3, si possono inoltre evincere le seguenti
considerazioni.
Inﬂuenza dei valori iniziali sui tempi. La prima cosa che si nota` e quan-
to i valori iniziali a
(0)
0 , Q
(0)
0 e Q(0) inﬂuenzino in maniera diversa la du-
rata dell’algoritmo. In particolare, ` e risultato molto svantaggioso, in
termini di tempo di esecuzione, utilizzare dei valori iniziali per le varian-
ze Q0 e Q che si sono poi rivelati pi` u piccoli di quelli delle stime ﬁnali.
Infatti, se si osserva il caso con sola componente di trend dell’esempio
delle chiamate telefoniche rappresentato nella Tabella 4.2, quando sono
stati usati i valori iniziali a
(0)
0 =0 ,q
(0)
0 =0 .0001 e q(0) =0 .1 gi` a con
εθ =1 0 −4 i tempi di esecuzione dell’algoritmo erano pi` u lenti anche di
oltre dieci volte rispetto a quelli ottenuti utilizzando altri valori iniziali,
ﬁno ad arrivare ad una convergenza pi` u lenta di pi` u di trenta volte nel
caso di εθ =1 0 −6: utilizzando l’algoritmo originale, sono state necessa-
rie pi` u di sedici ore, mentre cambiando i valori iniziali ` e bastata poco
pi` u di mezz’ora. La lentezza in convergenza utilizzando valori molto
piccoli di a
(0)
0 , Q
(0)
0 e Q(0) ` e stata confermata anche nel caso del mo-64 Capitolo 4. Applicazioni illustrative
dello caratterizzato dalla componente stagionale, oltre alla componente
di trend: in questo caso la procedura si ` e rivelata talmente lenta che
` e stata fermata prima che giungesse al termine e, quindi, non ` e stato
possibile riportare i risultati ﬁnali.
Un altro valore che sembra inﬂuenzare molto la durata dell’algoritmo
` e a
(0)
0 . Infatti, quando, negli esempi delle precipitazioni a Tokyo e del
modello con sola componente di trend per le chiamate telefoniche, ` e
stato usato un valore iniziale negativo (visto che la stima ﬁnale ` e ne-
gativa), i tempi sono minori: ossia, come ` e naturale aspettarsi, quando
la stima iniziale ` e meno distorta rispetto alla stima ﬁnale, i tempi di
esecuzione sono molto pi` u veloci. Questo non sembra per` o conferma-
to nel caso in cui gli stati αt siano dei vettori caratterizzati da pi` ud i
una componente: infatti, nell’esempio del modello composto da trend
e stagionalit` a per le chiamate telefoniche, dopo aver osservato i primi
risultati, ` e stato posto a
(0)
0 = a∗
0 =( 1 ,−3,−3,1,−1,0,0,0,0,0,0) ,i n
modo da avere dei valori iniziali molto prossimi alle stime deﬁnitive, ma
non se ne ` e tratto nessun vantaggio in termini di tempo di esecuzione
ed, anzi, l’algoritmo ` e risultato sensibilmente pi` u lento.
Visto che dalle tabelle si nota che i valori iniziali che determinano le
stime pi` u veloci quando il criterio di convergenza εθ ` ep i ` u largo sono
gli stessi che determinano le stime pi` u veloci anche quando il criterio di
convergenza ` ep i ` u severo (e similmente per quei valori iniziali che deter-
minano le stime pi` u lente), nella pratica si pu` o consigliare la seguente
procedura di stima: utilizzare prima un criterio di convergenza meno
severo con diversi valori iniziali per avere una prima indicazione sui
tempi di esecuzione; restringere poi il criterio di convergenza e ripetere
la stima utilizzando quei valori iniziali per cui l’algoritmo ` e risultato
prima pi` u veloce, ottenendo cos` ı delle stime pi` u accurate.
Varianza Q0. Dalle tabelle si notano valori molto piccoli per la varianza
Q0, dell’ordine di 10−3,1 0 −4 e1 0 −5 per i tre esempi ﬁnora riportati:
questo giustiﬁca una certa diﬃcolt` a nella stima di un valore identico4.5 Ulteriori commenti alle tabelle dei risultati 65
0 200 400 600 800 1000
0
.
0
2
0
.
0
3
0
.
0
4
0
.
0
5
p
q
_
1
^
(
p
)
0 200 400 600 800 1000
0
.
0
0
0
.
0
2
0
.
0
4
p
q
_
2
^
(
p
)
0 200 400 600 800 1000
0
.
0
0
0
.
0
2
0
.
0
4
p
q
_
3
^
(
p
)
0 200 400 600 800 1000
0
.
0
0
0
.
0
2
0
.
0
4
p
q
_
4
^
(
p
)
Figura 4.7: Convergenza delle prime quattro componenti della matrice
Q = diag(q1,q 2,...,q 11) dell’esempio delle chiamate telefoniche nel caso del
modello caratterizzato da trend e stagionalit` a.
per tutte le righe delle tabelle.
Algoritmo di tipo EM. L’algoritmo di tipo EM, come tutti gli algoritmi
EM, si dimostra molto lento. Per avere una visione graﬁca di come le
stime degli iperparametri cambino all’aumentare delle iterazioni, viene
presentata la Figura 4.7, che rappresenta i primi quattro elementi della
matrice diagonale Q dell’esempio delle chiamate telefoniche nel caso di
modello caratterizzato da trend e stagionalit` a: si noti come la prima
componente q1 parta molto vicino a quella che sar` a la stima deﬁnitiva,
scenda verso valori pi` u piccoli per poi risalire di nuovo.66 Capitolo 4. Applicazioni illustrative
Diﬀerenze con le stime di Fahrmeir e Tutz (2001). Come gi` a fatto no-
tare, Fahrmeir e Tutz (2001) riportano delle stime per gli iperparametri
leggermente diverse da quelle ottenute in questa tesi, ma non tali da
inﬂuenzare le curve dei valori attesi stimati, che risultano praticamente
identiche. Queste piccole diﬀerenze potrebbero essere dovute all’utiliz-
zo di diversi criteri di convergenza, a dei diversi valori per i parametri
che regolano la severit` a di questi criteri, oppure, anche ad un diverso
trattamento del problema computazionale illustrato nella sottosezione
4.1.1 del non mantenimento della simmetria delle matrici di covarian-
za: nella fonte bibliograﬁca appena citata non ` e infatti riportato come
questi tre problemi vengano aﬀrontati e risolti.
4.6 Esempio 3: pubblicit` a di una tavoletta di
cioccolato
Visti i notevoli vantaggi, in termini di tempi di esecuzione, che si conseguo-
no utilizzando la versione modiﬁcata dell’algoritmo di tipo EM, verr` a ora
mostrato un terzo esempio, utilizzando per la stima solamente l’algoritmo
modiﬁcato: esso ` e caratterizzato, a diﬀerenza dei due precedenti, dalla pre-
senza di una variabile esplicativa che varia nel tempo. Si tratta di un esempio
che Fahrmeir e Tutz (2001) riportano da West, Harrison e Migon (1985) ed
i dati consistono di conteggi settimanali del numero di persone, su un totale
di nt = n = 66, che hanno dato una risposta positiva alla pubblicit` a di una
tavoletta di cioccolato; la variabile esplicativa xt, invece, fornisce una misura
dell’inﬂuenza pubblicitaria. ` E quindi d’interesse sapere se esiste un trend nel
tempo per la risposta positiva, quanto misura l’eﬀetto della pubblicit` aes e
questo ` e costante oppure cambia nel tempo. Si noti che, per i dati di que-
st’esempio (scaricati dallo stesso sito citato nella sezione 4.2), sono presenti
dei dati mancanti per la variabile risposta yt che conta il numero di risposte
positive per ogni settimana, per un totale di dodici dati mancanti.
Un modello adeguato ` e rappresentato dal modello logit binomiale dina-4.6 Esempio 3: pubblicit` a di una tavoletta di cioccolato 67
mico
yt ∼B i(66,π t),π t = h(τt + xtβt)=
exp{τt + xtβt}
1 + exp{τt + xtβt}
,
αt = αt−1 + ξt,ξ t ∼ N(0,Q),α 0 ∼ N(a0,Q 0),
con αt =( τt,β t)  e Q = diag(σ2
0,σ2
1). Per quanto riguarda la matrice di
transizione, utilizzando il modello appena descritto, si ha
Ft =
 
10
01
 
= I2,
mentre il vettore di disegno ` e dato da
z
 
t =( 1 ,x t),t =1 ,...,171.
La Tabella 4.4 mostra le stime ottenute per gli iperparametri a seconda
dei diversi valori degli iperparametri iniziali e della severit` a del criterio di
convergenza: le stime ottenute per la matrice di varianza Q sono state σ2
0 =
0.006 e σ2
1 =0 .00003. Fahrmeir e Tutz (2001), invece, riportano σ2
0 =0 .0025
e σ2
1 =0 .0002. In eﬀetti, ` e stato notato che la ﬁgura in basso di pag. 359
di Fahrmeir e Tutz (2001) riporta delle osservazioni dove dovrebbero essere
assenti: i dati mancanti sono stati quindi sostituiti.
Si ` e pertanto cercato di riportare gli stessi valori della ﬁgura di Fahrmeir
e Tutz (2001) per sostituire le osservazioni mancanti: i valori degli iperpa-
rametri ristimati sostituendo i dati mancanti si trovano nella Tabella 4.5.
In questo caso le stime ottenute per la matrice di varianza Q sono state
σ2
0 =0 .0036 e σ2
1 =0 .00014, molto pi` u vicine quindi a quelle ottenute da
Fahrmeir e Tutz (2001). Si noti che, questa volta, le piccole diﬀerenze nelle
stime con la fonte bibliograﬁca appena citata, potrebbero essere dovute, oltre
a dei diversi criteri di convergenza, a dei diversi gradi di severit` a di questi o
ad un diverso modo di aﬀrontare il problema computazionale esposto nella
sottosezione 4.1.1, anche al fatto che sia diﬃcile estrapolare dei valori pro-
iettando dei punti sull’asse delle ordinate e, quindi, i dati mancanti sostituiti
potrebbero essere leggermente diversi.68 Capitolo 4. Applicazioni illustrative
Le Figure 4.8 e 4.9 riportano, rispettivamente, le curve dei valori attesi
stimati e le curve per il trend e per l’eﬀetto della pubblicit` a nel tempo: in
ogni ﬁgura, il graﬁco in alto ` e stato disegnato utilizzando i dati originali,
mentre quello in basso ` e stato disegnato sostituendo i dati mancanti. I due
graﬁci di Figura 4.8 sono praticamente identici: questo denota la versatilit` a
del ﬁltro di Kalman a funzionare correttamente anche nel caso in cui alcuni
dati non siano disponibili. Dalla Figura 4.9, invece, si evince che vi ` eu n
eﬀetto positivo, anche se di poco, della pubblicit` a e che questo ` e pressoch´ e
costante nel tempo, mentre il trend ` e negativo e diminuisce nel tempo.4.6 Esempio 3: pubblicit` a di una tavoletta di cioccolato 69
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Figura 4.8: Frequenze osservate e curva dei valori attesi stimati per il numero
di persone che hanno dato una risposta positiva alla pubblicit` a della tavoletta
di cioccolato: nel graﬁco in alto sono stati utilizzati i dati originali, in quello
in basso i dati mancanti sono stati sostituiti (pallini neri).4.6 Esempio 3: pubblicit` a di una tavoletta di cioccolato 71
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Figura 4.9: Trend interpolato (linea continua) ed eﬀetto della pubblicit` a
(linea tratteggiata): nel graﬁco in alto sono stati utilizzati i dati originali, in
quello in basso i dati mancanti sono stati sostituiti.72 Capitolo 4. Applicazioni illustrativeCapitolo 5
Conclusioni
Gli obiettivi che ci si era ﬁssati con questa tesi erano essenzialmente due.
Il primo, quello di implementare delle funzioni in R da utilizzare con i mo-
delli nello spazio degli stati di famiglia esponenziale, seguendo l’approccio
di Fahrmeir e Wagenpfeil (1997) che itera il ﬁltro di Kalman lineare su un
modello “costruito”. Il secondo, quello di collaudare una versione modiﬁcata
dell’algoritmo di tipo EM tradizionale per la stima degli iperparametri, veri-
ﬁcando se apportasse dei vantaggi in termini di tempi di esecuzione. Inoltre,
si riporta che, per quanto riguarda l’algoritmo di tipo EM, sono stati forniti
i passaggi matematici necessari per la derivazione dell’algoritmo, del tutto
assenti in Fahrmeir e Wagenpfeil (1997).
Il primo obiettivo sembra essere stato raggiunto: applicando le funzioni
di R a tre esempi riportati dal capitolo 8 della monograﬁa di Fahrmeir e Tutz
(2001), i risultati ottenuti confrontando le curve dei valori attesi stimati sono
praticamente identici. Vi sono delle piccole diﬀerenze nelle stime degli iper-
parametri, molto probabilmente dovute all’applicazione di diversi criteri di
convergenza oppure al diﬀerente grado di severit` a del parametro che regola la
convergenza di questi criteri oppure, ancora, ad un diverso modo di risolvere
il problema computazionale esposto nella sottosezione 4.1.1 del non mante-
nimento della simmetria da parte delle matrici delle covarianze del modello:
Fahrmeir e Tutz (2001), infatti, non illustrano come aﬀrontino e risolvano
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questi tre problemi.
Per quanto riguarda il secondo obiettivo, la modiﬁca dei valori iniziali per
l’algoritmo interno ha apportato un notevole vantaggio: negli esempi su cui ` e
stato provato, i tempi di esecuzione si sono ridotti notevolmente rispetto al-
l’algoritmo originale, del 60% nel caso dell’esempio 1 presentato nel capitolo
4, ed addirittura dell’85% nel caso dell’esempio 2, quando ` e stato utilizzato
un modello con sola componente di trend. Questo vantaggio ` e essenzialmente
dovuto alla bont` a dei nuovi valori iniziali per l’algoritmo interno, che permet-
tono un numero di iterazioni notevolmente minore: utilizzando l’algoritmo
di tipo EM modiﬁcato, infatti, il numero medio di iterazioni dell’algoritmo
interno per ogni iterazione di quello esterno ` e molto prossimo ad uno.
Nonostante la modiﬁca apportata permetta di ridurre il numero di itera-
zioni dell’algoritmo interno praticamente al minimo, almeno in media, l’algo-
ritmo di tipo EM resta un algoritmo alquanto lento: sono infatti necessarie
numerose iterazioni dell’algoritmo esterno per raggiungere la convergenza
delle stime degli iperparametri. Comunque, con la velocit` a raggiunta dai
processori oggigiorno e, soprattutto, con l’introduzione della modiﬁca, i tem-
pi di stima si sono ridotti notevolmente rispetto a quando l’approccio di
Fahrmeir e Wagenpfeil (1997) ai modelli nello spazio degli stati di famiglia
esponenziale venne introdotto. Negli esempi del capitolo 4 su cui ` e stato
utilizzato, inoltre, l’algoritmo si ` e rivelato molto sensibile ai valori iniziali:
infatti, a parit` a di grado di severit` a dei criteri di convergenza, a seconda dei
valori iniziali l’algoritmo ha riportato dei tempi di esecuzione pi` u lenti anche
di trenta volte. Nella sezione 4.5 sono stati illustrati degli accorgimenti che
permettono di evitare che la procedura di stima si riveli troppo lunga.
L’algoritmo di tipo EM si conferma tuttavia un algoritmo robusto e, quin-
di, da preferire ad altri metodi di stima per gli iperparametri come, ad esem-
pio, il metodo basato sul criterio di convalida incrociata generalizzata, che
presenta il difetto di poter essere caratterizzato da numerosi minimi locali.Appendice A
Le funzioni in R
Le seguenti sono le funzioni che sono state costruite in R per l’algoritmo di
tipo EM per il ﬁltro di Kalman esteso a famiglie esponenziali. In totale le
funzioni riportate sono quattro: sono stati infatti implementati l’algoritmo
originale e quello modiﬁcato, descritti nel capitolo 3, sia per un modello
log-lineare di Poisson dinamico sia per un modello logit binomiale dinamico.
poisDGLMun <- function(data, Z, F, a_0, Q_0, Q, epsTHETA=0.00001,
epsALPHA=0.001, Qdiag=FALSE) {
Ti<-length(data)
y<-matrix(data,1,Ti)
dimF<-dim(F)[1]
a_tt1<-array(NA,c(dimF,Ti))
V_tt1<-array(NA,c(dimF,dimF,Ti))
a_tt<-array(NA,c(dimF,Ti+1))
V_tt<-array(NA,c(dimF,dimF,Ti+1))
a_tT<-array(NA,c(dimF,Ti+1))
V_tT<-array(NA,c(dimF,dimF,Ti+1))
B_t<-array(NA,c(dimF,dimF,Ti))
itv<-NULL i<-1
convcrit2<-10*epsTHETA
while (convcrit2 >epsTHETA) {
a_tt[,1] <- a_0
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V_tt[,,1] <- Q_0
for(t in 1:Ti) {
a_tt1[,t] <- F %*% a_tt[,t]
V_tt1[,,t] <- F %*% V_tt[,,t] %*% t(F) + Q
V_tt1[,,t] <- (V_tt1[,,t]+t(V_tt1[,,t]))/2
Z_t <- t(as.matrix(Z[t,]))
D_t <- exp(Z_t %*% a_tt1[,t])
sigma_t <- D_t
#Kalman gain:
K_t <- V_tt1[,,t] %*% t(Z_t) %*% D_t %*% (D_t %*% Z_t %*% V_tt1[,,t] %*%
t(Z_t) %*% D_t + sigma_t)^-1
a_tt[,t+1] <- a_tt1[,t]
if(!is.na(y[,t])) a_tt[,t+1] <- a_tt1[,t] + K_t %*% (y[,t]-exp(Z_t %*%
a_tt1[,t]))
V_tt[,,t+1] <- V_tt1[,,t]
if(!is.na(y[,t])) V_tt[,,t+1] <- V_tt1[,,t] - K_t %*% D_t %*% Z_t %*%
V_tt1[,,t]
V_tt[,,t+1] <- (V_tt[,,t+1]+t(V_tt[,,t+1]))/2
}
#smoothing:
a_tT[,Ti+1] <- a_tt[,Ti+1]
V_tT[,,Ti+1] <- V_tt[,,Ti+1]
for (t in Ti:1) {
B_t[,,t] <- V_tt[,,t] %*% t(F) %*% solve(V_tt1[,,t])
a_tT[,t] <- a_tt[,t] + B_t[,,t] %*% (a_tT[,t+1]-a_tt1[,t])
V_tT[,,t] <- V_tt[,,t] + B_t[,,t] %*% (V_tT[,,t+1]-V_tt1[,,t]) %*%
t(B_t[,,t])
V_tT[,,t] <- (V_tT[,,t]+t(V_tT[,,t]))/2
}
it<-0
convcrit<-10*epsALPHA
while (convcrit >epsALPHA) {Appendice A. Le funzioni in R 77
alpha0<-a_tT
for(t in 1:Ti) {
a_tt1[,t] <- F %*% a_tt[,t]
V_tt1[,,t] <- F %*% V_tt[,,t] %*% t(F) + Q
V_tt1[,,t] <- (V_tt1[,,t]+t(V_tt1[,,t]))/2
Z_t <- t(as.matrix(Z[t,]))
D_t <- exp(Z_t %*% alpha0[,t+1])
#sigma_t <- D_t
if(!is.na(y[,t])) y_work <- ((D_t)^-1) %*% (y[,t]-exp(Z_t %*%
alpha0[,t+1])) + Z_t %*% alpha0[,t+1]
W_t <- D_t
#Kalman gain:
K_t <- V_tt1[,,t] %*% t(Z_t) %*% (Z_t %*% V_tt1[,,t] %*% t(Z_t)+ W_t^-1)^-1
a_tt[,t+1] <- a_tt1[,t]
if(!is.na(y[,t])) a_tt[,t+1] <- a_tt1[,t] + K_t %*% (y_work - Z_t %*%
a_tt1[,t])
V_tt[,,t+1] <- V_tt1[,,t]
if(!is.na(y[,t])) V_tt[,,t+1] <- (diag(1,dimF) - K_t %*% Z_t) %*%
V_tt1[,,t]
V_tt[,,t+1] <- (V_tt[,,t+1]+t(V_tt[,,t+1]))/2
}
#smoothing:
a_tT[,Ti+1] <- a_tt[,Ti+1]
V_tT[,,Ti+1] <- V_tt[,,Ti+1]
for (t in Ti:1) {
B_t[,,t] <- V_tt[,,t] %*% t(F) %*% solve(V_tt1[,,t])
a_tT[,t] <- a_tt[,t] + B_t[,,t] %*% (a_tT[,t+1]-a_tt1[,t])
V_tT[,,t] <- V_tt[,,t] + B_t[,,t] %*% (V_tT[,,t+1]-V_tt1[,,t]) %*%
t(B_t[,,t])
V_tT[,,t] <- (V_tT[,,t]+t(V_tT[,,t]))/2
}
convcrit <- mean(abs(alpha0-a_tT))/(1+mean(abs(alpha0-a_tT)))
it<-it+178 Appendice A. Le funzioni in R
}
a_0prev<-a_0
Q_0prev<-Q_0
Qprev<-Q
a_0 <- a_tT[,1]
Q_0 <- V_tT[,,1]
if(Qdiag==TRUE) Q_0 <-diag(diag(Q_0))
Q <- matrix(0,dimF,dimF)
for (t in 1:Ti) {
S <- (a_tT[,t+1] - F %*% a_tT[,t]) %*% t(a_tT[,t+1] - F %*% a_tT[,t]) +
V_tT[,,t+1] - F %*% B_t[,,t] %*% V_tT[,,t+1] - t(F %*% B_t[,,t] %*%
V_tT[,,t+1]) + F %*% V_tT[,,t] %*% t(F)
Q< -Q + S
}
Q <- Q/Ti
Q <- (Q+t(Q))/2
if(Qdiag==TRUE) Q <- diag(diag(Q))
convcrit2 <- (mean(abs(a_0prev-a_0))/(1+mean(abs(a_0prev-a_0))) +
mean(abs(Q_0prev-Q_0))/(1+mean(abs(Q_0prev-Q_0))) +
mean(abs(Qprev-Q))/(1+mean(abs(Qprev-Q))))/3
itv[i]<-it+1 i<-i+1
}
loglik<-0
for (t in 1:Ti) if(!is.na(y[,t])) loglik <- loglik + t(as.matrix(Z[t,]))
%*% a_tT[,t+1] %*% y[1,t] - exp(t(as.matrix(Z[t,])) %*% a_tT[,t+1])
l_0 <- t(a_tT[,1] - a_0prev) %*% solve(Q_0prev) %*% (a_tT[,1] - a_0prev)/2
+ log(det(matrix(Q_0prev,dimF,dimF)))/2
pen<-0
for (t in 1:Ti) pen <- pen + (t(a_tT[,t+1] - F %*% a_tT[,t]) %*%
solve(Qprev) %*% (a_tT[,t+1] - F %*% a_tT[,t]))/2 + log(det(Qprev))*Ti/2Appendice A. Le funzioni in R 79
penloglik <- loglik - l_0 - pen
list(penloglik=penloglik, alpha=a_tT, V_tT=V_tT, alphat=a_tt, V_tt=V_tt,
alphat1=a_tt1, V_tt1=V_tt1, a_0=a_0prev, Q_0=Q_0prev, Q=Qprev,
itvm=mean(itv), itn=length(itv))
}
poisDGLMun2 <- function(data, Z, F, a_0, Q_0, Q, epsTHETA=0.00001,
epsALPHA=0.001, Qdiag=FALSE) {
Ti<-length(data)
y<-matrix(data,1,Ti)
dimF<-dim(F)[1]
a_tt1<-array(NA,c(dimF,Ti))
V_tt1<-array(NA,c(dimF,dimF,Ti))
a_tt<-array(NA,c(dimF,Ti+1))
V_tt<-array(NA,c(dimF,dimF,Ti+1))
a_tT<-array(NA,c(dimF,Ti+1))
V_tT<-array(NA,c(dimF,dimF,Ti+1))
B_t<-array(NA,c(dimF,dimF,Ti))
itv<-NULL i<-1
a_tt[,1] <- a_0
V_tt[,,1] <- Q_0
for(t in 1:Ti) {
a_tt1[,t] <- F %*% a_tt[,t]
V_tt1[,,t] <- F %*% V_tt[,,t] %*% t(F) + Q
V_tt1[,,t] <- (V_tt1[,,t]+t(V_tt1[,,t]))/2
Z_t <- t(as.matrix(Z[t,]))
D_t <- exp(Z_t %*% a_tt1[,t])
sigma_t <- D_t80 Appendice A. Le funzioni in R
#Kalman gain:
K_t <- V_tt1[,,t] %*% t(Z_t) %*% D_t %*% (D_t %*% Z_t %*% V_tt1[,,t] %*%
t(Z_t) %*% D_t + sigma_t)^-1
a_tt[,t+1] <- a_tt1[,t]
if(!is.na(y[,t])) a_tt[,t+1] <- a_tt1[,t] + K_t %*% (y[,t]-exp(Z_t %*%
a_tt1[,t]))
V_tt[,,t+1] <- V_tt1[,,t]
if(!is.na(y[,t])) V_tt[,,t+1] <- V_tt1[,,t] - K_t %*% D_t %*% Z_t %*%
V_tt1[,,t]
V_tt[,,t+1] <- (V_tt[,,t+1]+t(V_tt[,,t+1]))/2
}
#smoothing:
a_tT[,Ti+1] <- a_tt[,Ti+1]
V_tT[,,Ti+1] <- V_tt[,,Ti+1]
for (t in Ti:1) {
B_t[,,t] <- V_tt[,,t] %*% t(F) %*% solve(V_tt1[,,t])
a_tT[,t] <- a_tt[,t] + B_t[,,t] %*% (a_tT[,t+1]-a_tt1[,t])
V_tT[,,t] <- V_tt[,,t] + B_t[,,t] %*% (V_tT[,,t+1]-V_tt1[,,t]) %*%
t(B_t[,,t])
V_tT[,,t] <- (V_tT[,,t]+t(V_tT[,,t]))/2
}
convcrit2<-10*epsTHETA
while (convcrit2 >epsTHETA) {
a_0prev<-a_0
Q_0prev<-Q_0
Qprev<-Q
a_0 <- a_tT[,1]
Q_0 <- V_tT[,,1]
if(Qdiag==TRUE) Q_0 <-diag(diag(Q_0))
Q <- matrix(0,dimF,dimF)
for (t in 1:Ti) {
S <- (a_tT[,t+1] - F %*% a_tT[,t]) %*% t(a_tT[,t+1] - F %*% a_tT[,t]) +Appendice A. Le funzioni in R 81
V_tT[,,t+1] - F %*% B_t[,,t] %*% V_tT[,,t+1] - t(F %*% B_t[,,t] %*%
V_tT[,,t+1]) + F %*% V_tT[,,t] %*% t(F)
Q <- Q+S
}
Q <- Q/Ti
Q <- (Q+t(Q))/2
if(Qdiag==TRUE) Q <- diag(diag(Q))
a_tt[,1] <- a_0
V_tt[,,1] <- Q_0
it<-0
convcrit<-10*epsALPHA
while (convcrit >epsALPHA) {
alpha0<-a_tT
for(t in 1:Ti) {
a_tt1[,t] <- F %*% a_tt[,t]
V_tt1[,,t] <- F %*% V_tt[,,t] %*% t(F) + Q
V_tt1[,,t] <- (V_tt1[,,t]+t(V_tt1[,,t]))/2
Z_t <- t(as.matrix(Z[t,]))
D_t <- exp(Z_t %*% alpha0[,t+1])
#sigma_t <- D_t
if(!is.na(y[,t])) y_work <- ((D_t)^-1) %*% (y[,t]-exp(Z_t %*% alpha0[,t+1]))
+ Z_t %*% alpha0[,t+1]
W_t <- D_t
#Kalman gain:
K_t <- V_tt1[,,t] %*% t(Z_t) %*% (Z_t %*% V_tt1[,,t] %*% t(Z_t)+ W_t^-1)^-1
a_tt[,t+1] <- a_tt1[,t]
if(!is.na(y[,t])) a_tt[,t+1] <- a_tt1[,t] + K_t %*% (y_work - Z_t %*%
a_tt1[,t])
V_tt[,,t+1] <- V_tt1[,,t]
if(!is.na(y[,t])) V_tt[,,t+1] <- (diag(1,dimF) - K_t %*% Z_t) %*% V_tt1[,,t]
V_tt[,,t+1] <- (V_tt[,,t+1]+t(V_tt[,,t+1]))/2
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#smoothing:
a_tT[,Ti+1] <- a_tt[,Ti+1]
V_tT[,,Ti+1] <- V_tt[,,Ti+1]
for (t in Ti:1) {
B_t[,,t] <- V_tt[,,t] %*% t(F) %*% solve(V_tt1[,,t])
a_tT[,t] <- a_tt[,t] + B_t[,,t] %*% (a_tT[,t+1]-a_tt1[,t])
V_tT[,,t] <- V_tt[,,t] + B_t[,,t] %*% (V_tT[,,t+1]-V_tt1[,,t]) %*%
t(B_t[,,t])
V_tT[,,t] <- (V_tT[,,t]+t(V_tT[,,t]))/2
}
convcrit <- mean(abs(alpha0-a_tT))/(1+mean(abs(alpha0-a_tT)))
it<-it+1
}
convcrit2 <- (mean(abs(a_0prev-a_0))/(1+mean(abs(a_0prev-a_0))) +
mean(abs(Q_0prev-Q_0))/(1+mean(abs(Q_0prev-Q_0))) +
mean(abs(Qprev-Q))/(1+mean(abs(Qprev-Q))))/3
itv[i]<-it i<-i+1
}
loglik<-0
for (t in 1:Ti) if(!is.na(y[,t])) loglik <- loglik + t(as.matrix(Z[t,]))
%*% a_tT[,t+1] %*% y[1,t] - exp(t(as.matrix(Z[t,])) %*% a_tT[,t+1])
l_0 <- t(a_tT[,1] - a_0) %*% solve(Q_0) %*% (a_tT[,1] - a_0)/2 +
log(det(matrix(Q_0,dimF,dimF)))/2
pen<-0
for (t in 1:Ti) pen <- pen + (t(a_tT[,t+1] - F %*% a_tT[,t]) %*% solve(Q)
%*% (a_tT[,t+1] - F %*% a_tT[,t]))/2 + log(det(Q))*Ti/2
penloglik <- loglik - l_0 - pen
list(penloglik=penloglik, alpha=a_tT, V_tT=V_tT, alphat=a_tt, V_tt=V_tt,
alphat1=a_tt1, V_tt1=V_tt1, a_0=a_0, Q_0=Q_0, Q=Q, itvm=mean(itv),Appendice A. Le funzioni in R 83
itn=length(itv))
}
binomDGLMun <- function(data, n, Z, F, a_0, Q_0, Q, epsTHETA=0.00001,
epsALPHA=0.001, Qdiag=FALSE) {
Ti<-length(data)
y<-matrix(data,1,Ti)
dimF<-dim(F)[1]
a_tt1<-array(NA,c(dimF,Ti))
V_tt1<-array(NA,c(dimF,dimF,Ti))
a_tt<-array(NA,c(dimF,Ti+1))
V_tt<-array(NA,c(dimF,dimF,Ti+1))
a_tT<-array(NA,c(dimF,Ti+1))
V_tT<-array(NA,c(dimF,dimF,Ti+1))
B_t<-array(NA,c(dimF,dimF,Ti))
itv<-NULL i<-1
convcrit2<-10
while (convcrit2 >epsTHETA) {
a_tt[,1] <- a_0
V_tt[,,1] <- Q_0
for(t in 1:Ti) {
a_tt1[,t] <- F %*% a_tt[,t]
V_tt1[,,t] <- F %*% V_tt[,,t] %*% t(F) + Q
V_tt1[,,t] <- (V_tt1[,,t]+t(V_tt1[,,t]))/2
Z_t <- t(as.matrix(Z[t,]))
D_t <- n[t]*exp(Z_t %*% a_tt1[,t])/(1+exp(Z_t %*% a_tt1[,t]))^2
sigma_t <- D_t
#Kalman gain:
K_t <- V_tt1[,,t] %*% t(Z_t) %*% D_t %*% (D_t %*% Z_t %*% V_tt1[,,t] %*%84 Appendice A. Le funzioni in R
t(Z_t) %*% D_t + sigma_t)^-1
a_tt[,t+1] <- a_tt1[,t]
if(!is.na(y[,t])) a_tt[,t+1] <- a_tt1[,t] + K_t %*% (y[,t]-n[t]*exp(Z_t
%*% a_tt1[,t])/(1+exp(Z_t %*% a_tt1[,t])))
V_tt[,,t+1] <- V_tt1[,,t]
if(!is.na(y[,t])) V_tt[,,t+1] <- V_tt1[,,t] - K_t %*% D_t %*% Z_t %*%
V_tt1[,,t]
V_tt[,,t+1] <- (V_tt[,,t+1]+t(V_tt[,,t+1]))/2 }
#smoothing:
a_tT[,Ti+1] <- a_tt[,Ti+1]
V_tT[,,Ti+1] <- V_tt[,,Ti+1]
for (t in Ti:1) {
B_t[,,t] <- V_tt[,,t] %*% t(F) %*% solve(V_tt1[,,t])
a_tT[,t] <- a_tt[,t] + B_t[,,t] %*% (a_tT[,t+1]-a_tt1[,t])
V_tT[,,t] <- V_tt[,,t] + B_t[,,t] %*% (V_tT[,,t+1]-V_tt1[,,t]) %*%
t(B_t[,,t])
V_tT[,,t] <- (V_tT[,,t]+t(V_tT[,,t]))/2
}
it<-0
convcrit<-10*epsALPHA
while (convcrit >epsALPHA) {
alpha0<-a_tT
for(t in 1:Ti) {
a_tt1[,t] <- F %*% a_tt[,t]
V_tt1[,,t] <- F %*% V_tt[,,t] %*% t(F) + Q
V_tt1[,,t] <- (V_tt1[,,t]+t(V_tt1[,,t]))/2
Z_t <- t(as.matrix(Z[t,]))
D_t <- n[t]*exp(Z_t %*% alpha0[,t+1])/(1+exp(Z_t %*% alpha0[,t+1]))^2
#sigma_t <- D_t
if(!is.na(y[,t])) y_work <- ((D_t)^-1) %*% (y[,t]-n[t]*exp(Z_t %*%
alpha0[,t+1])/(1+exp(Z_t %*% alpha0[,t+1]))) + Z_t %*% alpha0[,t+1]
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#Kalman gain:
K_t <- V_tt1[,,t] %*% t(Z_t) %*% (Z_t %*% V_tt1[,,t] %*% t(Z_t)+ W_t^-1)^-1
a_tt[,t+1] <- a_tt1[,t]
if(!is.na(y[,t])) a_tt[,t+1] <- a_tt1[,t] + K_t %*% (y_work - Z_t %*%
a_tt1[,t])
V_tt[,,t+1] <- V_tt1[,,t]
if(!is.na(y[,t])) V_tt[,,t+1] <- (diag(1,dimF) - K_t %*% Z_t) %*%
V_tt1[,,t]
V_tt[,,t+1] <- (V_tt[,,t+1]+t(V_tt[,,t+1]))/2
}
#smoothing:
a_tT[,Ti+1] <- a_tt[,Ti+1]
V_tT[,,Ti+1] <- V_tt[,,Ti+1]
for (t in Ti:1) {
B_t[,,t] <- V_tt[,,t] %*% t(F) %*% solve(V_tt1[,,t])
a_tT[,t] <- a_tt[,t] + B_t[,,t] %*% (a_tT[,t+1]-a_tt1[,t])
V_tT[,,t] <- V_tt[,,t] + B_t[,,t] %*% (V_tT[,,t+1]-V_tt1[,,t]) %*%
t(B_t[,,t])
V_tT[,,t] <- (V_tT[,,t]+t(V_tT[,,t]))/2
}
convcrit <- mean(abs(alpha0-a_tT))/(1+mean(abs(alpha0-a_tT)))
it<-it+1
}
a_0prev<-a_0
Q_0prev<-Q_0
Qprev<-Q
a_0 <- a_tT[,1]
Q_0 <- V_tT[,,1]
if(Qdiag==TRUE) Q_0 <-diag(diag(Q_0))
Q <- matrix(0,dimF,dimF)
for (t in 1:Ti) {
S <- (a_tT[,t+1] - F %*% a_tT[,t]) %*% t(a_tT[,t+1] - F %*% a_tT[,t]) +86 Appendice A. Le funzioni in R
V_tT[,,t+1] - F %*% B_t[,,t] %*% V_tT[,,t+1] - t(F %*% B_t[,,t]
%*% V_tT[,,t+1]) + F %*% V_tT[,,t] %*% t(F)
Q< -Q + S
}
Q <- Q/Ti
Q <- (Q+t(Q))/2
if(Qdiag==TRUE) Q <- diag(diag(Q))
convcrit2 <- (mean(abs(a_0prev-a_0))/(1+mean(abs(a_0prev-a_0))) +
mean(abs(Q_0prev-Q_0))/(1+mean(abs(Q_0prev-Q_0))) +
mean(abs(Qprev-Q))/(1+mean(abs(Qprev-Q))))/3
itv[i]<-it+1
i<-i+1
}
loglik<-0
for (t in 1:Ti) if(!is.na(y[,t])) loglik <- loglik + t(as.matrix(Z[t,]))
%*% a_tT[,t+1] %*% y[1,t] - n[t]*log(1+exp(t(as.matrix(Z[t,]))
%*% a_tT[,t+1]))
l_0 <- t(a_tT[,1] - a_0prev) %*% solve(Q_0prev) %*% (a_tT[,1] - a_0prev)/2
+ log(det(matrix(Q_0prev,dimF,dimF)))/2
pen<-0
for (t in 1:Ti) pen <- pen + (t(a_tT[,t+1] - F %*% a_tT[,t]) %*%
solve(Qprev) %*% (a_tT[,t+1] - F %*% a_tT[,t]))/2
+ log(det(Qprev))*Ti/2
penloglik <- loglik - l_0 - pen
list(penloglik=penloglik, alpha=a_tT, V_tT=V_tT, alphat=a_tt, V_tt=V_tt,
alphat1=a_tt1, V_tt1=V_tt1, a_0=a_0prev, Q_0=Q_0prev, Q=Qprev,
itvm=mean(itv), itn=length(itv))
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binomDGLMun2 <- function(data, n, Z, F, a_0, Q_0, Q, epsTHETA=0.00001,
epsALPHA=0.001, Qdiag=FALSE) {
Ti<-length(data)
y<-matrix(data,1,Ti)
dimF<-dim(F)[1]
a_tt1<-array(NA,c(dimF,Ti))
V_tt1<-array(NA,c(dimF,dimF,Ti))
a_tt<-array(NA,c(dimF,Ti+1))
V_tt<-array(NA,c(dimF,dimF,Ti+1))
a_tT<-array(NA,c(dimF,Ti+1))
V_tT<-array(NA,c(dimF,dimF,Ti+1))
B_t<-array(NA,c(dimF,dimF,Ti))
itv<-NULL i<-1
a_tt[,1] <- a_0
V_tt[,,1] <- Q_0
for(t in 1:Ti) {
a_tt1[,t] <- F %*% a_tt[,t]
V_tt1[,,t] <- F %*% V_tt[,,t] %*% t(F) + Q
V_tt1[,,t] <- (V_tt1[,,t]+t(V_tt1[,,t]))/2
Z_t <- t(as.matrix(Z[t,]))
D_t <- n[t]*exp(Z_t %*% a_tt1[,t])/(1+exp(Z_t %*% a_tt1[,t]))^2
sigma_t <- D_t
#Kalman gain:
K_t <- V_tt1[,,t] %*% t(Z_t) %*% D_t %*% (D_t %*% Z_t %*% V_tt1[,,t] %*%
t(Z_t) %*% D_t + sigma_t)^-1
a_tt[,t+1] <- a_tt1[,t]
if(!is.na(y[,t])) a_tt[,t+1] <- a_tt1[,t] + K_t %*% (y[,t]-n[t]*exp(Z_t
%*% a_tt1[,t])/(1+exp(Z_t %*% a_tt1[,t])))
V_tt[,,t+1] <- V_tt1[,,t]
if(!is.na(y[,t])) V_tt[,,t+1] <- V_tt1[,,t] - K_t %*% D_t %*% Z_t %*%
V_tt1[,,t]
V_tt[,,t+1] <- (V_tt[,,t+1]+t(V_tt[,,t+1]))/2 }88 Appendice A. Le funzioni in R
#smoothing:
a_tT[,Ti+1] <- a_tt[,Ti+1]
V_tT[,,Ti+1] <- V_tt[,,Ti+1]
for (t in Ti:1) {
B_t[,,t] <- V_tt[,,t] %*% t(F) %*% solve(V_tt1[,,t])
a_tT[,t] <- a_tt[,t] + B_t[,,t] %*% (a_tT[,t+1]-a_tt1[,t])
V_tT[,,t] <- V_tt[,,t] + B_t[,,t] %*% (V_tT[,,t+1]-V_tt1[,,t]) %*%
t(B_t[,,t])
V_tT[,,t] <- (V_tT[,,t]+t(V_tT[,,t]))/2 }
convcrit2<-10*epsTHETA
while (convcrit2 >epsTHETA) {
a_0prev<-a_0
Q_0prev<-Q_0
Qprev<-Q
a_0 <- a_tT[,1]
Q_0 <- V_tT[,,1]
if(Qdiag==TRUE) Q_0 <-diag(diag(Q_0))
Q <- matrix(0,dimF,dimF)
for (t in 1:Ti) {
S <- (a_tT[,t+1] - F %*% a_tT[,t]) %*% t(a_tT[,t+1] - F %*% a_tT[,t])
+ V_tT[,,t+1] - F %*% B_t[,,t] %*% V_tT[,,t+1] - t(F %*% B_t[,,t]
%*% V_tT[,,t+1]) + F %*% V_tT[,,t] %*% t(F)
Q< -Q + S
}
Q <- Q/Ti
Q <- (Q+t(Q))/2
if(Qdiag==TRUE) Q <- diag(diag(Q))
a_tt[,1] <- a_0
V_tt[,,1] <- Q_0
it<-0
convcrit<-10*epsALPHAAppendice A. Le funzioni in R 89
while (convcrit >epsALPHA) {
alpha0<-a_tT
for(t in 1:Ti) {
a_tt1[,t] <- F %*% a_tt[,t]
V_tt1[,,t] <- F %*% V_tt[,,t] %*% t(F) + Q
V_tt1[,,t] <- (V_tt1[,,t]+t(V_tt1[,,t]))/2
Z_t <- t(as.matrix(Z[t,]))
D_t <- n[t]*exp(Z_t %*% alpha0[,t+1])/(1+exp(Z_t %*% alpha0[,t+1]))^2
#sigma_t <- D_t
if(!is.na(y[,t])) y_work <- ((D_t)^-1) %*% (y[,t]-n[t]*exp(Z_t %*%
alpha0[,t+1])/(1+exp(Z_t %*% alpha0[,t+1]))) + Z_t %*% alpha0[,t+1]
W_t <- D_t
#Kalman gain:
K_t <- V_tt1[,,t] %*% t(Z_t) %*% (Z_t %*% V_tt1[,,t] %*% t(Z_t)+ W_t^-1)^-1
a_tt[,t+1] <- a_tt1[,t]
if(!is.na(y[,t])) a_tt[,t+1] <- a_tt1[,t] + K_t %*% (y_work - Z_t %*%
a_tt1[,t])
V_tt[,,t+1] <- V_tt1[,,t]
if(!is.na(y[,t])) V_tt[,,t+1] <- (diag(1,dimF) - K_t %*% Z_t) %*%
V_tt1[,,t]
V_tt[,,t+1] <- (V_tt[,,t+1]+t(V_tt[,,t+1]))/2
}
#smoothing:
a_tT[,Ti+1] <- a_tt[,Ti+1]
V_tT[,,Ti+1] <- V_tt[,,Ti+1]
for (t in Ti:1) {
B_t[,,t] <- V_tt[,,t] %*% t(F) %*% solve(V_tt1[,,t])
a_tT[,t] <- a_tt[,t] + B_t[,,t] %*% (a_tT[,t+1]-a_tt1[,t])
V_tT[,,t] <- V_tt[,,t] + B_t[,,t] %*% (V_tT[,,t+1]-V_tt1[,,t]) %*%
t(B_t[,,t])
V_tT[,,t] <- (V_tT[,,t]+t(V_tT[,,t]))/2
}90 Appendice A. Le funzioni in R
convcrit <- mean(abs(alpha0-a_tT))/(1+mean(abs(alpha0-a_tT)))
it<-it+1
}
convcrit2 <- (mean(abs(a_0prev-a_0))/(1+mean(abs(a_0prev-a_0))) +
mean(abs(Q_0prev-Q_0))/(1+mean(abs(Q_0prev-Q_0))) +
mean(abs(Qprev-Q))/(1+mean(abs(Qprev-Q))))/3
itv[i]<-it i<-i+1
}
loglik<-0
for (t in 1:Ti) if(!is.na(y[,t])) loglik <-loglik + t(as.matrix(Z[t,]))
%*% a_tT[,t+1] %*% y[1,t] - n[t]*log(1+exp(t(as.matrix(Z[t,]))
%*% a_tT[,t+1]))
l_0 <- t(a_tT[,1] - a_0) %*% solve(Q_0) %*% (a_tT[,1] - a_0)/2 +
log(det(matrix(Q_0,dimF,dimF)))/2
pen<-0
for (t in 1:Ti) pen <- pen + (t(a_tT[,t+1] - F %*% a_tT[,t]) %*%
solve(Q) %*% (a_tT[,t+1] - F %*% a_tT[,t]))/2 + log(det(Q))*Ti/2
penloglik <- loglik - l_0 - pen
list(penloglik=penloglik, alpha=a_tT, V_tT=V_tT, alphat=a_tt, V_tt=V_tt,
alphat1=a_tt1, V_tt1=V_tt1, a_0=a_0, Q_0=Q_0, Q=Q, itvm=mean(itv),
itn=length(itv))
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