Network analysis has been widely applied in many real-world tasks, such as gene analysis and targeted marketing. To extract effective features for these analysis tasks, network embedding automatically learns a low-dimensional vector representation for each node, such that the meaningful topological proximity is well preserved. While the embedding algorithms on pure topological structure have attracted considerable attention, in practice, nodes are often abundantly accompanied with other types of meaningful information, such as node attributes, second-order proximity, and link directionality. A general framework for incorporating the heterogeneous information into network embedding could be potentially helpful in learning better vector representations. However, it remains a challenging task to jointly embed the geometrical structure and a distinct type of information due to the heterogeneity. In addition, the real-world networks often contain a large number of nodes, which put demands on the scalability of the embedding algorithms. To bridge the gap, in this article, we propose a general embedding framework named Heterogeneous Information Learning in Large-scale networks (HILL) to accelerate the joint learning. It enables the simultaneous node proximity assessing process to be done in a distributed manner by decomposing the complex modeling and optimization into many simple and independent sub-problems. We validate the significant correlation between the heterogeneous information and topological structure, and illustrate the generalizability of HILL by applying it to perform attributed network embedding and second-order proximity learning. A variation is proposed for link directionality modeling. Experimental results on real-world networks demonstrate the effectiveness and efficiency of HILL. This work is, in part, supported by DARPA (#N66001-17-2-4031) and NSF (#IIS-1657196 and #IIS-1718840). The views, opinions, and/or findings expressed are those of the author(s) and should not be interpreted as representing the official views or policies of the Department of Defense or the U.S. Government. Authors' addresses: X. Huang, N. Zou (Corresponding author), and X. Hu, Texas A&M University, College Station, TX 77843; emails: {xhuang, nzou1, xiahu}@tamu.edu; J. Li, Arizona State University, Tempe, AZ 85281; email: jundongl@asu.edu. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. 
computational time requirement could be a bottleneck that limits the application of the joint framework in practice. Some efforts [27, 41] have been devoted to leveraging the network structure and node attributes for seeking a joint low-rank latent representation. They either require eigen-decomposition [18, 26] with O(n 3 ) time complexity in each iteration (n denotes the total number of nodes) or employ gradient descent [41, 54, 58] which usually has a slow convergence rate. Hence, it would be appealing to have a general and scalable framework. Second, assessing a vector representation for each node in the joint space of geometrical structure and a distinct type of information is difficult due to the bewildering combination of heterogeneous sources. A traditional solution to combine heterogeneous information sources is to learn from their corresponding affinity matrices [18, 26] . However, as the size of network scales up, these affinity matrices could become too large to be cached on a single machine, not to mention the operations on them. Third, both of the topological structure and the heterogeneous information could be incomplete and noisy due to the imperfect data collection, which further exacerbates the joint embedding representation learning problem. Therefore, given the distinct characteristics of the data, existing methods cannot be directly applied to incorporate the heterogeneous information into the network embedding.
To tackle the above challenges, in this article, we study the problem of heterogeneous information learning with joint network embedding. It could be summarized into three major research questions as follows. (1) How to effectively model node proximity in the unified space composed of both network structure and the heterogeneous information? (2) How to enable the joint vector representation learning process scalable and efficient? (3) What is the impact of the heterogeneous information learning on network embedding and different real-world applications? Through investigating these questions, we present a general embedding framework named Heterogeneous Information Learning in Large-scale networks (HILL) to accelerate the joint learning. The major contributions of this article could be summarized as follows:
-Empirically validate the correlation between the network structure and the heterogeneous information proximity on real-world datasets; -Propose a general, effective, and scalable embedding framework HILL to learn a lowdimensional representation simultaneously from the heterogeneous information affinity matrix and topological structure information;
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-Present a distributed algorithm to accelerate HILL by decomposing the complex modeling and optimization into many independent sub-problems of low complexity; -Illustrate the generalizability of HILL with applications to attributed network embedding, second-order proximity learning, and link directionality modeling, and demonstrate the effectiveness and efficiency of HILL on three real-world datasets.
The remainder of this article is organized as follows. In Section 2, we introduce the notations used and formally define the problem of heterogeneous information learning with joint network embedding. In Section 3, we employ node attribute information as an example of the heterogeneous information, and corroborate its correlation with topological structure on real-world datasets. In Section 4, we propose a general embedding framework HILL, which could incorporate the proximity of the heterogeneous information into the network embedding. In Section 5, we apply HILL to attributed network embedding, second-order proximity learning, and link directionality modeling. In Section 6, we present a distributed optimization algorithm to accelerate HILL. In Section 7, we report and evaluate the empirical results on three real-world networks. In Section 8, we review the existing literature related to our work. In Section 9, we conclude and present the future work.
PROBLEM STATEMENT
Notations: In this article, scalars are denoted by lowercase alphabets (e.g., n). Vectors are represented by boldface lowercase alphabets (e.g., h). Matrices are denoted by boldface uppercase alphabets (e.g., H). The ith row of a matrix H is represented by h i . The element in the ith row and jth column of a matrix is denoted by h i j . The pseudoinverse of a matrix H is represented by H † . The transpose of H is represented by H . The identity matrix is denoted by I. The 2 -norm of a vector is represented by · 2 , e.g., h 2 = n i=1 h 2 i . The Frobenius norm of a matrix is denoted by · F .
Definition 1 (Heterogeneous Information).
In real-world information networks, there is often another type of meaningful information other than topological structure, such as node attributes, second-order proximity, and link directionality. We refer this distinct data as the heterogeneous information.
Definition 2 (Node Attributes
. In a network, we refer the extra textual, numerical, or image data that describes the characteristic features, records, or properties of each node as node attributes. Examples include posts and comments in social media, paper abstracts in academic networks, and property descriptions in protein-protein interaction networks.
Definition 3 (Second-order Proximity).
In a network, two nodes might have common neighborhoods with different strengths of relationships. The second-order proximity refers to the affinity of every two nodes' neighborhoods and corresponding relationships.
We list the main symbols in this article in Table 1 . Let G = (V, E, W) be a network, where V is a set of n nodes, and E is the corresponding set of edges. Each edge (i, j) ∈ E is associated with a positive weight w i j ∈ W. A larger w i j indicates a higher similarity or stronger relationship between nodes i and j, and w i j is defined as 0 if there is no edge. The set of adjacent nodes of node i is represented by N (i). In this article, we focus on undirected networks first, and then present detailed solutions to handle directed networks with or without node attributes. Let A be an n × m matrix that collects the heterogeneous information of all nodes, where m is the number of heterogeneous information categories, and row a i describes the heterogeneous information associated with node i.
Based on the terminologies explained above, we formally define the problem of heterogeneous information learning with joint network embedding as follows. Given a large set of n nodes 
DATA ANALYSIS ON REAL-WORLD NETWORKS
In this section, we take node attribute information as an example of heterogeneous information, and verify its correlation with the network typological structure on the real-world datasets. Three real-world attributed networks, i.e., BlogCatalog, Flickr, and Yelp are used in this work. All of them are publicly available and have been used in several previous work [18, 29] . The statistics of the three datasets are summarized in Table 2 , with detailed descriptions as follows.
BlogCatalog is a blogger community, where users interact with each other and form a network. Users are allowed to generate keywords as a short description of their blogs. These keywords are served as node attributes. Users also register their blogs under predefined categories, and we set them as labels. The user with no follower or predefined category has been removed.
Flickr is an online community that people could share photos. These photographers could follow each other and form a network. We employ the tags specified on their images as the node attribute information. We set the groups that photographers joined as labels.
Yelp 2 is a social networking service, where crowd-sourced reviews about local businesses are shared. We employ users' friend relationships to form the network, and the bag-of-words model to represent users' reviews as node attributes. All local businesses are separated into 11 primary categories, including Active Life, Arts & Entertainment, Food, Hotels & Travel, Nightlife, American Restaurants, Non-American Restaurants, Fast Food & Meat, Other Restaurants, Shopping, and Services. A user may have reviewed one or several businesses. We use the categories of these businesses as the user's labels.
The well-received studies such as homophily and social influences [34, 57] suggest that nodes with similar network structure would tend to have similar node attributes. We now verify this correlation experimentally. Since there is no formal definition for matrix correlation, we employ three types of metrics in the validation as follows.
Correlation Metrics: The first metric CorrCoef is defined as the Pearson correlation coefficient of all pairwise affinities in the network and node attribute space. There are and we first calculate their cosine similarities based on network structure W and set them as the first group of variables x ∈ R 1×( n 2 ) . Then, we compute the node affinities w.r.t. node attributes A and set them as the second group y ∈ R 1×( n 2 ) . We define the Pearson correlation coefficient of pairwise affinities x and y as CorrCoef. The second metric Intersect is defined as the number of common node pairs in the top 10 4 largest affinities in x and the top 10 4 largest affinities in y. The third metric p-value is defined as the p-value of the null hypothesis as follows.
Hypothesis 1.
There is no correlation between network affinities x and node attribute affinities y.
To validate the correlation between the topological structure and node attributes, we include a randomly generated network as a baseline. This network has the same density as the real-world network, with undirected edges distributed randomly. We measure the correlation between the randomly generated network and real-world node attributes, and conduct 100 trials for each dataset. We define the average mean as RandomMean and the best performance as RandomMax. The results on BlogCatalog and Flickr are shown in Table 3 . The result on Yelp is not available, since it has too many pairwise affinities to be cached on a single machine. As we can see, on both datasets, CorrCoef and Intersect of the real-world networks are much larger than the ones of the randomly generated networks. The p-value of real-world network is 0.00e-016 on both datasets, which demonstrates that there is a significant relationship between the network proximity and node attribute proximity.
A GENERAL EMBEDDING FRAMEWORK -HILL
To investigate the problem of heterogeneous information learning with joint network embedding, we propose a general, effective, and distributed framework named HILL. In this section, we describe how HILL jointly models the topological structure and heterogeneous information proximity in an efficient way. HILL satisfies three nice properties as follows. First, it is capable of handling various types of edges (e.g., undirected or directed, unweighted or weighted) and an arbitrary type of heterogeneous information (e.g., node attributes or second-order proximity). Second, it could well preserve the node proximity in both network and heterogeneous information space. Third, it is scalable, which is important since the number of nodes n and the dimension of heterogeneous information m could be large in practice. Figure 2 illustrates the basic idea of HILL. Given a network with n = 6 nodes, it first decomposes heterogeneous information affinity S into the product of H and H . Meanwhile, it imposes an edge-based penalty into this decomposition such that connected nodes are close to each other in H, and the closeness is controlled by the edge weights in W. The goal is to make more similar nodes in the network space to be closer in H. To accelerate the optimization, a distributed algorithm is proposed to separate the original problem into 2n = 12 sub-problems of low complexity. The first n = 6 sub-problems are designed to be independent of each other, and the same as the last six. So the sub-problems could be assigned to c = 3 workers without order. In the final output, node 1 and node 3 are represented by similar vectors [0.54, 0.27] and [0.55, 0.28], which indicates that they are similar to each other in the original network and heterogeneous information joint space.
Network Topological Structure Modeling
To render the joint embedding representation H well-posed, HILL learns and preserves the node proximity in both the network and heterogeneous information space. We first introduce how HILL models the network proximity via 2 -norm to enable robust learning.
We propose to preserve the node proximity in W by driving nodes with more similar topological structure or connected by higher weights to have similar vector representations. It is based on two hypotheses [14, 51] as follows. First, a graph-based mapping is assumed to be smooth across edges, especially for the regions of high density [8] . Second, the cluster hypothesis [35] suggests that similar nodes tend to cluster together. To achieve these goals, we propose the following loss function to minimize the embedding differences between all pairs of connected nodes,
where rows h i and h j are vector representations of node i and node j, and w i j is the edge weight between the two. The key idea is that, to minimize the penalty w i j h i − h j 2 , a larger weight w i j is more likely to enforce the difference of h i and h j to be smaller. We employ 2 -norm as the difference metric to alleviate the negative impacts resulted from outliers and missing data. The proposed network structure modeling enjoys several nice properties as follows. First, it is in line with the fused lasso [47] and network lasso [12] , which could induce sparsity in the differences of vector representations of similar nodes, and perform continuous edges selection similar to the continuous variable selection in lasso [46] . This is in compliance with the cluster hypothesis in graphs. Second, it can be generalized to model different types of networks, such as weighted and unweighted networks. Hence, it can be easily applied to many real-world applications.
Heterogeneous Information Proximity Modeling
We now demonstrate how HILL makes the embedding representation H also well preserve the node proximity w.r.t. the heterogeneous information. Although the information in A has distinct data characteristics and structures compared with the topological information in W, the node proximity defined by A and W would have a similar structure. Thus, we perform the heterogeneous information learning by modeling the affinity matrix of A. However, as the number of nodes n scales up, this affinity matrix would increase exponentially, and may not be able to be cached on a single machine, not to mention the operations on it. A distributed framework would be necessary. To achieve the goal, motivated by the symmetric matrix factorization [25] , we propose to approximate heterogeneous information affinity matrix S with the product of H and H . The basic idea is to enforce the dot product of vector representations h i and h j to approach the corresponding heterogeneous information similarity s i j . The corresponding loss function is defined as follows:
where heterogeneous information affinity matrix S could be calculated by a representative similarity measure. For simplicity, we use cosine similarity in this article. The loss function J A allows our framework HILL to be optimized in a distributed manner, which will be introduced in Section 6.
Joint Embedding Representation Learning
We have implemented two loss functions J G and J A to model the node proximity w.r.t. the topological structure and heterogeneous information, respectively. To make them complement each other toward a joint robust and informative space, we jointly model the two types of information in a unified optimization problem defined as follows:
Scalar λ serves as an overall parameter that defines a trade-off between the contributions of network and heterogeneous information. It is also a regularization parameter that balances the number of clusters [12, 31] . An intuitive explanation is that when λ is close to 0, the network topology cannot affect the final result H, so each node can be seen as an isolated cluster. When λ is sufficiently large, the optimal solution will end up with the same representation for all nodes, which forms a single cluster. This allows us to tune the number of clusters continuously. The number of cluster is often not specified in network embedding, and tunability of λ is beneficial in this scenario.
THREE REAL-WORLD APPLICATIONS OF HILL
We now illustrate the generalizability of HILL with three real-world applications, i.e., attributed network embedding, second-order proximity learning, and link directionality modeling. We also have designed a variation of HILL for the third application.
Attributed Network Embedding. As indicated by the data analysis on the real-world datasets in Section 3, node attribute information is tightly hinged with network topological structure. Node proximity w.r.t. node attributes tends to be consistent with the one w.r.t. the network, and could be potentially helpful in learning better vector representations. Thus, we leverage the proposed framework HILL to incorporate the node attribute proximity into the network embedding. We achieve this by defining the heterogeneous information A as the node attribute information matrix, with a i describes the characteristic attributes accompanied with node i. Proximity s i j denotes the cosine similarity of node i's and node j's node attributes.
Second-Order Proximity Learning. While J G in HILL could well preserve the first-order proximity, i.e., nodes with higher direct tie strengths would have similar vector representations, in practice, nodes with similar neighbors also tend to be similar. For instance, two users in Facebook sharing many common student friends are more likely to be friends in the same school. Thus, we are motivated to incorporate the second-order proximity into the embedding representation H.
A traditional solution [44] is to concatenate the embedding representations of first-order and second-order proximities. However, it might achieve suboptimal solutions because of the heterogeneity of the two types of proximities. We achieve the second-order proximity learning by defining the heterogeneous information affinity matrix S = S (W ) , where S (W ) is the cosine similarity of W and collects the second-order proximity. It is straightforward to extend to other types of similarities.
Link Directionality Modeling. We have introduced how to efficiently embed undirected networks, and now focus on directed networks, with two major scenarios as follows.
Pure Directed Networks. For directed networks without node attributes, we could treat the link directionality as the heterogeneous information and jointly embed it via HILL. Specifically, to embed the properties of outgoing links, we define A ∈ R n×n as the outgoing network matrix, with row a i collects all the outgoing links of node i. The corresponding objective function is defined as follows:
where S (Out) is the cosine similarity of the outgoing network matrix, and
contains the pure topological structure. Set E collects all the edges with non-zero weights w i j . It is straightforward to perform the incoming network embedding in a similar way.
Directed Attributed Networks. In social media, the relationships are often directed, with a rich set of node attributes that are also available. For instance, on Twitter, the President of USA has millions of followers, but only follows a few of them. A straightforward way to embed directed attributed networks is to discard the directionality and set edge weights w i j and w ji equal to their mean value [30] . However, it could be appealing to jointly embed the link directionality and node attributes. HILL achieves this joint learning by defining the heterogeneous information A as the node attribute information matrix, and defining matrix W as the cosine similarity of the outgoing network matrix S (Out) . In the optimization, S (Out) could also be calculated in a distributed way. It is straightforward to jointly embed the incoming network and node attributes in a similar way.
A DISTRIBUTED OPTIMIZATION ALGORITHM FOR ACCELERATION
In this section, we introduce the optimization of HILL. Its objective function in Equation (3) not only could jointly model network proximity and heterogeneous information affinity, but also enjoys a specially designed structure that enables it to be optimized in an efficient and distributed manner, i.e., J is separable for h i and can be reformulated as a bi-convex optimization problem. Based on this, we propose an efficient algorithm to obtain H, with three major procedures as follows.
First, we add a copy Z = H, then the objective function in Equation (3) could be rewritten as follows:
(5) Based on this, we further reformulate Equation (3) into a linearly constrained problem defined as follows:
This indicates that J is separable for both h i and z i . Since 2 -norm is convex, it is easy to verify that the function in Equation (6) is bi-convex, i.e., convex w.r.t. h i when Z is fixed and convex w.r.t. z i when H is fixed. However, it is infeasible to obtain closed-form solutions for these 2n sub-problems because of the linear constraint H = Z. Second, we solve the above optimization by converting it into 2n simple update steps and one simple matrix update step, motivated by the distributed convex optimization technique -Alternating Direction Method of Multipliers (ADMM) [3, 12] . The augmented Lagrangian [13] of the objective function in Equation (6) is formulated as follows:
where rows u 1 , . . . , u n ∈ R d are the scaled dual variables [3] , and ρ > 0 is the penalty parameter. The minimizer of Equation (6) is then converted to the saddle point of L, which can be approached by iteratively finding the optimal H, Z, and U. Third, assume that, in iteration t, we have obtained the optimum of the three matrices as H t , Z t , and U t . Then, in iteration t + 1, the calculation of H t +1 or Z t +1 could be separated into n independent and simple sub-problems as follows:
The update rule for U t +1 is defined as follows:
We need to obtain all the h t +1 i before calculating z t +1 i , and update U t +1 after getting all the h t +1 i and z t +1 i . However, the order of solving h t +1 i , for i = 1, . . . , n, is not fixed, since they are independent of each other. When the machine capacity is limited, s i could be calculated separately in each corresponding worker via equation s i = a i A (q i q), where notation denotes the elementwise division. Vector q is the dot product of each heterogeneous information vector and itself, i.e., q = [ a 1 a 1 , . . . , a n a n ]. Next, we introduce how to solve the problems in Equations (8) and (9).
Computation of h
t +1 i and z
t +1 i
Although the function in Equation (8) is convex, it is challenging to get the closed-form solution. We propose to approach the optimal h t +1 i iteratively. There are several non-differentiable points at h i = z t j in Equation (8), and the classical solution is to use subgradient methods. However, these methods usually converge slowly. Thus, we present an efficient heuristic approach to calculating h t +1
i . We first define h k i = h t i as the initial point, with k = 0. Then, by taking the derivative of the function in Equation (8) 
where N (i) is the set of adjacent nodes of node i with representations in Z t not equal to h k i , i.e.,
Here, N (i) is defined to handle non-differentiable points. We employ h k i − z t j 2 to estimate the distance h k+1 i − z t j 2 , and the monotonically decreasing property of the update rule in Equation (11) is proved in Theorem 1 and Corollary 1. It is proved that the objective function in Equation (8) is optimal if and only if h k i = h k+1 i or h i = z t j . Thus, we stop updating when they are close enough, and set the final one as h t +1 i . The proposed solution is heuristic because in a few extreme cases, h t i might equal to z t j . We could get z t +1 i in a similar way, withN (i) = {j ∈ N (i) and h t +1 j z k i }, and the corresponding update rule of z k+1 i is defined as follows:
Theorem 1 (Monotonicity of Update Rules). For any finite number of known vectors z j ∈ R 1×d and a j , and known Q ∈ R d ×d and c ∈ R 1×d , given a function of x ∈ R 1×d defined as follows:
we have f (x k+1 ) ≤ f (x k ) for any pair of {x k , x k+1 } satisfying the rule as follows, with x k z j ,
where Proof. Our goal is to prove that f (x k+1 ) ≤ f (x k ), when x k+1 and x k have a relation as follows:
First, for x k z j , we define a new quadratic function of x as follows:
It is easy to prove that д(x) achieves the global minimum at x k+1 . Thus, for any vector
By substituting x k+1 and x k into д(x), we get an inequation as follows:
We could further unfold Equation (16) as follows:
, we could multiply b j on both sides of the above inequation, and have
By summing up Equations (15) and (17), we get
Based on this proved monotonicity, f (x) is guaranteed to achieve the global optimum if and only if x k+1 = x k or x = z j , since it is convex. Corollary 1. The update rule in Equation (11) will monotonically decrease the objective function in Equation (8) , and converge to the global optimum if and only if h k+1
Proof. Based on Theorem 1, it is straightforward to prove Corollary 1 by defining the corresponding known Q, c, and a j , for all the j ∈ N (i), as follows: = [ a 1 a 1 , . . . , a n a n ], and A ← A q; 3 repeat 4 Calculate Z t Z t ; 5 for i = 1 : n do /* Assign the i th node to any available worker, in this worker, do: */
6
Compute local heterogeneous information affinity s i = a i A , and set k = 0 and h k i = h t i ;
repeat 8
Update h k+1 i based on Equation (11), and set k = k + 1;
11
Calculate H t +1 H t +1 ;
12
for i = 1 : n do /* Assign the i th node to any available worker, in this worker, do: */
13
Compute local heterogeneous information affinity s i = a i A , and set k = 0 and z k i = z t i ;
repeat 15
Update z k+1 i based on Equation (13), and set k = k + 1;
18
Update U t +1 = U t + (H t +1 − Z t +1 ) and t = t + 1;
19 until r t 2 ≤ ϵ pr i and s t 2 ≤ ϵ dual ; 20 return H t .
Summary of the Optimization of HILL
The distributed algorithm for optimizing the problem in our framework HILL is described in Algorithm 1. To have an appropriate initialization, we set the initial embedding representation H t =0 as the left singular vectors of W 0 , where W 0 is a matrix that randomly samples 2d columns of W. We update H and Z iteratively until they are approximately equivalent and no longer change much in one iteration. The corresponding termination criterion is that primal residual
should be sufficiently small [3] . To find H t +1 , the optimization process is split into n number of sub-problems. These n update steps of h t +1 i could be assigned to c workers in a distributed way as illustrated in Figure 2 . We initialize h k i = h t i and keep applying the update rule on h k+1 i until it convergences, and the final result is set to be the new h t +1 i . Variable matrix Z t +1 is calculated in a similar way. H and Z are non-separable in Equation (6) , and the convergence of non-separable biconvex ADMM is still an open problem, with few attempts recently [10] .
The proposed framework HILL enjoys several nice properties as follows. First, it enables the n update steps for h t +1 i (or z t +1 i ), for i = 1, . . . , n, independent of each other. Thus, in each iteration, the global coordination could assign these tasks to available workers and collect the solutions from them without a fixed order. Second, all these small update steps have low complexity and converge fast. In such way, we split the original complex embedding problem into 2n simple convex optimization sub-problems. Third, as it is typical for ADMM [3] O(d 2 n) . We denote the number of operations required to obtain the heterogeneous information affinity matrix S as T S . In each sub-problem, since we only need to compute Z t Z t once for all h t +1 i per iteration, the update time for h i should be O(
n, this complexity could be reduced to O(n). Therefore, the total time complexity of HILL is O(n + T S + n 2 c ), which equals to O(nN A + n 2 c ), where N A is the number of non-zero entries in A. It should be noted that we avoid the computation of the similarity matrix of W, which saves lots of time. Except for the space for storing the original W and A in the coordinator, it is easy to check that the space complexity of HILL is only O(n). Because the rule in Equation (11) shows that, when calculating H, only the low-dimensional matrix Z is replicated in each worker.
Heterogeneous Information Learning in Streaming Networks
The proposed framework HILL could also handle streaming networks. Given an optimal joint embedding representation H * , we could easily acquire the vector representations of newly included nodes. Assume we have a new node i with network features w i and heterogeneous information a i , we could obtain h i readily via the objective function as follows:
whereĤ is a matrix that concatenates H * and h i . Similarly, we could make a copy z i = h i and approach the optimal solution of Equation (22) via three sub-problems as follows:
whereẐ t is a matrix that concatenates H * and z t i . Based on Theorem 1, it is straightforward to find the following update rules to iteratively solve the sub-problems in Equation (23) .
EXPERIMENTS
In this section, we empirically evaluate the effectiveness and efficiency of the proposed framework HILL. We aim at answering three research questions as follows. (1) What is the impact of the heterogeneous information such as node attributes and second-order proximity on the network embedding? (2) How effective and efficient is HILL compared with the state-of-the-art heterogeneous information joint learning methods? (3) What are the impacts of the three parameters λ, ρ, and d on the performance of HILL?
Baseline Methods
We apply the proposed framework HILL to two tasks, i.e., attributed network embedding and second-order proximity learning, and get HILL_Attri and HILL_Net, respectively. It should be noted that HILL_Net only uses network information. HILL_Attri and HILL_Net are compared with three categories of baseline methods. First, to evaluate the impact of incorporating the heterogeneous information, two state-of-the-art scalable network embedding methods, i.e., DeepWalk and LINE, are used for comparison. Second, to study the contribution of incorporating the network structure, we include two methods for modeling pure node attributes, i.e., PCA and Spectral. Third, to investigate the effectiveness and efficiency of HILL_Attri, we compare it with two state-of-theart heterogeneous information joint learning methods, i.e., LCMF and MultiSpec. The detailed descriptions of these methods are listed as follows:
-DeepWalk [40] : It performs truncated random walks on a network, and embeds the walking tracks as sentences via language modeling techniques. Each vertex corresponds to a word. -LINE [44] : It samples and embeds both one-hop and two-hop neighbors of each node, and then concatenates the two learned low-dimensional representations into one. -HILL_Net: It treats the second-order proximity as the heterogeneous information, and employs HILL to incorporate it into the first-order proximity. Node attributes are not used in it. -PCA [22] : It is a classical dimensionality reduction technique. It takes the top d principal components of the node attribute information matrix as the learned representation. -Spectral [51] : It embeds node attributes via two steps. First, it constructs a new graph with the cosine similarity of two nodes' attribute vectors a i and a j as the corresponding edge weight. Second, it performs normalized spectral embedding on the constructed graph to learn H. -LCMF [58] : It learns a low-dimensional representation from the heterogeneous linkage and content information by carrying out a joint matrix factorization. -MultiSpec [26] : It treats the network structure and node attributes as two views, and embeds them jointly by co-regularizing spectral clustering hypotheses across the two views. -HILL_Attri: It treats node attributes as the heterogeneous information, and employs HILL to incorporate it into the network embedding. -HILL_Stream: It has similar settings to HILL_Attri, except that nodes in the test group arrive one by one. It employs the objective function in Equation (22) to calculate the joint embedding representations of the streaming nodes.
Experimental Setup
Following the widely adopted way of validating network embedding [40, 44] , we evaluate HILL_Attri, HILL_Net, and baseline methods on the node classification task [42, 58] . The goal is to predict which category or categories a new node belongs to based on its low-dimensional representation and the learned classifier. We now introduce the experimental settings in detail. We employ five-fold cross-validation, i. The classification performance is measured via two commonly used evaluation criteria, microaverage and macro-average [21] . F-measure is a widely used metric for binary classification. Microaverage is the harmonic mean of average precision and average recall, i.e.,
where TP (i ) , FP (i ) , and FN (i ) denote the numbers of true positives, false positives, and false negatives in the ith label category correspondingly. Macro-average is defined as an arithmetic average of F-measure of all label categories, i.e.,
We follow the suggestions of the original papers to set the parameters of baseline methods. If it is not specified, the embedding dimension d is set to be 100. All experimental results are the arithmetic average of 10 test runs. We ran the experiments on a Dell OptiPlex 9030 i7-16GB desktop.
Impact of the Heterogeneous Information
To answer the first question proposed at the beginning of this section, i.e., how node attributes could advance the embedding representation, we compare HILL_Attri with the three network embedding methods, i.e., DeepWalk, LINE, and HILL_Net, and the two node attribute modeling methods, i.e., PCA and Spectral. To study the impact of the second-order proximity, we compare HILL_Net with DeepWalk and LINE. Since PCA and Spectral are not practicable on the Yelp dataset, we randomly select 20% of Yelp and set it as a new dataset, i.e., Yelp-sub, such that we are able to know the performance of all methods on it. The classification performance w.r.t. these methods is presented in Table 4 . The experimental results of HILL_Attri and the two scalable embedding methods on the original Yelp dataset are shown in Table 5 .
Form the results in Tables 4 and 5 , we have three major observations as follows. First, by taking advantage of node attributes, HILL_Attri achieves significantly better performance than all network embedding methods on all datasets. For example, on BlogCatalog, we observe that incorporating node attributes allows HILL_Attri to achieve 38.7% gain over DeepWalk and 36.3% gain over LINE in terms of Micro-average score. Second, by performing joint embedding on the network and node attributes, HILL_Attri consistently outperforms PCA and Spectral on all datasets. For example, on BlogCatalog, HILL_Attri achieves 8.8% of improvements than PCA. Third, by incorporating the second-order proximity, HILL_Net outperforms DeepWalk. For instance, on Flickr, HILL_Net achieves a gain of 17.0% over DeepWalk. HILL_Net does not perform well on Yelp-sub since its network information is too noisy.
We also vary the number of nodes that is used for training as {10%, 25%, 50%, 100%} of the entire training group to evaluate the effect brought by different sizes of training data. The results are shown in Table 4 . From the results, similar observations are made. HILL_Attri consistently achieves better performance than all baselines on all datasets. For example, on Flickr, when training set percentage is 50%, HILL_Attri achieves 5.0% of improvements than Spectral.
Effectiveness Evaluation
To answer the second question asked at the beginning of this section, two types of comparisons are conducted. First, to study the performance of our framework on the node attribute learning, we compare HILL_Attri with the two heterogeneous information joint learning methods, i.e., LCMF Training set percentage indicates the percentage of nodes in training group that are used for embedding. # Nodes for embedding denotes the total number of nodes in the test group and nodes in the training group that are used. HILL_Attri outperforms baselines with a 0.05 significance level. and MultiSpec. Second, to evaluate the performance of our framework on the second-order proximity learning, we compare HILL_Net with LINE, which learns a unified low-dimensional representation by concatenating the latent representations of first-order and second-order proximities straightforwardly. The classification results w.r.t. different training set percentages are shown in Table 4 . From the results, we have two major observations as follows. First, in terms of node attribute learning, HILL_Attri consistently outperforms LCMF and MultiSpec w.r.t. all training set percentages. For instance, on Flickr, HILL_Attri achieves 18.2% of improvements than LCMF when training set percentage is 100%, which could be explained by the fact that latent features learned 70:18 X. Huang et al. by decomposing the network matrix and node attribute information matrix are heterogeneous. It is challenging to combine them. We also find that MultiSpec might perform worse than PCA. For instance, on Yelp-sub, PCA achieves a gain of 1.0% over MultiSpec when training set percentage is 25%. It is because the network information is too noisy. MultiSpec treats the networks and node attributes as two views, and incorporates them without considering their distinct data structures. Second, in terms of second-order proximity learning, HILL_Net consistently achieves better performance than LINE on BlogCatalog and Flickr. For instance, on BlogCatalog, HILL_Net achieves a gain of 9.0% over LINE, which could be explained by the fact that LINE combines the first-order and second-order proximities via simple concatenation, while HILL_Net jointly embeds them with a carefully designed structure. One-tailed t-test results show that HILL_Attri is statistically significantly better (with p-value 0.01) than all the baselines on all datasets. The p-value on BlogCatalog and Flickr are smaller than 9.5 × 10 −14 and 1.6 × 10 −12 , respectively.
Efficiency Evaluation
To study the efficiency of the proposed framework, we compare HILL_Attri with the two heterogeneous information joint learning methods. Empirical results show that a near optimal solution of J is enough to guarantee H to be an informative embedding representation. Figure 3 shows the objective function J in HILL_Attri as a function of the iteration number on all the three datasets. As we can see, J decreases rapidly in the first two iterations. Therefore, in practice, only a few iterations are required for our framework HILL. If it is not specified, in the experiments, we stop the iteration at the stopping points shown in Figure 3 . It should be noted that J might not decrease monotonically because of the non-differentiable points at h i = z t j in Equation (8) . The computation time in logarithmic scale as a function of the number of input nodes on the three datasets are shown in Figure 4 . The blue, red, and yellow dash-dot curves show the performance of LCMF, MultiSpec, and HILL_Attri, respectively. From the results, we observe that HILL_Attri takes much less running time than LCMF and MultiSpec consistently. As the number of nodes increases, the performance difference raises up. The third subfigure shows that LCMF and MultiSpec have larger growth rates than HILL_Attri. They become infeasible when the number of nodes is greater than 49,802 and 29,881, respectively, due to the high computational cost and memory requirement of matrix factorization and eigen-decomposition. Furthermore, while the three methods are running within a single thread for a fair comparison, HILL_Attri could be implemented in multi-thread way as illustrated in Figure 2 . This strategy could further improve the efficiency of HILL_Attri. We demonstrate the running time of HILL_Attri w.r.t. different numbers of workers c on a dual-core processor in Table 6 . As we can see, on all the three datasets, the 70:19 computation time of HILL_Attri is reduced by almost 50% when c is increased from 1 to 2. When c = 1, the running time on BlogCatalog and Flickr in Table 6 is larger than the one in Figure 4 . It is because it takes extra time for the multi-thread version of HILL to set up the coordinator and workers. When n is large enough, e.g., on Yelp-sub, the running time with c = 1 in Table 6 is the same as the one in Figure 4 . In summary, all these observations demonstrate the efficiency and scalability of HILL.
Parameter Analysis
We now answer the third proposed question, i.e., what are the impacts of parameters λ, ρ, and d. As discussed in Section 4.3, regularization parameter λ in HILL balances the contributions of network information and heterogeneous information proximity. Penalty parameter ρ determines the amount of penalty from the linear constraint H = Z. To investigate the impacts of λ and ρ, we vary λ from 10 −6 to 10 4 and ρ from 0.1 to 20. Figure 5 shows the performance in terms of Macro-average as a function of λ and ρ on BlogCatalog and Flickr. We omit the results on Yelp since they are similar. From Figure 5 , we have two observations. First, when λ is close to 0, network information has no impact as if all nodes are isolated. As λ increases, HILL starts to cluster nodes according to the topological structure, so the performance keeps improving. As shown in Figure 5 , performance on BlogCatalog and Flickr achieves optimal when λ is close to 0.1. The performance decreases when λ is too large, since large λ tends to drive all nodes to have the same vector representation. Second, the penalty parameter ρ has a limited impact on the performance of our framework HILL.
To study the impact of embedding dimension d, we vary it from 20 to 180 on BlogCatalog and Flickr. The classification performance of all methods in terms of Micro-average w.r.t. d is shown in Figure 6 . We omit the results on Yelp since they are similar. From the results, we observe that conclusions made above hold undeviatingly as d varies. DeepWalk and LINE are always inferior to HILL_Attri and the two heterogeneous information joint learning methods. HILL_Attri consistently outperforms all baselines. By increasing d, the performance of all methods first increases and then keeps stable. This shows that the learned low-dimensional representations perform well in capturing most of the meaningful information.
Effectiveness Evaluation on Streaming Networks
Our framework could also be applied to streaming networks. In the experiments, we make the nodes in the test group come one by one, and denote HILL on such streaming attributed network embedding as HILL_Stream. Its performance regards to different training set percentages is shown in Table 4 . From the results, we observe that HILL_Stream achieves a comparable performance with the batch mode, i.e., HILL_Attri, on all the three datasets. For example, on Flickr, HILL_Stream performs only 2.8% worse than HILL_Attri when the training set percentage is 100%. The performance of HILL_Stream on Yelp-sub is worse than PCA since HILL relies on the topological structure to infer the vector representations of new nodes, while the network information of Yelp-sub is noisy.
RELATED WORK
Our work is related to three research topics, i.e., large-scale network embedding, attributed network embedding, and network lasso, with detailed descriptions as follows.
First, large-scale network embedding has become an efficient tool to deal with real-world networks. The main question is how to efficiently learn low-dimensional representations for all vertices in a large network, such that the original geometrical information is recoverable. Efforts have been devoted from various aspects [11, 40, 44] . Tang and Liu [45] presented an edge-centric clustering scheme to facilitate the learning efficiency and alleviate the memory demand. Ahmed et al. [1] advanced a distributed matrix factorization algorithm to decompose large-scale graphs based on stochastic gradient descent. Tang et al. [44] improved the efficiency of stochastic gradient descent via an edge-sampling algorithm. The basic idea is to unfold a weighted edge into many binary edges by sampling each edge with a probability proportional to the weight. Ou et al. [36] designed a Jacobi-Davidson type algorithm to approximate and accelerate the singular value decomposition in the high-order proximity embedding. Wang et al. [52] involved a deep structure to embed both first-and second-order proximities of nodes. Grover and Leskovec [11] involved language modeling techniques to make the network embedding scalable. The basic idea is to conduct truncated random walks on a graph and analyze them as sentences. Two key parameters are defined to bias the walks toward broader or deeper space. Dong et al. [7] further advanced this idea to embed networks with heterogeneous types of nodes, and designed a novel heterogeneous skip-gram model to jointly learn structural and semantic correlations. Yang et al. [55] proposed to accelerate the embedding by approximating the network proximity via a theoretical bound. Most recently, a series of deep learning based embedding models [50, 52] have been explored. The focus of our article is scalable models, and a survey on network embedding could be found in [6] .
Second, research has been done to analyze attributed networks in various domains. It becomes increasingly promising to advance the learning performance by jointly exploiting geometrical structure and node attributes [16, 17, 43] . Tsur and Rappoport [49] improved the prediction of the spread of ideas by taking advantage of both content and topological features. Due to the complexity of attributed networks, nodes' properties and dependencies cannot be fully explained via these models. Several algorithms [29, 58] have been proposed to exploit the potential of learning a more informative joint low-rank latent representation. Qi et al. [41] modeled the content information based on pairwise similarity and jointly mapped it along with context link into a semantic latent space by learning structural correlation between semantic concepts. Le and Lauw [27] advocated a probabilistic-based framework for the document network by finding a joint low-dimensional representation for network connectivity and textual content. Chang et al. [4] designed a deep learning method to map the rich linkage and content information into a latent space while capturing the similarities among cross-modal data. Yang et al. [54] proposed a coupled matrix factorizationbased method to handle networks with text information describing the nodes. Efforts also have been devoted to learning latent representations of networked instances by performing unsupervised feature selection [29, 30] . Kipf and Welling [23] introduced a variational graph autoencoder to learn a joint latent representation from an undirected graph and node features. They further improved the performance of deep models via a graph convolutional neural structure [24] . Huang et al. [18] and Pan et al. [38] explored the potential of incorporating labels into the attributed network embedding. Liu et al. [32] performed local anomaly detection based on attributed network embedding, and accelerated the embedding process via a parallel mini-batch stochastic gradient descent. Li et al. [28] explored the attributed network embedding in a dynamic environment, and proposed an online framework based on the matrix perturbation theory. Most recently, an interactive framework [19] has been proposed to learn and incorporate the meaningful but abstract experts' knowledge into the attributed network embedding. Attributed network analysis is different from multi-view learning [26] . The network structure is more than one angle of view. Its underlying properties are complex, including the connectivity, transitivity [36] , first and higher order proximities [52] , and so on.
Third, network lasso was formally defined by Hallac et al. [12] as a simultaneous clustering and optimization problem. The key idea is to utilize the 2 -norm distances of adjacent nodes as penalties and enforce nodes in the same cluster to have similar representations. The pioneer work of network lasso could be traced back to the fused lasso [15, 47] and convex clustering [39] problems. Both of them can be viewed as special cases of network lasso and have been well explored. Lindsten et al. [31] demonstrated the equivalence between convex clustering and a convexification of k-means clustering. They utilized the off-the-shelf convex programming software CVX to handle the regularization. This solver is powerful in solving general convex problems but quite inefficient. Thus, Hocking et al. [14] introduced several efficient algorithms for convex clustering with three commonly used norms, 1 , 2 , and ∞ . Recently, Chi and Lange [5] exploited the possibility of finding regularization paths of arbitrary norms by using ADMM and alternating minimization algorithm. These methods could only deal with thousands of nodes, and convex clustering often requires to include distances between every pair of nodes as penalties. We propose to use network lasso and symmetric matrix factorization jointly to perform the heterogeneous information learning. It is novel and non-trivial since the framework is required to be both separable and effective. Efforts also have been devoted to proving the monotonicity of the proposed updated rules.
CONCLUSION AND FUTURE WORK
In this article, we propose a general and efficient embedding framework HILL to handle the heterogeneous information learning in real-world networks at scale. The proposed framework could effectively model an arbitrary type of heterogeneous information by incorporating its node proximity into network embedding in a distributed manner. Specifically, we learn a low-dimensional representation based on the decomposition of the heterogeneous information affinity matrix and the embedding difference between connected nodes. A distributed optimization algorithm is developed to decompose the complex problem into many sub-problems of low complexity, which could be solved by sub-workers in parallel. We demonstrate the generalizability of HILL with three real-world applications, including attributed network embedding, second-order proximity learning, and link directionality modeling. A variation of HILL to handle heterogeneous information learning in streaming networks is also proposed. Experiments on the three real-world attributed networks demonstrate the effectiveness and efficiency of HILL. Our future work in this area will focus on investigating several open questions as follows. (1) How can we embed large-scale networks with dynamic topological structure and dynamic heterogeneous information? (2) How can we extend the proposed algorithms to a semi-supervised framework, since in many real-world information networks, partial labels are often available?
