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We report on a new approach for deriving coarse-grained intermolecular forces that retains the fric-
tional contribution that is often discarded by conventional coarse-graining methods. The approach
is tested for water and an aqueous glucose solution, and the results from the new implementa-
tion for coarse-grained molecular dynamics simulation show remarkable agreement with the dy-
namics obtained from reference all-atom simulations. The agreement between the structural prop-
erties observed in the coarse-grained and all-atom simulations is also preserved. We discuss how
this approach may be applied broadly to any existing coarse-graining method where the coarse-
grained models are rigorously derived from all-atom reference systems. © 2014 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4898625]
I. INTRODUCTION
Computer simulation is a powerful tool for investigating
the fundamental principles of physics, chemistry, and biology.
Molecular simulation, in particular, reveals microscopic de-
tails that are difficult, if not impossible, to observe solely by
experimental or theoretical approaches. For example, classi-
cal molecular dynamics (MD) simulation1 is commonly used
to model the structure and dynamics of a system at the atom
scale. Because the pairwise forces between atoms are calcu-
lated at every time step in MD, the system size that can be
conveniently handled is about a million atoms for a time scale
on the order of 100 ns. There are all-atom MD simulations
that have reached the microsecond time scale2–4 and even the
millisecond time scale5 but typically these are exceptional
cases that model relatively smaller system sizes, O(10 000)
atoms. However, the phenomena of interest for many practi-
cal problems typically involve micrometer length scales (i.e.,
hundreds of millions of atoms) and occur on microsecond to
millisecond time scales.6
To bridge MD simulations from the atomic scale to the
mesoscale, coarse-grain (CG) models are developed. These
CG models combine multiple atoms into one group (a CG
bead), thereby reducing the degrees of freedom in the system
by up to an order of magnitude. Once the CG beads have been
defined, the effective forces (or potentials) between these CG
beads are derived from all-atom simulation trajectories or fit
to experimental data.
There are several coarse-graining methods that are used
to derive effective CG forces (or potentials): (i) fitting free en-
ergy in the system,7, 8 (ii) structure-based methods that repro-
duce a pre-defined target structure,9–12 and (iii) force match-
ing approaches, where the instantaneous CG forces are fitted
a)Author to whom correspondence should be addressed. Electronic mail:
mhlamm@iastate.edu.
to the forces from all-atom molecular simulations.13–16 These
approaches yield CG models that, when implemented in MD
simulation (CGMD), have successfully modeled the structure
and thermodynamics of systems up to the mesoscale. The re-
duction in degrees of freedom eliminates much of the friction
between CG beads and results in faster CG dynamics.17 This
is advantageous for the efficient sampling of phase space but
problematic if one wishes to calculate a time-dependent prop-
erty from CGMD.
One way to address the problem of incorrect (fast)
CG dynamics is to incorporate hydrodynamic interactions
(HI) into the CG model, because HI can play a significant
role in dynamic properties of a system. HI can be imple-
mented by using equations of motion based on the generalized
Langevin equation (GLE) formalism introduced by Mori and
Zwanzig.22, 23 The GLE is exact for a set of reduced variables
but, as discussed by Hijon et al.,24 it is not fully explicit and
there are several challenges that prohibit the use of the GLE
in practical applications. Hence, one or more approximations
are made to the GLE to obtain equations of motion in a form
that is practical for applications.24–29
For example, the Markovian multidimensional Langevin
equation30 obtained from the GLE is
M
dv(t)
dt
= F(q) − ζv(t) + η(t), (1)
where M is the diagonal matrix of particle masses, q are the
generalized coordinates, ζ is the friction tensor, v is the ve-
locity vector, F is the force vector exerted on CG beads due
to potential energy of interaction with other CG beads, and
η is the noise force vector. The friction tensor ζ is symmet-
ric to satisfy symmetry in the Markovian noise correlation.
The term ζ is the 3N × 3N friction tensor, and all the vec-
tors are 3N-dimensional, where N is the number of CG beads
in the system. The multidimensional nature of the Langevin
equation in Eq. (1) introduces HI into the CG system, where
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the disturbance of the velocity of one particle influences the
friction exerted on other particles. In a practical sense, the
Langevin equation with HI (Eq. (1)) has limited applicabil-
ity due to the difficulty of defining a friction tensor for every
system.
For systems with large CG beads compared to the size
of solvent molecules, the position and velocity Markovian
Langevin equation (Eq. (1)) can be reduced to the position-
only Brownian dynamic (BD) equation.31 In Brownian dy-
namics with HI, a diffusion tensor D (diffusion tensor and
friction tensor related as D ∼ ζ−1) is typically obtained with
Oseen or Rotne-Prager approximations.32, 33 Brownian dy-
namics with HI has been successfully applied to study such
phenomena as protein folding,34 the stretching and orienta-
tion of polymers under flow,35 and DNA dynamics.36 The ap-
plication of BD with HI is limited to dilute systems with large
solute/solvent size separation.
For the majority of applications, a simple Langevin equa-
tion with diagonal friction tensor ζ i is used37
mi
dvi(t)
dt
= Fi − ζivi(t) + η(t), (2)
where mi is the mass of particle i, Fi is the force exerted on
particle i due to potential energy interaction with other par-
ticles, vi(t) is the velocity of particle i, and η(t) is the noise
term with the properties obtained from the second fluctuation-
dissipation theorem48
〈ηi(t)〉 = 0, (3)
〈ηi(t0)ηj (t0 + t)〉 = 2 kBTrefζiδij δ(t), (4)
where kB is the Boltzmann constant, and Tref is the reference
temperature. Equation (2) was originally derived to describe
the dynamics of a Brownian particle across time scales39, 40
and it has been successfully used to model the dynamics
of many other systems.41–43 Unfortunately, by replacing the
complete friction tensor (Eq. (1)) with a diagonal friction ten-
sor, Eq. (2) is not able to reproduce HI any more. Although,
even without HI, it is possible to correctly reproduce the dy-
namic properties of some CG systems by choosing an appro-
priate diagonal friction tensor. There are multiple methods de-
scribed in literature that address this problem. For example,
one may address the problem of fast CG dynamics by rescal-
ing the time during the simulation. A simple scaling factor for
converting the CG time to the reference system time scale can
be obtained by comparing the diffusion coefficients from the
CGMD and reference MD simulations.18, 19 For supercooled
liquids, applying temperature-scaling to the CGMD simula-
tion has been shown to better reproduce the all-atom dynam-
ics when compared to time-scaling, although accuracy in the
structure predicted by the temperature-scaling approach was
compromised.20 Rescaling approaches are simple to imple-
ment for homogeneous systems but become more difficult for
heterogeneous systems, where the scale factor must necessar-
ily be a tensor.21
Another approach to obtain accurate CG dynamics is
to put the dynamics from the missing degrees of freedom
back into the system by using equations of motion based on
the generalized Langevin equation formalism. The advantage
of the GLE approach for CGMD is that it provides a basis
for parameterizing the equations of motion as a function of
the coarse-grained model itself. For example, Izvekov and
Voth derived friction coefficients for one- and two-site coarse-
grained models of methanol by using a GLE equation formu-
lated for autocorrelation functions.25 The force-velocity and
velocity-velocity correlation functions for the coarse-grained
beads were computed directly from all-atom MD trajecto-
ries for methanol. These correlation functions and the dif-
fusion coefficient calculated from the all-atom MD simula-
tion were used to parameterize the GLE-based equations of
motion. The resulting GLE simulation with the CG model
predicted a diffusion coefficient in good agreement with the
diffusion coefficient obtained with the all-atom model. This
strategy is straightforward for homogeneous systems with one
or two types of coarse-grained beads but it may be problem-
atic for heterogeneous systems with several CG bead types.
Specifically, for heterogeneous systems with many types of
CG beads the number of unique terms for the friction ten-
sor significantly increases and this requires one to compute
the autocorrelation function for each unique pair type of CG
beads in the system. Accurate calculation of the autocorre-
lation functions, in turn, requires good statistical sampling
of the all-atom MD trajectory. Hence, this approach may be
computationally prohibitive for systems with many types of
CG beads.
In the spirit of developing a universal coarse-graining ap-
proach for molecular systems, Shell has shown that relative
entropy between a CG model and the all-atom reference sys-
tem is the fundamental quantity to be minimized when de-
riving a CG model.44 When this approach is applied to sim-
ple liquids, the resulting CG models are capable of retain-
ing the information needed to accurately model the thermo-
dynamic properties and the diffusion coefficients of the refer-
ence system.45 The relative entropy framework has been fur-
ther generalized by Espanol and Zuniga46 to address the dy-
namic regime in a way that circumvents the need for calculat-
ing components of the friction tensor. The minimum relative
entropy approach is a promising strategy but there remain ob-
stacles, such as practical implementations for solution of the
optimization problem,47 that currently prevent it from being
widely adopted.
In this article, a rigorous and self-consistent method for
deriving and implementing Langevin dynamics with hydro-
dynamic interactions for CGMD simulations (Eq. (1)) is pre-
sented. This method is based on the well-known Langevin
equation formalism discussed above. However, compared
to previous implementations of the Langevin equation for
CGMD, this paper describes how to compute the friction ten-
sor directly during the derivation of the CG force field, using
routine post-processing calculations. Examples are shown to
demonstrate that the method is applicable to homogeneous
and heterogeneous systems alike. The application of this ap-
proach to other coarse-graining methods is straightforward.
The paper is organized as follows: in Sec. II, a self-
consistent method for deriving Langevin equations with hy-
drodynamic interactions using CG force fields and imple-
menting them in CGMD simulations to obtain accurate dy-
namic properties is described. The details of the all-atom MD
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and CGMD simulations are given in Sec. III. In Sec. IV, two
examples are used to demonstrate the effectiveness of the
approach for retaining dynamics. In Sec. V, the paper con-
cludes with a discussion of how this self-consistent approach
may be broadly applied with other coarse-graining methods.
II. THEORY
In this section, we briefly review the second fluctuation-
dissipation theorem and describe the central idea that moti-
vates our approach for deriving the parameters for the multi-
dimensional Langevin equation (Eq. (1)) from data collecting
during the coarse-graining procedure.
A. The second fluctuation-dissipation theorem relates
the friction tensor to the noise force vector
The well-known second fluctuation-dissipation
theorem38 governs the relationship between the fric-
tional forces and the random forces in the multidimensional
Langevin equation (Eq. (1)). Berendsen’s48 formulation of
the second fluctuation-dissipation theorem is particularly
convenient for practical applications and shall be used here.
Briefly, one first recognizes that the noise force vector can be
expressed as linear combinations of independent normalized
white noise functions η0(t),
η(t) = Bη0(t), (5)
where B is a 3N × 3N matrix. The vector of normalized white
noise functions, also known as Gaussian random noise η0(t)
with the following properties:
〈η0(t)〉 = 0, (6)
〈η0(t0)η0(t0 + t)〉 = Iδ(t), (7)
where I is a 3N × 3N unit matrix. The friction term and the
noise terms are then related through the second fluctuation-
dissipation theorem as
BBT = 2ζkBTref. (8)
Substituting Eqs. (5) and (8) into Eq. (1) and rearranging the
two rightmost terms yields
M
dv(t)
dt
= F(q) + B
(
η0(t) − B
Tv(t)
2 kBTref
)
. (9)
For practical application in numerical simulations, it is conve-
nient to rewrite Eq. (9) in discrete form using a simple Euler
scheme
M [v(t + t) − v(t)]
= F(q)t + B
(√
t N(0, 1) − B
Tv(t)
2 kBTref
t
)
, (10)
where N(0, 1) is the vector of random numbers generated with
the standard normal distribution, and t is the computational
time step.
In the literature, Eq. (8) is often used to determine the
matrix B from a known friction tensor. The solution of this
square-root operation is not unique and methods such as
the Choleski decomposition,53 the Chebyshev polynomial ap-
proximation to the decomposition,50 or the “truncated expan-
sion ansatz” approach51 are used. With the absence of a uni-
fied approach to determine the non-diagonal friction tensor
components, this approach has limited practical application.
Conversely, if one could first determine the matrix B, and then
solve Eq. (8) for the friction tensor ζ , the solution would yield
unique values for the friction tensor. This idea, that the fric-
tion tensor may be obtained from the random noise forces, is
central to the new implementation presented in this paper and
it will be discussed further below.
B. The random noise force vector in the Langevin
equation can be derived from the random force
fluctuations observed during coarse-graining
The next key step in the development of our approach
is to show that the matrix B required to obtain the random
and frictional terms in Eq. (10) can be derived from the ran-
dom force fluctuations observed during coarse-graining pro-
cedure. We start with the supposition that the random noise
force vector η(t) in the multidimensional Langevin equation
(Eq. (1)) can be directly computed during the coarse-graining
procedure. Generally, η(t) represents the stochastic fluctua-
tion forces that are exerted on particles by the surrounding
(and implicitly modeled) fluid. In the context considered here,
the coarse-grained sites are the “particles” and the degrees
of freedom removed from the all-atom reference system dur-
ing coarse-graining are analogous to the “surrounding fluid.”
These random fluctuation forces may be directly observed
during the coarse-graining procedure as follows. Typically,
during coarse-graining, only the average pairwise CG force
versus separation distance is computed. To directly observe
the effect of the random fluctuation forces one may, addition-
ally, compute the probability distribution function (PDF) of
the pairwise CG force versus separation distance.
To illustrate this concept, we provide a brief example us-
ing data collected during a coarse-graining procedure for a
system of bulk water. Our intent in this section is to focus
on outcomes; a complete description of the all-atom reference
simulation and the coarse-graining procedure will be provided
in Sec. III. Fig. 1(a) shows the average pairwise force versus
separation distance between two CG water sites. This aver-
age pairwise force is a typical example of the outcome that
one would obtain from any conventional coarse-graining ap-
proach. The PDF of the pairwise CG force between two CG
water sites, at a separation distance of 3.4 Å, is shown in
Fig. 1(b). This distribution of forces about the average value
is a direct result of the degrees of freedom that were elimi-
nated during the coarse-graining procedure. To quantify this
impact directly, Fig. 1(c) shows the difference between the
average pairwise CG force and the PDF of the pairwise CG
force, again at a separation distance of 3.4 Å.
When the pairwise force PDFs are calculated (as for the
example shown in Fig. 1) the actual force, ˜F, for each CG bead
i due to interaction with all other CG beads j can be written as
˜F(q, t) = F(q) + F(q, t), (11)
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FIG. 1. (a) The magnitude of the average effective force F(r) between CG
water molecules as the outcome from conventional coarse-graining for bulk
water. Simulation details are presented in Sec. III. (b) A representative PDF
of magnitude of the actual force ˜F(r) at separation r = 3.4 Å. The blue bar
represents the average value. (c) The PDF of magnitude of the error fluctua-
tion force F(r, t) at separation r = 3.4 Å. A separation r represents the dis-
tance between centers of two CG beads calculated along the line connected
their centers and is calculated as r = |rij| = |qi − qj|, where qi and qj are
coordinates of the centers of ith and jth beads.
where the first term F(q) represents the contribution from the
average pairwise CG forces and the second term F(q, t) de-
notes the contribution from the random fluctuation forces that
account for the eliminated degrees of freedom. Thus, the first
term is computed as the force that acts on ith CG bead due to
interaction with all others CG beads due to CG average pair-
wise force at time t (see Fig. 1(a)). The random fluctuation
force, F(q, t), is then computed as the difference between
the actual pairwise force ˜F(q, t) and the average pairwise
force F(q) at some instance of time t (see Fig. 1(c)). Hence,
the dependence on time is included in the random force con-
tribution because each component of the fluctuation force at
any t has a different value, even when the relative distances at
different times are exactly the same. We emphasize that this
definition for F(q, t) and its physical meaning are distinctly
different than the instantaneous difference between all-atom
and coarse-grained forces used in previous work.25
Comparing Eq. (11) multiplied by the computational time
step t to the Markovian Langevin equation (Eq. (10)) pro-
vides a direct link between the coarse-graining procedure
and the friction and noise parameters that must be defined
to accurately model the dynamics of the coarse-grained sys-
tem. Clearly, the average pairwise CG force F(q) in Eqs.
(10) and (11) is the same. The random fluctuation force
F(q, t) in Eq. (11) is the time dependent contribution of
the “surrounding fluid,” that is equivalent to the second term
in Eq. (10) that consists of the random and friction con-
tributions. There is no established way to split the fluc-
tuation force F(q, t) into the random and friction part.
This issue can be resolved for cases where the random term
√
t N(0, 1)  (BTv(t)/2 kBTref)t (see Appendix A for
more details). When such conditions hold, the random fluc-
tuation force F(q, t) is related to the random term in the
Langevin equation (Eq. (10))
F(q, t)t ∼ B
√
tN(0, 1). (12)
For exact equivalence between the random fluctuation
force and the random white noise, a coefficient of proportion-
ality
√
t0/
√
t is used to satisfy the assumption applied to
the derivation of Eq. (1) that the friction tensor ζ (and cor-
responding matrix B) is time independent. Thus, Eq. (12) is
rewritten as√
t0
t
F(q, t)t = √t0t F(q, t) = B√tN(0, 1),
(13)
where t0 is a characteristic time to be defined later. This
equation establishes a direct route for determining the compo-
nents of matrix B, used in the Langevin equation (10), based
on knowledge of the random fluctuation force, F(q, t), that
is computed during the coarse-graining procedure.
C. Direct implementation
As seen from Eq. (13) the random fluctuation force
F(q, t) is proportional to the standard normal distribution.
This fact motivates a comparison of the PDF for F(q, t)
to a normal distribution. Fig. 2 shows that the PDF data for
bulk water are represented well by the normal distribution
N
(
0, F20(q)
)
, with zero mean and variance F20(q). The good-
ness of fit is quantified by computation of χ2.49, 52 A value of
χ2 = O(10−2) is obtained for the PDF data in Fig. 2. Thus,
the PDF for the random fluctuation force may be written as
F(q, t) = N (0, F20(q)) = F0(q)N(0, 1). (14)
Combining Eqs. (13) and (14) the matrix B then becomes
B = √t0 F0(q), (15)
where the standard deviation of the random term F0(q) is a
3N × 3N matrix, and the components of this standard devia-
tion have the property F0, ij = −F0, ji. Hence, the matrix B is
skew-symmetric and −B = BT. Thus, by substituting Eq. (15)
ΔF(r=3.4 A) (Kcal mole-1 A-1)
P
-1 -0.5 0 0.5 1
0.05
0.1
°°
FIG. 2. The PDF for a magnitude of the random fluctuation force F(r, t) for
CG water–CG water beads at separation r = 3.4 Å (represented by red bars)
and the corresponding normal distribution fitting N(0, F20) (represented by
black squares connected by line for better visual perception) with the standard
deviation F0(r = 3.4 Å) = 0.333 Kcal mole−1 Å−1. Simulation details are
presented in Sec. III.
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into Eq. (10) the Langevin equation velocities can be updated
M [v(t + t) − v(t)]
= F(q)t
+ F0(q)N(0, 1)
√
t0t +
F0(q)F0(q)v(t)
2 kBTref
t0t. (16)
The values for standard deviation matrix F0(q) in Eq. (16) are
obtained by fitting the random fluctuation force F(q, t) for
each type of CG bead pair to a normal distribution, and the
random fluctuation force F(q, t) is obtained from the block-
average force matching coarse-graining procedure. According
to this method, all N atomistic configurations split into m equi-
size blocks of n configurations each, such that N = m*n. The
forces shown in Fig. 1 are computed from all the m blocks.
Using this method the PDFs of the CG forces were calculated
based on the “pre-average” actual CG forces ˜F(q) obtained
from each m block. As a result, the fluctuation forces may
have incorrect magnitude since they were build based on pre-
averaged values of the CG force-distance curves rather than
based on the raw forces. Thus, a value of a characteristic time
t0 is selected to recover the correct magnitude of the random
fluctuation force F0(q).
In the most general case, a CG system contains several
different types of CG beads. Thus, values of the standard devi-
ation matrix F
Ai,Aj
0,ij (rij) and the characteristic time t
A
i
,A
j
0 will
be different for different CG type pairs, and the final Langevin
equation with hydrodynamic interaction is written in compo-
nents form as
mi[vi(t + t) − vi(t)]
= Fi(r)t +
∑
j
F
A
i
,A
j
0,ij (rij )
√
t
A
i
,A
j
0 t Nj (0, 1)
+ 1
2 kBTref
∑
j
∑
k
F
A
i
,A
k
0,ik (rik)
√
t
A
i
,A
k
0
×FAj ,Ak0,kj (rkj )
√
t
A
k
,A
j
0 vj (t)t, (17)
where Ai andAj represent types of ith and jth CG beads cor-
respondingly.
Once the characteristic times t
A
i
,A
j
0 are determined (see
details in Appendix B), the PDF-based CGMD approach with
hydrodynamic interactions can be implemented.
III. METHODS
The performance of the new PDF-based CGMD method
with hydrodynamic interactions (Eq. (17)) was tested on the
two systems: (i) water with 1048 TIP3P54 water molecules in
a periodic cubic box with side length 3.2 nm, and (ii) a single
glucose molecule solvated with 1064 TIP3P water molecules
in a periodic cubic box with side length 3.2 nm (a dilute glu-
cose solution). The following paragraphs describe the proce-
dures used for the all-atom MD simulations, the derivation of
the CG model by force matching, and the CGMD and PDF-
based CGMD simulations.
The all-atom molecular dynamics simulations were car-
ried out using GROMACS.55 The glucose molecule was mod-
eled using a modified CHARMM3656 force field obtained
from Oak Ridge National Laboratory.57 To speed up forces
calculations, the cutoff radius of 8.5 Å was chosen. The long-
range electrostatic interactions were treated with the particle
mesh Ewald (PME) method.58 The cutoff radius for electro-
static interactions was 12.0 Å. The LINCS algorithm was used
to fix the bond lengths to hydrogen atoms of glucose molecule
and SETTLE algorithm59 was used for water molecules.60
The system was then equilibrated using constant pressure
simulations. The production runs were carried out at con-
stant temperature T = 298 K using a Nosé-Hoover thermo-
stat. Time step in the all-atom molecular dynamics simula-
tions was 2.0 fs. Time evolution of the system for 20 ns was
studied with configurations and force data saved every 1 ps.
Coarse-grained force fields were derived based on the all-
atom data set of trajectories and forces for glucose molecule
and water using the multiscale coarse-graining method13, 14
based on force matching. A detailed description of the force
matching method can be found elsewhere.13, 15, 16 Briefly, for
a given configuration from the reference all-atom molecular
dynamics simulation, the positions of N coarse-grained beads
and the net forces Frefi acting on them are computed. Recog-
nizing that the net force on a particular coarse-grained bead i
is due to the sum over all the effective forces between pairs of
coarse-grained beads leads to the construction of an objective
function
N∑
j
fij (qi , qj , g1, g2, . . . , gm) = Frefi , (18)
where fij is the force on the ith coarse-grained bead due to
the jth coarse-grained bead, and qi and qj are the position
vectors for the ith and jth coarse-grained bead, respectively.
The analytical function for fij is not known a priori so cubic
splines are chosen to systematically write the pairwise force
as a linear function of m unknown parameters (g1, g2, . . . , gm).
Hence, a system of N linear equations with m unknowns is ob-
tained. This system of equations is over-determined (N > m)
and can be solved using the singular value decomposition
(SVD) method.61 There are two ways the SVD method can
be applied to the over-determined system. It can be applied
to all the atomistic configurations, then outcome is the CG
force versus separation distance. Another way is to split all
atomistic configurations into the equi-size blocks and apply
SVD to each of these blocks. In second case, the CG force
versus separation distance is obtained by averaging outcomes
of all the equi-sized blocks. In the present article, the block-
average force-matching method is used as described in Sec. II
and the standard deviations versus separation (FAi ,Aj0,ij (rij )) are
obtained for all pair types of CG beads as shown on Fig. 3.
The components of the standard deviation of the random
term are computed during force calculation in CG MD code
as F
A
i
,A
j
α0,ij = F
A
i
,A
j
0,ij
rα,ij
|rij |
, where α = x, y, z.
The coarse-grain glucose molecule is represented with
single CG bead and each coarse-grain water molecule is rep-
resented with single CG bead (W) as described in previous
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FIG. 3. The standard deviations F0(r) as function of the separation extracted
from the random fluctuation forces F(q, t) for (a) CG water molecules for
the system of bulk water, (b) CG water molecules for the system of single
glucose in water, (c) CG glucose–CG water.
work.62 All CG beads are defined at the center of mass of the
atoms that correspond to the beads. In the CG model for bulk
water, there are non-bonded interactions between CG water
beads. For CG model of glucose in CG water, there are non-
bonded interactions between glucose bead and water beads,
and between water beads.
All conventional CGMD simulations were carried out us-
ing LAMMPS.63, 64 Conventional CGMD simulations used
the average pairwise CG force and the Newtonian equation
of motion,
M
dv(t)
dt
= F(q). (19)
PDF-based CGMD simulations were performed using an
in-house modification for LAMMPS where the average pair-
wise CG force, random force, and frictional force were incor-
porated according to Eq. (17). Before PDF-based CGMD runs
can be started the characteristic time t0 needs to be calcu-
lated for every unique pair type of CG beads in the system, as
described in Appendix B. For both conventional CGMD and
PDF-based CGMD runs, the system was equilibrated for 1 ns
followed by a 30 ns production run at constant temperature
T = 298 K. A Nosé-Hoover thermostat was used for temper-
ature control in the conventional CGMD runs. In the PDF-
based CGMD simulations for the system with bulk water,
Eq. (17) serves as a Langevin thermostat for the temperature
control. A computational time step t = 0.5 fs is used for this
system. For the system with single glucose molecule solvated
with water molecules, Eq. (17) was applied to the CG bead
of glucose molecule and CG beads of water molecules and
serves as a Langevin thermostat for the temperature control.
A computational time step t = 2.0 fs is used for this system.
To speed up forces calculations for all CGMD simulations,
the cutoff radius of 8.5 Å was chosen. Configurations were
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FIG. 4. The MSD of: (a) a water molecule in bulk water, and (b) a glucose
molecule in bulk water computed from all-atom MD, conventional CGMD,
and PDF-based CGMD. Diffusion coefficients calculated using Eq. (20) are
identified as DAA (solid red line), DC − CG (black dashed line), and DPDF-CG(blue dashed-dotted line), respectively,
saved every 1 ps during the production run. The initial config-
uration and dimension of the simulation box were identical to
those used in the all-atom molecular dynamics simulations.
IV. RESULTS
A. Diffusion coefficients
The impact of the PDF-based CGMD approach on dy-
namic properties is clearly observed by comparing diffu-
sion coefficients calculated from all-atom MD, conventional
CGMD, and PDF-based CGMD. Fig. 4 shows the mean-
square displacement (MSD) versus time and the diffusion co-
efficient, D, calculated from the MSD data according to Ein-
stein’s relation65
D = 〈(q(0) − q(t))
2〉
(2d)t , (20)
where 〈(q(0) − q(t))2〉 is the MSD in d-dimensional space
(here, d = 3) during time interval t.
Einstein’s equation is valid only in the diffusive regime
where t  τ p. Here, τ p = m/ξ is the momentum relaxation
time of molecule with mass m, and friction coefficient ξ . The
MSD of the center of mass of each CG water molecule (bulk
water) and the MSD of the center of mass of the CG glucose
molecule (aqueous glucose solution) was computed for each
of these time intervals. The production runs were split into t
= 1.2 ns time intervals and the final MSD data are obtained
by averaging over all the time intervals. Diffusion coefficients
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were calculated by fitting MSD versus time with a linear func-
tion (the first 100 ps of MSD data were excluded from the
diffusion calculations because these data did not satisfy the
diffusive regime (linearity) requirement).
The self-diffusion coefficient calculated for water in the
all-atom MD simulation is 5.85 × 10−5 cm2 s−1, which is
in agreement with a previously reported self-diffusion coeffi-
cient for TIP3P water.66 As expected, the diffusion coefficient
calculated from conventional CGMD (17.8 × 10−5 cm2 s−1)
is higher than those calculated from the reference all-atom
MD simulations, while the diffusion coefficients for PDF-
based CGMD and the reference all-atom simulations agree re-
markably well. The same great match of the diffusion coeffi-
cients for PDF-based CGMD and the reference all-atom sim-
ulations is observed for the system of single glucose molecule
solvated with water molecules.
B. Bulk viscosity
Another transport property of interest is bulk viscosity,
ηv , which can be obtained from the correlation of pressure
fluctuations in a system at equilibrium using the Green-Kubo
equation
ηv =
V
kBTref
∫ ∞
0
〈δP(t)δP(0)〉dt, (21)
where V is the volume, P(t) is the instantaneous pressure,
computed as the average of the diagonal elements of the
stress operator, 〈P〉 is the average pressure of the system, and
δP(t) = P(t) − 〈P〉 is the pressure fluctuation. The diagonal
elements of the stress operator can be found as
Pαα =
1
V
(∑
i
piαpiα
mi
+
∑
i
qiαfiα
)
, (22)
where the first term on the right hand side is called a ki-
netic term, and second term on the right hand side is called
a virial term (or potential term), α = x, y, z, piα is the mo-
mentum of atom i, qiα is the position of atom i, and fiα is the
systematic force due to potential interactions of atom i and
all other atoms. For the purposes of direct comparison, the
correlation of pressure fluctuations was calculated and com-
pared for all-atom MD, conventional CG, and PDF-based CG.
Pressure was obtained from GROMACS MD package for all-
atom MD simulations and LAMMPS MD package for CG
MD simulations. For the system of bulk water, the total pres-
sure for all-atom MD simulations was used. For both conven-
tional CG MD and PDF-based CGMD simulations, the pres-
sure calculated based on systematic force was used. Pressure
was recorded at every 2 fs for a total time of 8 ns after sys-
tem reached an equilibrium. The total trajectory was split into
4 ps sub-trajectories (2000 sub-trajectories in total), and the
averaging was performed for these sub-trajectories.
Comparison of the pressure correlation function for all-
atom MD, conventional CGMD, and PDF-based CGMD is
shown in Fig. 5. It can be seen that the correlation of the
pressure fluctuation computed from conventional CGMD has
much smaller value and decays with a shorter characteristic
timescale (time when autocorrelation function reaches zero
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FIG. 5. The correlation of the pressure fluctuation for all-atom MD (red solid
line), conventional CG (black dashed line), PDF-based CG (blue dashed-
dotted line).
value is 0.06 ps) when compared to all-atom MD (0.22 ps).
The pressure correlation function computed for PDF-based
CGMD has similar magnitude and decays with a timescale
much closer to the all-atom MD data. These results suggest
that the bulk viscosities (when computed using Eq. (21)) ob-
tained from the PDF-based CGMD and all-atom MD will
also be in good agreement. It is possible to conclude that im-
plementation of HI into Langevin dynamics reproduces pres-
sure fluctuations of the system much better without pressure
correction term when comparing with CG methods with no
HI.14, 67, 68
C. Radial distribution functions
Structural properties can be characterized by calculat-
ing the radial distribution function g(r). To make direct com-
parisons between the coarse-grained model and the all-atom
model, the configurations from the all-atom molecular dy-
namics simulation are first reduced to the CG mapping be-
fore calculating the radial distribution function. Because the
radial distribution function represents the average structure
for a system at equilibrium, it is expected that g(r) obtained
from the PDF-based CGMD method would, at least, repro-
duce the g(r) observed from the conventional CGMD method.
Fig. 6 shows excellent agreement between the radial distribu-
tion functions computed from conventional CGMD and PDF-
based CGMD.
V. DISCUSSION
There are two reasons for the dramatic improvement in
dynamic properties with PDF-based CGMD. First, using the
Langevin equation of motion to compute the trajectory in-
cludes the frictional forces between CG beads and the random
forces due to the bombardment of a CG bead by others. This is
essential if one aims to obtain the correct dynamic properties
from CGMD simulations. Second, using PDF-based CG pair
forces instead of average effective pair CG forces allows for
a more accurate model of the friction coefficient when cou-
pled together with Eq. (17). In general, the friction term in the
Langevin equation (Eq. (17)) is a tensor with components that
include coupling (space) and memory (time) information.48 It
is difficult to determine these components and typically the
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FIG. 6. The radial distribution functions for the system of glucose molecule
in aqueous solution determined from all-atom MD (red triangles), conven-
tional CGMD (black squares), and PDF-based CGMD (blue dots). (a) g(r)
calculated between CG water–CG water, (b) g(r) calculated between CG
glucose–CG water.
friction tensor is approximated by a diagonal matrix where all
the diagonal elements are of the same value for the same type
of particles, and non-diagonal elements are zero (Eq. (2)).25
Thus, both coupling and memory information is excluded. In
the PDF-based CGMD approach, the coupling information is
retained because unique components for the friction tensor are
derived from the random force contribution, which itself is di-
rectly obtained from different PDFs for different pairs of CG
beads.
In this work, PDF-based CGMD is demonstrated by us-
ing the force matching method for coarse-graining. Gener-
ally, this PDF-based approach can be used with any coarse-
graining method where the effective CG forces or potentials
can be cast into the form of Eq. (11).69 As an example, the
output from the REACH70 coarse-graining method takes the
form of Eq. (11) written for pairwise force constants. Coarse-
graining methods that are based on structure fitting9–12 can
also conveniently report their potentials according to Eq. (11)
and use PDF-based CGMD. Coarse-grained potentials, such
as MARTINI,18 that are derived by fitting parameters to pre-
determined functions would not be direct candidates for the
PDF-based CGMD method. However, this method can be ap-
plied in a hybrid coarse-graining scheme, such as the one
introduced by Kim and Lamm71 where the MARTINI force
field is combined with the force-matching method. Work on
a straightforward approach that would allow derivation of the
PDF for MARTINI and similar CG force fields is underway.
There are some aspects to consider before implementing
PDF-based CGMD. As with any coarse-graining method, the
accuracy of the CGMD simulation depends on the smooth-
ness of the effective CG force (or potential), which is achieved
by sampling a large number of independent all-atom trajecto-
ries (more than 20 000 are used here). Moreover, for PDF-
based CGMD additional computation time is required for the
friction and random terms in Eq. (17). Especially for the fric-
tion term it is required to do multiplication of two 3N × 3N
matrices and 3N-dimensional vector F0(q)F0(q)v(t). This
might take a significant computation time if directly calcu-
lated, since F0(q)F0(q) requires O(N3) operations. However,
it reduces to O(N2) by changing order of multiplications as
F0(q)F*, where F* = F0(q)v(t). The cost of these compu-
tations can be reduced even further, since 3N vector F* can
be calculated on fly during regular force calculation routine.
For the systems considered here, the CPU time decreased by
a factor of 8 for conventional CGMD and a factor of 1.8
for PDF-based CGMD. In present work, the HI is imple-
mented for the CG systems with coarse-grained explicit water
molecules. If the PDF-based CGMD would be applied to the
CG systems with implicit solvent, a significant reduction in
CPU time compared to all-atom MD would be observed. An-
other caveat is that this correction is applicable for pairs of
CG beads that belong to molecules of similar mass (solvent-
solvent pairs, solute-solute pairs) or when the CG bead i be-
longs to a molecule of much greater mass than CG bead j does
(for example, CG bead i belongs to a solute molecule and CG
bead j is a solvent molecule). Otherwise, if CG bead i be-
longs to a molecule with significantly smaller mass than the
molecule in which CG bead j resides, the separation of time
scales implied by the Langevin equation will be not satisfied.
VI. CONCLUSIONS
In summary, this work introduces an approach for sys-
tematically deriving the frictional and random fluctuation
contributions to the forces of interactions between CG beads
in a coarse-grained molecular system. It is shown that
the random fluctuation forces arise naturally as an output
of the coarse-graining procedure, and, furthermore, can be
used with second fluctuation-dissipation theorem to com-
pute the friction tensor components. This procedure for pa-
rameterizing the Langevin equation is in contrast to other
examples24, 25, 28, 42, 43 where the frictional force is first deter-
mined and then used to derive the random fluctuation force.
The PDF-based CG approach is tested for water and a dilute
glucose solution, and the results show remarkable agreement
with the dynamics obtained from reference all-atom simula-
tions. The agreement between the structural properties such as
bulk viscosity and the radial distribution functions is also pre-
served. Investigation about how this approach complements
the relative entropy concept44–46 is a topic for future study.
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APPENDIX A: ESTIMATION OF SCALE SEPARATIONS
In this section, the method of evaluation of terms in
brackets of Eq. (17) is discussed. This evaluation allows to
select conditions when an approximation made in Eq. (12) is
valid. The average magnitude of the first term in brackets of
Eq. (10) was calculated as
Term 1 = 〈
√
tN(0, 1)〉 =
√
t
√√√√ 1
N
N∑
i
[Ni(0, 1)]2.
(A1)
Second term in brackets of Eq. (10) is evaluated as
Term 2 =
〈
BTv(t)
2 kBTref
t
〉
= t
2 kBTref
×
√√√√√ 1
N
N∑
i
⎛
⎝ N∑
j,j =i
F
A
i
,A
j
0,ij t
A
i
,A
j
0 vj
⎞
⎠
2
.
(A2)
Because Eq. (12) is written based on assumption Term1
 Term2, it can be seen that this requirement can be sat-
isfied by tuning the computational time step t. For two
systems considered in present work, the computational time
steps were chosen to t = 0.5 fs for the bulk water (the ra-
tio Term1/Term2 = 6), and for a system of a single glucose
molecule solvated with water molecules the computational
time step is t = 2.0 fs, and the ratio Term1/Term2 = 24.
APPENDIX B: CHARACTERISTIC TIME t0
CALCULATION
Before Eq. (17) can be used the characteristic time(s) t0
needs to be determined first. In general, this time is differ-
ent for different types of pairs of CG beads. For example, the
characteristic time for a CG water ð CG water pair, tW,W0 ,
is different from the characteristic time for a CG glucose CG
water pair, tG,W0 .
For both systems of bulk water and non-homogeneous
system of single glucose molecule in environment of water
molecules, the characteristic times are obtained in the itera-
tive manner to match the corresponding diffusion coefficients
obtained from CG MD and all-atom MD. The algorithm for
this procedure is as following: select some initial values of
the characteristic time(s) for the solute and solvent molecules
represented in the system. In present work for the system of
bulk water, only one characteristic time tW,W0 is presented
and for the system of glucose molecule in the environment
of water molecules two characteristic times exist: tW,W0 and
t
G,W
0 . Then, perform CG MD simulations with chosen char-
acteristic times for the time necessary to generate the MSD
versus time plot (to extract MSD for water it is enough to per-
form simulation for up to 2 ns, while for the glucose molecule
in water, the meaningful MSD data can be obtained after per-
forming CG MD simulation for at least 20 ns). Next, com-
pare diffusion coefficients obtained from CG MD and from
all-atom MD and correct the characteristic time(s) if neces-
sary. Thus, if the diffusion coefficient predicted with CG MD
is larger than those obtained from all-atom MD, then the char-
acteristic time should be increased (characteristic time is pro-
portional to the friction tensor that has inverse proportionality
to the diffusion coefficient), and vice versa. Typically, there
are three to four iterations are necessary to obtain the charac-
teristic times for the system. It was found that for the system
of bulk water the characteristic time for water-water interac-
tions is tW,W0 = 720 fs. And for the system of single glucose
molecule in the environment of water molecules the charac-
teristic time for water-water interaction is tW,W0 = 130 fs
and the characteristic time for glucose-water interaction is
t
G,W
0 = 12 fs.
By determining these characteristic time scales the defi-
nition of all parameters for the PDF-based CGMD approach
(Eq. (17)) is complete.
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