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−∆u = λue u 2 , u > 0 in Ω, u= 0 on ∂Ω, (1.1) where Ω is a unit disk in R 2 and λ denotes a positive parameter.
We show that for a radially symmetric solution of (1.1) satisfies
Moreover, by using the Pohozaev identity to the rescaled equation, we show that for any finite energy radially symmetric solutions to (1.1), there is a rescaled asymptotics such as We also show some extensions of the above results for general two dimensional domains.
Introduction
The purpose of this paper is to study the asymptotic behavior of solutions of a semi-linear elliptic eigenvalue problem associated with critical nonlinear growth in two dimensions.
Let Ω ⊂ R 2 be a simply connected bounded domain with smooth boundary ∂Ω. We consider the boundary value problem −∆u = λue Later, J. Moser [13] refined (1.2) and obtained a sharp range for a. That is, if a ≤ 4π, (1.2) is valid and if a > 4π, (1.2) does not hold. T. Ogawa [15] proposed a form valid for a general unbounded domain. Those results may be regarded as two dimensional versions of the Sobolev inequality,
with n > 2 standing for the dimension in consideration. The striking difference in comparing to the higher dimensional case is that the extremal function of this inequality exists. This fact was first proved by L. Carleson and S.-Y.A. Chang [4] for the radially symmetric case, and later by M. Flucher [7] for general bounded domains. Then, the extremal function satisfies (1.1) in a weak sense with λ as the associated Lagrange multiplier.
Concerning the equation (1.1) itself, B. McLeod and L.A. Peletier [12] gave a fine analysis based on the method of ordinary differential equation in the radially symmetric case. On the other hand, M.-C. Shaw [21] and Adimurthi [1] made use of variational methods to obtain solutions in bounded domains. Among other things, Adimurthi constructed positive solutions for any λ with 0 < λ < λ 1 , where λ 1 denotes the first eigenvalue of −∆ in Ω with homogeneous Dirichlet boundary condition. As we shall show later, those solutions are smooth.
In connection with those existence and smoothness results, it should be noted that classical solutions arise only when λ > 0 by the maximal principle. On the other hand, multiplying by the first eigenfunction φ 1 > 0 of the Laplacian, we realize that
Therefore the existence of a classical solution also implies λ < λ 1 .
In the present paper, we take different views from those works, particularly on the asymptotic behavior of solutions. First, any smooth solutions must blow up in L ∞ norm as λ 0. In fact, multiplying the equation by u and integrating by parts, we have
Therefore, by Poincaré's inequality, we deduce that
as λ 0. According to the symmetry result by B. Gidas, Ni W.-M. and L. Nirenberg [8] , any positive smooth solution is necessarily radially symmetric and decreasing with respect to ρ = |x| on the unit disk. Then we have already shown the following ( [16] , [17] ). Proposition 1.1. Any family of smooth solutions {(λ, u)} of (1.1) on Ω = D ≡ {x ∈ R 2 | |x| = ρ < 1} satisfies the following conditions:
In this paper, we shall prove the following for the radially symmetric solution.
Theorem 1.2. The family of solutions
The above theorem, combined with the following result, yields the microscopic asymptotics. 2) . Theorem 1.3 states that the same phenomenon also occurs in the eigenvalue problem (1.1). In fact, the asymptotics (1.8) is seen in somewhat weaker statements in [17] and [18] . We shall give a more general version of Theorem 1.3 in a general setting which is valid for any radial solutions.
We proceed to the case of a simply connected bounded domain. Existence of a family of solutions {(u m , λ m )}, is assured by the result of Adimurthi [1] based on the Nehari critical point theory [14] . Besides this formulation, there are several existence results using the variational method (M. Flucher [7] , M.-C. Shaw [21] ). We shall discuss on their relations between those variational solutions as well as their regularity.
For those solutions, we can extend Proposition 1.1 and Theorem 1.2 in the following way.
Define the blow-up set by S = {x ∈Ω | there exist sequences x mj → x and λ mj 0 such that u mj (x mj ) → ∞ as j → ∞}. Consequently, we have
Analogous facts for higher dimensional cases have been seen (e.g., Itoh [10] Putting S = {x 0 }, we have
in the sense of measures for this kind of solution. This paper is divided into five sections. Section 2 is devoted to (1.1) on the unit ball. We shall prove Theorem 1.2. Section 3 concerns the asymptotics of Theorem 1.3 for a general nonlinearity on the unit ball, and Theorem 4 of our previous paper [18] is improved (Theorem 3.1). Also the non-uniformity around x = γ −1 m of (1.8) is stated. In §4, we examine various variational solutions. The regularity of a weak solution to (1.1) will be discussed. Also the relationship between the several variational formulations will be clarified (Propositions 4.1, 4.6, 4.7). Finally, §5 treats simply connected domains. In particular, Theorem 1.5 and Proposition 1.6 are proved.
Equation on the Unit Disk
This section is mostly devoted to the proof of Theorem 1.2. Hence u = u(r) denotes the solution of (1.1) on Ω = D.
Proof of Theorem 1.2. Introducing the transformation y(τ ) = u(r) with τ = −2 log r − log λ 4 to eliminate the parameter λ, we transform the original problem into the ordinary differential equation
with y > 0 (τ > 0) and
Here the parameter λ > 0 is transformed into the first (largest) zero hit point τ 0 of y(τ ) by τ 0 = − log λ 4 , and x = 0 is transformed into τ = ∞. The solution set C = {(u, λ)} has been parameterized by ζ ∈ (0, ∞). Furthermore, since each zero of y is non-degenerate because y = 0 at each zero, the mapping ζ → τ 0 is differentiable. Hence C forms a smooth curve in C 0 (D) × R, and the first part of Theorem 1.2 has been proved.
Next we show that ∇u 
in the transformed variable τ = −2 log r + τ 0 . Equation (2.1) is free from parameters, and has been studied by J. B. McLoad and L.A. Peletier [12] precisely. We shall make use of the following asymptotic formulae as ζ → +∞.
([12, Lemma 4]) We have
and let τ * be its first zero as τ decreases from +∞. Then
and e
Consequently,
(precise expression of (6.2)). Hence
where τ 2 = τ * − k log ζ with k > 2 . 4. ((6.13) and p.278 in [12] ) We have
where α ≈ β indicates the existence of a constant K > 0 satisfying
This implies that y ≈ ye
6. The concavity of y, i.e., y < 0, (2.5) and (2.8) imply that for τ 2 
Admitting them, we can show (2.3) in the following way.
Proof of (2.3). First, we have from (2.7) and (2.8) that
Next, (2.10) implies
Finally, since the relations (2.9) and (2.4) imply
and the last term in (2.12) disappears as ζ → +∞. In this way, (2.3) has been proved.
Microscopic Behavior for Radial Solutions
3.1. Proof of Theorem 1.3 for general nonlinearity. This section is devoted to establishing the asymptotic behavior Theorem 1.3 under the general situation. Let D be the two-dimensional unit ball. We shall treat the following problem
and, for g(u) = uf (u),
where M > 0 is a constant. We assume the existence of a smooth solution such that u(0) → ∞ as λ 0. In fact, in a certain case, we have the existence of such solutions, as we have seen in the first section.
The following theorem is an improvement of Theorem 4 of [18] . 
Then for some scaling parameter γ m 0, we have
Proof of Theorem 3.1. The proof is divided into several steps. First we recall the following fact for (3.1), proved in our previous work [17] .
Lemma 3.2 ([17]). Let {(u, λ)} be any family of solutions of (3.1). Then we have
where ρ = |x|. In particular,
Henceforth, taking a subsequence {(u λm , λ m )} of {(u, λ)}, we omit their subscripts. Following [17] , we define the rescaled solution v by
where γ > 0 is a scaling constant to be determined later. Then, v solves the equation
and
We choose the scaling parameter γ, which depends on λ, such that
Then since u(0) → ∞ as λ → 0, (3.6) and (3.9) imply that γ → 0 and
We shall present two identities for the rescaled equation (3.8) . Corresponding ones for the original equation (3.1) have been utilized for the macroscopic asymptotics, that is, the formulae driven by Gauss' lemma and Pohozaev's identity ( [17] ).
Lemma 3.3. For any
Proof. The equation (3.12) follows from multiplying
by r with integration over (a, 1).
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For (3.13), we multiply (3.14) by r 2 v r , and integrate by parts over (a, 1). Then
and hence (3.13).
In the rest of the present section, we utilize the condition
We prove the following. where C (E 0 ) and C (E 0 ) are constants determined by E 0 . From the first equality of (3.16), we conclude that
Lemma 3.4. There exists a constant C(E
According to (3.15) Then we can extract two subsequences {u + } and {u − } such that
We have the following estimates for those sequences.
Lemma 3.5. For any subsequence {K = k(1)} converging to some constant µ (µ − ≤ µ ≤ µ + ), the corresponding sequence {k(r)} satisfies
where η 0 as λ 0. Therefore
Proof. We recall that g(u) = uf (u). First we take r in 0 < r < 1. Since r → u(γr) is decreasing, we see that
Hence by (3.3), Lemma 3.2 and the fact that u(γ) → +∞ by (3.9), we have for any small η > 0 that
for small λ. Then
In the similar way, we have
Therefore we obtain
and k(r) converges µ locally uniformly in r ∈ (0, ∞) as λ 0. Hence the conclusion follows.
The normalization (3.9) implies that µ + = µ − = 1 and prescribes the limiting function of the rescaled family {v}. To see this, let {v ± } be the subsequences defined by
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Lemma 3.6. There exist smooth functions v
Proof. Similarly to [17] , the above assertion is proved by Lemma 3.5 and the a priori estimate v
is bounded independently of λ for any ω ⊂⊂ R 2 . The Ascoli-Arzela Theorem assures the existence of non-increasing
(r) locally uniformly in (0, ∞), passing to subsequences. Now, each of v ± 0 becomes a classical solution for (3.18) subject to the estimate (3.10), because of (3.11) and (3.17).
Here is the crucial lemma. Proof. First, we verify that µ + ≤ 1. For this purpose, we have only to take the case µ + > 0. Changing the variable by t = 2 log for t ≥ 0, and hence w (t) 2 + µ + e w(t) = α with some α ∈ R. The boundary condition v + (1) = 0 is equivalent to w(0) = 0. Hence
On the other hand, the equation for w(t) is integrable and
as t → ∞. However, the positivity of v + (r) implies
Hence α ≤ 1. This shows that µ + ≤ 1.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Then the proof will be completed. In fact, this implies µ − > 0. Now, smooth solutions for (3.18) are classified when 0 < µ ≤ 1. That is,
where β ± = The second term on the right hand side of (3.25) tends to zero by the dominated convergence theorem, while the first term also disappears by (3.24) as λ 0. This proves the desired consequence.
Non-uniformity of the asymptotics.
Concluding the present section, we remark that for the simplest case f (u) = u, the uniform convergence of the asymptotics (3.4) does not hold for the solutions obtained by the ordinary differential equation approach (McLeod-Peletier [12] ). That is, we have [12] in the case (1.1) i.e., f (u) = u, the asymptotics (3.4) cannot be uniform on R 2 .
Proposition 3.9. For a solution obtained by McLeod-Peletier
Proof. Suppose on the contrary that we could put x = γ 
where τ 0 is the first zero for y(τ ). Then, putting (3.29) into (1.9), we obtain
Since by (3.27)
Again by (3.27), we have
which contradicts (3.28).
Variational Solutions
In the present section, we examine variational solutions on general domains. There are several formulation of the variational solution to (1.1). For example, by Adimurthi's method we can construct a weak solution of (1.1) by Nehari's critical point theory ( [14] ). On the other hand, there is a result by M.-C. Shaw [21] in which a different kind of variational formulation is used. All those solutions satisfy the equation (1.1) in a weak sense. First we discuss the regularity of a weak solution to (1.1).
4.1. Regularity of a weak solution. According to the result of H. Brezis and F. Merle [3] , we may simply show that the weak solution to (1.1) is necessarily smooth. To see this, it suffices to show the following from elliptic regularity theory (e.g., Gilbarg-Trudinger [9] , Chapter 8). The following lemma due to H. Brezis and F. Merle [3] will be utilized for the proof.
Lemma 4.2 (Theorem 2.1 in [3]). For any fixed ε > 0 let v be a solution of
Proof of Proposition 4.1. We recall the constraint (1.3) to note that
on ∂Ω is uniquely solvable. From the maximum principle, h ≤ 0 a.e. in Ω. We may suppose that h is negative everywhere.
We have
We divide up the right-hand side as
where f 1 ∈ L 1 with f 1 1 < ε and f 2 ∈ L ∞ . Then the solution w for
on ∂Ω with f 1 1 < ε. By virtue of Lemma 4.2, this implies
with some δ > 0 if ε > 0 is taken to be sufficiently small. Therefore, for δ ∈ (0, δ) we have λue
and a bootstrap argument tells us that u ∈ L ∞ .
4.2.
Relations between the variational solutions. Adimurthi [1] constructed a variational solution via the Nehari critical point theory. That is, finding a minimizer of
he invoked P.L. Lions' semi-compactness argument ( [11] ). M.-C. Shaw [21] considered a different kind of variational problem. Let
Proposition 4.4 ([21]). There exists a minimizer
Because ∇u 2 2 < 4π, it solves (1.1) classically with Lagrange multiplier λ. Definition. We say that u is the Shaw solution if and only if it minimizes E(v) on S µ for some µ > 0.
We also formulate the "dual" form of the above.
Definition. We say that u is the dual Shaw solution whenever it maximizes I(v) on H 1 0 (Ω) under the constraint ∇v [4] and by M. Flucher [7] ensure that the dual Shaw solution exists even for E = 4π. Furthermore, sharpness of (1.2) indicates its non-existence for E > 4π. Now we show that those two formulations are equivalent. The latter part follows similarly.
The above proposition indicates that the Shaw solution u satisfies ∇u 
On the other hand, whenever v solves (1.3) we have
Although Carleson and Chang [4] proved that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use is attained, McLeod and Peletier [12] gave an alternative proof by the method of ordinary differential equations. Their proof proceeds as follows. First, any β ∈ (0, 1) admits a maximizer v β (x) > 0 for
Then, u = √ βv β solves (1.1) with some λ > 0. If T 0 is not attained, such a family
Then the ODE analysis described above gives us
This implies T 0 ≤ πe, but T 0 > πe is assured by a function found in [4] .
The above relation (Proposition 4.7) between variational solutions is valid for general nonlinearity admitting the Nehari formulation. However, the converse does not necessarily hold. For example, we have the following for the radially symmetric case. . This implies that
This is a contradiction, as indicated. Next, suppose that a family of Shaw solutions {(u, λ)} exists until λ 0. Then, Theorem 1.2 implies ∇u 2 2 → 4π. As described after Proposition 4.6, this means that ∇u 2 2 4π and {(u, λ)} is a family of dual Shaw solutions. Therefore, λ 0 is impossible from the previous argument.
In connection with this, the following fact should be noted. For the supercritical problem 
with a constant C Ω > 0 determined only by Ω, where
Proof. The first inequality of (5.2) is due to L.Payne, R. Sperb and I. Stakgold [19] We finally give the proof of Proposition 1.6.
Proof of Proposition 1.6. As we have shown above, the blow-up points are necessarily in the interior. The relation (1.16) is a direct consequence of (4.2) and the third relation of (1.7). In fact, we have 
