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Abstract
Motivated by the Q-property of nonsingular M-matrices, Lyapunov and Stein transformations (corre-
sponding to positive stable and Schur stable matrices, respectively) and their products [A. Berman, R.J.
Plemmons, Nonnegative Matrices in the Mathematical Sciences, SIAM, Philadelphia, 1994; M.S. Gowda,
Y. Song, Math. Prog. 88 (2000) 575–587; M.S. Gowda, T. Parthasarathy, Linear Algebra Appl. 320 (2000)
131–144; M.S. Gowda, Y. Song, SIAM J. Matrix Anal. Appl. 24 (2002) 25–39], in the first part of the paper
we present a unifying result on the product of Q-transformations defined on self-dual closed convex cones.
The second part deals with the P-property of the linear transformation I − S on a Euclidean Jordan algebra
where S leaves the corresponding symmetric cone invariant and ρ(S) < 1. We prove the P-property for the
Lorentz cone and present some partial results in the general case.
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1. Introduction
Consider a finite dimensional real Hilbert space H . Let K be a self-dual cone in H, that is,
K = K∗ := {y ∈ H : 〈y, x〉  0 for all x ∈ K}.
Given a linear transformation L : H → H and a vector q ∈ H, the cone linear complementarity
problem, LCP(L,K, q), is to find a vector x∗ ∈ H such that
x∗ ∈ K, L(x∗) + q ∈ K, and 〈L(x∗) + q, x∗〉 = 0.
This is a particular case of variational inequality problem defined over a closed convex set and with
respect to a nonlinear function on H . There is an extensive literature on linear (and nonlinear)
complementarity problems and variational inequality problems. They appear in optimization,
engineering, and various other fields (see [6]).
The present paper deals with the Q- and P- properties of certain types of linear transformations.
A linear transformation L is said to have the Q-property on K if for all q ∈ H, LCP(L,K, q)
has a solution; it is said to have the P-property on a Euclidean Jordan algebra if
x and L(x) operator commute and x ◦ L(x)  0 ⇒ x = 0
(see Section 2 for further details).
In the first part of the paper, we are concerned with the Q-property of a finite product of linear
transformations. Our motivation comes from the following:
(1) Consider a nonsingular M-matrix (also known as a K-matrix), which is a matrix of the
form rI − A with ρ(A) < r . Such matrices have numerous properties (see, e.g., [2]). With respect
to the usual inner product in Rn and the nonnegative cone Rn+, a nonsingular M-matrix has the
Q-property (equivalently, the P-property) [4]. It has been observed in [10] that any finite product
of such matrices has the Q-property. The proof is based on the observation that the inverse of a
nonsingular M-matrix is a (entry-wise) nonnegative matrix with positive diagonal.
(2) For a given matrix A ∈ Rn×n, consider the Lyapunov transformation LA defined on the
spaceSn, of all real n × n symmetric matrices, by
LA(X) = AX + XAT.
A celebrated result of Lyapunov (see Theorems 2.2.1 and 2.2.3 in [14]) states that
(LA)
−1(Sn++) ⊆Sn++
if and only if A is positive stable (which means that all eigenvalues of A lie in the open right-half
plane). HereSn++ is the interior of the closed convex coneSn+ of positive semidefinite matrices
inSn. It has been shown in [9] that these properties are equivalent to the Q-property (and also the
P-property) of LA. In [10], Gowda and Song prove, using degree-theoretic ideas, that any finite
product of Lyapunov transformations corresponding to positive stable matrices has the Q-property
with respect toSn+.
(3) For a given matrix A ∈ Rn×n, consider the Stein transformation SA defined on the space
Sn by
SA(X) = X − AXAT.
The well-known result of Stein [19] says that
(SA)
−1(Sn++) ⊆Sn++
if and only if A is Schur stable (which means that all the eigenvalues of A lie in the open unit disk).
In [8], Gowda and Parthasarathy show that these properties are further equivalent to the Q-property
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(and also the P-property) of SA with respect to the semidefinite cone Sn+. In [10], Gowda and
Song show that any finite product of Stein transformations corresponding to Schur stable matrices
has the Q-property with respect toSn+. The proof is based once again on degree-theoretic ideas.
(4) OnSn, consider a set of transformations where each one is of the form L = LA − (I − SB)
withA andB real and square. Assuming the P-property for each one of these, Balaji [1] has recently
shown that the product has the Q-property, extending the results of Gowda–Song and Gowda–
Parthasarathy mentioned in items (2) and (3) above. Once again, the proof is degree-theoretic.
Seeing the commonality of the above results and that each of the above cones is a symmetric
cone (see Section 2 for the definition), one may ask if a unifying result for the Q-property of the
composite transformation can be established, say, on a Euclidean Jordan algebra. Our Theorem
6 (in Section 3) achieves this and much more: In addition to unifying the above results, our result
is valid on any self-dual cone and its proof is independent of degree theoretic ideas. Moreover,
it extends Corollary 10 in [8] dealing with a transformation of the form I − S and prescribes a
sufficient condition for the Q-property of a transformation of the form L = R − S where R and S
satisfy conditions of Schneider [17], namely, S(K) ⊆ K and R(K◦) ⊇ K◦ or R(K◦) ∩ K◦ = ∅,
where K◦ denotes the interior of K (see Lemma 7).
In the second part of the paper, we are concerned with the P-property of Stein-type transforma-
tion L = I − S where we now assume that K is a symmetric cone in a Euclidean Jordan algebra
with S(K) ⊆ K and ρ(S) < 1. The P-property is obvious when K is the nonnegative orthant
in Rn (as the matrix L is a nonsingular M-matrix). When K is Sn+ with S = SA (see item (3)
above), the P-property has been verified in [8]. In Section 4, we prove the P-property of I − S
when K is the Lorentz cone, and present partial results in the general case.
2. Preliminaries
Throughout this paper, we assume that K is a (nonempty) closed convex cone in a finite
dimensional real Hilbert space H . We further assume that K is self-dual, i.e.,
K = K∗ := {x ∈ H : 〈x, y〉  0, ∀y ∈ K} .
Then the interior ofK, denoted byK◦, is nonempty. A linear transformationT : H → H is said to
be copositive (strictly copositive) on K if for all 0 /= x ∈ K, we have 〈T (x), x〉  0 (respectively,
> 0).
We recall the well-known result of Karamardian [16] specialized to T and K:
Theorem 1 (Karamardian’s Theorem). Suppose T : H → H is linear and for some d ∈ K◦, zero
is the only solution of both LCP(T ,K, 0) and LCP(T ,K, d). Then T has the Q-property with
respect to K .
It easily follows from this result that if a linear transformation is strictly copositive on K, then
it has the Q-property on K .
For a linear transformation L on H, ρ(L) denotes the spectral radius of L. We recall that
ρ(L) = lim
n→∞ ‖L
n‖1/n.
A nonempty convex subset F of K is a face of K if
0 < t < 1, u, v ∈ K, tu + (1 − t)v ∈ F ⇒ u, v ∈ F.
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In this case, we write
F  K.
It is easily verified that every face of K is a closed convex cone. Given x ∈ K, the intersection of
all faces of K containing x is itself a face—called the face generated by x. For any closed convex
cone G contained in K, we define the complementary cone corresponding to G by
G :=G⊥ ∩ K = {y ∈ K : y ⊥ G},
where we write u ⊥ v to mean 〈u, v〉 = 0.
We need the following:
Lemma 2. Suppose x, y ∈ K such that x ⊥ y. Let F be the face generated by y. Then x ∈ F.
This lemma is well-known. It easily follows from the observation that the set E :={z ∈ F :
z ⊥ x} is a face of K containing y.
The cone K is said to be facially exposed (see Theorem 6.7 in [3]) if
(F) = F
for all F  K .
2.1. Euclidean Jordan algebras
In this subsection, we briefly recall some concepts, properties, and results from Euclidean
Jordan algebras. Most of these can be found in [5,18,12].
A Euclidean Jordan algebra is a triple (V , ◦, 〈·, ·〉) where (V , 〈·, ·〉) is a finite dimensional
inner product space over R and (x, y) → x ◦ y : V × V → V is a bilinear mapping satisfying
the following conditions:
(i) x ◦ y = y ◦ x for all x, y ∈ V,
(ii) x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y) for all x, y ∈ V where x2 :=x ◦ x, and
(iii) 〈x ◦ y, z〉 = 〈y, x ◦ z〉 for all x, y, z ∈ V .
In addition, we assume that there is an element e ∈ V (called the unit element) such that x ◦ e = x
for all x ∈ V .
In a Euclidean Jordan algebra V, the set of squares
K :={x ◦ x : x ∈ V }
is a symmetric cone (see [5, p. 46]). This means that K is a self-dual cone and for any two elements
x, y ∈ int(K), there exists an invertible linear transformation  : V → V such that (K) = K
and (x) = y. If x ∈ K, we write x  0 and write y  0 to mean −y  0.
For x ∈ V, we define
m(x) := min{k > 0 : {e, x, . . . , xk} is linearly dependent}
and rank of V by r = max{m(x) : x ∈ V }. An element c ∈ V is an idempotent if c2 = c; it is a
primitive idempotent if it is nonzero and cannot be written as a sum of two nonzero idempotents.
We say that a finite set {e1, e2, . . . , em} of primitive idempotents in V is a Jordan frame if
ei ◦ ej = 0 if i /= j and
m∑
1
ei = e.
Note that 〈ei, ej 〉 = 〈ei ◦ ej , e〉 = 0 whenever i /= j .
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Theorem 3 (The spectral decomposition theorem [5]). Let V be a Euclidean Jordan algebra
with rank r . Then for every x ∈ V, there exists a Jordan frame {e1, . . . , er} and real numbers
λ1, . . . , λr such that
x = λ1e1 + · · · + λrer . (1)
The expression λ1e1 + · · · + λrer is the spectral decomposition (or the spectral expansion)
of x.
We note that
x  0 (i.e., x ∈ K) ⇒ 0  〈x, ei〉 = λi‖ei‖2 ⇒ λi  0.
The Peirce decomposition
Fix a Jordan frame {e1, e2, . . . , er} in a Euclidean Jordan algebra V . For i, j ∈ {1, 2, . . . , r},
define the eigenspaces
Vii :={x ∈ V : x ◦ ei = x} = Rei
and when i /= j,
Vij :=
{
x ∈ V : x ◦ ei = 12x = x ◦ ej
}
.
Then we have the following.
Theorem 4 [5, Theorem IV.2.1]. The space V is the orthogonal direct sum of spaces Vij (i  j).
Furthermore,
Vij ◦ Vij ⊂ Vii + Vjj ,
Vij ◦ Vjk ⊂ Vik if i /= k,
Vij ◦ Vkl = {0} if {i, j} ∩ {k, l} = ∅.
Thus, given any Jordan frame {e1, e2, . . . , er}, we can write any element x ∈ V as
x =
r∑
i=1
xiei +
∑
i<j
xij ,
where xi ∈ R and xij ∈ Vij .
The algebraSn
LetSn be the set of all n × n real symmetric matrices with the inner and Jordan product given
by
〈X, Y 〉 := trace(XY) and X ◦ Y := 12 (XY + YX).
In this setting, the cone of squaresSn+ is the set of all positive semidefinite matrices inSn.
The Cartesian product of S1s will give us the Euclidean Jordan algebra Rn where the inner
product is the usual inner product and the Jordan product is the componentwise product of
vectors.
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The algebraLn
Consider Rn (n > 1) where any element x is written as
x =
[
x0
x¯
]
with x0 ∈ R and x¯ ∈ Rn−1. The inner product in Rn is the usual inner product. The Jordan product
x ◦ y in Rn is defined by
x ◦ y =
[
x0
x¯
]
◦
[
y0
y¯
]
:=
[ 〈x, y〉
x0y¯ + y0x¯
]
.
We shall denote this Euclidean Jordan algebra (Rn, ◦, 〈·, ·〉) byLn. In this algebra, the cone of
squares, denoted byLn+, is called the Lorentz cone (or the second-order cone). It is given by
Ln+ = {x : ‖x¯‖  x0}.
The unit element inLn is e = [ 10 ]. We note the spectral decomposition of any x with x¯ /= 0:
x = λ1e1 + λ2e2,
where
λ1 :=x0 + ‖x¯‖, λ2 :=x0 − ‖x¯‖
and
e1 := 12
[
1
x¯
‖x¯‖
]
and e2 := 12
[
1
− x¯‖x¯‖
]
.
In a Euclidean Jordan algebra V, for a given x ∈ V, we define the corresponding Lyapunov
transformation Lx : V → V by
Lx(z) = x ◦ z.
We say that elements x and y operator commute if Lx and Ly commute, i.e.,
LxLy = LyLx.
It is known that x and y operator commute if and only if x and y have their spectral decompositions
with respect to a common Jordan frame ([5, Lemma X.2.2] or [18, Theorem 27]). In the case of
Sn, matrices X and Y operator commute if and only if XY = YX. In the case ofLn, vectors x
and y (see Example 2) operator commute if and only if either y¯ is a multiple of x¯ or x¯ is a multiple
of y¯.
Simple Jordan algebras and the structure theorem
A Euclidean Jordan algebra is said to be simple if it is not the direct sum of two Euclidean
Jordan algebras. The classification theorem [5, Chapter V] says that every simple Euclidean Jordan
algebra is isomorphic to one of the following:
(1) The algebraSn of n × n real symmetric matrices.
(2) The algebraLn.
(3) The algebra Hn of all n × n complex Hermitian matrices with trace inner product and
X ◦ Y = 12 (XY + YX).(4) The algebra Qn of all n × n quaternion Hermitian matrices with trace inner product and
X ◦ Y = 12 (XY + YX).
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(5) The algebra O3 of all 3 × 3 octonion Hermitian matrices with trace inner product and
X ◦ Y = 12 (XY + YX).
The following result characterizes all Euclidean Jordan algebras.
Theorem 5 [5, Propositions III.4.4 and III.4.5, Theorem V.3.7]. Any Euclidean Jordan algebra
is, in a unique way, a direct sum of simple Euclidean Jordan algebras. Moreover, the symmetric
cone in a given Euclidean Jordan algebra is, in a unique way, a direct sum of symmetric cones
in the constituent simple Euclidean Jordan algebras.
Faces of a symmetric cone can be described easily: If F  K and K is the symmetric cone in
V, then there exists a Jordan frame {e1, e2, . . . , er} and 1  k  r such that
F = {x ∈ K : x ◦ (e1 + e2 + · · · + ek) = x}
(see [11]). Given F as above, it can be easily shown (e.g., using the Peirce decomposition and
Proposition 3.2 in [11]) that
F = {z ∈ K : z ◦ (ek+1 + · · · + er) = z}.
From this it follows that
(F) = F for all F  K. (2)
Thus, every symmetric cone is facially exposed. See Theorem 6 in [20] for a result of this type
for homogeneous cones (which include symmetric cones).
3. The Q-property
Recall that K is a self-dual cone in a finite dimensional real Hilbert space H and L : H → H
has the Q-property if for all q ∈ H, LCP(L,K, q) has a solution. We begin by noting that the
Q-property is not product invariant: In H = Rn with K = Rn+, take
A =
[
1 0
−1 2
]
and B =
[
1 2
0 1
]
.
A and B are P-matrices (that is, all principal minors are positive) and hence are Q-matrices [4].
However, it is easily seen that the product AB does not have the Q-property. Thus, in general, the
product of transformations having the Q-property need not have the Q-property. In Corollary 9
below, we specify sufficient conditions for the product to have the Q-property. First, we present
our main theorem of this section. This theorem and its corollaries are motivated by several results
(see items (1)–(4)) mentioned in Section 1.
Theorem 6. Suppose L : H → H is an invertible linear transformation satisfying the following:
(a) L−1(K) ⊆ K and
(b) L(F) ∩ K ⊆ F for all F  K .
Then L−1 is strictly copositive on K . Hence L−1 and L have the Q-property.
Proof. Since K is self-dual, by (a), L−1 is copositive on K . Suppose, if possible, 〈L−1x, x〉 = 0
for some 0 /= x ∈ K . Letting y = L−1x, we see that 0 /= y ∈ K (by (a)) and 〈x, y〉 = 0. Let
F be the face generated by y. Then x = L(y) ∈ L(F) ∩ K and so by (b), x ∈ F . On the other
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hand, by Lemma 2, x ∈ F. Hence x = 0, yielding a contradiction. Hence L−1 is strictly co-
positive on K . By Theorem 1, L−1 has the Q-property on K . Now for any q ∈ H, let x be a
solution of LCP(L−1,K,−L−1q), so that x ∈ K, y = L−1(x) − L−1q ∈ K, with 〈x, y〉 = 0.
Then y ∈ K, x = L(y) + q ∈ K, and 〈y, x〉 = 0. It follows that y solves LCP(L,K, q), proving
the Q-property of L on K . 
Remarks
(i) In the above result, L is assumed to be invertible. Because of this, condition (a) is equivalent
to: L−1(K◦) ⊆ K◦.
(ii) Theorem 6 deals with an invertible transformation. It is possible to state a similar result for
general transformations in the following way: Let M be linear on H with M(K) ⊆ K, and
for all F  K,
x ∈ F, x = My, y ∈ K ⇒ y ∈ F.
Then M is strictly copositive on K and hence has the Q-property on K . This can be seen as
follows: From M(K) ⊆ K, we get the copositivity of M on K . If M is not strictly copositive
on K, then there is a nonzero x ∈ K such that 〈Mx, x〉 = 0. Let z = Mx ∈ K (because
M(K) ⊆ K). Let F be the face of K generated by z. We have z, x ∈ K, 〈z, x〉 = 0; hence
x ∈ F⊥. Then z ∈ F, z = Mx, x ∈ K ⇒ x ∈ F . Thus x = 0, which is a contradiction. So
M is strictly copositive and by Theorem 1 we get the Q-property of M on K .
By unifying and extending the results of Lyapunov and Stein (mentioned in Section 1), Schnei-
der [17] proves the following.
Lemma 7 (Schneider [17]). Consider linear transformations R and S satisfying conditions
S(K) ⊆ K and R(K◦) ⊇ K◦ or R(K◦) ∩ K◦ = ∅. Let L = R − S. Then the following are
equivalent:
(i) R is invertible, R−1(K) ⊆ K, and ρ(R−1S) < 1.
(ii) L is invertible and L−1(K◦) ⊆ K◦.
(iii) There exists a vector d ∈ K◦ such that L(d) ∈ K◦.
In [8], Gowda and Parthasarathy show that when R is a multiple of the Identity, the above
conditions are further equivalent to the Q-property of L. They also observe (Cf. [8, Example 2])
that the Q-property does not hold for a general L. In the result below, we prescribe a sufficient
condition on R that yields the Q-property of L.
Corollary 8. Suppose R and S are linear on H, L = R − S, S(K) ⊆ K,
() L is invertible, L−1(K) ⊆ K, and
() R(F) ∩ K ⊆ F for all faces F in K .
Then conditions (a) and (b) of Theorem 6 hold. Hence L has the Q-property.
Proof. We need only show that L(F) ∩ K ⊆ F for all faces F in K . To see this, suppose F is
a face of K and let y ∈ L(F) ∩ K . Let y = L(x) ∈ K for some x ∈ F . Then y = R(x) − S(x)
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implies that R(x) = y + S(x) ∈ K and so R(x) ∈ R(F) ∩ K . By our assumption (), R(x) ∈ F .
Since F is a face and R(x) = y + S(x) with y, S(x) ∈ K, we have y ∈ F, proving condition (b)
of the theorem. 
Remark. When L has the Q-property on K, item (iii) in Schneider’s Lemma is satisfied. (This
can be seen by noting that if x is a solution of LCP(L,K,−q) where q ∈ K◦, then L(x) − q ∈ K .
Hence L(x) ∈ q + K◦ ⊆ K◦. Perturbing x, we get a vector d with d ∈ K◦ such that L(d) ∈ K◦.)
Thus, when R(F) ∩ K ⊆ F for all faces F in K, items (i)–(iii) are further equivalent to the
Q-property of L.
Corollary 9. Suppose Li : H → H (i = 1, 2, . . . , n) satisfy conditions (a) and (b) of Theorem 6.
Then the product
∏
Li will also satisfy the same conditions. Hence the product has the Q-property.
Proof. We will prove the result by induction on n. By Theorem 6, the result is true for n = 1.
We assume the result for n − 1. Assume that Li : H → H (i = 1, 2, . . . , n) satisfy conditions
(a) and (b) of the above theorem. Clearly the product ∏n1 Li satisfies condition (a), so we have
only to prove condition (b). To this end, let x ∈ F  K and z = ∏n1 Li(x) ∈ K . We have to show
that z ∈ F . Now, z = (∏n−11 Li)(Ln(x)) ∈ K . Hence Ln(x) = (∏n−11 Li)−1(z) ∈ K . There-
fore, Ln(x) ∈ Ln(F ) ∩ K ⊂ F . Hence z =
(∏n−1
1 Li
)
(Ln(x)) ∈
(∏n−1
1 Li
)
(F ) ∩ K ⊆ F by
the induction hypothesis. So we have proved that z ∈ F . Thus by induction, the result holds. 
Example 1. Consider H =Sn, R = LA, S = 0, where A is positive stable. Then L−1A (Sn+) ⊆
Sn+ by Lyapunov’s Theorem. We verify condition () of Corollary 8. Given a face F ofSn+, take
X ∈ F such that LA(X) ∈Sn+. We will show that LA(X) ∈ F . By Theorem 3.6 in [13], there is
an index 1  m  n and an orthogonal matrix U ∈ Rn×n such that
X = U
[
X1 0
0 0
]
UT,
where X1 ∈Sm+. Certainly,
UTLA(X)U =
[
LB1(X1) C
CT 0
]
,
where B = UTAU and B1 is the block of B compatible with X1. Since UTLA(X)U ∈Sn+, we
must have C = 0. This implies (by Theorem 3.6 in [13]), that
LA(X) = U
[
LB1(X1) 0
0 0
]
UT ∈ F.
Now the conditions of Corollary 8 are satisfied. Hence LA has the Q-property. It follows from
Corollary 9 that any finite product of such transformations will also have the Q-property. Thus
we have recovered Theorem 9 in [10].
Example 2. On any real Hilbert space H, let R = rI, S(K) ⊆ K, and ρ(S) < r . Then L =
rI − S is invertible and (rI − S)−1 = ∑∞0 Skrk+1 . Because S(K) ⊆ K, we have L−1(K) ⊆ K .
Thus condition () of Corollary 8 is satisfied. Condition () is obvious. Hence conditions (a)
and (b) of Theorem 6 hold. By previous Corollary, any finite product of transformations of the
form rI − S will have the Q-property. This extends Corollary 10 in [8] (which is stated for a
single transformation of the form rI − S) and Theorem 10 in [10] (which is stated for Stein
transformations of the form SA(X) = X − AXAT onSn).
446 R. Sznajder, M.S. Gowda / Linear Algebra and its Applications 416 (2006) 437–451
Corollary 10. Suppose that K is facially exposed. Let R and S be linear on H, L = R − S, with
S(K) ⊆ K and R satisfying the following:
• For any F  K, R(F) ⊆ (F)⊥.
• L is invertible, and
• For all q ∈ K◦, LCP(L,K,−q) has a solution.
Then L satisfies conditions of Corollary 8 and so L has the Q-property. Moreover, any finite
product of such transformations will have the Q-property.
Proof. We first verify condition (). Fix q ∈ K◦ and let x be a solution of LCP(L,K,−q). Then
x and y :=L(x) − q are both in K and are orthogonal to each other. Let F be the face of K
generated by x in which case, y ∈ F (by Lemma 2). By the imposed condition on R, we have
R(x) ∈ (F)⊥ and so 〈R(x), y〉 = 0. As q and S(x) are both in K = K∗, we get
0  〈y, y〉 = 〈R(x), y〉 − 〈S(x) + q, y〉  0
and y = 0. Hence L(x) = q and L−1(q) = x ∈ K . Thus L−1(K◦) ⊆ K, which implies, by conti-
nuity of L, the inclusion L−1(K) ⊆ K . To see (), let F  K . Then R(F) ∩ K ⊆ (F )⊥ ∩ K =
(F). Since K is assumed to facially exposed, we have (F ) = F . Thus we have R(F) ∩ K ⊆
F, proving (). We conclude that L has the Q-property and moreover, any finite product of such
transformations will have the Q-property. 
Example 3. Consider H =Sn, R = LA, S = I − SB . As in Example 1, it can be easily shown
that for any F  K, LA(F ) ⊆ (F)⊥. If L = LA − (I − SB) has the P-property, then the two
remaining conditions of the previous corollary hold. Thus L has the Q-property and any finite
product of such transformations will also have the Q-property. Thus we recover a result of Balaji
[1] mentioned in Section 1.
We conclude this section by presenting two variations of Corollary 9. In the proof of Corollary
9, L−1 = L−1n C where C =
∏1
n−1 L
−1
k is strictly copositive on K . By assuming Ln = rI − S,
we present the following results.
Proposition 11. Suppose T = (rI − S)−1C where S(K) ⊆ K,ρ(S) < r, C is strictly copositive
on K with C(K) ⊆ K . Then T is strictly copositive on K .
Proof. Without loss of generality, let r = 1. As K is invariant under both S and C, from T =(∑∞
0 S
k
)
C, we get T (K) ⊆ K . Now let 0 /= x ∈ K in which case, y = T x = (I − S)−1Cx ∈
K . Then (I − S)y = Cx and soy = Sy +Cx. Therefore 〈T x, x〉 = 〈y, x〉 = 〈Sy, x〉 + 〈Cx, x〉 >
0 as Sy ∈ K and C is strictly copositive. 
By dropping the condition C(K) ⊆ K in the above result, we get
Proposition 12. Suppose T = (rI − S)−1C where S(K) ⊆ K, ρ(S) < r and C is strictly co-
positive on K . Then T has the Q-property.
Proof. Without loss of generality, let r = 1. By Schneider’s Lemma, there is a d ∈ K◦ such
that (I − S)d ∈ K◦. To prove the Q-property of T , we show that zero is the only solution of
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LCP(T , td) for any t  0 and then appeal to Theorem 1. To this end, fix any t  0 in R, and let
x be a nonzero solution of LCP(T , td). Put y = T x + td so that x, y ∈ K and 〈x, y〉 = 0. Then
〈(I − S)y, x〉 = 〈(I − S)T x, x〉 + t〈(I − S)d, x〉  〈Cx, x〉 > 0,
as (I − S)d ∈ K◦ and C is strictly copositive on K . On the other hand,
〈(I − S)y, x〉 = 〈y, x〉 − 〈Sy, x〉  0
as 〈y, x〉 = 0 and S(K) ⊆ K . We reach a contradiction. Hence zero is the only solution of
LCP(T , td). This completes the proof. 
Remark. A result of the above type has been recently observed by Isac and Németh [15, Theorem
6.6] for the standard linear complementarity problem, i.e., when H = Rn and K = Rn+, based on
an existence result for nonlinear complementarity problems.
4. The P-property
Recall that a linear transformation L on a Euclidean Jordan algebra V is said to have the
P-property if
x and L(x) operator commute and x ◦ L(x)  0 ⇒ x = 0,
where z  0 means that −z ∈ K . The above P-property is a generalization of the familiar P-
property of a matrix [7]. As shown in [12], the P-property is implied by numerous other properties
such as: the globally uniquely solvable property (which means that for all q ∈ V, LCP(L,K, q)
has a unique solution), the Jordan P-property, the order P-property, strong monotonicity property,
etc. Moreover, the P-property implies the Q-property.
It is known, see [9,8], that when V =Sn, LA has the P-property if and only if A is positive
stable and SA has the P-property if and only if A is Schur stable. Motivated by the latter result,
we may ask if, in general,
I − S has the P-property when S(K) ⊆ K and ρ(S) < 1.
In this section, we answer this completely when V =Ln and present some partial results in
the general case.
Proposition 13. Suppose V =Ln and S(Ln+) ⊆Ln+ and ρ(S) < 1. Then I − S has the
P-property.
Proof. Suppose x /= 0 and (I − S)x operator commute with x ◦ (I − S)x  0. Then we may
write
0 /= x = λ1e1 + λ2e2 and S(x) = (λ1 − µ1)e1 + (λ2 − µ2)e2,
where {e1, e2} is a Jordan frame inLn and λiµi  0, i = 1, 2.
We consider several cases.
Case 1. λ1 /= 0, λ2 = 0. (Note: The case λ1 = 0, λ2 /= 0 is similar.)
Let
γ1 :=1 − µ1
λ1
.
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Then x = λ1e1 and S(x) = λ1γ1e1 − µ2e2. We see that
S(e1) = γ1e1 − µ2
λ1
e2. (3)
Since S(Ln+) ⊆Ln+, S(e1)  0 and hence −µ2λ1  0. We now claim that
〈Sn(e1), e1〉  ‖e1‖2γ n1 , ∀n = 1, 2, . . . . (4)
Eq. (3) shows that the above statement is true for n = 1. Assume that the above statement is true
for k so that 〈Sk(e1), e1〉  ‖e1‖2γ k1 . From (3),
Sk+1(e1) = γ1Sk(e1) − µ2
λ1
Sk(e2).
As S(Ln+) ⊆Ln+, Ske2  0. Hence we have, from −µ2λ1  0,
〈Sk+1(e1), e1〉 = γ1〈Sk(e1), e1〉 − µ2
λ1
〈Sk(e2), e2〉
 γ1〈Sk(e1), e1〉
 γ k+11 ‖e1‖2.
Hence by induction, we have the claim. As ρ(S) < 1, Sn → 0. Letting n → ∞ in (4), we get
γ1 < 1. But γ1 = 1 − µ1λ1  1 is a contradiction. Hence, this case cannot happen.
Case 2. λ1 /= 0 λ2 /= 0.
Put γ1 :=1 − µ1λ1 and γ2 :=1 −
µ2
λ2
and note that γ1, γ2  1. Now
x = λ1e1 + λ2e2 and S(x) = λ1γ1e1 + λ2γ2e2.
Then Sk(x) = λ1Sk(e1) + λ2Sk(e2). Hence
Sk+1(x) = λ1γ1Sk(e1) + λ2γ2Sk(e2)
= γ1[Sk(x) − λ2Sk(e2)] + λ2γ2Sk(e2)
= γ1Sk(x) + λ2(γ2 − γ1)Sk(e2) (5)
and by symmetry,
Sk+1(x) = γ2Sk(x) + λ1(γ1 − γ2)Sk(e1). (6)
Subcase 2.1. λ1 > 0 and λ2 > 0. (Note: The case λ1 < 0 and λ2 < 0 can be handled by working
with −x.)
First suppose that γ2 − γ1  0. Then by (5), 〈Sk+1(x), e1〉  γ1〈Sk(x), e1〉. This implies that
〈Sn+1(x), e1〉  γ n+11 λ1‖e1‖2
for all natural numbers. Now letting n → ∞ and using the fact that Sn → 0, we see that γ1 < 1.
This is a contradiction since γ1  1.
If γ2 − γ1 < 0, then γ1 − γ2 > 0. In this case, we use (6) and proceed as before to get a
contradiction.
Subcase 2.2. λ1 > 0 and λ2 < 0. (Note: The case λ1 < 0 and λ2 > 0 can be handled by working
with −x.)
First suppose that γ2 − γ1  0. From (5) we have
Sk+1(−x) = γ1Sk(−x) − λ2[γ2 − γ1]Sk(e2).
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Since λ2 < 0 and Sk(e2)  0, we have 〈Sk+1(−x), e2〉  γ1〈Sk(−x), e2〉. This yields
〈Sn+1(−x), e2〉  γ n1 (−λ2)γ2‖e2‖2
for all natural numbers. Letting n → ∞ and using the fact that Sn → 0, we see that γ1 < 1. This
clearly is a contradiction.
If γ2 − γ1 < 0, we use (6) to get
〈Sn+1(x), e1〉  γ n2 λ1γ1‖e1‖2.
We proceed as before to get a contradiction.
Thus in all cases, we arrive at a contradiction. We see that x = 0, proving the P-property of
I − S. 
Remark. It should be noted that any Euclidean Jordan algebra of rank 2 is isomorphic to some
Ln; in particular,S2 is isomorphic toL3 (see [5, p. 66]).
We now turn our attention to a general Euclidean Jordan algebra and present some partial
results.
Proposition 14. Suppose S : V :→ V be linear with ‖S‖  1 and ρ(S) < 1. Then I − S has the
P-property.
Proof. Suppose that 0 /= x and (I − S)x operator commute and x ◦ (x − S(x))  0. We write
x = ∑ λiei and S(x) = ∑(λi − µi)ei where λiµi  0 for all i. Then
‖x‖2 = 〈x ◦ x, e〉  〈x ◦ S(x), e〉 = 〈x, S(x)〉  ‖x‖‖S(x)‖  ‖x‖2.
So equality holds in the Cauchy–Schwarz inequality, and thus, S(x) = αx for some number
α  0. Then λi − µi = αλi for all i. Since x /= 0, there is some λi which is nonzero. For this
λi, 1 − µiλi = α. Now λiµi  0 ⇒
µi
λi
 0 ⇒ α  1. Note that α is an eigenvalue of S. Thus
ρ(S)  1 contradicting the assumption. Hence x = 0, proving the P-property of I − S. 
Corollary 15. Suppose S : V → V be linear, self-adjoint, and ρ(S) < 1. Then I − S has the
P-property.
Proof. For a self-adjoint transformation, the spectral radius and (operator) norm coincide. The
corollary now follows from the previous proposition. 
We next consider rank one transformations.
Proposition 16. Let u, v ∈ K, and define S : V → V by S(x) :=u〈v, x〉. If ρ(S) < 1, then I − S
has the P-property.
Proof. From S(x) :=u〈v, x〉, we get Sn(x) = u〈u, v〉n−1〈v, x〉. This gives
‖Sn‖ = ‖u‖|〈u, v〉|n−1‖v‖.
Then
ρ(S) = lim ‖Sn‖1/n = |〈u, v〉|.
450 R. Sznajder, M.S. Gowda / Linear Algebra and its Applications 416 (2006) 437–451
Now assume that x commutes with x − S(x) and x ◦ [x − S(x)]  0. Then there exists a Jordan
frame {e1, e2, . . . , er} such that
x =
∑
xiei and y = x − S(x) =
∑
yiei .
In addition, xiyi  0 for all i. With respect to the Jordan frame {e1, e2, . . . , er}, we have the
Peirce decomposition
v =
∑
viei +
∑
i<j
vij .
Letting
θi :=‖ei‖2,
we have by the orthogonality properties of Vij ’s, S(x) = u〈v, x〉 = u∑ vixiθi . Hence,∑
yiei = y = x − S(x) =
∑
xiei − u
∑
vixiθi .
Case 1.
∑
vixiθi = 0. Then xi = yi and xiyi  0 for all i. Hence, x2i  0, so xi = 0 for all i
and, consequently, x = 0.
Case 2.
∑
vixiθi /= 0. Then
u =
∑
xiei −∑ yiei∑
xiviθi
,
so |〈u, v〉| < 1 implies∣∣∣∣1 −
∑
viyiθi∑
xiviθi
∣∣∣∣ < 1.
Subcase 2.1.
∑
vixiθi > 0. Then u ∈ K implies that ∑ xiei −∑ yiei ∈ K, so xi  yi for all i.
Because xiyi  0, yi  0  xi for all i. As v ∈ K, we have ∑ viyiθi  0 ∑ vixiθi, and so∣∣∣∣1 −
∑
viyiθi∑
xiviθi
∣∣∣∣  1.
This is clearly a contradiction.
Subcase 2.2.
∑
vixiθi < 0. Reversing the roles of xi and yi in Subcase 2.1 we get xi  0  yi
for all i. Thus,
∑
vixiθi  0 
∑
viyiθi . Again,∣∣∣∣1 −
∑
viyiθi∑
xiviθi
∣∣∣∣  1,
yielding a contradiction.
Thus, Case 2 cannot happen. By Case 1, x = 0, so the transformation I − S has the
P-property. 
5. Concluding remarks
In this paper, we have presented a (unifying) result on the Q-property of a finite product of
linear transformations on a self-dual cone. Also, the P-property of the transformation I − S on
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a symmetric cone is studied. When S is linear with S(K) ⊆ K and ρ(S) < 1, the P-property of
I − S is proved for the Lorentz cone and some partial results were presented in the general case.
Based on these results, we formulate the following:
Conjecture. Suppose K is a symmetric cone in a Euclidean Jordan algebra V and let S : V → V
be linear with S(K) ⊆ K and ρ(S) < 1, Then I − S has the P-property on V .
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