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1. Introduction and summary
The idea of low energy effective theories is simple: phenomena at energy less than a
scale Λ can be described by a field theory which only contains particles of mass less than
Λ. The most notable example is the chiral lagrangian for the low energy pion physics [1].
The chiral lagrangian is given in terms of the pion fields such that it is invariant under
the flavor SU(2)×SU(2). At tree level (i.e., in the soft pion limit) the lagrangian has only
one parameter fπ, the pion decay constant, and we obtain all the consequences of current
algebra simply by expanding the lagrangian and reading out the matrix elements. Away
from the soft pion limit, higher order corrections have been calculated in order to achieve
better fits with experiments [2]. As far as S-matrix elements are concerned, the procedure
of loop expansions is well understood.
The purpose of this note is to give a clear statement of the off-shell equivalence between
the O(N) linear and non-linear sigma models. The elementary fields of the linear sigma
model are unconstrained scalar fields φI (I = 1, ... , N) which transform as a vector of
O(N). On the other hand the elementary fields of the non-linear sigma model are the vector
ΦI which are constrained by the non-linear relation
N∑
I=1
ΦIΦI = 1 . (1.1)
The off-shell equivalence means that at energies lower than the symmetry breaking scale,
the correlation functions of φ’s in the linear sigma model can be reproduced by certain
correlation functions in the non-linear sigma model.
Let us briefly summarize the main points of this note. First we give two points on the
renormalization properties of the non-linear sigma model:
(A) The field ΦI which transforms linearly under O(N) mixes with higher dimensional
fields which also transform as vectors of O(N).
(B) In considering the Fourier transforms of the correlation functions, the field ΦI is not
renormalized linearly: we must introduce counterterms to remove the ultraviolet (UV)
divergences due to two or more Φ’s at the same point in space.
The first point is nothing new. Since the non-linear sigma model is non-renormalizable,
the field ΦI cannot be renormalized multiplicatively, but it mixes with an infinite number of
higher dimensional fields which transform as vectors under O(N). The second point, which
is familiar from the renormalization of composite fields in renormalizable field theories
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(see, for example, ref. [3]), has not been emphasized before in the literature. This point is
not only important for the removal of UV divergences but also for obtaining the off-shell
equivalence. See (B′) below.
Similarly, we give two points on the off-shell equivalence:
(A′) The elementary field φI of the linear sigma model corresponds to a linear combination
of the fields in the non-linear sigma model all of which transform as vectors of O(N). More
specifically, φI corresponds to a linear combination of the non-linear field ΦI and fields
with two or more derivatives.
(B′) For the off-shell equivalence, we must also introduce finite counterterms corresponding
to two or more fields at the same point in space.
The loop expansion of the O(N) non-linear sigma model was discussed long ago by
Appelquist and Bernard [4] and by Akhoury and Yao [5]. The results of this note are
refinements of some of the results of the above mentioned works.
The present paper is organized as follows. In sect. 2, we summarize the one-loop
corrections to the two- and four-point correlation functions of Φ’s in the O(N) non-linear
sigma model. We only give enough details to clarify our points (A,B) above. In sect. 3,
we consider the one-loop corrections to the two- and four-point correlation functions of
φ’s in the O(N) linear sigma model, and take their low energy approximations. In sect. 4
we compare the results of sects. 2 and 3, and determine the parameters of the low energy
effective theory to obtain the off-shell equivalence. In sect. 5 we give concluding remarks.
Throughout this note we will use the dimension regularization with
D ≡ 4− ǫ . (1.2)
For simplicity, we will use the euclidean metric.
2. The loop expansion of the O(N) non-linear sigma model
The O(N) non-linear sigma model is defined by the lagrangian
Leff = 1
2g−2
∂µΦ
I∂µΦ
I
+
1
g2−2
(
G
(1)
−4 (∂µΦ
I∂µΦ
I)2 +G
(2)
−4 ∂µΦ
I∂νΦ
I∂µΦ
J∂νΦ
J
+G
(3)
−4 ∂
2ΦI∂2ΦI
)
+ ... ,
(2.1)
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where the field ΦI (I = 1, ... , N) takes values on the unit sphere SN , and the summation
over the repeated vector indices I, J is implied. The dots represent terms with six or
more derivatives. There are only three terms possible with four derivatives. The three
parameters are given as
G
(i)
−4 =
z(i)
ǫ
g2−2 + g
(i)
−4 , (2.2)
where z(i), g
(i)
−4 are finite constants. The constants z
(i) are chosen to remove the one-
loop UV divergences. The finite parameter g
(i)
−4 satisfies the renormalization group (RG)
equation:
d
dt
g
(i)
−4 = (−4 + ǫ)g(i)−4 − z(i)g2−2 . (2.3)
Before discussing the the renormalization of the field ΦI , we must make an important
remark. The fields ΦI (I = 1, ... , N) satisfy the non-linear constraint (1.1). Given the
convention 〈
Φi
〉
= 0 (i = 1, ... , N − 1) , (2.4)
a standard parametrization is
Φi =
√
g−2 π
i (i = 1, ... , N − 1) , ΦN =
√
1− g−2 ~π · ~π , (2.5)
where πi are N− 1 independent fields. But what parametrization we use is irrelevant as
long as we use the dimension regularization, since the jacobian of the infinitesimal field
transformation
πi → (1 + ǫ0(π2))πi + ǫijk1 (π2)∂µπj∂µπk + ǫij2 (π2)∂2πj
+ (higher order derivatives)
(2.6)
is unity. (See ref. [6] for a recent discussion.) Therefore, we need not discuss the fields πi
which give a non-linear realization of O(N), but we only need to discuss linear representa-
tions of O(N) such as ΦI and their derivatives.
The renormalization of ΦI must be done in two steps. First, we must renormalize the
field linearly as
[ΦI ] = ΦI +
g−2
ǫ
{
a1(∂µΦ
J∂µΦ
J )ΦI + a2∂
2ΦI
}
+ ... , (2.7)
where a1, a2 are finite constants, and we have suppressed the terms with more than two
derivatives. The above linear renormalization does not remove all the UV divergences
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of the Fourier transforms of the correlation functions. We must also subtract the UV
singularities corresponding to two or more fields at the same point in space. At one-loop
level we only need counterterms for the product of two Φ’s1:
〈
[ΦI(p1)Φ
J (p2)]
〉
=
〈
[ΦI ](p1)[Φ
J ](p2)
〉
+ g2−2
1
ǫ
(
b1δ
IJ + b2
〈
ΦIΦJ − δ
IJ
N
〉)
(2π)Dδ(D)(p1 + p2) (2.8a)〈
[ΦI(p1)Φ
J (p2)Φ
K(p3)Φ
L(p4)]
〉c
=
〈
[ΦI ](p1)[Φ
J ](p2)[Φ
K ](p3)[Φ
L](p4)
〉c
(2.8b)
+ g2−2
b2
ǫ
(〈
(ΦIΦJ )(p1 + p2)Φ
K(p3)Φ
L(p4)
〉c
+ (5 other terms)
)
,
where the correlation functions are given in the momentum space. The correlation func-
tions of more number of Φ’s are renormalized analogously. The finite constants b1,2 are
determined to remove the remaining one-loop divergences. Note that in the coordinate
space these counterterms would be proportional to delta functions.
We have introduced the seven renormalization constants z(1,2,3), a1,2, b1,2 to remove
the one-loop UV divergences. (See Appendix A for an explicit expression of the one-
loop UV divergences.) We can observe that not all the renormalization constants are
independent. This is a consequence of equations of motion. Equations of motion have
been discussed extensively in the literature, and we give a short summary in Appendix B.
For our purposes we need the following two equations of motion, derived with only the
leading two-derivative term in the lagrangian (2.1).
The first equation of motion
〈{
(∂ΦI∂ΦI)ΦI + ∂2ΦI
}
(x)ΦI1(x1) ... Φ
In(xn)
〉
=
n∑
k=1
δ(D)(x− xk)
〈
ΦI1(x1) ... g−2
(−δIIk +ΦIΦIk) (xk) ... ΦIn(xn)〉 (2.9)
implies that the correlation functions of Φ’s are invariant under the shift
∆a1 = ∆a2 = δ , ∆b1 = 2(1− 1/N)δ , ∆b2 = −2δ . (2.10)
1 At higher orders of the loop expansion we need counterterms for the products of more than
two fields.
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Similarly, the second equation of motion
−
∫
dDx
〈{−(∂ΦI∂ΦI)2 + ∂2ΦI∂2ΦI} (x)ΦI1(x1) ... ΦIn(xn)〉
=
n∑
k=1
〈
ΦI1(x1) ... g−2
{
(∂ΦI∂ΦI)ΦIk + ∂2ΦIk
}
(xk) ... Φ
In(xn)
〉 (2.11)
implies the invariance of the correlation functions under
∆z(1) = −∆z(3) = ∆a1 = ∆a2 . (2.12)
To remove the ambiguities (2.10), (2.12), it is convenient to adopt a convention
z(3) = b2 = 0 . (2.13)
Under the above convention (2.13), we can determine the renormalization constants
uniquely as
z(1) =
1
(4π)2
(
1
3
+
N − 4
2
)
, z(2) =
1
(4π)2
2
3
,
a1 =
1
(4π)2
(
1
2
+
N − 4
2
)
, a2 =
1
(4π)2
(
−3
2
− N − 4
2
)
,
b1 = 2a2 .
(2.14)
The two- and four-point functions of Φi (i = 1, ... , N − 1) are now given by
1
g−2
〈
[Φi(p1)Φ
j(p2)]
〉 ≃ δij 1
p21
(
1− 2g
(3)
−4
g−2
p21
)
, (2.15a)
1
g2−2
〈
[Φi(p1)Φ
j(p2)Φ
k(p3)Φ
l(p4)]
〉c
≃ 1
g2−2
〈
[Φi(p1)Φ
j(p2)Φ
k(p3)Φ
l(p4)]
〉c
1-loop MS
+
1
p21p
2
2p
2
3p
2
4
[
δijδkl
{
− 8(g(1)−4 + g(3)−4)(p1p2)(p3p4)
− 4g(2)−4((p1p3)(p2p4) + (p1p4)(p2p3)) (2.15b)
+ 2g
(3)
−4(p
2
1 + p
2
2)(p
2
3 + p
2
4)
}
+ (t,u-channels)
]
,
where we have suppressed the factor (2π)4δ(4)(p1 + ... ) of momentum conservation. The
first term on the right-hand side of eqn. (2.15b) stands for the correlation function up to
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one-loop in the minimal subtraction (MS) scheme in which we take g
(i)
−4 = 0. For a later
convenience we introduce a notation ΓNLs by
1
g2−2
〈
[Φi(p1)Φ
j(p2)Φ
k(p3)Φ
l(p4)]
〉c
1-loop MS
=
1
p21p
2
2p
2
3p
2
4
[
δijδkl
(−g−2 s− ΓNLs (g−2; p1, ... , p4))+ (t,u-channels) ] .
(2.16)
We note that the four-point function is free of UV divergences without the b1 coun-
terterm, but the two-point function would have a UV divergence proportional to a delta
function in space. The necessity of the b1 counterterm has been missed in the previous
literature.
Before concluding this section, we note the inhomogeneous RG equation satisfied by
the correlation functions:(
d
dt
+ 8
)〈
[ΦI(p1)Φ
J (p2)]
〉
= g−2
( 〈{
a1(∂Φ∂Φ)Φ
I + a2∂
2ΦI
}
ΦJ
〉
+ (I ↔ J)
)
+ b1g
2
−2δ
IJ (2π)4δ(4)(p1 + p2) , (2.17a)(
d
dt
+ 16
)〈
[ΦI(p1)Φ
J(p2)Φ
K(p3)Φ
L(p4)]
〉c
= g−2
(〈{
a1(∂Φ∂Φ)Φ
I + a2∂
2ΦI
}
ΦJΦKΦL
〉c
+ (3 other terms)
)
,
(2.17b)
where a1,2, b1 are given by (2.14).
3. The low energy expansion of the linear sigma model
The O(N) linear sigma model is defined by the lagrangian
L = 1
2
Z∂µφ
I∂µφ
I +
Zλλ
8
(
ZφIφI − Zm
Zλ
v2
)2
, (3.1)
where the elementary fields φI (I = 1, ... , N) are unconstrained, and we have written the
renormalization constants Z, Zλ, Zm explicitly. A mass squared parameter is defined by
m2 ≡ λv2 . (3.2)
It is convenient to adopt the MS scheme to determine the renormalization constants. At
one-loop we find
Z ≃ 1 , Zλ ≃ 1 +
λ
(4π)2ǫ
(N + 8) , Zm ≃ 1 +
λ
(4π)2ǫ
(N + 2) . (3.3)
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These imply the following one-loop RG equations:
d
dt
φI = φI ,
d
dt
λ = −N + 8
(4π)2
λ2 ,
d
dt
m2 =
(
2− N + 2
(4π)2
λ
)
m2 . (3.4)
For a later convenience, we note that
d
dt
λ
m2
=
(
−2− 6
(4π)2
λ
)
λ
m2
. (3.5)
We choose the vacuum such that
〈
φi
〉
= 0 (i = 1, ... , N − 1) , (3.6)
corresponding to the convention (2.4).
Our goal is to obtain the two- and four-point functions of the elementary fields φi (i =
1, ... , N−1) up to one-loop. Especially we wish to obtain their low energy approximations
so that we can compare them with the correlation functions obtained in the previous
section.
At tree-level the four-point vertex (in an obvious notation) is given by
−Γ(4)tree(p1, ... , p4) = λ
[
δijδkl
(
m2
s+m2
− 1
)
+ (t,u-channels)
]
≃ λ
[
δijδkl
(
− s
m2
+
( s
m2
)2)
+ (t,u-channels)
]
,
(3.7)
where s ≡ (p1 + p2)2, and we have approximated the vertex up to four derivatives. The
above gives the relation
g−2 ≃ λ
m2
=
1
v2
(3.8)
at lowest order in λ.
The one-loop calculations are straightforward and can be found elsewhere (for ex-
ample, [4][5]). Up to one-loop the two-point function of φi (i = 1, ... , N − 1) is given
by 〈
φi(p1)φ
j(p2)
〉
=
δij
p21
(
1− λ
(4π)2
1
2
+
λ
m2
1
(4π)2
1
6
p21 +O
(
(p21)
2
))
, (3.9)
where as usual we have suppressed the factor (2π)4δ(4)(p1+p2) of momentum conservation.
The one-loop calculation of the four-point function of φi (i = 1, ... , N − 1) is more
elaborate. But the calculation can be simplified by comparing the one-loop corrections
in the linear sigma model with those in the non-linear sigma model. As an example,
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let us consider the one-loop contribution to the vertex from the Feynman diagrams in
Fig. 1. (The solid line corresponds to the field φi (i = 1, ... , N − 1), and the broken line
corresponds to the field σ ≡ φN − v.)
Fig. 1
p
1
p
2
p
3
p
4
k +    +p
1
p
3 k
− Γ  =
i
j
k
l
i i i
j j
j
kkk
lll
We easily find
− Γ = δijδklλ2
∫
k
1
k2(k + p1 + p3)2
[
1− m
2
m2 + (k + p3)2
− m
2
m2 + (k − p4)2
+
m2
m2 + (k + p3)2
· m
2
m2 + (k − p4)2
]
= δijδkl
(
G+
λ2
m4
I
)
,
(3.10)
where
G ≡ λ
2
m4
∫
k
(k + p3)
2(k − p4)2
k2(k + p1 + p3)2
(3.11)
corresponds to the contribution of the one-loop graph (Fig. 2) in the low energy effective
theory with g−2 =
λ
m2
, and
I ≡
∫
k
(k + p3)
2(k − p4)2
k2(k + p1 + p3)2
[
m2
m2 + (k + p3)2
m2
m2 + (k − p4)2
− 1
]
. (3.12)
As far as the contributions up to fourth order in external momenta are concerned, all the
non-local dependence is contained in G, and the integral I is local, i.e., I is a polynomial
of the external momenta. By expanding the integrand of I in external momenta, we can
obtain a low energy approximation of I without encountering infrared divergences.2
2 The same technique was used in a proof of the decoupling of massive modes. See Chapter
8 of Collins’s textbook [3].
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p
1
p
2
p
4
p
3
Fig. 2
kk +    +p1
p
3G =
i
j
k
l
The low energy approximations of the other graphs can be evaluated analogously. The
final result is
− Γ(4)
1-loop
(p1, ... , p4) ≃ δijδkl
[
− ΓNLs
(
λ
m2
; p1, ... , p4
)
+
λ2
m4
1
(4π)2
{
−m2s
(
3 ln−5
2
)
+
(
4
3
ln−82
9
)
(p1p2)(p3p4)
+
(
4
3
ln−34
9
)
((p1p3)(p2p4) + (p1p4)(p2p3))
+
(
ln−23
6
)
s(p21 + ... + p
2
4) (3.13)
+
(
−1
2
ln+
17
18
)
(p21 + p
2
2)(p
2
3 + p
2
4)
}]
+ (t,u-channels) ,
where ΓNLs is defined in eqn. (2.16), and
ln ≡ ln m
2eγ
4π
. (3.14)
We have only kept the terms up to fourth order in external momenta. It is trivial to
construct the connected four-point correlation function
〈
φi(p1) ... φ
l(p4)
〉c
from eqs. (3.9),
(3.13).
4. Off-shell equivalence
We now wish to construct the correlation functions in the non-linear sigma model
which reproduce the low energy approximations of the correlation functions in the linear
sigma model.
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The O(N) symmetry demands that the elementary field φI of the linear sigma model
corresponds to a linear combination of the fields which transform as vectors of O(N) in
the non-linear sigma model:
φIeff = z(λ,m
2)
{
[ΦI ]+g−2A1(λ,m
2)(∂µΦ
J∂µΦ
J)ΦI
+ g−2A2(λ,m
2)∂2ΦI + ...
}
.
(4.1)
To assure the off-shell equivalence we also need finite counterterms which correspond to
products of two Φ’s at the same point in space. Thus, the off-shell equivalence between
the two theories means that we can choose the nine parameters g−2, g
(1,2,3)
−4 , z, A1,2, and
B1,2 such that〈
φI(p1)φ
J (p2)
〉
=
〈[
φIeff (p1)φ
J
eff (p2)
]〉
+ (2π)4δ(4)(p1 + p2)
× g2−2
{
δIJB1(λ,m
2) +B2(λ,m
2)
〈
ΦIΦJ − δ
IJ
N
〉}
, (4.2a)〈
φI(p1)φ
J (p2)φ
K(p3)φ
L(p4)
〉c
=
〈[
φIeff (p1)φ
J
eff (p2)φ
K
eff (p3)φ
L
eff (p4)
]〉c
+ g2−2B2(λ,m
2)
{〈
(ΦIΦJ )(p1 + p2)Φ
K(p3)Φ
L(p4)
〉c
+ (5 other terms)
}
.
(4.2b)
As in sect. 2, the equations of motion (2.9), (2.11) imply that only seven of the nine
parameters are independent, and following (2.13) we adopt the convention
g
(3)
−4 = B2 = 0 . (4.3)
From the results of the previous two sections, we obtain the following results to order
λ2:
g−2 ≃ λ
m2
(
1 +
λ
(4π)2
(
3 ln−7
2
))
(4.4a)
g
(1)
−4 ≃ −
1
2
λ
m4
+
λ2
m4
1
(4π)2
(
−1
6
ln+
41
36
)
(4.4b)
g
(2)
−4 ≃
λ2
m4
1
(4π)2
(
−1
3
ln+
17
18
)
(4.4c)
g2−2A1 ≃ −
1
2
λ
m4
+
λ2
m4
1
(4π)2
(
−1
4
ln+
17
36
)
(4.4d)
g2−2A2 ≃
1
2
λ
m4
+
λ2
m4
1
(4π)2
(
3
4
ln−127
36
)
(4.4e)
g2−2B1 ≃
λ
m4
+
λ2
m4
1
(4π)2
(
3
2
ln−62
9
)
, (4.4f)
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where ln is defined by eqn. (3.14). The normalization constant z is given, to order λ, by
z ≃ 1− λ
(4π)2
1
4
. (4.5)
Let us note the consistency between the dependence of lnm2 in the above results and
the one-loop RG. (The one-loop RG equations for the non-linear sigma model are given by
eqs. (2.3) and (2.17). Those for the linear sigma model are given by eqs. (3.4), (3.5).) Since
the anomalous dimension of the field φI vanishes to order λ, the normalization constant
z should be independent of the lnm2, which is consistent with eqn. (4.5). Because of
eqn. (3.5), eqn. (4.4a) is consistent with
d
dt
g−2 = −2g−2 . (4.6)
Eqs. (4.4b, c) give (
d
dt
+ 4
)
g
(1)
−4 ≃ −
g2−2
(4π)2
(
1
3
+
N − 4
2
)
= −z(1)g2−2(
d
dt
+ 4
)
g
(2)
−4 ≃ −
g2−2
(4π)2
2
3
= −z(2)g2−2 ,
(4.7)
which agree with eqn. (2.3) due to eqs. (2.14). The constants A1,2, B1 satisfy(
d
dt
+ 4
)
g2−2A1 ≃ −
g2−2
(4π)2
(
1
2
+
N − 4
2
)
= −a1g2−2(
d
dt
+ 4
)
g2−2A2 ≃
g2−2
(4π)2
(
3
2
+
N − 4
2
)
= −a2g2−2(
d
dt
+ 4
)
g2−2B1 ≃
g2−2
(4π)2
(
3 + (N − 4)) = −b1g2−2 .
(4.8)
Hence, the inhomogeneous counterterms given by A1,2, B1 cancel the inhomogeneous terms
in the RG eqs. (2.17).
5. Concluding remarks
In this note we have shown how to achieve the off-shell equivalence between the O(N)
linear and non-linear sigma models by choosing the parameters of the non-linear sigma
model as appropriate functions of λ and m2 of the linear sigma model. At one-loop level
we have determined the seven parameters g−2, g
(1,2)
−4 , z, A1,2, and B1 in terms of λ, m
2 as
in eqs. (4.4), (4.5).
11
The emphasis of this note is that the off-shell equivalence can be achieved by intro-
ducing all possible counterterms allowed by the O(N) invariance. We especially emphasize
the importance of the inhomogeneous counterterm proportional to B1 in eqn. (4.2a). At
higher loop orders we need to introduce more inhomogeneous counterterms corresponding
to products of more than two fields at the same point in space. Their role will increase at
higher orders.
Another point of emphasis is the irrelevance of any particular way of parametrizing
the fields ΦI which satisfy the non-linear constraint (1.1). We only need to be concerned
with the linear representations of O(N), but not with their non-linear realizations.
Out of the seven parameters of the non-linear sigma model, only three, i.e, g−2 and
g
(1,2)
−4 , affect the S-matrix elements. (See ref. [6] for a recent discussion.) As is well known,
the S-matrix elements are independent of the choice of a particular interpolating field.
Hence, the parameters z and A1,2 are irrelevant. The counterterm proportional to B1
vanishes when the external legs are amputated, and the momenta are put on the mass
shell.
Acknowledgment: The present work was done while the author was visiting the Theory
Group of KEK in Japan. He would like to thank the group for a stimulating atmosphere.
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Appendix A. One-loop calculations in the O(N) non-linear sigma model
For completeness we give the results of the one-loop calculations in the O(N) non-
linear sigma model [4][5]. The two- and four-point functions of Φi (i = 1, ... , N − 1) up
to one-loop level are given as follows:
1
g−2
〈
[Φi(p1)Φ
j(p2)]
〉
=
δij
p21
[
1 + (p21)
2
{
−2G(3)−4 +
g2−2
ǫ
(
−2a2 + b1 − b2
N
)}]
(A.1a)
1
g2−2
〈
[Φi(p1)Φ
j(p2)Φ
k(p3)Φ
l(p4)]
〉c
=
1
g2−2
〈
Φi(p1)Φ
j(p2)Φ
k(p3)Φ
l(p4)
〉c
1-loop MS +
1
p21p
2
2p
2
3p
2
4
{
δijδkl
[ {
g2−2
(4π)2ǫ
(
8
3
+ 4(N − 4)
)
− 8
(
G
(1)
−4 +G
(3)
−4
)}
(p1p2)(p3p4)
+
(
g2−2
(4π)2ǫ
8
3
− 4G(2)−4
)(
(p1p3)(p2p4) + (p1p4)(p2p3)
)
(A.1b)
+
{
g2−2
ǫ
(
−1 + (N − 4)
(4π)2
+ 2a1 + b2
)
+ 2G
(3)
−4
}
(p21 + p
2
2)(p
2
3 + p
2
4)
+
g2−2
ǫ
(
2 + (N − 4)
(4π)2
− a1 + a2
)
s(p21 + ... + p
2
4)
]
+ (t,u-channels)
}
,
where we have suppressed the factor (2π)Dδ(D)(p1 + ... ) corresponding to the overall
momentum conservation, and s ≡ (p1 + p2)2. The first term on the right-hand side of
eqn. (A.1b) denotes the one-loop correlation function in the MS scheme. The above results
are invariant under the shifts (2.10), (2.12) as should be.
Appendix B. Equations of motion
Equations of motion in the context of low energy effective theories has been discussed
recently in ref. [6]. We will sketch a derivation of the equations of motion which are
necessary in the main text.
Let T I(Φ(x)), a local function of the field ΦI and its derivatives, be a vector of O(N).
For example, we can take
T I(Φ) = a0Φ
I + a1,1(∂µΦ
J∂µΦ
J)ΦI + a1,2∂
2ΦI
+ terms with 4 or more derivatives .
(B.1)
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We consider an infinitesimal change of variable
ΦI → Φ′I = ΦI + ǫ T I(Φ) . (B.2)
Since Φ′
I
must be a unit vector, we must find
ΦIT I = 0 . (B.3)
The most general solution to this constraint is given by
T I(Φ) = (δIJ − ΦIΦJ )T˜ J(Φ) , (B.4)
where T˜ I is an arbitrary vector. For example, we have
T I(Φ) = a
(
∂2ΦI + (∂µΦ
J∂µΦ
J )ΦI
)
+ 4 or more derivatives . (B.5)
Let S[Φ] be an O(N) invariant action. For a vector T I(Φ) which satisfies the condition
(B.3), we find
S[Φ + ǫ T ]− S[Φ] =
∫
dDx ǫ(x)T I(Φ(x))
δS
δΦI(x)
∣∣∣
n.c.
, (B.6)
where we take ǫ(x) to be an arbitrary infinitesimal function, and n.c. stands for no con-
straint, i.e., we do not take into account that ΦI is a unit vector when we take the derivative.
For example, for
S =
∫
dDx
1
2g−2
∂µΦ
I∂µΦ
I , (B.7)
we obtain
δS
δΦI(x)
∣∣∣
n.c
= − 1
g−2
∂2ΦI . (B.8)
Now we consider the correlation function〈
T I11 (Φ(x1)) ... T
In
n (Φ(xn))
〉
≡
∫
[dΦ] T I11 (Φ(x1)) ... T
In
n (Φ(xn)) exp[−S[Φ]] , (B.9)
where T Ii are arbitrary O(N) vectors, not necessarily satisfying the constraint (B.3). If
we use the dimension regularization, the jacobian of the infinitesimal field transformation
(B.2) is unity. Hence, we obtain the following equation of motion:∫
dDx ǫ(x)
〈
T I(Φ(x))
δS
δΦI(x)
∣∣∣
n.c.
T I11 (Φ(x1)) ... T
In
n (Φ(xn))
〉
=
n∑
k=1
〈
T I11 (Φ(x1)) ...
{
T Ikk (Φ + ǫT (Φ(xk)))− T Ikk (Φ(xk))
}
... T Inn (Φ(xn))
〉
.
(B.10)
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For our purposes, it suffices to take the simple action (B.7) and consider two special
cases:
(i) T Ii (Φ) = Φ
I and T I(Φ) = ∂2ΦI + (∂ΦJ∂ΦJ)ΦI :
∫
dDx
〈{− ∂2ΦI∂2ΦI + (∂ΦJ∂ΦJ )2}(x)ΦI1(x1) ... ΦIn(xn)〉
=
n∑
k=1
〈
ΦI1(x0) ... g−2
{
∂2ΦIk + (∂ΦJ∂ΦJ)ΦIk
}
(xk) ... Φ
In(xn)
〉 (B.11)
This gives eqn. (2.11).
(ii) T Ii (Φ) = Φ
I and T I(Φ) = δKI − ΦKΦI (this is a vector for a fixed K):
〈{
∂2ΦK + (∂ΦJ∂ΦJ)ΦK
}
(x)ΦI1(x1) ... Φ
In(xn)
〉
=
n∑
k=1
δ(D)(x− xk)
〈
ΦI1(x1) ... g−2
(−δKIk + ΦKΦIk(xk)) ... ΦIn(xn)〉 (B.12)
This gives eqn. (2.9).
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