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Capítulo	1: Introducción	
 
 
En  la  actualidad,  la  evaluación  del  rendimiento  de  redes multinivel,  presenta  un  problema 
complejo para el que no se conoce un método específico de solución. Debido a la complejidad 
del problema, una buena elección para realizar dicha evaluación son los procedimientos meta 
heurísticos. 
 
Las  meta  heurísticas  [0]  son  procedimientos  de  alto  nivel  que  coordinan  heurísticas  más 
simples como búsquedas  locales, para encontrar soluciones mejores que  las encontradas con 
heurísticas simples. En las últimas décadas, se han introducido diversas meta heurísticas, como 
por ejemplo GRASP (Greedy Randomized Adaptive Search Procedures), simulated annealing o 
algoritmos genéticos, entre otros. 
 
Los  algoritmos  genéticos,  tal  como  hemos  dicho,  emplean  meta  heurísticas  para  resolver 
determinados  problemas  computacionales  para  los  que,  a  priori,  no  existe  un  método 
específico o, en caso de existir, presenta una elevada complejidad ya  sea de ejecución o de 
implementación. 
 
En nuestro caso, nos centraremos en BRKGA (Biased Random‐Key Genetic Algorithm). BRKGA, 
es un algoritmo genérico que puede ser aplicado a gran cantidad de problemas debido a que 
hay  una  separación  muy  clara  entre  la  parte  dependiente  del  problema  y  la  parte 
independiente del problema. Esto nos permitirá reutilizar código en el futuro, y concentrarnos 
en desarrollar solamente el decodificador, que es la parte dependiente del problema, futuros 
problemas que nos propongamos resolver. 
 
La principal problemática de  los  algoritmos  genéticos,  radica en  la necesidad de evaluar de 
forma continuada la bondad de los individuos de la población. Así mismo, en el caso particular 
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del problema que tratamos de abordar, existe  la necesidad de pre‐calcular una gran cantidad 
de datos necesarios para la posterior ejecución del algoritmo de forma eficiente. 
 
Es por este motivo que se pretende optimizar  la aplicación utilizando  la  tecnología CUDA de 
nVidia. Esta tecnología, permite la ejecución masiva en paralelo de secciones de código sobre 
dispositivos GPU de nVidia que dispongan de capacidad de cálculo CUDA. De esta forma, una 
misma  operación  (por  ejemplo,  la  evaluación  de  individuos),  puede  aplicarse  a  diferentes 
bloques de datos (siguiendo el ejemplo,  los  individuos) de forma paralelizada, reduciendo de 
forma importante el tiempo total de cálculo. 
 
El objetivo de este proyecto, consiste en re‐implementar  la aplicación para  la evaluación del 
rendimiento de redes multinivel empleando tecnología CUDA. Para cumplir con dicho objetico, 
seguiremos los siguientes pasos: 
1. Entraremos  más  en  detalle  en  el  funcionamiento  de  los  algoritmos  genéticos, 
centrándonos como ya hemos dicho en BRKGA 
2. Profundizaremos en la arquitectura, el funcionamiento y las limitaciones de CUDA. 
3. Introduciremos  la  aplicación  existente  a  optimizar  y  analizaremos  las  diferentes 
operaciones que realiza. 
4. Expondremos el nuevo diseño de la aplicación. 
5. Realizaremos pruebas del rendimiento de nueva aplicación. 
 
Finalmente, se expondrán algunas mejoras que se ha detectado durante la re implementación 
del algoritmo y que se podrían realizar en futuras versiones del mismo. 
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2.1: Algoritmos	Genéticos	
 
Los algoritmos genéticos [0] son algoritmos basados en procedimientos meta heurísticos que 
tratan  de  imitar  los  procesos  de  evolución  biológica  de  individuos  para  buscar  soluciones 
óptimas a un problema, o cercanas al óptimo. 
 
Se  basan  en  el  principio  de  supervivencia  de  los  individuos  más  adaptados.  El  algoritmo, 
produce  nuevas  generaciones  de  individuos  a  partir  de  los  individuos  ya  tratados  en  la 
generación  anterior  y  los  clasifica  en  función  de  su  grado  de  adaptación  o  fitness.  Los 
individuos que mejor  se adaptan, pasan a  la  siguiente generación.  Los  individuos que no  se 
adaptan  tanto,  son  empleados  para  producir  nuevos  individuos  empleando  los  operadores 
genéticos que se hayan definido y, dependiendo de  la  implementación de algoritmo genético 
que  se  emplee,  pueden  ser  descartados.  Con  cada  generación,  la  adaptación  o  fitness  de 
nuestra población se acercará asintóticamente al valor óptimo del problema. 
 
La  forma de evaluar cuán adaptados están  los  individuos, consiste en definir una  función de 
adaptación  que  se  aplicará  a  cada  individuo.  A  partir  del  resultado  de  esta  función, 
establecemos un orden entre individuos basándonos en su nivel de adaptación, o fitness. 
 
Partiendo de este modelo biológico: 
‐ Las soluciones dentro del espacio de soluciones son tratadas como  individuos dentro 
de una población. 
 
‐ Cada individuo tiene su correspondiente cromosoma que codifica la solución. 
 
‐ Un cromosoma, está formado por una cadena de genes. 
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‐ Cada gen puede tomar un valor, llamado alelo, de un alfabeto predeterminado. 
 
‐ Un  cromosoma  tiene  asociado  un  nivel  de  adaptación  o  fitness,  que  se  calcula 
aplicando la función de adaptación al cromosoma. 
 
La dinámica de evolución del algoritmo, consiste en producir nuevos individuos, a partir de los 
individuos ya existentes en la población actual. Se emplea habitualmente un método que cruza 
los  individuos  ya  existentes para producir  la nueva población,  intentando mantener de una 
generación  a  la  siguiente,  las  características  de  la  población  que mejoran  el  fitness.  Con  el 
objetivo  de  escapar  de  los  mínimos  locales,  en  los  algoritmos  genéticos,  tienen  lugar 
mutaciones  aleatorias.  Dependiendo  de  la  implementación  de  algoritmo  genético  que  se 
decida  utilizar,  estas  mutaciones  pueden  aplicarse  a  los  individuos  producidos  en  cada 
generación, introducir nuevos individuos aleatorios, etc. 
 
El  concepto  de  supervivencia  de  los  más  adaptados,  se  pone  de  manifiesto  cuando  los 
individuos son seleccionados para cruzarse. Los  individuos se seleccionan de forma aleatoria, 
pero se acostumbra a dar mayor valor, y por tanto mayor probabilidad de ser seleccionados, a 
los individuos mejor adaptados. 
 
Cuando la ejecución termina, el individuo con mejor adaptación, es considerado la solución al 
problema  tratado.  Tal  como  hemos  dicho  anteriormente,  quizá  no  será  la  solución  óptima, 
pero, será una solución asintóticamente cercana al óptimo. 
 
 
2.2: Algoritmos	RKGA	y	BRKGA	
 
Una  variedad  de  algoritmos  genéticos,  son  los  algoritmos  genéticos  con  claves  aleatorias 
(RKGA,  Random‐Key Genetic Algorithms).  Estos  fueron  introducidos  por  Bean  (1994)  [0,  1], 
para  resolver  problemas  de  optimización  combinacional  que  involucraban  secuencias.  El 
nombre  viene  dado  porque  los  cromosomas  que  forman  la  población  de  individuos,  se 
representan en forma de una cadena de números reales (claves) generados aleatoriamente en 
el intervalo [0, 1]. 
 
Un  algoritmo  determinista  llamado  decodificador,  recibe  como  entrada  un  cromosoma  y 
asocia  su  cadena de  claves aleatorias  con una  solución del problema dentro del espacio de 
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soluciones.  Como  resultado,  retorna  un  valor  de  adaptación  o  fitness  que  nos  indica  cuán 
buena es la solución que este cromosoma codifica. 
 
RKGA, como todo algoritmo genético, hace evolucionar la población de individuos una serie de 
iteraciones  llamadas generaciones. La población  inicial se compone de p  individuos  (vectores 
de claves aleatorias) y a su vez, cada  individuo, está formado por n genes (claves aleatorias). 
Cada  gen  es  generado  independientemente  de  forma  aleatoria  en  el  intervalo  real  [0,  1]. 
Después de calcular el fitness de cada individuo con el decodificador, la población se parte en 
dos grupos. Un pequeño grupo de pe individuos élite, con mejor fitness, y otro con el resto de 
p‐pe  individuos  no  élites.  El  grupo  de  individuos  élite  siempre  es  menor  que  el  grupo  de 
individuos no élite. 
 
Una vez  tenemos clasificados  los  individuos,  se debe producir una nueva generación.   RKGA 
usa una estrategia elitista, es decir, que todos los individuos élite, se copian de la generación i, 
a  la generación  i+1  sin aplicar ningún  cambio. Esta estrategia, permite mantener  las buenas 
soluciones  encontradas  de  una  generación  a  la  siguiente,  resultando  en  una  heurística  que 
mejora monótonamente el fitness global de la población. 
 
La mutación,  como hemos dicho, es un  ingrediente esencial de  los algoritmos genéticos, ya 
que permite librar al algoritmo de quedar atrapado en un mínimo local. RKGA implementa las 
mutaciones  añadiendo  individuos mutantes  en  la  población.  Estos mutantes,  se  construyen 
como individuos aleatorios, exactamente como se producirían los individuos de la generación 
inicial.  En  cada  iteración,  una  pequeña  cantidad  pm  de  mutantes,  es  introducida  en  la 
población.  Debido  a  que  los  mutantes  son  vectores  de  claves  aleatorias,  pueden  ser 
decodificadas en soluciones válidas sin ningún problema. Una vez añadidos los individuos élite 
y  los  individuos mutantes en  la población de  la generación  i+1, queda rellenar el resto de  la 
población  hasta  llegar  a  los  p  individuos  con  individuos  provenientes  del  cruce  entre  los 
individuos  de  la  generación  anterior.  Para  ello,  deberemos  añadir  p‐pe‐pm  individuos, 
resultantes de aplicar la operación de cruce entre los individuos de la generación i. 
 
La estrategia empleada en la operación de cruce, de nuevo, dependerá de la implementación 
que se decida emplear. En el caso de RKGA, los individuos se escogen aleatoriamente, ya sean 
élite  o  no  élite.  Se  realiza  el  cruce  entre  ellos  como  veremos  seguidamente,  y  se  añade  el 
individuo  resultante  a  la  población  i+1.  En  cambio,  BRKGA  (Biased  Random‐Key  Genetic 
Algorithm),  aplica una  restricción  adicional, que  es que uno de  los padres  empleados  en  el 
cruce, tiene que ser élite y el otro tiene que ser no‐élite forzosamente. 
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En  la  figura  2‐1,  reproducida  de  [2],  se  esquematiza  el  proceso  de  cruce  descrito  para  el 
algoritmo BRKGA. 
 
 
Figura 2‐1: Transición de la generación i a la generación i+1 
 
Existen  algunas  implementaciones  de  BRKGA,  en  las  que  el  padre  no‐elite  puede  ser 
seleccionado  de  la  población  entera  y  no  solamente  de  la  población  de  no‐elites.  Sea  cual 
fuere la versión que se decida emplear, en todo caso, la selección del padre, ya sea del grupo 
de élites o del grupo de no‐élites, se realiza de forma aleatoria. 
 
Así mismo,  en  la  operación  de  cruce  está  permitido  repetir  individuos  dos  operaciones  de 
cruce  de  la  misma  generación,  es  decir,  que  un  individuo  puede  producir  más  de  un 
descendiente. Como  requerimos que  la cantidad de élites sea menor que  la cantidad de no‐
elites, nunca todos los no‐elites tendrán un élite diferente para cruzarse. Siempre habrá algún 
individuo  élite  que  se  repita  en  los  cruces  de  una misma  generación.  Por  lo  tanto,  es más 
probable que un individuo élite pase sus características a futuras generaciones. 
 
Para  contribuir  al  objetivo  de  que  un  individuo  élite  pase  sus  características  a  futuras 
generaciones,  BRKGA  emplea  cruces  parametrizados.  Se  define  un  parámetro  pce  >  0.5, 
configurable por el usuario, que especifica  la probabilidad de que un descendiente  reciba el 
alelo  de  su  padre  élite.  Entonces,  para  cada  gen  del  cromosoma  del  descendiente,  se 
seleccionará con probabilidad pce el alelo del padre élite y con probabilidad 1‐pce el alelo del 
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padre no‐élite. En  la  figura 2‐1, reproducida de  [0], podemos ver un ejemplo del proceso de 
cruce parametrizado descrito. En este caso, se ha tomado como parámetro pce = 0.7. 
 
 
Figura 2‐2: Operación de Cruce Parametrizada 
 
Como vemos en la figura 2‐1, todos los alelos del padre élite, el cromosoma 1, son transferidos 
al descendiente, salvo el segundo, que proviene del padre no‐elite, el cromosoma 2. 
 
De esta forma, es más probable que el descendiente adquiera  las características de su padre 
élite por encima de su padre no‐élite. Y como asumimos que toda cadena de claves aleatorias 
es una solución válida, siempre podrá descodificarse una cadena de caves aleatorias resultante 
de un cruce en una solución. 
 
Cuando se completa el proceso de cruce, disponemos de una nueva generación de individuos 
formada  por  p  individuos.  Procederemos  a  descodificar  los  individuos  de  la  población  de 
nuevo,  y  verificaremos  si  se  cumple  alguno  de  los  criterios  de  parada  definidos.  En  caso 
afirmativo,  el  individuo  con  mejor  adaptación  o  fitness  será  considerado  la  solución 
encontrada por el algoritmo. En caso negativo, deberemos continuar ejecutando el algoritmo, 
por  lo  que  repetiremos  el  proceso  de  clasificación  de  individuos,  producción  de  una  nueva 
generación y decodificación de la nueva población de individuos. 
 
Normalmente  las condiciones de parada suelen ser un parámetro, entre otros, con el que el 
usuario realiza diferentes pruebas. No es habitual disponer de una combinación de parámetros 
con el que se sepa de antemano que se encontrará una solución óptima. Es por este motivo, 
que normalmente se realizan múltiples pruebas con diferentes combinaciones de condiciones 
de parada para intentar obtener las soluciones óptimas, o como hemos dicho antes, soluciones 
que se acerquen a las soluciones óptimas. 
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Normalmente  las condiciones de parada dependerán también del problema que se pretenda 
resolver.  Sin  embargo,  algunas  de  las  condiciones  de  parada  habituales  en  los  algoritmos 
genéticos suelen ser del siguiente estilo: 
 
‐ Ejecutar el algoritmo un número máximo de generaciones. Si se alcanza este número 
de generaciones producidas, el algoritmo se detendrá. 
 
‐ Ejecutar  el  algoritmo  un  número  máximo  de  generaciones  mientras  no  cambie  la 
mejor  solución.  Se  ejecutará  el  algoritmo  y  se  detendrá  si  durante  el  número  de 
generaciones  definido,  la  mejor  solución  no  se  ve  alterada.  Normalmente  esta 
verificación  se  realizará  haciendo  un  seguimiento  del  valor  de  fitness  de  la  mejor 
solución de cada iteración y reiniciaremos el contador de generaciones cuando mejore 
este valor de fitness. 
 
‐ Ejecutar  el  algoritmo  por  un  tiempo  limitado.  Cuando  haya  pasado  un  tiempo 
determinado desde el inicio de la ejecución, detendremos el algoritmo. 
 
‐ Ejecutar el algoritmo por un tiempo limitado mientras no cambie la mejor solución. Se 
ejecutará el algoritmo y  se detendrá  si durante un  tiempo determinado, el valor de 
fitness de la mejor solución no cambia. De nuevo, deberemos realizar un seguimiento 
del mejor valor de fitness obtenido. 
 
‐ Ejecutar  el  algoritmo  hasta  alcanzar  un  valor  objetivo  de  la  función  de  adaptación. 
Definiremos el  valor de  fitness al que queremos  llegar,  y ejecutaremos el algoritmo 
hasta llegar a ese valor, o mejorarlo. 
 
Estas  condiciones  de  parada  no  se  emplean  de  forma  individualizada.  Normalmente  se 
combinarán o se les dará una prioridad. De esta forma, podemos tener condiciones de parada 
más  complejas  en  las  que  ejecutemos  por  un  tiempo  determinado  el  algoritmo  o  hasta 
obtener un valor objetivo determinado. 
 
En  la figura 2‐2, reproducida de [2], podemos ver el flujorama del algoritmo genético BRKGA, 
donde  se  representan  las  diferentes  operaciones  que  realiza  el  algoritmo.  Notar  en  la 
operación  de  cruce  se  ha  definido  el  cruce  entre  un  individuo  élite  con  individuo  no  élite, 
condición  particular  de  BRKGA.  Notar  también  que  la  decodificación  es  la  única  parte  del 
algoritmo  que  depende  del  problema.  El  resto  de  partes  se  implementan  de  forma 
generalizada,  por  lo  que  pueden  ser  reutilizadas  en  el  futuro,  y  solo  será  necesario 
implementar un nuevo decodificador para el problema concreto que se esté abordando. 
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Figura 2‐3: Flujorama del Algoritmo Genético BRKGA 
 
 
2.3: Funciones	de	Decodificación	
 
Como ya hemos indicado, las funciones de decodificación son las encargadas de evaluar cuán 
adaptados están  los  individuos o  lo que es  lo mismo, obtener el valor de adaptación de cada 
solución del algoritmo. 
 
Son  funciones  deterministas,  que  reciben  como  entrada  un  vector  de  claves  aleatorias  y 
retornan una solución y un valor de adaptación de dicha solución. 
 
Como podemos  ver  en  la  figura 2‐4,  reproducida de  [0],  el  algoritmo  genético, busca  en  el 
espacio  de  soluciones  de  forma  indirecta.  Esto  quiere  decir  que  realmente,  busca  sobre  el 
espacio  de  claves  aleatorias,  que  se  define  como  un  hipercubo  continuo  de  dimensión  n, 
donde n es la cantidad de genes que se vayan a emplear. Y es después el decodificador, el que 
mapea  las  soluciones  que  ha  encontrado  el  algoritmo  genético  dentro  del  hipercubo,  en 
soluciones a nuestro problema. Además, calcula el valor de adaptación o fitness que emplea el 
algoritmo genético para ordenar y clasificar las soluciones encontradas. 
 
Se  trata de  la única  función del  algoritmo  genético que depende del problema, por  lo que 
podemos reutilizar el código del algoritmo genético, y simplemente tendremos que cambiar la 
función de decodificación de un problema a otro. 
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Figura 2‐4: Decodificador como mapeador de claves aleatorias a soluciones del problema 
 
 
2.4: Parámetros	de	configuración	del	algoritmo	BRKGA	
 
Tal como hemos especificado anteriormente, existe una serie de valores o parámetros que el 
usuario debe establecer a la hora de configurar la ejecución del algoritmo BRKGA. Además de 
los parámetros, se especifica una recomendación de valores según [0]. Consultando la sección 
de Evaluación del rendimiento de BRKGA, se puede apreciar de forma gráfica el origen de estos 
valores recomendados. Los parámetros a definir son los siguientes: 
 
‐ La  función de decodificación de  claves  aleatorias en  individuos. Tal  como  ya hemos 
explicado, se trata de la parte dependiente del problema. 
 
‐ La cantidad n de genes que  formará cada cromosoma  (número de valores aleatorios 
que forman los vectores de claves). Este valor normalmente dependerá del problema a 
resolver, de cómo decidamos codificar  los cromosomas y por tanto, de  la  función de 
decodificación. 
 
‐ El tamaño p de la población de individuos que vamos a emplear. Normalmente p = an, 
donde a es un entero positivo mayor que 1. Por ejemplo n, o 2n. 
 
‐ El  porcentaje  de  individuos  élite  pe  que  existirá  en  la  población,  definido  sobre  el 
tamaño de la población p. Se recomienda una valor de entre un 10% y un 25%. 
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‐ El  porcentaje  pm  de  individuos  mutantes  que  incorporaremos  en  cada  generación, 
definido sobre el tamaño de la población p. Se recomienda un valor de entre un 10% y 
un 30%. 
 
‐ La probabilidad pce de que el gen seleccionado en el cruce sea del padre élite. Debería 
ser superior a 0.5 para dar preferencia al gen élite. Se recomienda un valor superior a 
0.5 y no superior a 0.8. 
 
‐ Los  criterios  de  parada.  Tal  como  hemos  dicho  antes,  podría  ser  número  de 
generaciones, un valor óptimo objetivo,  tiempo de ejecución, etc. También hay que 
definir  la  prioridad  de  los  mismos,  por  ejemplo,  primero  verificar  el  tiempo  de 
ejecución y  si no  se  cumple, entonces verificar  si hemos  llegado a un valor objetivo 
deseado. 
 
‐ La población inicial. En el algoritmo expuesto, se emplea una población aleatoria como 
población inicial. De todas formas, tal como se especifica en [0], si se dispone de algún 
método para  inicializar  la población  con algunas  soluciones obtenidas de algún otro 
heurístico,  es  posible  utilizarlas.  De  todas  formas,  hay  que  tener  en  cuenta  que 
normalmente  será  complejo  convertir  soluciones  resultantes  de  un  procedimiento 
heurístico  a  una  codificación  de  claves  aleatorias.  Dependerá  de  cómo  se  haya 
implementado la codificación de los cromosomas. 
 
Tal como se ha especificado, los valores indicados son meramente orientativos. Deberá ser el 
usuario  del  algoritmo  genético  quien  encuentre  una  combinación  adecuada  de  parámetros 
que resuelvan de forma satisfactoria el problema que se disponga a abordar. 
 
Normalmente,  la especificación de  los parámetros es una tarea de ajuste a base de prueba y 
error. Es muy difícil encontrar una combinación buena de parámetros en el primer intento y la 
mejor  combinación,  como  norma  general,  derivará  de  un  estudio  estadístico  con múltiples 
combinaciones de los mismos. 
 
 
2.5: Evaluación	del	rendimiento	de	BRKGA	
 
Según  las  evaluaciones  realizadas  en  [0],  se  demuestra  que  BRKGA,  aun  usando  solamente 
claves aleatorias, es mucho mejor buscando soluciones óptimas o cercanas al óptimo que un 
algoritmo  puramente  aleatorio.  Todas  las  configuraciones  y  restricciones  aplicadas  en  las 
pruebas expuestas a continuación, pueden ser consultadas en [0]. 
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Si  vemos  la  figura  2‐5,  reproducida  de  [0],  se  han  ejecutado  repetidas  generaciones  sobre 
poblaciones  de  100  individuos  en  BRKGA  y  un  algoritmo  puramente  genético.  Podemos 
apreciar que en BRKGA hay un “aprendizaje” evidente a  la hora de encontrar soluciones, ya 
que  las  soluciones  tienden  de  forma  muy  rápida  al  valor  óptimo,  en  comparación  con  las 
soluciones del algoritmo aleatorio. 
 
 
Figura 2‐5: Comparación de BRKGA respecto de un algoritmo puramente aleatorio 
 
También  es  muy  importante  comparar  la  principal  diferencia  de  BRKGA  respecto  de  otros 
algoritmos RKGA, es decir, que la operación de cruce selecciona un padre élite y un padre no‐
elite,  en  vez  de  seleccionar  los  padres  de  forma  totalmente  aleatoria  como  hacen  otros 
algoritmos  RKGA,  para  traspasar  las  características  elitistas  de  los  padres  a  los  hijos  y  así, 
obtener mejores descendientes en cada generación. 
 
Esta particularidad de BRKGA, puede parecer una mera diferencia de implementación, pero tal 
como podemos ver en  la  figura 2‐6, reproducida de  [0], vemos que al comparar BRKGA, con 
otras dos versiones de algoritmos RKGA, el  tiempo que BRKGA  tarda en obtener  soluciones 
óptimas es notablemente menor que los otros algoritmos candidatos. 
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Figura 2‐6: Comparativa de BRKGA respecto otros algoritmos RKGA 
 
Tal  como  hemos  indicado  anteriormente,  a  continuación  analizaremos  como  afectan 
diferentes parámetros definidos por el usuario al tiempo de ejecución de BRKGA (tiempo hasta 
obtener un valor óptimo). Los detalles de las pruebas se encuentran en [0]. En todo caso, para 
cada  comparativa,  se  han mantenido  todos  los  valores  fijos,  y  solamente  se  ha  alterado  el 
parámetro definido por el usuario que se estaba estudiando. 
 
En la figura 2‐7, reproducida de [0], se observa que en las pruebas con tamaños de población 
pequeños, como 10 o 40, no hay gran diferencia en los tiempos hasta obtener un óptimo. Sin 
embargo,  a  partir  de  poblaciones  de  70  individuos  y  mucho  más  en  poblaciones  de  100 
individuos, se aprecian  incrementos de velocidad. De toda forma, a medida que se hace más 
difícil mejorar las soluciones, el número de generaciones que hay que tratar incrementa y esto 
afecta negativamente, sobre todo a poblaciones mayores por el hecho de tener que procesar 
más individuos. 
 
En la figura 2‐8, apreciamos que comparando porcentajes de individuos élite de 5%, 15%, 25% 
y 50%, el algoritmo rinde mejor si la cantidad de élites está entre un 15% y un 25%. En cambio, 
empeora  un  poco  si  incrementamos  hasta  un  50%  de  élites  y  rinde  muy  deficientemente 
cuando reducimos excesivamente el porcentaje de individuos élite. 
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Figura 2‐7: Comparativa de tamaño de población de BRKGA 
 
 
Figura 2‐8: Comparativa de cantidad de élites en la población de BRKGA 
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Figura 2‐9: Comparación de cantidad de mutantes en la población de BRKGA 
 
En la figura 2‐9, comparamos porcentajes de mutantes de 3%, 10%, 30% y 50% de la población. 
Podemos  apreciar  que  no  vale  la  pena  emplear  porcentajes  excesivamente  pequeños  o 
excesivamente grandes ya que afectan negativamente al rendimiento. En cambio, parece que 
un  porcentaje  de  un  10%  en  este  caso  da  un  resultado  bastante  óptimo  en  cuanto  a 
rendimiento. Vemos también que un porcentaje de un 30%, aunque peor da un rendimiento 
algo peor que el del 10%, no afecta tan negativamente como valores mucho más extremos. 
 
Finalmente, en la figura 2‐10, reproducida de [0], comparamos las probabilidades de herencia 
del  padre  élite  de  30%,  50%,  70%  y  90%.  Vemos  que  si  violamos  la  restricción  de  que  la 
probabilidad sea superior a 50%, proporciona un mal rendimiento a BRKGA. Sin embargo, no 
es tan malo como el valor del 90%, que trata de transferir a la descendencia una gran cantidad 
de genes de los padres élites. Esto es debido a que cuando se estanca en mínimos locales, le es 
extremadamente difícil escapar de ellos. Sin embargo, con  los parámetros de entre un 50% y 
un  70%,  el  algoritmo  rinde  de  una  forma  notablemente mejor  que  en  los  otros  casos más 
extremos. 
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Figura 2‐10: Comparación de probabilidades de herencia del padre élite de BRKGA 
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3.1: Historia	
 
En  las  últimas  décadas,  los  procesadores  basados  en  una  sola  unidad  de  procesado,  han 
sufrido importantes incrementos en su capacidad de cálculo e importantes reducciones en su 
coste  de  fabricación  [3].  La  creciente  demanda  por  parte  de  los  usuarios  particulares  y 
profesionales,  indujo  a  la  reducción  del  coste  y  tiempo  de  fabricación,  dando  lugar  a  una 
rápida evolución de los procesadores que salían al mercado. Cada nueva generación introducía 
mejoras  respecto  a  las  anteriores, principalmente  incrementando  la  frecuencia del  reloj del 
procesador, memorias  cache de mayor  tamaño,  introducción de niveles de memoria  cache, 
etc. Todas estas mejoras aumentaban el rendimiento del procesador. 
 
Sin  embargo,  a  partir  de  2003,  esta  tendencia  positiva  se  estancó  debido  a  las  propias 
limitaciones  de  construcción  de  los  procesadores.  Incrementar  la  frecuencia  de  reloj  del 
procesador  implicaba aumentos de consumo energético y por tanto,  incrementos en el calor 
disipado por el procesador. 
 
La solución que se adoptó, consistía en integrar más de un core (núcleo de procesamiento) en 
el mismo  encapsulado,  dando  lugar  a  los  procesadores multi‐core.  Este  cambio,  supuso  un 
gran  impacto en  la  comunidad, debido a que  todas  las aplicaciones que  se  implementaban, 
estaban diseñadas para ejecutarse secuencialmente en un solo core, con lo que se estancó el 
incremento de velocidad de las aplicaciones. 
 
Surgió  la  necesidad  de  desarrollar  aplicaciones  multi‐thread  (múltiples  hilos  de  ejecución), 
capaces de distribuir el trabajo entre los diferentes cores del procesador de forma colaborativa 
para obtener los resultados más rápidamente, aprovechando los recursos del procesador. 
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En  cualquier  caso,  la  comunidad HPC  (High Performance Computing, o  computación de alto 
rendimiento), llevaba décadas aplicando estas técnicas de computación en los grandes centros 
de  computación. No muchas  aplicaciones  podían  justificar  el  uso  de  paralelismo  y  por  ese 
motivo, las aplicaciones paralelas se limitaban a problemas muy específicos. 
 
En la actualidad, los procesadores han pasado a ser máquinas paralelas y por tanto, se pone de 
manifiesto  la  necesidad  de  la  programación  paralela  para  obtener  mejores  aplicaciones  y 
aprovechar los recursos disponibles. 
 
Han surgido dos tendencias que, aun compartiendo  la  idea de  integrar múltiples cores en un 
mismo encapsulado, no comparten la filosofía de diseño de los procesadores. 
 
Por  un  lado,  la  tendencia  multi‐core,  inicialmente  encapsulaba  dos  cores  en  un  mismo 
procesador; y con cada nueva generación, aproximadamente, se duplica  la cantidad de cores 
integrados en el encapsulado. Esta tendencia pretende maximizar  la ejecución de programas 
secuenciales. 
 
Por otro lado, la tendencia many‐core, pretende maximizar la productividad de las aplicaciones 
paralelas. Esta tendencia, se  inició  integrando múltiples cores de menor tamaño, y de nuevo 
fueron duplicándose generación tras generación. Sin embargo, los procesadores many‐core se 
diseñan para  soportar grandes  cantidades de  threads en paralelo,  todos ellos ejecutando el 
mismo  código, pero  sobre bloques de datos diferentes. Además, para  reducir  superficie del 
procesador,  múltiples  cores  compartieran  una  misma  unidad  de  control,  dejando  espacio 
adicional para añadir más cores al procesador. 
 
En la actualidad, procesadores como las GPUs (Graphic Processing Unit, o unidad de procesado 
gráfico), han tomado el relevo a  los procesadores que vivieron el estancamiento en 2003. La 
necesidad  en  la  industria  de  los  gráficos  por  ordenador,  y  en  especial  de  los  juegos  de 
ordenador,  de  procesar  gran  cantidad  de  datos  paralelamente  para  componer  imágenes 
tridimensionales de alta calidad, han abierto la puerta al desarrollo de las GPUs. 
 
En  la  actualidad,  se  están  produciendo  unidades  GPU  con  una  capacidad  de  procesado 
superior  a 5 TeraFLOPS  (5000 GigaFLOPS),  como  la GeForce GTX 690 de nVidia, que puede 
llegar a desarrollar 2 x 2810.88 = 5621,76 GigaFLOPS, cuando las CPUs están en el orden de los 
cientos de GigaFLOPS. 
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Por  este  motivo,  se  está  empezando  a  desplazar  la  ejecución  de  los  códigos  de  cálculo 
intensivo a las GPUs, donde se dividen en unidades de cálculo menores para que los diferentes 
threads  puedan  ejecutarlos  de  forma  individualizada  y  paralelizada.  Así  pueden  producir 
resultados de forma cooperativa entre ellos.  
 
 
3.2: Filosofía	de	diseño	
 
El motivo del gran salto en las capacidades de cálculo de las GPUs respecto de las CPUs, radica 
en la filosofía de diseño. 
 
Las CPUs, por un  lado, se diseñan empleando sofisticadas  instrucciones y  lógica de control; y 
tratan de incrementar el rendimiento de las aplicaciones secuenciales existentes. Para ello, se 
incorporan memorias cache de mayor  tamaño y con menores  latencias que eviten el acceso 
reiterativo  a  la  memoria  principal  que  es  mucho  más  lenta.  Además,  de  esta  forma,  se 
consigue  evitar  el  uso  reiterado  del  bus  del  sistema  que  es  mucho  más  lento  que  las 
comunicaciones  de  las  unidades  de  procesado  del  procesador,  con  las  memorias  caché 
integradas también dentro del mismo procesador. Estas mejoras son las que han contribuido al 
incremento de rendimiento de las CPUs. 
 
Éstas, pueden ejecutar múltiples threads en paralelo, en  la actualidad del orden de entre 8 y 
12, pero al final, lo que realmente están haciendo, es fragmentar las aplicaciones secuenciales 
en  pequeños  fragmentos  de  código  y  asignando  su  ejecución  a  los  diferentes  cores  del 
procesador.  Esto  implica  que  si  tenemos  una  aplicación  secuencial  ejecutándose  sobre  un 
procesador con múltiples cores, salvo que el desarrollador haya decidido que algún fragmento 
se distribuya entre diferentes cores, la aplicación se ejecutará por partes secuenciales en cores 
diferentes. Hasta que una parte no acabe, la siguiente no empezará. 
 
Esto  implica  que  el  paralelismo  que  consigue,  en  general,  un  procesador multi‐core,  es  un 
paralelismo  que  ejecuta  múltiples  aplicaciones  en  paralelo  pero,  normalmente,  no  ejecuta 
múltiples secciones de la aplicación en paralelo. 
 
El objetivo de las GPUs, empleadas como unidades de cálculo, consiste en acelerar la ejecución 
de una sola aplicación fragmentando sus secciones de código computacionalmente densas en 
unidades menores que la GPU pueda procesar en paralelo. 
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Para  conseguir  este  objetivo,  las  GPUs,  integran  lógicas  de  control  más  simples  y  que 
pretenden ejecutar el máximo de threads en paralelo [3]. Integran memorias cache de menor 
tamaño, compartidas por diferentes unidades de proceso para evitar  tener que acceder a  la 
memoria principal, pero siguen manteniendo una mayor superficie dedicada a las unidades de 
procesado. Así mismo, integran buses de comunicación de mayor ancho de banda que las CPUs 
(del orden de 10 veces más rápidos que las CPUs). 
 
En  la  figura 3‐1,  reproducida de  [3], podemos ver un modelo  comparativo de  la  filosofía de 
diseño de una CPU y una GPU típicas. Vemos claramente la diferencia de superficie empleada 
en las unidades de proceso y en la lógica de control de una CPU y una GPU típicas; así como de 
la superficie empleada en las memorias cache. 
 
 
Figura 3‐1: Filosofía de diseño CPU vs GPU 
 
Sin embargo, y pese a todas las consideraciones descritas, no hay que perder de vista que las 
GPUs están diseñadas para  ser unidades de cálculo numérico masivo complementarias a  las 
CPUs  y  que,  por  tanto,  habrá muchas  tareas  que,  simplemente,  no  están  preparadas  para 
poder realizar. Es por este motivo que siempre tendremos una CPU colaborando con una GPU. 
Las partes  secuenciales del algoritmo  las  controlará y ejecutará  la CPU. Por el  contrario,  las 
partes  intensivas  de  cálculo  las  ejecutará  la  GPU,  y  devolverá  el  control  a  la  CPU  cuando 
finalice [3]. 
 
 
3.3: Consideraciones	al	emplear	GPUs	
 
En  la actualidad,  todos  los ordenadores que  salen al mercado disponen de GPU,  incluso  los 
teléfonos móviles inteligentes y las tabletas empiezan a incorporarlas. Es por este motivo que 
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actualmente no es un gran problema el hecho que nuestra aplicación requerirá una GPU para 
poder ejecutarse.  Lo que  sí que es necesario  tener en  cuenta, es  si el  tipo de GPU del que 
disponemos, será compatible con nuestra aplicación. 
 
En  los  últimos  años,  se  han  empezado  a  distribuir  librerías  que  permiten  ejecutar  cálculos 
masivamente  paralelos  en  las  GPUs  con  el  objetivo  de  mejorar  el  rendimiento  de  las 
aplicaciones.  Estas  librerías  se diseñan para  ser  compatibles  con  gran  cantidad de GPUs de 
diferentes fabricantes y con diferentes características. 
 
Es por este hecho, que no siempre es adecuado emplearlas cuando nos dispongamos a diseñar 
e  implementar  una  aplicación  que  requiera  de  este  tipo  de  dispositivos.  Son  una  buena 
elección para aplicaciones disponibles al gran público como juegos o aplicaciones de escritorio. 
Sin  embargo,  si  nuestro  objetivo  es  obtener  el  máximo  rendimiento  para  una  aplicación 
particular  que  estemos  desarrollando,  escogeremos  trabajar  con  las  librerías  que  nos 
proporcione el fabricante y deberemos tener muy en cuenta  las características y  limitaciones 
del  dispositivo  presente  en  nuestro  ordenador.  De  esta  forma,  obtendremos  un  mayor 
rendimiento y control que empleando librerías genéricas de propósito general. 
 
En el caso que nos ocupa, nVidia distribuye una librería API para desarrollo, que es compatible 
con  todas  sus  GPUs  que  dispongan  de  capacidad  de  cálculo  CUDA  y  permite  especificar 
exactamente en qué tipo de dispositivo CUDA queremos ejecutar nuestra aplicación. De esta 
forma,  podemos  implementar  una  aplicación  que  emplee  la GPU  y  tenerla  preparada  para 
ejecutar  en  cualquier  entorno  que  disponga  de  una  GPU  con  CUDA,  simplemente 
recompilando la aplicación. 
 
Otra  consideración  importante  a  tener  en  cuenta  es  los  estándares  de  la  IEEE  que  nuestro 
procesador  soporta.  Principalmente  en  cuanto  a  precisión  en  las  operaciones  de  coma 
flotante.  Las  primeras  GPU  con  soporte  para  cálculo  con  CUDA,  solamente  soportaban 
operaciones de coma  flotante de precisión simple. Sin embargo,  las nuevas generaciones de 
GPUs  ya  soportan  precisión  doble.  Por  tanto,  deberemos  tener  en  cuenta  a  la  hora  de 
implementar nuestra  aplicación  si  necesitaremos precisión  simple o doble  para obtener  los 
resultados deseados. 
 
Finalmente, tenemos que considerar la complejidad de desarrollo de una aplicación con CUDA. 
En las primeras generaciones de GPU para cálculo general, antes de la aparición de CUDA, solo 
algunos desarrolladores muy cualificados disponían del conocimiento necesario para enviar a 
través de  la  interface gráfica estándar  los datos necesarios para que  la GPU pudiera efectuar 
los cálculos, debido a que era una tarea compleja y muy propensa a errores. 
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Con  la  aparición  de  CUDA  en  2007,  esta  situación  cambió  [3].  Se  dedicó  una  parte  de  la 
superficie de silicio para facilitar la programación paralela y, de esta forma, actualmente ya no 
es necesario emplear la interface gráfica. En vez de esto, solo necesitamos conocer el lenguaje 
C/C++ y la API de CUDA mencionada anteriormente para poder desarrollar una aplicación que 
aproveche la potencia de cálculo de CUDA. 
 
Así mismo, no siempre la ejecución en paralelo en la GPU es la mejor elección. En ocasiones, el 
rendimiento de  la CPU es  suficientemente bueno  y  se hace extremadamente difícil obtener 
mejora de rendimiento al ejecutar sobre  la GPU. No hay que perder de vista que el objetivo 
final es complementar  la ejecución de  la CPU con el uso de GPUs y no sustituir  la CPU por  la 
GPU. 
 
 
3.4: Arquitectura	de	una	GPU	
 
Las GPUs con capacidad de cálculo CUDA, se organizan en un vector de bloques y cada uno de 
estos bloques, a su vez, contiene dos streaming multiprocessors  (SM), aunque el número de 
SMs puede variar de una generación de GPUs CUDA a otra. Cada SM, está  formado por un 
conjunto  de  streaming  processors  (SP),  que  comparten  lógica  de  control  y  caché  de 
instrucciones.  En  la  figura  3‐2,  reproducida  de  [3],  se  muestra  un  esquema  de  esta 
arquitectura. 
 
Además,  cada GPU  viene  con una memoria  global GDDR DRAM  (graphic double data  rate). 
Ésta,  difiere  de  la DRAM  de  la  CPU  en  que  es memoria  para  el  frame  buffer  usada  en  los 
gráficos. En las aplicaciones gráficas, esencialmente aloja imágenes de video e información de 
texturas  para  renderizado  3D,  pero  en  computación,  funciona  como  memoria  de  altísimo 
ancho de banda fuera del chip, aunque con una latencia algo mayor que la memoria típica del 
sistema.  En  aplicaciones  masivamente  paralelas,  un  mayor  ancho  de  banda  compensa 
latencias más largas. 
 
Debido  a  que  cada  streaming  processor  puede  ser  masivamente  cargado  de  threads,  se 
pueden  llegar  a  ejecutar miles  de  threads  por  aplicación  simultáneamente. Además,  en  los 
diferentes  bloques  de  SMs,  se  integra  una  memoria  cache  paralela  especializada  con  el 
objetivo de no saturar el bus de datos. Hay que tener en cuenta que puede darse la situación 
de  tener  miles  de  threads  accediendo  simultáneamente  a  memoria.  La  práctica  habitual, 
consiste en transferir  los datos de  la DRAM de  la GPU hacia  la memoria cache, y trabajar con 
los datos almacenados en esta memoria especializada. De esta forma, se reduce drásticamente 
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el uso de ancho de banda y se consiguen los mejores rendimientos en la ejecución de nuestras 
aplicaciones. 
 
 
Figura 3‐2: Arquitectura de una GPU con capacidad CUDA 
 
 
3.5: Arquitecturas	de	GPUs	para	computación	de	alto	rendimiento	
 
Debido  a  la  creciente  utilización  de GPUs  en  computación  paralela masiva,  nVidia  inició  su 
línea  Tesla  de  productos  para  cálculo  paralelo  masivo.  Estos  dispositivos,  se  han  ido 
especializando para su uso científico. Recibe el nombre por el científico serbio Nikola Testa. Se 
puede consultar en [4] y [5] información ampliada sobre esta línea de productos. 
 
También  se  desarrolló  una  nueva  arquitectura  de  GPU  para  supercomputación  a  la  que 
bautizaron como Fermi, por el físico italiano Enrico Fermi. Se puede consultar más información 
en [6] y [7]. 
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La  principal  diferencia  de  estos  dispositivos  respecto  de  las GPUs  para  uso  gráfico,  son  las 
siguientes: 
 
‐ Hasta  512  núcleos  de  procesado  CUDA  con  8  veces  más  velocidad  de  cálculo  en 
operaciones de precisión doble. 
 
‐ Tecnología de cache paralela de datos Parallel DataCache, con soporte para cachés L1 
y L2, donde la cache L1 se comparte entre núcleos CUDA del mismo bloque, y la cache 
L2 se comparte con toda la GPU. 
 
‐ Motor de procesado GigaThread, que mejora la eficiencia en la ejecución concurrente 
de kernels, dispone de canales bidireccionales de transferencia de datos y gestiona de 
forma inteligente decenas de miles de threads. 
 
‐ Soporta protección de  toda  la memoria de  la GPU mediante  ECC. Protege  y  corrige 
errores  en  los  registros,  las memorias  compartidas  las  caches  L1  y  L2  y  la memoria 
DRAM de la GPU, antes de que afecten al sistema. 
 
Después  del  lanzamiento  de  la  arquitectura  Fermi,  nVidia  lanzó  la  arquitectura  Kepler,  que 
recibe  su nombre  por  el matemático,  astrónomo  y  astrólogo  alemán  Johannes  Kepler.  Esta 
nueva arquitectura, mejoraba drásticamente las capacidades de la arquitectura Fermi anterior. 
Toda  la  información  de  la  nueva  arquitectura  Kepler  se  puede  encontrar  en  [8]  y  [9].  Las 
nuevas características de la arquitectura son: 
 
‐ Streaming multiprocessors mejorados que permiten dedicar más espacio a los núcleos 
de procesamiento en vez de ser usado para lógica de control. 
 
‐ GPU  dinámica  que  simplifica  la  programación  de  la  GPU  y  aceleración  de  bucles 
anidados paralelos ya que permite iniciar nuevos threads de forma dinámica sin tener 
que volver a la CPU. 
 
‐ Hyper‐Q que reduce el tiempo de inactividad de la CPU al permitir que múltiples cores 
de la CPU trabajen simultáneamente con una sola GPU Kepler. 
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3.6: Modelo	de	programación	empleando	CUDA	
 
Desde el punto de vista de un programador CUDA, el sistema de computación se compone de 
un host, la CPU tradicional, y uno o más dispositivos de cálculo paralelo masivo, equipados con 
una gran cantidad de unidades aritméticas, que habitualmente son las GPUs. 
 
En las aplicaciones modernas, es frecuente encontrar secciones de programa con gran riqueza 
de paralelismo de datos. Estas secciones son  las candidatas perfectas para ser ejecutadas en 
paralelo simultáneamente. 
 
Un programa CUDA,  se  compone de varias  fases que  se ejecutan ya  sea en  la CPU o en un 
dispositivo  de  cálculo  paralelo.  Las  fases  que  presentan  poco  o  ningún  paralelismo,  se 
implementan en código del host, y  las  fases con alto paralelismo de datos, se  implementan, 
como hemos dicho, en código de dispositivo. 
 
El  programa  CUDA  incorpora  tanto  el  código  del  host,  como  el  código  del  dispositivo.  El 
compilador  nVidia  C  compiler  (nvcc),  será  el  encargado  de  separar  la  parte  de  código 
correspondiente  al  host  de  la  parte  de  código  correspondiente  al  dispositivo  en  la  fase  de 
compilación. El código de host, se compilará con el compilador estándar de C del sistema y se 
ejecutará como un programa normal del sistema.  El código de dispositivo, se escribe también 
en C, pero con palabras clave extendidas para etiquetar  las funciones que ejecutan el cálculo 
paralelo llamadas kernels y sus estructuras de datos. 
 
En ocasiones que no existan dispositivos en el sistema, o que sea más conveniente ejecutar el 
código  en  la  CPU,  se  puede  escoger  ejecutar  los  kernels  sobre  el  emulador  de  GPUs  que 
incorpora el SDK de CUDA. 
 
Los kernels, normalmente desatan una gran cantidad de threads para explotar el paralelismo 
de datos. Hay que notar que  los  threads de CUDA  son mucho más  ligeros y simples que  los 
threads de la CPU. Es por esto, que requieren muchos menos ciclos de reloj para su creación y 
planificación debido al hardware especializado en el que se ejecutan. 
 
La ejecución del programa CUDA se inicia siempre con código de host (CPU). Cuando se invoca 
un kernel,  se  le pasa el control al dispositivo, donde una gran cantidad de  threads  se crean 
para  aprovechar  el  paralelismo  de  datos.  Todos  los  threads  que  se  generan  durante  una 
invocación  de  kernel  se  llaman  grid.  Cuando  todos  los  threads  de  una  grid  terminan  su 
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ejecución,  se  continúa  ejecutando  código  de  host  hasta  que  un  nuevo  kernel  es  invocado 
creándose una nueva grid. 
 
Para  ilustrar  cómo  funcionan  las  aplicaciones  CUDA  y  entender  sus  particularidades, 
emplearemos  un  ejemplo,  reproducido  de  [3],  que  consiste  en multiplicar  dos matrices  de 
1.000 filas x 1.000 columnas. Debido a que el producto de matrices se realiza ejecutando m x n 
productos escalares  independientes, es posible  implementar una aplicación CUDA en  la que 
cada  thread  ejecute  un  producto  escalar.  En  este  ejemplo,  se  generará  1.000  x  1.000  = 
1.000.000  threads;  y  cada  thread  ejecutará  un  producto  escalar  compuesto  por  1000 
productos y 1000 adiciones. 
 
Para  entender  mejor  cómo  funciona  la  aplicación  CUDA  de  multiplicación  de  matrices, 
empezaremos por ver cómo se implementaría en una CPU normal dicho producto de matrices. 
En la figura 3‐3, reproducida de [3], se ilustra de forma esquemática los datos que intervienen 
en  cada producto  escalar que  compone  el producto de matrices. Como podemos  ver,  cada 
thread  accederá  a  una  fila  de  M,  identificada  por  el  iterador  i  y  a  una  columna  de  N, 
identificada por el iterador j; y almacenará el resultado en la posición (i, j) de la matriz P. 
 
 
Figura 3‐3: Acceso a las matrices para la multiplicación de matrices 
 
El código que emplearíamos en una ejecución sobre una CPU clásica, sería parecido al código 
detallado en la tabla 3‐1, reproducido de [3]. 
 
Capítulo 3: Computación basada en GPUs y CUDA 
33 
Tabla 3‐1: Ejemplo de aplicación clásica para multiplicación de matrices 
1 void MatrixMultiplication(float* M, float* N, float* P, int width); 
2 
3 int main(void) 
4 { 
5  // Reservar espacio para las matrices M, N y P 
6  // Leer las matrices de entrada M y N 
7  ... 
8 
9  // Ejecutar el producto P = M x N en el dispositivo 
10  MatrixMultiplication(M, N, P, width); 
11 
12  // Escribir la matriz de salida P 
13  // Liberar la memoria usada por las matrices M, N y P 
14  ... 
15 } 
16 
17 void MatrixMultiplication(float* M, float* N, float* P, int width) 
18 { 
19  for(int i = 0; i < width; i++) 
20  { 
21   for(int j = 0; j < width; j++) 
22   { 
23    float Pvalue = 0; 
24    for(int k = 0; k < width; k++) 
25    { 
26     float Mvalue = M[i * width + k]; 
27     float Nvalue = N[k * width + j]; 
28     Pvalue += Mvalue * Nvalue; 
29    } 
30    P[i * width + j] = Pvalue; 
31   } 
32  } 
33 } 
 
En C,  las matrices bidimensionales se almacenan en  forma  lineal por  filas. De esta  forma, es 
como  si  se  concatenaran  las  filas de  la matriz  en un  solo  vector  lineal.  Para  acceder  a una 
posición determinada de la matriz, debe calcularse su posición en el vector lineal. Si la matriz 
tiene m  filas  x n  columnas, para acceder a  la posición  (i,  j), deberemos  calcular  su posición 
como i * n + j. 
 
Para calcular el producto de matrices P, simplemente iteraríamos por todas las posiciones de P 
y en cada caso, calcularíamos el producto escalar de la fila i de la matriz M, multiplicada por la 
columna j de la matriz N. 
 
Pasemos ahora a estudiar el  caso del producto de matrices empleando CUDA.  Supongamos 
que el desarrollador que ha  implementado el producto de matrices sobre CPU convencional 
mostrado en  la  tabla 3‐1, desea portar el  código a CUDA. Una posible  forma,  consistiría en 
modificar la función MatrixMultiplication() para mover el cálculo masivo a la GPU. El 
código resultante reproducido de [2], se detalla en la tabla 3‐2. 
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Tabla 3‐2: Ejemplo de aplicación CUDA para multiplicación de matrices 
1 #include <cuda.h> 
2 
3 void MatrixMultiplication(float* M, float* N, float* P, int width); 
4 __global__ void MatrixMulKernel(float* Md, float* Nd, float* Pd, int width); 
5 
6 int main(void) 
7 { 
8  // Reservar espacio para las matrices M, N y P 
9  // Leer las matrices de entrada M y N 
10  ... 
11 
12  // Ejecutar el producto P = M x N en el dispositivo 
13  MatrixMultiplication(M, N, P, width); 
14 
15  // Escribir la matriz de salida P 
16  // Liberar la memoria usada por las matrices M, N y P 
17  ... 
18 } 
19 
20 void MatrixMultiplication(float* M, float* N, float* P, int width) 
21 { 
22  float* Md, Nd, Pd; 
23  int size = width * width * sizeof(float); 
24 
25  // Reservar espacio de memoria del dispositivo para las matrices M, N y P 
26  cudaMalloc((void**)&Md, size); 
27  cudaMalloc((void**)&Nd, size); 
28  cudaMalloc((void**)&Pd, size); 
29 
30  // Transferir a la GPU las matrices M y N 
31  cudaMemcpy(Md, M, size, cudaMemcpyHostToDevice); 
32  cudaMemcpy(Nd, N, size, cudaMemcpyHostToDevice); 
33 
34  // Establecer la configuración de ejecución 
35  dim3 dimBlock(width, width); 
36  dim3 dimGrid(1, 1); 
37 
38  // Ejecutar el kernel de multiplicación de matrices 
39  MatrixMulKernel<<<dimGrid, dimBlock>>>(Md, Nd, Pd, width); 
40 
41  // Recuperar de la GPU la matriz de resultado P 
42  cudaMemcpy(P, Pd, size, cudaMemcpyDeviceToHost); 
43 
44  // Liberar la memoria usada por las matrices M, N y P en la GPU 
45  cudaFree(Md); 
46  cudaFree(Nd); 
47  cudaFree(Pd); 
48 } 
49 
50 __global__ void MatrixMulKernel(float* Md, float* Nd, float* Pd, int width) 
51 { 
52  // Id bidimensional del thread 
53  int tx = threadIdx.x; 
54  int ty = threadIdx.y; 
55 
56  // Pvalue acumula el producto escalar que está calculando el thread 
57  float Pvalue = 0; 
58 
59  for(int k = 0; k < width; k++) 
60  { 
61   float Mvalue = Md[ty * width + k]; 
62   float Nvalue = Nd[k * width + tx]; 
63   Pvalue += Mvalue * Nvalue; 
64  } 
65 
66  // Escribir el valor resultante del cálculo del thread 
67  // en la posición correspondiente 
68  Pd[ty * width + tx] = Pvalue; 
69 } 
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En  primer  lugar,  debemos  notar  que  la  función  MatrixMultiplication()  se  emplea 
como un encapsulador de las operaciones necesarias para que la GPU pueda realizar el cálculo. 
De esta forma, el resto del programa no tiene por qué saber si el cálculo se está realizando en 
la CPU o en la GPU. Esta función realizará las operaciones de reservar espacio de memoria en 
el dispositivo, transferir los datos al dispositivo, lanzar la ejecución del kernel en el dispositivo, 
recuperar los resultados del dispositivo y liberar el espacio utilizado en el dispositivo. 
 
En  los  siguientes  apartados  estudiaremos más  en  profundidad  este  ejemplo  para  entender 
cómo trabaja la memoria y los threads en CUDA. 
 
 
3.6.1: Memorias	de	dispositivo	y	transferencia	de	datos	
 
Los espacios de memoria que emplean el dispositivo  y el host  son diferentes. No debemos 
olvidar que  los dispositivos son  tarjetas hardware que  traen su propia memoria DRAM. Para 
poder ejecutar un código en el dispositivo es necesario, en primer  lugar, reservar espacio de 
memoria en el dispositivo tanto para los datos de entrada como para los resultados, líneas 26, 
27 y 28 del ejemplo en CUDA, y transferir los datos de entrada al dispositivo, líneas 31 y 32 del 
ejemplo en CUDA. Se puede notar que  las  funciones específicas de CUDA,  tienen una cierta 
similitud a las funciones de la librería estándar de C. 
 
Una  vez  haya  finalizado  el  cálculo,  será  necesario  recuperar  los  resultados  del  dispositivo, 
transferirlo a la memoria principal de la CPU, línea 42 del ejemplo en CUDA, y liberar el espacio 
de memoria del dispositivo que hemos empleado para el cálculo, líneas 45, 46 y 47 del ejemplo 
en CUDA. 
 
Para hacernos una idea de la estructura del modelo de memoria que emplea CUDA, podemos 
ver  la  figura  3‐4,  reproducida  de  [3].  Como  podemos  ver,  el  dispositivo  dispone  de  una 
memoria global y de una memoria constante compartidas por todos  los bloques. A su vez, el 
dispositivo  dispone  de memorias  compartidas  solo  por  los  threads  de  un mismo  bloque,  y 
finalmente contiene la memoria de registros particulares de cada thread. 
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Figura 3‐4: Modelo de memoria de un dispositivo CUDA 
 
El dispositivo tiene acceso de lectura y escritura para los registros por thread, la memoria local 
por thread, la memoria compartida por bloques y la memoria global por grid. En cambio, solo 
tiene acceso de lectura para la memoria contante por grid. En cambio, el host tiene acceso de 
lectura y escritura tanto de la memoria global por grid, como de la memoria constante. 
 
Es  importante notar  también, que un  thread no  tiene acceso ni a  la memoria  local de otro 
thread, ni a los registros de otro thread, aunque estén en el mismo bloque. En cambio, todos 
los threads de un mismo bloque pueden acceder a la memoria compartida en el bloque. De la 
misma  forma,  threads de diferentes bloques no accederán a  la misma memoria compartida, 
sino que cada uno de ellos accederá a la memoria compartida de su bloque. 
 
 
3.6.2: Kernels	y	threads	de	CUDA	
 
Los fragmentos de código que deben ejecutarse en paralelo en el dispositivo CUDA, reciben el 
nombre  de  kernels.  Como  todos  los  threads  ejecutan  el  mismo  código,  se  trata  de  una 
ejecución SPMD (Single‐Program Multiple‐Data). 
 
En  las  líneas 50 a 69 del ejemplo en CUDA anterior, se puede ver el código del kernel para  la 
multiplicación de matrices. Lo primero que podemos observar al ver le código, será la palabra 
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clave  __global__,  al  inicio  de  la  declaración  del  kernel.  Esta  palabra  clave,  indica  al 
compilador nvcc que esta función es un kernel que el host ejecutará para generar un grid de 
threads en el dispositivo. Las posibles palabras clave que existen para que el compilador nvcc 
pueda identificar las funciones, se resumen en la tabla 3‐3. 
 
Tabla 3‐3: Extensiones de CUDA a la declaración funcional de C 
  Ejecutado en:  Solo invocable desde: 
__device__ float DeviceFunc() Dispositivo  Dispositivo 
__global__ void KernelFunc() Dispositivo  Host 
__host__ float HostFunc() Host  Host 
 
La palabra clave __device__ será empleada cuando necesitemos ejecutar una subfunción 
dentro de un kernel CUDA. Pero nunca podrá ser lanzada desde el host. En cambio, la palabra 
clave __host__ define funciones estándar C que solo podrán ser lanzadas desde el propio host 
y que se ejecutarán también en el host. Por defecto, si no se especifica ningún modificador de 
declaración,  se  considera que  se  trata de  funciones __host__. Cabe notar que  se pueden 
emplear  a  la  vez  en  la  misma  función  los  modificadores  __host__  y  __device__.  Al 
hacerlo,  le estaremos  indicando  al  compilador que queremos que  genere dos  versiones del 
mismo código. Una versión se ejecutará en el host, y  la otra será para ser ejecutada por un 
kernel en el dispositivo. 
 
Otra extensión a  tener en cuenta,  son  las palabras clave threadIdx.x y threadIdx.y. 
Estas palabras clave,  se  refieren a  los  índices del  thread. Recordemos que  todos  los  threads 
ejecutan el mismo código. Entonces, necesitamos un mecanismo para identificar cada thread e 
indicarle en qué partes de la estructura de datos debe actuar. Estas variables predefinidas, son 
diferentes  para  cada  thread.  Notar  que  estas  variables  organizan  los  threads  en  forma 
multidimensional. De hecho, si comparamos la versión del código de producto de matrices que 
se ejecuta en el host,  con  la  versión que  se  ejecuta en el dispositivo, notaremos que  en  la 
versión CUDA, solamente tenemos un bucle. Los otros dos bucles quedan reemplazados por el 
grid de threads. El grid de threads de dos dimensiones, equivale a los dos bucles anidados que 
iteran  sobre  i  y  j  en  la  versión  del  host.  Cada  thread  del  dispositivo,  corresponde  a  una 
iteración sobre k en el código host original. 
 
Entonces, empleando la variable threadIdx, cada thread puede identificar qué fila de M y qué 
columna de N  tiene que  procesar  y  en qué posición de  la matriz  P  tiene que  almacenar  el 
producto escalar que calcule. 
 
Cuando un kernel se ejecuta, este se ejecuta como un grid de threads en paralelo. Cada grid de 
threads  CUDA,  típicamente  se  compone  de  miles  o  incluso  millones  de  threads.  Crear 
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suficientes  threads  para  ocupar  totalmente  el  dispositivo  acostumbra  a  requerir  una  gran 
cantidad de paralelismo de datos. 
 
Los  threads  en  un  grid,  se  organizan  en  dos  niveles,  como  puede  verse  en  la  figura  3‐5, 
reproducida de [0]. En un primer nivel, se organizan en uno o más bloques. Todos los bloques 
de un grid tienen la misma cantidad de threads. En la figura, el grid 1 está organizado en una 
matriz de 2x2 = 4 bloques, pero en general, los bloques tienen una coordenada tridimensional, 
formada por  las variables predefinidas blockIdx.x, blockIdx.y y blockIdx.z. En el 
ejemplo, la tercera coordenada blockIdx.z, sería igual a cero para todos los threads, puesto que 
se ha definido un grid de bloques bidimensional. 
 
De  igual  forma,  los  threads  dentro  de  un  bloque,  se  organizan  de  forma  tridimensional 
también; y se identifican mediante las variables predefinidas threadIdx.x, threadIdx.y 
y  threadIdx.z.  El  número  de  threads  dentro  de  un  bloque  está  limitado  a  512.  Esto 
significa que,  independientemente de cómo definamos el tamaño del bloque, este no puede 
exceder  nunca  los  512  threads.  Si  queremos  ejecutar más  threads  en  paralelo,  deberemos 
separarlos  en  diferentes  bloques. Hay  que  tener  en  cuenta  que  threads  del mismo  bloque 
pueden cooperar, se pueden sincronizar, etc., pero esto no es posible con threads de bloques 
diferentes. 
 
 
Figura 3‐5: Organización de threads en CUDA 
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Cuando el host invoca un kernel, establece el tamaño del grid y los bloque de threads. Esto se 
hace pasando dos estructuras especiales llamadas configuración de la ejecución a la invocación 
del kernel. Estas estructuras son de tipo dim3. La primera, dimBlock, definida en la línea 35 
de nuestro ejemplo CUDA, describe la configuración de los bloques de threads. En el caso del 
ejemplo, se definen bloques bidimensionales de tamaño width x width. La segunda, dimGrid, 
definida en  la  línea 36 de nuestro ejemplo CUDA, define  la configuración del grid. En el caso 
del ejemplo, se ha definido como 1 x 1 bloques, es decir, el grid estará  formado por un solo 
bloque.  Finalmente,  en  la  línea  39  del  ejemplo,  podemos  ver  como  se  invoca  el  kernel  de 
multiplicación de matrices y, aparte de pasar los parámetros (los punteros a las posiciones de 
memoria del dispositivo y el tamaño de  la matriz), se especifica empleando  la extensión de C 
<<< , >>> la configuración de la ejecución del kernel. 
 
Tal  como  hemos  dicho,  los  threads  que  puede  contener  un  bloque,  se  limitan  a  512.  Si 
miramos nuestro ejemplo del producto de matrices, tal como tenemos definido el algoritmo, 
solamente seriamos capaces de calcular matrices que no excedieran  los 512 elementos. Esto, 
obviamente  no  es  aceptable,  porque  tal  como  hemos  dicho,  el  producto  de matrices  debe 
contener  millones  de  elementos  obtener  un  paralelismo  de  datos  con  el  que  podamos 
aprovechar el dispositivo de cálculo masivo. Es necesario que rediseñemos nuestro algoritmo 
para que pueda ejecutar múltiples bloques de  threads y así obtener el paralelismo de datos 
que buscamos. 
 
Dividiremos  la  matriz  en  fracciones  de  tamaño  2.  Escogemos  este  tamaño  para  poder 
representar  de  forma  fácil  las  ilustraciones  explicativas.  Especificaremos  el  parámetro 
TILE_WIDTH, en la línea 3 del código de la tabla 3‐4, que definirá el tamaño de los bloques 
que  vamos  a  emplear.  Ejecutaremos  width/TILE_WIDTH  x  width/TILE_WIDTH 
bloques,  cada  uno  de  ellos  de  tamaño  TILE_WIDTH  x  TILE_WIDTH.  De  esta  forma,  no 
tendremos  la  limitación  anterior  en  el  número  de  elementos  a  procesar.  Deberemos 
especificar estos cambios de configuración de ejecución del kernel, en  las  líneas 37 y 38 del 
código de ejemplo de la tabla 3‐4. 
 
Otro  cambio  que  deberemos  realizar,  será  la  identificación  de  los  threads.  Anteriormente, 
como solamente se trataba un bloque, no era necesario calcular los identificadores de threads 
con  las  coordenadas de número de bloque. Sin embargo, en esta nueva  implementación,  sí 
que  es  necesario  especificarlo.  Para  ello,  definiremos  en  las  líneas  53  y  54  del  código  de 
ejemplo de la tabla 3‐4 el cálculo de identificadores como int tx = blockIdx.x * blockDim.x + 
threadIdx.x; y  int ty = blockIdx.y * blockDim.y + threadIdx.y; 
 
En  la tabla 3‐4, reproducida de [3], se puede ver el código completo que emplea bloques de 
threads para poder ejecutar sobre matrices de más de 512 elementos. 
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Tabla 3‐4: Ejemplo de aplicación CUDA para multiplicación de matrices utilizando bloques 
1 #include <cuda.h> 
2 
3 #define TILE_WIDTH 2 
4 
5 void MatrixMultiplication(float* M, float* N, float* P, int width); 
6 __global__ void MatrixMulKernel(float* Md, float* Nd, float* Pd, int width); 
7 
8 int main(void) 
9 { 
10  // Reservar espacio para las matrices M, N y P 
11  // Leer las matrices de entrada M y N 
12  ... 
13 
14  // Ejecutar el producto P = M x N en el dispositivo 
15  MatrixMultiplication(M, N, P, width); 
16 
17  // Escribir la matriz de salida P 
18  // Liberar la memoria usada por las matrices M, N y P 
19  ... 
20 } 
21 
22 void MatrixMultiplication(float* M, float* N, float* P, int width) 
23 { 
24  float* Md, Nd, Pd; 
25  int size = width * width * sizeof(float); 
26 
27  // Reservar espacio de memoria del dispositivo para las matrices M, N y P 
28  cudaMalloc((void**)&Md, size); 
29  cudaMalloc((void**)&Nd, size); 
30  cudaMalloc((void**)&Pd, size); 
31 
32  // Transferir a la GPU las matrices M y N 
33  cudaMemcpy(Md, M, size, cudaMemcpyHostToDevice); 
34  cudaMemcpy(Nd, N, size, cudaMemcpyHostToDevice); 
35 
36  // Establecer la configuración de ejecución 
37  dim3 dimBlock(TILE_WIDTH, TILE_WIDTH); 
38  dim3 dimGrid(width/TILE_WIDTH, width/TILE_WIDTH); 
39 
40  // Ejecutar el kernel de multiplicación de matrices 
41  MatrixMulKernel<<<dimGrid, dimBlock>>>(Md, Nd, Pd, width); 
42 
43  // Recuperar de la GPU la matriz de resultado P 
44  cudaMemcpy(P, Pd, size, cudaMemcpyDeviceToHost); 
45 
44  // Liberar la memoria usada por las matrices M, N y P en la GPU 
45  cudaFree(Md); 
46  cudaFree(Nd); 
47  cudaFree(Pd); 
48 } 
49 
50 __global__ void MatrixMulKernel(float* Md, float* Nd, float* Pd, int width) 
51 { 
52  // Id bidimensional del thread compuesto por el threadIdx y el blockIdx 
53  int tx = blockIdx.x * blockDim.x + threadIdx.x; 
54  int ty = blockIdx.y * blockDim.y + threadIdx.y; 
55 
56  // Pvalue acumula el producto escalar que está calculando el thread 
57  float Pvalue = 0; 
58 
59  for(int k = 0; k < width; k++) 
60  { 
61   float Mvalue = Md[ty * width + k]; 
62   float Nvalue = Nd[k * width + tx]; 
63   Pvalue += Mvalue * Nvalue; 
64  } 
65 
66  // Escribir el valor resultante del cálculo del thread 
67  // en la posición correspondiente 
68  Pd[ty * width + tx] = Pvalue; 
69 } 
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Gracias a este ejemplo, hemos podido ver cómo puede cambiar y el  tipo de  reflexiones que 
será necesario realizar si nos disponemos a portar nuestro código a CUDA. 
 
En  el  punto  actual,  correspondería  entrar  a  analizar,  en  función  de  las  características  de 
nuestro dispositivo, cómo podemos optimizar el  rendimiento de nuestra aplicación. Algunos 
métodos  típicamente  empleados,  consisten  en  no  trabajar  directamente  con  memorias 
globales, sino que antes de  realizar el cálculo,  los  threads deberían  transferir de  la memoria 
global a  la memoria compartida del bloque  los datos que necesitan procesar. Las memorias 
compartidas, a diferencia de la memoria global, son mucho más rápidas y están especializadas 
para ejecutar cálculos sobre ellas. 
 
Sin embargo,  requieren de  conceptos de  sincronización y análisis mucho más  complejos; ya 
que  esta  memoria  compartida  tiene  un  tamaño  mucho  menor  que  la  memoria  global  y, 
además, requiere definir la cantidad de la misma que vamos a usar en tiempo de compilación. 
No  se  puede  reservar  de  forma  dinámica,  salvo  en  los  nuevos  dispositivos  de  cálculo 
orientados a finalidades científicas. Además, hay muchas consideraciones a tener en cuenta a 
la  hora  de  sincronizar  threads  en  CUDA. A  continuación  se  hace  una  breve  reseña  a  estos 
conceptos, pero se recomienda consultar [3], ya que se trata de uno de las mejores referencias 
con la que empezar a trabajar en el campo de la optimización de código en CUDA. 
 
El problema de  sincronización de  threads y de uso de memorias compartidas,  son  similares. 
Ambos  vienen  condicionados por  los  recursos disponibles en nuestro dispositivo de  cálculo. 
Esto es, que  la  cantidad de memoria  compartida por bloque,  y  la  cantidad de  registros por 
bloque, están limitados y varían de un dispositivo a otro. 
 
A  la hora de  sincronizar  threads,  tal  como hemos dicho anteriormente, hay que  sincronizar 
todos  los threads. Esto  implica que si tenemos bloques que ejecutan 512 threads, y nuestros 
threads emplean muchos registros internos de cálculo, al llegar a la barrera de sincronización, 
todos  deberán  esperar  hasta  que  el  resto  de  threads  del  bloque  lleguen  al  punto  de 
sincronización.  Esto  implica que  la GPU deberá mantener  el  estado de multitud de  threads 
simultáneamente y, siendo el caso que el número de registros por bloque está limitado, puede 
provocar errores de ejecución. 
 
Supongamos que disponemos de 512  threads, empleando  cada uno 20  registros. Cuando el 
flujo de programa llegara a la barrera de sincronización, debería mantener el estado de 10240 
registros; y esto es imposible, debido a que muchos dispositivos solamente disponen de 8192 
registros  por  bloque;  resultando  en  un  error  de  ejecución.  Para  detectar  este  tipo  de 
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problemas,  CUDA  proporciona  herramientas  de  análisis  de  uso  de  memoria  y  de  uso  de 
registros. Con ellas, podemos analizar en tiempo de compilación cuanta memoria compartida y 
cuantos registros emplean nuestros kernels y de esta forma, multiplicando estos valores por el 
total de threads que nuestros bloques ejecutarán, saber si el dispositivo será capaz de ejecutar 
el kernel que hayamos configurado. 
 
Para que CUDA nos proporcione esta información, será necesario indicar al compilador nvcc el 
flag  -Xptxas=”-v”.  Si  lo  hacemos,  nos  reportará  un  recuento  de  registros  y  memoria 
compartida utilizada por el kernel. 
 
Otra consideración a tener en cuenta, es que a la hora de realizar sincronizaciones de threads, 
solo  es  posible  sincronizar  threads  del  mismo  bloque,  tal  como  hemos  dicho.  Si  nuestra 
aplicación  requiere  sincronizar  threads  de  diferentes  bloques,  CUDA  actualmente  no 
proporciona  ningún mecanismo  que  permita  realizar  este  tipo  de  sincronización.  Según  las 
recomendaciones de los diseñadores de CUDA, especifican que el mejor método y de hecho, el 
único  realmente  seguro, para  sincronizar  threads de diferente bloque,  consiste en dividir el 
kernel  por  el  punto  donde  queramos  que  se  sincronicen  los  threads,  en  dos  kernels 
independientes; ya que la finalización de la ejecución de un kernel, es el único punto en el que 
se puede asegurar al 100% que todos los threads están en el mismo punto de ejecución. 
 
Tal como hemos dicho, se trata de un campo extremadamente extenso y complejo, por lo que 
se recomiendo consultar [3] para ampliar información y conocimientos. 
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Capítulo	4: Problema	de	la	optimización	de	redes	multinivel	
 
El  problema  de  la  optimización  de  redes multinivel,  es  hoy  en  día,  un  problema  que  sigue 
abierto  y  su  solución  es  de  un  gran  interés  para  los  operadores  de  redes  de 
telecomunicaciones. Particularmente,  trataremos el problema de  la optimización de redes  IP 
(Internet Protocol)/MPLS (Multi‐Protocol Label Switching) sobre WSON (Wavelength Switched 
Optical  Network).  Este  problema,  implica  la  planificación  de  una  red  IP/MPLS  sobre  una 
infraestructura de red fotónica, asegurando alta disponibilidad de los servicios y minimizando 
el coste de inversión [10]. 
 
Con  los avances en óptica,  la comercialización de nuevos dispositivos para  la construcción de 
infraestructuras de  red óptica, hoy en día es posible  construir  redes ópticas  reconfigurables 
remotamente y desplegar redes WSON. Estas redes, en curso de estandarización, permiten la 
reconfiguración dinámica de  la  red, permitiendo montar y desmontar conexiones extremo a 
extremo y la recuperación en caso de fallo. 
 
Estas  redes WSON desplegadas,  son  capaces de  soportar diferentes  servicios de  transporte. 
Algunos ejemplos son  las redes de  intercambio de paquetes, como Internet, o redes privadas 
virtuales. Además,  el  hecho  de  poder  compartir  la misma  red  diferentes  tipos  de  servicios, 
reduce notablemente los costes. 
 
El  objetivo  del  problema  de  optimización,  consiste  en  desarrollar  una  estrategia 
suficientemente inteligente como para aprovechar la infraestructura óptica, siendo capaces de 
realizar  balanceo  de  carga  entre  la  red  óptica  y  la  red  de  nivel  superior;  y  todo  ello, 
manteniendo una red tolerante a fallos de cualquier tipo. Es muy importante el hecho de que 
la red sea tolerante cualquier tipo de fallo. Cualquier tipo de fallo que se produzca, si no puede 
ser recuperado por la propia red, se traducirá en costes directos para el operador de la red, y 
también para el cliente final. 
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El  hecho  de  diseñar  las  redes  multinivel,  aporta  a  la  red  la  capacidad  de  recuperarse 
rápidamente de los errores que se puedan producir. De esta forma, gracias a los mecanismos 
de recuperación multinivel, la red es capaz de enrutar los paquetes dinámicamente a través de 
otro enlace cuando el enlace actual de la red óptica falla. 
 
Una  parte  de  la  optimización,  consistirá  en  dimensionar  los  componentes  de  la  red  óptica 
WSON, y establecer los enlaces virtuales entre los diferentes nodos a nivel IP/MPLS, para que 
todas las demandas de tráfico se puedan enrutar a través de la red. Hay que tener en cuenta, 
que el sobredimensionado de la red requerido a causa de la necesidad de tolerancia a fallos, se 
minimiza gracias al hecho de tratar con redes multi‐nivel. 
 
No hay que perder de vista, que aunque nos centremos en redes IP/MPLS sobre redes WSON, 
es posible emplear otras tecnologías de paquetes alternativas como  las emergentes MPLS‐TP 
(Multi‐Protocol Label Switching Transport Profile) y PBB‐TE (Provider Backbone Bridges Traffic 
Engineering). 
 
 
Figura 4‐1: Ejemplo de red IP/MPLS sobre WSON 
 
En la figura 4‐1, reproducida de [10], podemos ver cómo sería una posible red IP/MPLS sobre 
WSON. Tal como hemos explicado anteriormente, la red está formada por dos capas. Una capa 
física,  la red WSON, que se compone de dispositivos ópticos y enlaces de  fibra óptica; y una 
capa virtual, la red IP/MPLS, que se compone de nodos virtuales y enlaces virtuales entre estos 
nodos virtuales. Además, cada nodo virtual está asociado a un nodo físico. 
 
A su vez,  la capa virtual contiene nodos de diferentes  tipos. Estos nodos pueden ser de  tipo 
acceso, de tipo tránsito y de tipo interconexión. Los nodos de acceso, son los nodos por donde 
entran y  salen  las peticiones a enrutar que  los usuarios envían a  la  red.  Los nodos  tránsito, 
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sirven  de  nodos  intermedios  en  la  red. De  esta  forma,  un  nodo  de  acceso,  siempre  estará 
conectado a un nodo tránsito, y nunca directamente a otro nodo de acceso o de interconexión. 
Finalmente,  los  nodos  de  interconexión  permiten,  como  su  nombre  indica,  interconectar 
diferentes redes entre sí. 
 
 
Figura 4‐2: Ejemplos de fallos en una red IP/MPLS sobre WSON 
 
Tal  como  indicábamos anteriormente, debemos  ser  capaces de  controlar  los errores que  se 
puedan  producir  en  la  red.  En  la  figura  4‐2,  reproducida  de  [10],  se  esquematizan  algunos 
posibles fallos que pueden producirse en la red. En la figura 4‐2 a, vemos cómo se establecería 
un enlace desde un nodo de acceso a un nodo de tránsito, a través de la red WSON, creándose 
de esta  forma un enlace virtual entre estos dos nodos. Si en esta  situación  fallara el enlace 
óptico entre X1 y X2, como se puede ver en la figura 4‐2 b, la red debe ser capaz de resolver el 
problema  y  re‐enrutar  el  enlace  óptico  para  poder  restablecer  el  enlace  virtual.  Lo mismo 
sucedería si el fallo se produce en un puerto del nodo de acceso, tal como se puede ver en la 
figura 4‐2 c y en caso de fallar completamente un nodo de tránsito, representado en la figura 
4‐2 d. 
 
Una  explicado  el  problema  que  se  plantea,  debido  a  la  gran  complejidad  del  mismo,  este 
proyecto  se  centrará  en  realizar  una  implementación  del  algoritmo  BRKGA  que  resuelva 
solamente una parte del problema planteado. Concretamente, pretendemos  implementar un 
algoritmo que sea capaz de construir de forma paralelizada  la  infraestructura de  la red MPLS 
sobre  la red WSON, y seguidamente, tratar de enrutar todas  las demandas de tráfico que se 
introduzcan en la red creada. No tendremos en cuenta la funcionalidad de interconexión entre 
diversas redes, es decir, que nos limitaremos a trabajar con una sola red que contendrá nodos 
virtuales  de  acceso  y  de  tránsito,  pero  no  de  interconexión.  Se  dejará  para  futuras 
implementaciones  la  funcionalidad  de  protección  contra  fallos  de  la  red  y  la  interconexión 
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entre diversas redes. El único fallo que tendrá en cuenta nuestro algoritmo, será en caso que 
un enlace óptico  se  sature. En  este  caso,  la  red  redirigirá el  tráfico  a  través de otro enlace 
óptico disponible. 
 
Cabe  destacar  que  la  aplicación  pretende  ser  parte  de  un  sistema  mayor  en  el  que  se 
gestionarán  y  planificarán  múltiples  tareas  de  evaluación  de  redes  multinivel.  La  presente 
aplicación, será un punto de partida para desarrollar un algoritmo más complejo y completo 
que integrará la funcionalidad completa de evaluación de redes MPLS sobre WSON. El resto de 
elementos  del  sistema  se  emplearán  para  recibir  peticiones  de  los  usuarios,  planificar  la 
ejecución de  la evaluación,  lanzar  la evaluación sobre  la aplicación de evaluación  tratada en 
este proyecto, y finalmente, retornar al usuario los resultados de la evaluación. 
 
 
4.1: Algoritmo	empleado	para	la	evaluación	de	la	red	multinivel	
 
En nuestro problema concreto, consideraremos que las redes ópticas están formadas por una 
serie de nodos ópticos y enlaces ópticos bidireccionales, que el usuario nos proporcionará. El 
usuario también nos proporcionará  los nodos virtuales que deberán componer  la red MPLS y 
cómo estos están enlazados con los nodos ópticos. Nosotros deberemos, sobre esta red óptica 
y nodos virtuales, construir una  red MPLS que enlace  todos  los nodos de  tránsito entre sí, y 
enlace  todos  los  nodos  de  acceso  con  una  cantidad  determinada  de  nodos  tránsito 
especificada  por  el  usuario.  Una  vez  dispongamos  de  la  red  MPLS  construida,  deberemos 
proceder a enrutar  todas  las demandas de  tráfico que el usuario nos haya proporcionado a 
través de  la  red MPLS  sobre WSON  y  retornaremos  como  resultado,  la  cantidad de enlaces 
ópticos empleados en el enrutado de las demandas de tráfico, la configuración de la red MPLS 
empleada y las rutas empleadas para enrutar cada demanda de tráfico. 
 
Para resolver el problema, se ha tomado una simplificación del algoritmo propuesto en [11]. Se 
ha extraído la tolerancia a fallos, los modelos de cálculo de costes de despliegue de la red final, 
y se ha desarrollado pensando en una red individualizada no interconectada con otras redes. 
 
 
4.1.1: Construcción	de	la	red	MPLS	
 
La red WSON, nos vendrá especificada en un fichero en formato XML que contendrá la lista de 
nodos ópticos, y la lista de enlaces ópticos entre estos nodos. Con estos datos y con la lista de 
nodos virtuales que el usuario desea que contenga la red, procederemos a crear la red MPLS. 
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Para  ello,  crearemos  una  red  completa,  en  la  que  todos  los  nodos  de  tránsito  quedarán 
conectados  entre  ellos;  y  todos  los  nodos  de  acceso  se  conectarán  a  todos  los  nodos  de 
tránsito.  Notar  que,  aunque  la  llamemos  red  completa,  los  nodos  de  acceso  no  estarán 
conectados entre ellos. En  la figura 4‐3, vemos un ejemplo de una red MPLS formada por 10 
nodos ópticos, 3 nodos de acceso y 4 nodos de tránsito. Los nodos ópticos estarán conectados 
entre  ellos mediante  conexiones de  fibra óptica.  Las  líneas de puntos,  indican  a qué nodos 
ópticos están conectados los nodos virtuales. 
 
 
Figura 4‐3: Construcción de la red MPLS completa 
 
Una vez  tenemos construida  la  red completa, ejecutaremos el algoritmo de Dijkstra sobre  la 
red  óptica  para  cada  pareja  de  nodos  virtuales  acceso‐tránsito  y  tránsito‐tránsito,  pero  no 
entre nodos acceso‐acceso. De esta forma, obtendremos la ruta mínima de nodos ópticos por 
los que tenemos que pasar para llegar de un nodo virtual a otro a través de la red óptica. Por 
ejemplo, para  la  ruta desde A1 hasta  T4, podríamos obtener  la  ruta A1‐X1‐X5‐X3‐X8‐T4.  En 
cambio, desde T3 hasta T4, podríamos obtener  la ruta T3‐X6‐X8‐T4. Es  importante notar que 
no está permitido pasar de la red WSON a la red MPLS salvo en el origen y destino de las rutas. 
Es decir,  la ruta entre A1 y T4, nunca podrá ser, por ejemplo A1‐X1‐X5‐X3‐T1‐T4, o A1‐X1‐X5‐
X3‐T1‐X3‐X8‐T4. Debemos tener esta precaución a la hora de implementar el algoritmo Dijkstra 
para evitar este tipo de situaciones. 
 
Se ha escogido un algoritmo Dijkstra para implementar el camino mínimo, debido a que es un 
algoritmo de probada eficiencia y está extensamente estudiado. Además,  se  implementa de 
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forma  muy  simple  iterativamente  y  esta  simplicidad  nos  facilitará  su  porte  a  CUDA  como 
veremos más adelante. 
 
El  siguiente  paso  a  realizar,  consiste  en  podar  la  red,  y más  concretamente  las  conexiones 
entre nodos de acceso y tránsito. Es decir, dejaremos tantos enlaces virtuales acceso‐tránsito 
como nos haya especificado el usuario. Supongamos que el usuario nos pide que cada nodo de 
acceso  esté  conectado  solamente  a  2  nodos  tránsito.  Como  actualmente  la  red  completa 
conecta cada nodo de acceso con  los 4 nodos tránsito, a cada nodo de acceso  le deberemos 
eliminar  sus  2  enlaces  de mayor  distancia. No  se  aplicará  dicha  poda  en  los  enlaces  entre 
nodos tránsito. En  la figura 4‐4, podemos ver el aspecto que podría tener  la red después del 
proceso de poda descrito. 
 
 
Figura 4‐4: Red MPLS después de ser podada 
 
Con  la  red  actual  ya podada, procederemos  a  calcular  las  rutas entre nodos de  acceso que 
emplearemos en el enrutado de las demandas de tráfico del usuario. Estas demandas tendrán 
un nodo de acceso de origen, un nodo de acceso de destino, y un ancho de banda demandado. 
Por tanto, tal como hemos indicado anteriormente, no podremos calcular solamente una ruta. 
Deberemos  tener  una  lista  de  rutas  disponibles  para  cada  pareja  de  nodos  de  acceso.  El 
número  de  rutas  que  calcularemos,  será  un  parámetro  especificado  por  el  usuario.  Para 
calcular dichas listas de rutas, emplearemos el algoritmo de Yen [12], [13], [14] que, a partir de 
una  ruta mínima calculada por ejemplo mediante un algoritmo de Dijkstra, busca puntos de 
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desviación  en  la  ruta  para  encontrar  otras  rutas  alternativas,  sin  ciclos,  que  lógicamente 
tendrán un coste igual o superior a la ruta encontrada por el algoritmo de Dijkstra. 
 
La  motivación  para  escoger  el  algoritmo  de  Yen  ha  sido  que  proporciona  un  excelente 
rendimiento a la hora de buscar k caminos mínimos. Su implementación es más compleja que 
otras opciones como por ejemplo  las búsquedas de caminos mínimos mediante árboles, pero 
mejora en una gran medida el tiempo de cálculo. Además, no requiere de funciones recursivas 
como es el caso de  los árboles, y esto nos conviene para poder  implementar el algoritmo en 
CUDA, ya que CUDA no permite implementar funciones recursivas. 
 
De forma similar al cálculo de  los Dijkstras, es  importante notar que  las rutas que buscamos, 
no pueden tener nodos de acceso intermedios. Por ejemplo, si buscamos una ruta entre A1 y 
A3,  la ruta A1‐T2‐A2‐T1‐T4‐A3 no sería válida porque contiene nodos de acceso  intermedios. 
En cambio, sí que sería válida una ruta como por ejemplo, A1‐T2‐T4‐A3. 
 
 
4.1.2: Especificaciones	para	el	algoritmo	BRKGA	
 
Una vez pre calculados todos los datos necesarios, pasaremos a ejecutar el algoritmo genético, 
que  tendrá  por  objetivo  enrutar  todas  las  demandas  a  través  de  la  red  MPLS  que  hemos 
construido,  sin  exceder  el  ancho  de  banda  disponible  en  los  enlaces  ópticos  y  usando  el 
mínimo posible de enlaces ópticos. 
 
Para poder ejecutar el algoritmo genético BRKGA, como veíamos en el capítulo 2, tenemos que 
establecer  cómo  codificaremos  el  cromosoma  de  cada  individuo,  y  como  definiremos  la 
función  de  adaptación  que  evalúe  a  los  individuos.  La  codificación  del  cromosoma  y  la 
definición del decodificador, se han basado en una versión simplificada de la propuesta hecha 
en  [11]. Consiste en dos series de valores. La primera serie, codifica  los pesos de  los enlaces 
MPLS. La segunda, codifica el orden en el que se enrutan las demandas. Por tanto, la cantidad 
de  genes  del  cromosoma  será  n  =  #enlaces_virtuales  +  #demandas.  Debido  a  que  nuestro 
objetivo es minimizar  la cantidad de enlaces ópticos usados, consideraremos que  las mejores 
soluciones  son aquellas que  retornen el menor un número de enlaces ópticos usados. En el 
capítulo  de  diseño  e  implementación  veremos  el  pseudocódigo  de  la  función  de 
descodificación de cromosomas. 
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Tal  como  ya  se  ha  especificado,  la  aplicación  está  pensada  para  ser  una  herramienta  de 
evaluación  de  redes  multinivel.  Sin  embargo,  hay  que  tener  en  cuenta  que  el  usuario  no 
interactuará directamente con esta aplicación. El usuario, realizará una petición de evaluación 
a un sistema mayor, y ese sistema será el que añadirá a una cola de peticiones de evaluación la 
nueva tarea solicitada por el usuario. 
 
Por  este motivo,  la  aplicación  solo  tendrá un posible  caso de uso, que  será que  el  sistema 
solicita a nuestra aplicación que realice una evaluación. En  la figura 5‐1, se detalla el caso de 
uso especificado. 
 
 
Figura 5‐1: Diagrama de Casos de Uso 
 
5.1: Ejecución	de	la	aplicación	y	ficheros	de	entrada/salida	
 
Cuando  se  ejecute  la  aplicación,  recibiremos  dos  parámetros  de  entrada.  Estos  parámetros 
serán: un  fichero de configuración principal, y un  id de  tarea de evaluación. En  la  tabla 5‐1, 
podemos ver la forma que debe tener el comando de ejecución de la aplicación. 
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Tabla 5‐1: Comando de ejecución de la aplicación 
>BRKGA_Solver <config_xml_file> <jobID>
 
En el momento que se ejecute  la aplicación, esta  leerá el  fichero de configuración que se  le 
especifique y que tendrá el formato especificado en la tabla 5‐2. 
 
Tabla 5‐2: Fichero principal de configuración 
<?xml version="1.0" encoding="UTF-8"?> 
 
<Config> 
 <WorkingDir>/home/lluis/BRKGA_Solver/BRKGA_Solver_CUDA/</WorkingDir> 
 <LogFile>Log.xml</LogFile> 
 <ParamsFile>Params.xml</ParamsFile> 
 <NetworkFile>Network.xml</NetworkFile> 
 <DemandsFile>Demands.xml</DemandsFile> 
 <ResultsFile>Results.xml</ResultsFile> 
 <CSVStatisticsFile>Statistics.csv</CSVStatisticsFile> 
</Config> 
 
En el  fichero de  configuración principal,  como vemos,  se especifica  la  ruta del directorio de 
trabajo principal de la aplicación. Dentro de este directorio existirá una subcarpeta por cada id 
de  trabajo,  por  lo  que  dentro  de  esta  ruta,  deberemos  buscar  nuestra  carpeta  de  trabajo 
particular. Finalmente, en este fichero se especifican las rutas de los ficheros de configuración 
secundarios, y de los ficheros de resultados que veremos a continuación. 
 
Los ficheros de configuración secundarios son los siguientes: 
 
‐ Fichero  XML  de  parámetros  del  algoritmo.  Este  fichero  contendrá  parámetros 
necesarios para construir  la red WSON y MPLS en el nodo <Decoder>, parámetros 
para la ejecución del algoritmo genético en los nodos <Etnia> y <Population>; y 
parámetros  generales  de  ejecución  como  la  semilla  para  el  generador  de  números 
aleatorios  en  el  nodo  <Execute>.  También  se  especifica  el  identificador  del 
dispositivo  CUDA  que  debe  emplear  la  aplicación  para  realizar  el  cálculo,  por  si  el 
sistema que  la ejecute dispone de más de un dispositivo de cálculo. En  la  tabla 5‐3, 
puede  verse  un  posible  fichero  de  parámetros  de  configuración  para  la  aplicación. 
Cabe  destacar  el  atributo  sense  en  el  nodo  principal  <Params>.  Este  atributo, 
especificará si deseamos que el algoritmo genético maximice, o minimice el valor de la 
función de adaptación. En el caso concreto que se ha desarrollado de evaluación de 
redes,  nos  interesará  minimizar  la  cantidad  de  enlaces  ópticos  usados,  pero  para 
generalizar  la aplicación y en vista posibles aplicaciones  futuras de  la aplicación  con 
otros  decodificadores  que  requieran  maximizar,  se  ha  añadido  este  atributo  que 
permita ajustar el sentido de la optimización. 
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Tabla 5‐3: Fichero de parámetros de configuración 
<?xml version="1.0" encoding="UTF-8"?> 
 
<Params sense="minimize"> 
 <Etnia> 
  <Individuals>4.0</Individuals> 
  <MaxIndividuals>4096</MaxIndividuals> 
  <Elites>0.3</Elites> 
  <EliteCondition>0.1</EliteCondition> 
  <Mutants>0.2</Mutants> 
  <InheritanceProb>0.65</InheritanceProb> 
 </Etnia> 
 
 <Population primaryStopCriteria="Time" secondaryStopCriteria="Optimal"> 
  <MaxGenerations>10000</MaxGenerations> 
  <MaxNonUpdatedIncumbent>100</MaxNonUpdatedIncumbent> 
  <MaxTime>10</MaxTime> 
  <MaxTimeNonUpdated>3600</MaxTimeNonUpdated> 
  <OptimalValue>0</OptimalValue> 
 </Population> 
 
 <Decoder maxVEdgesA_T="4" maxOPathLength="1000" numKSPRoutes="100"> 
 </Decoder> 
 
 <Execution usePredefinedMasterSeed="false" predefinedMasterSeed="49345727592" 
iterationsBetweenExternalizeStatistics="100"> 
 </Execution> 
 
 <CUDAConfig deviceID="0"></CUDAConfig> 
</Params> 
 
‐ Fichero  XML  de  la  red.  Este  fichero  contendrá  la  red  óptica  proporcionada  por  el 
usuario,  los  nodos  virtuales  que  desea  que  contenga  la  red  MPLS  que  se  vaya  a 
construir y la posición de estos nodos virtuales sobre la red óptica. Cabe destacar que 
los nodos ópticos,  se  tipifican  como nodos core,  los nodos de acceso  como nodos 
source, y  los nodos de tránsito como nodos transit. Así mismo, se especifica un 
atributo  totalBWPerLink,  que  indica  cuántos  Gbps  es  capaz  de  soportar  cada 
enlace  óptico.  Este  valor  será  necesario  para  poder  ejecutar  el  enrutado  de  las 
demandas  a  través de  la  red óptica  sin  saturar  los  enlaces ópticos.  En  la  tabla  5‐4, 
podemos ver un ejemplo de fichero de red. Notar también que los enlaces entre la red 
WSON y la red MPLS tienen distancia cero, debido a que el nodo virtual “reside” en el 
nodo óptico. Es por este motivo que no hay coste para ir de uno al otro. 
 
Tabla 5‐4: Fichero de la red 
<?xml version="1.0" encoding="UTF-8"?> 
 
<Network nodes="12" edges="14" totalBWPerLink="8000"> 
 <Node type="source" name="A1" layer="MPLS"></Node> 
 <Node type="source" name="A2" layer="MPLS"></Node> 
 <Node type="source" name="A3" layer="MPLS"></Node> 
 <Node type="transit" name="T1" location="X1" layer="MPLS"></Node> 
 <Node type="transit" name="T2" location="X3" layer="MPLS"></Node> 
 <Node type="transit" name="T3" location="X5" layer="MPLS"></Node> 
 <Node type="core" name="X1" layer="WSON"></Node> 
 <Node type="core" name="X2" layer="WSON"></Node> 
 <Node type="core" name="X3" layer="WSON"></Node> 
 <Node type="core" name="X4" layer="WSON"></Node> 
 <Node type="core" name="X5" layer="WSON"></Node> 
 <Node type="core" name="X6" layer="WSON"></Node> 
 
 <Edge A="X1" B="X2" distance="15" layer="WSON"></Edge> 
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 <Edge A="X2" B="X3" distance="20" layer="WSON"></Edge> 
 <Edge A="X3" B="X4" distance="20" layer="WSON"></Edge> 
 <Edge A="X4" B="X5" distance="30" layer="WSON"></Edge> 
 <Edge A="X5" B="X6" distance="15" layer="WSON"></Edge> 
 <Edge A="X6" B="X1" distance="20" layer="WSON"></Edge> 
 <Edge A="X2" B="X4" distance="10" layer="WSON"></Edge> 
 <Edge A="X2" B="X5" distance="5" layer="WSON"></Edge> 
 <Edge A="T1" B="X1" distance="0" layer="WSON"></Edge> 
 <Edge A="T2" B="X3" distance="0" layer="WSON"></Edge> 
 <Edge A="T3" B="X5" distance="0" layer="WSON"></Edge> 
 <Edge A="A1" B="X2" distance="0" layer="WSON"></Edge> 
 <Edge A="A2" B="X4" distance="0" layer="WSON"></Edge> 
 <Edge A="A3" B="X6" distance="0" layer="WSON"></Edge> 
</Network> 
 
‐ Fichero XML de demandas de tráfico. Este fichero contendrá la lista de demandas que 
deberemos  enrutar  en  la  red  MPLS  que  construyamos,  con  sus  correspondientes 
nodos  de  origen  y  destino,  y  el  ancho  de  banda demandado.  Cabe  destacar  que  el 
ancho de banda de cada demanda solamente puede ser de 1Gbps, 10Gbps, 40Gbps o 
100Gbps. En caso contrario, la aplicación reportará un error. 
 
Tabla 5‐5: Fichero de demandas 
<?xml version="1.0" encoding="UTF-8"?> 
 
<Traffic> 
 <Demand source="A1" destination="A2" bw="40G"></Demand> 
 <Demand source="A1" destination="A3" bw="10G"></Demand> 
 <Demand source="A2" destination="A3" bw="1G"></Demand> 
 <Demand source="A3" destination="A2" bw="40G"></Demand> 
 <Demand source="A3" destination="A1" bw="1G"></Demand> 
</Traffic> 
 
Los ficheros de resultados que la aplicación generará son los siguientes: 
 
‐ Fichero CSV  (Comma  Separated Values) de  estadísticas del  algoritmo  genético.  Este 
fichero contendrá las estadísticas de ejecución del algoritmo genético, y se registrarán 
con una cadencia especificada en el  fichero de parámetros de ejecución, y podrá ser 
empleado en hojas de cálculo para construir gráficos de rendimiento de la aplicación. 
Los datos que se guardarán del algoritmo genético en cada registro serán: el numero 
de generaciones producidas, el numero de generaciones en que no se ha actualizado el 
mejor  individuo,  el  numero  de  segundos  desde  el  inicio  del  algoritmo  genético,  el 
numero  de  segundos  desde  la  última  actualización  del mejor  individuo,  el  valor  de 
adaptación del mejor  individuo y una variable que  indica si se ha cumplido alguno de 
los criterios de parada especificados, es decir, si debe terminar el algoritmo genético. 
También se registra los tiempos totales, mínimos, máximos y medios que el algoritmo 
genético  invierte  en  la  ejecución  de  cada  uno  de  los  kernels  que  lo  componen,  a 
excepción de la inicialización de los cromosomas, que como solamente se ejecuta una 
vez, solamente se guarda el tiempo total de ejecución. En la tabla 5‐6, puede verse un 
ejemplo del fichero de resultado de estadísticas. 
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Tabla 5‐6: Fichero de estadísticas 
Date;Time;NumGenerations;NumUnUpdatedGenerations;SecondsSinceStart;SecondsSinceUpdate;In
cumbentValue;Terminate;SecondsInitializeChromosomes;SecondsEvolveChromosomesMax;SecondsE
volveChromosomesAvg;SecondsEvolveChromosomesMin;SecondsEvolveChromosomesSum;SecondsDecod
eChromosomesMax;SecondsDecodeChromosomesAvg;SecondsDecodeChromosomesMin;SecondsDecodeChr
omosomesSum;SecondsSortChromosomesMax;SecondsSortChromosomesAvg;SecondsSortChromosomesMi
n;SecondsSortChromosomesSum;SecondsUpdateIncumbentMax;SecondsUpdateIncumbentAvg;SecondsU
pdateIncumbentMin;SecondsUpdateIncumbentSum 
22/04/2012;20:19:36;1000;999;1.355950;1.351510;4.000000;false;0.000065;0.001938;0.000061
;0.000052;0.060839;0.001439;0.001222;0.001049;1.221881;0.002945;0.000043;0.000034;0.0425
58;0.000059;0.000025;0.000021;0.025462 
22/04/2012;20:19:38;2000;1999;2.697175;2.692735;4.000000;false;0.000065;0.001938;0.00006
0;0.000052;0.119294;0.001439;0.001218;0.001039;2.435437;0.002945;0.000041;0.000034;0.081
585;0.000059;0.000025;0.000021;0.050657 
22/04/2012;20:19:39;3000;2999;4.042299;4.037859;4.000000;false;0.000065;0.001938;0.00005
9;0.000052;0.177574;0.001439;0.001218;0.001036;3.653186;0.002945;0.000040;0.000034;0.120
545;0.000059;0.000025;0.000021;0.075810 
22/04/2012;20:19:40;4000;3999;5.387485;5.383045;4.000000;false;0.000065;0.001938;0.00005
9;0.000052;0.236504;0.001439;0.001218;0.001036;4.870090;0.002945;0.000040;0.000033;0.159
431;0.000251;0.000025;0.000021;0.101314 
22/04/2012;20:19:42;5000;4999;6.733600;6.729160;4.000000;false;0.000065;0.001938;0.00005
9;0.000052;0.294686;0.001439;0.001218;0.001036;6.088796;0.002945;0.000040;0.000032;0.198
446;0.000251;0.000025;0.000021;0.126598 
22/04/2012;20:19:43;6000;5999;8.077579;8.073139;4.000000;false;0.000065;0.001938;0.00005
9;0.000052;0.352956;0.001439;0.001218;0.001036;7.305644;0.002945;0.000040;0.000032;0.237
202;0.000251;0.000025;0.000021;0.151830 
22/04/2012;20:19:44;7000;6999;9.422177;9.417737;4.000000;false;0.000065;0.001938;0.00005
9;0.000052;0.411206;0.001439;0.001218;0.001036;8.523118;0.002945;0.000039;0.000032;0.275
941;0.000251;0.000025;0.000021;0.177029 
22/04/2012;20:19:46;8000;7999;10.770374;10.765934;4.000000;false;0.000065;0.001938;0.000
059;0.000052;0.469481;0.001439;0.001218;0.001036;9.744147;0.002945;0.000039;0.000032;0.3
14682;0.000251;0.000025;0.000021;0.202249 
22/04/2012;20:19:47;9000;8999;12.114854;12.110414;4.000000;false;0.000065;0.001938;0.000
059;0.000052;0.527712;0.001439;0.001218;0.001036;10.961402;0.002945;0.000039;0.000032;0.
353583;0.000251;0.000025;0.000021;0.227460 
22/04/2012;20:19:48;10000;9999;13.460214;13.455774;4.000000;true;0.000065;0.001938;0.000
059;0.000052;0.585916;0.001439;0.001218;0.001036;12.179585;0.002945;0.000039;0.000032;0.
392565;0.000251;0.000025;0.000021;0.252589 
 
‐ Fichero  XML  con  el  log  de  la  aplicación.  Este  fichero  contendrá  todos  los  posibles 
errores que se puedan haber producido durante la ejecución de la aplicación. Tal como 
se ha especificado e  implementado  las clases, este Log podría contener entradas de 
texto plano y estadísticas, pero no se contempla su uso en  la presente aplicación. En 
cualquier  caso,  para  futuras  implementaciones,  se  han  dejado  implementadas  las 
funciones para poder  registrar estos dos  tipos de datos  también. En  la  tabla 5‐7,  se 
puede  ver  un  ejemplo  de  Log  de  error.  Si  no  hubiera  errores,  el  fichero  de  Log 
solamente contendrá el nodo raíz <Log> sin ningún contenido. 
 
Tabla 5‐7: Fichero de Log de error 
<Log> 
 <Exception date="2012/04/21 14:01:17" codeSection="Params-&gt;loadConfig()" 
message="XML argument 'sense' inside node 'Params' has an invalid value. Allowed values 
are 'maximize' and 'minimize'."></Exception> 
</Log> 
 
‐ Fichero XML  con el  resultado de  la evaluación. Este  fichero contendrá el valor de  la 
semilla del generador de números aleatorios para poder repetir  los experimentos,  la 
red MPLS que el sistema haya construido indicando los enlaces ópticos que utiliza cada 
enlace  virtual  creado  y  también  contendrá  cada  demanda  enrutada  y  por  qué  ruta 
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óptica ha sido enrutada. Finalmente, se crea un nodo <FinalIncumbentValue> 
que  indica el valor  final del  individuo solución, que equivale a  la cantidad de enlaces 
ópticos usados para enrutar todas las demandas. En caso de que no haya sido posible 
enrutar  todas  las  rutas, el  fichero de  resultados  contendrá el valor de  la  semilla del 
generador de números aleatorios utilizada,  la  red construida, para cada demanda se 
creará un nodo <UnableToRoute> vacio, y como valor  final de  la  incumbente, se 
registrará un  valor muy  elevado que  se deberá  considerar  como  infinito. Como nos 
interesa minimizar, el valor infinito representará la peor solución posible. 
 
Tabla 5‐8: Fichero de resultados 
<Results> 
 <MasterSeed masterSeed="6287618447844592072"></MasterSeed> 
 <VirtualLinks numVirtualLinks="9"> 
  <VLink nodeA="T1" nodeB="A1" distance="15" metric="12.236104" edgeID="0" 
bw="0" layer="OPTICAL" numHops="3" numOpticalLinks="1"> 
   <Hop nodeA="T1" nodeB="X1"></Hop> 
   <Hop nodeA="X1" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="A1"></Hop> 
  </VLink> 
  <VLink nodeA="T1" nodeB="A3" distance="20" metric="11.618823" edgeID="4" 
bw="0" layer="OPTICAL" numHops="3" numOpticalLinks="1"> 
   <Hop nodeA="T1" nodeB="X1"></Hop> 
   <Hop nodeA="X1" nodeB="X6"></Hop> 
   <Hop nodeA="X6" nodeB="A3"></Hop> 
  </VLink> 
  <VLink nodeA="T1" nodeB="T2" distance="35" metric="2.900506" edgeID="6" 
bw="0" layer="OPTICAL" numHops="4" numOpticalLinks="2"> 
   <Hop nodeA="T1" nodeB="X1"></Hop> 
   <Hop nodeA="X1" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X3"></Hop> 
   <Hop nodeA="X3" nodeB="T2"></Hop> 
  </VLink> 
  <VLink nodeA="T1" nodeB="T3" distance="20" metric="12.059236" edgeID="7" 
bw="0" layer="OPTICAL" numHops="4" numOpticalLinks="2"> 
   <Hop nodeA="T1" nodeB="X1"></Hop> 
   <Hop nodeA="X1" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="T3"></Hop> 
  </VLink> 
  <VLink nodeA="T2" nodeB="A2" distance="20" metric="2.820318" edgeID="2" 
bw="0" layer="OPTICAL" numHops="3" numOpticalLinks="1"> 
   <Hop nodeA="T2" nodeB="X3"></Hop> 
   <Hop nodeA="X3" nodeB="X4"></Hop> 
   <Hop nodeA="X4" nodeB="A2"></Hop> 
  </VLink> 
  <VLink nodeA="T2" nodeB="T3" distance="25" metric="10.458130" edgeID="8" 
bw="0" layer="OPTICAL" numHops="4" numOpticalLinks="2"> 
   <Hop nodeA="T2" nodeB="X3"></Hop> 
   <Hop nodeA="X3" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="T3"></Hop> 
  </VLink> 
  <VLink nodeA="T3" nodeB="A1" distance="5" metric="0.150033" edgeID="1" 
bw="51" layer="OPTICAL" numHops="3" numOpticalLinks="1"> 
   <Hop nodeA="T3" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="A1"></Hop> 
  </VLink> 
  <VLink nodeA="T3" nodeB="A2" distance="15" metric="0.585592" edgeID="3" 
bw="81" layer="OPTICAL" numHops="4" numOpticalLinks="2"> 
   <Hop nodeA="T3" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X4"></Hop> 
   <Hop nodeA="X4" nodeB="A2"></Hop> 
  </VLink> 
  <VLink nodeA="T3" nodeB="A3" distance="15" metric="10.658664" edgeID="5" 
bw="52" layer="OPTICAL" numHops="3" numOpticalLinks="1"> 
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   <Hop nodeA="T3" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="X6"></Hop> 
   <Hop nodeA="X6" nodeB="A3"></Hop> 
  </VLink> 
 </VirtualLinks> 
 <Traffic> 
  <Demand source="A1" destination="A2" bw="40G" routeSelected="0" 
layer="MPLS"> 
   <Hop nodeA="A1" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A2"></Hop> 
  </Demand> 
  <Demand source="A1" destination="A3" bw="10G" routeSelected="0" 
layer="MPLS"> 
   <Hop nodeA="A1" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A3"></Hop> 
  </Demand> 
  <Demand source="A2" destination="A3" bw="1G" routeSelected="0" 
layer="MPLS"> 
   <Hop nodeA="A2" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A3"></Hop> 
  </Demand> 
  <Demand source="A2" destination="A3" bw="40G" routeSelected="0" 
layer="MPLS"> 
   <Hop nodeA="A2" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A3"></Hop> 
  </Demand> 
  <Demand source="A1" destination="A3" bw="1G" routeSelected="0" 
layer="MPLS"> 
   <Hop nodeA="A1" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A3"></Hop> 
  </Demand> 
 </Traffic> 
 <FinalIncumbentValue value="4.000000"></FinalIncumbentValue> 
</Results> 
 
 
5.2: Diagramas	de	Clases	
 
Para poder ver de forma clara como está diseñada la aplicación, en la figura 5‐2 podemos ver 
el diagrama de clases. Con el objetivo de facilitar su estudio,  las clases se han  indicado sin su 
contenido. 
 
Las entidades main y BRKGA_Solver_CUDA no son realmente clases. Main hace la función 
de un programa principal desarrollado en C que utiliza nuestra  aplicación  ya que,  según  se 
especificó anteriormente, está previsto integrar la aplicación en un sistema mayor. La entidad 
BRKGA_Solver_CUDA, externaliza las funciones de la clase BRKGA en C para que se puedan 
ejecutar  desde  la  aplicación  en  C  y  recoge  las  posibles  excepciones  que  se  originen  en  la 
aplicación antes de que  lleguen a  la aplicación C. También proporciona a  la aplicación C una 
forma de  identificar a qué mensaje de error corresponden  los códigos de error que puedan 
reportar  las  funciones  C  externalizadas  y  las  excepciones.  Estas  dos  entidades  se  han 
implementado en C, puesto que  se  solicitó así por parte del diseñador del  sistema principal 
para asegurar que sería posible integrar la aplicación. 
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Figura 5‐2: Diagrama de Clases 
 
En  las  figuras siguientes detallaremos el contenido de cada una de  las clases que componen 
nuestra aplicación y describiremos brevemente su función. También describiremos los tipos de 
datos  CUDANetworksAndDemands  y  CUDANetworkAndDemandExtensions;  y 
algunos otros  tipos de datos  secundarios que no  se han  representado  en  el diagrama para 
facilitar la lectura del mismo. También es necesario notar que la clase BRKGAException, es 
empleada por todas las otras clases para almacenar las posibles excepciones que puedan surgir 
durante la ejecución. Se ha indicado que es usada únicamente por la clase Log, debido a que 
es la encargada de acceder a BRKGAException para extraer la información de la excepción 
y volcarla al fichero de registro. El resto de clases, solo la emplean para lanzar sus excepciones. 
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Tabla 5‐9: Entidad BRKGA_Solver_CUDA 
BRKGA_Solver_CUDA 
‐brkga : BRKGA 
‐customError : string 
+optimize(entrada configFile, entrada y salida objectiveFunction : double, entrada jobID : int) : int 
+createBRKGA() : int 
+loadConfig(entrada configFile : string, entrada jobID : int) : int 
+initialize() : int 
+solve(entrada y salida objectiveFunction : double) : int 
+destroyBRKGA() : int 
+getUnloggedErrorMessage(entrada returnCode : int) : string 
 
Tal  como hemos  indicado anteriormente,  la entidad BRKGA_Solver_CUDA  se encarga de 
externalizar la funcionalidad de BRKGA a una aplicación C estándar. La función optimize() 
realiza todas  las fases necesarias para ejecutar el algoritmo, es decir, crear el objeto BRKGA, 
cargar  la  configuración  de  la  aplicación,  inicializar  el  algoritmo  ejecutando  los  pre  cálculos, 
solucionar el problema mediante el algoritmo genético y generar los resultados y, finalmente, 
destruir  el  objeto  BRKGA.  En  cualquier  caso,  es  posible  ejecutar  la  aplicación  fase  a  fase 
mediante  las  funciones  individuales  externalizadas.  También  se  proporciona  la  función 
getUnloggedErrorMessage()  que  retorna  el mensaje  de  error  correspondiente  a  un 
código de error que  le pasemos.  Si alguna de  las  funciones  recibe una excepción,  intentará 
registrarla en  la clase Log del BRKGA y  tanto si puede como si no puede,  la externalizará a 
través de la función getUnloggedErrorMessage(). 
 
Tabla 5‐10: Clase BRKGA 
BRKGA 
‐log : Log 
‐params : Params 
‐network : Network 
‐demands : Demands 
‐results : Results 
‐csvStatistics : CSVStatistics 
‐init : Initialize 
‐popul : Population 
‐cudaM : CUDAManager 
+BRKGA() 
+~BRKGA() 
+loadConfig(entrada configFile : string, entrada jobID : int) : void 
+initialize() : void 
+solve(entrada y salida objectiveFunction : double) : void 
saveBRKGAException(entrada e : BRKGAException) : void 
 
La clase BRKGA es nuestra clase principal. Desde ella ejecutamos todas  las operaciones de  la 
aplicación. Cada una de las funciones es externalizada por la entidad BRKGA_Solver_CUDA. 
Cuando esta última  recibe una excepción,  intenta  registrarla en  la  clase Log a  través de  la 
función saveBRKGAException(). 
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La  función loadConfig() es  la encargada de  cargar el  fichero principal de  configuración 
escrito  en  XML  según  el  formato  visto  anteriormente.  Para  procesar  los  ficheros  XML, 
empleamos una  librería externa que describiremos posteriormente. Para cada subfichero de 
configuración,  que  hemos  especificado,  carga  su  clase  correspondiente  y,  si  es  necesario, 
ejecuta  la  función  loadConfig()  de  las  subclases  que  carga,  pasándoles  el  fichero  de 
configuración que corresponda. 
 
La función initialize() inicializa el dispositivo de cálculo masivo, crea una instancia de la 
clase  Initialize(),  y  ejecuta  los  pre  cálculos  descritos  en  el  capítulo  4,  que  serán 
utilizados posteriormente por el algoritmo genético. 
 
La función solve() almacena la semilla del generador de números aleatorios en el fichero de 
resultados para poder repetir el experimento si así lo deseamos en el futuro, inicializa la clase 
Population,  desde  donde  se  ejecuta  el  algoritmo  genético.  Cuando  finaliza,  genera  los 
resultados  y  los  registra  en  el  fichero  de  resultados.  Devuelve  en  el  parámetro  de 
entrada/salida objectiveFunction el valor de adaptación de  la mejor solución que encuentra. 
Finalmente  libera  la memoria  utilizada  por  el  dispositivo  de  cálculo masivo,  empleando  las 
funciones pertinentes de las clases Initialize y Population. 
 
Tabla 5‐11: Clase BRKGAException 
BRKGAException 
‐sCodeSection : string 
‐sMessage: string 
‐innerException: BRKGAException 
+BRKGAException() 
+BRKGAException(entrada cCodeSection : string, entrada cMessage : string) 
+BRKGAException(entrada cCodeSection : string, entrada cMessage : string, entrada innerException : 
BRKGAException) 
+~BRKGAException() 
+getCodeSection() : string 
+getMessage() : string 
+getInnerException() : BRKGAException 
+setCodeSection(entrada cCodeSection : string) : void 
+setMessage(entrada cMessage : string) : void 
+setInnerException(entrada innerException : string) : void 
+toString() : string 
 
Tal  como  hemos  dicho  anteriormente,  la  clase  BRKGAException  es  un  contenedor  de 
excepciones  utilizado  por  toda  la  aplicación.  La  única  clase  que  accede  directamente  a  su 
contenido, es la clase Log para poder obtener los datos de las excepciones y registrarlos. Los 
datos de excepciones que guardamos en  la clase, son  la sección de  la aplicación donde se ha 
producido  la  misma  en  el  formato  “nombre_clase‐>función()”.  También  guardamos  un 
pequeño mensaje descriptivo de la operación que se estaba llevando a cabo en el momento de 
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producirse  la excepción y, en caso de existir, se registra una excepción  interna por si hubiera 
excepciones encadenadas. 
 
Tabla 5‐12: Clase Log 
Log 
‐fdLog : int 
‐root : ezxml_t 
‐numEntries : int 
+Log() 
+Log(entrada logFile : string) 
+~Log() 
+addExceptionEntry(entrada exception : BRKGAException) : void 
+isClosed() : bool 
+closeLog() : void 
‐dumpDataToFile() : void 
 
Tal como hemos comentado,  la clase Log es  la encargada de registrar  las excepciones que se 
producen en la aplicación. Estas excepciones, se guardan en formato XML con la estructura ya 
mostrada anteriormente. Tal como veremos más adelante, se utiliza una librería externa para 
la construcción y  lectura de  ficheros XML. La  función addExceptionEntry() se encarga 
de  convertir  una  nueva  excepción  a  XML,  registrarla  en  el  documento  XML  y  refrescar  el 
fichero  de  Log  en  disco.  La  función  dumpDataToFile(),  se  emplea  internamente  para 
refrescar  el  fichero  en  disco  que  contiene  las  excepciones  cada  vez  que  añadimos  una 
excepción. De  esta  forma,  si  la  aplicación  sufriera  alguna  excepción  no  controlada  o  error, 
seriamos capaces de identificar al menos las excepciones anteriores para intentar subsanar el 
error. El atributo fdLog guarda el identificador del fichero de Log abierto para las operaciones 
de entrada/salida a disco. El atributo numEntries, se emplea  internamente para contar el 
numero de nodos que contiene el fichero de Log, no para publicar datos de la clase. 
 
Tabla 5‐13: Clase Results 
Results 
‐fdResults : int 
‐root : ezxml_t 
‐numEntries : int 
+Results() 
+Results(entrada resultsFile : string) 
+~Results() 
+addMasterSeedEntry(entrada masterSeed : long) : void 
+addVirtualLinksEntry(entrada virtualLinksEntry : ezxml_t) : void 
+addTrafficEntry(entrada trafficEntry : ezxml_t) : void 
+addFinalIncumbentValueEntry(entrada finalIncumbentValue : double) : void 
+isClosed() : bool 
+closeResults() : void 
‐dumpDataToFile() : void 
 
Como  vemos,  la  clase  Results  guarda  cierta  similitud  estructural  con  la  clase  Log.  La 
diferencia  radica  en  el  tipo  de  nodos  que  registraremos.  Como  vemos,  en  este  caso 
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registraremos  la  semilla  del  generador  de  números  aleatorios,  el  nodo  de  enlaces  virtuales 
creados, es decir, la especificación de la red MPLS construida, el enrutado de las demandas de 
tráfico y el valor final de la mejor solución encontrada, que será la usada para construir estos 
resultados,  en  el  formato  que  ya  hemos  visto  anteriormente.  De  nuevo,  cada  vez  que  se 
registre un nodo nuevo, la clase Results refrescará el fichero en disco para prevenir posibles 
errores en la aplicación. 
 
Tabla 5‐14: Clase CSVStatistics 
CSVStatistics 
‐fdCSVStatistics : int 
+CSVStatistics() 
+CSVStatistics(entrada csvStatisticsFile : string) 
+~CSVStatistics() 
+addStatisticsEntry(entrada statistics : Statistics) : void 
+isClosed() : bool 
+closeCSVStatistics() : void 
‐dumpDataToFile() : void 
 
De nuevo, podemos apreciar una cierta semejanza con las dos clases anteriores. En este caso, 
la diferencia radica en el formato final del fichero, es decir, un fichero de valores separados por 
comas. La función addStatisticsEntry(), codificará en una  línea de valores separados 
por comas los datos de la estructura Statistics, que veremos a continuación, y los registrará en 
el fichero en disco. Como en los casos anteriores, el fichero se refrescará en disco al momento. 
 
Tabla 5‐15: Estructura de datos Statistics 
<<datatype>> 
Statistics 
+numGenerations : int 
+numUnUpdatedGenerations : int 
+secondsSinceStart : double 
+secondsSinceUpdate : double 
+incumbentValue : CUDADBL 
+terminate : bool 
+secondsInitializeChromosomes : double 
+secondsEvolveChromosomesMax : double 
+secondsEvolveChromosomesAvg : double 
+secondsEvolveChromosomesMin : double 
+secondsEvolveChromosomesSum : double 
+secondsDecodeChromosomesMax : double 
+secondsDecodeChromosomesAvg : double 
+secondsDecodeChromosomesMin : double 
+secondsDecodeChromosomesSum : double 
+secondsSortChromosomesMax : double 
+secondsSortChromosomesAvg : double 
+secondsSortChromosomesMin : double 
+secondsSortChromosomesSum : double 
+secondsUpdateIncumbentMax : double 
+secondsUpdateIncumbentAvg : double 
+secondsUpdateIncumbentMin : double 
+secondsUpdateIncumbentSum : double 
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Como  vemos,  la  estructura  de  datos  Statistics  registrará  los  datos  estadísticos  de  las 
diferentes  operaciones  del  algoritmo  genético.  Llevará  el  seguimiento  de  la  cantidad  de 
generaciones producidas, la cantidad de generaciones sin mejora de la solución, el tiempo de 
ejecución del algoritmo genético, el  tiempo  sin mejora de  la  solución y el valor de  la mejor 
solución. Además, para cada operación registrará el tiempo total, mínimo, máximo y medio de 
ejecución de la función. 
 
Como  podemos  ver,  se  ha  codificado  el  valor  del  mejor  cromosoma  utilizando  un  tipo 
CUDADBL.  Este  es  un  tipo  de  datos  que  equivale  a  un  doublé  o  a  un  float,  según 
especifiquemos  a  la  hora de  compilar.  El motivo,  es  que  dependiendo  de  la  generación  de 
CUDA que vayamos a emplear, se soportará el uso de tipos double o no. 
 
Tabla 5‐16: Clase Params 
Params 
‐log : Log 
‐usePredefinedMasterSeed : bool 
‐predefinedMasterSeed : long 
‐masterSeed : long 
‐iterationsBetweenExternalizeStatistics : int 
‐cudaDeviceID : int 
‐predefinedGeneticParams : PredefinedGeneticParams 
‐maxVEdgesA_T : int 
‐maxOPathLength : int 
‐numKSPRoutes : int 
+Params(entrada log : Log) 
+~Params() 
+loadConfig(entrada xmlFile : string) : void 
+getMasterSeed() : long 
+getIterationsBetweenExternalizeStatistics() : int 
+getCUDADeviceID() : int 
+getPredefinedGeneticParams() : PredefinedGeneticParams 
+int getMaxVEdgesA_T() : int 
+getMaxOPathLength() : int 
+getNumKSPRoutes() : int 
 
La clase Params es  la encargada de cargar  los parámetros generales de  la aplicación vistos 
anteriormente del fichero de parámetros. También genera o carga  la semilla principal para el 
generador  de  números  aleatorios,  según  haya  indicado  el  usuario  en  el  fichero  de 
configuración. Si se selecciona una semilla predefinida, podemos copiar la que se guarda en el 
fichero  de  resultados  para  repetir  una  ejecución  anterior,  si  el  resto  de  parámetros  se 
mantienen constantes. 
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Tabla 5‐17: Estructura de datos PredefinedGeneticParams 
<<datatype>> 
PredefinedGeneticParams 
+isMaximization : bool 
+pIndividuals : double 
+maxIndividuals : int 
+pElites : double 
+eliteCondition : double 
+pMutants : double 
+inheritanceProb : double 
+numGenes : int 
+numIndividuals : int 
+numElites : int 
+numMutants : int 
+numCrossOvers : int 
+primaryStopCriteria : StopCriteria 
+secondaryStopCriteria : StopCriteria 
+maxGenerations : int 
+maxNonUpdatedIncumbent : int 
+maxTime : int 
+maxTimeNonUpdated : int 
+optimalValue : double 
 
La  estructura  de  datos  PredefinedGeneticParams, registra  la  información  que  el 
usuario  ha  introducido  como  parametrización  para  el  algoritmo  genético,  incluyendo  los 
criterios de parada. Podemos tener dos criterios de parada, uno primario y uno secundario. 
 
Tabla 5‐18: Enumeración StopCriteria 
<<enumeration>> 
StopCriteria 
STOP_NONE = ‐1 
STOP_GENERATIONS = 1 
STOP_INCUMBENT = 2 
STOP_TIME = 3 
STOP_INCUMBENT_TIME = 4 
STOP_OPTIMAL = 5 
 
La  enumeración  StopCriteria  codifica  el  tipo  de  criterio  de  parada.  Se  define  el  tipo 
STOP_NONE para indicar que no se ha establecido ese criterio de parada. 
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Tabla 5‐19: Clase Network 
Network 
‐log : Log 
‐nodes : NodeList 
‐nodeCount : NodeCount 
‐numEdges : int 
‐numOpticalEdges : int 
‐totalBWPerLink : int 
‐nodeMapper : NodeNameToIDMapper 
‐wsonNetwork : array WSONEdge 
+Network(entrada log : Log) 
+~Network() 
+loadConfig(entrada xmlFile : string) : void 
+getNodeName(entrada nodeID : int) : string 
+getNodeCount() : NodeCount 
+getNumEdges() : int 
+getNumOpticalEdges() : int 
+getTotalBWPerLink() : int 
+getNodeID(entrada nodeName : string) : int 
+getWSONNetwork() : array WSONEdge 
 
La clase Network  se emplea para cargar el  fichero de  redes, que contiene  la  red óptica,  la 
lista de nodos, tanto virtuales como ópticos, registra el total de ancho de banda disponible por 
cada enlace óptico; y  se emplea para  traducir entre  identificadores de nodos y nombres de 
nodos. Notar que  figuran  algunos  tipos de datos especiales en  la  clase. El  tipo NodeList, 
consiste  en  un  vector  de  estructuras  Nodo.  El  tipo  NodeNameToIDMapper,  es  una 
estructura de tabla de hash en el que se registra como clave el nombre del nodo, y nos retorna 
su  identificador numérico. Finalmente, el tipo WSONEdge, es una estructura que contiene  la 
distancia del enlace y un  identificador de enlace óptico necesarios para  los pre cálculos y el 
decodificador. El motivo de registrarlo como array de estructuras y no crear clases, al igual que 
en muchas  otras  estructuras  de  datos  de  la  aplicación,  es  para  facilitar  la  transferencia  de 
datos  entre  el  dispositivo  de  cálculo  y  la  memoria  principal.  Si  almacenamos  los  datos  en 
clases,  estas  no  pueden  ser  transferidas  al  dispositivo.  Es  por  este motivo  que  se  emplean 
arrays de estructuras. 
 
Tabla 5‐20: Estructura de datos Node 
<<datatype>> 
Node 
+layer : Layer 
+type : Node_Type 
+name : string 
+location : string 
 
La  estructura  de  datos  Node,  registra  la  información  básica  de  un  nodo  y  se  utiliza  en  la 
composición  del  vector  de  nodos.  Layer  y  Node_Type  son  dos  enumeraciones  que 
utilizamos para tipificar los nodos. 
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Tabla 5‐21: Enumeración Layer 
<<enumeration>> 
Layer 
LAYER_WSON = 1 
LAYER_MPLS = 2 
 
La enumeración Layer se emplea para identificar si un elemento pertenece a la capa WSON o 
a la capa MPLS. 
 
Tabla 5‐22: Enumeración Node_Type 
<<enumeration>> 
Node_Type 
TYPE_ACCESS = 1 
TYPE_TRANSIT = 2 
TYPE_CORE = 3 
 
La enumeración Node_Type se emplea para identificar si un nodo es de tipo acceso, tránsito 
u óptico. 
 
Tabla 5‐23: Estructura de datos NodeCount 
<<datatype>> 
NodeCount 
+numNodes : int 
+numAccessNodes : int 
+numTransitNodes : int 
+numCoreNodes : int 
 
La estructura de datos NodeCount, nos permite de forma fácil arrastrar por toda la aplicación 
el contaje de nodos de las redes de una sola vez. Nos conviene emplear estructuras, como ya 
hemos  dicho,  porque  podemos  utilizarlas  directamente  en  las  llamadas  a  kernels  CUDA,  a 
diferencia de las clases, que no pueden ser utilizadas en CUDA. 
 
Tabla 5‐24: Estructura de datos WSONEdge 
<<datatype>> 
WSONEdge 
+distance : int 
+edgeID : int 
 
La estructura de datos WSONEdge, se utiliza para codificar  los datos que necesitamos de  los 
enlaces de la red óptica. De nuevo se codifica como estructura de datos para poder pasarla a 
CUDA sin necesidad de procesar repetidamente los datos. 
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Tabla 5‐25: Clase Demands 
Demands 
‐log : Log 
‐network : Network 
‐numDemands : int 
‐demands : array Demand 
+Demands(entrada log : Log, entrada network : Network) 
+~Demands() 
+loadConfig(entrada xmlFile : string) : void 
+getNumDemands() : int 
+getDemand(entrada demandID : int) : Demand 
+getDemands() : array Demand 
 
La clase Demands es la encargada de cargar los datos de demandas de tráfico del fichero XML. 
Estas  se  almacenan  como  un  array  de  estructuras  Demand,  para  poder  cargarlas  en  el 
dispositivo de cálculo directamente sin tener que hacer conversiones intermedias. 
 
Tabla 5‐26: Estructura de datos Demand 
<<datatype>> 
Demand 
+source : int 
+destination : int 
+bandWidth : BandWidth 
 
La estructura Demand contiene los datos de la demanda, es decir, el nodo de origen, el nodo 
de destino  (ambos nodos  siempre  será de  tipo acceso) y el ancho de banda demandado. El 
ancho de banda  se codifica como una enumeración, puesto que  tiene unos posibles valores 
definidos. 
 
Tabla 5‐27: Enumeración BandWidth 
<<enumeration>> 
BandWidth 
BANDWIDTH_UNDEFINED = 0 
BANDWIDTH_1G = 1 
BANDWIDTH_10G = 10 
BANDWIDTH_40G = 40 
BANDWIDTH_100G = 100 
 
La enumeración BandWidth se emplea para  identificar el ancho de banda demandado por 
una  demanda  de  tráfico.  Solo  puede  tener  los  valores  válidos  1Gbps,  10Gbps,  40Gbps  y 
100Gbps. El valor BANDWIDTH_UNDEFINED, se emplea para codificar valores erróneos. 
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Tabla 5‐28: Clase Initialize 
Initialize 
‐network : Network 
‐params : Params 
‐demands : Demands 
‐cudaM : CUDAManager 
‐cudaNAD : CUDANetworksAndDemands 
+Initialize() 
+Initialize(entrada network : Network, entrada params : Params, entrada demands : Demands, entrada cudaM : 
CUDAManager) 
+~Initialize() 
+create() : void 
+freeCUDANetworksAndDemands() : void 
+getCUDANetworksAndDemands() : CUDANetworksAndDemands 
‐dumpMPLSData() : void 
‐dumpDemandsInfo() : void 
‐ExecuteCreateCompleteMPLSNetwork(entrada : maxThreadsPerBlock : int) : void 
‐ExecutePruneMPLSNetwork(entrada maxThreadsPerBlock : int) : void 
‐ExecuteConstructMPLSEdgeVector(entrada maxThreadsPerBlock : int) : void 
‐ExecutePreRouteDemands(entrada maxThreadsPerBlock : int) : void 
‐CreateCompleteMPLSNetwork(entrada cudaNAD : CUDANetworksAndDemands cudaNAD, entrada 
dijkstraVertexInfo : array DijkstraVertexInfo) : __global__ void 
‐PruneMPLSNetwork(entrada cudaNAD : CUDANetworksAndDemands, entrada selected : array int) : __global__ 
void 
‐ConstructMPLSEdgeVector(entrada cudaNAD : CUDANetworksAndDemands) : __global__ void 
‐PreRouteDemands(entrada cudaNAD : CUDANetworksAndDemands, entrada tmpMPLSNetworks : 
TemporalMPLSNetworks, entrada dijkstraVertexInfo : array DijkstraVertexInfo, entrada tmpDijkstraPaths : 
TemporalDijkstraPaths, entrada kspInternalInfo : KSPInternalInfo) : __global__ void 
‐DijkstraSingle(entrada tmpMPLSNetworks : TemporalMPLSNetworks, entrada MPLSoffset : int, entrada source : 
int, entrada destination : int, entrada tmpDijkstraPaths : TemporalDijkstraPaths, entrada dijkstraVertexInfo : array 
DijkstraVertexInfo, entrada nodeCount : NodeCount, entrada numDemand : int, entrada numDemands : int, 
entrada maxMPLSPathLength : int) : __device__ void 
 
La  clase  Initialize  es  la  encargada  de  ejecutar  los  kernels  CUDA  que  realizan  los  pre 
cálculos. La función create(),  lanza todo el proceso de pre cálculo reservando  la memoria 
necesaria para los cálculos en el dispositivo y seguidamente, ejecutando las lanzadoras de los 
kernels.  Las  funciones que  empiezan por Execute  son  las  lanzadoras de  los  kernels,  y  las 
funciones  de  tipo  __global__ void,  son  los  kernels  CUDA.  La  función  de  tipo 
__device__ void,  es  un  subkernel  CUDA  que  utiliza  el  kernel  PreRouteDemands. 
Como  hemos  visto  antes,  la  palabra  clave __device__  indicará  que  esta  función  solo  se 
deberá poder llamar desde dentro de otro kernel. Realmente los kernels no están dentro de la 
clase Initialize,  sino que  tienen que definirse  como  funciones  individuales C. De  todas 
formas, se han incluido en la clase para clarificar que se lanzan desde esta. Como vemos, todos 
los  kernels  utilizan  una  estructura  de  datos  llamada  CUDANetworksAndDemands.  Esta 
estructura se ha puesto de solo entrada porque contiene  los apuntadores a  las posiciones de 
memoria del dispositivo de cálculo que utilizará el dispositivo. Realmente no se escribe ni se 
retorna  información en estas estructuras, sino que se escriben directamente en el dispositivo 
de  cálculo. Así mismo,  sucede  lo mismo  con  los  arrays de  entrada que  reciben  los  kernels. 
Todos ellos son para almacenamiento temporal y  los correspondientes  lanzadores de kernels 
reservan y liberan esta memoria temporal en el dispositivo antes y después de la ejecución del 
kernel  respectivamente.  Debido  a  su  naturaleza  temporal,  no  tienen  interés  en  la 
especificación y no  las describiremos para no complicar  innecesariamente  la comprensión de 
la estructura de clases. La variable maxThreadsPerBlock que pasamos a los lanzadores de 
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kernels, se emplea para controlar  la cantidad de  threads por bloque que ejecutamos. Si nos 
pasamos  de  threads  por  bloque,  resultará  un  error  de  ejecución  de  CUDA.  La memoria  de 
dispositivo que reserva  la  función create(), al ser compartida por  los diferentes kernels y 
por el algoritmo genético de  la clase Population, no se  liberará de  forma automática. Se 
deberá  liberar ejecutando  la función freeCUDANetworksAndDemands() cuando finalice 
la  ejecución  del  algoritmo  genético  y  se  hayan  generado  los  resultados.  De  esta  forma, 
ahorramos  operaciones  de  copia  entre  la memoria  del  dispositivo  de  cálculo  y  la memoria 
principal del sistema. 
 
Tabla 5‐29: Clase Population 
Population 
‐params : Params 
‐cudaM : CUDAManager 
‐log : Log 
‐csvStatistics : CSVStatistics 
‐network : Network 
‐demands : Demands 
‐predefinedGeneticParams : PredefinedGeneticParams 
‐geneticParams : GeneticParams 
‐chromosomes : Chromosomes 
‐cudaNADE : CUDANetworkAndDemandExtensions 
‐cudaNAD : CUDANetworksAndDemands 
+Population(entrada params : Params, entrada cudaNAD : CUDANetworksAndDemands, entrada cudaM : 
CUDAManager, entrada log : Log, entrada csvStatistics : CSVStatistics, entrada network : Network, entrada 
demands : Demands) 
+~Population() 
+doGenerations() : CUDADBL 
+generateResults(entrada results : Results) : void 
+freeCUDANetworksAndDemandsExtensions() : void 
+freeChromosomes() : void 
‐testStopCriterias(entrada statistics : Statistics) : bool 
‐InitializeChromosomes(entrada geneticParams : GeneticParams, entrada chromosomes : Chromosomes, entrada 
dRNDStates : array long) : __global__ void 
‐SortChromosomes(entrada geneticParams : GeneticParams, entrada chromosomes : Chromosomes) : __global__ 
void 
‐EvolveChromosomes(entrada geneticParams : GeneticParams, entrada chromosomes : Chromosomes, entrada 
dRNDStates : array long) : __global__ void 
‐UpdateIncumbent(entrada chromosomes : Chromosomes, entrada dIncumbentValue : ChromosomeValue) : 
__global__ void 
‐DecodeChromosomes(entrada maximize : bool, entrada numChromosomes : int, entrada numGenes : int, entrada 
chromosomes : Chromosomes, entrada cudaNAD : CUDANetworksAndDemands, entrada cudaNADE : 
CUDANetworkAndDemandExtensions) : __global__ void 
 
La clase Population es la encargada de ejecutar el algoritmo genético. Al ejecutar la función 
doGenerations(),  se  ejecutará  la  reserva  de  memoria  necesaria  para  la  ejecución  del 
algoritmo  genético,  es  decir,  los  cromosomas  y  extensiones  de  la  estructura  de  datos 
CUDANetworksAndDemands. Una vez reservada  la memoria, se ejecuta el bucle principal 
del algoritmo genético desde la CPU. Cada vez que la CPU requiere una operación sobre todos 
los  cromosomas,  lanza  el  kernel  correspondiente.  En  este  caso,  no  se  han  empleado 
lanzadores  independientes  de  los  kernels,  debido  a  que  todos  comparten  la  misma 
información en memoria, por  lo que no nos aporta nada especial el hecho de encapsular el 
lanzador  en  una  función  específica.  En  la  reserva  de  memoria  de  dispositivo,  se  emplean 
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extensiones porque CUDANetworksAndDemands son datos fijos que no se modificarán. En 
cambio, los datos que si que sean modificados por los threads, se guardarán en una estructura 
CUDANetworkAndDemandExtensions. Cada cromosoma tendrá una parte reservada de 
esta última estructura y en el momento de ejecutar el kernel de decodificación, el primer paso 
será inicializar estas extensiones propias, independientemente de las de otros cromosomas. Al 
igual  que  pasaba  con  la  función  create()  de  la  clase  Initialize,  no  liberaremos  la 
memoria  donde  se  guardan  las  extensiones  de  forma  directa,  porque  deberemos  lanzar  la 
función  genetareResults()  cuando  finalice  la  ejecución  del  algoritmo  genético  para 
generar  los resultados. De nuevo,  las funciones de  los kernels, de tipo __global__ void, 
aun no estando dentro de  la clase Population,  se han añadido en  su especificación para 
clarificar que son lanzadas desde esta clase. 
 
Tabla 5‐30: Clase CUDAManager 
CUDAManager 
‐hostMemoryPointers : vector<void> 
‐deviceMemoryPointers : vector<void> 
+CUDAManager() 
+~CUDAManager() 
+getNumDevices() : int 
+getActiveDeviceID() : int 
+setActiveDevice(entrada deviceID : int) : void 
+getDeviceProperties(entrada deviceID : int) : cudaDeviceProp 
+dumpDeviceProperties(entrada deviceID : int) : void 
+enableDeviceMapHostFlag() : void 
+addHostMemoryPointer(entrada memoryPointer : void) : void 
+deleteHostMemoryPointer(entrada memoryPointer : void) : void 
+addDeviceMemoryPointer(entrada memoryPointer : void) : void 
+deleteDeviceMemoryPointer(entrada memoryPointer : void) : void 
+freeAllMemory() : void 
+manageError(entrada error : cudaError_t, entrada codeSection : string, entrada actionInterrupted : string) : void 
 
La  clase  CUDAManager  es  un  gestor  de  operaciones  de  CUDA.  Esencialmente  sirve  para 
obtener datos del dispositivo o dispositivos de  cálculo del  sistema  con  soporte para CUDA, 
volcar por pantalla  sus propiedades, habilitar algunas  funcionalidades, gestionar  las  reservas 
de memoria del dispositivo de  forma que en caso se error de ejecución, antes de salir de  la 
aplicación se libere la memoria utilizada. Existen dos tipos de reservas de memoria, la reserva 
de memoria en dispositivo y la reserva de memoria en host, mapeada contra el dispositivo. La 
primera reserva la memoria directamente en el dispositivo, por lo que no se puede acceder a 
ella hasta finalizar la ejecución de los kernels. La segunda reserva la memoria en el host, pero 
lo mapea contra el dispositivo, de forma que se puede consultar dinámicamente esta memoria 
sin necesidad que  los kernels  terminen  su ejecución. Esta práctica  solo es  conveniente para 
casos muy específicos donde se transfiere una mínima cantidad de información, debido a que 
la memoria del host es más lenta que la del dispositivo, y podría repercutir negativamente en 
el  rendimiento  global  de  la  aplicación.  En  nuestro  caso,  la  usamos  solamente  para  la 
comprobación  de  condiciones  de  terminación  del  algoritmo  genético  Es  particularmente 
importante  la  liberación de  la memoria del dispositivo, porque de no realizar esta operación, 
sucesivas  ejecuciones  de  aplicaciones  CUDA  que  terminaran  en  error  o  no  liberaran  la 
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memoria deliberadamente, dejarían  el dispositivo  sin memoria  y  sería necesario  reiniciar  el 
dispositivo  o  el  equipo  para  poder  continuar  realizando  cálculos.  También  se  gestiona  y 
procesan  errores  de  ejecución  de  CUDA,  con  la  función  manageError().  Esta  función 
traduce  los  errores  de  CUDA  a  mensajes  de  error  y  los  convierte  en  BRKGAException. 
Además, ejecuta un liberado masivo de la memoria reservada para el dispositivo. 
 
Antes  de  entrar  a  explicar  las  estructuras  de  datos  que  almacenan  la  información  en  el 
dispositivo,  es  necesario  tener  en  cuenta  que  para  almacenar  información  para  todos  los 
threads, se utiliza un solo array por cada  tipo de  información. De esta  forma, si cada  thread 
debe procesar k elementos de una lista, y tenemos n threads, el array tendrá k * n posiciones, 
y el i‐ésimo thread calculará su posición base para acceder a su bloque de datos como k * i. De 
esta forma, el thread 0, calculará una posición base de k * 0 = 0. El thread 1, calculará k * 1 = k, 
y así sucesivamente. 
 
Tabla 5‐31: Estructura de datos CUDANetworksAndDemands 
<<datatype>> 
CUDANetworksAndDemands 
+nodeCount : NodeCount 
+wsonNetwork : WSONNetwork 
+mplsNetwork : MPLSNetwork 
+demandsInfo : DemandsInfo 
maxVEdgesA_T : int 
maxWSONPathLength : int 
numPathsPreRoute : int 
maxMPLSPathLength : int 
totalBWPerLink : int 
 
La estructura CUDANetworksAndDemands, como podemos ver, contiene  los datos de  las 
redes y de las demandas, de forma que pasando esta sola estructura a un kernel, disponga de 
todos los datos necesarios para ejecutar sus cálculos. 
 
Tabla 5‐32: Estructura de datos WSONNetwork 
<<datatype>> 
WSONNetwork 
+width : int 
+height : int 
+numOpticalEdges : int 
+edges : array WSONEdge 
 
La  estructura  WSONNetwork,  registra  los  datos  de  la  red  WSON.  El  atributo  edges  se 
compone de un array de WSONEdge que ya hemos visto anteriormente en la clase Network. 
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Tabla 5‐33: Estructura de datos MPLSNetwork 
<<datatype>> 
MPLSNetwork 
+width : int 
+height : int 
+edges : array MPLSEdge 
+edgeNodes : array MPLSEdgeNodes 
+numEdges : int 
+pathCosts : array int 
+pathLengths : array int 
+pathNodes : array int 
 
La  estructura  MPLSNetwork,  registra  los  datos  de  la  red  MPLS,  y  las  rutas  entre  nodos 
virtuales  a  través  de  la  red  óptica.  Las  rutas  se  registran  en  diferentes  arrays.  Por  un  lado 
pathCosts  registra  los  costes  de  las  rutas  a  través  de  la  capa  óptica,  pathLengths 
registra  la  longitud  de  las  rutas  a  través  de  la  capa  óptica,  y  pathNodes,  registra  los 
identificadores de nodo de cada nodo de cada ruta. 
 
Tabla 5‐34: Estructura de datos MPLSEdge 
<<datatype>> 
MPLSEdge 
+distance : int 
+edgeID : int 
 
La estructura de datos MPLSEdge, se utiliza para codificar  los datos que necesitamos de  los 
enlaces de la red MPLS. Notar que es idéntica a la clase WSONEdge. Se han separado por si en 
el futuro es necesario ampliar la información a registrar en los enlaces. 
 
Tabla 5‐35: Estructura de datos MPLSEdgeNodes 
<<datatype>> 
MPLSEdgeNodes 
+nodeA : int 
+nodeB : int 
+distance : int 
 
La estructura de datos MPLSEdgeNodes, se utiliza para codificar  los nodos que  forman un 
enlace MPLS. Esta estructura no es realmente necesaria. Se ha creado porque de esta forma, 
tenemos una  forma de obtener en coste constante  los nodos extremos de un enlace virtual 
MPLS a partir del edgeID de la estructura MPLSEdge. 
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Tabla 5‐36: Estructura de datos DemandsInfo 
<<datatype>> 
DemandsInfo 
numDemands : int 
demands : array Demand 
numPathsFound : array int 
pathCosts : array int 
pathLengths : array int 
pathNodes : array int 
 
La estructura de datos DemandsInfo, codifica la lista de demandas, el número de demandas 
que  tenemos  y  K  rutas  para  cada  demanda  a  través  de  4  arrays  de  enteros.  El  array 
numPathsFound,  que  indica  para  cada  demanda  el  número  de  soluciones  encontradas, 
puesto  que  es  posible  que  no  existan  las  K  demandas  solicitadas  por  el  usuario.  El  array 
pathCosts,  codifica  los  costes  para  cada  una  de  las  rutas  encontradas.  El  array 
pathLengths,  codifica  la  longitud  de  estas  rutas  encontradas.  Finalmente,  el  array 
pathNodes, codifica los identificadores de cada ruta. 
 
Tabla 5‐37: Estructura de datos CUDANetworkAndDemandExtensions 
<<datatype>> 
CUDANetworkAndDemandExtensions 
mplsLinkMetric : array CUDADBL 
wsonLinkAvailableBW : array int 
demandOrderExtensions : array DemandOrderExtension 
routeOrderExtensions : array RouteOrderExtension 
routeSelectedPerDemand : array int 
 
La  estructura  CUDANetworkAndDemandExtensions,  como  podemos  ver,  contiene  los 
datos  que  extienden  la  información  de  la  estructura  CUDANetworksAndDemands.  Las 
estructuras  DemandOrderExtensions  y  RouteOrderExtensions,  se  utilizan  como 
apuntadores para  la ordenación de rutas de demandas y demandas. De esta forma, en estos 
apuntadores registramos el valor de la clave de ordenación y el índice de la demanda o ruta a 
ordenar. Así nos ahorramos  copiar  la estructura de datos  completa en  cada  intercambio de 
elementos de la ordenación. Además, como mantenemos dos arrays de ordenación (uno para 
rutas  y  otro  para  demandas)  por  cada  individuo,  podemos  dejar  las  rutas  y  demandas 
compartidas y estáticas, y solamente debemos mover los apuntadores, con lo que ahorramos 
una gran cantidad de memoria y de operaciones de lectura y escritura. 
 
Tabla 5‐38: Estructura de datos DemandOrderExtension 
<<datatype>> 
DemandOrderExtension 
+demandID : int 
+orderingValue : CUDADBL 
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Tabla 5‐39: Estructura de datos RouteOrderExtension 
<<datatype>> 
RouteOrderExtension 
+routeID : int 
+metric : CUDADBL 
 
Tabla 5‐40: Estructura de datos GeneticParams 
<<datatype>> 
GeneticParams 
+numChromosomes : int 
+numElites : int 
+numCrossOvers : int 
+numMutants : int 
+numGenes : int 
+maximize : bool 
+inheritanceProb : CUDADBL 
 
La  estructura  de  datos  GeneticParams,  como  podemos  ver,  es  similar  a  la  clase 
PredefinedGeneticParams.  Realmente,  es  un  resumen  para  poder  pasar  de  forma 
unificada a los kernels los parámetros que necesitan para las operaciones relativas al algoritmo 
genético. 
 
Tabla 5‐41: Estructura de datos Chromosomes 
<<datatype>> 
Chromosomes 
+genes : array CUDADBL 
+values : array ChromosomeValue 
+decoded : array bool 
+order : array int 
 
La  estructura  de  datos  Chromosomes,  contiene  los  datos  de  todos  los  cromosomas 
existentes en el algoritmo genético. Para cada cromosoma, se registran sus genes, un array de 
valores que  indica su adaptación y si se ha producido un error durante su decodificación, un 
booleano  que  indica  si  ya  ha  sido  decodificado  o  no,  y  un  indicador  de  orden  para  poder 
efectuar la clasificación de élites y no‐élites. 
 
Tabla 5‐42: Estructura de datos ChromosomeValue 
<<datatype>> 
ChromosomeValue 
+score : CUDADBL 
+hasError : bool 
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5.3: Diagramas	de	Secuencia	
 
En la figura 5‐3, podemos ver el diagrama de secuencia principal. Tal como se ha explicado, la 
aplicación está pensada para ser  integrada en una aplicación mayor. Es por este motivo que 
toda  la operativa del algoritmo se desencadena desde un método optimize(). Al ejecutar 
este método, se  lanza  la ejecución de cada uno de  los submétodos que a su vez  llaman a  las 
funciones de la clase BRKGA. Para facilitar la interpretación de los diagramas, se han obviado 
los pasos de parámetros a  funciones y a constructores. En el diagrama de clases se detallan 
todos estos parámetros. 
 
 
Figura 5‐3: Diagrama de secuencia del programa principal 
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Figura 5‐4: Diagrama de secuencia de la carga de parámetros 
 
En la figura 5‐4, podemos ver el proceso de carga de parámetros. Vemos que, tal como hemos 
indicado  anteriormente,  el proceso  simplemente  consiste  en  cargar  cada una de  las  clases. 
Para las clases que cargan parámetros, además, hay que ejecutar la función loadConfig() 
que leerá los datos de los ficheros XML pertinentes. 
 
En  la  figura 5‐5, podemos  ver el diagrama de  secuencia de  la ejecución de pre  cálculos. En 
primer lugar, se carga la clase CUDAManager para poder gestionar el dispositivo de cálculo, y 
se obtiene el número de dispositivos  físicos  con  capacidad de  cálculo CUDA.  Si no existiera 
ninguno, lanzaremos una excepción. Si existe dispositivo, obtendremos de la clase Params el 
número de dispositivo que el usuario quiere emplear y lo asignaremos como dispositivo activo 
para  esta  aplicación,  y  activaremos  la  funcionalidad  de  mapeo  de memoria  del  host  en  el 
dispositivo,  que  necesitaremos  posteriormente  en  el  algoritmo  genético.  Finalmente,  solo 
queda cargar la clase Initialize, y lanzar el método create() para ejecutar los kernels 
de pre cálculo. 
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Figura 5‐5: Diagrama de secuencia de ejecución de pre cálculos 
 
En la figura 5‐6, vemos el diagrama de secuencia de la ejecución de los kernels de pre cálculo. 
La primera fase, cargará el parámetro maxThreadsPerBlock, que necesitamos pasar a los 
lanzadores de  los kernels para que configuren correctamente  las ejecuciones de  los mismos. 
De  no  hacerlo,  podría  producirse  un  error  de  exceso  de  threads  por  kernel.  Seguidamente 
reservaremos  la  memoria  en  el  dispositivo  de  cálculo  y  dejaremos  los  apuntadores  a  la 
memoria  del  dispositivo,  junto  con  algunos  valores  y  contadores  en  la  estructura 
CUDANetworksAndDemands, que hemos descrito  anteriormente. Como  resultado  a  esta 
secuencia de kernels, en  la memoria del dispositivo CUDA quedará almacenada  la  red MPLS 
creada  a  partir  de  la  red  WSON  que  pasamos  a  estos  algoritmos.  También  quedaran  pre 
calculadas las k rutas por demanda necesarias para que el algoritmo genético posterior pueda 
enrutar dichas demandas a través de las redes. 
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Figura 5‐6: Diagrama de secuencia de los kernels de pre cálculo 
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Figura 5‐7: Diagrama de secuencia de ejecución de la evaluación 
 
En la figura 5‐7, se detalla la secuencia de ejecución de la evaluación de la red. Vemos que en 
primer  lugar,  se obtiene  la  semilla del  generador de números  aleatorios,  y  se  guarda  en  el 
fichero de  resultados para poder utilizarla en  futuros experimentos  si deseamos  repetir una 
ejecución  realizada.  A  continuación,  obtenemos  de  la  clase  Initialize  la  estructura 
CUDANetworksAndDemands, que como ya hemos comentado, almacenará la estructura de 
datos que permanecerá estática durante  la ejecución del algoritmo genético. Seguidamente, 
crearemos la clase Population, y ejecutaremos sobre ella la función doGenerations(), que 
ejecutará  el  algoritmo  genético,  y  nos  retornará  el  valor  de  la  mejor  solución  encontrada. 
Ejecutaremos  a  continuación  la  generación  de  resultados,  y  añadiremos  a  los  resultados  el 
valor de  la mejor solución encontrada. Finalmente, ejecutaremos  las  funciones de  liberación 
de memoria de las clases Population e Initialize para que se libere la memoria usada 
en el dispositivo CUDA. 
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Figura 5‐8: Diagrama de secuencia de los kernels del algoritmo genético 
 
En la figura 5‐8, podemos ver el diagrama de secuencia del algoritmo genético. Como vemos, al 
principio se definen las estructuras de memoria, se reserva la memoria temporal y se inicializa 
el generador de números aleatorios paralelo con la semilla que tenemos en la clase Params. 
A continuación, ejecutamos el kernel InitializeChromosomes(), que genera todos  los 
cromosomas aleatorios. Seguidamente, entramos en un bucle que ejecutamos repetidamente, 
hasta que  se  cumpla alguno de  los  criterios de parada. El bucle  se  compone de una primer 
kernel llamado DecodeChromosomes(), que descodifica los cromosomas que aun no estén 
descodificados, es decir  los élites, ya que el  resto se  regeneran en cada generación. De esta 
forma,  ahorramos  un  poco  de  tiempo  de  procesado.  A  continuación,  ordenamos  los 
cromosomas  por  su  valor mediante  el  kernel  SortChromosomes().  Con  los  cromosomas 
ordenados,  leemos  el  primero  y  obtenemos  su  valor  mediante  el  kernel 
UpdateIncumbent().  Este  valor  será  el  valor del mejor  cromosoma  y que pasaremos  a 
Capítulo 5: Diseño e implementación 
81 
través de  la memoria compartida entre el host y el dispositivo para que se puedan actualizar 
las estadísticas. Una particularidad del kernel UpdateIncumbent(), es que, a diferencia del 
resto de  kernels que ejecutan un  thread por  cada  cromosoma, este  solo ejecuta un  thread 
sobre el primero cromosoma, puesto que no es necesario  leer todos  los valores de todos  los 
cromosomas. El último kernel que se ejecuta en el bucle, llamado EvolveChromosomes(), 
crea una nueva generación de cromosomas manteniendo solamente los cromosomas élite. La 
nueva  generación,  se  crea  según  las  especificaciones  descritas  en  el  capítulo  dedicado  a 
BRKGA.  Finalmente,  en  el  host  se  actualizan  las  estadísticas  de  ejecución,  y  se  ejecuta  la 
función testStopCriterias(), que nos devuelve un booleano que  informa si debemos 
terminar  o  no  la  ejecución  del  algoritmo  genético.  A  continuación,  se  libera  la  memoria 
temporal utilizada y el generador de números aleatorios, y devolvemos el valor de  la mejor 
solución encontrada. 
 
 
5.4: Lenguaje	de	programación	empleado	y	librerías	de	terceros	
 
Para desarrollar este proyecto, se ha empleado un equipo portátil con entorno Ubuntu Linux 
en su versión 12.04 LTS [15], con un dispositivo GPU para ordenador portátil modelo GeForce 
8400M GT de nVidia. No  es necesario  instalar ningún  controlador  específico, puesto que  la 
versión  indicada de Ubuntu,  lleva de  serie un  controlador de nVidia que  soporta CUDA.  En 
cualquier caso,  la aplicación  se ha desarrollado  sobre  la capacidad de cálculo más básica de 
CUDA, por lo que cualquier entorno con dispositivos GPU de nVidia y capacidad CUDA, debería 
poder compilar y ejecutar la aplicación.  
 
Sobre  esta  plataforma,  se  ha  instalado  el  entorno  de  desarrollo  CUDA  de  nVidia  [16].  Este 
entorno, incorpora el compilador de C de nVidia (nvcc), el depurador GDB de nVidia (cuda‐gdb) 
y la herramienta de testeo de uso de memoria de nVidia (cuda‐memcheck). 
 
Para  poder  utilizar  el  entorno  de  desarrollo  de  nVidia,  es  necesario  que  la  versión  que 
instalemos del entorno, sea compatible con nuestro compilador de C y C++ del sistema. Ambos 
compiladores son necesarios. 
 
Todo el proyecto, salvo los kernels CUDA, han sido desarrollados sobre C y C++. En el caso de 
los  kernels  de  CUDA,  se  trata  de  una  versión  de  C  con  extensiones,  tal  como  vimos  en  el 
capítulo correspondiente. 
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Aparte de este entorno, se han empleado las siguientes librerías de terceros para el desarrollo 
de la aplicación: 
 
‐ La librería ezXML [17] para poder leer y escribir ficheros en formato XML. 
 
‐ El  paquete  cuPrintf  de  nVidia  [18],  que  permite  imprimir  cadenas  de  texto  desde 
dentro  de  un  kernel  e  identifica  al  thread  que  realiza  la  impresión.  Es  necesario 
registrarse como desarrollador de nVidia para poder obtenerla. 
 
‐ La  clase  Random  de  Java  versión  1.4.2  [19],  para  re  implementarla  en  CUDA  C  y 
utilizarla para la generación de números aleatorios. 
 
 
5.5: Diseño	e	implementación	de	los	pre	cálculos	
 
Los  pre  cálculos  que  se  realizan,  son  algoritmos  genéricos,  que  han  sido  adaptados  a  este 
problema  concreto. Las adaptaciones  consisten en  redefinir  la estructura de  las matrices de 
enlaces del  grafo para  emplear menos  cantidad de memoria debido  a que no  se utilizaban 
completamente. Genéricamente, se utilizan matrices cuadradas, en las que los nodos se ponen 
en las filas y columnas de la matriz, y en los cruces se registran los datos del enlace. 
 
En  nuestro  caso,  hemos  convertido  la matriz  en  una matriz  cuadrada.  Esto  puede  hacerse, 
debido a que  los enlaces son bidireccionales y que no es posible, en el caso de  la red MPLS, 
conectar  dos  nodos  de  acceso  entre  ellos  directamente.  En  la  figura  5‐9,  puede  verse  una 
posible red MPLS. 
 
Con  este  procedimiento,  podemos  eliminar  parte  de  la  simetría  de  la matriz  y  espacios  en 
blanco  no  utilizados.  El  objetivo  de  emplear  este  tipo  de matrices,  es  que  al  igual  que  las 
matrices cuadradas, ofrecen acceso en tiempo constante a  los datos. Solamente es necesario 
verificar cuál de los dos nodos es el nodo de tránsito y cuál el nodo de acceso. Esto se puede 
hacer  fácilmente,  porque  durante  el  proceso  de  carga  de  nodos  en  la  clase  Network,  los 
ordenamos  y  agrupamos  por  tipo.  De  esta  forma,  los  nodos  de  acceso  siempre  tendrán 
identificadores  consecutivos,  seguidamente  vendrán  los  nodos  de  tránsito,  y  finalmente  los 
nodos ópticos. 
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Este procedimiento  se  emplea  tanto  en  la  red WSON,  como  en  la  red MPLS.  La  figura  5‐9, 
muestra una posible red MPLS. En el caso de la red WSON, los nodos ópticos figurarían como 
filas, y todos los nodos, tanto acceso, como tránsito, como ópticos, en las columnas. 
 
 
Figura 5‐9: Ejemplo de matriz reducida 
 
Las  ejecuciones  de  los  kernels  de  pre  cálculo,  se  han  definido  de  forma  que  se  ejecutasen 
sobre grids de threads unidimensionales o bidimensionales según nos convenga. De esta forma 
se puede implementar las funciones indicando que el nodo de origen es una coordenada de la 
grid, y el nodo de destino la otra. 
 
Para la creación de la red MPLS completa, se ha definido un grid bidimensional. De esta forma, 
el  nodo  de  origen  es  una  coordenada  del  grid  de  threads,  y  el  nodo  de  destino  es  la  otra 
coordenada. Así, en el grid, cada thread calcula una ruta de la red. Para cada pareja de nodos 
virtuales  posibles  (acceso‐tránsito  o  tránsito‐tránsito)  en  la  futura  red  MPLS,  se  calcula  en 
paralelo su camino mínimo mediante un algoritmo Dijkstra  implementado en paralelo. Como 
resultado, obtenemos todas las rutas mínimas de una sola vez. Debemos tener en cuenta, que 
en este camino mínimo, no es posible cambiar de red WSON a MPLS y viceversa sin control. Es 
decir,  solo  son  aceptables  rutas que  empiecen  en un nodo  virtual, pasen  a  la  red óptica,  y 
cuando finalicen la ruta, lleguen al nodo virtual de destino. Estas restricciones se explican en el 
capítulo del problema de optimización de redes multinivel. 
 
El kernel de podado de la red completa, se ha definido un grid unidimensional en el que para 
cada  nodo  de  acceso,  se  dejan  solo  la  cantidad  solicitada  por  el  usuario  de  enlaces, 
manteniendo siempre los de menor coste. 
 
El kernel de construcción del array unidimensional de enlaces MPLS, se ejecuta también sobre 
un  grid  unidimensional.  Para  cada nodo de  la  red MPLS,  se  analizan  todos  sus  enlaces  con 
nodos tránsito, y se registran en un array unidimensional. Este será el que utilizaremos en el 
algoritmo genético para calcular las métricas de los enlaces. 
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Finalmente, el kernel de cálculo de pre rutas para las demandas, funciona de forma similar al 
primer  kernel. Para  cada pareja de nodos origen‐destino,  se  lanza el algoritmo de Yen para 
obtener k rutas mínimas. De nuevo, tal como se indicó anteriormente, no es posible construir 
una ruta en la que se pase por un nodo acceso, un tránsito, otro nodo de acceso, otro nodo de 
tránsito y  finalmente acabemos en el nodo acceso de destino. Solo puede existir el nodo de 
origen y de destino como nodos de acceso en las rutas. 
 
 
5.6: Diseño	e	implementación	del	algoritmo	genético	
 
Para el algoritmo genético, se plantea la posibilidad de implementarlo como un solo kernel en 
el que iterativamente se ejecutan todas las fases del algoritmo, pero finalmente se desestimó 
esta opción, debido a que era necesario sincronizar  la finalización de  las fases entre threads. 
Esta sincronización implicaba dos problemas principalmente. 
 
El  primero  era  que  la  sincronización  de  threads  en  CUDA,  solo  puede  efectuarse  de  forma 
segura  en  threads  del  mismo  bloque.  La  única  forma  de  estar  seguros  que  threads  de 
diferentes bloques han finalizado una operación y están en el mismo punto, es en el momento 
de  conclusión  de  la  ejecución  del  kernel.  Por  tanto,  estaríamos  limitando  la  cantidad  de 
threads  que  puede  ejecutar  en  paralelo  nuestro  algoritmo  genético  al  tamaño máximo  de 
bloque que nuestro dispositivo sea capaz de tratar. 
 
Por otro  lado,  lado,  el hecho de  sincronizar múltiples  threads,  aun  siendo  estos del mismo 
bloque, implica que el dispositivo debe mantener paralelamente el estado de todos ellos. Esto 
implica  una  gran  cantidad  de  registros  internos  a mantener,  y  estos  están  limitados  por  el 
dispositivo de cálculo empleado. 
 
Por  todo  lo  anterior,  se  ha  optado  por  implementar  kernels  separados  que  se  ejecutan 
secuencialmente dentro de un bucle en el host. De hecho, según foros de CUDA de nVidia [20], 
esta es la recomendación por parte de los expertos. 
 
Estos kernels,  se ejecutan  sobre un grid de  threads unidimensional, con un  thread por cada 
cromosoma. La única excepción es el kernel de actualización de  incumbente, que como solo 
necesitamos obtener el valor del mejor cromosoma, se ejecuta un kernel con un solo thread 
que  lee ese valor y  lo refresca en  la memoria compartida por el host y el dispositivo. De esta 
Capítulo 5: Diseño e implementación 
85 
forma, sin necesidad de ejecutar operaciones de copia entre el dispositivo y el host, podemos 
actualizarlas estadísticas. 
 
 
5.6.1: Algoritmo	de	ordenación	en	paralelo	
 
Para  la ordenación de cromosomas, se ha  implementado un algoritmo de ordenación que en 
un  entorno  secuencial  es  lento,  pero  aplicado  a  un  entorno  paralelo  consigue  ordenar  n 
elementos en coste O(n), por  thread, cuando  se ejecuta  sobre n  threads paralelos. Además, 
cada  thread  realizará exactamente n  accesos  a memoria de  lectura, más un  acceso más de 
escritura. La idea es que cada thread coja como elemento pivote el elemento que corresponda 
con su identificador, lea cada uno de los otros elementos de la matriz, y compare su valor con 
el de los otros elementos. En función de unos criterios de comparación que ahora indicaremos, 
sumará  uno  o  cero  a  un  contador.  El  valor  final  del  contador  será  la  nueva  posición  del 
cromosoma en la lista de cromosomas. 
 
Tabla 5‐43: Criterios de comparación de la ordenación paralela 
    Comparación de Valores 
    elem[i] < elem[j]  elem[i] = elem[j]  elem[i] > elem[j] 
Comparación de 
índices 
i > j  1  1  0 
i = j  X  X  X 
i < j  1  0  0 
 
Los  criterios  de  comparación  para  decidir  si  incrementamos  el  contador  o  no  para  cada 
cromosoma son: 
 
‐ Si  el  índice  j  es  igual  al  mío,  es  decir,  al  índice  i,  no  hago  nada,  puesto  que  me 
compararía conmigo mismo. 
 
‐ Si  mi  valor  (elem[i])  es  menor  que  el  valor  del  elemento  apuntado  por  el  índice  j 
(elem[j]), entonces  sumo, puesto que mi  valor debe desplazarse hacia el  final de  la 
lista. 
 
‐ Si  mi  valor  (elem[i])  es  mayor  que  el  valor  del  elemento  apuntado  por  el  índice  j 
(elem[j]), entonces no sumo, puesto que mi valor debe quedar por delante en la lista. 
 
‐ Si mi valor  (elem[i]) es  igual al valor del elemento apuntado por  j  (elem[j]), entonces 
solo  sumaré,  si  mi  índice  es  mayor  que  el  índice  del  iterador  j.  De  esta  forma, 
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conseguimos  una  ordenación  estable,  y  además,  es  necesario  hacerlo  para  evitar 
problemas de valores repetidos.  
 
Tabla 5‐44: Pseudocódigo de la ordenación paralela de cromosomas (por thread) 
int i = threadId.x; 
int contador = 0; 
double valor = elementos[i]; 
 
for(int j = 0; j < elementos.length; j++) 
{ 
 if (i != j) 
 { 
  double diferenciaValor = valor - elementos[j]; 
  int diferenciaPosicion = i - j; 
  int sumando = 0; 
  if ((diferenciaPosicion > 0) and (diferenciaValor <= 0)) 
  { 
   sumando = 1; 
  } 
  else if ((diferenciaValor < 0) and (diferenciaPosicion != 0)) 
  { 
   sumando = 1; 
  } 
  contador += sumando; 
 } 
} 
 
posicionElemento[i] = contador;
 
Veamos un  ejemplo de  funcionamiento de  este  algoritmo de ordenación.  Supongamos  que 
tenemos la siguiente lista de valores a ordenar: 
 
Índice  0  1  2  3  4  5  6 
Valor  5  1  2  5  6  3  5 
 
Para  representar  las  comparaciones,  dibujamos  la  tabla  completa  de  resultados  de 
comparación. Cada uno de los threads ejecuta una fila de esta tabla. 
 
    j   
    5  1  2  5  6  3  5  Posición 
Ordenada 
i 
5  X  0  0  0  1  0  0  1 
1  1  X  1  1  1  1  1  6 
2  1  0  X  1  1  1  1  5 
5  1  0  0  X  1  0  0  2 
6  0  0  0  0  X  0  0  0 
3  1  0  0  1  1  X  1  4 
5  1  0  0  1  1  0  X  3 
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Como vemos, al sumar por filas los resultamos de las comparaciones, obtenemos una lista sin 
repeticiones, que corresponde precisamente a  las posiciones ordenaras de  los elementos, en 
orden decreciente por valor. 
 
Orden Decreciente  0  1  2  3  4  5  6 
Valor  6  5  5  5  3  2  1 
 
Si lo que queremos es ordenarlos crecientemente, solamente tendremos que restar al total de 
elementos de la lista el valor de posición ordenada que nos da el algoritmo, y obtendremos la 
nueva posición en orden decreciente. 
 
Orden Creciente  6  5  4  3  2  1  0 
Valor  1  2  3  5  5  5  6 
 
 
5.6.2: Pseudocódigo	de	la	función	de	descodificación	
 
En  la  tabla  5‐43,  puede  verse  el  pseudocódigo  del  descodificador.  Como  vemos,  en  primer 
lugar  reinicializaremos  los enlaces ópticos usados en  la  red. Seguidamente,  calcularemos  las 
métricas de los enlaces virtuales de la red MPLS, multiplicando la distancia de cada enlace por 
su  peso  correspondiente  establecido  en  el  cromosoma.  A  continuación,  ordenaremos  las 
demandas según el orden que indique el cromosoma, y trataremos de enrutar cada demanda 
según el orden establecido. 
 
Para enrutar una demanda concreta, obtendremos su lista de rutas, recalcularemos el coste de 
las rutas, debido a que anteriormente se ha recalculado las métricas de los enlaces virtuales de 
la red MPLS. Ordenaremos las rutas según su nuevo coste y obtendremos una lista de las rutas 
disponibles.  Si no hay ninguna  ruta disponible que pueda  cumplir  la demanda de  ancho de 
banda, entonces no es posible enrutar todas las demandas, y deberemos retornar un error ya 
que el actual cromosoma no puede ser una solución. Estableceremos  la cantidad de enlaces 
ópticos usados a infinito, y de esta forma el algoritmo genético incluirá este cromosoma en la 
lista de cromosomas no elite, puesto que, como ya hemos dicho, nuestro objetivo es minimizar 
la  cantidad de enlaces ópticos usados. En  cambio,  si encontramos una  ruta que  cumpla  los 
criterios  de  disponibilidad  de  ancho  de  banda  requeridos,  entonces  usaremos  los  enlaces 
ópticos  de  la  red  correspondientes  a  la  ruta  encontrada  para  enrutar  dicha  ruta  y 
continuaremos con la siguiente demanda. 
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Finalmente, cuando tengamos enrutadas todas las demandas, obtendremos de la red óptica la 
cantidad de enlaces ópticos usados, y retornaremos este valor como valor de adaptación del 
cromosoma que estábamos decodificando. 
 
Tabla 5‐45: Pseudocódigo del descodificador 
1 decodificador(entrada cromosoma, demandas, redes; 
salida numEnlacesOpticosUsados) 
2 { 
3  numEnlaces = redes.ContarEnlacesVirtuales() 
4  numDemandas = demandas.ContarDemandas() 
5 
6  lista pesosEnlaces = cromosoma[0 .. numEnlaces - 1] 
7  lista clavesOrden = cromosoma[numEnlaces .. numEnlaces + numDemandas - 1] 
8 
9  redes.borrarUsoDeAnchoDeBanda() 
10 
11  para i = 0 .. numEnlaces - 1 
12  { 
13   distancia = redes.enlaceVirtual[i].obtenerDistancia() 
14   metrica = pesosEnlaces[i] * distancia 
15   redes.enlaceVirtual[i].establecerMetrica(metrica) 
16  } 
17 
18  demandas.ordenar(clavesOrden); 
19 
20  para cada demanda contenida en demandas 
21  { 
22   rutas = demands.obtenerListaRutas() 
23   rutas.recalcularCostes() 
24   rutas.ordenarRutasPorCoste() 
25   rutasDisp = rutas.obtenerRutasDisponibles(demanda.anchoDeBanda) 
26   si rutasDisp es vacio 
27   { 
28    numEnlacesOpticosUsados = infinito 
29    retornar error 
30   } 
31 
32   redes.usarRuta(rutasDisp[0], demanda.anchoDeBanda) 
33  } 
34 
35  numEnlacesOpticosUsados = redes.contarEnlacesOpticosUsados() 
36 } 
 
Para  la ordenación de  las demandas y de  las  rutas, se ha empleado una versión  iterativa de 
MergeSort, puesto que es muy simple de implementar y mantiene sus costes de orden O(n log 
n) en su versión iterativa. 
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Capítulo	6: Pruebas	de	la	aplicación	
 
6.1: Pruebas	de	funcionamiento	
 
Las pruebas de funcionamiento se han realizado prefijando unos parámetros determinados de 
configuración correspondientes a una red simple. Sobre esta red, se efectuarán las pruebas y 
comprobaremos que los resultados son correctos. A continuación se detallan en las tablas 6‐1, 
6‐2 y 6‐3 los ficheros de configuración de esta prueba. 
 
Tabla 6‐1: Fichero de parámetros para las pruebas de funcionamiento 
<?xml version="1.0" encoding="UTF-8"?> 
 
<Params sense="minimize"> 
 <Etnia> 
  <Individuals>1.0</Individuals> 
  <MaxIndividuals>1000</MaxIndividuals> 
  <Elites>0.3</Elites> 
  <EliteCondition>0.1</EliteCondition> 
  <Mutants>0.2</Mutants> 
  <InheritanceProb>0.65</InheritanceProb> 
 </Etnia> 
 
 <Population primaryStopCriteria="Generations" 
secondaryStopCriteria="Optimal"> 
  <MaxGenerations>1000</MaxGenerations> 
  <MaxNonUpdatedIncumbent>100</MaxNonUpdatedIncumbent> 
  <MaxTime>60</MaxTime> 
  <MaxTimeNonUpdated>60</MaxTimeNonUpdated> 
  <OptimalValue>0</OptimalValue> 
 </Population> 
 
 <Decoder maxVEdgesA_T="2" maxOPathLength="1000" numKSPRoutes="20"> 
 </Decoder> 
 
 <Execution usePredefinedMasterSeed="true" 
predefinedMasterSeed="6271412974226616250" 
iterationsBetweenExternalizeStatistics="100"> 
 </Execution> 
 
 <CUDAConfig deviceID="0"> 
 </CUDAConfig> 
</Params> 
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Tabla 6‐2: Fichero de red para las pruebas de funcionamiento 
<?xml version="1.0" encoding="UTF-8"?> 
 
<Network nodes="14" edges="17" totalBWPerLink="100"> 
 
 <Node type="source" name="A1" layer="MPLS"></Node> 
 <Node type="source" name="A2" layer="MPLS"></Node> 
 <Node type="source" name="A3" layer="MPLS"></Node> 
 <Node type="transit" name="T1" location="X1" layer="MPLS"></Node> 
 <Node type="transit" name="T2" location="X3" layer="MPLS"></Node> 
 <Node type="transit" name="T3" location="X5" layer="MPLS"></Node> 
 <Node type="transit" name="T4" location="X7" layer="MPLS"></Node> 
 <Node type="core" name="X1" layer="WSON"></Node> 
 <Node type="core" name="X2" layer="WSON"></Node> 
 <Node type="core" name="X3" layer="WSON"></Node> 
 <Node type="core" name="X4" layer="WSON"></Node> 
 <Node type="core" name="X5" layer="WSON"></Node> 
 <Node type="core" name="X6" layer="WSON"></Node> 
 <Node type="core" name="X7" layer="WSON"></Node> 
 
 <Edge A="X1" B="X2" distance="15" layer="WSON"></Edge> 
 <Edge A="X2" B="X3" distance="20" layer="WSON"></Edge> 
 <Edge A="X3" B="X4" distance="20" layer="WSON"></Edge> 
 <Edge A="X4" B="X5" distance="30" layer="WSON"></Edge> 
 <Edge A="X5" B="X6" distance="15" layer="WSON"></Edge> 
 <Edge A="X6" B="X1" distance="20" layer="WSON"></Edge> 
 <Edge A="X2" B="X4" distance="10" layer="WSON"></Edge> 
 <Edge A="X2" B="X5" distance="8" layer="WSON"></Edge> 
 <Edge A="X7" B="X5" distance="3" layer="WSON"></Edge> 
 <Edge A="X2" B="X7" distance="2" layer="WSON"></Edge> 
 <Edge A="T1" B="X1" distance="0" layer="WSON"></Edge> 
 <Edge A="T2" B="X3" distance="0" layer="WSON"></Edge> 
 <Edge A="T3" B="X5" distance="0" layer="WSON"></Edge> 
 <Edge A="T4" B="X7" distance="0" layer="WSON"></Edge> 
 <Edge A="A1" B="X2" distance="0" layer="WSON"></Edge> 
 <Edge A="A2" B="X4" distance="0" layer="WSON"></Edge> 
 <Edge A="A3" B="X6" distance="0" layer="WSON"></Edge> 
 
</Network> 
 
Tabla 6‐3: Fichero de demandas de tráfico para las pruebas de funcionamiento 
<?xml version="1.0" encoding="UTF-8"?> 
 
<Traffic> 
 
<Demand source="A1" destination="A2" bw="10G"></Demand> 
<Demand source="A1" destination="A3" bw="10G"></Demand> 
<Demand source="A2" destination="A3" bw="1G"></Demand> 
<Demand source="A3" destination="A2" bw="40G"></Demand> 
<Demand source="A3" destination="A1" bw="1G"></Demand> 
<Demand source="A2" destination="A1" bw="1G"></Demand> 
<Demand source="A3" destination="A1" bw="10G"></Demand> 
<Demand source="A3" destination="A1" bw="1G"></Demand> 
 
</Traffic> 
 
En  la  figura  6‐1,  se  detalla  el  aspecto  que  tiene  la  red  codificada  en  el  fichero  de  red 
especificado en la tabla 6‐2. 
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Figura 6‐1: Red WSON antes de crear la red MPLS 
 
El primer paso que realiza el algoritmo, consiste en realizar ejecuciones de algoritmos Dijkstra 
entre todas las parejas de nodos virtuales acceso‐tránsito y tránsito‐tránsito para crear las 
rutas virtuales de la red MPLS completa. En la tabla 6‐4, puede verse el resultado de la 
ejecución del kernel Dijkstra en paralelo. 
 
Tabla 6‐4: Resultados del kernel Dijkstra de las pruebas de funcionamiento 
T1->A1: dist 15, leng 4, path: 3(T1), 7(X1), 8(X2), 0(A1) 
T1->A2: dist 25, leng 5, path: 3(T1), 7(X1), 8(X2),10(X4), 1(A2) 
T1->A3: dist 20, leng 4, path: 3(T1), 7(X1),12(X6), 2(A3) 
T1->T1: dist  0, leng 1, path: 3(T1) 
T1->T2: dist 35, leng 5, path: 3(T1), 7(X1), 8(X2), 9(X3), 4(T2) 
T1->T3: dist 20, leng 6, path: 3(T1), 7(X1), 8(X2),13(X7),11(X5), 5(T3) 
T1->T4: dist 17, leng 5, path: 3(T1), 7(X1), 8(X2),13(X7), 6(T4) 
T2->A1: dist 20, leng 4, path: 4(T2), 9(X3), 8(X2), 0(A1) 
T2->A2: dist 20, leng 4, path: 4(T2), 9(X3),10(X4), 1(A2) 
T2->A3: dist 40, leng 7, path: 4(T2), 9(X3), 8(X2),13(X7),11(X5),12(X6), 2(A3)
T2->T1: dist 35, leng 5, path: 4(T2), 9(X3), 8(X2), 7(X1), 3(T1) 
T2->T2: dist  0, leng 1, path: 4(T2) 
T2->T3: dist 25, leng 6, path: 4(T2), 9(X3), 8(X2),13(X7),11(X5), 5(T3) 
T2->T4: dist 22, leng 5, path: 4(T2), 9(X3), 8(X2),13(X7), 6(T4) 
T3->A1: dist  5, leng 5, path: 5(T3),11(X5),13(X7), 8(X2), 0(A1) 
T3->A2: dist 15, leng 6, path: 5(T3),11(X5),13(X7), 8(X2),10(X4), 1(A2) 
T3->A3: dist 15, leng 4, path: 5(T3),11(X5),12(X6), 2(A3) 
T3->T1: dist 20, leng 6, path: 5(T3),11(X5),13(X7), 8(X2), 7(X1), 3(T1) 
T3->T2: dist 25, leng 6, path: 5(T3),11(X5),13(X7), 8(X2), 9(X3), 4(T2) 
T3->T3: dist  0, leng 1, path: 5(T3) 
T3->T4: dist  3, leng 4, path: 5(T3),11(X5),13(X7), 6(T4) 
T4->A1: dist  2, leng 4, path: 6(T4),13(X7), 8(X2), 0(A1) 
T4->A2: dist 12, leng 5, path: 6(T4),13(X7), 8(X2),10(X4), 1(A2) 
T4->A3: dist 18, leng 5, path: 6(T4),13(X7),11(X5),12(X6), 2(A3) 
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T4->T1: dist 17, leng 5, path: 6(T4),13(X7), 8(X2), 7(X1), 3(T1) 
T4->T2: dist 22, leng 5, path: 6(T4),13(X7), 8(X2), 9(X3), 4(T2) 
T4->T3: dist  3, leng 4, path: 6(T4),13(X7),11(X5), 5(T3) 
T4->T4: dist  0, leng 1, path: 6(T4) 
 
Seguidamente, se ejecuta un proceso de poda de estos enlaces, dejando tantos enlaces 
acceso‐tránsito por nodo de acceso como especifique el parámetro maxVEdgesA_T, en este 
caso 2. En la tabla 6‐5, se puede ver cómo quedarían las rutas. Los enlaces eliminados se han 
marcado con coste infinito para que la aplicación no las tenga en cuenta, ya que es la forma 
como internamente controlamos la no‐existencia de un enlace. 
 
Tabla 6‐5: Resultados del kernel de poda de la red MPLS de las pruebas de funcionamiento 
T1->A1: dist INF, leng 4, path: 3(T1), 7(X1), 8(X2), 0(A1) 
T1->A2: dist INF, leng 5, path: 3(T1), 7(X1), 8(X2),10(X4), 1(A2) 
T1->A3: dist INF, leng 4, path: 3(T1), 7(X1),12(X6), 2(A3) 
T1->T1: dist   0, leng 1, path: 3(T1) 
T1->T2: dist  35, leng 5, path: 3(T1), 7(X1), 8(X2), 9(X3), 4(T2) 
T1->T3: dist  20, leng 6, path: 3(T1), 7(X1), 8(X2),13(X7),11(X5), 5(T3) 
T1->T4: dist  17, leng 5, path: 3(T1), 7(X1), 8(X2),13(X7), 6(T4) 
T2->A1: dist INF, leng 4, path: 4(T2), 9(X3), 8(X2), 0(A1) 
T2->A2: dist INF, leng 4, path: 4(T2), 9(X3),10(X4), 1(A2) 
T2->A3: dist INF, leng 7, path: 4(T2), 9(X3), 8(X2),13(X7),11(X5),12(X6), 
2(A3) 
T2->T1: dist  35, leng 5, path: 4(T2), 9(X3), 8(X2), 7(X1), 3(T1) 
T2->T2: dist   0, leng 1, path: 4(T2) 
T2->T3: dist  25, leng 6, path: 4(T2), 9(X3), 8(X2),13(X7),11(X5), 5(T3) 
T2->T4: dist  22, leng 5, path: 4(T2), 9(X3), 8(X2),13(X7), 6(T4) 
T3->A1: dist   5, leng 5, path: 5(T3),11(X5),13(X7), 8(X2), 0(A1) 
T3->A2: dist  15, leng 6, path: 5(T3),11(X5),13(X7), 8(X2),10(X4), 1(A2) 
T3->A3: dist  15, leng 4, path: 5(T3),11(X5),12(X6), 2(A3) 
T3->T1: dist  20, leng 6, path: 5(T3),11(X5),13(X7), 8(X2), 7(X1), 3(T1) 
T3->T2: dist  25, leng 6, path: 5(T3),11(X5),13(X7), 8(X2), 9(X3), 4(T2) 
T3->T3: dist   0, leng 1, path: 5(T3) 
T3->T4: dist   3, leng 4, path: 5(T3),11(X5),13(X7), 6(T4) 
T4->A1: dist   2, leng 4, path: 6(T4),13(X7), 8(X2), 0(A1) 
T4->A2: dist  12, leng 5, path: 6(T4),13(X7), 8(X2),10(X4), 1(A2) 
T4->A3: dist  18, leng 5, path: 6(T4),13(X7),11(X5),12(X6), 2(A3) 
T4->T1: dist  17, leng 5, path: 6(T4),13(X7), 8(X2), 7(X1), 3(T1) 
T4->T2: dist  22, leng 5, path: 6(T4),13(X7), 8(X2), 9(X3), 4(T2) 
T4->T3: dist   3, leng 4, path: 6(T4),13(X7),11(X5), 5(T3) 
T4->T4: dist   0, leng 1, path: 6(T4) 
 
Después del proceso de poda, como vemos, el nodo A1, ha quedado conectado solamente a 
los dos nodos de tránsito con los que menos distancia tenia, en este caso, con T3 y con T4. La 
red completada una vez podada, puede verse en la figura 6‐2. 
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Figura 6‐2: Red MPLS podada y completada 
 
El siguiente paso una vez tenemos la red MPLS creada, consiste en pre enrutar las demandas. 
En la tabla 6‐6 se puede ver el resultado de este proceso con todas las rutas encontradas. En 
esta prueba, hemos solicitado al algoritmo que calcule k = 20 rutas. Sin embargo, salen menos 
rutas porque no existen más rutas que las que ha encontrado el algoritmo. 
 
Tabla 6‐6: Resultado del pre enrutado de demandas 
Demand #  0:  A1-> A2 bw= 10 numPathsFound= 12 
  Path #  0: cost=14 length=3 nodes=0(A1), 6(T4), 1(A2) 
  Path #  1: cost=20 length=3 nodes=0(A1), 5(T3), 1(A2) 
  Path #  2: cost=20 length=4 nodes=0(A1), 6(T4), 5(T3), 1(A2) 
  Path #  3: cost=20 length=4 nodes=0(A1), 5(T3), 6(T4), 1(A2) 
  Path #  4: cost=54 length=5 nodes=0(A1), 6(T4), 3(T1), 5(T3), 1(A2) 
  Path #  5: cost=54 length=5 nodes=0(A1), 5(T3), 3(T1), 6(T4), 1(A2) 
  Path #  6: cost=64 length=5 nodes=0(A1), 6(T4), 4(T2), 5(T3), 1(A2) 
  Path #  7: cost=64 length=5 nodes=0(A1), 5(T3), 4(T2), 6(T4), 1(A2) 
  Path #  8: cost=94 length=6 nodes=0(A1), 6(T4), 3(T1), 4(T2), 5(T3), 1(A2) 
  Path #  9: cost=94 length=6 nodes=0(A1), 5(T3), 3(T1), 4(T2), 6(T4), 1(A2) 
  Path # 10: cost=94 length=6 nodes=0(A1), 6(T4), 4(T2), 3(T1), 5(T3), 1(A2) 
  Path # 11: cost=94 length=6 nodes=0(A1), 5(T3), 4(T2), 3(T1), 6(T4), 1(A2) 
 
Demand #  1:  A1-> A3 bw= 10 numPathsFound= 12 
  Path #  0: cost=20 length=3 nodes=0(A1), 6(T4), 2(A3) 
  Path #  1: cost=20 length=3 nodes=0(A1), 5(T3), 2(A3) 
  Path #  2: cost=20 length=4 nodes=0(A1), 6(T4), 5(T3), 2(A3) 
  Path #  3: cost=26 length=4 nodes=0(A1), 5(T3), 6(T4), 2(A3) 
  Path #  4: cost=54 length=5 nodes=0(A1), 6(T4), 3(T1), 5(T3), 2(A3) 
  Path #  5: cost=60 length=5 nodes=0(A1), 5(T3), 3(T1), 6(T4), 2(A3) 
  Path #  6: cost=64 length=5 nodes=0(A1), 6(T4), 4(T2), 5(T3), 2(A3) 
  Path #  7: cost=70 length=5 nodes=0(A1), 5(T3), 4(T2), 6(T4), 2(A3) 
  Path #  8: cost=94 length=6 nodes=0(A1), 6(T4), 3(T1), 4(T2), 5(T3), 2(A3) 
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  Path #  9: cost=94 length=6 nodes=0(A1), 6(T4), 4(T2), 3(T1), 5(T3), 2(A3) 
  Path # 10: cost=100 length=6 nodes=0(A1), 5(T3), 3(T1), 4(T2), 6(T4), 2(A3) 
  Path # 11: cost=100 length=6 nodes=0(A1), 5(T3), 4(T2), 3(T1), 6(T4), 2(A3) 
 
Demand #  2:  A2-> A3 bw=  1 numPathsFound= 12 
  Path #  0: cost=30 length=3 nodes=1(A2), 6(T4), 2(A3) 
  Path #  1: cost=30 length=3 nodes=1(A2), 5(T3), 2(A3) 
  Path #  2: cost=30 length=4 nodes=1(A2), 6(T4), 5(T3), 2(A3) 
  Path #  3: cost=36 length=4 nodes=1(A2), 5(T3), 6(T4), 2(A3) 
  Path #  4: cost=64 length=5 nodes=1(A2), 6(T4), 3(T1), 5(T3), 2(A3) 
  Path #  5: cost=70 length=5 nodes=1(A2), 5(T3), 3(T1), 6(T4), 2(A3) 
  Path #  6: cost=74 length=5 nodes=1(A2), 6(T4), 4(T2), 5(T3), 2(A3) 
  Path #  7: cost=80 length=5 nodes=1(A2), 5(T3), 4(T2), 6(T4), 2(A3) 
  Path #  8: cost=104 length=6 nodes=1(A2), 6(T4), 3(T1), 4(T2), 5(T3), 2(A3) 
  Path #  9: cost=104 length=6 nodes=1(A2), 6(T4), 4(T2), 3(T1), 5(T3), 2(A3) 
  Path # 10: cost=110 length=6 nodes=1(A2), 5(T3), 3(T1), 4(T2), 6(T4), 2(A3) 
  Path # 11: cost=110 length=6 nodes=1(A2), 5(T3), 4(T2), 3(T1), 6(T4), 2(A3) 
 
Demand #  3:  A2-> A3 bw= 40 numPathsFound= 12 
  Path #  0: cost=30 length=3 nodes=1(A2), 6(T4), 2(A3) 
  Path #  1: cost=30 length=3 nodes=1(A2), 5(T3), 2(A3) 
  Path #  2: cost=30 length=4 nodes=1(A2), 6(T4), 5(T3), 2(A3) 
  Path #  3: cost=36 length=4 nodes=1(A2), 5(T3), 6(T4), 2(A3) 
  Path #  4: cost=64 length=5 nodes=1(A2), 6(T4), 3(T1), 5(T3), 2(A3) 
  Path #  5: cost=70 length=5 nodes=1(A2), 5(T3), 3(T1), 6(T4), 2(A3) 
  Path #  6: cost=74 length=5 nodes=1(A2), 6(T4), 4(T2), 5(T3), 2(A3) 
  Path #  7: cost=80 length=5 nodes=1(A2), 5(T3), 4(T2), 6(T4), 2(A3) 
  Path #  8: cost=104 length=6 nodes=1(A2), 6(T4), 3(T1), 4(T2), 5(T3), 2(A3) 
  Path #  9: cost=104 length=6 nodes=1(A2), 6(T4), 4(T2), 3(T1), 5(T3), 2(A3) 
  Path # 10: cost=110 length=6 nodes=1(A2), 5(T3), 3(T1), 4(T2), 6(T4), 2(A3) 
  Path # 11: cost=110 length=6 nodes=1(A2), 5(T3), 4(T2), 3(T1), 6(T4), 2(A3) 
 
Demand #  4:  A1-> A3 bw=  1 numPathsFound= 12 
  Path #  0: cost=20 length=3 nodes=0(A1), 6(T4), 2(A3) 
  Path #  1: cost=20 length=3 nodes=0(A1), 5(T3), 2(A3) 
  Path #  2: cost=20 length=4 nodes=0(A1), 6(T4), 5(T3), 2(A3) 
  Path #  3: cost=26 length=4 nodes=0(A1), 5(T3), 6(T4), 2(A3) 
  Path #  4: cost=54 length=5 nodes=0(A1), 6(T4), 3(T1), 5(T3), 2(A3) 
  Path #  5: cost=60 length=5 nodes=0(A1), 5(T3), 3(T1), 6(T4), 2(A3) 
  Path #  6: cost=64 length=5 nodes=0(A1), 6(T4), 4(T2), 5(T3), 2(A3) 
  Path #  7: cost=70 length=5 nodes=0(A1), 5(T3), 4(T2), 6(T4), 2(A3) 
  Path #  8: cost=94 length=6 nodes=0(A1), 6(T4), 3(T1), 4(T2), 5(T3), 2(A3) 
  Path #  9: cost=94 length=6 nodes=0(A1), 6(T4), 4(T2), 3(T1), 5(T3), 2(A3) 
  Path # 10: cost=100 length=6 nodes=0(A1), 5(T3), 3(T1), 4(T2), 6(T4), 2(A3) 
  Path # 11: cost=100 length=6 nodes=0(A1), 5(T3), 4(T2), 3(T1), 6(T4), 2(A3) 
 
Demand #  5:  A1-> A2 bw=  1 numPathsFound= 12 
  Path #  0: cost=14 length=3 nodes=0(A1), 6(T4), 1(A2) 
  Path #  1: cost=20 length=3 nodes=0(A1), 5(T3), 1(A2) 
  Path #  2: cost=20 length=4 nodes=0(A1), 6(T4), 5(T3), 1(A2) 
  Path #  3: cost=20 length=4 nodes=0(A1), 5(T3), 6(T4), 1(A2) 
  Path #  4: cost=54 length=5 nodes=0(A1), 6(T4), 3(T1), 5(T3), 1(A2) 
  Path #  5: cost=54 length=5 nodes=0(A1), 5(T3), 3(T1), 6(T4), 1(A2) 
  Path #  6: cost=64 length=5 nodes=0(A1), 6(T4), 4(T2), 5(T3), 1(A2) 
  Path #  7: cost=64 length=5 nodes=0(A1), 5(T3), 4(T2), 6(T4), 1(A2) 
  Path #  8: cost=94 length=6 nodes=0(A1), 6(T4), 3(T1), 4(T2), 5(T3), 1(A2) 
  Path #  9: cost=94 length=6 nodes=0(A1), 5(T3), 3(T1), 4(T2), 6(T4), 1(A2) 
  Path # 10: cost=94 length=6 nodes=0(A1), 6(T4), 4(T2), 3(T1), 5(T3), 1(A2) 
  Path # 11: cost=94 length=6 nodes=0(A1), 5(T3), 4(T2), 3(T1), 6(T4), 1(A2) 
 
Demand #  6:  A1-> A3 bw= 10 numPathsFound= 12 
  Path #  0: cost=20 length=3 nodes=0(A1), 6(T4), 2(A3) 
  Path #  1: cost=20 length=3 nodes=0(A1), 5(T3), 2(A3) 
  Path #  2: cost=20 length=4 nodes=0(A1), 6(T4), 5(T3), 2(A3) 
  Path #  3: cost=26 length=4 nodes=0(A1), 5(T3), 6(T4), 2(A3) 
  Path #  4: cost=54 length=5 nodes=0(A1), 6(T4), 3(T1), 5(T3), 2(A3) 
  Path #  5: cost=60 length=5 nodes=0(A1), 5(T3), 3(T1), 6(T4), 2(A3) 
  Path #  6: cost=64 length=5 nodes=0(A1), 6(T4), 4(T2), 5(T3), 2(A3) 
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  Path #  7: cost=70 length=5 nodes=0(A1), 5(T3), 4(T2), 6(T4), 2(A3) 
  Path #  8: cost=94 length=6 nodes=0(A1), 6(T4), 3(T1), 4(T2), 5(T3), 2(A3) 
  Path #  9: cost=94 length=6 nodes=0(A1), 6(T4), 4(T2), 3(T1), 5(T3), 2(A3) 
  Path # 10: cost=100 length=6 nodes=0(A1), 5(T3), 3(T1), 4(T2), 6(T4), 2(A3) 
  Path # 11: cost=100 length=6 nodes=0(A1), 5(T3), 4(T2), 3(T1), 6(T4), 2(A3) 
 
Demand #  7:  A1-> A3 bw=  1 numPathsFound= 12 
  Path #  0: cost=20 length=3 nodes=0(A1), 6(T4), 2(A3) 
  Path #  1: cost=20 length=3 nodes=0(A1), 5(T3), 2(A3) 
  Path #  2: cost=20 length=4 nodes=0(A1), 6(T4), 5(T3), 2(A3) 
  Path #  3: cost=26 length=4 nodes=0(A1), 5(T3), 6(T4), 2(A3) 
  Path #  4: cost=54 length=5 nodes=0(A1), 6(T4), 3(T1), 5(T3), 2(A3) 
  Path #  5: cost=60 length=5 nodes=0(A1), 5(T3), 3(T1), 6(T4), 2(A3) 
  Path #  6: cost=64 length=5 nodes=0(A1), 6(T4), 4(T2), 5(T3), 2(A3) 
  Path #  7: cost=70 length=5 nodes=0(A1), 5(T3), 4(T2), 6(T4), 2(A3) 
  Path #  8: cost=94 length=6 nodes=0(A1), 6(T4), 3(T1), 4(T2), 5(T3), 2(A3) 
  Path #  9: cost=94 length=6 nodes=0(A1), 6(T4), 4(T2), 3(T1), 5(T3), 2(A3) 
  Path # 10: cost=100 length=6 nodes=0(A1), 5(T3), 3(T1), 4(T2), 6(T4), 2(A3) 
  Path # 11: cost=100 length=6 nodes=0(A1), 5(T3), 4(T2), 3(T1), 6(T4), 2(A3) 
 
 
Como vemos, el kernel de pre enrutado de demandas, utilizando el algoritmo K‐Shortest Path, 
nos ha retornado por orden de coste, todas las rutas posibles para enrutar nuestras demandas, 
con un máximo de 20 rutas. 
 
El siguiente paso será ejecutar el algoritmo genético, que nos retornará la mejor solución de 
enrutado, que utilice el menor número posible de enlaces ópticos. En la tabla xxx 
 
<Results> 
 <MasterSeed masterSeed="6271412974226616250"></MasterSeed> 
 <VirtualLinks numVirtualLinks="12"> 
  <VLink nodeA="T1" nodeB="T2" distance="35" mplsEdgeID="6" 
metric="7.909759" bw="0" layer="OPTICAL" numHops="4" numOpticalLinks="2"> 
   <Hop nodeA="T1" nodeB="X1"></Hop> 
   <Hop nodeA="X1" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X3"></Hop> 
   <Hop nodeA="X3" nodeB="T2"></Hop> 
  </VLink> 
  <VLink nodeA="T1" nodeB="T3" distance="20" mplsEdgeID="7" 
metric="13.879387" bw="0" layer="OPTICAL" numHops="5" numOpticalLinks="3"> 
   <Hop nodeA="T1" nodeB="X1"></Hop> 
   <Hop nodeA="X1" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X7"></Hop> 
   <Hop nodeA="X7" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="T3"></Hop> 
  </VLink> 
  <VLink nodeA="T1" nodeB="T4" distance="17" mplsEdgeID="9" 
metric="4.722302" bw="0" layer="OPTICAL" numHops="4" numOpticalLinks="2"> 
   <Hop nodeA="T1" nodeB="X1"></Hop> 
   <Hop nodeA="X1" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X7"></Hop> 
   <Hop nodeA="X7" nodeB="T4"></Hop> 
  </VLink> 
  <VLink nodeA="T2" nodeB="T3" distance="25" mplsEdgeID="8" 
metric="0.914733" bw="0" layer="OPTICAL" numHops="5" numOpticalLinks="3"> 
   <Hop nodeA="T2" nodeB="X3"></Hop> 
   <Hop nodeA="X3" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X7"></Hop> 
   <Hop nodeA="X7" nodeB="X5"></Hop> 
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   <Hop nodeA="X5" nodeB="T3"></Hop> 
  </VLink> 
  <VLink nodeA="T2" nodeB="T4" distance="22" mplsEdgeID="10" 
metric="8.891148" bw="0" layer="OPTICAL" numHops="4" numOpticalLinks="2"> 
   <Hop nodeA="T2" nodeB="X3"></Hop> 
   <Hop nodeA="X3" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X7"></Hop> 
   <Hop nodeA="X7" nodeB="T4"></Hop> 
  </VLink> 
  <VLink nodeA="T3" nodeB="A1" distance="5" mplsEdgeID="0" 
metric="4.634333" bw="0" layer="OPTICAL" numHops="4" numOpticalLinks="2"> 
   <Hop nodeA="T3" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="X7"></Hop> 
   <Hop nodeA="X7" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="A1"></Hop> 
  </VLink> 
  <VLink nodeA="T3" nodeB="A2" distance="15" mplsEdgeID="2" 
metric="4.669105" bw="52" layer="OPTICAL" numHops="5" numOpticalLinks="3"> 
   <Hop nodeA="T3" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="X7"></Hop> 
   <Hop nodeA="X7" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X4"></Hop> 
   <Hop nodeA="X4" nodeB="A2"></Hop> 
  </VLink> 
  <VLink nodeA="T3" nodeB="A3" distance="15" mplsEdgeID="4" 
metric="10.739358" bw="63" layer="OPTICAL" numHops="3" numOpticalLinks="1"> 
   <Hop nodeA="T3" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="X6"></Hop> 
   <Hop nodeA="X6" nodeB="A3"></Hop> 
  </VLink> 
  <VLink nodeA="T3" nodeB="T4" distance="3" mplsEdgeID="11" 
metric="1.115494" bw="33" layer="OPTICAL" numHops="3" numOpticalLinks="1"> 
   <Hop nodeA="T3" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="X7"></Hop> 
   <Hop nodeA="X7" nodeB="T4"></Hop> 
  </VLink> 
  <VLink nodeA="T4" nodeB="A1" distance="2" mplsEdgeID="1" 
metric="1.720700" bw="33" layer="OPTICAL" numHops="3" numOpticalLinks="1"> 
   <Hop nodeA="T4" nodeB="X7"></Hop> 
   <Hop nodeA="X7" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="A1"></Hop> 
  </VLink> 
  <VLink nodeA="T4" nodeB="A2" distance="12" mplsEdgeID="3" 
metric="11.835089" bw="0" layer="OPTICAL" numHops="4" numOpticalLinks="2"> 
   <Hop nodeA="T4" nodeB="X7"></Hop> 
   <Hop nodeA="X7" nodeB="X2"></Hop> 
   <Hop nodeA="X2" nodeB="X4"></Hop> 
   <Hop nodeA="X4" nodeB="A2"></Hop> 
  </VLink> 
  <VLink nodeA="T4" nodeB="A3" distance="18" mplsEdgeID="5" 
metric="15.100090" bw="0" layer="OPTICAL" numHops="4" numOpticalLinks="2"> 
   <Hop nodeA="T4" nodeB="X7"></Hop> 
   <Hop nodeA="X7" nodeB="X5"></Hop> 
   <Hop nodeA="X5" nodeB="X6"></Hop> 
   <Hop nodeA="X6" nodeB="A3"></Hop> 
  </VLink> 
 </VirtualLinks> 
 <Traffic> 
  <Demand source="A1" destination="A2" bw="10G" routeSelected="2" 
layer="MPLS"> 
   <Hop nodeA="A1" nodeB="T4"></Hop> 
   <Hop nodeA="T4" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A2"></Hop> 
  </Demand> 
  <Demand source="A1" destination="A3" bw="10G" routeSelected="2" 
layer="MPLS"> 
   <Hop nodeA="A1" nodeB="T4"></Hop> 
   <Hop nodeA="T4" nodeB="T3"></Hop> 
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   <Hop nodeA="T3" nodeB="A3"></Hop> 
  </Demand> 
  <Demand source="A2" destination="A3" bw="1G" routeSelected="1" 
layer="MPLS"> 
   <Hop nodeA="A2" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A3"></Hop> 
  </Demand> 
  <Demand source="A2" destination="A3" bw="40G" routeSelected="1" 
layer="MPLS"> 
   <Hop nodeA="A2" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A3"></Hop> 
  </Demand> 
  <Demand source="A1" destination="A3" bw="1G" routeSelected="2" 
layer="MPLS"> 
   <Hop nodeA="A1" nodeB="T4"></Hop> 
   <Hop nodeA="T4" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A3"></Hop> 
  </Demand> 
  <Demand source="A1" destination="A2" bw="1G" routeSelected="2" 
layer="MPLS"> 
   <Hop nodeA="A1" nodeB="T4"></Hop> 
   <Hop nodeA="T4" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A2"></Hop> 
  </Demand> 
  <Demand source="A1" destination="A3" bw="10G" routeSelected="2" 
layer="MPLS"> 
   <Hop nodeA="A1" nodeB="T4"></Hop> 
   <Hop nodeA="T4" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A3"></Hop> 
  </Demand> 
  <Demand source="A1" destination="A3" bw="1G" routeSelected="2" 
layer="MPLS"> 
   <Hop nodeA="A1" nodeB="T4"></Hop> 
   <Hop nodeA="T4" nodeB="T3"></Hop> 
   <Hop nodeA="T3" nodeB="A3"></Hop> 
  </Demand> 
 </Traffic> 
 <FinalIncumbentValue value="4.000000"></FinalIncumbentValue> 
</Results> 
 
En este caso, el algoritmo genético nos ha reportado que se requieren como mínimo 4 enlaces 
ópticos para enrutar estas demandas. Si miramos los enlaces virtuales creados que se detallan 
en los resultados, veremos que solo se usan cuatro enlaces virtuales. En la tabla 6‐7, se 
detallan los enlaces utilizados. 
 
Tabla 6‐7: Recuento de enlaces ópticos  usados en las pruebas de funcionamiento 
Nodos  Ancho de banda usado  Enlaces ópticos usados 
T3‐A2  52 Gbps  X5‐X7 
X7‐X2 
X2‐X4 
T3‐A3  63 Gbps  X5‐X6 
T3‐T4  33 Gbps  X5‐X7 
T4‐A1  33 Gbps  X7‐X2 
 
Si nos fijamos, los enlaces utilizados son X5‐X7, X7‐X2, X2‐X4 y X5‐X6; que suman los 4 enlaces 
que nos reporta el algoritmo genético. No debemos olvidar que estamos contando solamente 
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los enlaces ópticos, no los enlaces entre la capa virtual y la capa óptica. Es decir, que los 
enlaces desde un nodo de acceso a un nodo de óptico, o de un nodo de tránsito a un nodo 
óptico, no deben ser contados. Si verificamos en la representación de la red de la figura 6‐2 y 
utilizamos las rutas que nos informa el algoritmo que ha usado para enrutar cada demanda, 
veremos que se corresponde exactamente con los enlaces ópticos usados. Por tanto, podemos 
concluir que el algoritmo ha realizado correctamente los cálculos. 
 
 
6.2: Pruebas	de	rendimiento	
 
Debido a que el objetivo del proyecto consiste en la implementación de una aplicación sobre 
tecnología CUDA, no vamos a hacer pruebas relativas a cómo de buenas son las soluciones. 
Hemos verificado en las pruebas anteriores que los resultados eran correctos. Por tanto, nos 
centraremos en probar la cantidad de elementos que somos capaces de procesar por unidad 
de tiempo. 
 
Las pruebas de rendimiento, se han hecho con un ordenador portátil con procesador Intel Core 
2 Duo T8100 2 x 2.10 GHz, con 4 Gb de RAM y tarjeta gráfica nVidia GeForce 8400M GT, sobre 
un entorno Ubuntu Linux v12.04 LTS y la versión 4.2 del toolkit de CUDA de nVidia. 
 
Se han empleado ficheros estáticos de parámetros a los que se les ha variado solamente los 
parámetros indicados en las propias pruebas. El fichero con los parámetros puede verse en la 
tabla 6‐8. Es importante notar que la semilla para el generador de números aleatorios también 
se ha mantenido estática. 
 
Tabla 6‐8: Fichero de parámetros de prueba base 
<?xml version="1.0" encoding="UTF-8"?> 
 
<Params sense="minimize"> 
 <Etnia> 
  <Individuals>10.0</Individuals> 
  <MaxIndividuals>10</MaxIndividuals> 
  <Elites>0.3</Elites> 
  <EliteCondition>0.1</EliteCondition> 
  <Mutants>0.2</Mutants> 
  <InheritanceProb>0.65</InheritanceProb> 
 </Etnia> 
 
 <Population primaryStopCriteria="Generations" 
secondaryStopCriteria="Optimal"> 
  <MaxGenerations>500</MaxGenerations> 
  <MaxNonUpdatedIncumbent>100</MaxNonUpdatedIncumbent> 
  <MaxTime>60</MaxTime> 
  <MaxTimeNonUpdated>3600</MaxTimeNonUpdated> 
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  <OptimalValue>0</OptimalValue> 
 </Population> 
 
 <Decoder maxVEdgesA_T="4" maxOPathLength="1000" numKSPRoutes="100"> 
 </Decoder> 
 
 <Execution usePredefinedMasterSeed="true" 
predefinedMasterSeed="3943247073096449755" 
iterationsBetweenExternalizeStatistics="100"> 
 </Execution> 
 
 <CUDAConfig deviceID="0"> 
 </CUDAConfig> 
</Params> 
 
 
6.2.1: Pre	cálculos	
 
En el caso de los pre cálculos, empezaremos por comparar cómo se distribuyen los tiempos de 
cálculo entre los diferentes kernels que se ejecutan durante el proceso. En la figura 6‐3, 
podemos ver esta comparativa. 
 
Podemos ver que la mayor parte de tiempo de pre cálculo se dedica al cálculo de las rutas para 
las demandas. Esto no es de extrañar, puesto que es el algoritmo más complejo de este 
bloque. Debido a la notable diferencia de porcentaje de tiempo consumido, analizaremos 
solamente el rendimiento del kernel de pre enrutado de demandas. El resto de kernels tienen 
un consumo temporal despreciable en comparación con el pre enrutado de demandas. 
 
 
 
 
Figura 6‐3: Comparativa de tiempos de los kernels de pre cálculos 
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Debido a que el kernel de pre enrutado de demandas principalmente depende de la cantidad 
de demandas a enrutar y del número de rutas a calcular, el estudio debería realizarse sobre 
estos dos parámetros, sin embargo, es necesario tener en cuenta que el kernel de pre 
enrutado se ejecuta sobre un grid de threads unidimensional igual al número de demandas. El 
análisis que hemos realizado, puede verse en la figura 6‐4. Este consiste en fijar el número de 
rutas por demanda, y ver cómo afecta al tiempo el hecho de incrementar la cantidad de 
demandas. Vemos que cuando tenemos pocas demandas, como hay muchas latencias de 
memoria, el tiempo total es elevado, y por tanto el tiempo promedio por ruta es muy elevado 
sea cual sea el número de rutas. Sin embargo, a medida que incrementamos el número de 
demandas, como introducimos más paralelismo al cálculo, el tiempo por demanda se reduce 
notablemente, ya que mientras unos threads esperan a superar las latencias de memoria, 
otros threads pueden continuar trabajando. 
 
 
Figura 6‐4: Comparativa de tiempo en función del número de demandas y rutas 
 
 
 
 
6.2.2: Algoritmo	Genético	
 
De nuevo seguiremos un procedimiento similar. Compararemos en primer lugar el consumo 
temporal de los kernels que forman el algoritmo genético para centrarnos en las funciones de 
mayor repercusión temporal. No olvidemos que nuestro objetivo es analizar la cantidad de 
elementos que somos capaces de procesar por unidad de tiempo, en este caso, cromosomas. 
 
En la figura 6‐5, puede verse la distribución de tiempos después de ejecutar múltiples pruebas 
con tamaños de demandas diferentes y diferentes cantidades de individuos. Vemos de nuevo, 
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que uno de los kernels, el decodificador de cromosomas, domina el consumo de tiempo. Nos 
centraremos en este kernel para la prueba de rendimiento. 
 
 
Figura 6‐5: Comparativa de tiempos de los kernels del algoritmo genético 
 
En la figura 6‐6, vemos un análisis en el que se han fijado 50 demandas y 500 generaciones, y 
variamos la cantidad de individuos que procesamos en paralelo. Vemos como resultado que de 
entrada, obtenemos una mejora muy importante al añadir individuos, pero, a medida que 
tenemos más individuos a procesar, la cantidad de individuos procesados por segundo 
empieza a estabilizarse. 
 
El motivo de ello, es que cuando nos acercamos al punto de ocupar al 100% la GPU, no es 
posible seguir procesando individuos en paralelo. En ese punto es cuando se estanca la mejora 
del algoritmo. 
 
Figura 6‐6: Individuos procesados por segundo 
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Capítulo	7: Gestión	del	proyecto	
 
El proyecto se ha dividido en 6 grandes bloques, tal como podemos ver en el diagrama de 
Gantt de la figura 7‐1, que a continuación describiremos. 
 
 
Figura 7‐1: Diagrama de GANTT 
 
 
7.1: Desglose	de	Actividades	
 
Estudio Previo 
‐ Estudio del algoritmo BRKGA en Java 
o Descripción: Analizar el funcionamiento, estructura y algoritmos utilizados en 
la aplicación Java original. 
o Entrada: no definida 
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o Salida: conocimiento acerca de la aplicación Java existente y los algoritmos 
utilizados 
o Perfil: analista con conocimientos de desarrollo en Java 
o Estimación temporal: 5 días x 8 horas al día = 40 horas 
 
‐ Aprendizaje CUDA 
o Descripción: Aprender la arquitectura y tecnología CUDA y ejemplos de 
desarrollo de pequeñas aplicaciones de prueba. 
o Entrada: no definida 
o Salida: conocimientos de desarrollo de aplicaciones en CUDA 
o Perfil: programador 
o Estimación temporal: 10 días x 8 horas al día = 80 horas 
 
Algoritmos CUDA Necesarios: 
‐ Algoritmo Dijkstra en CUDA 
o Descripción: Buscar información acerca del algoritmo Dijkstra e implementar 
un algoritmo Dijkstra en CUDA para ser utilizado posteriormente en los pre 
cálculos. 
o Entrada: conocimientos de CUDA 
o Salida: el algoritmo Dijkstra en CUDA 
o Perfil: programador 
o Estimación temporal: 5 días x 8 horas al día = 40 horas 
 
‐ Algoritmo K‐Shortest Path en CUDA 
o Descripción: Buscar información acerca del algoritmo K‐Shortest Path e 
implementar un algoritmo K‐Shortest Path en CUDA para ser utilizado 
posteriormente en los pre cálculos. 
o Entrada: conocimientos de CUDA y el algoritmo Dijkstra en CUDA 
o Salida: el algoritmo K‐Shortest Path en CUDA 
o Perfil: programador 
o Estimación temporal: 15 días x 8 horas al día = 120 horas 
 
‐ Algoritmo MergeSort en CUDA 
o Descripción: Buscar información acerca del algoritmo MergeSort e 
implementar un algoritmo MergeSort en CUDA para ser utilizado 
posteriormente en el decodificador del algoritmo genético. 
o Entrada: conocimientos de CUDA 
o Salida: el algoritmo MergeSort en CUDA 
o Perfil: programador 
o Estimación temporal: 5 días x 8 horas al día = 40 horas 
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BRKGA 
‐ Crear Esqueleto de la Aplicación 
o Descripción: Diseñar el esqueleto de la aplicación en CUDA a partir de la 
aplicación Java existente de forma que se adapte al cálculo paralelo e 
implementar dicho esqueleto. 
o Entrada: conocimiento de la aplicación Java existente y conocimiento de CUDA 
o Salida: esqueleto creado sobre el que empezar a desarrollar la aplicación 
o Perfil: programador y analista 
o Estimación temporal: 10 días x 8 horas al día = 80 horas, a repartir al 50% 
entre los dos perfiles 
 
‐ Cargar parámetros de entrada 
o Descripción: Implementar los objetos que se encargan de cargar los datos de 
entrada, almacenándolos de forma que sea fácil pasarlos al dispositivo de 
cálculo masivo. 
o Entrada: conocimiento de la aplicación Java existente, conocimiento de CUDA, 
esqueleto de la aplicación 
o Salida: esqueleto de la aplicación capaz de cargar los datos de entrada 
o Perfil: programador 
o Estimación temporal: 5 días x 8 horas al día = 40 horas 
 
‐ Crear red MPLS a partir de la red WSON 
o Descripción: utilizar el algoritmo Dijkstra desarrollado en CUDA e implementar 
un kernel que cree la red MPLS completa 
o Entrada: Algoritmo Dijkstra en CUDA, aplicación capaz de cargar los datos de 
entrada. Conocimientos de la aplicación original en Java. Conocimientos de 
CUDA. 
o Salida: aplicación capaz de cargar los datos de entrada y crear la red MPLS 
completa 
o Perfil: programador 
o Estimación temporal: 7 días x 8 horas al día = 56 horas 
 
‐ Acotar enlaces MPLS 
o Descripción: implementar el kernel que elimina de la red MPLS completa los 
nodos de mayor distancia y dejar tantos nodos como solicite el usuario en los 
parámetros. 
o Entrada: aplicación capaz de cargar los datos de entrada y crear la red MPLS 
completa. Conocimientos de la aplicación original en Java. Conocimientos de 
CUDA. 
o Salida: aplicación capaz de cargar los datos de entrada y crear una red MPLS 
podada 
o Perfil: programador 
o Estimación temporal: 3 días x 8 horas al día = 24 horas 
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‐ PreEnrutar Demandas 
o Descripción: implementar el kernel que calcula k rutas posibles entre cada 
pareja de nodos origen y destino que se especifican en cada demanda 
utilizando el algoritmo K‐Shortest Path implementado en CUDA. 
o Entrada: aplicación capaz de cargar los datos de entrada y crear una red MPLS 
podada, algoritmo K‐Shortest Path en CUDA. Conocimientos de la aplicación 
original en Java. Conocimientos de CUDA. 
o Salida: aplicación capaz de cargar los datos de entrada, crear una red MPLS 
podada y calcular k rutas posibles por cada demanda. 
o Perfil: programador 
o Estimación temporal: 10 días x 8 horas al día = 80 horas 
 
‐ Estructura genérica en CUDA del Algoritmo Genético 
o Descripción: implementar en CUDA el algoritmo genético BRKGA sin la función 
de decodificación que implemente la misma codificación de cromosomas que 
la aplicación original. 
o Entrada: aplicación capaz de cargar los datos de entrada, crear una red MPLS 
podada y calcular k rutas posibles por cada demanda. Conocimientos del 
algoritmo BRKGA de la aplicación original. Conocimientos de CUDA. 
o Salida: aplicación capaz de cargar los datos de entrada, crear una red MPLS 
podada, calcular k rutas posibles por cada demanda y ejecutar un algoritmo 
genético que no sea capaz de evaluar la adaptación de los cromosomas. 
o Perfil: programador y analista 
o Estimación temporal: 10 días x 8 horas al día = 80 horas. A repartir un 10% 
para el analista y el otro 90% para el programador. 
 
‐ Descodificador de individuos del Algoritmo Genético 
o Descripción: diseñar e implementar en CUDA la función de descodificación de 
individuos. Modificar el resto de programa y añadir las operaciones necesarias 
para procesar los datos como nos convenga recibirlos en la función de 
descodificación. 
o Entrada: aplicación capaz de cargar los datos de entrada, crear una red MPLS 
podada, calcular k rutas posibles por cada demanda y ejecutar un algoritmo 
genético que no sea capaz de evaluar la adaptación de los cromosomas. 
Algoritmo MergeSort en CUDA. Conocimiento de la aplicación original en Java. 
Conocimiento de CUDA 
o Salida: aplicación capaz de cargar los datos de entrada, crear una red MPLS 
podada, calcular k rutas posibles por cada demanda y ejecutar un algoritmo 
genético que evalúe la adaptación de los cromosomas. 
o Perfil: programador y analista 
o Estimación temporal: 10 días x 8 horas al día = 80 horas. A repartir un 10% 
para el analista y el otro 90% para el programador. 
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‐ Módulo de estadísticas: 
o Descripción: diseñar e implementar un módulo de estadísticas que nos 
informe del progreso del cálculo de la aplicación y almacene los resultados. 
o Entrada: aplicación capaz de cargar los datos de entrada, crear una red MPLS 
podada, calcular k rutas posibles por cada demanda y ejecutar un algoritmo 
genético que evalúe la adaptación de los cromosomas. 
o Salida: aplicación terminada pendiente pruebas y de corrección de posibles 
errores 
o Perfil: programador 
o Estimación temporal: 5 días x 8 horas al día = 40 horas 
 
Pruebas finales 
o Descripción: realizar pruebas con redes de diferentes características y evaluar 
si los resultados son correctos. 
o Entrada: aplicación terminada pendiente pruebas y de corrección de posibles 
errores. Conocimiento del problema que debe resolver la aplicación. 
o Salida: aplicación terminada pendiente de corrección de errores y lista de 
errores de funcionamiento. 
o Perfil: beta tester 
o Estimación temporal: 7 días x 8 horas al día = 56 horas 
 
Corrección de posibles errores 
o Descripción: corregir los errores detectados con el beta tester para comprobar 
que funciona correctamente la aplicación. 
o Entrada: aplicación terminada pendiente de corrección de errores y lista de 
errores de funcionamiento. 
o Salida: aplicación terminada y testeada. 
o Perfil: programador y beta tester 
o Estimación temporal: 5 días x 8 horas al día = 40 horas a repartir al 50% entre 
los dos perfiles. 
 
Confección de la memoria 
o Descripción: recopilar toda la información del proyecto, decisiones tomadas y 
resultados obtenidos y confeccionar un informe que recoja todos los detalles. 
o Entrada: aplicación terminada y testeada y conocimiento del proyecto. 
o Salida: aplicación terminada y testeada. Memoria del proyecto. 
o Perfil: analista 
o Estimación temporal: 10 días x 8 horas al día = 80 horas 
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7.2: Presupuesto	del	Proyecto	
 
A continuación detallamos el presupuesto del proyecto, contabilizando la cantidad de horas 
empleadas por cada uno de los intervinientes: 
 
Tabla 7‐1: Presupuesto 
Rol  Horas Invertidas  Precio/Hora  Precio 
Analista  176 horas 75 €/hora 13.200 € 
Programador  724 horas 60 €/hora 43.440 € 
Beta Tester  76 horas 45 €/hora 3.420 € 
  976 horas 60.060 € 
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El  cliente  ha  quedado  satisfecho  del  resultado,  ya  que  el  objetivo  del  proyecto  era 
principalmente  estudiar  la  viabilidad  de  re  implementar  una  aplicación  desarrollada 
inicialmente en Java para conseguir un mayor rendimiento de cálculo. La intención del cliente 
era  integrar dicha  aplicación  a  re  implementar en un  sistema de  atención de demandas de 
análisis  de  redes  multinivel,  pero  no  veía  claro  si  sería  posible  integrar  la  aplicación.  Para 
mostrarle al cliente que era viable dicho desarrollo, se había decidido implementar solamente 
una  pequeña  parte  de  los  módulos  de  cálculo  masivo,  que  era  el  que  más  preocupaba  al 
cliente, y decidir según los resultados obtenidos. 
 
Después de ver  las pruebas, el cliente ha dado su visto bueno, y está dispuesto a  realizar el 
desarrollo completo del sistema. Se procederá a analizar el conjunto del sistema con el cliente, 
para preparar un proyecto mayor en el que se desarrolle el sistema completo. 
 
Podemos concluir que el proyecto ha sido un éxito. Se han cumplido los objetivos estipulados 
al  inicio  del  mismo  y  la  aplicación  final  que  se  ha  desarrollado  funciona  correctamente. 
Además,  ha  servido  al  cliente  para  resolver  la  duda  que  tenía  en  mente  en  cuanto  a  la 
viabilidad del sistema que planeaba desarrollar. 
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Acrónimos	
 
API  Application Programming Interface 
BRKGA  Biased Random‐Key Genetic Algorithm 
CPU  Central Processing Unit 
CSV  Comma Separated Values 
CUDA  Compute Unified Device Architecture 
DRAM  Dynamic Random Access Memory 
ECC  Error‐Correcting Code 
FLOPS  Floating‐point Operations Per Second 
Gbps  Gigabits por segundo 
GCC  GNU C Compiler 
GDB  GNU Debugger 
GDDR  Global Double Data Rate 
GLOPS  Giga Floating‐point Operations Per Second 
GPU  Graphic Processing Unit 
GRASP  Greedy Randomized Adaptive Search Procedures 
HPC  High Performance Computing 
IEEE  Institute of Electrical and Electronics Engineers 
IP  Internet Protocol 
KSP  K‐Shortest Path 
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LTS  Long Term Support 
MPLS  Multi‐Protocol Label Switching 
MPLS‐TP  Multi‐Protocol Label Switching Transport Profile 
NVCC  NVidia C Compiler 
PBB‐TE  Provider Backbone Bridges Traffic Engineering 
RKGA  Random‐Key Genetic Algorithms 
SM  Streaming Multiprocessor 
SP  Streaming Processor 
SPMD  Simple‐Program Multiple‐Data 
TFLOPS  Tera Floating‐point Operations Per Second 
WSON  Wavelength Switched Optical Network 
XML  eXtensible Markup Language 
 
