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Abstract
In this paper we investigate the scaling limit of the range (the set
of visited vertices) for a class of critical lattice models, starting from a
single initial particle at the origin. We give conditions on the random
sets and an associated “ancestral relation” under which, conditional
on longterm survival, the rescaled ranges converge weakly to the range
of super-Brownian motion as random sets. These hypotheses also give
precise asymptotics for the limiting behaviour of exiting a large ball,
that is for the extrinsic one-arm probabililty. We show that these condi-
tions are satisfied by the voter model in dimensions d ≥ 2 and critical
sufficiently spread out lattice trees in dimensions d > 8. The latter
result also has important consequences for the behaviour of random
walks on lattice trees in high dimensions.
We conjecture that our conditions are also satisfied by other models
(at criticality above the critical dimension) such as sufficiently spread
out oriented percolation and contact processes in dimensions d > 4.
This version of the paper contains details not present in the submitted
version [29].
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1 Introduction
Super-Brownian motion is a measure-valued process arising as a univer-
sal scaling limit for a variety of critical lattice models above the critical
dimension in statistical physics and mathematical biology. Examples in-
clude oriented percolation ([24]), lattice trees ([26]), models for competing
species such as voter models ([7],[1]), models for spread of disease such as
contact processes ([22]), and percolation ([14]), where the full result in the
latter context is the subject of ongoing research (e.g., [16]). The nature of
the convergence in all these contexts is that of convergence of associated
empirical processes to super-Brownian motion. Moreover, here often only
convergence of the finite-dimensional distributions is known. Extending this
to convergence on path space for lattice trees was recently carried out in [20]
with great effort. Convergence of the actual random sets of occupied sites
to the range of super-Brownian motion is one of the most natural questions
but has not been accomplished in any of these settings (convergence at a
fixed time was done for the voter model in [1], and for the simple setting of
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branching random walk it is implicit in [9]). We provide a unified solution to
this problem in the form of quite general conditions under which the rescaled
ranges of a single occupancy particle model on the integer lattice (in dis-
crete or continuous time) converge to the range of super-Brownian motion.
The conditions include convergence of the associated integrated measure-
valued processes to integrated super-Brownian motion, but a feature of our
results is that convergence of finite-dimensional distributions suffices (see
Lemma 2.2 below). We verify the conditions for the voter model in two or
more dimensions, and for critical lattice trees in more than eight dimensions.
We conjecture that our general conditions also hold for the critical contact
process and critical oriented percolation, both sufficiently spread out, in
more than four dimensions. In fact, we verify all but one of the conditions
for the latter, thus reducing the problem for oriented percolation to a nat-
ural bound on the sixth spatial moment on the mean measure. Our general
lattice models include a random “ancestral relation” which in the case of
random graphs such as lattice trees or oriented percolation is a fundamental
part of the model, but for particle models such as the voter model or contact
process, arises naturally from the graphical construction of such models.
We begin by briefly defining the two models to which our results will be
applied. These models depend on a random walk step kernel, D : Zd → R+,
with finite range and covariance matrix σ2Id×d for some σ2 > 0, and such
that D(−x) = D(x) (with D(o) = 0, where o = (0, . . . , 0) is the origin). By
finite range we mean there is an L > 0 such that D(x) = 0 if ‖x‖ > L where
‖x‖ is the L∞ norm of x. The nearest neighbour case is where D(x) =
(2d)−11{|x|=1}, where |x| is the Euclidean norm of x.
The voter model
The voter model on Zd (introduced in [6] and [25]) is a spin-flip system, and
so in particular, a continuous time Feller process (ξt)t≥0 with state space
{0, 1}Zd and flip rates as follows. With rate one each vertex, say at x,
imposes its type (0 or 1) on a randomly chosen vertex y with probability
D(y − x). Let ξt(x) ∈ {0, 1} denote the type of x ∈ Zd at time t ≥ 0, and
let Tt := {x ∈ Zd : ξt(x) = 1}. In the notation of [35] the flip rate at site x
in state ξ is
c(x, ξ) =
∑
y:ξ(y)6=ξ(x)
D(y − x).
If E[|T0|] <∞, then |Tt| is a non-negative martingale and the extinction time
S(1) = inf{t ≥ 0 : |Tt| = 0} is almost surely finite (see Lemma 7.1(b) below).
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Here |A| denotes the cardinality of a finite set A. We will usually assume
that the process starts with a single site with type 1 at time 0, located at
the origin o, i.e.
P(T0 = {o}) = 1.
Lattice trees
A lattice tree T on Zd, is a finite connected simple graph in Zd with no
cycles. In particular, it consists of a set of lattice bonds, E(T ) (unordered
pairs of points in Zd), together with the corresponding set of end-vertices,
V (T ), in Zd. By connected we mean that for any distinct v1, v2 ∈ V (T )
there is an m ∈ N and a function w : {0, . . . ,m} → V (T ) so that w(0) = v1,
w(m) = v2, and for all 1 ≤ k ≤ m, {w(k − 1), w(k)} ∈ E(T ). We call w a
path in T of length m from v1 to v2. Given any two vertices v1, v2 in the
tree, the lack of cycles means there is a unique path (length 0 if v1 = v2) of
bonds connecting v1 and v2. The number of such bonds, dT (v1, v2), is the
tree distance between v1 and v2. It is a metric on the set of vertices, called
the tree metric. For some L > 0 our lattice trees will be in the countable
space TL(o) of lattice trees on Z
d whose vertex set contains the origin o and
for which every bond has L∞-norm at most L. More generally we let TL(x)
denote the space of lattice trees on Zd whose vertex set contains x ∈ Zd (and
bonds as above). L will be taken sufficiently large for our main results. We
now describe a way of choosing a “random” lattice tree T in TL := TL(o).
Let d > 8 and let D(·) be the uniform distribution on a finite box
[−L,L]d \ o. For a lattice tree T ∈ TL(o) define
Wz,D(T ) = z
|T | ∏
e∈E(T )
D(e), (1.1)
where for e = (y, x), D(e) := D(x − y), and |T | is the number of edges in
T . For any z > 0 such that ρz :=
∑
T∈TL(o)Wz,D(T ) < ∞ we can define
a probability on TL(o) by Pz(T = T ) = ρ−1z Wz,D(T ). It turns out (see
e.g. [26, 19]) that there exists a critical value zD such that ρzD <∞, ρz =∞
for z > zD, and EzD [|T |] = ∞. Hereafter we write W (·) for the critical
weighting WzD,D(·), write ρ := ρzD and P = PzD , and we select a random
tree T according to this critical weighting. We will also define W (T ) for
T ∈ TL(x) by (1.1).
For T ∈ TL(o) and m ∈ Z+, let Tm denote the set of vertices in T of tree
distance m from o and, in particular, Tm is the corresponding set of vertices
for our random tree T . Note that P(T0 = {o}) = 1.
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General models and ancestral relations
Although the voter model and lattice trees will be our prototypes in contin-
uous and discrete time, respectively, our goal is to establish general condi-
tions for convergence of the ranges of a wide class of rescaled lattice models
(including oriented percolation and the contact process, and perhaps also
percolation). We introduce our general framework in this section. The time
index I will either be Z+ (discrete time) or [0,∞) (continuous time). We
use the notation It = {s ∈ I : s ≤ t}. As we will be dealing with random
compact sets, we let K denote the set of compact subsets of Rd. We equip
it with the Hausdorff metric d0 (and note that (K, d0) is Polish) defined by
d0(∅,K) = d0(K,∅) = 1 for K 6= ∅, while for K,K ′ 6= ∅
d0(K,K
′) = d1(K,K ′) ∧ 1, where
d1(K,K
′) := ∆1(K,K ′) + ∆1(K ′,K),
∆1(K,K
′) := inf
{
δ > 0 : K ⊂ {x : d(x,K ′) ≤ δ}}, and (1.2)
d(x,K) := inf{|x− y| : y ∈ K}.
Although d1 is the usual Hausdorff metric, it is easy to check d0 is also a
complete metric.
As our models of interest will be single occupancy models, we assume
throughout that
T = (Tt)t∈I is a stochastic process taking values in the finite (1.3)
subsets of Zd such that T0 = {o}, and in continuous time the
sample paths are cadlag K − valued.
Notation. For a metric spaceM , D([0,∞),M) will denote the space of cad-
lag M -valued paths with the Skorokhod topology and Cb(M) is the space of
bounded R-valued continuous functions onM . C2b (R
d) is the set of bounded
continuous functions whose first and second order partials are also in Cb(R
d).
Integration of f with respect to a measure µ is often denoted by µ(f).
Cadlag paths are bounded on bounded intervals and so this implies
for any t ∈ I, ∪s∈It Ts is a finite subset of Zd. (1.4)
We will write
(t, x) ∈ ~T if and only if x ∈ Tt, where (t, x) ∈ I × Zd.
(Ft)t∈I will denote a filtration with respect to which (Tt)t∈I is adapted. In
practice it may be larger than the filtration generated by T .
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A random ancestral relation, (s, y)
a→ (t, x), on I×Zd will be fundamen-
tal to our analysis. If it holds we say that (s, y) is an ancestor of (t, x), and
it will imply s ≤ t. We write
(s1, y1)
a→ . . . a→ (sN , yN ) iff (si, yi) a→ (si+1, yi+1) for i = 1, . . . , N − 1,
and define (for s, t ∈ I, x, y ∈ Zd),
es,t(y, x) =
{
1((s, y)
a→ (t, x)) if s < t
1(x = y ∈ Tt) if s ≥ t,
and eˆt(y, x)(s) = es,t(y, x).
(1.5)
We will assume
a→ satisfies the following conditions where (AR)(i)-(iii) will
hold off a single null set which we usually ignore:
(AR)(i) For all (s, y), (t, x) ∈ I × Zd :
(s, y)
a→ (s, x) iff x = y ∈ Ts, (1.6)
(s, y)
a→ (t, x) implies s ≤ t, y ∈ Ts, and x ∈ Tt, (1.7)
(0, o)
a→ (t, x) iff x ∈ Tt. (1.8)
(ii) For any 0 ≤ s1 < s2 < s3 in I and y1, y2, y3 ∈ Zd :
(s1, y1)
a→ (s2, y2) a→ (s3, y3) implies (s1, y1) a→ (s3, y3). (1.9)
Conversely if (s1, y1)
a→ (s3, y3) then ∃y2 ∈ Ts2 s.t. (1.10)
(s1, y1)
a→ (s2, y2) a→ (s3, y3).
(iii) If I = [0,∞), then for every x, y ∈ Zd: (1.11)
eˆt(y, x) ∈ D([0,∞),R) =: DR, for every t ∈ I, and
t 7→ eˆt(y, x) ∈ D([0,∞),DR).
(iv) es,t(y, x) is Ft −measurable for all s, t in I and x, y ∈ Zd.
(1.12)
We call
a→ an ancestral relation iff (AR) holds. In this case we call (T , a→)
an ancestral system.
Remarks 1.1. (1) It is immediate from (1.8) and (1.10) (the latter with
(s1, s2, s3) = (0, s, t)) that
Ts = ∅⇒ Tt = ∅ ∀t ≥ s. (1.13)
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(2) In practice it is often easiest to verify (AR)(iii) by showing s 7→ es,t(y, x)
is cadlag for each t, x, y, and that
For each t ≥ 0, x, y ∈ Zd there is a δ > 0 s.t.
eˆu(y, x) = eˆt(y, x), ∀u ∈ [t, t+ δ) and (1.14)
eˆu(y, x) = eˆu′(y, x), ∀u, u′ ∈ (t− δ, t) ∩ [0,∞). (1.15)
We will always assume (1.3) and (AR) when dealing with our
abstract models.
In the discrete time case we can extend Tt and Ft to t ∈ [0,∞) by
Tt = T⌊t⌋, ~T = {(t, x) : x ∈ Tt, t ≥ 0}, Ft = F⌊t⌋,
and define (s, y)
a→ (t, x) for all t ≥ s ≥ 0 by
(s, y)
a→ (t, x) iff (⌊s⌋, y) a→ (⌊t⌋, x). (1.16)
It is easy to check then that in the discrete case (AR)(i)-(iv) hold, where
now s, si, t are allowed to take values in [0,∞). Moreover (1.14) and (1.15)
hold.
Note: We allow n to denote a real parameter in [1,∞).
For A ⊂ Rd and a ∈ R define aA = {ax : x ∈ A}. To rescale our model for
n ∈ [1,∞) we set
T (n)t = Tnt/
√
n, for t ≥ 0,
and for s, t ≥ 0, x, y ∈ Zd/√n
we write (s, y)
a,n→ (t, x) iff (ns,√ny) a→ (nt,√nx).
We also define for n ∈ [1,∞), s, t ≥ 0 and x, y ∈ Zd/√n,
eˆ(n)t (y, x)(s) = e
(n)
s,t (y, x) = ens,nt(
√
ny,
√
nx), (1.17)
and note that eˆ(n)t (y, x)(s) = eˆnt(
√
ny,
√
nx)(ns).
Here is a simple consequence of (AR)(ii) which will be used frequently.
Lemma 1.2. W.p.1 if n ∈ [1,∞), M ∈ N, 0 ≤ s0 < s1 < · · · < sM ,
and (s0, y0)
a,n→ (sM , yM ), then there are y1 ∈ T (n)s1 , . . . , yM−1 ∈ T (n)sM−1 s.t.
(si−1, yi−1)
a,n→ (si, yi) for i = 1, . . . ,M .
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Proof. Fix ω s.t. (AR)(i)-(iii) hold. By scaling we may assume n = 1. By
(1.10) there is a y1 ∈ Ts1 s.t. (s0, y0) a→ (s1, y1) a→ (sM , yM ). Repeat this
argument M − 2 times to construct the required sequence. 
Definition 1.3. An ancestral path to (t, x) ∈ ~T is a cadlag path w =
(ws)s≥0 for which (s,ws)
a→ (s′, ws′) for every 0 ≤ s ≤ s′ ≤ t, and ws = x
for all s ≥ t. The random collection of all ancestral paths to points in ~T is
denoted by W and is called the system of ancestral paths for (T , a→).
If n ∈ [1,∞) and w is an ancestral path to (nt,√nx), we define the
rescaled ancestral path w(n) by w(n)s = wns/
√
n, and call w(n) an ancestral
path to (t, x) ∈ T (n)t .
Remark 1.4. It is easy to check that if I = Z+ then (1.16) and (1.6) imply
that for any ancestral path w ∈ W, ws = w⌊s⌋ for all s ≥ 0. For this reason
we will often restrict our ancestral paths to s ∈ Z+.
Proposition 1.5. With probability, 1 for any (t, x) ∈ ~T , W includes at
least one ancestral path to (t, x).
The elementary proof is given in Section 6 below.
Let us briefly consider (1.3) and (AR) for our prototypes, lattice trees
and the voter model, introduced earlier. For lattice trees (1.3) is immediate.
Since a lattice tree T ∈ TL is a tree, for any x ∈ Tm there is a unique
“ancestral” path w(m,x) = (wk(m,x))k≤m of length m in the tree from o
to x. Moreover wk(m,x) ∈ Tk for all 0 ≤ k ≤ m. Define (k, y) a→ (m,x) iff
x ∈ Tm, 0 ≤ k ≤ m, and wk(m,x) = y. Here we allow m = 0. AR(i) and
AR(ii) are then elementary to verify. It remains to verify AR(iv) which is
deferred to Section 8 where the definition of Ft is also given.
For the voter model there will also be a unique ancestral path w(t, x)
for each (t, x) ∈ ~T (see Lemma 7.3). This path is obtained by tracing back
the opinion 1 at x at time t to its source at the origin at time 0. Formally
the ancestral paths are defined by reversing the dual system of coalescing
random walks, obtained from the graphical construction of the voter model.
We then define (s, y)
a→ (t, x) iff 0 ≤ s ≤ t, x ∈ Tt and ws(t, x) = y. This
standard construction is described in Section 7 where (AR) and (1.3) are
then verified (see Lemmas 7.1 and 7.2).
Survival probability and measure-valued processes
The survival time of our scaled model T (n) is
S(n) = inf{t ≥ 0 : T (n)t = ∅},
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so that T (n)t = ∅ for all t ≥ S(n) by (1.13) and (1.3). The unscaled survival
time is S(1), and for t > 0, the unscaled survival probability is defined as
θ(t) := P(S(1) > t).
Our main results require a number of conditions on T , the first of which
concerns the asymptotics of the survival probability.
Notation. Write f(t) ∼ g(t) as t ↑ ∞ iff limt→∞ f(t)/g(t) = 1. Similarly
for f(t) ∼ g(t) as t ↓ 0.
Condition 1. There is a constant sD > 0 and a non-decreasing function
m : [0,∞)→ (0,∞) such that m(t) ↑ ∞, as t ↑ ∞
θ(t) ∼ sD
m(t)
as t ↑ ∞, (1.18)
for any s > 0, lim
t→∞m(st)/m(t) = s, (1.19)
and a constant c1.20 ≥ 1 such that
m(sn)
m(n)
≤ c1.20s, ∀s, n ≥ 1,
m(n)
m(sn)
≤ c1.20
1
s
, for 1 ≤ s ≤ n. (1.20)
The monotonicity properties of m and θ and (1.18) easily show that
0 < sD = inf
t≥0
m(t)θ(t) ≤ sup
t≥0
m(t)θ(t) = sD <∞, (1.21)
Note also that the first inequality in (1.20) with n = 1 implies that
m(s) ≤ c1.22s, for all s ≥ 1. (1.22)
For lattice trees with d > 8 we set
m(t) = mLT (t) = A2V (t ∨ 1), (1.23)
where A,V > 0 are constants that depend on D; A gives the asymptotic
expected number of particles alive at time n and V is called the vertex factor
(see [19]).
For the voter model in two or more dimensions we set
m(t) = mVM (t) =
{
t ∨ 1 if d > 2
t∨e
log(t∨e) if d = 2,
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and
0 < βd =
{
Po(Sn 6= o ∀n ∈ N) if d > 2
2πσ2 if d = 2.
In the above under Po, {Sn} is a discrete-time random walk with step dis-
tribution D, started at o, and we recall that σ2Id×d is the covariance matrix
of D.
Proposition 1.6. (a) Condition 1 holds for critical sufficiently spread out
lattice trees in dimension d > 8 with sD = 2A.
(b) Condition 1 holds for the voter model in dimension d > 1 with sD = β
−1
d .
Proof. Conditions (1.19) and (1.20) are obvious in both cases.
(a) (1.18) is a special case of Theorem 1.4 of [19].
(b) Theorem 1’ of [2] (or (1.5) of [1]) gives (1.18) for the voter model. 
We can reinterpret the state of our rescaled models in terms of an em-
pirical measure given by
X(n)t =
1
m(n)
∑
x∈T (n)t
δx =
1
m(n)
∑
x∈Tnt
δx/
√
n.
So X(n)t takes values in the Polish space MF (Rd) of finite measures on
Rd equipped with the topology of weak convergence. It follows from (1.3)
that the measure-valued process X(n) = (X(n)t )t≥0 is in the Polish space
D := D([0,∞),MF (Rd)). We define the survival map S : D → [0,∞) for
ν = (νt)t≥0 ∈ D by
S(ν) = inf{t > 0 : νt(Rd) = 0},
so that our survival times satisfy S(n) = S(X (n)), and X(n)t = 0 for all
t ≥ S(n) by (1.13).
Weak convergence and super-Brownian motion
An adapted a.s. continuous MF (Rd)-valued process, X = (Xs)s≥0, on a
complete filtered probability space (Ω,F ,Ft,PX0) is said to be a super-
Brownian motion (SBM) with branching rate γ > 0 and diffusion parameter
σ20 > 0 (or a (γ, σ
2
0)-SBM) starting atX0 ∈ MF (Rd) iff it solves the following
martingale problem:
∀φ ∈ C2b (Rd),Mt(φ) = Xt(φ) −X0(φ)−
∫ t
0
Xs(σ
2
0∆φ/2) ds
is a continuous Ft −martingale starting at 0, and with square
function 〈M(φ)〉t =
∫ t
0
Xs(γφ
2)ds.
See Section II.5 of [37] for the well-posedness of the above martingale prob-
lem. Let S = S(X). Associated with such a SBM is a σ-finite measure,
No = N
γ,σ20
o , on the space of continuous measure-valued paths satisfying
ν0 = 0, 0 < S < ∞ and νs = 0 for all s ≥ S; let ΩExC denote the space of
such paths. No is called the canonical measure for super-Brownian motion.
The connection between No and super-Brownian motion is that if Ξ is a
Poisson point process on the space ΩExC with intensity No, then
Xt =
∫
νt dΞ(ν), t > 0; X0 = δ0 (1.24)
defines a SBM starting at δ0. It is known that
No(S > s) =
2
γs
<∞ for all s > 0. (1.25)
Intuitively No governs the evolution of the descendants of a single ancestor
at time zero, starting from the origin. For the above and more information
on the canonical measure of super-Brownian motion see, e.g., Section II.7 of
[37]. We will sometimes work with the unconditioned measures (n ∈ [1,∞))
µn(·) = m(n)P(·).
Note that (1.18) and (1.19) of Condition 1 together imply
for each s > 0, lim
n→∞
2
sD
µn(S
(n) > s) =
2
s
. (1.26)
Combining (1.21) with (1.20) and taking limits from the left, we arrive at
sD
c1.20(s ∨ 1)
≤ µn(S(n) > s) ≤ µn(S(n) ≥ s) ≤ c1.20sD
s ∧ n , ∀s ≥ 0. (1.27)
Suppressing dependence on γ, σ20 , for s > 0 we define probabilities by
Psn(·) = P
( · ∣∣S(n) > s) (1.28)
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and
Nso(·) = No(· |S > s). (1.29)
We also let v > 0 be the spatial scaling parameter arising in Theorem 1.2 of
[20] (see especially (1.6) of that reference). The definition of v is non-trivial
(it is defined in terms of so-called lace expansion coefficients), but it satisfies
v = [1 +O(L−d/2)]
1
d
∑
x
|x|2D(x) = O(L2).
Proposition 1.7. Consider either critical lattice trees with d > 8 and L
sufficiently large, or the voter model with d > 1. Then for any s > 0,
Psn(X
(n) ∈ ·) w−→ Nso, (weak convergence on D),
where Nso has parameters (γ, σ
2
0) = (1, v) for lattice trees, and (γ, σ
2
0) =
(2βd, σ
2) for the voter model.
Proof. For lattice trees this is an immediate consequence of Theorem 1.2
of [20] (and an elementary rescaling) and (1.26). The reader should note,
however, that the definition of µn in [20] and that given above differ by a
constant factor of A.
For the voter model this is Theorem 4(b) of [1]. 
It is conjectured that super-Brownian motion is also the scaling limit
of critical oriented percolation and the contact process above 4 dimensions,
and critical percolation above 6 dimensions. For oriented percolation and the
contact process, convergence of the finite-dimensional distributions (f.d.d.’s)
has been established [24, 22] (see also [28, 19]) but tightness (and hence
convergence on path space) remains open. We stress that the actual weak
convergence result we will impose on our lattice models (Condition 6 below)
will in fact follow from this weaker convergence of f.d.d.’s and a moment
bound on the total mass.
We slightly abuse the above notation and will denote super-Brownian
motion under No, or the probabilities N
s
o, by X = (Xt)t≥0.
Our main objective is to give general conditions for the convergence of
the rescaled sets of occupied sites. This convergence follows neither from
the notions of weak convergence above, nor from the weak convergence of
the so-called historical processes (see e.g. [8, 27, 5]).
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Range
The range of T is R(1) = ∪t∈ITt, which by (1.4) and (1.13) is a finite subset
of Zd on {S(1) < ∞}, and hence under Condition 1 will be finite a.s. The
range of T (n) is R(n) = R(1)/√n = ∪t≥0T (n)t . So by the above we see that
Condition 1 implies R(n) is a.s. a finite subset of Rd. (1.30)
Let R : D → closed subsets of Rd be defined by
R(ν) = supp
(∫ ∞
0
νt dt
)
,
where supp(µ) is the closed support of a measure µ. Clearly R(n) = R(X(n))
for all n ≥ 1. The radius mapping r0 : K → [0,∞) on the space of compact
subsets of Rd is given by
r0(K) = sup{|x| : x ∈ K}.
Of particular interest is the extrinsic one-arm probability
ηr = P
(
R(1) ∩B(o, r)c 6= ∅) = P(r0(R(1)) > r).
In the setting of high-dimensional critical percolation, Kozma and Nach-
mias [33] have proved that as r →∞, r2ηr is bounded above and below by
positive constants. It is believed (see e.g. [15, Open Problem 11.2] and
[20, Conjecture 1.6]) that in fact r2ηr → C > 0 for various critical mod-
els (percolation, voter, lattice trees, oriented percolation, and the contact
process) all above their respective critical dimensions. To understand this
r−2 behaviour in terms of the above weak convergence results, consider the
one-arm probabilities for the limiting super-Brownian motion.
The range of a (γ, σ20)-SBM X is denoted by
R = R(X).
The a.e. continuity of (Xt)t≥0 easily shows that
R = ∪t≥0supp(Xt) No − a.e.
We note that R is a compact subset No-a.e. This is well-known under Pδ0
(see, e.g. Corollary III.1.4 of [37]) and then follows easily under No using
(1.24). We now state a quantitative version of this from [32]. For d ≥ 1, let
vd : Bd(0, 1)→ R+ be the unique positive radial solution of
∆vd = v
2
d, with lim|x|↑1
vd(x) = +∞. (1.31)
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(See Theorem 1 of [32] for existence and uniquenss of vd.)
Lemma 1.8. For all d ≥ 1 and r > 0, Nγ,σ20o (r0(R) > r) = vd(0)σ
2
0
γ r
−2.
Proof. Theorem 1 of [32] and a simple scaling argument show that
Pδ0(r0(R) > r) = 1− exp
(
−vd(0)σ
2
0
γ
r−2
)
.
On the other hand, the left-hand side of the above is 1−exp(−No(r0(R) > r))
by (1.24). Combining these equalities completes the proof. 
2 Statement of Main results
Our main results depend on certain conditions which we state below. They
will be verified for the voter model (d ≥ 2) and sufficiently spread out
critical lattice trees (d > 8), and most, but not all, are known to hold for
critical oriented percolation, and the critical contact process (d > 4)–both
sufficiently spread out.
Recall our standing assumptions (1.3) and (AR), the function m from
(1.20), and the unconditioned measures (n ≥ 1) µn(·) = m(n)P(·). Recall
also that (Ft)t∈I is the filtration introduced prior to (AR) which will contain
the filtration generated by (Ts)s≤t or equivalently by (X(1)s )s≤t.
2.1 Conditions
We now introduce additional conditions on (T ,
a→). Condition 2 is simple for
the voter model, and is one of the outputs of the inductive approach to the
lace expansion [23, 21] for other models, while Condition 3 will usually follow
from Condition 1 and a form of the Markov property or Markov inequality.
Condition 2. supt∈I E
[|Tt|] = c2 <∞.
Condition 3. There exists c3 > 0 such that for all s ≥ 0, t > 0, on the
event {y ∈ Ts} we have
P
(∃z : (s, y) a→ (s+ t, z)∣∣Fs) ≤ c3
m(t)
, a.s.
The next condition is the main input for our uniform modulus of conti-
nuity for ancestral paths (e.g. Theorem 1 below). In general it also is the
most difficult to verify as our arguments below for lattice trees demonstrate.
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Condition 4. There exists a p > 4 and c4 = c4(p) > 0 such that for every
0 < s ≤ t,
E
[∑
x∈Tt
∑
y∈Tt−s
1((t− s, y) a→ (t, x))|x − y|p
]
≤ c4(s ∨ 1)p/2. (2.1)
We will need an additional hypothesis to control the ancestral paths just
before the terminal value.
Condition 5. There are κ > 4 and c5 > 0 such that for all s ≥ 0, y ∈ Zd,
and N > 0,
P(∃ (t, x) s.t. (s, y) a→ (t, x), t ∈ [s, s+ 2], |y − x| ≥ N |Fs) (2.2)
≤ c5N−κ on {y ∈ Ts}.
Remark 2.1. In discrete time if for some L > 0,
∀k ∈ Z+, ∀x, y ∈ Zd [(k, x) a→ (k + 1, y)⇒ ‖x− y‖ ≤ L], (2.3)
then Condition 5 holds for any κ > 4. This is obvious since the conditional
probability on the left-hand side of (2.2) is then zero if N > 2
√
dL.
If ν = (νt)t≥0 ∈ D and r > 0, define ν¯r ∈MF (Rd) by ν¯r(·) =
∫ r
0 νt(·)dt,
and ν¯∞ ∈MF (Rd) by ν¯∞(·) = 1(S(ν) <∞)
∫∞
0 νt(·)dt.
Condition 6. There are parameter values (γ, σ20) for No so that for every
s > 0 and 0 ≤ t0 < t1 <∞, as n→∞,
Psn
(
X¯(n)t1 − X¯(n)t0 ∈ ·
) w−→ Nso (X¯t1 − X¯t0 ∈ ·) on MF (Rd).
For critical lattice trees (d > 8) with L sufficiently large, and voter mod-
els (d ≥ 2) the above is immediate from Proposition 1.7 with the parameter
values given there. For potential applications to other models it is worth
noting that convergence of finite dimensional distributions and boundedness
of arbitrary moments of the total mass suffice.
Lemma 2.2. Fix s > 0 and let Psn and N
s
o be as in (1.28) and (1.29),
respectively. Assume that for all p ∈ N:
for all 0 < u1, . . . , up <∞, as n→∞, (2.4)
Psn((X
(n)
u1 , . . . ,X
(n)
up ) ∈ ·)
w−→ Ns0((Xu1 , . . . ,Xup) ∈ ·) on MF (Rd)p,
and for t∗ > 0, sup
n≥1
sup
t≤t∗
Esn
[
X(n)t (1)
p
]
:= C2.2(s, t
∗, p) <∞. (2.5)
Then Condition 6 holds.
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The proof is an easy Fubini argument and is given in Section 6. Thus, to
verify Condition 6 for lattice trees one does not need to invoke the additional
hard work that was required in [20] for convergence on path space. The final
condition is needed to ensure the rescaled ranges of T converge weakly to
the range of super-Brownian motion. Together with uniform control of the
ancestral paths, it will ensure that any occupied regions will be close to
regions of positive integrated mass of the limiting super-Brownian motion.
Condition 7. There exists c7 > 0 such that for any t ≥ 0, M > 0, and
∆ ≥ 4,
E
[∑
x∈Tt
1
(
∃x′ s.t. (t, x) a→ (t+∆, x′),
∫ t+2∆
t+∆
|{y : (t, x) a→ (s, y)}| ds ≤M
)]
≤ c7P
(
S(1) > ∆,
∫ 2∆−2
∆+2
|Ts|ds ≤M
)
. (2.6)
Here is a condition which implies the above and is more user-friendly
in discrete time; the odd-looking slight alteration in the integration limits
on the right side (∆ will be large in applications) in the above handles the
round-off errors arising in the elementary proof, which is given in Section 6.
Lemma 2.3. Assume the discrete time setting and there is a c7 such that
for all ℓ ∈ Z+, m ∈ N≥4 and M > 0,
E
[ ∑
x∈Tℓ
1(∃x′ s.t. (ℓ, x) a→ (ℓ+m,x′) and (2.7)
|{(i, y) : (ℓ, x) a→ (i, y), ℓ+m+ 2 ≤ i ≤ ℓ+ 2m− 1}| ≤M)
]
≤ c7P
(
S(1) > m,
2m−1∑
i=m+2
|Ti| ≤M
)
.
Then Condition 7 holds.
2.2 Main results
We start with a uniform modulus of continuity for the system of ances-
tral paths in either discrete or continuous time. As was noted above, this
modulus plays an important role in the convergence of the rescaled ranges
but is also of independent interest. For critical branching Brownian motion
such a modulus was first given in Theorem 4.7 of [9]. Although we assume
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Condition 1 for convenience, in fact the proof only requires the existence of
a non-decreasing function m satisfying (1.20) and Condition 3, as well as
Conditions 2, 4, and 5 but not the exact asymptotics in (1.18) or (1.19). We
will often assume
α ∈ (0, 1/2), β ∈ (0, 1] satisfy 1− 2α
1 + β
≥ 4
p
, (2.8)
where p is as in Condition 4. We will also sometimes assume
0 < α <
1
2
− 2
κ
, (2.9)
where κ is as in Condition 5. Note that such α, β exist since κ, p > 4.
Theorem 1. Assume Conditions 1 to 5 for I = Z+ or R+, and α, β satisfy
(2.8) and (2.9). Set q = κ(1/2−α)−22 ∧ 1 ∈ (0, 1]. There is a constant C1 ≥ 1
and for all n ≥ 1 a random variable δn ∈ [0, 1] such that
µn(δn ≤ ρ) ≤ C1[ρβ + n−q], ∀ρ ∈ [0, 1), (2.10)
and if
|s2 − s1| ≤ δn and (s1, y1) a,n→ (s2, y2) (2.11)
then
|y1 − y2| ≤ C1[|s2 − s1|α + n−α]. (2.12)
In the discrete time setting recall that Z+/n = {j/n : j ∈ Z+} is the
natural time line. In this setting we can get a cleaner statement if we also
assume the stronger (2.3) in place of Condition 5.
Theorem 1’. Assume Conditions 1 to 4 and (2.3), where I = Z+. Assume
also that α, β are as in (2.8). There is a constant C1′ and for all n ≥ 1 a
random variable δn ∈ (0, 1] such that
µn(δn ≤ ρ) ≤ C1′ρβ, ∀ρ ∈ [0, 1), (2.13)
and if
s1, s2 ∈ Z+/n, |s2 − s1| ≤ δn, and (s1, y1) a,n→ (s2, y2) (2.14)
then
|y1 − y2| ≤ C1′ |s2 − s1|α. (2.15)
Moreover if s1, s2, y1, y2 are as in (2.14) but with si ∈ R+, then (2.12) holds.
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Theorems 1 and 1’ can be reinterpreted as (uniform) moduli of continuity
for all ancestral paths.
Definition 2.4. For α, β > 0, the system of ancestral paths W for (T , a→)
is said to satisfy an (α, β)-modulus of continuity if there exists a random
function δ : [1,∞) → [0, 1], a function ε : [1,∞) → [0,∞) such that
limn→∞ ε(n) = 0 and a constant c > 0 such that for any n ∈ [1,∞):
For every ancestral path w ∈ W, and all 0 ≤ s1 < s2,
(1) |s2 − s1| ≤ δn ⇒ |w(n)s2 − w(n)s1 | ≤ c(|s2 − s1|α + n−α).
(2) m(n)P(δn ≤ u) ≤ cuβ + ε(n) for each u ∈ [0, 1).
Corollary 1. Assume Conditions 1 to 5 for I = Z+ or R+, then for α, β, q
as in Theorem 1, W satisfies an (α, β)-modulus of continuity with ε(n) =
C1n
−q.
Proof. If w is an ancestral path to (nt,
√
nx) and 0 ≤ s1 < s2, then for si ≤ t,
(s1, w
(n)
s1 )
a,n→ (s2, w(n)s2 ), and (1) and (2) of Definition 2.4 follow immediately
from Theorem 1 with δn as in the theorem and ε(n) as claimed. In general
the result follows because w(n)s = w
(n)
s∧t. 
Corollary 1’. Assume Conditions 1 to 4 and (2.3), where (Tt)t∈Z+ is in
discrete time, and let α, β and δn be as in Theorem 1’. Then for any n ≥ 1
and w ∈ W,
si ∈ Z+/n, |s2 − s1| ≤ δn implies |w(n)s2 − w(n)s1 | ≤ C1[|s2 − s1|α].
If si are as above but now in R+, then |w(n)s2 −w(n)s1 | ≤ C1[|s2 − s1|α + n−α].
Proof. As above but now use Theorem 1’ in place of Theorem 1. 
Our second main result is that, conditional on longterm survival, the
rescaled range converges weakly to the range of (conditioned) SBM.
Theorem 2 (Convergence of the range). Assume Conditions 1-7, and let
No be the canonical measure with parameters (γ, σ
2
0) from Condition 6. Then
for every s > 0,
P(R(n) ∈ ·|S(n) > s) w−→ No(R ∈ ·|S > s) as n→∞, n ∈ [1,∞),
as probability measures on K equipped with the Hausdorff metric.
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With Lemma 2.2 in mind it is perhaps a bit surprising that such a result
could be proved without a formal tightness condition. It is Theorem 1 that
effectively gives tightness of the approximating ranges.
Recall that vd : Bd(0, 1)→ R+ is the unique solution of (1.31). The next
result uses the previous two results to give exact leading asymptotics for the
extrinsic one-arm probability.
Theorem 3 (One-arm probability). Assume Conditions 1-7. Then
lim
r→∞
P(r0(R
(1)) > r)
P(S(1) > r2)
=
σ20
2
vd(0), (2.16)
and so (Condition 1)
lim
r→∞m(r
2)P(r0(R
(1)) > r) =
σ20
2
sDvd(0). (2.17)
Remark 2.5. The proof in Section 5 only uses Condition 1 and the conclu-
sions of Theorems 1 and 2.
We finally show that the above conditions are satisfied by the voter model
(d ≥ 2) and lattice trees (d > 8).
Theorem 4 (Voter model). For the voter model, Conditions 1-7 hold in
dimensions d ≥ 2 for any p > 4 in Condition 4, any κ > 4 in Condition 5,
and (γ, σ20) = (2βd, σ
2) in Condition 6. Hence for d ≥ 2, if No is the
canonical measure of SBM with parameters (2βd, σ
2), then
(v1) For any α ∈ (0, 1/2), the system of ancestral paths, W, satisfies an
(α, 1)-modulus of continuity with ε(n) = C1n
−1,
(v2) Psn(R
(n) ∈ ·) w−→ Nso(R ∈ ·) in K, as n→∞, for every s > 0,
(v3) (i) limr→∞ r2P(r0(R(1)) > r) =
σ2vd(0)
2βd
if d > 2,
(ii) limr→∞ r
2
log rP(r0(R
(1)) > r) = v2(0)(2π)
−1 if d = 2.
Part (v1) will give a uniform modulus of continuity for all of the rescaled
dual coalescing random walks between 1’s in a voter model conditioned on
longterm survival. This result, which may be of independent interest, is
stated and proved in Section 7 (Corollary 7.4).
Theorem 5 (Lattice trees). For critical lattice trees with L sufficiently large,
Conditions 1-7 hold in dimensions d > 8, for p = 6 in Condition 4, any
κ > 4 in Condition 5 because (2.3) holds, and (γ, σ20) = (1, v) in Condition 6.
Hence for d > 8, if No is the canonical measure of SBM with parameters
(1, v), then
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(t1) For α ∈ (0, 1/6) and β ∈ (0, 1] satisfying 1−2α > 23(1+β), the system
of ancestral paths, W, satisfies an (α, β)- modulus of continuity with
ε(n) ≡ 0,
(t2) Psn(R
(n) ∈ ·) w−→ Nso(R ∈ ·) in K, as n→∞, for every s > 0,
(t3) limr→∞ r2P(r0(R(1)) > r) =
vvd(0)
AV .
Recall that for lattice trees wk(m,x) is the location of the ancestor of
x ∈ Tm in generation k ≤ m of the tree. We can also apply Corollary 1’ to
obtain a modulus of continuity for the large scale behaviour of k 7→ wk(m,x)
conditional on longterm survival; see Corollary 8.1 in Section 8.
Theorem 5 also has important consequences for the behaviour of ran-
dom walk on lattice trees. It implies Condition S of [4], which (roughly
speaking) states that if we choose an integer K sufficiently large then: (uni-
formly in n) conditional on survival until time n, any point in T will be
close to ∪Ki=1w(Ui) (where (Ui)Ki=1 are uniformly chosen points in ~T ) with
overwhelming probability (see [5]).
Note that the lower bounds in (v3) and (t3) above follow easily from the
weak convergence results in [1] and [20], respectively, and the lower semi-
continuity of the support map on MF (Rd) (see Lemma 4.3 below). So the
importance of (v3) and (t3) are the matching upper bounds. For the voter
model, in an interesting article Merle [36] has studied the probability that
a distant site x ever holds the opinion 1 (i.e. P(ξt(x) = 1 for some t ≥ 0) in
the limit as |x| → ∞). But (v3) seems to be a different question.
2.3 Discussion on Conditions and Extensions
Note that, although the above list of conditions may appear lengthy, we
shall see that for voter models (d ≥ 2) and critical lattice trees (sufficiently
spread out for d > 8) all but Condition 4 for lattice trees are either already
known or are fairly easy to establish from known results.
Since Condition 4 seems to be the crucial one, we turn to this now.
For lattice trees our verification of Condition 4 for p = 6 is based on a
suggestion of Remco van der Hofstad, and is presented in Section 9. The
type of argument that we give here should also be applicable in the settings
of oriented percolation and the contact process. Condition 4 is verified for
the voter model (d ≥ 2) for any p > 4 and for lattice trees (d > 8) for p = 6
in Sections 7 and 8, respectively. For both models the statement can be
reduced to a bound on the pth moment of the two-point function, i.e., to a
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bound of the form ∑
x
|x|pP(x ∈ Tt) ≤ C(t ∨ 1)(p/2). (2.18)
For the voter model such a reduction is implicit in (7.18), while for lattice
trees the reduction is given by Lemma 8.5 with f(x) = |x|p.
It is not hard to verify all the conditions except Condition 4 for critical
oriented percolation and the critical contact process (both sufficiently spread
out) in more than 4 spatial dimensions, with model-dependent constants
A,V, v playing the same role as, but taking different values to, those for
lattice trees. It is also easy to verify that in these contexts Condition 4
follows from (2.18) for p > 4.
For oriented percolation these claims are verified in Section 10, and yield
Theorem 6 below. Before stating this, let us give a careful definition of the
model, which is a version of that studied in e.g. [24]. The ancestral system
is defined in terms of a random graph with vertices in Z+×Zd and directed
bonds of the form ((n, x), (n+1, y)). For simplicity we take D (see Section 1)
to be uniform on [−L,L]d\{o}. The bond ((n, x), (n+1, y)) is occupied with
probability pD(y−x), where p ∈ [0, ‖D‖−1∞ ], independent of all other bonds.
We say that there is an occupied path from (n, x) to (n′, x′), and write
(n, x)→ (n′, x′), if there is a sequence x = x0, x1, . . . , xn′−n = x′ in Zd such
that ((n+i−1, xi−1), (n+i, xi)) is occupied for each i = 1, . . . , n′−n ≥ 0. We
include the convention that (n, x) → (n, x′) if and only if x = x′. We write
(n, x)
a→ (n′, x′) if (0, o) → (n, x) and (n, x) → (n′, x′). Let Tn = {x ∈ Zd :
(0, o)→ (n, x)}. Let Fn denote the σ-field generated by the bond occupation
status for all bonds ((m − 1, x), (m,x′)) for 1 ≤ m ≤ n and x, x′ ∈ Zd. Let
Pp denote the law of the model. Define C(m, y) = {(n, x) : (m, y)→ (n, x)}
and pc = sup{p : Ep[|C(0, o)|] <∞}, and P = Ppc.
Theorem 6 (Oriented Percolation). For critical oriented percolation in spa-
tial dimension d > 4 with L sufficiently large, suppose that (2.18) holds for
all t ∈ N with p = 6. Then for d > 4, if No is the canonical measure of
SBM with parameters (γ, σ20) = (1, v) then
(op1) For α ∈ (0, 1/6) and β ∈ (0, 1] satisfying 1 − 2α > 23(1 + β), the
system of ancestral paths, W, satisfies an (α, β)-modulus of continuity
with ε(n) ≡ 0,
(op2) Psn(R
(n) ∈ ·) w−→ Nso(R ∈ ·) in K, as n→∞, for every s > 0,
(op3) limr→∞ r2P(r0(R(1)) > r) =
vvd(0)
AV .
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A similar conditional theorem can be established for the critical spread-
out contact process with d > 4; we leave the details here for the interested
reader. We conjecture that (2.18) holds for oriented percolation (and the
contact process) with p = 6, and in particular, that Theorem 6 can be made
into an unconditional theorem.
Recent work [16] suggests that these results may also be applicable in
the setting of critical sufficiently spread out percolation above 6 dimensions.
In this setting, for example, Theorem 3 would refine a result of Kozma and
Nachmias [33], by giving a bona fide limit for the one-arm probability. We
quickly point out, however, that the important Condition 6 has yet to be
verified in this setting (see [14] for partial results). For critical percolation
with d > 6, in a very interesting paper Tim Hulshof [31] has shown that
there is a phase transition in the one-arm exponents which corresponds to
the condition p > 4 in Condition 4. More precisely he works with kernels
D satisfying D(z) ∼ |z|−d−α as |z| becomes large, where f(z) ∼ g(z) means
cg ≤ f ≤ Cg for some 0 < c ≤ C < ∞. He then shows that if R(1) is the
open cluster of the origin, then
P(r0(R
(1)) > r) ∼ r−min(4,α)/2 as r →∞.
For α ≥ 4 this also gives the one-arm exponent found in [33] in the finite
range setting, but for α < 4 the one-arm exponent is no longer 2. It is easy
to check that α > 4 implies that
∑
z |z|pD(z) < ∞ for some p > 4. This
suggests that the restriction p > 4 in Condition 4 is sharp. We conjecture
that Theorems 1, 2 and 3 all fail in general if we allow p < 4 in this condition.
In particular this should be the case for both the voter model and lattice
trees with such “long-range” kernels.
The remainder of this paper is organised as follows. In Section 3 we
establish the moduli of continuity, i.e., Theorems 1 and 1’. In Section 4 we
prove our general result on convergence of the rescaled ranges, Theorem 2.
In Section 5 both of the above ingredients are used to prove the one-arm
result, Theorem 3. Lemmas 2.2 and 2.3 (dealing with checking Conditions 6
and 7, respectively) and Proposition 1.5 (existence of ancestral paths) are
proved in Section 6. In Section 7 we verify our Conditions for the voter
model and prove Theorem 4. All of the conditions other than Condition 4
for lattice trees are established in Section 8 where Theorem 5 is proved
modulo checking Condition 4 for lattice trees; this last check is then done
in Section 9. We verify all the conditions except Condition 4 for critical
spread-out oriented percolation with d > 4 in Section 10, and hence establish
Theorem 6.
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3 Modulus of continuity
In this section we prove Theorems 1 and 1’.
Proposition 3.1. Assume Conditions 1, 3 and 4, and let α, β satisfy (2.8).
There is a constant C3.1, and for all n ≥ 1 a random variable δn ∈ (0, 1]
such that
µn(δn ≤ ρ) ≤ C3.1ρβ, for every ρ ∈ [0, 1), (3.1)
and if
t ∈ Z+/n, x ∈ T (n)t , 0 ≤ s1 < s2 ≤ t− n−1, si ∈ Z+/n, and |s2 − s1| ≤ δn,
(3.2)
then
(s1, y1)
a,n→ (s2, y2) a,n→ (t, x) (3.3)
implies
|y2 − y1| ≤ C3.1|s2 − s1|α. (3.4)
Proof. We first note that it suffices to consider n = 2n0 for some n0 ∈ N.
Assuming the result for this case, for n ≥ 1, choose n0 ∈ N so that 2n0−1 ≤
n < 2n0 and set δn(ω) = δ2n0 (ω) ∈ (0, 1]. The monotonicity of m(n) shows
that
µn(δn ≤ ρ) ≤ µ2n0 (δ2n0 ≤ ρ) ≤ C3.1ρβ, for every ρ ∈ [0, 1).
Assume now that the conditions in (3.2) are satisfied by t = k/n, x = z/
√
n
and si = ki/n where k, ki ∈ Z+ and z ∈ Zd, and that (3.3) is satisfied
by yi =
xi√
n
, where xi ∈ Zd for i = 1, 2. Then k2 ≤ k − 1, which implies
k22
−n0 ≤ k2−n0 − 2−n0 , and 0 < (k2 − k1)2−n0 < (k2 − k1)n−1 ≤ δ2n0 . By
scaling this implies ( k12n0 ,
x1
2n0/2
)
a,2
n0→ ( k22n0 , x22n0/2 )
a,2
n0→ ( k2n0 , z2n0/2 ). So the
result for 2n0 implies that
|y2 − y1| = 2
n0/2
√
n
∣∣∣ x2
2n0/2
− x1
2n0/2
∣∣∣ ≤ √2C3.1(k2 − k12n0
)α ≤ √2C3.1|s2 − s1|α.
So the result follows for general n ≥ 1 by increasing C3.1 to
√
2C3.1.
We set n = 2n0 for n0 ∈ N. For a natural number m define
I(n0,m) = {k ∈ Z+ : k ≤ n0, 2n0−k+1 ≤ m},
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and for k ∈ I(n0,m) define
Ak(n0,m) =
{
ω : max{|y2 − y1| :(m− 2n0−k+1, y1) a→ (m− 2n0−k, y2)
a→ (m,x) ∃x ∈ Tm} ≥ 2n0/22−kα
}
.
Note that the max exists by (1.3). For ℓ ∈ Z+, let
Bℓ(n0,m) =


[ ⋃
k>ℓ:
k∈I(n0,m)
Ak(n0,m)
]
∪An0(n0,m+ 1), if ℓ ≤ n0,
∅, if ℓ > n0.
Lemma 3.2. Assume (2.8). There is a constant c3.2 so that for all m ∈ N,
(a) for all k ∈ I(n0,m), µ2n0 (Ak(n0,m)) ≤ c3.22−k(p/2−pα−1),
(b)
µ2n0 (Bℓ(n0,m)) ≤
{
c3.22
−ℓ(p/2−pα−1), if 0 ≤ ℓ ≤ n0,
0, if ℓ > n0.
Proof. (a) Clearly we have
µ2n0 (Ak(n0,m)) (3.5)
≤ m(2n0)E
[ ∑
y2∈Tm−2n0−k
∑
y1∈Tm−2n0−k+1
1
(
(m− 2n0−k+1, y1) a→ (m− 2n0−k, y2),
|y2 − y1| ≥ 2n0/22−kα
)
× 1(∃x ∈ Tm s.t. (m− 2n0−k, y2) a→ (m,x))
]
.
By Condition 3,
P
(∃x ∈ Tm s.t. (m− 2n0−k, y2) a→ (m,x) ∣∣Fm−2n0−k) ≤ c3m(2n0−k) .
So, recalling that
1
(
(m− 2n0−k+1, y1) a→ (m− 2n0−k, y2)
)
= em−2n0−k+1,m−2n0−k(y1, y2),
24
and Tm−2n0−k are both Fm−2n0−k -measurable, we can use the above in (3.5)
to conclude
µ2n0 (Ak(n0,m))
≤ c3m(2
n0)
m(2n0−k)
E
[ ∑
y2∈Tm−2n0−k
∑
y1∈Tm−2n0−k+1
1
(
(m− 2n0−k+1, y1) a→ (m− 2n0−k, y2)
)
× |y2 − y1|
p
2pn0/22−pkα
]
≤ c3c1.202kc4
2(n0−k)p/2
2pn0/22−pαk
=: c2−k(p/2−pα−1),
where Condition 4 and (1.20) are used in the second inequality.
(b) Note first that (2.8) implies p/2 − pα > 2. Sum the bound in (a) over
k > ℓ, note that n0 ∈ I(n0,m+1) (to apply (a) to An0(n0,m+1)), and use
Bℓ(n0,m) = ∅ if ℓ > n0 to derive (b) (where we can adjust the constants
after the fact). 
Lemma 3.3. Assume (2.8). There is a c3.3 = c3.3(α,L) such that if m ∈ N
and ℓ ∈ {0, . . . , n0} satisfies 2n0−ℓ ≤ m, then
Bℓ(n0,m)
c ⊂
{
ω : max{|x′ − y| : (m− 2n0−ℓ, y) a→ (m,x′) a→ (m+ 1, x)
for some x ∈ Tm+1} ≤ c3.32(n0/2)−ℓα
}
.
Proof. The conditions on ℓ and m show that {ℓ + 1, . . . , n0} ⊂ I(n0,m).
This implies that
Bℓ(n0,m)
c ⊂ ∩n0k=ℓ+1Ak(n0,m)c ∩An0(n0,m+ 1)c.
Choose ω ∈ Bℓ(n0,m)c and assume (m − 2n0−ℓ, y) a→ (m,x′) a→ (m + 1, x)
for some x ∈ Tm+1. By (1.10) we may choose x′′ so that (m − 2n0−ℓ, y) a→
(m − 1, x′′) a→ (m,x′) (set x′′ = y if ℓ = n0). Then by ω 6∈ An0(n0,m + 1),
we have
|x′ − x′′| < 2n0/2−n0α. (3.6)
Let yℓ = y. By (1.10) for k = ℓ + 1, . . . , n0 we may choose yk ∈ Tm−2n0−k
such that yn0 = x
′′, and
(m− 2n0−k+1, yk−1) a→ (m− 2n0−k, yk) for k = ℓ+ 1, . . . , n0.
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By ω /∈ Ak(n0,m) and the triangle inequality, we have
|x′′ − y| = |yn0 − yℓ| ≤
n0∑
k=ℓ+1
|yk − yk−1| ≤ 2n0/2
n0∑
k=ℓ+1
2−kα ≤ C2n0/22−ℓα.
This and (3.6) imply |x′ − y| ≤ C2(n0/2)−ℓα and so completes the proof. 
Returning now to the proof of Proposition 3.1, we define
Cr(n0) = ∪n0ℓ=r ∪⌈2
ℓ(1+β)⌉
i=1 Bℓ(n0, i2
n0−ℓ) for r ∈ Z+ (Cr(n0) = ∅ if r > n0),
K1n0 = min{r ∈ {0, . . . , n0 + 1} : ω /∈ Cr(n0)} ≤ n0 + 1,
K2n0 = min{r ∈ Z+ : 2rβ+n0 ≥ S(1)},
Kn0 = (K
1
n0 ∨K2n0) ∧ (n0 + 1) ∈ Z+.
Note that Cr(n0) is non-increasing in r. Set δ2n0 (ω) = 2
−Kn0 (ω) ∈ (0, 1].
Then for r ∈ {0, . . . , n0},
µ2n0 (Kn0 > r) ≤ µ2n0 (Cr(n0)) + µ2n0 (S(1) > 2rβ+n0)
≤
[ n0∑
ℓ=r
⌈2ℓ(1+β)⌉∑
i=1
c3.22
−ℓ(p/2−pα−1)
]
+
m(2n0)c3
m(2rβ2n0)
,
where we have used Lemma 3.2(b) and Condition 3 with (s, y)) = (0, o) and
t = 2rβ2n0 . Since 2rβ ≤ 2n0 (recall β ≤ 1) we may use (1.20) to see that
m(2n0)
m(2rβ2n0)
≤ c1.202−rβ,
and so from the above,
µ2n0 (Kn0 > r) ≤ c3.2
n0∑
ℓ=r
21−ℓ(p/2−2−pα−β) + c3c1.202
−rβ ≤ C2−rβ, (3.7)
where (2.8) is used in the last inequality. If r ∈ {n0 + 1, n0 + 2, . . . } then
(3.7) is trivial since the left-hand side is zero. If ρ ∈ (0, 1] choose r ∈ Z+ so
that 2−r−1 < ρ ≤ 2−r. Then by (3.7),
µ2n0 (δ2n0 < ρ) ≤ µ2n0 (Kn0 > r) ≤ C2−rβ ≤ C2βρβ.
Take limits from the right in ρ < 1 in the above to derive (3.1).
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Turning now to (3.4), we can rescale and restate our objective as (note
that t = (m+ 1)/n for some m ∈ N or the conclusion is vacuously true):
If
k1, k2 ∈ Z+,m ∈ N, x ∈ Tm+1, 0 ≤ k1 < k2 ≤ m satisfies
|k2 − k1| ≤ 2n0−Kn0 , and (k1, y1) a→ (k2, y2) a→ (m+ 1, x),
then
|y2 − y1| ≤ C3.1|k2 − k1|α2(n0/2)−(n0α).
It suffices to consider k2 = m in the above because if we choose (by (1.10))
x′ s.t. (k2, y2)
a→ (k2+1, x′) a→ (m+1, x), then we can work with (k2+1, x′)
in place of (m+ 1, x). So let us assume
k ∈ Z+, m ∈ N, x ∈ Tm+1, 0 ≤ k < m, |m− k| ≤ 2n0−Kn0 , (3.8)
and (k, y)
a→ (m,x′) a→ (m+ 1, x).
We must show that
|x′ − y| ≤ C3.1|m− k|α2(n0/2)−(n0α). (3.9)
If Kn0 = n0 + 1, then (3.8) leads to a contradiction and so we have
Kn0 ≤ n0, and so Kn0 = K1n0 ∨K2n0 ≤ n0. (3.10)
By (3.8), 2−n0 ≤ (m − k)2−n0 ≤ 2−Kn0 , and so we may choose r ∈ Z+ so
that
2−r−1 <
m− k
2n0
≤ 2−r, Kn0 ≤ r ≤ n0. (3.11)
Using the fact that 0 < (m− k)2−n0 ≤ 2−r, we can choose ir, jr ∈ Z+ with
jr − ir ∈ {0, 1} and iℓ, jℓ ∈ {0, 1} for ℓ ∈ (r, n0] ∩ N so that
m2−n0 = jr2−r +
n0∑
ℓ=r+1
jℓ2
−ℓ, k2−n0 = ir2−r +
n0∑
ℓ=r+1
iℓ2
−ℓ.
For q ∈ (r, n0] ∩ N define
mr = jr2
n0−r, mq = mr +
q∑
ℓ=r+1
jℓ2
n0−ℓ,
kr = ir2
n0−r, kq = kr +
q∑
ℓ=r+1
iℓ2
n0−ℓ,
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so that kn0 = k and mn0 = m. By Lemma 1.2 there are (yq)
n0
q=r and (zq)
n0
q=r
s.t. yn0 = y, zn0 = x
′ and
(kq−1, yq−1)
a→ (kq, yq), (mq−1, zq−1) a→ (mq, zq) for q ∈ (r, n0] ∩N
(3.12)
(if kq−1 = kq set yq = yq−1 and similarly if mq−1 = mq). In addition if
ir = jr so that kr = mr we may assume
yr = zr if ir = jr. (3.13)
On the other hand if jr = ir + 1, then
kn0 ≤ kr +
n0∑
ℓ=r+1
2n0−ℓ < kr + 2n0−r = (ir + 1)2n0−r = mr,
and so (by Lemma 1.2) we may also choose zr in the above s.t. (kn0 , yn0)
a→
(mr, zr). Hence we have
if jr = ir + 1, then (kr, yr)
a→ . . . a→ (kn0 , yn0) a→ (mr, zr)
a→ (m,x′) a→ (m+ 1, x). (3.14)
Recalling from (3.10), and (3.11) that r ≥ Kn0 ≥ K1n0 , we have from the
definition of K1n0 that ω /∈ Cr(n0) and so for all ℓ ∈ [r, n0] ∩ Z+,
ω ∈ ∩⌈2ℓ(1+β)⌉i=1 Bℓ(n0, i2n0−ℓ)c,
which by Lemma 3.3 (and 2n0−ℓ ≤ i2n0−ℓ) implies
∀ 1 ≤ i ≤ ⌈2ℓ(1+β)⌉ if ((i− 1)2n0−ℓ, y) a→ (i2n0−ℓ, y′) a→ (i2n0−ℓ + 1, z)
for some z ∈ Ti2n0−ℓ+1, then |y − y′| ≤ c3.32n0/22−ℓα. (3.15)
As r ≥ Kn0 ≥ K2n0 , we also have S(1) ≤ 2rβ+n0 ≤ 2ℓβ+n0 for all ℓ ≥ r and so
if i > ⌈2ℓ(1+β)⌉, then
i2n0−ℓ > 2ℓ(1+β)2n0−ℓ = 2ℓβ+n0 ≥ S(1),
and so Ti2n0−ℓ+1 = ∅. This implies (3.15) holds vacuously and we may
conclude
∀ i ∈ N if ((i− 1)2n0−ℓ, y) a→ (i2n0−ℓ, y′) a→ (i2n0−ℓ + 1, z)
for some z ∈ Ti2n0−ℓ+1, then |y − y′| ≤ c3.32n0/22−ℓα. (3.16)
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By yn0 = y, zn0 = x
′ and the triangle inequality, we have
|x′ − y| = |zn0 − yn0 | ≤
n0∑
q=r+1
[
|zq − zq−1|+ |yq − yq−1|
]
+ |zr − yr|. (3.17)
Note that for q ∈ (r, n0] ∩ N, mq = j¯q2n0−q for some j¯q ∈ Z+ and mq−1 =
(j¯q − jq)2n0−q, where jq = 0 or 1. Therefore (3.12) implies
((j¯q − jq)2n0−q, zq−1) a→ (j¯q2n0−q, zq) a→ (m+ 1, x),
and so by (1.10) there is a z ∈ Tj¯q2n0−q+1 s.t.
((j¯q − jq)2n0−q, zq−1) a→ (j¯q2n0−q, zq) a→ (j¯q2n0−q + 1, z).
Therefore (3.16) implies
|zq − zq−1| ≤ c3.32n0/22−qα for q ∈ (r, n0] ∩ N (3.18)
(note here that if j¯q = 0, then jq = 0 and so zq = zq−1 and the above
inequality is trivial). Similar reasoning shows
|yq − yq−1| ≤ c3.32n0/22−qα for (r, n0] ∩ N.
To handle the last term in (3.17), first observe that if jr − ir = 1, then
kr = (jr−1)2n0−r and so (by (3.14)) (kr, yr) a→ (mr, zr) a→ (m+1, x) implies
((jr − 1)2n0−r, yr) a→ (jr2n0−r, zr) a→ ((jr2n0−r + 1, z)
for some z ∈ Tjr2n0−r+1 (by (1.10)). It follows from (3.16) with ℓ = r that
if jr − ir = 1, then |zr − yr| ≤ c3.32n0/22−rα. (3.19)
Use (3.18)-(3.19) and (3.13) in (3.17) and so conclude that
|x′ − y| ≤
[
2c3.32
n0/2
n0∑
q=r+1
2−qα
]
+ c3.32
n0/22−rα
≤ C2n0/22−rα
≤ C2α
(m− k
2n0
)α
2n0/2 (by (3.11)),
which gives (3.9), as required. 
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Proof of Theorem 1’. Let n ∈ [1,∞) and take δn as in Proposition 3.1, so
that (2.13) and δn ∈ (0, 1] are immediate from that proposition. Assume
s1, s2, y1, y2 are as in (2.14). If s1 = s2 then y1 = y2 by (AR)(i), and the
result is trivial. Otherwise s1 < s2, and by (1.10) we may choose x
′ s.t.
(s1, y1)
a,n→ (s2 − n−1, x′) a,n→ (s2, y2).
We also have |s2 − n−1 − s1| ≤ |s2 − s1| ≤ δn. Proposition 3.1 and (2.3)
imply
|y2 − y1| ≤ |y2 − x′|+ |x′ − y1|
≤
√
dL√
n
+ C3.1|s2 − n−1 − s1|α
≤ (
√
dL+ C3.1)|s2 − s1|α,
the last since |s2 − s1| ≥ 1/n and α < 1/2. This proves (2.15) with C1′ =√
dL+ C3.1.
Now suppose instead that s1, s2 ∈ R+ (otherwise as above). Set [s]n =
⌊sn⌋/n, and note that for 0 ≤ s1 < s2, (s1, y1) a,n→ (s2, y2) iff ([s1]n, y1) a,n→
([s2]n, y2). We may assume that [s1]n < [s2]n, otherwise y2 = y1 and the
claim is trivial. Therefore 0 ≤ [s2]n − n−1− [s1]n ≤ |s2 − s1| ≤ δn and there
exists z ∈ T (n)
[s1]n+n−1
such that
([s1]n, y1)
a,n→ ([s1]n + n−1, z) a,n→ ([s2]n, y2).
Using (2.3) and the above result for times in Z+/n we have that
|y2 − y1| ≤ |z − y1|+ |y2 − z|
≤
√
dL√
n
+ C1′ |[s2]n − n−1 − [s1]n|α ≤
√
dL
nα
+ C1′ |s2 − s1|α. 
Consider next the proof of Theorem 1 and assume the hypotheses of
that theorem. We first use Condition 5 to handle the small increments of
w(n)(t, x) near t.
Lemma 3.4. There is a C3.4 such that for any α ∈ (0, 1/2), t∗ ≥ 1 and
n ≥ 1,
µn
(
max{|y − x| : (s, y) a,n→ (t, x), t ∈ [s, s+ (2/n)], s ∈ Z+/n, s ≤ t∗} > n−α
)
≤ C3.4t∗n2−κ((1/2)−α).
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Proof. If s = j/n ∈ Z+/n is fixed, then by scaling,
µn
(
max{|y − x| : (s, y) a,n→ (t, x), t ∈ [s, s+ (2/n)]} > n−α
)
= µn
(
max{|y − x| : (j, y) a→ (t, x), t ∈ [j, j + 2]} > n(1/2)−α
)
≤ m(n)
∑
y∈Zd
E
[
1(y ∈ Tj)P(∃ t ∈ [j, j + 2] and x ∈ Tt s.t.
|x− y| > n(1/2)−α and (j, y) a→ (t, x)|Fj)
]
.
Now use Conditions 5 and 2, and (1.22) to see the above is at most
c1.22nc2c5n
−κ((1/2)−α).
Finally sum the above over s ∈ (Z+/n) ∩ [0, t∗] to obtain the desired upper
bound. 
Proof of Theorem 1. For n ≥ 1 and q ∈ (0, 1] as in the Theorem statement
and define
Ωn ={S(n) ≤ nq}
∩
{
max{|y − x| : (s, y) a,n→ (t, x), t ∈ [s, s+ 2], s ∈ Z+/n, s ≤ nq} ≤ n−α
}
.
By Lemma 3.4 and (1.27) and the fact that nq ≤ n
µn(Ω
c
n) ≤
C
nq
+C3.4n
q+2−κ((1/2)−α) ≤ C
nq
, (3.20)
where the definition of q is used in the last line. To avoid confusion we
denote the δn arising in Proposition 3.1 by δ
3.1
n and then define
δn(ω) =
{
δ3.1n (ω), if ω ∈ Ωn,
0, if ω ∈ Ωcn.
Then for ρ ∈ [0, 1),
µn(δn ≤ ρ) ≤ µn(Ωcn) + µn(δ3.1n ≤ ρ) ≤
C
nq
+ C3.1ρ
β,
the last by (3.20) and Proposition 3.1. This proves (2.10).
In proving (2.11) implies (2.12) to reduce subscripts we assume
0 ≤ s < t, |t− s| ≤ δn, and (s, y) a,n→ (t, x).
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This implies δn > 0 and so ω ∈ Ωn, which in turn implies S(n) ≤ nq and so
(as T (n)t is non-empty),
t ≤ S(n) ≤ nq. (3.21)
We must show that, for an appropriate C1,
|x− y| ≤ C1[|t− s|α + n−α]. (3.22)
If t ≤ 2/n this follows easily from ω ∈ Ωn and the triangle inequality, so
assume without loss of generality that t > 2/n. Write [u]n = ⌊nu⌋/n, and
set tn = [t − n−1]n, t′n = tn + n−1, sn = [s]n ∧ tn ≤ t′n, all in ∈ Z+/n.
Therefore
0 ≤ tn − sn ≤ t− n−1 − (s− n−1) = t− s ≤ δn (3.23)
(we can assume sn = [s]n in the above derivation, since otherwise sn = tn
and the desired upper bound in (3.23) is trivial), and
0 ≤ t− tn ≤ 2/n, 0 ≤ s− sn ≤ 2/n. (3.24)
Since sn ≤ s and y ∈ T (n)s by Lemma 1.2 there exists yn s.t.
(sn, yn)
a,n→ (s, y).
We also have sn ≤ tn < tn + n−1 ≤ t ≤ nq (by (3.21)) and x ∈ T (n)t , so by
Lemma 1.2 there are xn, x
′
n s.t.
(sn, yn)
a,n→ (tn, xn) a,n→ (tn + n−1, x′n)
a,n→ (t, x). (3.25)
Therefore by ω ∈ Ωn and (3.24) we may conclude,
|x− y| ≤ |x− xn|+ |xn − yn|+ |yn − y|
≤ n−α + |xn − yn|+ n−α
≤ 2n−α + C3.1|tn − sn|α (by (3.23), (3.25) and Proposition 3.1)
≤ 2n−α + C3.1|t− s|α,
the last by (3.23). This proves (3.22) and the proof is complete. 
4 Convergence of the range
In this section we prove Theorem 2. Recall that Ns0(·) = No(· |S > s).
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Lemma 4.1.
N1o
(∫ 2
1
Xs(1)ds ≤ a
)
∼ 4√
2πγ
√
a, as a ↓ 0
N1o
(∫ 2
1
Xs(1)ds ≤ a
)
≤ 2
√
2
γ
e
√
a, for every a > 0. (4.1)
Proof. First recall from (1.25) that No(S > 1) = 2/γ, and by Theorem II.7.2(iii)
of [37]
N1o
(
X1(1) ∈ dx
)
= (2/γ)e−(2/γ)xdx. (4.2)
Let v
(λ)
t =
√
2λ
γ
[et
√
2γλ−1]
[et
√
2γλ+1]
be the unique solution of
dv
dt
=
−γv2t
2
+ λ, v(0) = 0.
Then the Markov property under No and exponential duality (see Theo-
rem II.5.11(c) of [37]), together with (4.2) gives
N1o
[
exp
{
− λ
∫ 2
1
Xs(1)ds
}]
= No
[
EX1
[
exp
{
− λ
∫ 1
0
Xs(1)ds
}
1{S>1}
]]
/No(S > 1)
=
∫ ∞
0
exp{−xv(λ)1 }
2
γ
e−2x/γdx,
=
2
2 + γv
(λ)
1
.
Since v
(λ)
1
√
γ/(2λ)→ 1 as λ→∞,
N1o
[
exp
{
− λ
∫ 2
1
Xs(1)ds
}]
∼
√
2
γλ
, as λ→∞.
A Tauberian theorem (e.g. Theorems 2,3 in Section XIII.5 of [12]) now gives
N1o
(∫ 2
1
Xs(1)ds ≤ a
)
∼ 4√
2πγ
√
a, as a ↓ 0.
Now
v
(λ)
1 =
√
2λ
γ
[e
√
2γλ − 1]
[e
√
2γλ + 1]
=
√
2λ
γ
[
1− 2
e
√
2γλ + 1
]
≥ 1
2
√
2λ
γ
, if λ ≥ γ−1.
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If a ≤ γ and so λ := 1/a ≥ γ−1, then using 1Y≤a ≤ eλ(a−Y ) we have
N1o
(∫ 2
1
Xs(1)ds ≤ a
)
≤ eλaN1o
[
exp
{
− λ
∫ 2
1
Xs(1)ds
}]
≤ eλa 2
2 + γv
(λ)
1
≤ 2e
2 +
√
λγ
2
,
≤ 2
√
2e√
γ
√
a.
For a > γ the bound is trivial. 
Lemma 4.2. 0 ∈ R No − a.e.
Proof. This is immediate from the description of the integral of SBM in
terms of the Brownian snake, and the continuity of the snake under No. See
Proposition 5 and Section 5 of Chapter IV of [34]. 
Recall that K is the Polish space of compact subsets of Rd, equipped
with the Hausdorff metric d0 and ∆1 is as in (1.2).
Lemma 4.3. If νn → ν in MF (Rd), and supp(ν) ∈ K, then
∆1(supp(ν), supp(νn))→ 0.
Proof. Fix ε > 0. We must show that supp(ν) ⊂ supp(νn)ε for all n
sufficiently large. Let x ∈ supp(ν). Then lim infn→∞ νn(B(x, ε/2)) ≥
ν(B(x, ε/2)) > 0. Therefore there exists n(x) such that for every n ≥ n(x),
νn(B(x, ε/2)) ≥ 1
2
ν(B(x, ε/2)) > 0,
and therefore x ∈ supp(νn)ε/2. As supp(ν) is compact there exist x1, . . . , xk ∈
supp(ν) such that supp(ν) ⊂ ∪ki=1B(xi, ε/2). Thus if n ≥ n0 = maxi≤k n(xi)
then
supp(ν) ⊂ ∪ki=1B(xi, ε/2) ⊂ supp(νn)ε,
as required. 
In the rest of the Section we will assume Conditions 1-7, let α, β satisfy
(2.8) and (2.9), and assume (γ, σ20) are as in Condition 6. The parameter q is
as in Theorem 1. We start with some elementary consequences of Theorem 1.
Recall from (1.30) that R(n) is a.s. finite. For t ≥ 0, define
R(n)t = ∪s≤tT (n)s ⊂ R(n).
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Lemma 4.4. (a) There is a c4.4 > 0 such that on {δn ≥ n−1} we have
r0(R
(n)) ≤ c4.4(S(n)δα−1n + 1). (4.3)
(b) η4.4(u) := supn≥1 µn(r0(R
(n)) ≥ u)→ 0 as u→∞.
(c) For any τ0, ε, s > 0 there is a τ = τ(τ0, ε, s) > 0 and n0(τ0, ε, s) ≥ 1 so
that
P(R(n)τ 6⊂ B(0, τ0)|S(n) > s) ≤ ε ∀n ≥ n0.
Proof. (a) Assume δn(ω) ≥ 1/n. Assume also x ∈ T (n)s for some s > 0.
ChooseM ∈ N so that (M−1)δn < s ≤Mδn, and set si = iδn for 0 ≤ i < M
and sM = s. Clearly s < S
(n) (since T (n)s is non-empty) and so
M ≤ sδ−1n + 1 ≤ S(n)δ−1n + 1. (4.4)
By Lemma 1.2 there are yi ∈ Tsi for 0 ≤ i ≤ M s.t. y0 = o, yM = x
and (si−1, yi−1)
a,n→ (si, yi) for 1 ≤ i ≤ M . Theorem 1 implies that for all
1 ≤ i ≤M , |yi− yi−1| ≤ 2C1δαn , and so by the triangle inequality, (4.4), and
δn ≤ 1,
|x| = |yM | ≤M2C1δαn ≤ 2C1[S(n)δα−1n + 1].
This gives (a) with c4.4 = 2C1.
(b) Use (a) to see that for u, n ≥ 1 and u > 2c4.4,
µn(r0(R
(n)) ≥ u) (4.5)
≤ µn(δn ≤ u−1 ∨ n−1) + µn(S(n)δα−1n ≥ (u/c4.4)− 1, δn ≥ 1/u)
≤ C1(u−β + n−β + n−q) + µn(S(n) ≥ uα−1[(u/c4.4)− 1] > uα/(2c4.4)),
where in the last line we have used Theorem 1 and the lower bound on u.
Now (1.27) implies that
µn(S
(n) > uα/(2c4.4)) ≤ sDc1.20/((uα/2c4.4) ∧ n).
Using this in the bound (4.5) we see that for any ε > 0 there is an n0 ≥ 1
such that
µn(r0(R
(n)) ≥ u) < ε for all n, u ≥ n0. (4.6)
But for n ∈ [1, n0) ∩ N we have
µn(r0(R
(n)) ≥ u) ≤ m(n0)P(r0(R(1)) ≥ u) < ε,
for u > u0(ε). The result follows from this last inequality and (4.6).
(c) Fix τ0, ε, s > 0 and then choose n1(τ0) ≥ 1 and τ1(τ0) > 0 so that
n > n1(τ0) and τ ∈ [0, τ1(τ0)) imply C1(τα + n−α) < τ0.
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So for n > n1 and τ ∈ (0, τ1), by Theorem 1 (and the fact that y ∈ T (n)s for
some s ≤ τ implies (0, o) a,n→ (s, y)) we have
τ ∈ (0, δn] implies R(n)τ ⊂ B(o,C1(τα + n−α)) ⊂ B(o, τ0).
Therefore using (1.27) and (2.10) we see that for n > n1 and τ ∈ (0, τ1),
P(R(n)τ 6⊂ B(o, τ0)|S(n) > s) ≤ P(δn < τ, S(n) > s)/P(S(n) > s)
≤ µn(δn < τ)/µn(S(n) > s)
≤ C1(τβ + n−q)c1.20(s ∨ 1)(sD)−1
< ε,
where the last inequality holds for τ sufficiently small and n sufficiently
large, depending only on ε and s. The result follows. 
Lemma 4.5. For every s > 0,
Psn
(
X¯(n)∞ ∈ ·
) w−→ Nso (X¯∞ ∈ ·) on MF (Rd).
Proof. Fix s > 0 and ε > 0. Choose tε > max{1/ε, s} and let ϕ ∈
Cb(MF (R
d)). Then
∣∣Psn[ϕ(X¯(n)∞ )]− Ns0[ϕ(X¯∞)]∣∣ is at most∣∣Psn[ϕ(X¯(n)∞ )1{S(n)≤tε}]− Ns0[ϕ(X¯∞)1{S≤tε}]∣∣
+
∣∣Psn[ϕ(X¯(n)∞ )1{S(n)>tε}]− Ns0[ϕ(X¯∞)1{S>tε}]∣∣
≤∣∣Psn[ϕ(X¯(n)tε )]− Ns0[ϕ(X¯tε)]∣∣ (4.7)
+
∣∣Psn[ϕ(X¯(n)tε )1{S(n)>tε}]− Ns0[ϕ(X¯tε )1{S>tε}]∣∣ (4.8)
+ ‖ϕ‖∞(Psn(S(n) > tε) + Ns0(S > tε)). (4.9)
For n sufficiently large (depending on s, tε, ε) the term (4.7) is less than ε
by Condition 6. The quantity (4.8) is equal to
∣∣Ptεn [ϕ(X¯(n)tε )]P(S(n) > tε)P(S(n) > s) − Ntε0 [ϕ(X¯tε)]N0(S > tε)N0(S > s)
∣∣.
This is less than ε for n sufficiently large depending on s, tε, ε by Condition
6 and Condition 1.
Similarly, (4.9) is equal to
‖ϕ‖∞
(P(S(n) > tε)
P(S(n) > s)
+
N0(S > tε)
N0(S > s)
)
,
which is less than or equal to cε for n sufficiently large (where c depends on
s and ‖ϕ‖∞) due to Condition 1. 
36
We set K = 1024 and for i ∈ Z+, ℓ ∈ N and n ∈ [1,∞) define
Ωni,ℓ = {ω :∃x ∈ T (n)i2−ℓ ,∃x′ s.t. (i2−ℓ, x)
a,n→ ((i+ 1)2−ℓ, x′) and∫ (i+2)2−ℓ
(i+1)2−ℓ
|{y : (i2−ℓ, x) a,n→ (s, y)}|ds/m(n) ≤ K−ℓ,
and
Ωˆnℓ = ∪2
2ℓ−1
i=0 Ω
n
i,ℓ.
The following result together with the modulus of continuity will ensure
that, with high probability, points in the discrete range are near areas of
significant integrated mass.
Lemma 4.6. There is a c4.6 > 0 and for any n ≥ 1 there is an Mn ∈ N so
that Mn ↑ ∞ as n→∞, and if Ωnm = ∪Mnℓ=mΩˆnℓ for m ∈ N, then
µn(Ω
n
m) ≤ c4.62−m for all n ∈ [1,∞), m ∈ N.
Proof. Let ℓ ∈ N, i ∈ {0, 1, . . . , 22ℓ − 1} and assume
n ≥ K3ℓ/2. (4.10)
A simple change of variables (u = ns) in the time integral in the definition
of Ωni,ℓ shows that
µn(Ω
n
i,ℓ) ≤ m(n)E
[ ∑
x∈T
ni2−ℓ
1(∃x′ s.t. (ni2−ℓ, x) a→ (n(i+ 1)2−ℓ, x′))
× 1
(∫ ni2−ℓ+2n2−ℓ
ni2−ℓ+n2−ℓ
|{y : (ni2−ℓ, x) a→ (u, y)}|du ≤ nm(n)K−ℓ
)]
.
So using Condition 7 with ∆ = n2−ℓ ≥ 4 (by (4.10)) and t = ni2−ℓ we see
that
µn(Ω
n
i,ℓ) (4.11)
≤ c7m(n)P
(
S(1) > n2−ℓ,
∫ 2n2−ℓ−2
n2−ℓ+2
|Ts|
m(n2−ℓ)n2−ℓ
ds ≤ m(n)K
−ℓ
m(n2−ℓ)2−ℓ
)
≤ c7m(n)P
(
S(n2
−ℓ) > 1,
∫ 2−(2/(n2−ℓ))
1+(2/(n2−ℓ))
X(n2
−ℓ)
u (1)du ≤ (K/2)−ℓc1.202ℓ
)
,
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where in the last inequality we used (1.20), which applies because n2−ℓ ≥ 1
by (4.10).
If In,ℓ = [1, 1 +
2ℓ+1
n ] ∪ [2− 2
ℓ+1
n , 2], then
E
[∫
1(u ∈ In,ℓ)X(n2−ℓ)u (1)du
∣∣∣ S(n2−ℓ) > 1
]
=
∫
In,ℓ
E
[
X(n2
−ℓ)
u (1)
]
du/P(S(1) > n2−ℓ)
=
∫
In,ℓ
E[|Tun2−ℓ |]
m(n2−ℓ)P(S(1) > n2−ℓ)
du ≤ C4.12
2ℓ
n
, (4.12)
where Condition 2 and (1.21) are used in the last inequality.
Use the upper bound from (4.11), (1.20), and then (1.21) to conclude
that
µn(Ω
n
i,ℓ)
≤ c7
m(n)
m(n2−ℓ)
m(n2−ℓ)P(S(1) > n2−ℓ)
× P
(∫ 2−(2/(n2−ℓ))
1+(2/(n2−ℓ))
X(n2
−ℓ)
u (1)du ≤ c1.20(K/4)−ℓ
∣∣∣S(n2−ℓ) > 1)
≤ c7c1.202ℓs¯DP
(∫ 2−(2ℓ+1/n)
1+(2ℓ+1/n)
X(n2
−ℓ)
u (1)du ≤ c1.20(K/4)−ℓ
∣∣∣S(n2−ℓ) > 1)
≤ C
[
2ℓP
(∫ 2
1
X(n2
−ℓ)
u (1) du ≤ 2c1.20(K/4)−ℓ
∣∣∣S(n2−ℓ) > 1)
+ 2ℓP
(∫
In,ℓ
X(n2
−ℓ)
u (1)du > c1.20(K/4)
−ℓ
∣∣∣S(n2−ℓ) > 1)]
:= C[T1(ℓ, n) + T2(ℓ, n)]. (4.13)
Markov’s inequality and (4.12) imply that
T2(ℓ, n) ≤ C4.122
2ℓ
n
c−11.20(K/4)
ℓ := C
Kℓ
n
≤ CK−ℓ/2, ∀n ≥ K3ℓ/2. (4.14)
By Condition 6 and the upper bound in (4.1),
lim sup
n→∞
2ℓP
(∫ 2
1
X(n2
−ℓ)
u (1)du ≤ 2c1.20(K/4)−ℓ
∣∣∣S(n2−ℓ) > 1)
≤ 2ℓNo
(∫ 2
1
Xu(1)du ≤ 2c1.20(K/4)−ℓ
∣∣∣S > 1)
≤ (C/2)(
√
K/4)−ℓ.
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Therefore there is an increasing sequence {n(ℓ) : ℓ ∈ N} such that n(ℓ) ≥
K3ℓ/2 and
T1(ℓ, n) ≤ C(
√
K/4)−ℓ for all n ≥ n(ℓ). (4.15)
Use (4.14) and (4.15) in (4.13) and then sum over i = 0, . . . , 22ℓ − 1 and
deduce that
µn(Ωˆ
n
ℓ ) ≤ C(
√
K/16)−ℓ = C2−ℓ for all n ≥ n(ℓ). (4.16)
For n ≥ 1, define Mn = max{ℓ : n(ℓ) ≤ n} ↑ ∞ as n → ∞ (max∅ = 0).
Then by (4.16) for any m ∈ N,
µn(Ω
n
m) ≤
Mn∑
ℓ=m
µn(Ωˆ
n
ℓ ) ≤
Mn∑
ℓ=m
C2−ℓ ≤ 2C2−m,
because ℓ ≤Mn implies that n(ℓ) ≤ n. 
Proof of Theorem 2. Recall (1.5). Let
e˜(n) =
(
(eˆ(n)t (y/
√
n, x/
√
n))t≥0 : y, x ∈ Zd) ∈
(D([0,∞),DR))Zd×Zd := D˜,
where (1.11) is used to show that, using the usual countable product metric,
e˜(n) belongs to the complete separable metric space D˜.
For s > 0, the joint probability law of (X(n), e˜(n)) (on D×D˜) conditional on
S(n) > s is written as
µsn((X
(n), e˜(n)) ∈ ·)
= µn((X
(n), e˜(n)) ∈ ·|S(n) > s).
Although µsn = P
s
n, we will soon be trading in our familiar P to apply
Skorokhod’s Theorem and so to avoid confusion it will be useful to work
with µsn on our original probability space.
Fix s > 0. It suffices to show weak convergence along any sequence
nk → ∞ and to ease the notation we will simply assume n ∈ N (the proof
being the same in the general case). By Lemma 4.5 and the Skorokhod
Representation Theorem we may work on some (Ω,F ,P{s}) on which there
are random measures (X¯(n)∞ )n∈N and X¯∞ such that X¯
(n)∞ has law µsn(X¯
(n)∞ ∈ ·)
for each n, X¯∞ has law Nso(X¯∞ ∈ ·), and
X¯(n)∞
a.s.−→ X¯∞ as n→∞. (4.17)
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For now we may assume F = σ((X¯(n)∞ )n∈N, X¯∞). We claim that we may
assume that for all n ∈ N there are processes (X (n), e˜(n)) ∈ D × D˜ defined
on (Ω,F ,P{s}) such that
∀n ∈ N the law of (X(n), e˜(n)) on D × D˜ is µsn((X (n), e˜(n)) ∈ ·)
and X¯(n)∞ =
∫ ∞
0
X(n)u du a.s.
To see this, work on Ω¯ = Ω×D× D˜ with the product σ-field F¯ , and define
P¯{s} on F¯ by
P¯{s}
(
(X¯∞, (X¯
(n)
∞ )n∈N) ∈ A, (X (n), e˜(n))n≤N ∈
N∏
n=1
Bn
)
=
∫
1A(X¯∞, (X¯
(n)
∞ )n∈N)
N∏
n=1
µsn((X
(n), e˜(n)) ∈ Bn|X¯(n)∞ )dP{s},
where the above conditional probabilities are taken to be a regular condi-
tional probabilities. In short, given (X¯∞, (X¯
(n)∞ )n∈N), we take (X(n), e˜(n))n∈N
to be conditionally independent and with laws µsn((X
(n), e˜(n)) ∈ ·|X¯(n)∞ ).
Clearly the resulting enlarged space satisfies the above claim. We now rela-
bel the enlarged space as (Ω,F ,P{s}) to ease the notation.
Note that for each fixed n, T (n) = (T (n)t )t≥0 := (supp(X(n)t ))t≥0 is a copy
of our rescaled set-valued process so we can define S(n), R(n) and
a,n→ just as
before using e˜(n) and T (n). For the latter, set e(n)s,t (y, x) = e˜
(n)
t (y, x)(s) and
write (s, u)
a,n→ (t, x) iff s ≤ t and e(n)s,t (x, y) = 1 (recall (1.5) and (1.17)). In
particular Ωni,ℓ and Ω
n
m, as in Lemma 4.6 can be defined as subsets of Ω, and
that result and (1.27) imply
P{s}(Ωnm) = µ
s
n(Ω
n
m) ≤
µn(Ω
n
m)
µn(S(n) > s)
≤ c4.62−m/µn(S(n) > s)
≤ c4.6c1.20
sD
(s ∨ 1)2−m := c4.18(s)2−m.
(4.18)
To reinterpret Theorem 1 we introduce
∆(n)(ρ) = sup{|y2 − y1| : |s2 − s1| ≤ ρ, (s1, y1) a,n→ (s2, y2)}, (4.19)
and note that the law of ∆(n)(ρ) is the same under P{s} and µsn. Therefore
P{s}(∆(n)(ρ) > C1(ρ
α + n−α)) ≤ µ
s
n(∆
(n)(ρ) > C1(ρ
α + n−α))
µn(S(n) > s)
.
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On the original space ∆(n)(ρ) > C1(ρ
α + n−α) implies δn < ρ and so by
Theorem 1 and (1.27) (as used in (4.18))
∀ρ ∈ [0, 1], P{s}(∆(n)(ρ) > C1(ρα + n−α)) ≤ µn(δn < ρ)/µn(S(n) > s)
≤ c4.20(s)[ρβ + n−q]. (4.20)
Next note that (1.27) implies for m ∈ N,
P{s}(S(n) > 2m−1) ≤ µn(S
(n) > 2m−1)
µn(S(n) > s)
≤ c4.21(s)
2m−1 ∧ n. (4.21)
Finally use (1.27) and recall Lemma 4.4(b) to see that for m ∈ N,
P{s}(r0(R
(n)) ≥ 2m−1) ≤ µn(r0(R
(n)) ≥ 2m−1)
µn(S(n) > s)
≤ c4.22(s)η4.4(2m−1).
(4.22)
We have R(n) = R(X (n)) = supp(X¯(n)∞ ), and R = supp(X¯∞) defines the
range of a SBM. It suffices to show
d0(R
(n), R)
P{s}−→ 0 as n→∞.
Lemma 4.3 and (4.17) show that ∆1(R,R
(n))
a.s.−→ 0 and so with Rδ := {x :
d(x,R) ≤ δ} it suffices to fix τ0 > 0 and prove
lim
n→∞P
{s}(R(n) 6⊂ Rτ0) = 0. (4.23)
Fix ε > 0 and let τ(τ0, ε, s), n0(τ0, ε, s) be as in Lemma 4.4(c), and choose
0 < τ < τ(τ0, ε, s). Recalling R
(n)
τ = ∪s≤τT (n)s , we see from Lemmas 4.2 and
4.4(c) that
P{s}(R(n)τ 6⊂ Rτ0) ≤ P{s}(R(n)τ 6⊂ B(0, τ0)) = µsn(R(n)τ 6⊂ B(0, τ0)) ≤ ε (4.24)
for n ≥ n0(τ0, ε, s).
For m ∈ N, define the finite grid of points
Gm =
{~i2−m
K0
:~i ∈ Zd
}
∩ [−2m, 2m]d,
where K0 ∈ N is chosen so that
∀x ∈ B(o, 2−m) ∃q ∈ Gm so that |q − x| ≤ 2−m. (4.25)
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Define the finite collection
Bm = {B(x, τ0/2) : x ∈ Gm}.
Fix m ∈ N sufficiently large so that
(i) 2−m + 2C12
(1−m)α < τ0/10, (4.26)
(ii) 21−m < τ, (4.27)
(iii) c4.18(s)2
−m + c4.20(s)2
(1−m)β +
c4.21(s)
2m−1
(4.28)
+ c4.22(s)η4.3(2
m−1) < ε.
IfW denotes a d-dimensional Brownian motion with variance parameter
σ20 starting at o under a probability measure Po, then for any open ball B,
E{s}[X¯∞(∂B)] = N
s
o[X¯∞(∂B)] ≤
∫ ∞
0
No[Xu(∂B)] du/No(S > s)
=
∫ ∞
0
Po(Wu ∈ ∂B) du/No(S > s)
= 0,
where the third equality is standard (e.g. Theorem II.7.2(iii) of [37]). There-
fore by (4.17), the above equality, and standard properties of the weak topol-
ogy we have (recall K = 1024)
lim
n→∞P
{s}
(
sup
B∈Bm
|X¯(n)∞ (B)− X¯∞(B)| ≥
1
2
K−m
)
= 0.
So there is an n1 = n1(m, ε, τ0, s) so that for n ≥ n1 we have
P{s}
(
sup
B∈Bm
|X¯(n)∞ (B)− X¯∞(B)| ≥
1
2
K−m
)
< ε, (4.29)
and, if Mn is as in Lemma 4.6, then for n ≥ n1
(i) m ≤Mn, (4.30)
(ii) 2C1n
−α < τ0/10, (4.31)
(iii) n > 2m−1 and [c4.20(s) + c4.21(s)]n
−q < ε. (4.32)
Assume n ≥ n1, and then choose ω so that (∆(n) is as in (4.19))
(i) ω ∈ (Ωnm)c, (ii) ∆(n)(21−m) ≤ C1(2(1−m)α + n−α), (4.33)
(iii) S(n) ≤ 2m−1, (iv) r0(R(n)) < 2m−1, (4.34)
(v) sup
B∈Bm
|X¯(n)∞ (B)− X¯∞(B)| <
1
2
K−m. (4.35)
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Let x ∈ R(n) \R(n)τ , and then choose s > τ so that x ∈ T (n)s . By (4.27), (iii)
in (4.34), and s < S(n) (since T (n)s is non-empty), we have
21−m < τ < s < S(n) ≤ 2m−1,
and so we can choose i ∈ {0, . . . , 22m−1} so that s ∈ [(i+1)2−m, (i+2)2−m).
Since |x| ≤ r0(R(n)) < 2m−1 (by (iv) of (4.34)), (4.25) shows there is a
q ∈ Gm so that
|x− q| ≤ 2−m < τ0/10, (4.36)
the last by (4.26). By (1.10) ∃x0 ∈ T (n)i2−m such that (i2−m, x0)
a,n→ (s, x).
Assume u ∈ [(i + 1)2−m, (i + 2)2−m] and (i2−m, x0) a,n→ (u, y) for some
y ∈ T (n)u . Then use (4.36), (4.19), and (ii) in (4.33) to see that
|y − q| ≤ |y − x0|+ |x0 − x|+ |x− q|
≤ 2∆(n)(21−m) + τ0/10
≤ 2C1(2(1−m)α + n−α) + τ0/10
≤ 3τ0/10 < τ0/2,
where we have used (4.26) and (4.31) in the last line. This implies that
X¯(n)∞ (B(q, τ0/2)) ≥
∫ (i+2)2−m
(i+1)2−m
X(n)u (B(q, τ0/2)) du
≥
∫ (i+2)2−m
(i+1)2−m
X(n)u ({y ∈ T (n)u : (i2−m, x0)
a,n→ (u, y)}) du.
(4.37)
By (1.10) and (i2−m, x0)
a,n→ (u, y), there is an x′ ∈ T(i+1)2−m s.t.
(i2−m, x0)
a,n→ ((i+ 1)2−m, x′) a,n→ (u, y).
The fact that ω /∈ Ωnm (by (i) of (4.33)),m ≤Mn (by (4.30)), i ∈ {0 . . . , 22m−1},
x0 ∈ T (n)i2−m , and (i2−m, x0)
a,n→ ((i + 1)2−m, x′) shows that the right-hand
side of (4.37) is at least K−m. This inequality and (4.35) imply
X¯∞(B(q, τ0/2)) > K
−m/2.
Use this and (4.36) to conclude X¯∞(B(x, τ0)) > K−m/2 and hence that
x ∈ Rτ0 . We have shown that
For n ≥ n1, conditions (4.33)−(4.35) imply that (R(n)\R(n)τ ) ⊂ Rτ0 . (4.38)
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Now use (4.18), (4.20), (4.21), (4.22), and (4.29) to see that the probability,
P (m,n) that one of the 5 conditions listed in (4.33)-(4.35) fails is at most
P{s}(Ωnm) + P
{s}(∆(n)(21−m) > C1(2
(1−m)α + n−α))
+ P{s}(S(n) > 2m−1) + P{s}(r0(R(n)) ≥ 2m−1) + ε
≤ c4.18(s)2−m + c4.20(s)[2(1−m)β + n−q] +
c4.21(s)
2m−1 ∧ n
+ c4.22(s)η4.4(2
m−1) + ε.
Our lower bounds on m and n (in particular use (4.28) and (4.32)) shows
that the above is at most 3ε, and so we have shown
P (m,n) < 3ε for n > n1(m, ε, τ0) and where m is chosen as above.
Recalling (4.38) we conclude that
P{s}((R(n) \R(n)τ ) 6⊂ Rτ0) < 3ε for n > n1.
This, together with (4.24), proves (4.23) and so completes the proof. 
5 The extrinsic one-arm probability
In this section we prove Theorem 3. Recall that r0(G) = sup{|x| : x ∈ G}.
Lemma 5.1. The map r0 : K → [0,∞) is continuous.
Proof. Let Kn → K, and let ε > 0. Choose n0 sufficiently large so that
Kn ⊂ Kε and K ⊂ Kεn for all n ≥ n0. Then for such n, r0(Kn) ≤ r0(K) + ε
and r0(K) ≤ r0(Kn) + ε. 
Proof of Theorem 3. Let ε ∈ (0, 1), α, β be as in (2.8) and (2.9), and let δn,
C1 be as in Theorem 1. No is the canonical measure for the (γ, σ
2
0)-SBM
arising in Theorem 2. By Lemma 1.8 we have No(r0(R) > 1) < ∞, and as
S > 0 N0-a.e., we may choose s ∈ (0, 1) small enough so that
No(r0(R) > 1, S ≤ s) < ε, (5.1)
and
C1(s
α + sβ) < ε/2. (5.2)
Assume n1 ≥ 1 is large enough so that
C1(n
−α
1 + n
−q
1 ) < ε/2, (5.3)
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and
|µn(S(n) > s)− (sD/s)| < ε ∀n ≥ n1, (5.4)
where (1.26) is used for the last.
Assume that n ≥ n1 and S(n) ≤ s ≤ δn. Then for any x ∈ T (n)t we must
have t ≤ S(n) ≤ s ≤ δn, and so by Theorem 1 and (0, o) a,n→ (t, x),
|x| = |x− o| ≤ C1(tα + n−α) ≤ C1(sα + n−α) < ε,
the last inequality by (5.2) and (5.3). This proves that for all n ≥ n1,
S(n) ≤ s ≤ δn ⇒ r0(R(n)) ≤ ε < 1.
Therefore for n ≥ n1, we have by Theorem 1,
µn(r0(R
(n)) > 1, S(n) ≤ s) ≤ µn(δn < s) ≤ C1(sβ + n−q) < ε, (5.5)
the last by (5.2) and (5.3) again.
If Dc(h) denotes the set of discontinuity points of h : K → R, then by
Lemma 5.1,
No(R ∈ Dc(1{r0>1})) ≤ No(r0(R) = 1) = 0,
where we have used Lemma 1.8 in the last equality. So Theorem 2 shows
that we may also assume that n1 is large enough so that
|Psn(r0(R(n)) > 1)− Nso(r0(R) > 1)| < ε for n ≥ n1. (5.6)
Write O(ε) for any quantity bounded in absolute value by Cε for some
constant C independent of n. Then for n ≥ n1 we have
m(n)P(r0(R
(1)) >
√
n) = µn(r0(R
(n)) > 1)
= µn(r0(R
(n)) > 1, S(n) > s) +O(ε) (by (5.5))
= Psn(r0(R
(n)) > 1)µn(S
(n) > s) +O(ε)
= Nso(r0(R) > 1)µn(S
(n) > s) +O(ε) (by (5.6), (1.27))
= Nso(r0(R) > 1)
sD
s
+O(ε) (by (5.4)). (5.7)
Next use (5.1) and No(S > s) =
2
γs to see that
Nso(r0(R) > 1)
sD
s
=
No(r0(R) > 1, S > s)
2/(γs)
sD
s
= No(r0(R) > 1)
γsD
2
+O(ε)
=
σ20
2
sDvd(0) +O(ε), (5.8)
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where Lemma 1.8 is used in the final equality. Combining (5.7) with (5.8),
we see that
lim
n→∞m(n)P(r0(R
(1)) >
√
n) =
σ20
2
sDvd(0),
which gives (2.17) in Theorem 3. (2.16) then follows from this and (1.26). 
Remark 5.2. Theorem 2 gives weak convergence of R(n) under
Psn for all s > 0 and so the above proof uses Theorem 1 to control
µn(r0(R
(n)) > 1, S(n) ≤ s)
in (5.5). As this kind of bound nicely complements the information in The-
orem 2, we note that the same reasoning shows, more generally, that
µn(r0(R
(n)) > C1(s
α + n−α), S(n) ≤ s) ≤ C1(sβ + n−q) ∀ 0 < s < 1, n ≥ 1,
where C1, α, β, and q are as in Theorem 1. A corresponding bound for the
limiting super-Brownian motion which quantifies (5.1) is
N0(r0(R) > (C1 ∨ 2)sα, S ≤ s) ≤ C5.9s−d((1/2)−α)−1 exp(−2s2α−1),
∀ 0 < s < 1, 0 < α < 1/2. (5.9)
This is an easy consequence of Theorem 3.3(b) of [9], its proof and (1.24)
(see Theorem 2.3(i) of [30] for the d = 1 case).
6 On checking conditions 6-7 and the existence of
ancestral paths
Here we prove Lemmas 2.2 and 2.3 as well as Proposition 1.5.
Proof of Lemma 2.2. To prove Condition 6, it suffices to prove convergence
along any sequence. To simplify notation we assume n ∈ N and that the
branching and diffusion parameters of the limiting super-Brownian motion
are both one. Fix 0 ≤ t0 < t1. Let p ∈ N and u1, . . . , up ∈ [t0, t1]. Let φ ≥ 0
be in Cb(R
d). Then by (2.5),
Psn
[( p∏
i=1
X(n)ui (φ)
)2] ≤ ‖φ‖2p∞C(s, t1, p) ∀n ∈ N. (6.1)
It follows easily from the finite-dimensional convergence (2.4) and the above
L2 bound (e.g. use Skorokhod’s representation to get a.s. convergence in
(2.4)) that
lim
n→∞P
s
n
[ p∏
i=1
X(n)ui (φ)
]
= Ns0
[ p∏
i=1
Xui(φ)
]
. (6.2)
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Using Fubini’s theorem we have
lim
n→∞P
s
n
[(∫ t1
t0
X(n)u (φ)du
)p]
= lim
n→∞
∫ t1
t0
· · ·
∫ t1
t0
Psn
[ p∏
i=1
X(n)ui (φ)
]
du1 . . . dup
=
∫ t1
t0
· · ·
∫ t1
t0
Nso
[ p∏
i=1
Xui(φ)
]
du1 . . . dup
= Nso
[(∫ t1
t0
Xu(φ)du
)p]
<∞, (6.3)
where (6.2), (6.1) and dominated convergence are used in the second equal-
ity. If W denotes a standard Brownian motion starting at o under Po, then
take p = 1 in the above to see that
lim
n→∞P
s
n
[
(X¯(n)t1 − X¯(n)t0 )(φ)
]
= Nso
[ ∫ t1
t0
Xu(φ)du
]
≤ Eo
[ ∫ t1
t0
φ(Wu)du
]
/No(S > s),
where the last is because the mean measure of Xt under No is Po(Bt ∈ ·)
(e.g. Theorem II.7.2(iii) in [37]). It now follows easily from the above that
sequence of laws {Psn(X¯(n)t1 − X¯(n)t0 ∈ ·) : n ∈ N} on MF (Rd) are tight.
To show the limit points are unique, assume
X¯
(nk)
t1 − X¯
(nk)
t0
w−→ X˜t0,t1 in MF (Rd). (6.4)
It remains to show that
P(X˜t0,t1 ∈ ·) = Nso
(∫ t1
t0
Xudu ∈ ·
)
. (6.5)
(6.4) and the convergence, hence boundedness, in (6.3) with 2p in place of
p, imply that (again one can use Skorokhod’s representation theorem)
E[X˜t0,t1(φ)
p] = lim
k→∞
Esnk
[[ ∫ t1
t0
X(nk)u (φ)du
]p]
.
This together with (6.3), implies that
E[X˜t0,t1(φ)
p] = Nso
[( ∫ t1
t0
Xu(φ)du
)p]
for all φ ∈ Cb(Rd) and p ∈ N. (6.6)
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So to conclude (6.5) we must show the moment problem is well-posed. As-
sume ‖φ‖∞ ≤ 1. Recall that Pδo is the probability law of a SBM started
from a unit mass at the origin (with (γ, σ20) = (1, 1)). Then for 0 ≤ θ < 2/t21,
Eδ0
[
exp
(
θ
∫ t1
t0
Xu(φ)du
)]
≤ Eδ0
[
exp
(
θ
∫ t1
0
Xu(1)du
)]
≤ Eδ0
[ ∫ t1
0
eθt1Xu(1)du/t1
]
(Jensen applied to the integrand)
≤ exp(t1θ[1− (t21θ/2)]−1) <∞,
where the last line uses the exponential bound in Lemma III.3.6 of [37]. By
(1.24), the left-hand side of the above equals
exp
[ ∫ (
exp
(
θ
∫ t1
t0
νu(φ)du
)
− 1
)
dNo(ν)
]
≥ exp
(∫ (
exp
(
θ
∫ t1
t0
νu(φ)du
)
− 1
)
1(S > s) dNo(ν)
)
.
Noting that No(S > s) <∞, the above implies that∫
exp
(
θ
∫ t1
t0
Xu(φ)du
)
dNso <∞ for 0 ≤ θ < 2t−21 ,
which in turn implies that the moment problem for the random variable∫ t1
t0
Xu(φ)du under N
s
o is well-posed (see, e.g. Theorem 3.3.11 in [10]). There-
fore (6.6) implies that for non-negative φ ∈ Cb(Rd) satisfying ‖φ‖∞ ≤ 1,
P(X˜t0,t1(φ) ∈ ·) = Nso
(∫ t1
t0
Xu(φ)du ∈ ·
)
.
This clearly then follows for all non-negative φ ∈ Cb(Rd) by linearity. This
shows the Laplace functionals of the above two measures are identical and
so (6.5) holds (e.g. by Lemma II.5.9 of [37]) and the proof is complete. 
Proof of Lemma 2.3. Let t,M,∆ be as in Condition 7 and set ℓ = ⌊t⌋ ∈ Z+,
m = ⌊∆⌋ ∈ N≥4. Assume x ∈ Tt, ∃x′ s.t. (t, x) a→ (t+∆, x′) and∫ t+2∆
t+∆
|{y : (t, x) a→ (s, y)}| ds ≤M. (6.7)
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Clearly x ∈ Tℓ, and (ℓ, x) a→ (t, x) a→ (t + ∆, x′). So by (1.9) and (1.10)
∃x′′ ∈ Tℓ+m s.t.
(ℓ, x)
a→ (ℓ+m,x′′) a→ (t+∆, x′). (6.8)
Next by (6.7) and (1.16),
M ≥
∫ t+2∆
t+∆
|{y : (t, x) a→ (s, y)}| ds
≥
∫ ℓ+2m
ℓ+m+2
|{y : (t, x) a→ (s, y)}| ds
= |{(i, y) : (ℓ, x) a→ (i, y), ℓ+m+ 2 ≤ i ≤ ℓ+ 2m− 1, i ∈ N}|. (6.9)
From (6.8) and (6.9) we see that the left-hand side of (2.6) (in Condition 7)
is at most
E
[ ∑
x∈Tℓ
1
(
∃x′′ s.t. (ℓ, x) a→ (ℓ+m,x′′),
|{(i, y) : (ℓ, x) a→ (i, y), ℓ +m+ 2 ≤ i ≤ ℓ+ 2m− 1}| ≤M
)]
≤ c7P
(
S(1) > m,
2m−1∑
i=m+2
|Ti| ≤M
)
(by (2.7))
= c7P
(
S(1) > ∆,
∫ 2m
m+2
|Ts|ds ≤M
)
≤ c7P
(
S(1) > ∆,
∫ 2∆−2
∆+2
|Ts|ds ≤M
)
.
This proves (2.6), as required. 
Lemma 6.1. W.p.1 there is a random variable M ∈ N and (Ft)-stopping
times 0 = τ0 < τ1 < · · · < τM = S(1) such that
Tt =
{
Tτi−1 on [τi−1, τi) for 1 ≤ i ≤M
∅ on [τM ,∞) = [S(1),∞).
Proof. Choose ω so that S(1) < ∞ and (AR)(i)-(iii) hold. In the discrete
case the result is clear. Just set M = S(1) and τi = i, and recall (1.13).
Consider next I = [0,∞). Recall ((1.3), (1.4)) that (Tt, t ≥ 0) is a
cadlag K-valued process taking values in the finite subsets of Zd, PF . It
follows that d0(Tt−,Tt) ≥ 1 whenever Tt− 6= Tt and T is constant between
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jumps (distinct points in PF are distance 1 apart). Therefore the jump times
cannot accumulate and so can be listed as an increasing sequence of stopping
times 0 < τ1 < τ2 < . . . , where τm is the mth jump time and τm = ∞ if
there are fewer than m jumps. By (1.13) Tt = ∅ for all t ≥ S(1) <∞ and as
S(1) is a jump time, clearly S(1) is the last jump time. Moreover the above
implies that the number of jumps M is an N-valued random variable and
τM = S
(1). The proof is complete. 
Proof of Proposition 1.5. Consider first I = Z+. Choose ω s.t. (AR)(i)-(iii)
hold. Let (t, x) ∈ ~T . If t < 1, then x = o, and w ≡ o is the required ancestral
path, so assume j = ⌊t⌋ ∈ N. We have (0, o) a→ (j, x) and so applying (1.10)
j − 1 times we can find y0, y1, . . . , yj such that (i − 1, yi−1) a→ (i, yi) for all
1 ≤ i ≤ j, y0 = o and yj = x. Now define
ws =
{
yi−1 if s ∈ [i− 1, i) for 1 ≤ i ≤ j
x if s ≥ j.
Then clearly w is an ancestral path to (t, x).
If I = [0,∞) one proceeds as above, choosing ω so that the conclusion of
the previous lemma also holds, and now working with {τ0, τ1, . . . , τM}∩ [0, t]
in place of {0, 1, . . . , j}. 
7 Verifying the conditions for the voter model
Here we verify that (1.3), (AR) and Conditions 1-7 hold for the voter model
in dimensions d ≥ 2 (and hence prove Theorem 4). We first briefly describe
the graphical construction of the voter model. This is a standard construc-
tion so we refer the reader to Section 2 of [1] for most justifications and fur-
ther details (or alternatively Example 3.2 of [11]). Let {Λ(x, y) : x, y ∈ Zd}
be a collection of independent Poisson point processes (ppp’s) on R+ where
Λ(x, y) has intensity D(x−y)ds. The points in Λ(x, y)([t1, t2]) are the times
in [t1, t2] when a voter at y imposes its opinion at site x. At such times an
arrow is drawn from y to x. Let F0t = σ({Λ(x, y)([0, s]) : s ≤ t, x, y ∈ Zd})
and Ft = F0t+. We assume below that the points in these point processes
are all mutually disjoint and strictly positive, thus omitting a set of measure
0.
Recall that the voter model (ξt)t≥0 is a {0, 1}Zd -valued Feller process. For
each t ≥ 0 and x ∈ Zd we use the above ppp’s to trace the opinion ξt(x) back
to its source at time 0 by defining a “dual” random walk (W t,xs , 0 ≤ s ≤ t).
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For this, set s0 = 0, W
t,x
0 = x = y0 and from here we assume t > 0. Let
t − s1 be the largest time in (0, t] when there is an arrow from some y1 to
y0 if such a time exists (so s1 = 0 is possible if there is an arrow at t).
If no such time exists, set s1 = t and n = 0. In general assume we are
given 0 < t − sk < t − sk−1 < · · · < t − s1 ≤ t and points y0, . . . , yk so
that there is an arrow from yi to yi−1 at time t − si for i = 1, . . . , k. Let
t − sk+1 ∈ (0, t − sk) be the largest time in this interval when there is an
arrow from some yk+1 to yk. If no such time exists set sk+1 = t and n = k.
It is easy to see this process stops after a finite number of steps for all t > 0,
x ∈ Zd a.s. (for fixed (t, x) it is clear as the arrows are arising with rate 1,
and if it is finite for all rational t > 0 and x ∈ Zd, it will be finite for all (t, x)
because for some rational q > t there will be no arrows into x in (t, q]). Note
that n ∈ Z+ gives the number of steps in the walk and sn+1 = t. Define
W t,xs for 0 < s ≤ t by
W t,xs = yk if sk < s ≤ sk+1 for 0 ≤ k ≤ n.
Then
{W t,xs : s ≤ t}x∈Zd is a system of left-continuous, right-limited, (7.1)
rate one coalescing random walks with step distribution D.
The above definition easily implies
W x,t is Ft−measurable, (7.2)
∀ 0 ≤ s ≤ t W t,xt−s is σ
(
Λ(x′, y′)([s, t′]) : t′ ≥ s, x′, y′ ∈ Zd
)
−measurable
(7.3)
and, in particular, is independent of Fs,
W t
′,x′
t′−s =W
t,x
t−s for some s ∈ [0, t ∧ t′)⇒W t
′,x′
t′−u =W
t,x
t−u ∀u ∈ [s, t ∧ t′],
and
W t,xt−u =W
s,W t,xt−s
s−u for 0 ≤ u ≤ s ≤ t, x ∈ Zd. (7.4)
If ξ0 ∈ {0, 1}Zd , then
ξt(x) = ξ0(W
t,x
t ) for x ∈ Zd, t ≥ 0 (7.5)
defines an Ft-adapted voter model starting at ξ0 with cadlag paths in {0, 1}Zd
and law Pξ0 on D([0,∞), {0, 1}Z
d
). Right-continuity follows from the fact
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that we include arrows at t in our definition of W t,x so for some δ > 0, there
are no arrows to x in (t, t+ δ] and so W t+δ,xt+δ = W
t,x
t . Note that (7.4) with
u = 0 and (7.5) imply
ξt(x) = ξs(W
t,x
t−s) ∀ 0 ≤ s ≤ t, x ∈ Zd. (7.6)
If ξ0 = 1{o} we write ξot (x) = 1(W
t,x
t = o) and define
Tt = {x ∈ Zd : ξot (x) = 1} = {x : W t,xt = o}. (7.7)
Lemma 7.1. (a) If ξ0 ∈ {0, 1}Zd and A is a Borel subset of {0, 1}Zd , then
P(ξt ∈ A|Fs) = Pξs(ξt−s ∈ A) a.s. for all 0 ≤ s ≤ t. (7.8)
(b) t→ |Tt| is a cadlag (Ft)-martingale s.t. S(1) <∞ a.s. and in particular
supt≥0 |Tt| <∞ a.s.
(c) (Tt)t≥0 satisfies (1.3).
Proof. (a) Use (7.6) to see that the left-hand side of (7.8) is
P(ξs(W
t,·
t−s) ∈ A|Fs) = Pξs(ξt−s ∈ A) a.s..
In the above equality we used the fact that
Λs(x, y)([0, u]) = Λ(x, y)([s, s + u])
defines a collection of ppp’s equal in law to {Λ(x, y) : x, y ∈ Zd} and in-
dependent of Fs, which implies that {W t,xt−s : x ∈ Zd} are equal in law to
{W t−s,xt−s : x ∈ Zd} and are independent of Fs. We also used the fact that ξs
is Fs-measurable.
(b) See Proposition V.4.1 of [35] and its proof for this, except for the mar-
tingale property with respect to the larger filtration (Ft). This, however,
then follows immediately from (a) and Proposition V.4.1(a) of [35].
(c) The fact that ξt is cadlag in {0, 1}Zd and |Tt| < ∞ for all t ≥ 0 a.s. (by
(b)) shows t→ Tt is cadlag in K. This establishes (1.3). 
Define (s, y)
a→ (t, x) iff s ≤ t, x ∈ Tt and y =W t,xt−s. It follows that
es,t(y, x) = 1(W
t,x
(t−s)+ = y, x ∈ Tt) for all s, t ≥ 0, x, y ∈ Zd, (7.9)
where (t− s)+ is the positive part of t− s.
Lemma 7.2.
a→ defines an ancestral relation for the voter model.
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Proof. Starting with AR(i), note that (1.6) is immediate. Assume (s, y)
a→
(t, x). By definition x ∈ Tt and s ≤ t. (7.6) and (7.7) imply that ξs(W t,xt−s) =
ξt(x) = 1 and so y =W
t,x
t−s ∈ Ts, proving (1.7). (1.8) follows from (7.7).
Turning to (ii), (1.9) is a consequence of (7.4). Assume now that (s1, y1)
a→
(s3, y3). Then y1 = W
s3,y3
s3−s1 and if y2 = W
s3,y3
s3−s2 , then (s2, y2)
a→ (s3, y3) by
definition. By (7.4) we have W s2,y2s2−s1 = W
s3,y3
s3−s1 = y1 and so (s1, y1)
a→
(s2, y2). This gives (ii).
We will use Remark 1.1(2) to verify (iii). The fact that s → es(t, x) is
cadlag on [0,∞) is immediate from (7.9) and the fact that s → W t,xs ∈ Zd
is left-continuous with right limits on [0, t] (by (7.1)). There is a δ > 0 such
that there is no arrow towards x in (t, t + δ]. Let r ∈ (t, t + δ]. Then by
definition
W r,xs = x ∀s ∈ [0, r − t], (7.10)
which by (7.6) implies
ξr(x) = ξt(W
r,x
r−t) = ξt(x),
and therefore
x ∈ Tt iff x ∈ Tr. (7.11)
Next, use (7.4) with (u, s, t) replaced by (s, t, r) to see that,
W r,xr−s =W
t,W r,xr−t
t−s =W
t,x
t−s for all s ≤ t, (7.12)
where (7.10) is used in the last equality. We also have
W r,x
(r−s)+ = x =W
t,x
(t−s)+ for all s ≥ t, (7.13)
where we use (7.10) for the first equality when r ≥ s ≥ t. Now use (7.11),
(7.12) and (7.13) in (7.9) to conclude that eˆt(y, x) = eˆr(y, x) for all r ∈
[t, t + δ]. This proves the first condition in Remark 1.1(2). For the second
condition, (1.15), if x ∈ Tt− choose δ > 0 such that there are no arrows to
x in [t− δ, t) and proceed in a similar manner. This completes the proof of
AR(iii).
If s < t, (7.9) shows that es,t(y, x) is Ft-measurable by (7.2) and the
Ft-adaptedness of T . This gives (AR)(iv) and the proof is complete. 
For t ≥ 0 and x ∈ Zd we define our candidate for an ancestral path to
(t, x) ∈ ~T by
ws(t, x) =W
t,x
(t−s)+ . (7.14)
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Lemma 7.3. For any (t, x) ∈ ~T , w(t, x) is the unique ancestral path to
(t, x), and therefore W = {w(t, x) : (t, x) ∈ ~T }.
Proof. Assume that (t, x) ∈ ~T . Then s 7→ ws(t, x) is cadlag by definition
and the fact that W t,xs is left-continuous with right limits in s. (7.6) implies
that if 0 ≤ s ≤ t, then 1 = ξt(x) = ξs(ws(t, x)) and so
ws(t, x) ∈ Ts for all s ≤ t. (7.15)
Let 0 ≤ s ≤ s′ ≤ t. Then, using (7.15), we see that (s,W t,xt−s) a→ (s′,W t,xt−s′)
iff W t,xt−s = W
s′,W t,x
t−s′
s′−s , which holds by (7.4). As ws(t, x) = W
t,x
0 = x for all
s ≥ t, we see that w(t, x) is an ancestral path to (t, x).
Turning to uniqueness, let w˜s(t, x) be any ancestral path to (t, x). Then
(0, o)
a→ (s, w˜s(t, x) implies w˜s(t, x) = W t,xt−s, and so w˜(t, x) = w(t, x) is
unique. The last assertion is then immediate. 
Before proving Theorem 4 we note that the above definition of w(t, x)
and part (v1) of the Theorem give a uniform modulus of continuity for the
rescaled dual coalescing random walks connecting one-valued sites in the
voter model conditioned on longterm survival.
Corollary 7.4. Assume {W t,xs : 0 ≤ s ≤ t, x ∈ Zd} (d ≥ 2) is the coalescing
dual of a voter model (Tt)t≥0 starting with a single one at the origin, with
bounded range kernel D and survival time S(1). Let α ∈ (0, 1/2). There is a
constant C7.4 and for all n ≥ 1 a random variable δn ∈ [0, 1] so that
P(δn ≤ ρ|S(1) > nt∗) ≤ C7.4(t∗ ∨ 1)[ρ+ n−1], ∀ρ ∈ [0, 1), t∗ > 0, (7.16)
and if (t, x) ∈ ~T , 0 ≤ s1 < s2 ≤ t, and |s2 − s1| ≤ nδn,
|W t,xs1 −W t,xs2 | ≤ C7.4n(1/2)−α[|s2 − s1|α + 1]. (7.17)
Proof. Let δn be as in Theorem 4(v1) (see Definition 2.4). Then for n ≥ 1,
t∗ > 0, and ρ ∈ [0, 1), that Theorem gives
P(δn ≤ ρ|S(1) > nt∗) ≤ m(n)P(δn ≤ ρ)/(m(n)P(S(1) > nt∗))
≤ C1[ρ+ n−1]s−1D c1.20(t∗ ∨ 1),
where (1.27) is used in the last line. This gives (7.16), and (7.17) is then
immediate from Corollary 1, (7.14) and Lemma 7.3. 
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Proof of Theorem 4. Parts (v1), (v2) and (v3) will follow from Theorems 1,
2 and 3, respectively, once we verify Conditions 1-7 for the parameter values
given in Theorem 4. Here we need to recall that sD = β
−1
d for the voter
model (Proposition 1.6), and carry out a bit of arithmetic (especially for
(v3)). We have already noted that Conditions 1 and 6 follow from Propo-
sitions 1.6(b) and 1.7, respectively. Condition 2 follows immediately from
the martingale problem of |Tt| (Lemma 7.1(b)). So it remains to check
Conditions 3, 4, 5 and 7 for the voter model.
Condition 3. On {y ∈ Ts} we have
P(∃z s.t. (s, y) a→ (s+ t, z)|Fs) = P(∃z s.t. W s+t,zt = y|Fs)
= P(∃z s.t. W s+t,zt = y) (by (7.3))
= P(∃z s.t. W s,zs = 0),
where in the last line we used translation invariance in both space and time
of the system of Poisson point processes {Λ(x, y)}. More specifically we use
the fact that {Λ(x′ − y, y′ − y)([t, t + u]) : x′, y′ ∈ Zd, u ≥ 0} has the same
law as {Λ(x′, y′)([0, u]) : x′, y′ ∈ Zd, u ≥ 0}. Recalling (7.7) we see that the
right-hand side of the above equals
P(Ts is non-empty) ≤ sD
m(s)
,
by (1.21) (which applies because Condition 1 holds).
Condition 7. On {x ∈ Tt} we can argue as above to see that
P
(
∃x′ s.t. (t, x) a→ (t+∆, x′),
∫ t+2∆
t+∆
|{y : (t, x) a→ (s, y)}|ds ≤M
∣∣∣Ft)
= P
(
∃x′ s.t. W t+∆,x′∆ = x,
∫ t+2∆
t+∆
|{y : W s,ys−t = x}|ds ≤M
∣∣∣Ft)
= P
(
∃x′ s.t. W t+∆,x′∆ = x,
∫ t+2∆
t+∆
|{y : W s,ys−t = x}|ds ≤M
)
(by (7.3))
= P
(
∃x′ s.t. W t+∆,x′∆ = x,
∫ 2∆
∆
|{y :W s′+t,ys′ = x}|ds′ ≤M
)
(s′ = s− t)
= P
(
∃x′ s.t. W∆,x′∆ = o,
∫ 2∆
∆
|{y :W s,ys = o}|ds ≤M
)
,
where in the last line we use the the translation invariance in space and time
of the system of ppp’s as above. Now use (7.7) to see that the above equals
P
(
S(1) > ∆,
∫ 2∆
∆
|Ts| ds ≤M
)
.
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Using this equality, the left-hand side of (2.6) (in Condition 7) is equal to
E
[∑
x∈Tt
P
(
S(1) > ∆,
∫ 2∆
∆
|Ts| ds ≤M
)]
= E[|Tt|]P
(
S(1) > ∆,
∫ 2∆
∆
|Ts| ds ≤M
)
.
Recall that E[|Tt|] = 1 by Lemma 7.1(b), and so if ∆ ≥ 4 the above is
trivially bounded above by the right-hand side of (2.6) with c7 = 1, and so
Condition 7 is established.
Condition 4. Recall that for 0 ≤ s ≤ t, (t − s, y) a→ (t, x) iff x ∈ Tt and
y = W t,xs . Therefore by translation invariance of W
t,x
s , we have for any
p > 4,
E
[∑
x∈Tt
∑
y∈Tt−s
1((t− s, y) a→ (t, x))|x− y|p
]
= E
[∑
x∈Tt
∑
y∈Zd
1(W t,xs = y)|x−W t,xs |p
]
= E
[ ∑
x∈Zd
1(W t,xt = o)|x−W t,xs |p
]
(by (7.7))
= E
[ ∑
x∈Zd
1(W t,ot = −x)|W t,os |p
]
= E[|W t,os |p]. (7.18)
Recall (see (7.1)) s 7→W t,os is a rate one continuous time rw with step distri-
butionD and so has steps bounded in Euclidean norm by L. If Sn =
∑n
i=1 Zi
denotes the corresponding discrete time rw and Ns is an independent rate
one Poisson process, then we can use Burkholder’s predictable square func-
tion inequality (Theorem 21.1 in [3]) to see that
E[|W t,os |p] = E[|SNs |p]
≤ cpE[Np/2s +max
i≤Ns
|Zi|p]
≤ cpE
[
Np/2s +Ns
[∑
x
|x|pD(x)
]]
≤ c(p, L)(s ∨ 1)p/2,
and we arrive at Condition 4 for any p > 4.
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Condition 5. To verify Condition 5 for all κ > 4 we will dominate the
range of the voter model by a pure birth process. The following result is
standard (e.g. see Theorem 11 in Sec. 6.11 of [13] and use a stopping time
argument to add values of s = eλ > 1 to those considered there).
Lemma 7.5. Let Mt denote a rate one pure birth process with M0 = 1.
Then for all t, λ ≥ 0 satisfying λ < − ln(1− e−t),
E[eλMt ] = (1 + et−λ − et)−1,
and so if λ7.5 = − ln(1 − e−2)/2, there is a C7.5 such that
P(M2 ≥ N) ≤ C7.5e−λ7.5N ∀N > 0. (7.19)
To verify Condition 5 we couple the voter model ξt(x) = 1(x ∈ Tt) with
a rate one branching random walk Zt(x) ∈ Z+, t ≥ 0, x ∈ Zd, so that
Z0(x) = ξ0(x) = 1(x = o) and ξt(x) ≤ Zt(x) for all t, x. This is standard so
we only sketch the construction.
We extend the system of Poisson point processes used to construct the
dual coalescing rw’s {W t,xs } by considering an i.i.d. system of such processes
Λi, i ≥ 1, where Λ1 = Λ. Then every time Λi(x, y) jumps at time t, and
Zt(y) ≥ i, particle i at y will produce an offspring at x. In this way one can
easily check that Zt is a rate one branching random walk with offspring law
D. Moreover sinceMt =
∑
x Zt(x) is a rate one pure birth process, and so is
finite for all times, we can order the jumps of Z and ξ as 0 < T1 < T2 < . . .
(recall that the range of the voter model is finite a.s.). It is then easy to
induct on n to check that ξTn ≤ ZTn (coordinatewise). (Here one really only
needs check times at which a new one appears in ξTn at location x.) Since
Zt is monotone increasing, this implies that
|R(1)t | ≤Mt for all t ≥ 0, (7.20)
where we recall that R(1)t is the range of the voter model up to time t.
Recall that ws(t, x) = W
t,x
(t−s)+ is the unique ancestral path to (t, x) ∈
~T . The independence in (7.3) and translation invariance of the system of
Poisson point processes in the graphical construction of ξ, imply that for
s ≥ 0, y ∈ Zd fixed, and on {y ∈ Ts},
P(∃ (t, x) s.t. (s, y) a→ (t, x), t ∈ [s, s+ 2], |y − x| ≥ N |Fs)
= P(∃ (t, x) s.t. (0, o) a→ (t, x), t ∈ [0, 2], |x| ≥ N)
≤ P(|{ws(t, x) : s ∈ [0, t]}| ≥ N/(
√
dL) for some t ∈ [0, 2] and x ∈ Tt)
≤ P(|R(1)2 | ≥ N/(
√
dL)).
57
The first inequality holds since s→ ws(t, x) =W t,xt−s is a step function from
o to x taking steps of (Euclidean) length at most
√
dL, and the second holds
since for x ∈ Tt, the range of w·(t, x) is in R(1)t ⊂ R(1)2 for t ≤ 2.
Now use (7.19) and (7.20) to see the above upper bound is at most
P(M2 ≥ N/(
√
dL)) ≤ C7.5 exp
(
− λ7.5√
dL
N
)
.
This implies Condition 5 for each κ > 4, and so completes the proof of
Theorem 4. 
Remark 7.6. A very similar argument would confirm Condition 5 for the
critical bounded range contact process ζt(x). Again a standard argument will
couple ζ with a dominating constant rate branching random walk–one ignores
deaths and allows multiple occupancies. The rest of the reasoning will be the
same once the infection relation (s, x)
a→ (t, y) is defined for t > s. We leave
the details for the interested reader.
8 Verifying the conditions for lattice trees
Recall that we defined
a→ by
(k, y)
a→ (m,x) ⇐⇒ x ∈ Tm, 0 ≤ k ≤ m, and wk(m,x) = y,
where w(m,x) = (wk(m,x))k≤m is the unique path in the tree T from o to x.
Recall also that we had verified (AR) except for (AR)(iv) after Definition 2.4.
Given T ∈ TL(o) =: T, we let T≤n denote the subtree consisting of vertices
in ∪m≤nTm and all the bonds in E(T ) between these vertices. Clearly T≤n
is connected because for any n′ ≤ n and x ∈ Tn′ , (wm(n′, x))m≤n′ is a
path in T≤n from o to x. It follows that T≤n is a tree and clearly the set
T≤n = {T≤n : T ∈ T} ⊂ T is a finite set of trees. It also follows that for any
x ∈ Zd
1(x ∈ Tn)1(w(n, x) ∈ A) is a function of T≤n for anyA ⊂ T≤n. (8.1)
Choosing a random tree T according to P, we see that T≤n is a random tree.
We define
Fn = {{T≤n ∈ A} : A is a subset of T≤n}, n ∈ Z+, (8.2)
that is, Fn is just the σ-field generated by T≤n. Since T≤n is a function of
T≤n+1, (Fn)n∈Z+ is a filtration and clearly
Tn = V (T≤n) \ V (T≤n−1) is Fn-measurable.
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We can now verify (AR)(iv). Let m,n ∈ Z+ and x, y ∈ Zd. If m < n
then em,n(y, x) = 1((m, y)
a→ (n, x)) = 1(x ∈ Tn, wm(n, x) = y), which is
Fn-measurable by (8.1). If m ≥ n then em,n(y, x) = 1(x = y ∈ Tn), which
is also Fn-measurable by(8.2). This verifies (AR)(iv) as required.
For x ∈ Tn define the extended path w′(n, x) by
w′m(n, x) = wm(n, x)1(m < n) + x1(m ≥ n).
It is then immediate from the definition of w(n, x) that wm1(n, x) ∈ Tm1
for m1 ≤ n and that wm0(m1, wm1(n, x)) = wm0(n, x) for m0 ≤ m1 ≤ n.
Thus w′(n, x) is an ancestral path to (n, x) ∈ ~T . Moreover it is easy to see
w′(n, x) is the only ancestral path to (n, x) and hence
W := {w′(n, x) : (n, x) ∈ ~T } (8.3)
is the system of ancestral paths for (T ,
a→). Before verifying Conditions
1-7 with parameters as in Theorem 5, and hence verifying the conclusion
of Corollary 1’, we can use the above characterization of W in (8.3) to give
an explicit interpretation of this corollary. It is a large scale modulus of
continuity for wk(m,x), k ≤ m conditional on longterm survival of the tree.
Corollary 8.1. Let T be the critical lattice tree with d > 8, L sufficiently
large so that the hypotheses of Theorem 5 hold, and survival time S(1). As-
sume α ∈ (0, 1/6), β ∈ (0, 1] satisfy 1 − 2α > 23(1 + β). Then there is a
constant C8.1, and for any n ≥ 1 a random variable δn ∈ (0, 1] so that
P(δn ≤ ρ|S(1) > nt∗) ≤ C8.1(t∗ ∨ 1)ρβ ∀ρ ∈ [0, 1), t∗ > 0, (8.4)
and if (m,x) ∈ ~T , k1, k2 ∈ Z+, ki ≤ m, and |k2 − k1| ≤ nδn, then
|wk2(m,x)− wk1(m,x)| ≤ C8.1|k2 − k1|αn(1/2)−α.
Proof. This follows immediately from Corollary 1’, (8.3) and a short calcu-
lation to derive (8.4). The latter is similar to the derivation of (7.16) in the
proof of Corollary 7.4. 
In the remainder of this section we verify Conditions 1-7 for critical
sufficiently spread-out lattice trees in dimensions d > 8. Condition 4 is
verified subject to a bound on the 6th moment of the two-point function:
Lemma 8.2. For d > 8 and L sufficiently large there exists C > 0 such that
for all n ∈ Z+, ∑
x
|x|6P(x ∈ Tn) ≤ CL6n3.
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Section 9 is devoted to the proof of Lemma 8.2.
Condition 1: This is immediate from [19, Theorem 1.4] with m(t) =
A2V (t ∨ 1) and sD = 2A. 
Condition 2: This is immediate from [26, Theorem 1.12] with k = 0. 
Condition 5: For lattice trees (2.3) holds and hence so does Condition 5
for any κ > 4 (Remark 2.1). 
Condition 6: This is immediate with (γ, σ20) = (1, v) by Proposition 1.7.

It is worth noting however that we can also invoke Lemma 2.2 by checking
its simpler hypotheses. The first hypothesis of Lemma 2.2 was verified for
lattice trees with d > 8 in [19, Theorem 1.5] as a consequence of the survival
asymptotics proved therein and [26, Theorem 1.15] and [28, Proposition 2.4].
The second hypothesis of Lemma 2.2 is easily obtained from the identity
Esn[X
(n)
t (1)
p] =
Csn
np
∑
x1,...,xp
∑
T∈TL(o):
x1,...,xp∈T⌊nt⌋
W (T ).
This identity gives rise to the bound
sup
t≤t∗
Esn[X
(n)
t (1)
p] ≤ sup
t≤t∗
Cs,pn
np
⌊nt⌋p−1 ≤ Cs,pt∗p,
where the factor ⌊nt⌋p−1 comes from the possible temporal locations of p−1
branch points in the minimal subtree connecting o to the points x1, . . . , xp ∈
T⌊nt⌋ (see e.g. [26, (4.4)-(4.5)]).
In preparation for proving the remaining conditions, we introduce a bit
of notation:
For any tree T ∈ TL and any x ∈ T , let Rx(T ) denote the lattice tree
consisting of x and the descendants of x in T , together with the edges in T
connecting them. So in particular if x ∈ Tn, then
V (Rx(T )) = {y ∈ Zd : ∃m ≥ n s.t. x = wn(m, y)}.
Let T≯x = (T \Rx(T )) ∪ {x} denote the tree consisting of all vertices in
T that are not descendants of x. It is connected, and hence a tree, since for
any such vertex y, the path from o to y cannot contain any descendants of
x or else y would also be a descendant. For any B ⊂ TL, let Bx denote the
event B shifted by x (i.e. for T ∋ o, T ∈ B ⇐⇒ T + x ∈ Bx, where + is
addition in Zd).
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Notation. We will write ~ωn = (ω0, ω1, . . . , ωn) to denote an n-step random
walk path, that is, a sequence of points ωi ∈ Zd so that ‖ωi − ωi−1‖∞ ≤ L
for all 1 ≤ i ≤ n. We write ~ωn : y → z if, in addition, ω0 = y and ωn = z, in
which case ~ωn is a random walk path from y to z. If ~ω is an n-step random
walk path we write ~ω ∈ TL(ω0) iff ~ω is also self-avoiding (i.e., ω0, . . . , ωn are
distinct), where it is understood that the edge set is precisely the set of n
edges {{ωi−1, ωi}}ni=1.
If (Ti)i∈I are lattice trees, we define the union of these trees as the lattice
subgraph with vertex set equal to the union of the vertex sets of the Ti, and
edge set equal to the union of the edge sets of the Ti.
If ~ωn is an n-step random walk path and ~Rn = (R0, . . . , Rn) where
Ri ∈ TL(ωi) for each i = 0, . . . , n then we write ~Rn ∋ ~ωn.
Remark 8.3. Here we describe a bijection between T ∈ TL(o) such that
x ∈ Tn and collections (~ωn, ~Rn), where ~Rn ∋ ~ωn, ω0 = o and ωn = x, and
the (Ri)
n
i=0 are mutually avoiding (i.e. vertex disjoint, which implies that
~ωn ∈ TL(o)).
Firstly note that any lattice tree T ∈ TL(o) such that x ∈ Tn has a unique
n-step random walk path ~ωn := w(n, x) ∈ TL(o) of vertices and edges in T
from o to x. Define Ri to be the connected component of ωi in the tree after
removing the edges of ~ωn (but not the vertices) from T . Then trivially each
Ri ∈ TL(ωi), and the (Ri)ni=0 are mutually avoiding (i.e. vertex disjoint).
Moreover T is the union of the trees ~ωn and (Ri)
n
i=0.
On the other hand, given an n-step random walk path ~ωn ∈ TL(o) from
o to x, and ~Rn ∋ ~ωn, the (edge and vertex) union of these trees is a tree if
(and only if) the (Ri)
n
i=0 are mutually avoiding.
It is immediate from Remark 8.3 (and the product form of W (T )) that
the two-point function, P(x ∈ Tn), can be written as
P(x ∈ Tn) := ρ−1
∑
T∈TL(o)
W (T )1{x∈Tn}
= ρ−1
∑
~ωn:o→x
W (~ωn)
∑
~Rn∋~ωn
(
n∏
i=0
W (Ri)
)
1{R0,...,Rn avoid each other}.
(8.5)
We henceforth write W (~Rn) :=
∏n
i=0W (Ri) when
~Rn = (R0, . . . , Rn).
Obviously we obtain an upper bound for (8.5) by replacing the indicator
therein with a less restrictive one. This observation and generalisations of it
will play a crucial role in our verification of the conditions for lattice trees.
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Conditions 3 and 7 will be simple consequences of the following Lemma.
Lemma 8.4. For all A,B ⊂ TL, and every n ∈ N,
P(x ∈ Tn,T≯x ∈ A,Rx(T ) ∈ Bx) ≤ ρP(x ∈ Tn,T≯x ∈ A)P(T ∈ B). (8.6)
Proof. Using Remark 8.3 we see that the left hand side of (8.6) is equal to
1
ρ
∑
T∈TL
W (T )1{x∈Tn}1{T≯x∈A}1{Rx(T )∈Bx}
=
1
ρ
∑
~ωn:o→x
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)1{R0,...,Rn avoid each other}
× 1{~Rn−1∪~ωn∈A}1{Rn∈Bx}, (8.7)
where ~Rn ∪ ~ωn =: T ′ is a lattice tree (containing o, and x at generation n)
due to the indicator of avoidance, and ~Rn−1 ∪ ~ωn = (T ′ \Rn)∪ {x} is a tree
as well.
Now Rn is a tree containing x = ωn, so by weakening the avoidance
constraint this is at most
1
ρ
∑
~ωn:o→x
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)1{R0,...,Rn−1 avoid each other and x}
× 1{~Rn−1∪~ωn∈A}1{Rn∈Bx}
=
1
ρ
∑
~ωn:o→x
W (~ωn)
∑
~Rn−1∋~ωn−1
W (~Rn−1)1{R0,...,Rn−1 avoid each other and x}
× 1{~Rn−1∪~ωn∈A} (8.8)
×
∑
Rn∈TL(x)
W (Rn)1{Rn∈Bx}, (8.9)
where we have used the fact that 1{~Rn−1∪~ωn∈A} does not depend on Rn\{x}.
Now note that (8.9) is equal to
ρ
1
ρ
∑
R∈TL(x)
W (R)1{R∈Bx} = ρP(T + x ∈ Bx) = ρP(T ∈ B).
62
Next note that the weight of a lattice tree consisting of a single vertex {x}
is 1, so (8.8) is at most
1
ρ
∑
~ωn:o→x
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)1{R0,...,Rn avoid each other}1{~Rn−1∪~ωn∈A},
(8.10)
since (8.10) contains the case where Rn = {x}. But (8.10) is equal to
P(x ∈ Tn,T≯x ∈ A),
and the result follows. 
Condition 3: By (8.2), to verify Condition 3 for lattice trees, it is sufficient
to show that there exists c3 > 0 such that for all n ∈ Z+, k ∈ N, any
T ′ ∈ T≤n such that P(T≤n = T ′) > 0 and any x ∈ T ′n,
P(∃z : (n, x) a→ (n+ k, z)∣∣T≤n = T ′) ≤ c3
k
. (8.11)
Let B denote the set of lattice trees containing o that survive until at
least generation k, so Bx is the set of lattice trees rooted at x for which
there is at least one vertex in the tree of tree distance k from x. Then
P(∃z : (n, x) a→ (n+ k, z)∣∣T≤n = T ′) = P(∃z : (n, x) a→ (n+ k, z) , T≤n = T ′)
P(T≤n = T ′)
=
P(Rx(T ) ∈ Bx , T≤n = T ′)
P(T≤n = T ′) . (8.12)
Note that for any T ∈ TL, if x ∈ Tn then T≤n = (T≯x)≤n. Therefore the
numerator in (8.12) can be written as
P
(
x ∈ Tn, (T≯x)≤n = T ′, Rx(T ) ∈ Bx
) ≤ ρP(x ∈ Tn, (T≯x)≤n = T ′)P(T ∈ B),
where we have used Lemma 8.4. But (since x ∈ T ′n),
P
(
x ∈ Tn, (T≯x)≤n = T ′
)
= P(T≤n = T ′),
so for all k ∈ N, (8.12) is bounded above by ρP(T ∈ B) = ρθ(k) ≤ cρ/k, by
(1.21) and Condition 1. By (1.23) we have proved (8.11), as needed. 
Condition 7: Let (Rx(T ))m denote the set of vertices in the tree Rx(T )
of tree distance m from x (e.g. (Rx(T ))0 = {x}). By Lemma 2.3 we need
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to show that there exists c7 > 0 such that for any ℓ ∈ Z+,m ∈ N≥4, and
M > 0,
E

∑
x∈Tℓ
1
(
∃y ∈ (Rx(T ))m ,
2m−1∑
j=m+2
#(Rx(T ))j ≤M
)
≤ c7P
(
S(1) ≥ m,
2m−1∑
j=m+2
#Tj ≤M
)
. (8.13)
The left hand side can be written as
∑
x∈Zd
P
(
x ∈ Tℓ , ∃y ∈ (Rx(T ))m ,
2m−1∑
j=m+2
#(Rx(T ))j ≤M
)
. (8.14)
Let Bx denote the set of lattice trees T rooted at x (i.e. the unique
particle of generation 0 is x) that survive until time m such that the total
number of particles of generation between m+ 2 and 2m− 1 is at most M ,
and let B = Bo. Then (8.14) is∑
x∈Zd
P
(
x ∈ Tℓ, Rx(T ) ∈ Bx
)
.
Applying Lemma 8.4 this is at most
ρ
∑
x∈Zd
P(x ∈ Tℓ)P(T ∈ B) = ρE

∑
x∈Tℓ
1

P(∃y ∈ Tm, 2m−1∑
j=m+2
#Tj ≤M
)
,
which, by Condition 2, verifies (8.13) with c7 = ρc2. 
For T ∈ TL(o), 0 ≤ m < n, and x ∈ Tn, let xm(T ) = wm(n, x) denote
the unique ancestor of x in T of generation m. In preparation for verifying
Condition 4 subject to Lemma 8.2 we prove the following Lemma.
Lemma 8.5. If c2 is the constant in Condition 2 for lattice trees, then for
any f : Zd → R+ such that f(−x) = f(x) and any m < n ∈ N,
E
[∑
x∈Tn
f(x− xm(T ))
]
≤ c2
∑
y∈Zd
f(y)P(y ∈ Tn−m).
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Proof. The left hand side is equal to
ρ−1
∑
x,y∈Zd
∑
T∈TL
W (T )1{x∈Tn}1{xm(T )=y}f(x− y). (8.15)
Now every
tree T rooted at o and containing x at tree distance n from o, such that
the unique path in the tree from o to x passes through y at tree distance m
from o
is also
a tree (with the same weight) rooted at x containing o at tree distance n
from o such that the unique path in the tree from x to o passes through y at
tree distance n−m from x,
and vice versa. The above are actually the same tree, but since we are
also specifying the root, we will refer to the latter as Tx.
Translating this tree by −x, we obtain a tree T ′ = Tx−x (with the same
weight as T ) rooted at o = x−x, containing x′ := −x at tree distance n from
o and such that the unique path in T ′ from o to x′ passes through y′ := y−x
at tree distance n−m from o. Since x−y = −y′, and f(−y′) = f(y′), (8.15)
is equal to
ρ−1
∑
x′,y′∈Zd
∑
T ′∈TL
W (T ′)1{x′∈T ′n}1{x′n−m(T ′)=y′}f(y
′).
Now we can simply drop the ′ to get that (8.15) is equal to
ρ−1
∑
x,y∈Zd
∑
T∈TL
W (T )1{x∈Tn}1{xn−m(T )=y}f(y).
Now as in (8.7) we can write this as
ρ−1
∑
x,y∈Zd
∑
~ωn:o
n−m→ ym→x
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)1{(Ri)0≤i≤n avoid each other}f(y),
(8.16)
where the sum over ~ωn is a sum over random walk paths of length n from o
to x that are at y at time n−m.
Now since Rn−m ∋ y, we have that
1{(Ri)0≤i≤n avoid each other}
≤ 1{(Ri)0≤i≤n−m avoid each other}1{(Ri)n−m+1≤i≤n avoid each other and y}.
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Thus, using the fact that also the weight of a tree containing a single vertex
y is 1, we see that (8.16) is at most
ρ−1
∑
x,y∈Zd
∑
~ω
(1)
n−m:o→y
∑
~ω
(2)
m :y→x
W (~ω(1)n−m)W (~ω
(2)
m )
∑
~R
(1)
n−m∋~ω(1)n−m
W (~R(1)n−m)1{(R(2)i )0≤i≤n−m avoid each other}
f(y)
∑
~R
(2)
m ∋~ω(2)m
W (~R(2)m )1{(R(2)
i′ )0≤i′≤m avoid each other}
.
Collecting terms, this is equal to
ρ−1
∑
y∈Zd
∑
~ω
(1)
n−m:o→y
W (~ω(1)n−m)
∑
~R
(1)
n−m∋~ω(1)n−m
W (~R(1)n−m)1{(R(1)i )0≤i≤n−m avoid each other}
f(y)
×
( ∑
x∈Zd
∑
~ω
(2)
m :y→x
W (~ω(2)m )
∑
~R
(2)
m ∋~ω(2)m
W (~R(2)m )1{(R(2)
i′ )0≤i≤m avoid each other}
)
.
Changing variables from x to u = x − y in the last summation, we see the
above is equal to∑
y∈Zd
f(y)P(y ∈ Tn−m)
∑
u∈Zd
P(u ∈ Tm) ≤ c2
∑
y∈Zd
f(y)P(y ∈ Tn−m),
by Condition 2 for lattice trees, as required. 
Condition 4: Apply Lemma 8.5 with f(x) = |x|6, n = t and m = t − s
to see that in order to verify Condition 4, it is sufficient to prove that∑
y∈Zd |y|6P(y ∈ Ts) ≤ c(s ∨ 1)6/2. Together with Lemma 8.2 this verifies
Condition 4. 
Assuming Lemma 8.2, we can now prove Theorem 5.
Proof of Theorem 5. Conditions 1-7 all hold, with sD = 2A in Condition 1,
p = 6 in Condition 4, any κ > 4 in Condition 5 and (γ, σ20) = (1, v) in
Condition 6. Hence, with a bit of elementary arithmetic, Theorem 1’ implies
(t1), Theorem 2 implies (t2) and Theorem 3 implies (t3). 
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9 Proof of Lemma 8.2
We will prove the required bound for ρtn(x), which is of course equivalent.
Before we prove Lemma 8.2, note that
ρtn(x) =
∑
~ωn:o→x
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)K[0,n](~Rn) (9.1)
where for 0 ≤ a < b ≤ n we have
K[a,b](~Rn) =
∏
a≤s<t≤b
1{Rs∩Rt=∅} =
∏
a≤s<t≤b
[
1 + Us,t(~Rn)
]
,
where Us,t(~Rn) = −1{Rs∩Rt 6=∅}.
The first step of the lace expansion analysis (see [38] for an introduction
to the lace expansion in various settings) is to rewrite K[0,n] as
K[0,n] =
∑
Γ∈G[0,n]
∏
(s,t)∈Γ
Us,t,
where G[0, n] is the set of graphs (ordered pairs of vertices) on [0, n]. Every
such graph can be decomposed into its connected components (here a graph
Γ on [a, b] is connected if ∪(s,t)∈Γ[s, t] = [a, b]. If Γ is a graph on [0, n] and
a ∈ [0, n] satisfies a /∈ ∪(s,t)∈Γ[s, t] then the connected component of a is
simply [a, a] = {a}. Let Gconn[a, b] denote the set of connected graphs on
[a, b] (here the empty graph is considered to be a connected graph on [a, a]),
and
J[a,b] :=
∑
Γ∈Gconn[a,b]
∏
(s,t)∈Γ
Us,t.
Let πn(x) =
∑
~ωn:o→xW (ω)
∑
~Rn∋~ωn W (
~Rn)J[0,n], and note that
π0(x) = δo,x
∑
R0∈TL
W (R0) = δo,xρ.
Write n − ~M for n − ~M · ~1 and ~Mr for (M1, . . . ,Mr). Writing ~mN ≥ 0
for the set of (m1, . . . ,mN ) ∈ (Z+)N , note that (with mˆ0 = 0 and mˆi =∑i
ℓ=1mℓ),
K[0,n] =
n+1∑
N=1
∑
~mN≥0:
~mN+N−1=n
N∏
j=1
J[mˆj−1+j−1,mˆj+j−1], (9.2)
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0 n
Figure 1: Here n = 9, N = 5, the lengths of the 5 “connected graphs” are
m1 = 0, m2 = 2, m3 = 0, m4 = 3 and m5 = 0. Note that 0+ 1+2+1+ 0+
1 + 3 + 1 + 0 = 9.
where N denotes the number of connected components. (See Figure 1.) The
case that N = n + 1 corresponds to the empty graph where every vertex
0, 1, . . . , n is its own connected component. Thus,
ρtn(x) =
n+1∑
N=1
∑
~mN≥0:
~mN+N−1=n
∑
~ωn:o→x
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)
N∏
j=1
J[mˆj−1+j−1,mˆj+j−1].
(9.3)
Note that the caseN = 1 (for which mˆ1 = m1 = n) gives the contribution∑
~ωn:o→x
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)J[0,n] := πn(x). (9.4)
For N > 1, letting y0 = o and yN = x and yi = ωmˆi+i for i = 1, . . . , N−1 we
write
∑
~ωn:o
~ˆmN ,~yN→ x
to denote the sum over random walk paths from the origin
to x in n steps that pass through yi at mˆi+ i steps for each i = 1, . . . , N −1.
Then we can write (9.3) as
ρtn(x) = πn(x) +
n+1∑
N=2
∑
~mN≥0:
~mN+N−1=n
∑
~yN−1
∑
~ωn:o
~ˆmN ,~yN→ x
W (ω)
×
∑
~Rn∋~ωn
W (~Rn)
N∏
ℓ=1
J[mˆℓ−1+ℓ−1,mˆℓ+ℓ−1]. (9.5)
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Let πm,+(y) = (πm∗zDD)(y). We will be interested in the terms (r ∈ Z+)
t˜{r}n :=
∑
y
ρ|y|2rtn(y), n ≥ 0
t˜{r}n,+ :=
∑
y
|y|2r(ρtn−1 ∗ zDD)(y), for n ∈ N, and t˜{r}0,+ := 1,
π˜{r}n :=
∑
y
|y|2rπn(y), n ≥ 0
π˜{r}n,+ :=
∑
y
|y|2r(πn ∗ zDD)(y), n ≥ 0.
Note that ρt0(y) = ρδo,y = π0(y).
We know from Condition 2 that there is a K so that for all n ∈ Z+,
t˜{0}n ≤ K, t˜{0}n,+ ≤ K. (9.6)
Moreover we know e.g. from [26, Proposition 5.1] that
∑
y
|y|2r|πn(y)| ≤ CL
2r
(n ∨ 1) d−42 −r
, for r = 0, 1, 2. (9.7)
This implies that also
∑
y
|y|2r(|πn| ∗ zDD)(y) ≤ CL
2r
(n ∨ 1) d−42 −r
, for r = 0, 1, 2. (9.8)
Note that we allow the constant C to vary from line to line. Since πn(y) = 0
if |y| > nL we get also that
∑
y
|y|6|πn(y)| ≤ n2L2 CL
4
(n ∨ 1) d−82
≤ CL6(n ∨ 1)(12−d)/2 (9.9)
∑
y
|y|6(|πn| ∗ zDD)(y) ≤ n2L2 CL
4
(n ∨ 1) d−82
≤ CL6(n ∨ 1)(12−d)/2. (9.10)
For r ∈ Z+, let Ar denote the set of square upper triangular matrices
A = (ak1,k2)k1,k2∈[r] ∈ (Z+)r×r such that ak1,k2 = 0 if k2 < k1. Here if r = 0,
A0 consists only of the empty matrix ∅.
Definition 9.1. A matrix A ∈ Ar is said to be null if B := A+AT has at
least one row i such that
∑
j 6=i bi,j is odd.
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For r as above and A ∈ Ar and n ∈ N define Ξ[0]n [∅] = t˜{0}n , and
Ξ[r]n [A]
:=
∑
~Mr≥0
∑
~Lr≥0
(
r∏
s=1
t˜{0}Ms,+
)∑
~vr

 r∏
k1=1
r∏
k2=1
(vk1 · vk2)ak1,k2


×
(
r∏
ℓ=1
πLℓ,+(vℓ)
)
t˜{0}
n− ~Mr−~Lr−r1{n≥ ~Mr+~Lr+r} (9.11)
+
∑
~Mr≥0
∑
~Lr≥0
(
r∏
s=1
t˜{0}Ms,+
)∑
~vr

 r∏
k1=1
r∏
k2=1
(vk1 · vk2)ak1,k2


×
(
r∏
ℓ=2
πLℓ,+(vℓ)
)
πL1(v1)1{n= ~Mr+~Lr+(r−1)}. (9.12)
Note that the r = 0, A = ∅ case can be interpreted as (9.11) with no sums
or products, leaving only t˜{0}n−0−0−0.
Lemma 9.2. Fix r, A ∈ Ar, and n ∈ N. If A is null then Ξ[r]n [A] = 0.
Proof. Since A is null, there exists some i ≤ r such that ∑j 6=i bi,j is odd.
This means that the term vi appears an odd number of times in Ξ
[r]
n [A]. Since
πLi and πLi,+ are symmetric (πLi(−v) = πLi(v) and πLi,+(−v) = πLi,+(v)),
for each fixed (vj)j 6=i, the sum over vi gives 0, hence Ξ
[r]
n [A] = 0. 
Lemma 9.3. Let j1, j2 be distinct indices in {2, . . . , r} and A,A′ ∈ Ar be
such that A′ is obtained by swapping columns j1, j2 of A and then swapping
rows j1, j2 of the resulting matrix, where j1 6= 1, j2 6= 1. That is, a′i,j =
aπi,πj , where π : {1, . . . , r} → {1, . . . , r} swaps j1 and j2. Then Ξ[r]n [A] =
Ξ
[r]
n [A′] for all n ∈ N.
Proof. We must show that the above sum defining Ξ
[r]
n [A] is invariant under
the permutation of the indices of A by π. To see this we may sum over
~vπr = (vπ1 , . . . , vπr) and
~Lπr instead of ~vr and
~Lr. The invariance is then easy
to recognize. 
Note that the above lemma does not hold if either j1 = 1 or j2 = 1, due
to the asymmetry in (9.12).
The majority of the work remaining in the paper is to prove the following.
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Lemma 9.4. There exist positive integers k2, . . . , k9 such that for all n ∈ N,
t˜{3}n = Ξ
[1]
n [(3)] + k2Ξ
[2]
n
[(
0 2
0 1
)]
+ k3Ξ
[2]
n
[(
1 2
0 0
)]
+ k4Ξ
[2]
n
[(
1 0
0 2
)]
+ k5Ξ
[2]
n
[(
2 0
0 1
)]
+ k6Ξ
[3]
n



0 2 00 0 0
0 0 1



+ k7Ξ[3]n



1 0 00 0 2
0 0 0




+ k8Ξ
[3]
n



1 0 00 1 0
0 0 1



+ k9Ξ[3]n



0 1 10 0 1
0 0 0



 .
Lemma 9.4 requires some explanation. Recall (9.5) and note that for
fixed N and with yN = x and y0 = o and letting zi = yi − yi−1 for i =
1, . . . , N we can write x =
∑N
i=1 zi. Expanding each of the p ∈ N factors of
|x|2 enables us to write
|x|2p =
p∏
j=1

 N∑
ij=1
|zij |2 +
N∑
ij=1
∑
ij+p 6=ij
zij · zij+p

 ,
where the choice of summation index ij+p may not be the most natural at
this point. Expanding the above in the case p = 3, and relabelling indices
of summation gives
|x|6 =
N∑
i1=1
N∑
i2=1
N∑
i3=1
|zi1 |2|zi2 |2|zi3 |2 (9.13)
+ 3
N∑
i1=1
N∑
i2=1
N∑
i3=1
N∑
i4=1
1{i3 6=i4}|zi1 |2|zi2 |2(zi3 · zi4) (9.14)
+ 3
N∑
i1=1
N∑
i2=1
N∑
i3=1
N∑
i4=1
N∑
i5=1
1{i2 6=i3}1{i4 6=i5}|zi1 |2(zi2 · zi3)(zi4 · zi5)
(9.15)
+
N∑
i1=1
N∑
i2=1
N∑
i3=1
N∑
i4=1
N∑
i5=1
N∑
i6=1
1{i1 6=i2}1{i3 6=i4}1{i5 6=i6}(zi1 · zi2)
× (zi3 · zi4)(zi5 · zi6). (9.16)
Now one can split these sums according to the number r of distinct indices
(without loss of generality they are i1, . . . , ir). The number of distinct indices
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determines the dimensions r of a matrix A. The j, k-th entry of the matrix
is precisely the number of times that zij · zik appears in a given sum. For
example (9.13) includes contributions where i1, i2, i3 are all distinct (so r =
3), and in this case |zij |2 = zij · zij appears exactly once for each j = 1, 2, 3,
which corresponds to the matrix

1 0 00 1 0
0 0 1

 in the lemma. But (9.13)
also includes (contributions where exactly two indices are distinct and) a
contribution where i1 = i2 = i3 (so r = 1), in which case |zi1 |2 = zi1 · zi1
appears 3 times, corresponding to the matrix (3).
The proof will proceed by expressing t˜{3}n as a large sum involving integral
multiples of terms Ξ
[r]
n [A], arising in this way, of which many of the A for
r = 2, . . . , 6 are null. These latter terms are then dropped thanks to Lemma
9.2. Lemma 9.4 shows all the non-null matrices that arise.
A similar but simpler argument applies to the case p = 2, for which we
obtain the following.
Lemma 9.5.
t˜{2}n = Ξ
[1]
n [(2)] + 4Ξ
[2]
n
[(
0 2
0 0
)]
+ 2Ξ[2]n
[(
1 0
0 1
)]
.
We will be using Lemma 9.5 in the extension to d = 9 given in Section 9.2
below. A careful proof of Lemma 9.5 would be similar to, but simpler than,
the proof of Lemma 9.4 given below, and so we will omit it.
Proof of Lemma 8.2 for d ≥ 10, assuming Lemma 9.4. We may assume n ∈
N because t0(x) = 1(x = 0). It is sufficient to show that each of the terms
Ξ
[r]
n [A] (for non-null A) appearing in Lemma 9.4 are bounded by Cn3.
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Recall our definition of Ξ
[r]
n [A] from (9.11)-(9.12) gives
Ξ[r]n [A]
≤
∑
~Mr≥0
∑
~Lr≥0
(
r∏
s=1
t˜{0}Ms,+
)∑
~vr

 r∏
k1=1
r∏
k2=1
|vk1 · vk2 |ak1,k2


×
(
r∏
ℓ=1
|πLℓ,+(vℓ)|
)
t˜{0}
n− ~Mr−~Lr−r1{n≥ ~Mr+~Lr+r}
+
∑
~Mr≥0
∑
~Lr≥0
(
r∏
s=1
t˜{0}Ms,+
)∑
~vr

 r∏
k1=1
r∏
k2=1
(vk1 · vk2)ak1,k2


×
(
r∏
ℓ=2
|πLℓ,+(vℓ)|
)
|πL1(v1)|1{n= ~Mr+~Lr+(r−1)}.
From (9.6) and using Cauchy-Schwarz (|u ·v| ≤ |u||v|) this is bounded above
by a constant times
∑
~Mr≥0
∑
~Lr≥0
∑
~vr

 r∏
k1=1
r∏
k2=1
(|vk1 ||vk2 |)ak1,k2


(
r∏
ℓ=1
|πLℓ,+(vℓ)|
)
1{n≥ ~Mr+~Lr+r}
+
∑
~Mr≥0
∑
~Lr≥0
∑
~vr

 r∏
k1=1
r∏
k2=1
(|vk1 ||vk2 |)ak1,k2

( r∏
ℓ=2
|πLℓ,+(vℓ)|
)
|πL1(v1)|1{n= ~Mr+~Lr+(r−1)}.
It follows that
Ξ[1]n [(3)] ≤ C
∑
M1≥0
∑
L1≥0
1{n≥M1+L1+1}
∑
v1
(|v1|2)3|πL1,+(v1)|
+ C
∑
M1≥0
∑
L1≥0
1{n=M1+L1}
∑
v1
(|v1|2)3|πL1(v1)|. (9.17)
By (9.9) and (9.10) this is at most
CL6
∑
M1≥0
∑
L1≥0
1{n≥M1+L1+1}(L1 ∨ 1)(12−d)/2, (9.18)
which is at most CL6n3 when d ≥ 10 (recall that n ≥ 1 now).
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Next,
Ξ[2]n
[(
0 2
0 1
)]
≤ C
∑
M1,M2≥0
∑
L1,L2≥0
1{n≥ ~M2+~L2+2}
∑
v1,v2
(|v1||v2|)2|v2|2|πL1,+(v1)||πL2,+(v2)|
+ C
∑
M1,M2≥0
∑
L1,L2≥0
1{n= ~M2+~L2+1}
∑
v1,v2
(|v1||v2|)2|v2|2|πL1(v1)||πL2,+(v2)|.
Note that the powers here are |v1|2|v2|4. Using the bounds (9.7),(9.8) (with
r = 2 for the 4th power and with r = 1 for the 2nd power) this is at most
CL2CL4
∑
M1,M2≥0
∑
L1,L2≥0
1{n≥ ~M2+~L2+1}(L1 ∨ 1)
−(d−6)/2(L2 ∨ 1)−(d−8)/2,
which is less than CL6n3 when d > 8. The terms Ξ
[2]
n
[(
1 2
0 0
)]
and
Ξ
[2]
n
[(
1 0
0 2
)]
and Ξ
[2]
n
[(
2 0
0 1
)]
are bounded in the same way.
Finally, the non-null terms Ξ
[3]
n [•] in the lemma each give
 3∏
k1=1
3∏
k2=1
(|vk1 ||vk2 |)ak1,k2

 = |v1|2|v2|2|v3|2.
So all of these terms each contribute at most a constant times∑
M1,M2,M3≥0
∑
L1,L2,L3≥0
1{n≥ ~M3+~L3+3}
∑
v1,v2,v3
(|v1||v2|)2|v3|2|πL1,+(v1)||πL2,+(v2)||πL3,+(v3)|
+
∑
M1,M2,M3≥0
∑
L1,L2,L3≥0
1{n= ~M3+~L3+2}
∑
v1,v2,v3
(|v1||v2|)2|v3|2|πL1(v1)||πL2,+(v2)||πL3,+(v3)|.
Using (9.8) with r = 1 three times we get that this is at most
C(L2)3
∑
M1,M2,M3≥0
∑
L1,L2,L3≥0
1{n≥ ~M3+~L3+2}(L1 ∨ 1)
−(d−6)/2
× (L2 ∨ 1)−(d−6)/2(L3 ∨ 1)−(d−6)/2,
which is at most CL6n3 when d > 8. 
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9.1 Proof of Lemma 9.4
In this section we prove Lemma 9.4 by using (9.5).
Note first that the case N = 1, corresponding to the πn(x) term in
(9.5), contributes
∑
x |x|6πn(x), which is the part of Ξ[1]n [(3)] (in (9.12))
corresponding to the case M1 = 0, L1 = n.
For fixed N > 1 and with yN = x and y0 = o, and zi = yi − yi−1 our
starting point is (9.13)-(9.16). As noted after (9.16) we split the various
sums over indices into sums over distinct indices. Doing this split into sums
over distinct indices we can write (9.13) as
N∑
i1=1
|zi1 |6 + 3
N∑
i1=1
N∑
i2=1
1{i2 6=i1}|zi1 |4|zi2 |2
+
N∑
i1=1
N∑
i2=1
N∑
i3=1
1{i1,i2,i3 distinct}|zi1 |2|zi2 |2|zi3 |2. (9.19)
Until further notice we consider the contribution from the first term of
(9.19) with i = i1, i.e. the contribution from
∑N
i=1 |yi−yi−1|6, where N > 1.
This contribution is equal to
n+1∑
N=2
∑
yN
∑
~mN≥0:
~mN+N−1=n
N∑
i=1
∑
~yN−1
|yi − yi−1|6
∑
~ωn:o
~ˆmN ,~yN→ yN
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)
N∏
ℓ=1
J[mˆℓ−1+ℓ−1,mˆℓ+ℓ−1].
Consider the contribution from i = N > 1. The sum over ~ωn can be
expressed as a sum over ~ω{1}mˆN−1+N−1 : o
~ˆmN−1,~yN−1→ yN−1 and a sum over
~ω{1
′}
n− ~ˆmN−1−(N−1)
: yN−1 → yN , and note that the weight W (~ω) factors as
W (~ω{1})W (~ω{1
′}). Now let L1 = mN and note that n−mˆN−1−(N−1) = L1
so the sum over ~ω{1
′} can be written as∑
~ω
{1′}
L1
:yN−1→yN
W (~ω{1
′}
L1
)
∑
~R
{1′}
L1
∋~ω{1′}L1
W (~R{1
′}
L1
)J[0,L1](
~R{1
′}
L1
) = πL1(yN − yN−1),
(where we have used (9.4) and translation invariance of the weights and
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J[0,L1]) so that∑
yN
|yN − yN−1|6
∑
~ω
{1′}
L1
:yN−1→yN
W (~ω{1
′}
L1
)
∑
~R
{1′}
L1
∋~ω{1′}
W (~R{1
′}
L1
)J[0,L1](
~R{1
′}
L1
)
=
∑
y
|y|6πL1(y), (9.20)
where in the last line we have changed the sum over yN into a sum over
y = yN − yN−1. Let N1 = N − 1. Then using the fact (see e.g. (9.2)) that
n−L1∑
N1=1
∑
~mN1≥0:
~mN1+N1−1=n−(L1+1)
N1∏
ℓ=1
J[mˆℓ−1+ℓ−1,mˆℓ+ℓ−1] = K[0,n−(L1+1)],
the contribution from i = N can be expressed as
n−1∑
L1=0
∑
yN1
∑
~ω
{1}
n−L1 :o→yN1
W (~ω
{1}
n−L1)
∑
~R
{1}
n−(L1+1)∋~ω
{1}
n−(L1+1)
W (~R{1}n−(L1+1))
×K[0,n−(L1+1)]
∑
y
|y|6πL1(y).
Now the sum over ~R{1}n−(L1+1) contains n − L1 trees R0 ∋ o, . . . Rn−(L1+1) ∋
ωn−(L1+1) whose interaction is encoded by K[0,n−(L1+1)], however the sum
over ~ω{1} is over n − L1 step walks (which have n − L1 + 1 vertices), with
the last (or “extra”) step being from say u to yN1 . Of course W (~ω
{1}) is
the product of the weights of the first n − (L1 + 1) steps and the last one
(which has weight zDD(yN ′ − u)). Letting M1 = n− L1, it follows that the
contribution with i = N can be rewritten as
∑
M1≥1
n−1∑
L1=0
1{M1+L1=n}
∑
u
∑
~ω′M1−1:o→u
W (~ω′M1−1)
∑
~R′M1−1∋~ω
′
W (~R′M1−1)K[0,M1−1]
×
∑
yN′
zDD(yN ′ − u)
∑
y
|y|6πL1(y)
=
∑
M1≥1
∑
L1≥0
1{M1+L1=n}
∑
u
ρtM1−1(u) ×
∑
y′
zDD(y
′ − u) ×
∑
y
|y|6πL1(y)
(by (9.1))
=
∑
M1≥1
∑
L1≥0
1{M1+L1=n}t˜
{0}
M1,+
× π˜{3}L1 , (9.21)
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which is equal to the M1 ≥ 1 contribution on the right hand side of (9.12)
with r = 1 and A = (3).
Next we show that the contribution from i < N (where N > 1) gives the
right hand side of (9.11) with r = 1 and A = (3). Consider first the con-
tribution from i = 1. With a similar derivation as above, this contribution
can be written as
n−1∑
L1=0
∑
y
|y|6(πL1 ∗ zDD)(y) ×
∑
x
ρtn−(L1+1)(x)
=
n−1∑
L1=0
π˜{3}L1,+ × t˜
{0}
n−(L1+1).
This is the M1 = 0 case of the right hand side of (9.11) with r = 1 and
(A) = 3.
Finally, consider the contribution where i 6= 1, N (so in particular N > 2,
so this term only appears if n ≥ 2). In this case we wish to find a simple
expression for
n+1∑
N=3
∑
~mN≥0:
~mN+N−1=n
N−1∑
i=2
∑
~yN
|yi − yi−1|6
∑
~ωn:o
~ˆmN ,~yN→ yN
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)
N∏
ℓ=1
J[mˆℓ−1+ℓ−1,mˆℓ+ℓ−1].
Now let M1 = mˆi−1 + i− 1 and L1 = mi, and M0 = n − (M1 + L1 + 1),
and N1 = i − 1 and N0 = N − i. Then N = N1 + 1 + N0 and the above
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expression can be written as
∑
M1≥1
∑
L1≥0
1{n≥M1+L1+1}
M1∑
N1=1
M0+1∑
N0=1
∑
~m
{1}
N1
≥0:
~m
{1}
N1
+N1−1=M1
∑
~m
{0}
N0
≥0:
~m
{0}
N0
+N0=M0
∑
~y
{1}
N1
∑
y
∑
~y
{0}
N0
∑
~ω
{1}
M1
:o
~ˆm
{1}
N1
,~y
{1}
N1→ y{1}N1
W (~ω{1}M1)
∑
~R
{1}
M1−1∋~ω
{1}
M1−1
W (~R{1}M1−1)
N1∏
ℓ1=1
J
[mˆ
{1}
ℓ1−1+ℓ1−1,mˆ
{1}
ℓ1
+ℓ1−1]
(9.22)
|y − y{1}N1 |6
∑
~ω
{1′}
L1+1
:y
{1}
N1
→y
W (~ω{1
′}
L1+1
)
∑
~R
{1′}
L1
∋~ω{1
′}
L1
W (~R{1
′}
L1
)J[0,L1](
~R{1
′}
L1
)
(9.23)
∑
~ω
{0}
M0
:y
~ˆm
{0}
N0
,~y
{0}
N0→ y{0}N0
W (~ω{0}M0)
∑
~R
{0}
M0
∋~ω{0}M0
W (~R{0}M0)
N0∏
ℓ0=1
J
[mˆ
{0}
ℓ0−1+ℓ0−1,mˆ
{0}
ℓ0
+ℓ0−1].
(9.24)
Now note that from (9.2) we have
K[0,M0] =
M0+1∑
N0=1
∑
~m
{0}
N0
≥0:
~m
{0}
N0
+N0=M0
N0∏
ℓ0=1
J
[mˆ
{0}
ℓ0−1+ℓ0−1,mˆ
{0}
ℓ0
+ℓ0−1]
to see that the contribution of (9.24), including the sums over ~y{0}N0 , ~m
{0}
N0
,
and N0, is equal to (use (9.1) in the first equality)∑
u
∑
~ω
{0}
M0
:y→y+u
W (~ω{0}M0)
∑
~R
{0}
M0
∋~ω{0}M0
W (~R{0}M0)K[0,M0]
=
∑
u
ρtM0(u) = t˜
{0}
M0
= t˜
{0}
n−(M1+L1+1). (9.25)
The contribution of (9.23) summed over y is equal to∑
y
|y − y{1}N1 |6
∑
~ω
{1′}
L1+1
:y
{1}
N1
→y
W (~ω{1
′}
L1+1
)
∑
~R
{1′}
L1
∋~ω{1′}L1
W (~R{1
′}
L1
)J[0,L1](
~R{1
′}
L1
)
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which looks similar to (9.20), but now the ~ω{1
′} has an extra step leading to
an additional convolution as in the discussion preceding (9.21), and so the
above equals ∑
z
|z|6(πL1 ∗ zDD)(z) = π˜(3)L1,+. (9.26)
Finally, again using (9.2) we have
K[0,M1−1] =
M1∑
N1=1
∑
~m
{1}
N1
≥0:
~m
{1}
N1
+N1−1=M1
N1∏
ℓ1=1
J
[mˆ
{1}
ℓ1−1+ℓ1−1,mˆ
{1}
ℓ1
+ℓ1−1],
so the contribution from (9.22), summed over ~y
{1}
N1
, ~m
{1}
N1
and N1, is equal to
(~ω again has an extra step)∑
v
∑
~ω
{1}
M1
:o→v
W (~ω{1}M1)
∑
~R
{1}
M1−1∋~ω
{1}
M1−1
W (~R{1}M1−1)K[0,M1−1]
=
∑
v
(tM1−1 ∗ zDD)(v) = t˜{0}M1,+. (9.27)
We conclude from (9.25), (9.26) and (9.27) that the total contribution from
i 6= 1, N gives∑
M1≥1
∑
L1≥0
1{n≥M1+L1+1}t˜
{0}
M1,+
× π˜{3}L1,+ × t˜
{0}
n−(M1+L1+1),
which is the contribution to the right hand side of (9.11) coming from the
sum over M1 ≥ 1 with r = 1 and A = (3).
The sum of all terms considered thus far gives Ξ
[1]
n [(3)], which is the first
term appearing in Lemma 9.4.
Let us now consider the second term appearing in (9.19). Ignoring con-
stants this is equal to
N∑
i1=1
∑
i2<i1
|yi1 − yi1−1|4|yi2 − yi2−1|2 +
N∑
i1=1
∑
i2<i1
|yi2 − yi2−1|4|yi1 − yi1−1|2.
(9.28)
Until further notice we consider the first term of (9.28). If N > 4 then con-
sider the contribution from 1 < i2 < i1−1 and i1 < N , i.e from
∑N−1
i1=4
∑i1−2
i2=2
.
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Recalling (9.5), we seek a “simple” expression for
n+1∑
N=5
∑
~mN≥0:
~mN+N−1=n
N−1∑
i1=4
i1−2∑
i2=2
∑
~yN
|yi1 − yi1−1|4|yi2 − yi2−1|2
∑
~ωn:o
~ˆmN ,~yN→ yN
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)
N∏
ℓ=1
J[mˆℓ−1+ℓ−1,mˆℓ+ℓ−1].
Letting L1 = mi1 , L2 = mi2 , M2 = mˆi2−1, and M1 = mˆi1−1− (M2+L2+1)
and M0 = n − ( ~M2 + ~L2 + 2), and N0 = N − i1 and N1 = i1 − i2 − 1 and
N2 = i2 − 1 we can write the above as
n+1∑
N=5
N−1∑
i1=4
i1−2∑
i2=2
∑
M2,M1≥1
∑
L2,L1≥0
1{ ~M2+~L2+2≤n}∑
~m
{2}
N2
≥0:
~m
{2}
N2
+N2=M2
∑
~m
{1}
N1
≥0:
~m
{1}
N1
+N1=M1
∑
~m
{0}
N0
≥0:
~m
{0}
N0
+N0=M0∑
~y
{2}
N2
∑
yi2
∑
~y
{1}
N1
∑
yi1
∑
~y
{0}
N0
|yi1 − y{1}N1 |4|yi2 − y
{2}
N2
|2
2∏
s=1
( ∑
~ω
{s}
Ms
:y
(s)
0
~ˆm
{s}
Ns
,~y
(s)
Ns→ y(s)Ns
W (~ω{s}Ms)
∑
~R
{s}
Ms−1∋~ω
{s}
Ms−1
W (~R{s}Ms−1)
Ns∏
ℓs=1
J
[mˆ
{s}
ℓs−1+ℓs−1,mˆ
{s}
ℓs
+ℓs−1]
∑
~ω
{s′}
Ls+1
:y
(s)
Ns
→yis
W (~ω{s
′}
Ls+1
)
∑
~R
{s′}
Ls
∋~ω{s′}Ls
W (~R{s
′}
Ls
)J[0,Ls](
~R{s
′}
Ls
)
)
∑
~ω
{0}
M0
:y
(0)
0
~ˆm
{0}
N0
,~y
(0)
N0→ y(0)N0
W (~ω{0}M0)
∑
~R
{0}
M0
∋~ω{0}M0
W (~R{0}M0)
N0∏
ℓ0=1
J
[mˆ
{0}
ℓ0−1+ℓ0−1,mˆ
{0}
ℓ0
+ℓ0−1].
Instead of summing over N and i2 < i1 we may now sum over N0, N1, N2
with 1 ≤ Ns ≤ Ms, for each s = 0, 1, 2. Then arguing as above using (9.2)
(and (9.3)) and the definition of πn, we see that with u3 ≡ 0 in the formula
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below, this is equal to∑
M2,M1≥1
∑
L2,L1≥0
1{ ~M2+~L2+2≤n}∑
u2,u1,z2,z1,z0
|u1 − z1|4|u2 − z2|2
×
(
2∏
s=1
(tMs−1 ∗ zDD)(zs − us+1)(πLs ∗ zDD)(us − zs)
)
tM0(z0 − u1).
After a change of variables this is equal to
∑
M2,M1≥1
∑
L2,L1≥0
1{ ~M2+~L2+2≤n}
(
2∏
s=1
t˜{0}Ms,+
)∑
v1,v2
|v1|4|v2|2
(
2∏
ℓ=1
πLℓ,+(vℓ)
)
t˜{0}M0 .
(9.29)
Recalling that M0 = n − ( ~M2 + ~L2 + 2), we see that (9.29) is equal to the
contribution to the right hand side of (9.11) with r = 2 and A =
(
2 0
0 1
)
from M1,M2 ≥ 1. This completes our analysis of the cases where 1 < i2 <
i1 − 1 and i1 < N . We can proceed similarly for the remaining cases. The
cases with i1 = N are those that contribute to the right hand side of (9.12)
(with this r and A). The cases where i2 = 1 provide the contribution to
the right hand side of (9.11) and (9.12) from M2 = 0 with this r and A.
The cases with i2 = i1 − 1 provide the contribution to the right hand side
of (9.11) and (9.12) from M1 = 0 with this r and A. Thus, the first term in
(9.28) gives the quantity
Ξ[2]n
[(
2 0
0 1
)]
.
The second term of (9.28) can be handled in exactly the same way, except
for a switch of the powers on the |yik − yik−1| terms, giving
Ξ[2]n
[(
1 0
0 2
)]
.
More generally the derivation above applies whenever we have a term
with just two distinct indices of summation.
All subsequent terms can be handled similarly: if ir < ir−1 < · · · < i1 are
the distinct indices of summation then the expansion yields r π terms (one
for each distinct ik), and we use (9.2) to recombine the connected graphs
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not corresponding to any ik, giving t˜ terms. Terms with some t˜ “missing”,
or having 0 length, arise when ik = ik−1 − 1 or i1 = N , or ir = 1.
Consider now the third term in (9.19). This can be written as
6
N∑
i1=1
∑
i2<i1
∑
i3<i2
|yi1 − yi1−1|2|yi2 − yi2−1|2|yi3 − yi3−1|2.
This has r = 3 distinct indices of summation. Applying the expansion and
resummation to this gives the contribution
cΞ[3]n



1 0 00 1 0
0 0 1



 .
This gives all of the contributions from (9.13).
Consider now the contribution from (9.14). When we split the sums into
distinct indices of summation we always get at least one of the zik appearing
an odd number of times, due to the restriction that i3 6= i4. Therefore the
expansion and resummation applied to these terms gives a sum of terms of
the form Ξ
[r]
n [A] for 2 ≤ r ≤ 4 and null A.
Consider now the contribution from (9.15). When we split the sums
into distinct indices of summation we will always get at least one of the zik
appearing an odd number of times except in the following cases (including
relabelling of indices of summation when necessary)
N∑
i1=1
N∑
i2=1
1{i2 6=i1}|zi1 |2(zi1 · zi2)2 (9.30)
N∑
i1=1
N∑
i2=1
N∑
i3=1
1{i1,i2,i3 distinct}|zi1 |2(zi2 · zi3)2. (9.31)
The first setting above arises from (9.15) when exactly one of i2, i3 is equal
to i1, exactly one of i4, i5 is equal to i1 and the remaining two indices are
equal to each other but not i1. The second setting arises from (9.15) when
none of the other indices are equal to i1 but either i2 = i4 and i3 = i5 or
i2 = i5 and i3 = i4. The term (9.30) can be written as
N∑
i1=1
N∑
i2<i1
|zi1 |2(zi1 · zi2)2 +
N∑
i1=1
N∑
i2<i1
|zi2 |2(zi1 · zi2)2,
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and the expansion and resummation for these terms gives (respectively)
Ξ[2]n
[(
1 2
0 0
)]
, Ξ[2]n
[(
0 2
0 1
)]
.
Similarly the term (9.31) can be written (up to combinatorial constants) as
N∑
i1=1
∑
i2<i1
∑
i3<i2
|zi1 |2(zi2 · zi3)2 +
N∑
i1=1
∑
i2<i1
∑
i3<i2
|zi2 |2(zi1 · zi3)2
+
N∑
i1=1
∑
i2<i1
∑
i3<i2
|zi3 |2(zi1 · zi2)2,
and the expansion and resummation for these terms gives (respectively)
Ξ[3]n



1 0 00 0 2
0 0 0



 , Ξ[3]n



0 0 20 1 0
0 0 0



 , Ξ[3]n



0 2 00 0 0
0 0 1



 .
The latter two are identical by Lemma 9.3.
It remains to consider (9.16). The restrictions on the indices therein
imply that each zj can appear either 1, 2, or 3 times depending on other
relations between the indices. Of these possibilities, the only situation for
which each term appears an even number of times is that when each term
appears exactly twice. Thus, up to combinatorial constants, the term (9.16)
can be written as
N∑
i1=1
N∑
i2=1
N∑
i3=1
1{i1,i2,i3 distinct}(zi1 · zi2)(zi3 · zi1)(zi2 · zi3).
This can be written (up to combinatorial constants) as
N∑
i1=1
∑
i2<i1
∑
i3<i2
(zi1 · zi2)(zi3 · zi1)(zi2 · zi3),
and the expansion and resummation for this term gives
Ξ[3]n



0 1 10 0 1
0 0 0



 .
Now check that the list of all of the non-null matrices appearing above
coincides with the list in the statement of the Lemma to complete the proof.
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9.2 Proof of Lemma 8.2 for 8 < d < 10.
In the above proof of Lemma 8.2 for d ≥ 10, the only place where we required
d ≥ 10 instead of d > 8 was in bounding Ξ[1]n [(3)]. There (recall (9.17) and
(9.18)) we used ∑
x
|v1|6|πL1(v1)| ≤ CL6(L1 ∨ 1)(12−d)/2 ,
and ∑
v
|v|6|(πm ∗ zDD)(v)| ≤ CL6(L1 ∨ 1)(12−d)/2 ,
to get that
Ξ[1]n [(3)] ≤ CL6
∑
M1,L1≥0:
M1+L1≤n
(L1 ∨ 1)(12−d)/2 ≤ CL6(n ∨ 1)(12−d)/2+2.
Therefore to prove that the bound
∑
x |x|6tn(x) ≤ CL6n3 holds for all n
(note that the left hand side is 0 if n = 0), it is sufficient to show that in
fact ∑
v
|v|6|πL1(v)| ≤ CL6(L1 ∨ 1)(10−d)/2, (9.32)
and ∑
v
|v|6|(πL1 ∗ zDD)(v)| ≤ CL6(L1 ∨ 1)(10−d)/2. (9.33)
The second bound is an easy consequence of the first one, together with the
bounds
∑
x |x|2rD(x) ≤ CrL2r (with r = 0, 3), (9.7) (with r = 0), and the
fact that∑
v
|v|6|(πL1 ∗ zDD)(v)| ≤
∑
u
∑
v−u
C(|u|6 + |v − u|6)|πL1(u)|zDD(v − u).
To achieve (9.32), we first use (9.7)-(9.8) (with r = 1, 2) together with
Lemma 9.5, as in the proof of Lemma 8.2 for d ≥ 10, to get (for d > 8)∑
x
|x|4tn(x) ≤ CL4n2, for all n ≥ 0. (9.34)
One can now proceed as in [26, Section 5], armed with the bound (9.34).
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An application of the lace expansion allows us to extract from each
connected graph on [0,m] (where m ∈ N) a minimally connected graph
(called a lace), and as in [26] we can write
πm(x) =
∞∑
N=1
(−1)Nπ(N)m (x),
where π(N)m (x) ≥ 0 is the contribution from laces containing exactly N bonds,
and only finitely many terms in the above sum are non-zero (in particular
we get 0 if N > m). Hence
|πm(x)| ≤
∞∑
N=1
π(N)m (x). (9.35)
We use εL to denote a positive quantity which approaches zero as L becomes
large. The following result is an extension (to q = 3) of [26, Proposition 5.1].
Lemma 9.6. For all L sufficiently large the following holds: For each
m,N ∈ N and q ∈ {0, 1, 2, 3},
∑
x
|x|2qπ(N)m (x) ≤
L2q(C9.6εL)
N
m
d−4
2
−q .
The required result (9.32) (and hence Lemma 8.2) is a trivial consequence
of Lemma 9.6 as we now show.
Proof of Lemma 8.2. Choose L sufficiently large so that C9.6εL ≤ 1/2.
Then by Lemma 9.6 with q = 3 and (9.35) we have for m ∈ N
∑
x
|x|6πm(x) ≤
∞∑
N=1
L6(C9.6εL)
Nm3−(d−4)/2 ≤ L6m(10−d)/2,
thus proving (9.32), as required. 
In order to state a version of [26, Lemma 5.4] (that will be used frequently
below) we introduce further notation as in [26, Section 5]. Define hm(u) by
hm(u) =


z2D(D ∗ tm−2 ∗D)(u), if m ≥ 2
zDD(u), if m = 1
1{u=o}, if m = 0,
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where zD is the critical value of z (note that this is written as pc in [26]).
Let ρ(x) =
∑
T∈TL(o):x∈T W (T ) (note that our constant ρ = ρ(o)) and for
k = 2, 3, 4, let ρ(∗k)(·) denote the k-fold convolution of ρ(·) with itself.
For q, qi ∈ {0, 1, 2}, m,mi ∈ Z+ we define sm,q(x) = |x|2qhm(x). For
l ≥ 1 we define s(∗l)~ml,~ql(x) to be the l-fold spatial convolution of the smi,qi .
Also for r, ri ∈ {0, 1}, let φr(x) = |x|2rρ(x). For l ∈ {1, 2, 3, 4}, let φ(∗l)~rl (x)
denote the l-fold spatial convolution of the φri (whenever this exists for all
x), and define φ(∗0)(x) = 1{x=o}.
Lemma 9.7. For L sufficiently large the following holds: For l ≥ 1, ~ml ∈ Zl+
(such that m :=
∑
imi > 0), ~ql ∈ {0, 1, 2}l, and ri ∈ {0, 1}, k ∈ Z+ such
that 2(k +
∑k
i=1 ri) ≤ 8,
‖s(∗l)~ml,~ql ∗ φ
(∗k)
~rk
‖∞ ≤ (mL2)
∑ℓ
i=1 qi+
∑k
j=1 rj
ClεL
m
d−2k
2
, (9.36)
and ‖s(∗l)~ml,~ql‖1 ≤ Cl(mL
2)
∑ℓ
i=1 qi . (9.37)
Remark 9.8. Lemma 9.7 is an upgrade of [26, Lemma 5.4] to include qi =
2. The latter includes assumptions on z and bounds holding for m ≤ n, but
the result of the inductive (on n) approach to the lace expansion applied in
[26] is that the relevant bounds and the conclusion of the Lemma hold at
the critical point zc for every m (when L is sufficiently large). This is the
setting in which we are working.
We will return to the proof of Lemma 9.7 at the end of this section but
let us now describe how Lemma 9.6 is proved, given this result. From [26,
(5.42)], for q ∈ {0, 1, 2, 3} and N ≥ 1,∑
x
|x|2qπ(N)m (x) ≤
∑
~m∈HNm
∑
x
|x|2qM (N)~m (o, o, x, o), (9.38)
where
HNm =
{
~m ∈ Z2N−1+ :
2N−1∑
i=1
mi = m, m2j ≥ 0,m2j−1 > 0
}
,
and M (N)~m (a, b, x, y) is defined recursively by
M (1)m (a, b, x, y) ≡ hm(x− a)ρ(∗2)(x+ y − b),
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ox
m1 m3
m4
m5
m6
m7
m8
m9
Figure 2: An example of a diagram, M (5)~m (o, o, x, o) arising from the lace
expansion. The bold path from o to x represents the backbone, which has
components of fixed lengths. The thin lines correspond to two point func-
tions ρ(·) of unrestricted length. The vertices (other than o and x) indicate
spatial locations which, when summed over, produceM (5)~m . Note thatm2 = 0
in this diagram.
and
M (N)~m (a, b, x, y) ≡
∑
u,v
Am1,m2(a, b, u, v)M
(N−1)
(m3 ,...,m2N−1)
(u, v, x, y). (9.39)
where
Am1,m2(a, b, u, v) ≡
{
hm1(v − a)hm2(u− v)ρ(∗2)(b− u), m2 6= 0,
hm1(u− a)ρ(v − u)ρ(∗2)(b− v), m2 = 0.
The expression (9.38) is therefore a bound on π in terms of diagrams which
graphically represent the M (N)~m terms (see e.g. Figures 2 and 3). In fact up
to constants which are of no concern, (9.38) holds if hm is replaced with tm
everywhere, but as [26] works with the former, so shall we.
It is also shown in [26, Lemma 5.6] that
M (N)~m (a, b, x, y) =
∑
u,v
M (N−1)
(m1,...,m2N−3)
(a, b, u, v)Am2N−1 ,m2N−2(x, y, u, v).
(9.40)
Let k(~m) = #{i < N : m2i > 0}. Given a, b, y, x ∈ Zd, define
x =
{
x− b, if k(~m) is odd
x+ y − b, if k(~m) is even, and x =
{
x− a, if k(~m) is even
x+ y − a, if k(~m) is odd.
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ax
v
uw1
w2 x+ y
b
m1
m2
m3
a
x+ y
u
vw1 w2
x
b
m1
m2
m3
Figure 3: The diagrams M (2)~m (a, b, x, y) when m2 > 0 (on the left) and
m2 = 0 (on the right). In both diagrams u, v, w1, w2 are summed over.
When m2 > 0 we have k(~m) = 1 (i.e. there is one vertical thick line) which
is odd, and the “top path” goes from b to x. Whenm2 = 0 we have k(~m) = 0
(even) and the “top path” goes from b to x+ y.
The quantities x and x represent the displacements along the top path and
bottom path of a diagram respectively (see e.g. Figure 3). Then∑
x
|x|6M (N)~m (o, o, x, o)
≤ sup
a,b,y∈Zd
∑
x
|x|2|x− a|2|x|2M (N)~m (a, b, x, y). (9.41)
Note that one of the supremums above is redundant by translation invari-
ance, but it will be convenient to keep if for the purposes of discussing the
inductive argument.
Let m =
∑2N−1
i=1 mi. We prove by induction on N that for j, j, j ∈ {0, 1}
∑
~m∈HNm
sup
a,b,y∈Zd
∑
x
|x|2j |x− a|2j |x|2jM (N)~m (a, b, x, y) ≤
(mL2)j+j+j
m(d−4)/2
(CεL)
N .
This, (9.38), and (9.41) imply Lemma 9.6. The situation of interest in the
present setting (recall (9.41)) is where j = j = j = 1, so we will focus on
this one.
First let us consider the setting whereN > 2. First break the sum over ~m
into two sums, depending on whetherm1+m2 < m/2 (so
∑2N−1
i=3 mi > m/2)
or not. For the first sum we can use (9.39) to decompose the diagram, and
for the second we must have m2N−1 + m2N−2 < m/2 and we can use the
same arguments but with (9.40) instead. So let us consider only the former,
i.e. that m1+m2 < m/2. Next, we split the sum based on whether k(~m) is
even or odd (as this determines the form of |x| etc.). Both contributions are
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similar, so we will consider the contribution where k(~m) is odd. Now there
are two cases depending on whether or not m2 > 0. We will consider only
the contribution from m2 > 0 as this is slightly more difficult.
For this setting, we have that
|x|2|x− a|2|x|2 = |x− b|2|x− a|2|x+ y − a|2.
Now using the bounds |x − b|2 ≤ 2(|x − u|2 + |b − u|2), |x − a|2 ≤ 2(|x −
u|2+ |u− a|2) and |x+ y− a|2 ≤ 2(|x+ y− v|2+ |v− a|2) (let us henceforth
refer to such bounds as squares inequalities) we have that
|x− b|2|x− a|2|x+ y − a|2
≤ 8(|x− u|2 + |b− u|2)(|x− u|2 + |u− a|2)(|x+ y − v|2 + |v − a|2).
(9.42)
Expanding gives 8 terms, one of which is 8|x− u|2|x− u|2|x+ y− v|2. Note
that for such ~m we have
sup
a,b,y∈Zd
∑
u,v
∑
x
|x− u|2|x− u|2|x+ y − v|2
Am1,m2(a, b, u, v)M
(N−1)
(m3 ,...,m2N−1)
(u, v, x, y)
≤ sup
a,b
∑
u,v
Am1,m2(a, b, u, v)
sup
y,u′,v′
∑
x
|x− u′|2|x− u′|2|x+ y − v′|2M (N−1)(m3,...,m2N−1)(u
′, v′, x, y).
(9.43)
Summing (9.43) over ~m′ = (m3, . . . ,m2N−1) ∈ HN−1m−m1−m2 for which k(~m′)
is even (because m2 > 0) and using the induction hypothesis and the fact
that m−m1−m2 > m/2 we get at most c (mL
2)3
m(d−4)/2 (CεL)
N−1. What remains
(summed over m1,m2) is at most∑
m1,m2>0
sup
a,b
∑
u,v
Am1,m2(a, b, u, v) =
∑
m1,m2>0
sup
a,b
(hm1 ∗ hm2 ∗ ρ(∗2))(b− a).
By Lemma 9.7 this last quantity is at most∑
m1,m2>0
εL
(m1 +m2)(d−4)/2
≤ cεL.
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Thus the contribution from |x− u|2|x− u|2|x+ y − v|2 that we are looking
at (sum over m1+m2 < m/2 with m2 > 0 and with k(~m) odd) satisfies the
required bound.
Consider instead the contribution from 8|b− u|2|u− a|2|v − a|2 (and ~m
as above) in (9.42). We have
sup
a,b,y∈Zd
∑
u,v
∑
x
|b− u|2|u− a|2|v − a|2
Am1,m2(a, b, u, v)M
(N−1)
(m3 ,...,m2N−1)
(u, v, x, y)
≤ sup
a,b
∑
u,v
|b− u|2|u− a|2|v − a|2Am1,m2(a, b, u, v)
sup
y,u′,v′
∑
x
M (N−1)(m3,...,m2N−1)(u
′, v′, x, y). (9.44)
Again, we can apply the induction hypothesis, now with j = j = j =
0, to see that (9.44) summed over ~m′ ∈ HN−1m−m1−m2 as above is at most
c (mL
2)0
m(d−4)/2 (CεL)
N−1. What remains is at most
∑
m1,m2>0
sup
a,b
∑
u,v
|b− u|2|u− a|2|v − a|2Am1,m2(a, b, u, v).
Note from the form of that the quantity Am1,m2(a, b, u, v) that the backbone
(i.e. the convolution of hm terms) goes from a to v to u. Thus the quantity
|b − u|2 does not correspond to a backbone displacement, so we only get a
4th power (4 = 2 + 2) on the backbone. Lemma 9.7 (together with further
applications of squares inequalities) then says that this quantity is at most
∑
m1,m2>0:
m1+m2<m/2
c((m1 +m2)L
2)3εL
(m1 +m2)(d−4)/2
≤ cm3L6εL.
Thus the contribution from |b − u|2|u − a|2|v − a|2 that we are looking at
(sum over m1 +m2 < m/2 with m2 > 0 and with k(~m) odd) satisfies the
required bound.
The 6 other terms arising from (9.42) can be handled similarly - some of
the factors are attached to M (N−1)
(m3,...,m2N−1)
(u, v, x, y) and some are attached
to Am1,m2(a, b, u, v) and we use the induction hypothesis on the former and
Lemma 9.7 on the latter.
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As noted earlier we can handle all other cases with fixed N > 2 similarly.
The constant C must be chosen sufficiently large to incorporate the constants
accumulated on the way (factors of 8, bounded number of distinct cases etc.).
The above argument also applies in the case N = 2 if either m1 +m2 <
2m/3 or m2+m3 < 2m/3. This however can fail if m2 is larger than m1 and
m3. In this special case k(~m) = 1 is odd since m2 > 0, and we use (9.40)
if m3 ≤ m1 (and m1 < m2) and otherwise we use (9.40) to decompose the
diagram, and then we use Lemma 9.7 on each piece. The case N = 1 is
a straightforward application of Lemma 9.7 (no decomposition is required).
Thus the proof of Lemma 9.6 has been reduced to proving Lemma 9.7, which
we now address.
The bounds (9.36)-(9.37) are shown in [26] (see Lemmas 5.4, 5.8, 5.10
therein) to hold assuming the following two Lemmas. We introduce a pa-
rameter ν > 0 appearing in [26] that can be taken to be min{d − 8, 2}/6
here.
Lemma 9.9. For all L sufficiently large the following holds: Let k ∈ {1, 2, 3, 4}
and ~rk ∈ {0, 1}k satisfy k+
∑k
i=1 ri ≤ 4. Then there exists C > 0, such that
for every m ≥ 1,∑
0≤|x|≤√mL
φ
(k)
~r(k)
(x) ≤ Cmk+
∑
rjLkν+2
∑k
j=1 rj , and
sup
|x|>√mL
φ
(k)
~r(k)
(x) ≤ CL
2
∑k
j=1 rjεL
m
d−2k−2∑k
j=1
rj
2
.
Note that the above is exactly [26, Lemma 5.8].
Lemma 9.10. For all L sufficiently large the following holds: For all l ≥ 1,
~ql ∈ {0, 1, 2}l and ~ml ∈ Zl+ (such that m :=
∑
imi > 0), there exists Cl > 0
such that
‖s(l)~ml,~ql‖∞ ≤
ClL
2
∑l
i=1 qiL−dm
∑l
i=1 qi
m
d
2
, and
‖s(l)~ml,~ql‖1 ≤ ClL
2
∑l
i=1 qim
∑l
i=1 qi .
Note that here we have upgraded Lemma 9.10 to ~ql ∈ {0, 1, 2}l , rather
than ~ql ∈ {0, 1}l as appears in [26, Lemma 5.10]. The derivation of (9.36)-
(9.37) (for qi ∈ {0, 1, 2}) from these two lemmas is the same as that for
qi ∈ {0, 1} in [26, Proof of Lemma 5.4], despite the extra power allowed
here. It therefore remains to prove Lemma 9.10 with one or more qi equal
to 2.
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Proof of Lemma 9.10. The proof of Lemma 9.10 here is the same as in [26,
Proof of Lemma 5.10], except that the extra power is handled by our bound
(9.34) which we now restate∑
x
|x|4tn(x) ≤ CL4n2, for all n ∈ Z+. (9.45)
This implies that
∑
x |x|4hn(x) ≤ CL4n2 holds for all n ∈ Z+, just as for
(9.33), which gives the l = 1 case of the required ‖ · ‖1 bound.
Turning to the ‖·‖∞ bound (with l = 1), recall from (8.5) that for n ∈ N,
t2n(x) = ρ
−1 ∑
~ω2n:o→x
W (~ω2n)
∑
~R2n∋~ω2n
W (~R2n)1{R0,...,R2n avoid each other}.
Let u = ωn. Recall that a single vertex u is a tree with weight W ({u}) = 1,
and neglect the interaction between some of theRi to see that this is bounded
above by
ρ−1
∑
u
∑
~ωn:o→u
W (~ωn)
∑
~Rn∋~ωn
W (~Rn)1{R0,...,Rn avoid each other}
∑
~ω′n:u→x
W (~ω′n)
∑
~R′n∋~ω′n
1{R′0={u}}W (
~R′n)1{R′0,...,R′n avoid each other}
≤ ρ
∑
u
tn(u)tn(x− u),
where in the last we have again used (8.5) and translation invariance. Sim-
ilarly we can obtain for n ∈ Z+
t2n+1(x) ≤ ρ
∑
u,v
tn(u)D(v − u)tn(x− v). (9.46)
Thus we have for n ∈ N
|x|4t2n(x) ≤ ρ|x|4
∑
u
tn(u)tn(x− u)
≤ C
∑
u
|u|4tn(u)tn(x− u) + C
∑
u
tn(u)|x− u|4tn(x− u)
≤ CL
−d
nd/2
∑
u
|u|4tn(u)
≤ CL
4L−dn2
nd/2
,
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where we have used (9.45) and supx tn(x) ≤ CL−dn−d/2 (which holds for all
n by [26, (5.68) and subsequent discussion]). Similarly, using (9.46) we have
for n ∈ Z+,
|x|4t2n+1(x) ≤ ρ|x|4
∑
u,v
tn(u)D(v − u)tn(x− v) ≤ CL
4L−dn2
nd/2
.
An elementary argument shows that the same bounds (up to constants) hold
for hm (m ∈ N) as well. This verifies the required bounds for l = 1.
For general l we use the (induction on l) argument in [26, Proof of Lemma
5.10] (but including qi = 2) to prove Lemma 9.10, and therefore complete
the proof. This approach first uses the l = 1 case and
‖s(l)~ml,~ql‖1 ≤ ‖s
(1)
ml,ql
‖1‖s(l−1)~ml−1,~ql−1‖1,
to obtain the second bound of Lemma 9.10 (if ml = 0 then the above l = 1
case doesn’t apply, but we can then use the trivial bound ‖s(1)0,q‖1 = 1{q=0}
in the above). To obtain the first bound, note that if ml > m/2 then we use
‖s(l)~ml,~ql‖∞ ≤ ‖s
(1)
ml,ql
‖∞‖s(l−1)~ml−1,~ql−1‖1,
and, if not, then we use
‖s(l)~ml,~ql‖∞ ≤ ‖s
(1)
ml,ql
‖1‖s(l−1)~ml−1,~ql−1‖∞.
The case mℓ = 0 is again easily handled as above. The induction hypothesis
now completes the proof. 
The fact that we can only ever get a 4th (or lower) power on a backbone
displacement is what allows the argument to work using only (9.34) and
lower powers (this corresponds to qi ∈ {0, 1, 2} in Lemma 9.7).
10 Oriented Percolation
Recall the definition of the model in Section 2.3. It is easy to see that
a→ is
an ancestral relation (i.e. (AR) holds).
In this section we verify all of the conditions for this model except Con-
dition 4, which is verified subject to a conjectured bound on the 6th moment
of the two-point function:
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Conjecture 10.1. For d > 4 and L sufficiently large there exists CL such
that for all n ∈ Z+, ∑
x
|x|6P(x ∈ Tn) ≤ CLn3.
Condition 1: This is immediate from [19, Theorem 1.4] with
m(t) = A2V (t∨1) and sD = 2A (this result was first proved in [17]-[18]). 
Condition 2: This is immediate from [24, Theorem 1.11(a)] with k = 0. 
Condition 3: This is a trivial consequence of Condition 1 for oriented
percolation, since the event that there is an occupied path from (s, y) to
(s+ t, z) is independent of Fs, and has probability θ(t) = P(Tt 6= ∅), by the
translation invariance of the model.
We will verify Condition 4 assuming Lemma 10.1, using the following
Lemma (in which we again use independence of bond occupation status).
Lemma 10.2. Let f : Zd → R+. Then for oriented percolation (critical,
spread out, in dimensions d > 4), and m < n ∈ N
E
[∑
x∈Tn
∑
y∈Tm
1((m, y)→ (n, x))f(x− y)
]
≤ E[Tm]
∑
z∈Zd
f(z)P(z ∈ Tn−m).
(10.1)
Proof. Let C(n, (m, z)) = {x : (m, z)→ (n+m,x)}. Then the left hand side
is equal to ∑
x,y∈Zd
f(x− y)P(y ∈ Tm, x ∈ C(n−m, (m, y)))
=
∑
x,y∈Zd
f(x− y)P(y ∈ Tm)P(x ∈ C(n −m, (m, y)))
=
∑
x,y∈Zd
f(x− y)P(y ∈ Tm)P(x− y ∈ C(n −m, (0, o)))
=
∑
y
P
(
y ∈ Tm
)∑
z
f(z)P
(
z ∈ C(n−m, (0, o)))
= E[Tm]
∑
z
f(z)P
(
z ∈ Tn−m
)
,
as claimed. 
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Condition 4: Let f(x) = |x|6, p = 6, n = t, and m = s. Then the left
hand sides of (2.1) and (10.1) are identical. By Lemma 10.2 the left hand
side of (2.1) is at most
E[Tm]
∑
z∈Zd
|z|6P(z ∈ Tn−m).
By Condition 2 and Lemma 10.1 this is at most cL6n6/2 and so Condition 4
is verified for p = 6. 
Condition 5: This is immediate for any κ > 4 when our steps are within
a box of size L (see Remark 2.1). Note that, more generally, the left hand
side of (2.2) is (by independence and translation invariance),
P(∃(t, x) s.t. t ∈ [0, 2], x ∈ Tt, |x| ≥ N) ≤
∑
|x|≥N
P(x ∈ T1) +
∑
|x|≥N
P(x′ ∈ T2)
≤ pc
∑
|x|≥N
D(x) + p2c
∑
|x|≥N
D(∗2)(x)
≤ C
∑
|x|≥N/2
D(x)
≤ C
∑
x |x|4+εD(x)
N4+ε
,
which satisfies the required bound with κ = 4+ ε provided that D has 4+ ε
finite moments for some ε > 0. 
Condition 6: We verify the conditions of Lemma 2.2 with (γ, σ20) = (1, v).
The first condition holds by [24, Theorem 1.2] together with the survival
asymptotics [19, Theorem 1.5] and [28, Proposition 2.4]. The second condi-
tion holds since
Esn[X
(n)
t (1)
p] = Cs
n
np
∑
x1,...,xp
P
(∩pi=1{xi ∈ T⌊nt⌋}) ,
and by [24, Theorem 1.2] (with ~k = ~0) the sum is at most Cs,t∗,pn
p−1. 
Condition 7: We use Lemma 2.3. By independence of bond occupation
status before time ℓ and after time ℓ, and translation invariance, the left
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hand side of (2.7) is equal to∑
x
P
(
x ∈ Tℓ,∃x′ ∈ Zd s.t. (ℓ, x)→ (ℓ+m,x′),
|{(i, y) : (ℓ, x)→ (i, y),m + 2 ≤ i− ℓ ≤ 2m− 1}| ≤M)
=
∑
x
P
(
x ∈ Tℓ
)
× P(∃z ∈ Tm, |{(i, y) : (0, o)→ (i, y),m+ 2 ≤ i ≤ 2m− 1}| ≤M
)
=
[∑
x
P
(
x ∈ Tℓ
)]
P
(
S(1) > m,
2m−1∑
i=m+2
|Ti| ≤M
)
.
From Condition 2 we see that the first term is bounded by a constant as
required. 
Having verified Conditions 1-7, Theorem 6 now follows from Theorems 1’,
2 and 3, and the same arithmetic used to verify Theorem 5.
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