Weakly-Supervised Feature Learning via Text and Image Matching by Liang, Gongbo et al.
WEAKLY-SUPERVISED FEATURE LEARNING VIA TEXT AND
IMAGE MATCHING
Gongbo Liang1, Connor Greenwell1, Yu Zhang1, Xiaoqin Wang2, Ramakanth Kavuluru3, Nathan Jacobs1
1. Department of Computer Science, University of Kentucky
2. Department of Radiology, University of Kentucky
3. Division of Biomedical Informatics, University of Kentucky
Project Page: www.gb-liang.com/TIMNet
ABSTRACT
When training deep neural networks for medical image classification, obtaining a sufficient number of
manually annotated images is often a significant challenge. We propose to use textual findings, which
are routinely written by clinicians during manual image analysis, to help overcome this problem. The
key idea is to use a contrastive loss to train image and text feature extractors to recognize if a given
image-finding pair is a true match. The learned image feature extractor is then fine-tuned, in a transfer
learning setting, for a supervised classification task. This approach makes it possible to train using
large datasets because pairs of images and textual findings are widely available in medical records.
We evaluate our method on three datasets and find consistent performance improvements. The biggest
gains are realized when fewer manually labeled examples are available. In some cases, our method
achieves the same performance as the baseline even when using 70%–98% fewer labeled examples.
Keywords Annotation-Efficient · Neural Network · Pre-Training ·Medical Image · Text-Image Matching
1 Introduction
Robust deep learning models are typically trained using large quantities of annotated data [1, 2, 3, 4, 5, 6, 7]. The
limited number of manual annotations in the medical domain poses a barrier to applying deep learning to medical image
analysis [8, 9, 10, 11]. Much more common than manual annotation is the physicians’ textual assessments and reports
which typically accompany medical imagery. This unstructured text data provides rich information about the findings
observed in each image, but it is difficult to directly integrate it into deep neural network training. We propose using
unstructured text as a form of weak supervision for image feature learning through a text and image matching network
that we call TIMNet (Text-Image Matching Network). The network learns image feature representations from a large
number of text and image pairs in a weakly-supervised fashion. Then, various models for a downstream application can
be built based on the learned feature representations with only a small labeled dataset.
The proposed method is widely applicable, but our focus is on the medical imaging domain, in which textual findings
are often readily available but obtaining manual image-level labels is expensive. Our key contribution is in lever-
aging these matched text-image pairs to train a two-branch neural network that can help build effective models for
downstream predictions relying only on image input. We demonstrate the proposed method on the MIMIC-CXR [12],
MendeleyV2 [13], and Kather5000 [14] datasets for binary, multi-class, and multi-label classifications. In addition, we
also investigate the transferability of the learned feature representations between datasets and imaging modalities. Our
experiments show that the proposed method significantly reduces the need for manually annotated data by up to 98%.
2 Method
Our proposed model TIMNet consists of two modules: 1) a weakly-supervised image feature learning module via a
text-image matching network and 2) a downstream application module that is designed for a specific task. A CNN
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Figure 1: An example of a chest x-ray (left) with the radiology report (right) from the MIMIC-CXR dataset.
image feature extractor is shared between the modules (Figure 2). The two modules can be optimized in an interleaved
manner or trained in separate phases. For simplicity, we present the two modules in a two-phase training setup.
2.1 Weakly-Supervised Image Feature Learning
Textual annotation based weak-supervision is carried out in TIMNet through a two-branch network, one for text
processing and the other for imaging processing. The network takes a text and image pair as input and predicts whether
they are naturally related. For instance, whether the text is the radiology report that corresponds to the radiographic
image. We use a pre-trained BERT model as the backbone of the text processing branch and a CNN model for the
image processing branch.
The pre-trained BERT model is used as a text feature extractor that encodes input text as a vector. The output of the
BERT model is then passed through a 1× 1 convolutional (Conv) layer, which translates it to the target domain. After
that, global average pooling (GAP) is applied to all the hidden states. A fully-connected (FC) layer is added to transfer
the pooled hidden states to a feature vector (denoted as Vt). The CNN model of the image processing branch contains
a feature extractor (i.e., multiple Conv layers) and an FC layer. The feature extractor predicts a block of features
from input images. The FC layer converts the image features to a feature vector (denoted as Vi). Finally, the absolute
difference between the outputs of the two branches (|Vt − Vi|) is fed into a shallow classification network that predicts
whether the pair of feature vectors belong to the same example or not.
The input of the two-branch network is a text and image pair with a label indicating whether the text-image pair
corresponds to the same imaging event or not. A true pair means the text is the correct report for the corresponding
image; otherwise, it is a false or fake pair, where the text is randomly selected from other reports in the dataset. We
ensure that the numbers of true pairs and false pairs are balanced in training. The length of each piece of text is
pre-processed to 256 words at the word embedding stage. We add 0s for the texts shorter than 256 words, and we snip
much longer texts to 256 words. The output of this first weak-supervision phase is a probability estimate of the input
text-image pair being a true match.
2.2 Fine-Tuning for Downstream Tasks
At the end of the weak-supervision phase described earlier, the hypothesis is that the matching process has pre-trained
the image feature learning component parameters to an extent that it needs fewer supervised instances for a downstream
image-related task. This in turn relies on our high-level intuition that there is nontrivial transferable signal available in
the textual annotations to improve imaging tasks down the line.
The fine-tuning of the image-processing branch in TIMNet for downstream tasks is fairly straightforward. Although it
can be done for a variety of applications, in this study, we demonstrate the proposed method for classification tasks. To
build a downstream application model, we can either add additional Conv layers and FC layers to the image processing
branch, or use it as-is by retraining the FC layers. Since we only need to optimize the few additional layers from scratch,
while the rest of the network is already pre-trained on a larger set of images from the same domain, the total number of
required training instances for fine-tuning could be much smaller than training the entire network from scratch.
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Figure 2: The TIMNet architecture. 1) Weakly-supervised image feature learning through a text-image matching
network (solid black line). 2) Downstream application training using a small dataset (dashed blue line).
2.3 Implementation
We implement the experiments in PyTorch [15]. We use a pre-trained BERT model (specifically, bert-base-uncased
from HuggingFace [16]) as the backbone of the text processing branch in TIMNet. A 1× 1 Conv layer, a GAP layer,
and an FC layer with 512 neurons are added to the BERT model to process its hidden outputs for each word. We use the
ResNet-18 [1] model as the backbone of the imaging processing branch in TIMNet. A 1× 1 Conv layer and an FC
layer with 512 neurons are added before and after the GAP layer, respectively. 1
All the Conv layers of the image processing branch in TIMNet are used as a feature extractor in the downstream
networks. A shallow CNN classification network is added on top of the feature extractor. The CNN classification
network contains a 1 × 1 Conv layer, an FC layer with 512 neurons, and an output layer with various numbers of
neurons for different tasks. Cross-entropy loss and Adam optimizer [17] with a learning rate of 0.0001 are used for
both weak-supervision (phase one) and downstream application training (phase two).
TIMNet is pre-trained for 50 epochs using the text and image pairs from the training set of MIMIC-CXR. The “findings”
portion of the radiology reports is used as the text input. The downstream networks are trained using varying amounts
of the training data and image-level labels from the MIMIC-CXR, Mendeley V2, and Kather500 datasets—ranging
from 0.5% to 100%. Each downstream model is trained for 100 epochs with batch size 16 for five trials. The results
reported in this paper are the averaged performances over all five trials.
3 Evaluations and Discussion
3.1 Datasets
We use the MIMIC-CXR, MendeleyV2, and Kather5000 datasets in this study. The MIMIC-CXR dataset is used in
training of both TIMNet pre-training and downstream applications training. MendeleyV2, and Kather5000 are only
used for downstream application training.
3.1.1 MIMIC-CXR
The dataset contains 227,835 radiographic studies of 64,588 patients with 368,948 chest X-rays and the associated
radiology reports (Figure 1 and Figure 3a). In the official train/validation/test split, the validation set and test set are
small with 2,991 and 5,159 images, respectively. We combine the official validation and test sets together to form our
own validation set. The chest X-ray images are resized to 500× 500. We use the official train set and our validation set
in both TIMNet pre-training and downstream application training.
1The code is available at www.gb-liang.com/TIMNet.
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(a) Example from MIMIC-CXR (b) Example from Mendeley-V2 (c) Examples from Kather5000
Figure 3: Examples from different datasets used in evaluation.
3.1.2 Mendeley-V2
The dataset (Figure 3b) is a pediatric chest X-ray dataset that includes 4,273 pneumonia images and 1,583 normal
images. Though the imaging modality is the same with MIMIC-CXR, the patient demographics are different. In
addition, the images in Mendeley-V2 also have different appearances. We used the original train/validation split of
this dataset to train a downstream application model that evaluates the transferability of pre-trained weights between
different datasets while retaining the same imaging modality.
3.1.3 Kather5000
This dataset (Figure 3c) contains 5,000 histological images of 150 × 150 pixels. Each image belongs to exactly
one of eight balanced categories: tumor epithelium, simple stroma, complex stroma, immune cells, debris, normal
mucosal glands, adipose tissue, and background (no tissue). All images are RGB, 0.495µm per pixel, digitized with an
Aperio ScanScope (Aperio/Leica Biosystems), magnification 20×. We randomly partition the dataset into training and
validation sets with a 4:1 ratio. The dataset is used to train a downstream application model that aims to evaluate the
transferability of pre-trained weights between different imaging modalities.
3.2 Evaluation Method
We evaluate the proposed method through downstream application performance and the degree of need for labeled
instances for supervision. We denote the downstream models with TIMNet pre-trained weights as Ours and models
without the pre-trained weights as Base. The weights of Base models are randomly initialized, and the weights of Ours
variants are pre-trained using TIMNet. All compared models have the same architecture.
We use (a). accuracy (ACC), the area under the receiver operating characteristics curve (auROC), precision (Prec), recall
(Recall), F1 score (F1), and average precision (AP) as the evaluation metrics for binary classification tasks, (b). auROC
and AP for multi-label classification tasks, and (c). ACC, F1, Prec, and recall for multi-class tasks.
3.3 Classification on MIMIC-CXR
We first present the evaluation results of downstream applications that are trained using the MIMIC-CXR dataset. The
text-image pairs in this dataset are also used in TIMNet pre-training. Two downstream application models are tested, a
binary classification model and a multi-label classification model. The MIMIC-CXR dataset contains 14 labels (with 13
labels for different abnormalities and one label for the normal case), which are derived from the radiology reports using
NLP tools. The binary classification model predicts whether an abnormality exists in an image, and the multi-label
classification model predicts what kind of abnormality exists in an image. The output of the binary classification model
is Boolean, and the output for the multi-label task is a multi-hot vector, with 1 indicating the presence of a particular
class.
Figure 4 shows the result of the binary classification task on the MIMIC-CXR dataset. The results reveal that the
proposed model has superior performance compared with the Base model in all settings, with better gains when only
few labeled images are available. For instance, when using 0.5% of the labeled data (≈ 1,850 instances), the Base model
has an accuracy of 66.41%, while the Ours has a 71.81% accuracy. The highest accuracy of Base is 76.38%, when it is
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Figure 4: Binary classification results on MIMIC-CXR dataset.
Figure 5: Multi-label learning results on MIMIC-CXR dataset.
trained with 90% of the labeled data (≈ 339,340 instances). Ours surpasses the best performance (across all metrics) of
Base with only 30% of training data. Thus the need for manual labels is reduced by 70% when using the proposed
method. See Table S1 (supplementary data after references) for more detailed results. One particular observation is that
for every fraction of the full training dataset considered, TIMNet is superior across all measures except recall. There is
no clear winner for recall, but TIMNet still scores better across most settings (7 out of 11 training fractions).
Figure 5 for multi-label classification results also show the superior performance of Ours compared to the Base
models. As in the binary case, TIMNet is able to significantly reduce the need for manual labels to achieve comparable
performance. The Base model reaches its best performance (0.9152 auROC) with 100% of training data, while Ours
can achieve a similar performance (0.9148 auROC) with only 30% of training data. Additional details of specific scores
are presented in Table S2.
3.4 Transferability of Pre-Trained Weights
The feature extractor used in Ours is pre-trained via TIMNet on MIMIC-CXR, a chest X-ray dataset. In this section,
we evaluate the transferability of these pre-trained weights between different datasets and imaging modalities. More
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Figure 6: Binary classification results on Mendeley-V2 dataset.
specifically, we first evaluate the model performance on Mendeley-V2, which is also a chest X-ray dataset, but with
different patient demographics compared with MIMIC-CXR. Then, we evaluate the proposed method on Kather5000, a
dataset of a different imaging modality.
3.4.1 Different dataset, same modality
Figure 6 shows the model performance for pneumonia classification on the Mendeley-V2 dataset of pediatric chest
X-ray images. From the results, we can see that TIMNet’s pre-trained features work surprisingly well as it is able
to reduce the need for labeled data by 98.33% as elaborated next. The Base model achieves its highest accuracy of
87.52% using 30% of the training data, and the highest auROC of 0.9333 also using 30% of the training data, while
Ours outperforms Base with using only 0.5% of training data with an 88.14% accuracy and a 0.9352 auROC. Thus the
reduction in training instances is (30− 0.5)/30 = 98.33%. The highest performances of Ours are 91.87% accuracy
and 0.9613 auROC. These are also nearly 5% (ACC) and 3% (auROC) higher than the Base model. Please see Table S3
for more details.
Figure 7 shows four class activation mapping (CAM) [18] visualizations of the proposed method. The pixel values in
CAMs are associated with the contribution to the classification decision. A higher value (brighter color) indicates a
higher contribution to the class decision. All four cases in the figure are ground truth positive cases. The CAMs reveal
that the model focuses more on the upper chest areas for the correct cases (Figure 7a). In the X-rays, we can see that the
corresponding areas show some concerns about pneumonia. However, for the incorrect cases (Figure 7b), the model
appears to focus on the edges of the images, which are not meaningful areas to look at because the areas are either
outside of a human body or outside of the chest area.
3.4.2 Different dataset, different modality
Figure 8 shows the multi-class classification performance on Kather5000, a histological imaging dataset. The imaging
modality in this dataset is very different from chest X-rays. While chest X-rays are grayscale images with only one
channel, histological images are in color with three channels. The results reveal that the proposed method can reduce
the need for labeled training data by 70% on this dataset. The Base model achieves the best performance with 95.85%
accuracy using 100% of the training data, while Ours achieves a similar performance using only 30% of the training
data. With 100% of the training data, we can push the model performance to 97.08% accuracy. Further fine-grained
details are available in Table S4.
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(a) Two true positive predictions (b) Two false negative predictions
Figure 7: Four CAM visualizations for pediatric chest X-ray pneumonia classification on the Mendeley-V2 dataset
with chest X-ray on the left and CAM on the right. Top: Two true positive predictions. Bottom: Two false negative
predictions.
3.5 Text and Image Matching Result
At the text-image matching stage, TIMNet takes a text-image pair as input and predicts whether the text and the image
constitute a true pairing (corresponding to the same imaging event). When testing TIMNet, we randomly feed a true or
a false pair to TIMNet from a balanced set of such pairs. The pre-trained TIMNet used in this study has a text-image
matching performance of 74% accuracy and 0.83 auROC. Table 1 shows the all pertinent results of this evaluation.
Table 1: Text and image matching results
Dataset Accuracy auROC F1 Score Prec Recall AP
MIMIC-CXR 0.74 0.83 0.74 0.67 0.82 0.77
Figure 9 shows three CAM visualizations of TIMNet on the text-image matching task. The findings portions of the
radiology reports are displayed below the images. The CAMs suggest that the decisions made by TIMNet are reasonable.
For instance, in Figure 9a, the radiology report mentions radiopaque densities in the mid to distal esophagus, and the
CAM appears to show that in the middle part of the image. For Figure 9b, the radiology report indicates increased
right-sided pleural effusion, and CAM shows more significant contributions near the effusion areas on the right-hand
side of the figure.
4 CONCLUDING REMARKS
The main objective of our work is to demonstrate the potential of clinician authored textual findings that accompany
most medical images in improving image-related supervised ML applications. Such textual narratives are readily
available and routinely curated as part of healthcare operations and hence are a natural resource to leverage. The central
premise on which our effort stands is the insight that in the latent neural dense vector representation space, it may be
viable to transfer linguistic signals that characterize expert summaries of images to downstream image-based tasks
through weak-supervision. Based on the experiments and evaluations in this paper, we believe we have successfully
verified this insight for classification tasks.
At the core of our methodology is a two-branch architecture, TIMNet, that identifies if a textual finding corresponds
to the supplied image. Subsequently, the image branch is further fine-tuned for downstream supervised tasks. The
improvements are substantial in that small fractions (2%–30%) of the available full training data are needed to achieve
the same performance as baseline models that do not exploit textual findings. Additionally, the benefits also persist
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Figure 8: Multi-class classification results on Kather5000 dataset.
(a) FINDINGS: The lungs are clear. There is no pneumothorax
nor effusion. Cardiomediastinal silhouette is within normal
limits. Radiopaque densities seen in the mid to distal esophagus
with additional focus just past the GE junction. This may
represent patient’s esophageal pH probe.
(b) FINDINGS: The cardiac, mediastinal and hilar contours ap-
pear unchanged. There is no shift of mediastinal structures.
There is a large right-sided pleural effusion, which has in-
creased since the earlier radiographs and perhaps slightly since
the more recent CT. There is no pneumothorax. The left lung
remains clear.
Figure 9: CAM visualizations of text and image matching on MIMIC-CXR. Left: Chest X-ray. Right: CAM.
across datasets and modalities, which is an excellent affordance when transferring signals from models learned on
deidentified textual findings (e.g., MIMIC-CXR) to other classification settings that either have fewer or no textual
annotations (due to HIPAA and other privacy restrictions).
During our experiments, we discovered that better text-image matching performances usually lead to improved
downstream application performances in terms of higher accuracy and need for fewer labeled images. Thus, one of
our future directions will be to further innovate on the matching framework to improve the associated performance,
to more tightly couple the textual features and image representations. Another important future direction is to see
if our text-image matching setup can actually transfer the image signal to downstream tasks in the NLP domain for
clinical text. We believe this bidirectional feedback may help in extracting named entities (e.g., drugs, comorbidities,
anatomical sites) and relations connecting such entities (e.g., adverse drug reactions) from a variety of notes. These
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information extraction tasks are also usually plagued by a lack of large training datasets (esp. public ones) due to stricter
regulatory constraints governing textual data in medicine. Overall, we hope our work spurs further interest in exploring
this synergy between text and images.
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Supplementary Materials
Table S1: Binary classification evaluation results on the MIMIC-CXR dataset
Metric Model Percentage of Training Data
0.5% 1% 2% 5% 10% 20% 30% 50% 70% 90% 100%
ACC
Base 0.6641 0.6629 0.7224 0.7296 0.7386 0.7452 0.7518 0.7542 0.7476 0.7638 0.7636
Ours 0.7181 0.7097 0.7296 0.7426 0.7530 0.7602 0.7650 0.7722 0.7698 0.7819 0.7830
auROC
Base 0.7255 0.7513 0.7735 0.7976 0.8084 0.8269 0.8325 0.8381 0.8280 0.8389 0.8325
Ours 0.7806 0.7829 0.8013 0.8152 0.8276 0.8335 0.8371 0.8411 0.8420 0.8496 0.8512
F1
Base 0.5768 0.6998 0.7224 0.7246 0.7043 0.7541 0.7578 0.7264 0.7401 0.7273 0.7328
Ours 0.6917 0.7140 0.7166 0.7504 0.7477 0.7553 0.7626 0.7541 0.7559 0.7559 0.7637
AP
Base 0.6925 0.7089 0.7264 0.7601 0.7695 0.7943 0.8102 0.8151 0.8000 0.8224 0.8243
Ours 0.7464 0.7475 0.7637 0.7744 0.7964 0.8084 0.8203 0.8149 0.8206 0.8295 0.8315
Prec
Base 0.7017 0.6195 0.6683 0.6926 0.7425 0.6962 0.6960 0.7583 0.7126 0.7913 0.7992
Ours 0.7079 0.6626 0.7025 0.6957 0.7556 0.7003 0.7311 0.7838 0.7487 0.7937 0.8098
Recall
Base 0.5103 0.8206 0.7725 0.7589 0.6658 0.8244 0.8289 0.6986 0.7676 0.6715 0.6795
Ours 0.6761 0.7758 0.7314 0.8299 0.7428 0.8250 0.7549 0.7082 0.7612 0.7234 0.7132
Table S2: Multi-label classification evaluation results on the MIMIC-CXR dataset
Metric Model Percentage of Training Data
0.5% 1% 2% 5% 10% 20% 30% 50% 70% 90% 100%
auROC
Base 0.8593 0.8680 0.8815 0.8906 0.8995 0.9052 0.9083 0.9131 0.9131 0.9149 0.9152
Ours 0.8723 0.8834 0.8881 0.8980 0.9004 0.9114 0.9148 0.9168 0.9169 0.9188 0.9201
AP
Base 0.4902 0.5174 0.5424 0.5702 0.5811 0.6077 0.6108 0.6215 0.6266 0.6353 0.6379
Ours 0.5413 0.5582 0.5653 0.5880 0.5858 0.6220 0.6272 0.6376 0.6418 0.6419 0.6427
Table S3: Binary classification evaluation results on the Mendeley-V2 dataset
Metric Model Percentage of Training Data
0.5% 1% 2% 5% 10% 20% 30% 50% 70% 90% 100%
ACC
Base 0.6282 0.6813 0.8436 0.8617 0.8694 0.8715 0.8752 0.8707 0.8614 0.8720 0.8670
Ours 0.8814 0.8784 0.8958 0.9077 0.9178 0.9104 0.9066 0.9181 0.9157 0.9139 0.9187
auROC
Base 0.5789 0.8698 0.9067 0.9267 0.9274 0.9296 0.9333 0.9311 0.9183 0.9258 0.9321
Ours 0.9352 0.9409 0.9513 0.9556 0.9611 0.9655 0.9638 0.9668 0.9666 0.9602 0.9613
F1
Base 0.7680 0.7940 0.8763 0.8919 0.8974 0.9000 0.9024 0.8990 0.8943 0.9016 0.8971
Ours 0.9048 0.9055 0.9193 0.9286 0.9368 0.9316 0.9296 0.9379 0.9355 0.9341 0.9343
AP
Base 0.7113 0.9187 0.9366 0.9503 0.9479 0.9478 0.9510 0.9465 0.9314 0.9391 0.9430
Ours 0.9553 0.9612 0.9584 0.9641 0.9662 0.9695 0.9690 0.9723 0.9722 0.9613 0.9686
Prec
Base 0.6299 0.6668 0.8666 0.8715 0.8813 0.8765 0.8824 0.8793 0.8551 0.8673 0.8677
Ours 0.9075 0.8826 0.8934 0.8991 0.9027 0.8929 0.8805 0.8962 0.8999 0.8976 0.8868
Recall
Base 0.9851 0.9818 0.8869 0.9149 0.9151 0.9254 0.9238 0.9221 0.9400 0.9395 0.9338
Ours 0.9033 0.9310 0.9477 0.9605 0.9738 0.9756 0.9851 0.9844 0.9754 0.9744 0.9779
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Table S4: Multi-class evaluation results on the Kather5000 dataset
Metric Model Percentage of Training Data
0.5% 1% 2% 5% 10% 20% 30% 50% 70% 90% 100%
ACC
Base 0.5715 0.7015 0.7360 0.8335 0.8805 0.9090 0.9245 0.9345 0.9515 0.9515 0.9585
Ours 0.6480 0.7325 0.8440 0.8970 0.9210 0.9375 0.9570 0.9650 0.9653 0.9705 0.9708
F1
Base 0.4875 0.6930 0.7250 0.8320 0.8795 0.9085 0.9240 0.9345 0.9515 0.9515 0.9585
Ours 0.6100 0.7289 0.8450 0.8980 0.9215 0.9380 0.9570 0.9650 0.9612 0.9705 0.9711
Prec
Base 0.6170 0.7000 0.7670 0.8340 0.8890 0.9105 0.9265 0.9345 0.9530 0.9525 0.9585
Ours 0.6370 0.7863 0.8510 0.9010 0.9220 0.9385 0.9570 0.9650 0.9663 0.9710 0.9713
Recall
Base 0.4560 0.6990 0.7410 0.8335 0.8805 0.9100 0.9255 0.9355 0.9500 0.9510 0.9550
Ours 0.6530 0.7259 0.8445 0.8970 0.9200 0.9375 0.9575 0.9650 0.9655 0.9710 0.9712
11
