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Like all the other natural sciences, the theory of probability starts from obser-
vations, orders them, classifies them, derives from them certain basic concepts
and laws and, finally, by means of the usual and universally applicable logic,
draws conclusions which can be tested by comparison with experimental re-
sults. In other words, in our view the theory of probability is a normal science,
distinguished by a special subject and not by a special method of reasoning.
(von Mises [36, Second lecture])
von Mises
Fisher
(the reduction of $data$) [5]
von Mises [34, 35]
collective
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$n$ $M$ $a\in\{0,1\}$ $\mu$ $a$



















$[0,1],$ $\mathbb{R},$ $\overline{\mathbb{R}}=\mathbb{R}\cup\{\pm\infty\}$ $+$
$\mathbb{R}^{+}=\{x\geq 0:x\in \mathbb{R}\}$
















c.e. $x$ (computable) $x$ $-x$
$x$
left-c.e. c.e. c.e. $U$
$\mu(U)$ $\mu$ Lebesgue
$x$ $\{q_{n}\}$ $|x-q_{n}|\leq 2^{-n}$
$\pi,$ $e$
3( )
$f$ : $[0,1]arrow \mathbb{R}$
$\{\langle x,p\rangle:x\in[0,1], p\in \mathbb{Q}^{+}, f(x)>p\}$
c.e. $f:[O, 1]arrow \mathbb{R}$ $f$ $-f$
$f$ $x$ $f(x)$




4 (Martin-L\"of [17, 15, 10])
$f:[0,1]arrow\overline{\mathbb{R}}^{+}$ $\int fd\mu<\infty$ $f$
(integral test) $x\in[0,1]$ $Martin-L\ddot{o}f$
$f(x)<\infty$
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5 (Schnorr [25, 20])
$x\in[0,1]$ Schnorr
$f$ $f(x)<\infty$
6 (Kurtz [13, 19])
$x\in[O, 1]$ Kurtz
$f:[0,1]arrow\overline{\mathbb{R}}^{+}$ $f(x)<\infty$











$\mathcal{B}$ $[0,1]$ Borel $d:\mathcal{B}^{2}arrow[0,1]$
$d(A, B)=\mu(A\triangle B)$
$d$ $\mathcal{U}$
$A$ $\mathcal{U}$ $\{B_{n}\}$ $n$ $d(A, B_{n})\leq 2^{-n}$
$A$
1







(ii) $\mathcal{U}$ $\{B_{n}\}$ $n$ $d(B_{n+1}, B_{n})\leq 2^{-n}$
$\lim_{n}B_{n}(x)$
8












$n$ $\mu$ ( $U_{n}$ ) $\leq 2^{-n},$ $\mu(U_{n}\cap V_{n})$
$[0,1]$ 3 $X_{1},$ $X_{2},$ $X_{3}$
120
(i) $X_{1}= \bigcap_{n}$ ( $U_{n}$ ),
(ii) $X_{2}= \bigcup_{n}([0,1]\backslash U_{n})$ ,










$f$ : $[0,1]arrow \mathbb{R}$ (computably measurable function)
$f^{-1}((p, q))$
1 (b) Lusin
13 (Lusin ; [3, Theorem 2.2.10])
$f$ : $[0,1]arrow \mathbb{R}$ $\epsilon>0$
$f_{\epsilon}$ $K_{\epsilon}$ $\mu([0,1]\backslash K_{\epsilon})<\epsilon$ $K_{\epsilon}$ $f=f_{\epsilon}.$
14 ( [20]; Hoyrup-Rojas [9] )
$f:\subseteq[0,1]arrow \mathbb{R}$ Schnorr (Schnorr layerwise computable)
$\{f_{n}\}$ $c.e$. (co-c. $e$ . closed set) $\{K_{n}\}$








$f$ : $[0,1]arrow \mathbb{R}$ $B_{1},$ $\cdots$ , $B_{n}$ $q_{1},$ $\cdots,$ $q_{n}$
$f= \sum_{k=1}^{n}q_{k}1_{B_{k}}$
$f$ (rational step function)
17 $(L^{1} ; [23, 22, 20])$
$f$ : $[0,1]arrow \mathbb{R}$ $L^{1}$ (effectively $L^{1}$ -computable)
$\{s_{n}\}$























$\mu$ Martin-L\"of $u$ : $2^{\omega}\cross$
$\mathcal{M}(2^{\omega})arrow\overline{\mathbb{R}}^{+}[8]$ $u(x, \mu)$ ”randomness deficiency” $x$ $\mu$
$x$ $\mu$ Martin-L\"of
$u(x, \mu)=\infty$ ”randomness deficiency”
20 (Hoyrup and Rojas [10])
$f:\subseteq 2^{\omega}arrow Y$ (layerwise computable) $F:\subseteq 2^{\omega}\cross\omegaarrow$
$Y$ $x\in 2^{\omega}$ $c\in\omega$ $u(x, \mu)<c$ $F(x, c)=f(x)$
Schnorr Schnorr
21 (Bienvenu and Monin [2])
$C\subseteq \mathcal{M}(2^{\omega})$ (learnable) $F:2^{\omega}\cross\omegaarrow$
$\mathcal{M}(2^{\omega})$
$\forall\mu\in C\forall x\in 2^{\omega}\forall c\in\omega u(x, \mu)\leq c\Rightarrow F(x, c)=\mu.$
2
22 (Bienvenu et al. [1])
$K\subseteq \mathcal{M}(2^{\omega})$ (effectively compact)
$K\subseteq B$
$B$
23 (Bienvenu et al. [1])
$P$ MLR$(P)$ $P$ $Martin-L\ddot{o}f$ $C$
$P,$ $Q\in C$ $MLR(P)\cap MLR(Q)=\emptyset$
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