Abstract
Introduction
Registration is a fundamental task in image processing used to match two or more pictures taken with different methods or at different times. During the years several techniques have been developed for various applications [2, 14, 22] . A field which is highly interested is that of remote sensing imagery [8, 12, 21] . The goal of the paper consists in the design and implementation of a software system for the registration of images, and in its testing by means of two 2-D satellite images. Among the methods proposed in literature, the one based on the use of an affine transformation [10] to "align" at best the two images to be registered appears of interest. Thus the problem becomes that of finding the best among all the possible transformations, each of which is represented by a set of real parameters. Evolutionary Algorithms (EAs) [6, 9] are a heuristic technique successfully used to face several multivariable optimization tasks and their use has been introduced in Image Registration as well, in particular in the remote sensing [4, 7, 11] area. Therefore, in the present paper we employ them to find the optimal combination of the parameter values involved in the affine transformation.
Specifically, a Differential Evolution (DE) [18] mechanism has been implemented. DE is a version of an EA which has proven fast and reliable in many applications [17] .
There exist in literature several approaches based on either explicitly providing a set of control points [5, 11, 21] (including DE [20] ) or in automatically extracting them from the image [15] . In contrast to those approaches, here we wish to examine DE ability to perform automatic image registration without making any use of control points.
Furthermore, we have designed and implemented a distributed scheme for DE based on the coarse-grained approach. This has proved often fruitful in EAs [3] , since helps to achieve better solutions than can be found in a sequential framework by better sampling the search space.
Paper structure is as follows: Section 2 describes image registration and defines the affine transformation and the mutual information. Section 3 contains DE basic scheme and illustrates the application of our system to image registration. Section 4 depicts our distributed DE scheme, while Section 5 reports on the mosaicking problem faced, and shows the results of our distributed tool. Finally Section 6 contains conclusions and future works.
Image Registration
To carry out Image Registration, two choices must be made. The first choice involves the kind of geometric transformation to be considered to find correlations between the given images, while the second one concerns the measure of match (MOM), i.e. the feature on the value of which the goodness of the registration is evaluated. Once made these choices, the MOM can be maximized by using suitable optimization algorithms. Affine Transformation. The most frequently used transformation model in registration is the affine transformation. It is sufficiently general, since it can handle rotations, translations, scaling and shearing. This geometric transformation can be represented in the most general three-dimensional case as: x = A · x + b where A is a 3 × 3 square matrix accounting for rotations and scalings while x, x and b are 3-D arrays representing respectively the original positions, the transformed ones and a translation vector. Mutual Information. The most widely employed MOM is the Mutual Information (MI) [13, 16] , which represents the relative entropy of the two images to be registered. In general, given two random variables Y and Z, their MI is:
where P Y (y) and P Z (z) are the marginal probability mass functions and P Y,Z (y, z) is the joint probability mass function. MI is related to entropies by:
with H(Y, Z) being their joint entropy, and H(Y ), H(Z) the entropies of Y and Z respectively. Their definitions are:
To employ MI as a similarity measure, the 2-D histogram of an image pair, the joint histogram h, must be utilized. It is defined as a function of two variables Y and Z, the gray-level intensities in the two images. Its value at the coordinate (Y, Z) is the number of corresponding pairs having gray-level Y in the first image and gray-level Z in the second image. The joint probability mass function of an image pair is then obtained by normalizing the joint histogram of the image pair:
From it P Y (y) and P Z (z) can be obtained as:
The MI registration criterion states that the image pair is geometrically aligned through a geometric transformation T when I(Z(x), Y (T(x))) is maximal. Thus, the aim is to maximize the eq. (2).
Differential Evolution
Differential Evolution (DE) is a stochastic, populationbased optimization algorithm [18] . Given a maximization problem with m real parameters, DE faces it starting with a randomly initialized population of n individuals each made up by m real values. Then, the population is updated from a generation to the next one by means of many different transformation schemes. Among them we have chosen the one referenced as DE/rand/1/bin. In it for the generic i-th individual in the current population three integer numbers r 1 , r 2 and r 3 in [1, n] differing one another and different from i are randomly generated. Moreover, another integer number k in the range [1, m] is randomly chosen. Then, starting from the i-th individual a new trial one i is generated whose generic j-th component is given by:
provided that either a random real number ρ in [0.0, 1.0] is lower than a value CR (parameter of the algorithm, in the same range as ρ) or the position j under account is exactly k. If neither is verified then a copy takes place:
F is a real and constant factor in [0.0, 1.0] which controls the magnitude of the differential variation (x r1,j − x r2,j ), and is a parameter of the algorithm. This new trial individual i is compared against the i-th individual in current population and, if fitter, replaces it in the next population, otherwise the old one survives and is copied into the new population. This scheme is repeated for a maximum number of generations g.
DE Applied to Image Registration
Encoding. We make use of the affine transformation model. Since the experiments reported in this paper make reference to couples of 2-D images, the transformation reduces to:
so the whole problem consists in finding the most suitable combination of six real-valued parameters. Therefore, any individual is an array with six positions: T = (a 11 , a 12 , a 21 , a 22 , b 1 , b 2 ). Fitness. Given two images C and D we take as fitness function their mutual information I, so the problem becomes to find the best transformation T for D such that the mutual information of C and T(D) is maximized.
The distributed DE algorithm
Our Distributed DE (DDE) algorithm is based on the classical coarse-grained evolutionary approach [3] . It consists in a locally connected topology of DE instances, each one connected to other µ instances. If, for instance, we arrange them as a folded torus, then each DE instance has exactly four neighbouring populations. This is shown in Fig. 1 . In it, the generic DE algorithm is shown in black, and its neighbouring subpopulations are indicated in grey. The subpopulation under examination is, thus, "isolated" from all the other ones, shown in white, in the sense that it does not see them directly, and it can communicate with them in an indirect way only, through the grey ones.
Furthermore every M I generations (migration interval), neighbouring subpopulations are allowed to exchange individuals. The percentage of individuals each population sends to its neighbours is called migration rate (M R ). All of the chosen individuals, be their number S I , are sent to all of the neighbours, so that each subpopulation receives a total number of S I · µ elements at each migration time. What has been found by scientists in this field is that the number of individuals sent should not be high, and they should not be sent too frequently, otherwise the subsearch in a processor might be very disturbed by these continuously entering elements [19] . By this approach, good solutions spread within the network with successive diffusions, so more and more processors try to sample a good area, and, at the same time, there exist clusters of processors which investigate different subareas of the search space.
Within this framework we have implemented a parallel version for DE, which consists of a set of classical DE schemes, running in parallel, assigned to different processors arranged in a folded torus topology, plus a master. The master process acts as an interface to the user: it collects the current local best solutions of the 'slave' processes and saves the best element at each generation. Moreover it compares this latter solution to the best found so far, saves the best among them and shows it to the user.
Experiments and Results
We have used two images which are manually selected portions of a Landsat Thematic Mapper (TM) digital image recorded on September 7, 1984 over San Francisco bay area (CA, USA) (property of United States Geological Survey [1]). Those images are color composites generated using Landsat TM spectral bands 2 (green), 4 (near-infrared), and 5 (mid-infrared) as blue, green, and red, respectively. Those images were transformed by us into grey monochannel images, so that each of them is 500 · 500 pixel large and uses 8 bits to represent each pixel. Figure 2 shows them both. Their I value is 0.1732. In a very preliminary set of experiments we used a sequential DE mechanism to face the problem. Results were encouraging, nonetheless the computation time was quite high (tens of minutes on a 1.5 GHz Pentium 4 depending on the value of n), which lead us to devote our attention to a distributed version. The DDE algorithm has been implemented in C language and communications take place via MPI. All the experiments have been effected on a Beowulf cluster with 17 (1 master and 16 slaves) 1.5 GHz Pentium 4 nodes interconnected by a FastEthernet switch.
We have arranged the slaves in a 4 · 4 folded torus topology (µ = 4). Each DE procedure sends only its current best individual (S I = 1) and exchange takes place every M I = 5 generations. The received solutions replace the worst four elements in each local population.
DE parameters have been set as follows: n = 30, g = 200, CR = 0.5 and F = 0.5. No preliminary tuning phase has been performed. It is important to remark here that, differently from some papers in literature about use of EAs to solve this task, we have decided to use quite wide ranges for each variable in the T solution, since we hope that evolution drive the search towards good transformations. The allowed variation ranges are shown in Tab. 1.
Twenty DDE executions have been carried out. The best of those runs is described and discussed in the following in terms of image transformation achieved and evolution taken place. Figure 3 (top left) reports the fusion of the two original images. They share a common area, which should be used by the DDE algorithm to find their best registration. Namely, the up-left part of the second image overlaps the bottom-right part of the first, and a slight clockwise rotation was applied to the second image with reference to the first one. So, the best affine transformation should contain a slight counterclockwise rotation and two positive shifts for both the coordinates.
The best value of I obtained in the best execution is 1.1305. The average of the best final values over the 20 runs is 1.1299 and the variance is 0.0006, the worst result being 1.1278. The best affine transformation found is:
which represents a counterclockwise rotation of about 15 degrees coupled with a translation in both axes. The resulting image is shown in Fig. 3 (top right). Figure 3 (bottom left) depicts the fusion of the first original image with the best transformation of the second one. The alignment of the two registered images is excellent: any detail in the first image, from the streets to the shoreline to the bridges, is perfectly aligned with the corresponding pixels in the transformed second image. In Fig. 3 (bottom right) we report the evolution of the best run achieved. Namely, we report the best, average and worst fitness values among those sent to the master by the 16 slaves at each generation. In this case, in spite of the very relaxed parameter range allowed, already the initial population achieves an improving solution with respect to the original one. From then on the system proposes many improving affine transformations and the average, the best and the worst fitness values increase over generations until the end of the run. It must be remarked that the values for the three above mentioned fitnesses are different one another until generation 196, though this is quite difficult to see from the figure especially after generation 140. This implies that good solutions spread only locally among linked subpopulations without causing premature convergence to the same suboptimal solution on all the slaves. From the point of view of the speedup s achieved with this distributed version, we need to compare the time spent by DDE (t DDE , of about 10 minutes) against that of a sequential version using a population equal to the total number of individuals in the distributed algorithm, i.e. 
Conclusions and Future Works
In this paper a distributed version of the Differential Evolution strategy has been coupled with affine transformation and Mutual Information maximization to perform registration of remotely sensed images. No control points are needed to accomplish this task. A cluster of personal computers with 17 nodes has been used. The results shown here seem to imply that this approach is promising, yet there is plenty of work still to do. Therefore, future works shall aim to shed light on the effectiveness of our system in this field, and on its limitations as well.
Besides, a wide tuning phase shall be carried out to investigate if some DE parameter settings are, on average, more useful than others and to analyze the influence of the parameters on performance. This phase shall take into account lots of image couples taken from different fields.
A comparison must be carried out against the results achieved by other image registration methods, to examine the effectiveness of our proposed approach.
