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The phase and the amplitude of the North Atlantic Oscillation (NAO) are influenced by
numerous factors, which include Sea Surface Temperature (SST) anomalies in both the
Tropics and extratropics and stratospheric extreme events like Stratospheric Sudden
Warmings (SSWs). Analyzing seasonal forecast experiments, which cover the winters
from 1979/80–2013/14, with the European Centre for Medium-Range Weather Forecast
model, we investigate how these factors affect NAO variability and predictability.
Building on the idea that the tropical influence might happen via the stratosphere,
special emphasis is placed on the role of major SSWs. Relaxation experiments are
performed, where different regions of the atmosphere are relaxed towards ERA-Interim
to obtain perfect forecasts in those regions. By comparing experiments with relaxation
in the tropical atmosphere, performed with an atmosphere-only model on the one
hand and a coupled atmosphere-ocean model version on the other, the importance of
extratropical atmosphere-ocean interaction is addressed.
Interannual variability of the NAO is best reproduced when perfect knowledge about
the NH stratosphere is available together with perfect knowledge of SSTs and sea ice, in
which case 64% of the variance of the winter mean NAO is projected to be accounted
for with a forecast ensemble of infinite size. The coupled experiment shows a strong
bias in the stratospheric polar night jet (PNJ) which might be associated with a drift
in the modelled SSTs resembling the North Atlantic cold bias and an underestimation
of blockings in the North Atlantic/Europe sector. Consistent with the stronger PNJ, the
lowest frequency of major SSWs is found in this experiment. However, after statistically
removing the bias, a perfect forecast of the tropical atmosphere and allowing two-way
atmosphere-ocean coupling in the extratropics seem to be key ingredients for successful
SSW predictions. In combination with SSW occurrence, a clear shift of the predicted
NAO towards lower values occurs.
Key Words: North Atlantic Oscillation; stratosphere; predictability; seasonal forecast; tropical influence; atmosphere-
ocean coupling.
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1. Introduction
The North Atlantic Oscillation (NAO) is responsible for a large
part of the atmospheric variability in the North Atlantic/Europe
sector. Accounting for more than 30% of the variability of winter
mean surface air temperature in the Northern Hemisphere (NH)
(Hurrell 1996), it is a major driver of European winter weather and
climate. An equivalent barotropic, predominantly tropospheric
phenomenon, a positive NAO phase, is associated with below-
normal geopotential height (GPH) and sea level pressure (SLP)
centred near Iceland and above-normal GPH and SLP centred
over the Azores. This configuration favours a stronger westerly
circulation and results in milder and wetter winters in Northern
and central Europe, while a negative NAO phase has the opposite
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effect (Hurrell 1995; Greatbatch 2000; Hurrell et al. 2003). Due
to its high significance for European winter weather and climate,
and the resulting socio-economic implications, the NAO has been
extensively studied in the last decades, and attempts have been
made to predict the seasonal NAO phase tendency several months
ahead. A successful NAO prediction depends on knowledge
about the factors which influence its phase and amplitude. Often
mentioned in this context is the influence of surface conditions like
snow cover over the Eurasian continent during autumn (Cohen
and Entekhabi 1999); the extent of Arctic sea ice (Wu and Zhang
2010); sea surface temperature (SST) anomalies in the North
Atlantic, e.g. the appearance of the North Atlantic SST tripole
(Ratcliffe and Murray 1970; Rodwell and Folland 2002; Taws
et al. 2011; Maidens et al. 2013); SST anomalies in the tropical
Pacific, in particular in association with the El Nin˜o-Southern
Oscillation (ENSO) (Fraedrich and Muller 1992; Hoerling et al.
2001; Greatbatch et al. 2004; Greatbatch and Jung 2007; Ineson
and Scaife 2009; Bell et al. 2009); the Madden-Julian Oscillation
(Cassou 2008; Lin et al. 2009, 2015); general conditions in the NH
stratosphere, notably the state of the stratospheric polar vortex and
the occurrence of stratospheric extreme events, so called major
stratospheric sudden warmings, perhaps in association with the
Quasi-Biennial Oscillation (QBO) in the equatorial stratosphere
(e.g. Holton and Tan 1980, 1982; Pascoe et al. 2006; Boer and
Hamilton 2008).
In this paper, we focus on the importance of the Tropics,
and the link to the stratospheric state, for NAO variability
and predictability, building on the idea that the tropical SST
influence on the North Atlantic might happen via a pathway
through the stratosphere (Ineson and Scaife 2009; Bell et al.
2009; Butler et al. 2014). The Tropics have been found to
be important for the North Atlantic/European climate in some
outstanding winters e.g. in terms of extreme surface temperatures,
notably 1962/1963 (Greatbatch et al. 2015), 2005/2006 (Jung
et al. 2010b), 2009/2010 (Fereday et al. 2012) or 2013/2014
(Huntingford et al. 2014). A general impact could be shown
by Greatbatch et al. (2012) for the NAO trend and interannual
variability between 1960 and 2002. The proposed mechanisms
include the idea of a Rossby wave train being excited in the
tropical Pacific and redirected towards the North Atlantic and
European region (Gollan and Greatbatch 2015; Greatbatch et al.
2015), which is influenced by the winds in the upper equatorial
troposphere and the stratosphere, where the latter are dominated
by the phase of the QBO (Gollan and Greatbatch 2015). Other
studies (Ineson and Scaife 2009; Bell et al. 2009; Butler et al.
2014) highlight the importance of the stratosphere in acting as
a bridge between anomalies in tropical Pacific SSTs, mainly
due to ENSO, and Europe. Manzini et al. (2006), Ineson and
Scaife (2009) and Ayarzagu¨ena et al. (2013) suggested that
the large-scale, extratropical El Nin˜o teleconnection pattern in
NH winter, which includes a deepening of the Aleutian low
(e.g. Trenberth et al. 1998), enhances the forcing and vertical
propagation of quasi-stationary planetary waves, resulting in a
weaker stratospheric polar vortex. Over Europe, this results in
a late winter surface pressure pattern resembling the negative
NAO phase (Huang et al. 1998; Toniazzo and Scaife 2006;
Broennimann et al. 2007; Broennimann 2007; Ineson and Scaife
2009), with cold and dry conditions over Northern Europe, and
mild and wet conditions over Southern Europe.
Surface influence from the stratosphere is mainly observed after
major SSWs. During these events, the stratospheric polar vortex
is disturbed in such a way that the temperatures can increase by
up to several tens of ◦C within a few days, and the climatological
westerly winds in the stratospheric polar night jet reverse to
easterly. Major SSWs occur about every second winter (Erlebach
et al. 1996; Labitzke and Naujokat 2000; Charlton et al. 2007).
Their signatures can descend down to the troposphere, with the
resulting surface pattern projecting onto the negative phase of the
NAO and hence affecting surface weather and climate (Quiroz
1977; Baldwin and Dunkerton 2001; Thompson et al. 2002; Scaife
et al. 2005; Charlton et al. 2007; Douville 2009; Mitchell et al.
2013; Sigmond et al. 2013). Greatbatch et al. (2015) argue that
the SSW at the end of January 1963 extended the severe weather
that winter into February, Scaife and Knight (2008) find in a model
study with an artificially induced SSW that the January 2006 SSW
probably contributed to the cold winter of 2005/2006, and Fereday
et al. (2012) highlight the importance of the major warming
in January 2010 in the dynamics of the winter of 2009/2010,
when the NAO index was at a record low. In a recent study by
Scaife et al. (2016) using the Met Office Global forecast system,
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a system which has successfully been used for NAO seasonal
predictions (Scaife et al. 2014), the authors found a significant
shift of the NAO phase towards more negative values after SSWs.
When members of the ensemble forecasts containing SSWs were
excluded, NAO prediction skill vanished.
The present study has two main objectives: we first analyze
briefly whether or not the general influence of the Tropics and
the stratosphere on the NH winter NAO detected for the period
1960–2002 in Greatbatch et al. (2012) has changed in more
recent years. In a second step, we want to focus on the role
of major SSWs for NAO variability and prediction, and on the
question what role the Tropics, and coupling between the ocean
and the atmosphere, play in this context. For our analysis, we
have performed ensemble seasonal forecast experiments with the
European Centre for Medium-Range Weather Forecast (ECMWF)
model, similar to Jung et al. (2010b, 2011) and Greatbatch
et al. (2012). In these experiments we have used a relaxation
technique where different parts of the atmosphere in the model
are relaxed towards reanalysis data. This technique allows us
to obtain “perfect forecasts” for the relaxed regions and hence,
by comparing experiments with and without relaxation, to learn
something about the importance these regions have for our region
of interest, the North Atlantic and Europe. To address the question
of the importance of atmosphere-ocean coupling, we compare
ex eriments using the ECMWF atmosphere-only model, on the
one hand, with experiments using the ECMWF coupled model on
the other.
The paper is structured as follows: Section 1 provides information
about the ECMWF atmosphere model(s) used in this study,
the relaxation technique and the experiments that have been
performed. In the same section, the NAO index and the definition
used for a major SSW are introduced. Sections 2–4 present
the results, first providing an overview of the global prediction
skill in the different relaxation experiments, then focusing on
the importance of the Tropics and the stratosphere for the NAO
prediction skill and how this has changed in recent years, by
comparing to the results obtained in Greatbatch et al. (2012),
and finally discussing the role of the Tropics, ocean-atmosphere
coupling and SSWs for NAO variability and prediction. The paper
closes with a summary and discussion of the results.
1.1. Model and experiments
The model used in this study is the ECMWF model in two
different setups: first the ECMWF Integrated Forecast System
(IFS), an atmosphere-only model, with SSTs and sea ice
prescribed at the lower boundary (varying between different
experiments; see below), and second a coupled model version
where the atmospheric model is coupled to the NEMO ocean
model. The atmospheric model in both model versions is
run in its cycle CY40R1 at spectral truncation T255 with
60 levels in the vertical, extending up to 0.01 hPa. The
horizontal and vertical resolution used here are the same
as for the ERA-Interim reanalysis (Dee et al. 2011). The
NEMO model is run at 1◦ horizontal resolution with higher
resolution near the Equator. Detailed model descriptions
of the IFS model in its cycle CY40R1 can be found here
https://software.ecmwf.int/wiki/display/IFS/CY40R1+Official+
IFS+Documentation.
Ensemble seasonal forecast experiments were performed with the
two model versions, initialized each year around the beginning
of November during the ERA-Interim period (1979–2013;
1981–2013 for the coupled model experiment) and run until the
end of February of the same winter. Initial conditions and SSTs
and sea ice for lower boundary conditions were taken from the
ERA-Interim reanalysis. For the atmosphere-only experiments, 9
ensemble members were computed for each experiment, where
the ensemble members were created using a lagged time approach
with the initial and boundary conditions being chosen from 6
hourly intervals between November 1st 00 UTC and November
3rd 00 UTC. For the coupled-model experiment, 28 ensemble
members were created as described in Watson et al. (2016).
To investigate the respective importance of different parts of the
atmosphere (Tropics, stratosphere...) for our region of interest,
these specific parts of the atmosphere were relaxed towards
ERA-Interim reanalysis in the course of the simulation, as was
done in Jung et al. (2010b, 2011) and Greatbatch et al. (2012)
using the ERA40 reanalysis; see also Watson et al. (2016). In this
way, “perfect forecasts” are created for these regions. Readers
are referred to the papers by Jung et al. (2010b,a) and Hoskins
et al. (2012) for more discussion on the relaxation technique.
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Relaxation was done on the dynamic variables horizontal
velocity, temperature, surface pressure (not for the experiments
with stratospheric relaxation; see below), and additionally specific
humidity and related parameters in the coupled experiment, with
a time-scale of 10h in the atmosphere-only experiments, and a
time-scale of 2h 45min in the coupled experiment.
The following experiments were performed for this study:
• CLIM-NO: Climatological SSTs and sea ice are prescribed
at the lower boundary in this simulation. The climatology is
computed for the whole ERA-Interim period. No relaxation
is applied here. Information about a particular winter is
present only in the initial conditions.
• OBS-NO: Observed SSTs and sea ice are prescribed at the
lower boundary; no relaxation is applied.
• CLIM-TROPICS: Climatological SSTs and sea ice are
prescribed at the lower boundary. Relaxation is applied over
the whole depth of the atmosphere in the Tropics between
20◦S and 20◦N. These latitudes indicate the centres of
20◦ wide transition zones where the relaxation coefficient
is changing from zero to full relaxation by a hyperbolic
tangent function to obtain a smooth transition between
relaxed and unrelaxed regions.
• OBS-TROPICS: Observed SSTs and sea ice are prescribed
at the lower boundary, and relaxation is applied in the
Tropics over the whole depth of the atmosphere, as in
CLIM-TROPICS. Comparing the output of this experiment
to CLIM-TROPICS, conclusions can be drawn about the
influence of extratropical SSTs and sea ice as the two
experiments are virtually identical in the Tropics where
the strong intervention by the relaxation overwhelms the
specification of SSTs.
• CPL-TROPICS: The NEMO ocean model is coupled to
the atmosphere in this simulation. Relaxation is applied in
the Tropics over the whole depth of the atmosphere as in
CLIM-TROPICS and OBS-TROPICS. As the atmospheric
relaxation is assumed to dominate any effect from SSTs in
the relaxed region, differences between CPL-TROPICS and
OBS-TROPICS can be interpreted as the effect of having
interactive atmosphere-ocean coupling in the extra-tropics.
• CLIM-STRAT: Climatological SSTs and sea ice are
prescribed at the lower boundary. Relaxation is applied
in the NH stratosphere north of 20◦N and roughly above
100hPa, using a smooth transition function as in Jung et al.
(2010a, 2011).
• OBS-STRAT: Observed SSTs and sea ice are prescribed
at the lower boundary, and relaxation is applied in the
stratosphere as in CLIM-STRAT.
1.2. NAO
The NAO index in this study is defined similar to that in Hurrell
et al. (2003) as the Principal Component of the first Empirical
Orthogonal Function (EOF) of GPH winter mean (December
through February; DJF) anomalies at 500hPa in the North Atlantic
sector (30–80◦N, 90◦W–40◦E). In this context, “anomalies” for
each winter are computed separately for each experiment and
for each ensemble member with respect to the winter average
over all winters and all ensemble members for that particular
experiment. To obtain the NAO index for the model simulations,
the modeled winter mean anomalies are projected onto the
EOF pattern obtained from ERA-Interim reanalysis data, and
the resulting index is divided by the standard deviation of the
observed NAO index. In this way, a misinterpretation of the results
due to potentially different climatologies in the different model
experiments is avoided. The main results of this study are not
sensitive to the NAO index definition and do not change if the
NAO index is defined at the surface as defined by Hurrell (1995).
1.3. Major Stratospheric Sudden Warmings
The definition of major SSWs follows the original definition of the
World Meteorological Organization. According to this definition,
a major SSW occurs when between November and April (1)
the zonal mean zonal wind at 60◦N, 10 hPa reverses from its
climatological (in winter) westerly direction to easterly, i.e., a
breakdown of the stratospheric polar night jet occurs, and (2) the
temperature gradient between 60 and 90◦N is positive for at least
five days in the period from 10 days before to 4 days after the day
of the wind reversal, referred to as the central date of the event
hereafter (Labitzke and Naujokat 2000). No second event can be
defined within 20 days after a central date; instead, any (obviously
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small) fluctuations during this period are counted as one event.
Using this definition, a total number of 18 major SSWs can be
identified in ERA-Interim between 1979 and 2013.
In the ERA-Interim reanalysis, we also classify so-called final
warmings which indicate the return to the easterly summer
circulation. Final warmings fulfill the same conditions as major
warmings, but the winds do not return to westerlies after the event
and before the end of April for more than 10 days. As the forecast
experiments only run until the end of February, we cannot identify
final warmings for them.
2. Predictive skill in relaxation experiments
As a first step, we address the global predictive skill of the model
in the different relaxation experiments. To do that, we analyze
the Anomaly Correlation Coefficient (ACC) for GPH at 500hPa
(GPH500) at each grid point. The ACC quantifies the correlation
between forecast and observed deviations from climatology, with
an ACC of one meaning a perfect prediction, and an ACC of zero
or less denoting no predictability of the forecast system at that grid
point.
Figure 1 shows the ACC in the different experiments compared
to ERA-Interim. For the experiments, the DJF anomalies of the
ensemble means are correlated with ERA-Interim anomalies. As
expected, almost perfect predictive skill can be found in the
Tropics between 30◦S and 30◦N in the three tropical relaxation
experiments. The high ACC in the inner Tropics in OBS-NO,
where observed SSTs are prescribed globally and no relaxation
is used, shows that a successful prediction for this region depends
to a large extent on having correct oceanic boundary conditions.
Some of the GPH500 skill in the Tropics is found even when
specifying climatological oceanic conditions as can be seen from
the significant ACC in CLIM-NO and CLIM-STRAT, where the
lower boundary forcing consists of climatological SSTs and sea
ice. This is particularly true for the western and eastern tropical
Pacific, for Middle America and northern South America and
for the tropical Atlantic, especially along the NH subtropical jet.
In CLIM-NO this indicates memory from the initial conditions
specified at the beginning of November. Generally speaking, the
differences between CLIM-NO and CLIM-STRAT in the Tropics
are small, indicating that most of the skill in the Tropics in CLIM-
STRAT is coming from the initial conditions as well.
In the Extratropics, significant skill arises from relaxing the
tropical atmosphere. In the NH, this skill is particularly
pronounced over the North Pacific which can probably mostly
be assigned to ENSO teleconnections (e.g. Trenberth et al.
1998). A significant ACC of more than 0.8 can also be found
over the central and western North Atlantic, extending over
northern North America, in all tropical relaxation experiments,
whereas the predictive skill decreases towards the eastern North
Atlantic and Northern Europe in these experiments. No skill
in GPH500 is found over the British Isles and Scandinavia in
CLIM-TROPICS and OBS-TROPICS. An improved skill due to
varying extratropical SSTs (OBS-TROPICS compared to CLIM-
TROPICS) is found over large parts of the NH where skill
is observed from the Tropics anyway (CLIM-TROPICS), and
additional significant prediction skill arises in the Greenland-
Norwegian Sea region. Using an interactively coupled ocean
model instead of prescribed SSTs and sea ice at the lower
boundary (CPL-TROPICS) seems to increase the predictive skill
over large parts of the NH and also over the North Atlantic
and Europe. Whether or not this automatically means better
predictions for the NAO will be further investigated in the
following sections.
When the stratosphere is relaxed in the course of the forecasts
(CLIM-STRAT), significant skill beyond that in CLIM-NO is
most pronounced over Greenland and Iceland, i.e. the northern
centre of action of the NAO, central northern North America as
well as central and southern Europe. The effect of observed versus
climatological SSTs (OBS-STRAT compared to CLIM-STRAT)
more or less seems to add linearly, combining the skill in OBS-
NO with that in CLIM-STRAT.
3. NAO skill in the different experiments
In a next step, we focus more on our region of interest, the
Euro-Atlantic sector, and investigate from which regions skill for
NAO predictions might result. We repeat parts of the analysis
Greatbatch et al. (2012) have performed for the period 1960/61
to 2001/02 covered by ERA40 and compute the NAO index for
each of our experiments, covering the more recent ERA-Interim
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period. It has to be noted that the latter benefits from an improved
data stream due to available satellite data after around 1979, and
that our ERA-Interim experiments have been performed with a
later model version having somewhat higher resolution (T255
compared to T159). Like Figure 2 in Greatbatch et al. (2012), the
red line in Figure 2 shows the NAO index for the ensemble mean
of the experiments, and the grey shading gives the range of the
ensemble mean time series +/- two standard deviations to see if the
observed index (given by the black line) is represented within the
spread of model realizations. The numbers above each panel are
the correlation coefficients between modeled and observed index,
with the correlation coefficients of the detrended time series in
brackets.
As in Greatbatch et al. (2012), we see that even in CLIM-
NO, the experiment without any relaxation and where only
climatological SSTs and sea ice are used at the lower boundary,
the observed NAO index is a possible realization of the experiment
as it does not exceed the range of 2 standard deviations around
the ensemble mean (aside from a few exceptions, notably the
extreme negative NAO winter of 2009/2010). But instead of
the slightly significant negative correlation that Greatbatch et al.
(2012) found between the observed (ERA40) and the CLIM-
NO NAO index, we see no correlation between our CLIM-
NO ensemble mean realization and ERA-Interim for the recent
decades, supporting Greatbatch et al. (2012)’s conclusion that
their marginally significant correlation was “fortuitous”. These
results nevertheless appear to contradict those of Stockdale et al.
(2015) who claim to have found forecast skill using the ECMWF
seasonal forecast system for the winter Arctic Oscillation that
arises from the initial conditions alone, an issue that requires
further investigation.
Apart from that, we find significant positive correlations between
observed and modeled NAO time series in all three experiments
using relaxation in the Tropics as well as both stratospheric
relaxation experiments, for the undetrended and detrended time
series. As in Greatbatch et al. (2012), the temporal variance of
the ensemble mean NAO time series is considerably smaller than
the observed one. In this respect, it does not seem to make a
difference if observed SSTs or a coupled ocean model is used at
the lower boundary, although the coupled model version seems
to reproduce the observed variability better than the atmosphere-
only version using observed SSTs and sea ice (correlation of
0.65 (detrended: 0.61) with ERA-Interim in CPL-TROPICS
compared to 0.51 (0.45) in OBS-TROPICS). The correlation
between the OBS-TROPICS and CPL-TROPICS NAO indices
is 0.68 (0.63 for the detrended time series), and the difference
in correlation coefficient with ERA-Interim might at first sight
seem large. However, having a closer look at the representation
of individual years in the two experiments and especially at the
major peaks, no large differences occur: both model versions
have problems to reproduce the extreme positive NAO winters
of 1988/1989, 1991/1992 and 1992/1993, with the latter two
probably being an underestimated response to the eruption of Mt.
Pinatubo in 1991 (see e.g. Stenchikov et al. (2004); Marshall
et al. (2009) for the NAO response to volcanic eruptions in
climate models). CPL-TROPICS reproduces noticeably better the
negative NAO in 1995/1996, and in the shorter time series (the
coupled experiment was only started in 1981 compared to 1979
in the atmosphere-only runs) this already serves as a part of the
explanation for the higher correlation with ERA-Interim: with
the winter 1995/1996 left out, the correlation of OBS-TROPICS
with ERA-Interim increases to 0.56, while it stays about the same
(0.64) in CPL-TROPICS. Interestingly, in all experiments using
tropical relaxation the model captures the tendency towards the
extreme negative NAO in winter 2009/2010; however, only in
the experiment using observed SSTs (OBS-TROPICS) does the
extreme observed amplitude sit within the spread of modeled
NAO values. This might support the idea from Jung et al.
(2011) that internal variability played a role for the negative
NAO in that winter, but on the other hand our experiments also
indicate a clear role from the Tropics and even the stratosphere,
a role which had been suggested by Fereday et al. (2012) but
which had been ruled out in Jung et al. (2011). For the winter
2010/2011, which experienced an outstanding December in terms
of extremely cold surface temperatures in Europe, our results
suggest an influence from extratropical SSTs and sea ice, as
the tendency towards the negative NAO is represented correctly
only in OBS-TROPICS, but not in the relaxation experiments
without tropical relaxation, nor in CLIM-TROPICS, nor in the
stratospheric relaxation experiments. That means that our results
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are consistent with the suggestion of Taws et al. (2011) who
claim that the negative NAO in 2010/2011 was related to the
re-emergence of SST anomalies in the North Atlantic from the
previous extreme NAO winter. The results are also in line with
Maidens et al. (2013) who find anomalous heat content and
associated SST anomalies in the North Atlantic being the key
ingredients for a successful forecast of December 2010.
The NAO variability is best reproduced in the experiment that
uses a combination of relaxation in the stratosphere and observed
SSTs and sea ice at the lower boundary (OBS-STRAT; correlation
of 0.72 with ERA-Interim) which - in comparison with OBS-
NO - highlights the importance of a correct representation of
stratosphere-troposphere coupling in the model for the dynamics
in the North Atlantic region.
Overall, in comparison with Greatbatch et al. (2012), the results
here suggest that the influence of the Tropics and the stratosphere
on NAO interannual variability have not changed significantly in
recent years (i.e. the ERA-Interim period) compared to an earlier
period (i.e. the ERA40 period). When comparing our results to
Greatbatch et al. (2012), it has to be kept in mind that the model
version used here is more advanced than in Greatbatch et al.
(2012) and uses a higher horizontal resolution (T255 compared
to T159).
Another constraint when interpreting the results above is provoked
by the different ensemble sizes of the experiments (9 ensemble
members in the uncoupled experiments, and 28 members in CPL-
TROPICS). Due to its greater ensemble size, CPL-TROPICS
is likely to contain less noise than the uncoupled experiments,
and hence correlate better with ERA-Interim. To address the
question of how the ensemble size affects the NAO skill, we have
computed the NAO correlation skill of the different experiments
(i.e. correlations with ERA-Interim) as a function of ensemble
size after Scaife et al. (2014), shown in Figure 3. The solid
curves in Figure 3 show the average of correlations between all
possible ensemble mean combinations created from the existing 9
(CPL-TROPICS: 28) ensemble members for each ensemble size
(1:9; 1:28 for CPL-TROPICS) and ERA-Interim. These curves
naturally end at the correlation value for the full ensemble that
is shown in Figure 2. The dashed curves give a theoretical
estimate of the variation of the NAO correlation with the ensemble
size following Murphy (1990). The solid curves follow the
theoretical estimates very closely for most experiments, with the
exception of CLIM-NO, where no NAO skill was found anyway.
From the asymptotes of the theoretical estimates we can see
that even with an ensemble of infinite size, the NAO skill in
CPL-TROPICS would still be higher than in the other tropical
relaxation experiments which confirms the results described
above. Interestingly, although larger differences in the NAO skill
are found before between CLIM-STRAT and OBS-TROPICS than
between OBS-TROPICS and CLIM-TROPICS (see asterisks) for
an ensemble mean created of 9 ensemble members, for an infinite
ensemble size CLIM-STRAT and OBS-TROPICS would have
more or less the same skill. That means that increasing the
ensemble size has the largest effect in OBS-TROPICS, which
again indicates that the signal-to-noise ratio is comparably low
in this experiment. The asymptote of OBS-STRAT tells us that
we would expect up to 64% of the winter NAO variance to be
explained when perfect knowledge of the stratosphere together
with SST and sea ice is available in a forecast ensemble of infinite
size, leaving another 36% to be probably explained by internal
atmospheric dynamic processes. Notably, the experiment in which
only the observed time series of SST and sea ice is specified,
with no relaxation, gives by far the worst performance apart from
CLIM-NO indicating that model error can result from specifying
SST and sea ice alone. Adding stratospheric relaxation, as in OBS-
STRAT, clearly goes some way towards correcting this error, at
least for the NAO.
4. Stratospheric variability
The importance of the stratosphere for communicating trop-
ical signals into the high-latitudes, especially the North
Atlantic/Europe region, has been suggested in recent studies like
Ineson and Scaife (2009) and Butler et al. (2014). Our brief
introductory analysis presented in the previous section supported
the idea of the importance of the stratosphere for NAO predictions,
and the following sections will now focus more on the link from
the Tropics to the North Atlantic via the stratospheric pathway.
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4.1. Interannual variability in the stratospheric polar night jet
As a first step, we analyze how year-to-year variability in the
polar stratosphere is represented in the different relaxation
experiments, where an emphasis is placed on the tropical
relaxation experiments with and without a coupled ocean to
investigate the role that air-sea interaction in the extratropics
might play in this context. Figure 4 shows the development
of the zonal mean zonal wind at 60◦N, 10hPa during winter,
representing the strength and variability of the stratospheric polar
night jet (PNJ). The climatological strength of the PNJ increases
until its peak at the end of December/beginning of January (ERA-
Interim mean over all winters; solid black line), and the highest
interannual variability can be observed in January (dashed black
lines, showing the range of the all-winter-average +- two standard
deviations in ERA-Interim). In the atmosphere-only model runs
(solid red lines), the PNJ is stronger than observed in early winter,
with a maximum that is too early and too weak in mid December.
This leads to an underestimation of the PNJ strength in January,
before the modeled PNJ winds follow the reanalysis winds very
closely again in February. For this evolution and the described
deficiencies, it does not make a big difference if relaxation is
applied in the tropics (OBS-TROPICS) or not (OBS-NO). The
variability of the PNJ in the model is comparable to the observed
variability, only slightly weaker in mid-winter. No obvious effect
of tropical relaxation (compared to no relaxation) can be detected.
When no relaxation is applied (OBS-NO), a few positive and
negative extremes have a larger amplitude than in OBS-TROPICS.
Interestingly, an effect from coupling the atmosphere and
ocean is clearly visible: the PNJ in CPL-TROPICS is stronger
than in ERA-Interim and in the tropical relaxation experiments
throughout the whole winter. The variability, however, is again
comparable to that observed. We suspect that the stronger
winds in the PNJ result from the SSTs which are computed
interactively in the free-running ocean model in CPL-TROPICS
after initialization. A potential bias or drift in the modeled SSTs
can have an effect on the overlying troposphere (Keeley et al.
2012) and might also affect the stratosphere. Scaife et al. (2011)
have reported that the common cold bias in the North Atlantic
leads to an underestimation of the frequency of tropospheric
blockings. Other studies, e.g. as reported by Andrews et al. (1987)
and Nishii et al. (2009), have linked tropospheric blockings to a
weakened stratospheric PNJ as the tropospheric blockings can act
as wave sources for upward propagating planetary waves in the
extratropics. To test if an altered link between SSTs, blockings and
the NH winter stratosphere might also be the cause for the stronger
PNJ in CPL-TROPICS, we compute the winter mean differences
between the modeled SSTs in CPL-TROPICS and observed SSTs.
Although we use forecast experiments in our study, which are
initialized every November and then run for only four months, a
clear drift of the SSTs towards significantly warmer values off the
east coast of the United States and significantly colder values off
Newfoundland extending to the southeast can be seen in Figure
5 a). The magnitude of the SST anomalies in Figure 5 a), which
exceed 4◦C locally, are comparable to typical values of the North
Atlantic cold bias found in coupled models (Wang et al. 2014)
as in the Kiel Climate Model (Park et al. 2009) discussed by
Drews et al. (2015), where the cold bias reaches up to 10◦C
(see also Scaife et al. 2011; Keeley et al. 2012; Jungclaus et al.
2013; Wang et al. 2014). In Figure 5 a), the maximum cold bias
is located further west than is typical, but this might be due to
the short simulation time. To investigate whether and how these
SST anomalies affect the tropospheric circulation, Figures 5 c)
and d) show the mean bias in the zonal wind at 500hPa in DJF
in the uncoupled and coupled model experiments using relaxation
in the Tropics. The figures reveal a significant overestimation of
the westerly winds in a zonal band in the northern North Atlantic,
extending over Scandinavia, and a significant underestimation in a
zonal band south of that in CPL-TROPICS. This pattern resembles
the spatial pattern of a positive NAO phase and is very similar to
the coupled model wind bias described in Keeley et al. (2012),
and which Keeley et al. (2012) show is directly attributable to
the cold SST bias. In OBS-TROPICS, only the weak bias in
the subtropics is significant but is also less pronounced than in
CPL-TROPICS. Consistent with that, an effect on tropospheric
blockings can be observed (Figure 5 b)). For Figure 5 b) the
frequency of blockings in the North Atlantic region in ERA-
Interim, OBS-TROPICS and CPL-TROPICS was computed as
in Gollan et al. (2015) based on GPH at 500hPa. Aside from
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an eastward shift of the blocking frequency peak over Europe in
both relaxation experiments which has been discussed in Gollan
et al. (2015) for experiments using relaxation towards ERA40,
the blocking frequency is reduced in CPL-TROPICS compared
to OBS-TROPICS. Although this can, of course, not serve as a
proof, it at least supports the hypothesized link between biased
extratropical SSTs, altered tropospheric blocking occurrence and
changes in the PNJ strength found for CPL-TROPICS.
As expected and defined by the experimental setup, the evolution
and variability of the PNJ winds in OBS-STRAT follow the
observations.
4.2. Skill in predicting SSW occurrence
To learn something about the general skill of the different
relaxation experiments in terms of predicting extreme weak
events in the stratosphere, i.e. SSWs, the time series of SSW
risk is shown for each experiment in Figure 6. The SSW risk
of one winter season (NDJF) is defined here as the fraction of
ensemble members which predict a major SSW at some time
during that season. From the resulting time series we use the
median (blue line and blue number in each panel of Figure 6)
to define if the respective experiment predicted a major SSW
in that winter (SSW risk above median in that winter) or not
(SSW risk equal to or below median). That means that more than
5 out of the 9 ensemble members need to have a major SSW
in one winter in CLIM-NO and OBS-NO to define that these
experiments predicted an event in that winter, in CLIM-TROPICS
and OBS-TROPICS more than 4 out of 9 ensemble members
with an SSW are needed, and more than 8 out of the 28 ensemble
members in CPL-TROPICS, as can be seen from Figure 6. By
comparing these SSW predictions with the observed SSWs from
ERA-Interim, we obtain two characteristic numbers for each
experiment, given in black in each panel of Figure 6: (1) the
number of correct predictions, which is derived from the number
of hits, i.e. winters where an observed SSW has been correctly
predicted by the model, and the number of correct rejections, i.e.
winters where the model correctly predicted no SSW, and (2)
the number of false predictions, which consists of the number of
misses, i.e. where the model did not predict an observed SSW,
and the number of false alarms where the model predicted a SSW
although none occurred. The observed SSW frequency obtained
from ERA-Interim is given in red in each panel for the period
covered by the respective experiment (1981/1982–2013/2014 for
CPL-TROPICS, 1979/1980–2013/2014 for all others.) Please
note that the number given here (0.4) differs from the widespread
0.5 (“one SSW every second winter”; e.g. Erlebach et al. (1996);
Labitzke and Naujokat (2000); Charlton et al. (2007)) as it refers
only to November through February (with March being excluded
since March is not covered by the experiments) and as it counts
only the number of winters where at least one SSW occurs and
not the total number of observed SSWs.
Without any relaxation and with climatological SSTs at the lower
boundary (CLIM-NO), the model predicts SSW occurrence in
more than 50% of the winters wrong. OBS-NO, CLIM-TROPICS
and OBS-TROPICS all show the same skill in terms of percentage
of correct (57%) and false (43%) predictions. Comparison of
these three experiments tells us that the largest effect comes from
tropical SSTs: using observed instead of climatological SSTs
(OBS-NO vs. CLIM-NO) already leads to an increase in SSW
skill compared to CLIM-NO which is not further increased by
adding relaxation in the tropical atmosphere (OBS-TROPICS
vs. OBS-NO). CLIM-TROPICS, however, shows the same skill,
but assuming that the effect of relaxation overwhelms the effect
of SSTs, in this case in the Tropics, and finding no influence
from extratropical SSTs here (OBS-TROPICS compared to
CLIM-TROPICS) allows us draw this conclusion.
Aside from the experiments using relaxation in the NH
stratosphere, from which we would expect perfect SSW forecasts,
the CPL-TROPICS experiment appears to be the best one in
terms of percentage of correct (70%) and false (30%) predictions.
The median of SSW risk in this experiment is considerably
lower than the observed one (0.29 compared to 0.39) which is
consistent with the result of the previous section where the PNJ
was shown to be stronger than observed, i.e. more difficult to
disturb which lowers the likelihood of weak events to occur.
Defining the result of the prediction (correct or false) relative to
the median has the effect of removing a bias from the experiment.
The results tell us that by having a perfect forecast of the
tropical atmosphere and by allowing two-way atmosphere-ocean
interaction in the extratropics, the tendency for SSWs is predicted
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correctly in around 70% of all winter seasons in the ECMWF
coupled modelling system used here. The percentage of correct
predictions increases to 75% in CPL-TROPICS if we count the
“excuses” for false alarms in two winters where modeled SSWs
in February were identified as final warmings in ERA-Interim. It
seems that the ECMWF uncoupled model is too prone to having
SSWs, consistent with its PNJ being underestimated and hence
easier to disturb during most weeks in winter. Although the
coupled model version has a bias of opposite sign in the PNJ,
which is too strong, this seems to lead to an improvement of SSW
risk prediction.
4.3. NAO prediction skill dependence on SSWs
As a last step, we want to build the bridge between the previous
sections and investigate the dependance of NAO predictions
on the occurrence of SSWs. To do that, we follow and extend
the analysis performed by Scaife et al. (2016) to see if we can
confirm their findings with the model used here, and to detect
a potential influence from the Tropics or from extratropical
atmosphere-ocean coupling. Figure 7 shows the distribution of
NAO forecasts for each relaxation experiment, where the red bars
include all forecasts of all ensemble members and years, the blue
bars include only NAO forecasts of ensemble members which did
not predict a SSW, and the green bars include only those forecasts
which predicted a SSW. Like in Scaife et al. (2016), a clear shift
of the NAO towards lower values appears in combination with
a SSW occurrence. A shift of about the same magnitude but
towards more positive NAO values occurs when only predictions
without SSWs are considered. As Scaife et al. (2016) point
out, this does not prove that the surface NAO is directly driven
by the stratosphere, but confirms that the NAO forecast skill
depends on the occurrence of events in the stratosphere. We find
approximately the same shift in all experiments, independent of
any relaxation applied in the Tropics, and independent of SSTs,
whether climatological, observed or computed interactively. This
also means that the effect of a SSW event on the NAO forecast
does not depend on the quality of the SSW predictions which has
been shown to differ between the experiments in the previous
section.
Finally, we want to address the question of whether the quality
of the NAO predictions depends on the prediction of SSWs.
Similar to Figure 2 and Scaife et al. (2016), we compute the time
series of the NAO index three times for each experiment: first
averaging for every winter season over all ensemble members
(red line in Figure 8), second averaging only over those ensemble
members which did not predict a SSW (blue line), and third
averaging only over those ensemble members which predicted
a SSW some time in that winter (green line). Computing then
the correlation between each of these NAO index time series and
the observed NAO index from ERA-Interim (black line in Figure
8), says whether or not the NAO forecast skill depends on the
prediction of a SSW. Scaife et al. (2016) found a clear drop of
NAO skill to non-significant values when they excluded ensemble
members that included a SSW from their NAO forecasts. We also
find a drop of NAO prediction skill in some of the experiments;
however, this is not as striking as detected by Scaife et al. (2016).
A relatively large drop from 0.3 to 0.07 can be found in OBS-NO;
however, this experiment shows no significant NAO skill anyway.
In both atmosphere-only experiments using tropical relaxation,
the NAO prediction skill is about the same independent of
whether SSWs are included in the prediction or not, although
a slight tendency towards better NAO forecasts in predictions
without SSWs can be seen. In the coupled model experiment,
CPL-TROPICS, the NAO prediction skill is also still significant
(0.54 instead of 0.65) when SSWs are excluded. Opposite to the
uncoupled tropical relaxation experiments, the NAO prediction
skill is higher in CPL-TROPICS when only forecasts which
predict a SSW are considered compared to the case where these
predictions are excluded, suggesting that a large part of the total
skill in this experiment/model version comes from the negative
NAO and the ability of the model to correctly predict SSWs.
In summary, we cannot confirm the striking findings of Scaife
et al. (2016) that the NAO forecast depends on whether SSWs
are included in the forecast or not, although a tendency towards
lower (higher) NAO values can be observed when SSWs are
(not) included in the forecast. The last point suggests that in the
ECMWF model system the NAO forecast skill does not depend
strongly on the NAO phase.
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5. Summary and conclusions
In this study, we have investigated the importance of the Tropics,
specifying observed sea surface temperature (SST) and sea ice,
atmosphere-ocean coupling and the stratosphere for predictions
of the NAO. To do that, we have analyzed relaxation experiments
with the ECMWF model where different parts of the atmosphere
were relaxed towards ERA-Interim to obtain perfect forecasts for
these regions. The role of observed SSTs and sea ice has been
addressed by prescribing either climatological or observed SST
and sea ice at the lower boundary, and by comparing atmosphere-
only experiments with coupled atmosphere-ocean simulations.
Our set of seven different experiments has been performed as
forecast experiments covering the winters from 1979/80–2013/14,
initialized each winter around the beginning of November and run
until the end of February. Our results reveal the following:
• Significant prediction skill arises in large parts of the NH
when the tropical atmosphere is relaxed towards ERA-
Interim, i.e. when the tropical atmosphere is perfectly
forecast. Skill increases in some parts of the NH, e.g.
the Greenland-Norwegian Sea, when observed instead
of climatological SSTs are used at the lower boundary.
When two-way atmosphere-ocean coupling is allowed in
the extratropics, general prediction skill increases further
over the North Atlantic and Europe. Relaxation in the
NH stratosphere leads to pronounced significant prediction
skill over Greenland, Iceland, North America and southern
Europe.
• Interannual variability of the NAO is best reproduced
when perfect knowledge about the NH stratosphere is
available together with perfect knowledge of SST and
sea ice. Then, a NAO prediction skill of 0.72 can be
achieved during the ERA-Interim period which highlights
the importance of the stratosphere for the dynamics in
the North Atlantic. Relaxation of the tropical atmosphere
together with extratropical atmosphere-ocean coupling can
also account for more than 40% of the interannual NAO
variability.
• In the atmosphere-only forecast experiments, the strength
of the stratospheric polar night jet (PNJ) is slightly
overestimated compared to ERA-Interim in early winter,
and underestimated in January, independent of whether
relaxation is applied in the Tropics. Using relaxation in
the Tropics and allowing atmosphere-ocean interaction in
the extratropics, as in the coupled model experiment, leads
to an overestimation of the PNJ strength throughout the
winter. This might be attributed to a drift in the modeled
SSTs which leads to an anomaly pattern resembling the
North Atlantic cold bias observed in many models (Wang
et al. 2014; Drews et al. 2015), and to an underestimation of
tropospheric blockings in the North Atlantic/Europe sector
(Scaife et al. 2011).
• Consistent with the stronger PNJ, the lowest frequency
of major stratospheric sudden warmings (SSWs) is found
in the coupled model experiment with tropical relaxation.
However, after statistically removing the PNJ bias from this
simulation, SSWs are predicted best under these conditions,
while the ECMWF atmosphere-only model version seems
to be too prone to having SSWs. Comparison with the
other experiments reveals that a perfect forecast of the
tropical atmosphere and allowing two-way atmosphere-
ocean coupling seem to be key ingredients for SSW
predictions being successful in 70% of all cases.
• A clear shift of the predicted NAO towards lower values
appears in combination with SSW occurrence, confirming
the findings of Scaife et al. (2016). Approximately the
same shift appears in all experiments which suggests the
independence of this result from the quality of SSW
prediction.
Unlike Scaife et al. (2016) or Sigmond et al. (2013), only a
small reduction of NAO prediction skill could be found when
members predicting a SSW are excluded from the NAO forecast.
This suggests a weaker impact of SSWs on NAO predictions in the
ECMWF model compared to these other models. Nevertheless,
our study was able to highlight the importance of the stratosphere
for NAO variability, and to detect some important ingredients for
successful predictions of major SSWs.
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Figure 1. Anomaly correlation coefficient (ACC) for GPH500 in DJF comparing the model forecast to ERA-Interim. Contour interval 0.1, the thick line indicates an ACC
of zero; colours indicate 95% statistical significant ACC values as tested with a Student’s t-test assuming all winters to be independent of each other.
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Figure 2. Time series of DJF NAO index. The ensemble mean from the relaxation experiments is shown in red, ERA-Interim in black, and grey shading is the model
ensemble mean +-2 standard deviations of the single member realisations. The year in the x-axis refers to January/February of the DJF season. In title: correlation
coefficients of correlation between undetrended experiment and ERA-Interim time series (detrended in brackets), with “sig=1” or “sig=0” indicating whether the correlation
is significant (1) or not (0) at the 95% level.
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Figure 3. NAO correlation between relaxation experiments and ERA-Interim as a function of ensemble size. Solid curves: average of correlations between all possible
ensemble mean combinations created from the existing 9 (CPL-TROPICS: 28) ensemble members for each ensemble size (1:9; 1:28 for CPL-TROPICS) and ERA-Interim;
asterisks indicate the correlation value for the full ensemble; grey area indicates the range of 90% of all correlations between possible ensemble combinations in CPL-
TROPICS. Dashed curves: theoretical estimate of the variation of NAO correlation with ensemble size following Murphy (1990); crosses indicate the asymptotes of the
theoretical estimates for an infinite sized ensemble.
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Figure 4. Evolution of the daily mean zonal mean zonal wind (in m/s) at 10hPa, 60◦N during NH winter. Thin grey lines represent single winters and ensemble members
of the relaxation experiments, the thick lines the average (dashed: +-2 standard deviations) of all winters (red and black for experiment ensemble mean and ERA-Interim,
respectively). As defined by the experimental setup, the evolution and variability in OBS-STRAT is basically identical to ERA-Interim.
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Figure 5. a) DJF mean SST error in CPL-TROPICS in the North Atlantic. Contour interval: 0.5◦C, colours indicate 95% statistical significance. b) DJF North Atlantic
blocking frequency in ERA-Interim, OBS-TROPICS and CPL-TROPICS. c) and d) DJF mean error in zonal wind at 500hPa in CPL-TROPICS (c) and OBS-TROPICS
(d). Contour interval: 0.5 m/s, colours indicate 95% statistical significance.
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Figure 6. Time series of SSW risk (black line with black stars), defined as the fraction of ensemble members which predict a major warming for the NDJF season. The
red line shows the ERA-Interim average total winter frequency, the grey line the experiment average total winter frequency, and the blue line the experiment median. Red
stars indicate whether at least one SSW was “observed” in ERA-Interim (9/9) or not (0/9). See text for details.
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Figure 7. Distribution of DJF NAO index forecasts using all ensemble members (red), for ensemble members with (green) and without (blue) SSWs.
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Figure 8. Time series of DJF NAO index. Black: ERA-Interim, red: model experiment ensemble mean, blue: ensemble mean with those ensemble members excluded
which predict at least one SSW for that winter, green: ensemble mean of those ensemble members which predict at least one SSW for that winter. Numbers give correlation
coefficients with ERA-Interim.
