A published theory for 'coupled diffusional/displacive transformations' is extended to alloyed steels in order to examine the nonequilibrium growth of partially supersaturated ferrite plates as a function of the carbon concentration. The model utilises three interface response functions i.e. the diffusion-field velocity, the interface mobility and the Aziz solute trapping function to enable the estimation of the three unknown quantities: supersaturation, velocity and the composition of austenite at the interface. It is found that the theory correctly predicts the variation in the martensite-start temperature with carbon concentration, but fails to estimate the corresponding variations in the bainite-start temperatures, the reasons for which are not clear.
Introduction
Solid-state phase transformations in steels can involve both substitutional and interstitial atoms. It is conceivable that the former do not diffuse during transformation, whereas the much more mobile interstitial atoms are able to partition between the parent (austenite, γ ) and product (ferrite, α) phases. Thus, the lattice change could be accomplished by displacive transformation as far as the substitutional solute and iron atoms are concerned. There would then be an invariant-plane strain shape change (with a large shear component) associated with the growth of a thin-plate shaped product. The extent to which the carbon atoms partition during the growth of ferrite plates by this mechanism can in principle be between equilibrium and full supersaturation (i.e. zero partitioning).
An attempt has recently been made to model such growth involving some partitioning of carbon [1, 2] , the rest being trapped as the α/γ interface advances. Whilst it is appreciated that models like these are currently less than satisfactory in predicting experimental behaviour [3] , they are the only ones capable of giving some idea of the growth rates involved during displacive transformations which occur above the martensite-start temperature. The coupled diffusional/displacive transformation (CDDT) model has already been extended further to deal with a variety of plain carbon steels [4] . The purpose of the present work is to apply the modified CDDT model to a number of alloyed steels and to compare the results with the experimental data of Steven and Haynes [5] in order to check whether the model can be applied to alloyed steels. It was intended at the outset of this work to compare some of the overall results of such modelling with alternative, tried and tested but less informative methods of calculating transformation characteristics. Throughout this paper, an approximation is made that the solid solution strengthening caused by the introduction of relatively small concentrations of substitutional solute can be neglected. The interface mobility function is therefore indentified with that used for plain carbon steels.
The response functions
There are many processes, including diffusion, which occur in series as the ferrite grows. Each of these dissipates a proportion of the free energy available for transformation. For a given process, the variation in interface velocity with dissipation defines a function which in recent years has been called an interface response function. The actual velocity of the interface depends on the simultaneous solution of all the interface response functions, a procedure which fixes the composition of the growing particle. An electrical analogy illustrating the dissipations due to processes which occur in series as the transformation interface moves. The resistors in series are the hurdles to the motion of the interface, the voltage the driving force and the current the interface velocity. The way in which voltage (driving force) is dissipated as a function of current (velocity) across each resistor is different, since each resistor represents a separate physical process. There is only one interface so all these processes must yield the same velocity, as indicated by the identical current passing through all the resistors. Figure 1 shows an electrical analogy; the resistors in series are the hurdles to the movement of the interface. They include diffusion in the parent phase, the transfer of atoms across the interface, solute drag etc. The electrical-potential drop across each resistor corresponds to the free energy dissipated in each process, and the current, which is the same through each resistor, represents the interface velocity. The relationship between the current and potential is different for each resistor, but the actual current is obtained by a simultaneous solution of all such relations.
Following on from this analogy, the available free energy can be partitioned into that dissipated in the diffusion of carbon, a quantity expended in the transfer of atoms across the interface, and in any other process determining the motion of the interface. There are three unknowns: the austenite composition at the interface, the supersaturation and the velocity, so it is necessary to exploit at least three interface response functions. If the tip radius of the plate is considered to be a variable, then the number of unknowns is four; for displacive transformations the radius can be assumed to be fixed by strain energy minimisation. The necessary three interface velocity functions are, therefore, the diffusion field velocity, the velocity determined from interface mobility and a carbon trapping function [1, 2] .
These three processes (response functions) occur in series and the solution of each function must therefore give the same interfacial velocity. Their simultaneous solution can therefore be used to calculate the three unknown variables (temperature, interface velocity and supersaturation). These response functions are discussed briefly in this section. Further details are available in references [1, 2] .
Diffusion-field velocity
The velocity during the steady state growth of ferrite plates may be approximated by the Ivantsov solution [6] for a parabolic cylinder, given by;
where the Péclet number is
is the weighted average diffusivity of carbon in austenite which is carbon concentration and temperature dependent [7, 8, 9] . ρ is the plate tip radius. x, x I and x α are the average mole fraction of carbon in alloy, mole fraction of carbon in austenite at the γ /α interface and the mole fraction of carbon in ferrite at the α/γ interface respectively.
Interface mobility
The interface mobility of a moving α/γ boundary can be approximated by the theory of thermally activated dislocation motion [10, 11, 12] ;
where the free energy of activation
and Q 0 is the total activation free energy to overcome the resistance to dislocation motion without the aid of interfacial driving force and has been calculated by using [13] . G id is the Gibbs free energy per unit volume dissipated in the process of interfacial motion andĜ id is the maximum glide resistance presented by obstacles to the dislocation motion. y and z are the constants which define the shape of the force-distance function [14] for solid-solution interactions, values of which were taken from [1, 2] .
The solute trapping law
There is a large difference in the diffusivities of interstitial carbon and iron (or substitutional solutes). The possibility then arises that the substitutional lattice can be transformed by a displacive mechanism, while the carbon atoms redistribute between the parent and product phase [15] . The atoms which are forced into the product lattice, i.e. whose chemical potential is raised on transfer across the interface, are said to be trapped [16] . When it is the solute atoms whose chemical potential is raised on transfer across the interface, the phenomenon is called solute trapping.
The solute trapping velocity can be calculated by using the Aziz model [17, 18] of solute trapping during rapid solidification;
where partitioning coefficient
and equilibrium partitioning coefficient
λ is intersite distance taken to be 0.25 nm [2] . x αγ and x γ α are the equilibrium mole fractions of carbon in ferrite and in austenite respectively.
Solution of coupled equations
Each of the interface response functions provides a velocity as a function of the free energy dissipated in that particular process. The total driving force available has to be partitioned into the individual dissipations in such a way that all the response functions given an identical velocity. This is done in practice by numerically varying, on a computer model, the carbon supersaturation until this condition is satisfied. A graphical illustration of the procedure can be found in [19] . The parameters needed for the solution of the equations include the diffusion coefficient of carbon in austenite, as a function of its concentration. This is described in detail in [9] ; this is available as a subroutine on MAP STEEL DIFFUS on the materials algorithms project [MAP] library on the world wide web [20] . All of the driving forces and equilibrium or partitioning coefficients were calculated using a quasichemical thermodynamic model described in [21] and available on MAP as a computer program MAP STEEL MUCG46.
Results and discussion

Martensite-start temperature
There are several methods for the prediction of martensite-start temperatures in steels, especially when the alloy concentration is small. The most commonly used method [5] is completely empirical and works rather well, with M s being given, for example, by
(1) where the concentrations are all stated in weight percent. Using this relation, the M s temperature can be calculated within ± 20-25
• C with a 90% certainty within the following limits of chemical composition:
C 0.1 − 0.5 wt% Cr Trace − 3.5 wt% Mn 0.2 − 1.7 wt% Mo Trace − 1.0 wt% Ni Trace − 5 wt% A more general method which has its origins in the work by Kaufman and Cohen [22, 23] assumes that martensite forms at a temperature where the driving force for diffusionless transformation G γ α reaches a critical value G γ α Ms (figure 2) Thus, alloying elements lead to a change in M s simply as a consequence of their effect on the thermodynamic stabilities of the γ and α crystals.
Bhadeshia [24] used this method with experimental M s data, to calculate G γ α Ms for a series of Fe-C alloys and found that external driving force is a function of the carbon concentration ( figure 3) . This function was then used empirically to predict the M s temperatures for substitutionally alloyed steels [27] , assuming that M s is given by the temperature where
Ms {F e−C}. The method works extremely well, but there is no justification for the particular way in which G γ α Ms {F e − C} varies with the concentration of carbon.
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The bainite-start temperature
Again, for bainite, there are empirical equations for the variation in the B s temperature with alloy chemistry [5] ;
where the concentrations are all stated in weight percent. This relation calculates the B s temperature within ± 20-25
C 0.1 − 0.5 wt% Cr Trace − 3.5 wt% Mn 0.2 − 1.7 wt% Mo Trace − 1.0 wt% Ni Trace − 5 wt% However, the precision with which such equations represent B s is known to be poor when compared with corresponding equations for M s temperature. Part of the reason for this is that the B s temperature is much more difficult to measure. In some low-alloy steels, there is an overlap of several reactions in the vicinity of the bainite transformation temperature range, and this can confuse measurements. Secondly, as pointed out in a detailed analysis by Bhadeshia [28] , some authors confuse the onset of Widmanstätten growth with that of bainite.
A more fundamental method for estimating B s is given by Bhadeshia; it sets two conditions for the formation of bainite:
(a) That the driving force for diffusionless growth must exceed the stored energy of bainite ( 400 J mol
(b) That the driving force for nucleation G m (during which carbon partitions between the parent phases) must exceed a value
G N is a universal function for displacive nucleation and is independent of alloy chemistry -it has been defined by Bhadeshia [28] . The method is illustrated in figure 8 . When these two conditions are simultaneously satisfied, bainite transformation becomes feasible. The method works quite well in predicting the B s temperature. Although the function G N is based on and consistent with the physical properties of displacive nucleation theory, there is a certain amount of fitting involved in deriving certain constants for practical applications.
The CDDT model was again applied to Steven and Haynes B s data [5] , the conditions for bainite being that:
(a) Growth must be diffusionless. (b) Carbon may partition during nucleation.
(c) The stored energy must be temperature dependent, of the form given in reference [4] .
The results are presented in figure 9 which reveals serious discrepencies, the calculations on average underestimating the B s temperatures by some 100
• C. The scatter is in fact far greater than would be expected from reference [4] where the B s temperature was fully accurately estimated for Fe-C alloys. The reasons for these discrepencies are not clear but it is useful that there is a general trend as function of alloy content. The variation in stored energy with the experimental B s temperatures of Steven and Haynes data [5] is shown in figure 10 .
Conclusions
The CDDT model is able to accurately predict the martensitestart temperature of alloyed steels, the level of accuracy matching any previous empirical analysis. On the other hand, significant difficulties remain as far as the bainite-start temperatures are concerned, the reasons for which are not clear. The calculations consistently underestimate the experimental data. The trend in B s temperatures nevertheless appears to be roughly predicted.
