Rationale Addiction is characterized by maladaptive decisionmaking, in which individuals seem unable to use adverse outcomes to modify their behavior. Adverse outcomes are often infrequent, delayed, and even rare events, especially when compared to the reliable rewarding drug-associated outcomes. As a result, recognizing and using information about their occurrence put a premium on the operation of so-called model-based systems of behavioral control, which allow one to mentally simulate outcomes of different courses of action based on knowledge of the underlying associative structure of the environment. This suggests that addiction may reflect, in part, drug-induced dysfunction in these systems. Here, we tested this hypothesis. Objectives This study aimed to test whether cocaine causes deficits in model-based behavior and learning independent of requirements for response inhibition or perception of costs or punishment. Methods We trained rats to self-administer sucrose or cocaine for 2 weeks. Four weeks later, the rats began training on a sensory preconditioning and inferred value blocking task. Like devaluation, normal performance on this task requires representations of the underlying task structure; however, unlike devaluation, it does not require either response inhibition or adapting behavior to reflect aversive outcomes.
Introduction
Addiction is characterized by a pattern of maladaptive decisionmaking in which subjects continue to seek drugs despite serious adverse consequences (Gawin 1991; Mendelson and Mello 1996) . This pattern of behavior is captured in the diagnostic criteria for substance dependence in the DSM-IV-TR (APA 2000) , which require drug-seeking to be persistent in the face of attempts to stop or cut back in order to avoid various negative outcomes or costs. While there are a number of ways to describe such apparent deficits-inability to inhibit established behaviors (Jentsch and Taylor 1999; Winstanley et al. 2010) , increased desire or wanting of the drug Berridge 2000, 2008) , loss of sensitivity to punishment or costs (Deroche-Gamonet et al. 2004; Vanderschuren and Everitt 2004) , or disruption of the normal homeostatic set point of reward and anti-reward systems (Koob and Le Moal 2008 )-none of these sufficiently capture the complex array of the behavioral deficits. Addicted individuals clearly can act affirmatively to obtain desired outcomes and can even learn relatively complex strategies or policies in order to obtain drugs. They can also redirect behavior when confronted with immediate consequences or costs. Yet, despite these apparently intact abilities, they are unable to modify drug seeking in response to real-world events that most people would respond to appropriately.
One distinguishing feature of these real-world events-one which is typically not captured by experimental manipulations-is that the certain consequences of drug use tend to be highly variable and unpredictable, delayed, and even rare events. Often, these consequences are adverse, such as financial and family problems, physical injury, or incarceration. All of these are all highly likely over the long term; however, they tend to be unlikely in the very short term, at least as compared to the immediate goal and certain experience associated with the drug-associated cues and drug high or alleviation of withdrawal symptoms. Further, these long-term events are unlikely to happen over and over again, so it is difficult to learn about them in the same way that one can learn about the repetitive, immediate rewarding aspects of drug use. As a result, the successful application of information about these consequences likely requires so-called model-based systems of behavioral control, which allow one to utilize information about the causal structure of the environment, which may be only anecdotally or incidentally related to the behavior at hand, in order to mentally simulate the possible outcomes of a behavior (Daw et al. 2005; Niv et al. 2006) . Failure of these systems would result in behavior-and learning-that is heavily dependent on cached or precomputed policies developed through prior direct experience. To that end, learning and behavior after cocaine exposure appear normal or even enhanced under conditions in which model-free systems are sufficient (Mendez et al. 2010; Roesch et al. 2007; Simon et al. 2007; Taylor and Horger 1999; Taylor and Jentsch 2001; Wyvell and Berridge 2001) .
Thus, the core behavioral features of addiction may reflect, in part, either a preexisting or drug-induced dysfunction in the model-based control of behavior (Lucantonio et al. 2012) . Consistent with this idea, studies using reinforcer devaluation have shown that exposure to psychostimulants, either passively or by active self-administration, causes long-lasting deficits in the ability of rats to adjust learned behaviors after changes in the value of the associated reward (Nelson and Killcross 2006; Schoenbaum and Setlow 2005) . These deficits are observed spontaneously after devaluation (i.e., without new learning) and appear in the face of apparently normal acquisition of both the behavior (CS→US or R→US) and of the new reward value (US→illness).
While these studies are consistent with the idea that some drugs affect model-based processing, they are similar and thus provide only a single data point. Further, they require the animal to appreciate an adverse outcome in order to redirect or withhold responding. This leaves open, at least somewhat, questions over whether the deficits reflect problems with specific functions, such as sensitivity to punishment or the ability to inhibit responding, rather than a more general impairment in the integrity of model-based processing, which would be orthogonal to these idiosyncratic task requirements. The case that drugs can disrupt model-based processing would be much strengthened by the provision of convergent evidence from a task that shares the requirement for inferential reasoning that defines reinforcer devaluation, but does not depend on either of these more specific capabilities. Here, we provide such evidence, using a sensory preconditioning and inferred value blocking task in which we have previously demonstrated the role of the orbitofrontal cortex in modelbased behavior and learning (Jones et al. 2012 ).
Materials and methods
Subjects Forty-five adult male Long-Evans rats (Charles River Laboratories, Wilmington, MA) (n=30 controls including 13 naïve, nonsurgical controls, and 17 sucrose-trained, surgical controls; n=15 cocaine trained) weighing 275-325 g on arrival were individually housed and given ad libitum access to food and water, except during behavioral training and testing. During these procedures, rats were food deprived to 85-90 % of their baseline body weight. Rats were maintained on a 12-h light/dark cycle and trained and tested during the light cycle. Experiments were performed at the University of Maryland School of Medicine and National Institute on Drug Abuse, Intramural Research Program, in accordance with the University of Maryland and NIH guidelines.
Apparatus Self-administration and behavioral training and testing were conducted in standard behavior boxes measuring 30.48×25.40×30.48 cm (Coulbourn Instruments) enclosed within sound-attenuating boxes. During self-administration, each chamber was equipped with two 4-cm-wide levers on opposite walls located 8 cm above the grid floor. The lever located on the right side of the chamber was active and retractable and led to activation of the infusion pump, while the lever on the left side of the box was inactive and stationary. For cocaine self-administration, each rat had silastic tubing that was protected by a metal spring that extended from the intravenous catheter to a liquid swivel (Instech Laboratories, Plymouth Meeting, PA) mounted to an arm fixed outside the behavior chamber. Tygon tubing extended from the liquid swivel to an infusion pump located outside the chamber. For sucrose selfadministration, 0.04 mL of a 10 % sucrose solution was placed in a recessed dipper in the center of the right wall approximately 6 cm above the floor grid.
Sensory preconditioning and blocking were conducted in a different room, but using the same type of standard apparatus in sound-attenuating boxes. A recessed food cup was placed in the center of the right wall approximately 2 cm above the floor. The feeder was mounted outside the behavior chamber and delivered 45 mg sucrose pellets into the food cup. Auditory cues were used during the behavioral training and testing. The tone speaker was located on the wall above the food cup and calibrated to ∼70 dB. The tone cues were produced by an audio generator that produced three tones, one as a pure tone frequency, and a siren tone that alternated between two frequencies every 100 ms. In addition, a clicker (2 Hz) was mounted on the wall above the food cup, and a white noise speaker calibrated to ∼65 dB was placed external to the behavior box behind the right wall. Visual cues that were used during inferred value blocking included a house light and cue light that were placed on the wall to the left or the right of the food cup approximately 10 cm above the floor.
Surgical procedures Thirty-two rats underwent surgery for implantation of chronic intravenous jugular catheters. Rats were anesthetized with ketamine (100 mg/kg, i.p., Sigma) and xylazine (10 mg/kg, i.p., Sigma). A silastic catheter was inserted into the right jugular vein and passed subcutaneously to either the top of the skull where it was attached to a modified 22-gauge cannula (Plastics One, Roanoke, VA) and mounted to the rat's skull with dental cement and skull screws or fixed to cannula on nylon mesh which was sutured subcutaneously between the scapulae. Carprofen (5 mg/kg, s.c., Pfizer) was given during surgery and for 2 days postsurgery to relieve postoperative pain. After surgery, and throughout self-administration training, catheters were flushed daily with gentamicin/saline solution (0.16 % gentamicin, BioSource International) to prevent infection.
Self-administration Rats recovered for 14 days following surgery before starting self-administration training. These rats were trained to lever press for cocaine-HCl (0.75 mg/kg/infusion; n=15) or sucrose (10 % w/v; n=17) for 14 days (Fig. 1 ). Rats were trained to press the active lever to self-administer cocaine under a fixed ratio (FR1) schedule of reinforcement with each press delivering a 4-s infusion of cocaine. After each infusion, the active lever retracted and was followed by a 40-s timeout period. All self-administration sessions lasted 3 h, with 15-min timeout periods after each hour. To prevent overdose, the number of cocaine infusions was limited to 20/h such that when the rat had received 20 cocaine infusions, the active lever was retracted for the remainder of the hour. The same procedures were followed for animals that self-administered sucrose, except the rats were shaped to press the active lever to receive 0.04 mL of a 10 % sucrose solution delivered in a recessed dipper.
Sensory preconditioning Catheterized rats (n=32) began sensory preconditioning 4 weeks after the end of selfadministration. At the same time, we also trained naïve rats (n=13) who had received neither surgery nor any prior training. The sensory preconditioning procedure consisted of three phases (Fig. 2) , using procedures identical to those in our prior study (Jones et al. 2012 ):
1. Preconditioning: Rats were shaped to retrieve sucrose pellets from the food cup in a single session that included ten deliveries of two 45-mg sucrose pellets (n=45 total subjects; n=30 controls; n=15 cocaine). After shaping, all rats received 2 days of sensory preconditioning involving auditory cues. Each day, rats were exposed to two blocks of six trials. A block of trials consisted of presentations of paired auditory cues (AYB and CYD). Specifically, a 10-s presentation of cue A would be followed immediately by a 10-s presentation of cue B, in a six-trial block. The second block would consist of six presentations of the pairing a 10-s presentation of cue C followed immediately by a 10-s presentation of cue D. The inter-trial intervals varied from 3 to 6 min. Auditory cues A and C were either white noise or clicker counterbalanced, and auditory cues B and D were either siren or tone counterbalanced. The order of cue blocks was counterbalanced across each of the two sensory preconditioning days. 2. Conditioning: After 2 days of preconditioning, rats underwent Pavlovian conditioning for six consecutive days. Each day, rats received a single training session, in which a total of 12 trials were presented: six trials of cue B paired with a food reward and six trials of D paired with no food reward. Auditory cue B was paired with three sucrose pellets that were delivered into the food cup during the 10-s presentation (one pellet was delivered after 3, 3, and 4 s time elapsed). Alternatively, auditory cue D was presented alone for 10 s with no sucrose delivered. Trials were counterbalanced including three trials of alternating blocks for a total of six reinforced auditory cue B presentations and six unreinforced auditory cue D presentations. The inter-trial intervals varied between 3 and 6 min. 3. Probe test: After conditioning, a single probe test day included reminder training of three trials of B paired with sucrose and three trials of D unpaired. After the presentations of B and D, rats were exposed to two blocks of counterbalanced auditory cues A and C presented in extinction (six presentations each). The inter-trial intervals varied between 3 and 6 min.
Inferred value blocking This procedure consisted of two training phases (Fig. 3) , using procedures identical to those in our prior study (Jones et al. 2012 ):
1. Blocking: A subset of rats from the prior experiment (n=35; n=22 controls; n=13 cocaine) underwent additional compound conditioning to test whether cocaine would also disrupt the normal ability of the inferred value to block new learning. These rats were trained for 2 days with preconditioned auditory cues A and C paired with novel light cues X and Y (houselight; flashing cue light; counterbalanced), with all presentations reinforced with a food reward. Auditory cues A and C were played together in compound with visual cues X and Y (i.e., AX and CY) for 10 s each. Each compound cue was presented in two blocks of three trials, alternating cue blocks, for a total of 12 trials each day (six AX and six CY, counterbalanced). Each 10-s compound cue was reinforced by the delivery of a sucrose pellet at 3, 6, and 10 s after cue onset. Inter-trial intervals were between 3 and 6 min. 2. Probe test: After compound conditioning, rats were given a single probe test consisting of reminder training of three trials each of AX and CY paired with normal sucrose delivery, followed by two blocks of visual cues X and Y presented alone (four presentations each) for 10 s each without sucrose delivery. The inter-trial intervals varied between 3 and 6 min. The first three trial presentations of X and Y were analyzed. Response measures During self-administration, active and inactive lever pressing was recorded. During sensory preconditioning, the percentage of time rats spent with their head in the food cup during cue presentation was measured by an infrared photo beam positioned at the front of the food cup. The analysis for auditory and visual cues presented alone was restricted to the last 5 s of cue presentation. Baseline response measures in the corresponding pre-cue periods were subtracted from the cue-evoked response to account for individual variation in baseline activity. Rearing behavior to visual stimuli during inferred value blocking in both the compound conditioning sessions and blocking probe test was scored from video recordings with a handheld timer. In order to correct for time spent rearing (Takahashi et al. 2009; Jones et al. 2012) , the percentage of time responding during the visual stimuli, and corresponding baseline periods, was calculated as follows: % of responding = 100 × ([% of time in food cup] / [100−% of time rearing]).
Statistical analyses Data were acquired using Coulbourn Graphic State 2 software (Coulbourn Instruments). Raw data were processed in Matlab to extract lever presses in selfadministration and percentage time spent in the food cup for sensory preconditioning and inferred value blocking. For all statistical tests, an alpha level of 0.05 was used. The naïve and surgical control groups did not differ at the end of conditioning or during probe testing; thus, their data were collapsed to form a single control group. All data were analyzed in Statistica, using repeated measures analysis of variance with Bonferroni post hoc testing when appropriate (p<0.05).
Results
Self-administration Chronic intravenous jugular catheters were implanted in rats (17 sucrose controls; 15 cocaine). After recovering from surgery, these rats self-administered either cocaine or sucrose for 14 days (Fig. 1) . Rats acquired cocaine and sucrose self-administration as demonstrated by a significant interaction between lever and day in the analysis of active and inactive lever presses for cocaine (F (13, 338) =2.01, p<0.05) and sucrose (F (13, 403) =5.99, p<0.01). In addition, there was a significant effect of training day for the number of infusions of cocaine (F (13, 182) =15.96, p<0.01) and number of sucrose deliveries (F (13, 208) =5.24, p<0.01).
Sensory preconditioning
1. Preconditioning: In preconditioning, rats were taught to associate two pairs of neutral auditory cues (A→B and C→D). Food cup responding during the presentation of each cue was taken as in index of conditioning. Rats in both groups responded at or near baseline levels to all cues (Fig. 2a, b) . A two-factor ANOVA (cue × treatment) comparing the percent of time the rats spent in the food cup demonstrated no significant main effects or any interactions (Fs<2.08; ps>0.16) (Fig. 2a, b ). 2. Conditioning: During the 6 days of conditioning, the rats learned to discriminate between the rewarded auditory cue B and the non-rewarded auditory cue D (Fig. 2c, d similarly to cue D in all sessions (Bonferroni post hoc correction; ps>0.05), responding to cue B differed in the first session (p<0.05) but not thereafter (ps>0.05). This likely reflected the prior experience with reward retrieval for controls. Accordingly, there were no significant differences between groups by the end of conditioning (ps>0.05). 3. Probe test: In the probe test, both control and cocaineexperienced rats responded more to B, the cue previously paired with sucrose, than to D, the non-reinforced cue (Fig. 2e, 2f ). Controls also exhibited significantly greater responding to the preconditioned cue, A, which had been previously paired with the rewarded cue, B, than to the preconditioned control cue, C (Fig. 2e) . Cocaineexperienced rats showed no difference in responding to the preconditioned cues A and C (Fig. 2f) . A two-factor ANOVA (cue × treatment) indicated a significant main effect of cue (F (3, 129) =85.76, p<0.01) and a significant interaction between cue and treatment (F (3, 129) =2.90, p<0.05).
Bonferroni post hoc testing showed that both groups responded significantly more to B than D (ps<0.05), and controls responded significantly more to A than to either C or D (ps<0.05), while cocaine-experienced rats responded similarly to A, C, and D (ps>0.05).
Inferred value blocking 1. Blocking: During the 2 days of compound conditioning, the preconditioned cues, A and C, were presented in compound with new visual cues, X and Y. AX and CY were both reinforced with the same sucrose reward previously paired with B. A three-factor ANOVA (treatment × cue × session) demonstrated significant main effects of session (F (1, 66) =22.69, p<0.01) and treatment (F (1, 66) =9.62, p<0.01) and a significant interaction between cue and session (F (1, 66) = 6.35, p < 0.05). While cocaineexperienced rats exhibited slightly lower responding overall, there were no significant interactions with treatment and other factors (Fs<0.91, ps>0.34) (Fig. 3a, b) .
Probe test:
In the probe test, rats were presented with reinforced AX and CY reminder trials, followed by probe trials, in which X and Y were presented alone. A two-factor ANOVA (treatment × cue) on conditioned responding during the probe trials revealed a significant interaction between cue and treatment (F (1, 33) =8.83, p<0.05).
Bonferroni post hoc testing showed that controls responded significantly more to Y than to X (p<0.05) (Fig. 3c) , whereas rats exposed to cocaine responded similarly to these two cues (p>0.05) (Fig. 3d) . Subsequent comparisons of cue-evoked responding to responding in the baseline period showed that while controls exhibited both a significant main effect of period (F (1, 42) =19.7, p<0.01) and a significant period by cue interaction (F (1, 42) =7.00, p<0.05), cocaine-experienced rats exhibited only a main effect of period (F (1, 24) =7.68, p<0.05; other ps>0.66).
Discussion
Here, we have shown that cocaine self-administration disrupts behavior and learning that depends upon inferred value. In a sensory preconditioning task, cocaine-experienced rats were not able to use the relationship between the preconditioned cue and the subsequently conditioned cue to infer value in order to guide behavior, nor were they able to mobilize this information in order to modulate learning during the blocking task. These effects were enduring, appearing during probe tests conducted 5-6 weeks after the last contact with cocaine. In addition, they were specific inasmuch as the cocaineexperienced rats responded like controls to the cues that were directly paired with reward. These data add to prior reports that psychostimulants affect reinforcer devaluation (Nelson and Killcross 2006; Schoenbaum and Setlow 2005) . As in the sensory preconditioning task used here, normal changes in behavior after reinforcer devaluation require access to a model-based representation of the causal structure of the task, so that never before experienced consequences can be mentally simulated. As noted earlier, rats that have been exposed to psychostimulants show long-lasting deficits in their ability to inhibit learned Pavlovian and instrumental behaviors after reinforcer devaluation. Our current results show a similar deficit, but in a setting that requires neither response inhibition nor the ability to perceive and respond appropriately to aversive information. In addition, the current data extend these findings and show that these operations are impacted both for the purpose of guiding behavior appropriately as well as for new learning derived from this information, since cocaine-experienced rats were also unable to use the inferred value of the preconditioned cue to block learning. Overall, these results substantially strengthen the idea that exposure to some addictive drugs disrupts the neural circuits that mediate model-based processing.
Currently, candidates for mediating this model-based processing include prefrontal regions, such as the medial and orbital prefrontal cortices. Changes in instrumental responding after reinforcer devaluation as well as extinction learning, particularly recall, depend critically on input from medial prefrontal cortex to dorsal striatal regions (Corbit and Balleine 2003; Killcross and Coutureau 2003; Milad and Quirk 2002; Quirk et al. 2000; Killcross 2004, 2007; Zapata et al. 2010) . Similarly, flexible responding to Pavlovian cues after devaluation and in other settings requires orbitofrontal output that impacts areas in dorsal and ventral striatum (Izquierdo et al. 2004; Machado and Bachevalier 2007; Pickens et al. 2003; West et al. 2011) . Altered prefrontal processing would therefore be expected to lead to behavioral deficits in these areas. Indeed, orbitofrontal inactivation causes precisely the deficits reported here after cocaine use in the sensory preconditioning and inferred value blocking tasks (Jones et al. 2012) .
Despite the similarity of our cocaine-induced deficits to those seen in OFC-inactivated rats (Jones et al. 2012) , the current data cannot eliminate the possibility that the deficit occurs because cocaine-experienced rats are unable to acquire the stimulusstimulus association. That is, because cocaine exposure occurred prior to any conditioning, it is possible that the probe test deficits are a result of an inability to learn the stimulus-stimulus contingency in the first phase of the experiment. Such an effect might reflect an impact of cocaine on hippocampal regions known to be important for model-based behaviors and stimulus-stimulus learning Shohamy 2011, 2012) . However, we are not aware of evidence that stimulus-stimulus learning is impaired by cocaine exposure, and given the strong evidence implicating the prefrontal regions in addiction and in the type of processing isolated in later phases of the task, we would view this as a more parsimonious explanation of the current results.
It is also worth noting that although deficits in some modelbased behaviors have been conceived of as reflecting strengthened processing of the countervailing "habits" in striatal regions (Belin and Everitt 2008; Robbins and Everitt 1999), the current results cannot be easily explained by such a mechanism. This is because stronger encoding of the cached value or policy associated with the rewarded cue, in concert with an intact model-based system, should have led to stronger, not weaker, responding to the preconditioned cue and better, not worse, blocking. Thus, the only reasonable explanation that accounts for the current results is alterations in model-based processing. While this does not preclude a contribution of stronger habits to other aspects of drug seeking, it is in fact consistent with what we and others have reported, which is that psychostimulants cause rather modest changes in information processing in dorsal striatum while substantially altering that in orbitofrontal cortex (Homayoun and Moghaddam 2006; Stalnaker et al. 2006) . So, what are the implications of these findings for understanding and, more importantly, addressing behavioral issues in addiction? One implication is that individuals with a history of psychostimulant use will be less responsive than other patients to so-called talking therapies, which require insight and mental simulation to have their effects. This would be consistent with the high rates of relapse after even apparently successful psychotherapeutic interventions (Dutra et al. 2008) . A second implication is that psychostimulant users are likely to be less adept than other patients at learning when outcomes are not as rewarding as expected, especially to the extent that these differences are defined by observational and inference-based evidence. As noted in our introduction, we believe that this type of deficit is apparent in the diagnostic criteria for addiction.
Identifying a functional deficit and associated circuit can allow for better insight into these behaviors and perhaps targeting of affected individuals with pharmacologic agents known to enhance prefrontal function. For example, imaging research has long identified frontostriatal, and particularly orbitofrontal, circuits as abnormally active (or inactive) in psychostimulant users (Goldstein and Volkow 2011) . Abnormal activity patterns have been associated with reactivity to drug-associated cues, craving, and also deficits in reward perception. One particularly interesting result is that blood oxygen level-dependent (BOLD) signal in psychostimulant users fails to reflect monetary reward gradients normally (Goldstein et al. 2007b) . That is, while BOLD signal increases generally to a monetary reward in cocaine users, it does not scale with the amount or magnitude. This result has been replicated several times and is associated with altered P300 and striatal signaling, chronicity of drug use, impairments in self-control, and even lack of insight (Goldstein et al. 2007a; Konova et al. 2012; Moeller et al. 2012; Parvaz et al. 2012) . The latter speculation is particularly intriguing in light of the current results, since insight arguably depends upon the same process of mental simulation that characterizes model-based processing. Accordingly, we would suggest that the failure of BOLD signal in frontal areas to scale with reward likely reflects dysfunctional processing and failure of operation of these model-based systems. This is because the primary difference between a $10 bill and a $100 bill lies not in its sensory qualities, but rather in the quantity and quality of goods that one can obtain with each. Fully appreciating this difference requires inference and mental simulation. Lacking this ability, patients and orbitofrontal BOLD signal fail to identify any difference between these two green pieces of paper-both are similarly significant. If this is correct, then these imaging findings provide a marker for altered prefrontal function in specific individuals. Such a diagnostic tool might then be combined with pharmacologic agents known to enhance prefrontal-dependent processing. This effort has been the focus of recent endeavors with methylphenidate (Goldstein et al. 2010; Moeller et al. 2013 ), but additional candidates include nicotinic and alpha-2 adrenergic receptor agents. These have recently been shown to have highly specific effects on the maintenance of information in working or scratchpad memory in prefrontal cortex (Castner et al. 2011; Wang et al. 2011) . Similarly, serotonergic tone has been shown to be necessary for reversal learning and devaluation (Clarke et al. 2004; Nonkes et al. 2010; Schilman et al. 2010) . Our results suggest that approaches that combine these agents with typical psychotherapeutic interventions that appropriately target individuals who show abnormal processing in orbital or other prefrontal areas might prove especially beneficial.
