Where dealing with temporal sequences it is fair to assume that the same kind of deformations that motivated the development of the Dynamic Time Warp algorithm could be relevant also in the calculation of the dot product ("convolution") in a 1-D convolution layer. In this work a method is proposed for aligning the convolution filter and the input where they are locally out of phase utilising an algorithm similar to the Dynamic Time Warp. The proposed method enables embedding a non-parametric warping of temporal sequences for increasing similarity directly in deep networks and can expand on the generalisation capabilities and the capacity of standard 1-D convolution layer where local sequential deformations are present in the input. Experimental results demonstrate the proposed method exceeds or matches the standard 1-D convolution layer in terms of the maximum accuracy achieved on a number of time series classification tasks. In addition the impact of different hyperparameters settings is investigated given different datasets and the results support the conclusions of previous work done in relation to the choice of DTW parameter values. The proposed layer can be freely integrated with other typical layers to compose deep artificial neural networks of an arbitrary architecture that are trained using standard stochastic gradient descent.
Introduction
Convolutional Neural Network (CNN) is a family of machine learning algorithms that have gained importance in recent years and displayed demonstrable success tackling difficult problems in areas of research such as machine vision and time series classification. An in-depth review of Artificial Neural Networks (ANN) and CNNs is available in [18, 9] . The fundamental component of a CNN is the convolution layer, a layer that is capable of learning jointly with other components a set of parameters that enables the entire network to achieve its learning task. The convolution layer can readily combine with other typical ANN layers such as a fully connected layer and a pooling layer to provide a rich end-to-end approach to develop deep learning models that can be trained using gradient decent methods. Deep learning methods such as CNNs alleviate in most cases the need to perform elaborate pre-processing of the inputs and in particular alleviate the need to hand engineer features which typically require expert domain knowledge, is time-consuming and error prone.
Dynamic Time Warping (DTW) [16] is an algorithm that enables aligning two temporal sequences under assumptions of local deformations in time such as local accelerations and decelerations and has been used extensively since its inception in solving problems in many domains where temporal sequences are involved. Utilising DTW and k-NN for classification has consistently obtained state-of-the-art results in many reported temporal sequences classification tasks [22, 15, 11] .
In this work a subset of the family of CNNs is considered where the input is limited to either a univariate or multivariate temporal sequence such as time series data or any data that can be converted into a temporal sequence, these CNNs are referred to as 1-D CNNs. A novel DTW convolution layer (DTW-CNN) is proposed that combines an algorithm similar to the DTW and the standard 1-D convolution layer to improve on the generalisation capabilities of the standard convolution layer to local deformations in time. The proposed DTW-CNN is evaluated on a number of time series classification tasks to demonstrate the effects of replacing a standard 1-D convolution layer with a DTW convolution layer. In summary the key contributions of this work are:
1. The proposal of the DTW-CNN layer, a novel 1-D convolution layer that is designed to be invariant to local deformations. 2. Embedding a non-parametric warping aspect of temporal sequences similarity directly in deep networks.
Preliminaries
In this section a review of the Dynamic Time Warping algorithm is given to set the notation and naming conventions used in subsequent sections. Dynamic Time Warping [16] is a method to calculate a mapping between two temporal sequences such that the misalignment between the two sequences is minimised. Let Q be a sequence of length N ∈ N and C be a sequence of length M ∈ N such that Q = q 1 , q 2 , . . . , q n , . . . , q N and C = c 1 , c 2 , . . . , c m , . . . , c M . The two sequences can be aligned using DTW as follows. First construct a local distance matrix D ∈ R N×M d(q n , c m ) = q n − c m . A warping path is an ordered mapping P = {p 1 , p 2 , . . . , p K } with p k ∈ {1, . . . , N}×{1, . . . , M} that associates an element q n ∈ Q with c m ∈ C under the following constraints:
1. Boundary condition: p 1 = (1, 1) and p K = (N, M). 2. Monotonicity condition: n 1 ≤ n 2 ≤ . . . ≤ n K and m 1 ≤ m 2 ≤ . . . ≤ m K . 3. Continuity condition: n k − n k−1 ≤ 1 and m k − m k−1 ≤ 1.
The mapping that minimises the misalignment between the two sequences is a path through the matrix D that minimises the warping cost:
where
where D p k is the matrix D entry indexed by the k th element of a warping path P and K is the length of the path P. The path P * is referred to as the optimal path.
2
DTW utilises a dynamic programming equation to find the optimal path with complexity O(N M) or lower using heuristics or approximations [20, 17, 21, 14] . In the most straightforward approach also referred to as unconstrained DTW it does so by calculating a cumulative cost matrix G ∈ R N×M as follows:
First column: G(n, 1) = n k=1 d(q n , c 1 ), n ∈ [1, N] 3. All other elements:
This formulation of the DTW algorithm has a number of drawbacks:
1. Paths can map very short sections of one sequence to long sections of the other resulting in unrealistic and in many cases undesirable deformations. 2. The number of paths grows exponentially with N and M. 3. Paths lengths are at most N + M −1 which represents a significant deviation from the length of the original sequences.
To alleviate these issues and to reduce computational complexity additional constraints and modifications had been proposed to the DTW algorithm:
1. Adjustment window condition: imposes a global constraint on the distance that the path can take from the main diagonal of the matrix D. Two common formulations exist: the Sakoe-Chiba Band such that |n − m| < r where r ∈ N is referred to as the window length [16] ; and the Itakura Parallelogram in [12] . 2. Slope condition: a limitation on the "gradient" of the path to mitigate local unrealistic alignment between short sequences to long sequences. This is achieved by putting a limit on the number of consecutive steps that can be taken in a direction before a step in the other direction must be taken [16] .
Problem Description
Where dealing with temporal sequences it is fair to assume that the same kind of deformations that motivated the development of the DTW algorithm could be relevant also in the calculation of the dot product ("convolution") in the first convolution layer, and possibly also in subsequent layers. Considering a particular filter in a 1-D convolution layer, it is modified during the training process so that it has a maximised response when a certain feature is present in a section of the input. However when local deformations are present in the input resulting in a local phase mismatch the response of the filter could decrease. Therefore it is desirable for convolution layers to be invariant to such deformations and by doing so possibly improve the generalisation capabilities of a CNN for temporal sequence analysis.
Proposed Method
Let w = (w 1 , w 2 , . . . , w N ) be a filter of length N and x = (x t , x t+1 , . . . , x t+N−1 ) be a section of 1-D input starting at index t of equal length. Let the product matrix D ∈ R N×N d(w i , x j ) = w i x j .
Having calculated the product matrix D, it is possible using an approach similar to DTW to find the optimal path P * in D under the same conditions (Boundary, Monotonicity, Continuity) as defined in section 2. Formally we would like to calculate:
where D p k is the matrix D entry indexed by the k th element of a warping path P, K is the length of the path P and u(p k ) is a normalising function u(·) : {1, . . . , N} × {1, . . . , N} → R. As opposed to DTW, the path P * is the optimal path that maximises the filter response to the input signal under the deformations that can be realised within the limits of the DTW conditions. In many cases increasing the number of terms in (4) will lead to larger sums and therefore longer paths are more likely to emerge as P * . Therefore the normalising function is required to normalise the cost in relation to the number of terms in the path.
A basic normalising function that can be suggested assigns an equal weight to each of the terms and thus maintains the full alignment of the two signals however adjusts for the path's length:
where|P| is the length of the path P. Therefore equation (4) can be rewritten as:
This weighting scheme is referred to as symmetric and effectively calculates the mean response of the filter under different alignments as defined by each path P.
The cost of a path P as defined in equation (4) is by definition a sum of products where all elements of x and w are included. By rearranging the terms and grouping by elements of w the calculation of the cost of path P can be rewritten as:
where X wi = { j|x j is multiplied by w i in eq (4)}. One possible way to define u(i, j) is as follows:
where |X wi | is the number of elements in X wi . Therefore under the joint formulation in equations (7) and (8) equation (4) can be rewritten as:
The cost formulation in equation (9) can be seen as a weighted alignment of x onto w and is referred to x onto w in subsequent sections. There is however a natural alternative rearrangement of equation (4) that can be seen as a weighted alignment of w onto x and is defined by regrouping the cost of the path P by elements of x with an alternative normalising function:
where W x j = {i|w i is multiplied by x j in eq (4)}. In a similar fashion one possible way to define u(i, j) is as such:
Therefore under the joint formulation in equations (10) and (11) equation (4) can be rewritten as:
All three formulations of the normalised cost in equations (6), (9) and (12) can be expressed in matrix notation as:
Where in this case U is fully determined by the elements of P and the normalising function u(·). Note that equation (13) is differentiable in respect to w.
For example, given the path P: P = {(0, 0), (0, 1), (0, 2), (1, 2), (1, 3), (2, 3), (2, 4), (3, 5) , (4, 6) , (5, 6) , (6, 6) } these are the matrices U corresponding for each of the formulations: 
Note that in all cases the non zero elements of the matrix U are the path P's indices and moreover in U x onto w the rows sum to 1, in U w onto x the columns sum to 1 and in U symmetric the entire matrix sums to 1.
Regardless of a formulation choice the output of the filter is then defined as:
where f is a non-linear activation, U * is the matrix corresponding with the optimal path P * and b is an optional bias scaler. The path following the main diagonal of the matrix D corresponds with U = I N the identity matrix and thus reduces the output of equation (14) to the standard convolution layer filter output. To generate a feature map equation (14) is applied to multiple filters and input sections by repeating the process for each filter/input section combination. Note there is no prevention to use a parameter sharing regime to generate the feature maps. Lastly the computation in practice of the output of the filter in equation (14) can be done more efficiently than in the naive form described above in (14) since U * is relatively sparse.
Discussion

Hyperparameters
The proposed DTW-CNN layer expands on the hyperparameters that need to be configured for a standard 1-D CNN layer such as the number of filters, the filter size and the stride. The added hyperparameters are the choice of alignment between the signals (x onto w, w onto x, or symmetric), adjustment window condition size, and the slope. According to [7] the optimal adjustment window condition size parameter r in relation to accuracy is data dependent, and in some rare cases does not even matter. Lower values of r are desirable since in the very least will result is less calculations to compute the DTW, also intuitively excessive values of r can result in extreme and unrealistic deformations. Historically the speech recognition community used 10% warping constraint, however in [15] it is claimed that even 10% is too large for real world data.
Experimental results are given in section 6 to demonstrate the impact of the choice of alignment and the adjustment window condition size on the accuracy for some classification tasks. The slope condition impact was not looked into in this work.
Architecture
Technically there are no limitations on where a DTW-CNN layer can be used along the computation graph however considering the class of deformations it is designed to deal with it seems reasonable that it would be useful as the first layer immediately following the input layer so that it can compute activations that are invariant to local out of phase deformations in the input. In addition it seems reasonable to separate multivariate signals and feed each channel through a separate DTW-CNN since it is feasible for different channels to have local deformations that are different in nature and/or location. The individual feature maps output by each DTW-CNN can be concatenated into a single feature map or kept separate before feeding into the next layer(s), this approach is somewhat similar to the MC-DCNN architecture suggested in [24] .
Training
There are a number of considerations in regard to the training of networks that contain DTW-CNN layers. The first is the impact of the transformation U * on the gradients calculated during the backpropagation algorithm. This can be reasoned about by rewriting equation (14) as y = f (w(U * x ) + b) which follows from the commutativity property of matrix multiplication. This highlights that the gradient updates is similar to a standard CNN in relation to the weights however the inputs to the filter are the product U * x , a deterministic transformation of the input dependant on w and x. Given w is fixed during the forward and backward propagation w can be considered as a parameter of the Path cost function (4) thus making the cost function and the choice of U * a function of x only during each and every training iteration. This is consistent with the calculation during inference where w is constant and therefore the Path cost function (4) is a function of x only.
To give another explanation that may be more insightful it is possible to consider an alternative brute force implementation of equation (14) by a static computation graph. Let U be the set of all matrices corresponding with the set of all possible paths P given a choice of normalising function u(·) and a filter of length N. Instead of calculating U * by the dynamic programming method a graph is constructed where the input x is multiplied by each and every U ∈ U followed by a max(·) operation such that y = max({wUx + b|U ∈ U}). The max(·) operation performs as a gradient flow selection channelling the backpropagation of gradients through the branch of the graph corresponding with the maximal value of all such products. It is also clear that all operations are differential with respect to w therefore enabling standard backpropagation of gradients.
Related work
There exists a huge body of work related to CNN and to the DTW algorithm relating to both theoretical aspects and to solving specific problems using these methods. Due to the volume of work it is impossible to provide a complete review of papers related to the CNN and to the DTW and instead the reader is referred to a number of summary resources and to the references included therein. A review of deep learning for time series classification is done in [11] . A comparison of different methods for time series classification including a few CNN architectures is available in [22] . An overview of deep learning in neural networks in given in [18] . In [8] a review is available of various deep learning techniques for time series analysis. A comparative benchmark and a review of various methods for time series classification is available in [3] . A survey of similarity measures for time series is given in [19] which determined that DTW and Time Warped Edit Distance (TWED) are the two best performing measures. 7
In [6] it is suggested to augment inputs by down-sampling and applying lowpass filters to the inputs before using multiple independent filters for each generated input. With this approach the augmentation operation is fixed, and furthermore the approach has the drawback of increasing the number of parameters in the model. Invariant Scattering Convolution Networks [4] computes a translation invariant image representation which is stable to deformations utilising wavelet transform convolutions with non-linear modulus and averaging operators. NeuralWarp jointly learns a deep embedding of the time series with a warping neural network that learns to align values in the latent space [10] however the warping function is soft and with no constraints imposed which is likely to result in unrealistic warping. Insights in regard to the optimal warping window size are provided in [7] where it determined that the optimal window size is both data and dataset size dependent. In addition [7] proposes methods to learn the warping window size and demonstrates that by setting the warping window size correctly most or all the improvement gap of the more sophisticated methods proposed in recent years is matched.
Experimental Results
Datasets
To evaluate different aspects of the proposed method four time series datasets are used:
1. The Photometric LSST Astronomical Time-series Classification Challenge 1 [1, 2] . The test and train sets are merged, shuffled and split. 2. Crop 2 [23, 2] . The test and train sets are swapped. 3. InsectWingbeatSound 3 [5, 2] . The test and train sets are merged, shuffled and split, only observations with exactly seven channels is included. For this purpose dataset 1 (LSST) was used. The first DTW-CNN layer (for each channel) was configured to have 8 filters of size 7 with a stride of 1, the warping window r was set to 1, a symmetric weighting as per equation (6), and a mini-batch size of 100 was used in all experiments. The feature maps output by the individual DTW-CNN layers were concatenated before pooling. The results indicate that the maximum accuracy is achieved by a large margin when the DTW transform U * is applied both in training and inference, and the worst result was obtained when done only in inference as illustrated in figure 1 . These results can be explained by hypothesising that when U * is applied only during inference it is equivalent to attempting inference on data that contain substantial local deformations that were not commonly present during training and thus demonstrate the adverse affect it has on a standard CNN as the discriminative model learns p(y|x, w) whereas p(y|U * x, w) seems to be substantially different for the tested data resulting in substantially reduced accuracy. However when applied only during training the warping maps similar inputs that have local deformations being equivalent to some sort of "pre-clustering" of the inputs which in turn restricts learning to a subspace of the actual training data.
Time Series Land Cover
Adjustment window condition
To evaluate the impact of modifying the adjustment window condition hyperparameter r the accuracy obtained for different values of r was measured while holding all other hyperparameters fixed for the datasets 1 (LSST) and 2 (Crop). The warping window r was set to values ranging from 1 to 4, a mapping of onto w as per equation (9), and a mini-batch size of 50 was used in all experiments. The results demonstrate that the network trained successfully for all r values.
For the LSST dataset the first DTW-CNN layer was configured to have 8 filters of size 7 with a stride of 1 for each channel. In this setting all values of r gave about the same accuracy. It is notable that larger values of r resulted in less steps required for training by roughly 30% until convergence as illustrated in figure 2 .
For the Crop dataset the first DTW-CNN layer was configured to have 64 filters of size 7 with a stride of 2. The results show that the network trained successfully for all r values and that r = 1 gave the best accuracy by a relatively small margin as illustrated in figure 2 .
The results demonstrate that r is data dependent and whilst overall accuracy may not increase by increasing r, in the context of the DTW-CNN larger values of r may contribute to faster convergence.
Normalising choice
In section 4 three approaches to normalise the path cost are described:
1. symmetric, equation (6).
2. x onto w, equation (9) . 3. w onto x, equation (12) .
To evaluate the effect of modifying the normalising choice u(·) the accuracy obtained for different normalising methods was measured while holding all other hyperparameters fixed for the datasets 1 (LSST) and 3 (Insect). For the LSST dataset the first DTW-CNN layer was configured to have 32 filters of size 7 with a stride of 1 for each channel and with the warping window r = 1. For the Insect dataset the first DTW-CNN layer was configured to have 10 filters of size 7 with a stride of 5 for each channel and with the warping window r = 2.
The results indicate that the optimal choice of path cost normalisation is dependent on the dataset and possibly other factors as illustrated in figure 3.
Comparison against a standard CNN
Methodology
The methodology used for evaluating the effectiveness of the proposed DTW-CNN layer is straightforward and is based on comparing the accuracy of a classification task when using a standard 1-D convolution layer against when using the proposed DTW-CNN layer. The evaluation controls for the other factors by fixing the data, the architecture and the hyperparameters when running each experiment. To be explicit note that when DTW-CNN is used it is used during both training and inference. 
Metrics
The classification accuracy on the test set is calculated and recorded every time after a number of epochs are fed through the network. Three metrics are calculated to estimate the performance of the DTW-CNN layer against the standard 1-D convolution layer:
1. Mean accuracy s 1 to s 2 , the mean accuracy reported on the test set from training iteration s 1 to iteration s 2 . 2. Std accuracy s 1 to s 2 , the standard deviation of accuracy reported on the test set from training iteration s 1 to iteration s 2 . 3. Max accuracy s 1 to s 2 ,the maximum accuracy reported on the test set from training iteration s 1 to iteration s 2 .
Results
The following tables summarise the results obtained for the metrics described in 6.4.2 when replacing the first CNN layer with a DTW-CNN layer. The results demonstrate that the classification accuracy for the DTW-CNN layer is mostly better, and never significantly worse than a CNN in the tested settings where the magnitude of improvement in accuracy varies across datasets. The variance in accuracy as training progresses when employing the DTW-CNN layer is comparable to the standard CNN layer indicating that standard optimisers do not experience significant problems to converge with the DTW-CNN layer included in the graph. Moreover merely increasing the number of filters and/or their length does not bridge the gap in results between the two type of layers implying that the DTW-CNN is capable of learning representations that fundamentally go beyond the capacity of the standard CNN layer given data with certain characteristics. 
Conclusion
In this article a novel DTW-CNN layer is proposed that combines a 1-D convolution layer with an algorithm similar to the DTW to align the convolution kernel against the inputs. The DTW-CNN layer enables embedding a non-parametric warping of temporal sequences for increasing similarity directly in deep networks. Combining the similarity warping with learned kernel weights results in an overall warping path that minimises the learning task, therefore it can expand on the generalisation capabilities and the capacity of standard 1-D convolution layer where local sequential deformations are present in the input. The results demonstrate that the DTW-CNN exceeds or matches the standard CNN layer in terms of the maximum accuracy achieved on a number of time series classification tasks. In addition the impact of different hyperparameters settings is demonstrated given different datasets and the results support the conclusions of previous work done in relation to the choice of DTW parameter values.
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