We propose a method for simultaneously measuring the position and emission color of single fluorescent emitters based on the use of a large pitch diffraction grating in the emission light path. The grating produces satellite spots adjacent to the main spot; the relative distance between the spots is a measure for the emission wavelength. We present proof-of-principle experiments on beads and mixtures of quantum dots using a spatial light modulator for making a programmable diffraction grating. A wavelength precision of around 10 nm can be achieved for 1000 signal photons and practical background levels, while maintaining a localization precision of around 10 nm.
Super-resolution microscopy based on the localization of stochastically activated single fluorescent molecules is a powerful technique for studying biological structure on the nanoscale [1] [2] [3] . The study of biological function on this scale requires imaging two or more interacting molecular species. These species are usually differentiated by labeling with fluorescent molecules that have different emission colors. The different species can be imaged subsequently by changing illumination and filter sets [4] or simultaneously by using multibandpass filters and a dichroic beamsplitter in the emission path for imaging two color channels simultaneously [5, 6] . The latter approach allows for multiplexing three and, in some cases, four different fluorescent species. An alternative is the use of activator-reporter labeling techniques in which different activator molecules can couple to the same reporter molecule, thereby allowing for subsequent imaging of the different channels by switching the illumination wavelength only [7] . Multicolor localization approaches are also applied in single particle tracking, broadening the scope to emitters such as quantum dots (QDs) [8] .
A different approach to color measurement is enabled by placing a blazed diffraction grating with a fine pitch in the emission path [9, 10] . In this way two subimages, corresponding to the zeroth and first diffraction orders, are imaged side by side on two camera halves. The 0th order image gives the positions of the emitters; the 1st order image is smeared out in proportion to the emission spectral width over many pixels, thus enabling spectroscopic measurements. The resulting low signal-to-background ratio (SBR), however, compromises spectral and localization precision. Moreover, differentiation between species does not necessarily require measuring the full emission spectrum. Here, we propose a new method for measuring both the position and the color of single emitters based on the use of a grating with a relatively large pitch. The grating produces a set of satellite diffraction orders directly adjacent to the 0th order, the main spot. Now the satellite order(s) are projected just a handful of pixels away instead of to the other half of the camera. A consequence is that spot broadening due to the emission spectral width is at the subpixel level. The distance between the diffraction spots Δx λz∕p, with p the pitch and z the propagation distance, is now a direct measure for the peak emission wavelength λ and can be used to differentiate molecular species.
Generally, the diffraction grating splits the converging beam in a set of diffraction orders with integer index j and with diffraction efficiency η j , producing a set of subspots on the detector at coordinates x j x em jzλ∕p and y j y em . The light distribution on the detector is modeled as a sum of mutually displaced Gaussians:
Here, b is the number of background photons per pixel, a 2 the pixel area, σ the spot width, and N j η j N is the signal photon count of diffraction order j, with N the total signal photon count. The precision for finding the center positions of the different orders is Δx j σ a ∕ N j 1 − I 1 τ j p , and the precision for finding the photon counts for each diffraction order is
, with the functions I n τ τ∕n! R ∞ 0 dtt n ∕1 τe t of the dimensionless background parameter τ j 2πσ 2 a b∕N j a 2 , where σ 2 a σ 2 a 2 ∕12 [11, 12] . A Cramér-Rao lower bound (CRLB) analysis gives the best possible estimate for the emitter position and the wavelength as:
The y-position of the emitter can be estimated with the same precision as the x-position, even though the light distribution itself is anisotropic. The increase in spot footprint is comparable to the different methods for 3D-localization [12] . These predictions are tested with simulations, using realistically simulated spot shapes including effects of vector diffraction [13] and of a finite spectral emission bandwidth (Gaussian shape, FWHM 35 nm). Modeled spots with added shot noise were fitted with a maximum likelihood estimator using the model of Eq. (1) and a Levenberg-Marquardt optimizer. Assumed parameters were a nominal wavelength λ 500 nm, a numerical aperture NA 1.25, and a pixel size in object space a 80 nm. In the simulations we have assumed the use of a binary phase grating with 50% duty cycle giving efficiencies η 0 cos 2 πΔL∕λ and η 1 4∕π 2 sin 2 πΔL∕λ with ΔL 150 nm the path length difference between the two levels. Only the central 3 diffraction orders are taken into account into the fitting. Outliers were removed from the statistical evaluation based on fitted spot width (more than twice the pixel size), fitted position (more than 2 pixels away from the center of the fit region), and final merit function value (less than 3 standard deviations below the average). Figure 1 shows the precision of the position and wavelength estimation as a function of signal photon count for different levels of background. The standard deviation over the full set of 500 randomized instances agrees with the CRLB within statistical error except when the SBR is too low. In addition, a sizeable portion of the fits is designated as outliers in this regime of very low SBR. For zero background the localization uncertainty is the same as for conventional single spot Gaussian fitting; for nonzero background levels the localization uncertainty is compromised due to more unfavorable local SBR for the three subspots. Good results can be obtained for signal photon counts above 200-500 photons and background levels below 10 photons per pixel. There is a small bias of a few nanometer in the determination of the wavelength due to model errors; the wavelength precision is on the order of 5-10 nm for the signal and background photon levels quoted above.
Proof of principle experiments have been done with the setup shown in Fig. 2 . A liquid crystal on silicon (LCOS) based spatial light modulator (SLM, Holoeye LC-R 720, pixel size 20 μm) is placed in the Fourier plane of a 4f-relay by using two achromats (Thorlabs AC508-200-A) on the exit port of a Nikon N-STORM microscope equipped with a 100 × ∕NA1.45 APO-TIRF objective and 1.5× tube lens. The SLM is set to produce a binary phase grating with path length difference ΔL and pitch p for one polarization state, whereas the other polarization state is unaffected. This results in diffraction efficiencies η 0 1 cos 2 πΔL∕λ∕2 and η 1 2∕π 2 sin 2 πΔL∕λ. Images were recorded on an Andor iXon3 897 EMCCD camera (pixel size 16 μm), converted to photoelectron counts via a gain calibration and processed using an adaptation of the method of ref. [14] for finding candidate regions, and analyzed with the MLE-fitting routine.
Time lapse measurements (250 frames of each 60 ms exposure time) of a set of 83 beads (ThermoScientific 50 nm diameter polystyrene beads, peak emission wavelength 612 nm) are recorded with an SLM with pitch set to 60 pixels (p 1.2 mm). Figure 2(b) shows the average of the measured spots over all 83 × 250 20750 events, after registration and upsampling with a factor of 5 (for display purposes), Fig. 2(c) shows the average of the fitted Gaussian spots, Fig. 2(d) shows cross-sections of the average measured and fitted spots. The Gaussian spot model fits the observations rather well, although a non-Gaussian spot shoulder is clearly visible. This may be attributed to vector diffraction effects and to stray light originating from the SLM. In addition, the average measured spot is not rotationally symmetric (a Gaussian fit on the average measured spot gives spot widths σ x 164 nm and σ y 141 nm), indicating the presence of astigmatism. The path length difference (ΔL 0.3 μm, corresponding to a phase depth π) is obtained from the relative peak heights of the measured average diffraction spots. The set of fits for the individual frames is grouped in 10 sets of 25 consecutive fits. The standard deviation of the fitted parameters over the 25 consecutive fits and the mean of the CRLB-based precision, evaluated for the fit parameters at the found optimum values are subsequently calculated. These values are binned in 10 bins (following Scott's normal reference rule [15] ) with mean signal photon count in the range 300-3000, equidistant on a logarithmic scale. The mean and standard deviation of the error and the CRLB precision within these bins are plotted in Fig. 3 . The localization precision in the y-direction was typically a few percent worse than the localization precision in the x-direction, probably due to the astigmatism. The found error is slightly above the CRLB, implying close to optimum fitting conditions. The deviations may be caused by the model errors described above. The found fit precision also agrees quite well with the simulation results, even though the dependence of the diffraction efficiency on λ is different. The reason is that the diffraction efficiencies carry little information on the wavelength compared to the satellite spot distance, especially for path length differences close to λ∕2. The histogram of fitted wavelengths (peak around 590 nm) indicates a bias in the results compared to the manufacturer specification (peak emission at 612 nm). This bias can be attributed to model errors (also found in the simulations), to an error within the specification tolerance of the focal length of the relay achromats, or to relay branch misalignment.
Next, mixtures of different QDs (Invitrogen Streptavidin Conjugate, with peak emission wavelengths at 525, 565, 585, 605, 625, 655, 705, and 800 nm) were imaged. Figure 4(a) shows an image taken with our setup, and Fig. 4(b) shows a reference image taken with a consumer color photo camera (Nikon D40) attached to the other side port of the microscope. A mixture of three relatively bright QDs (QD605, QD655, and QD705) was then made for analysis with the MLE-fitting routine. Figure 4 (c) shows a histogram of found wavelengths and Gaussian fits of the three peaks. Clearly, a small fraction of the QDs present was found to be QD655. The widths of the peaks for QD605 (12 nm) and QD655 (10 nm) are similar to the mean wavelength error (16 nm, determined from repeated fits on the same QDs in consecutive frames), the peak width for QD705 (33 nm) is quite a bit larger. Sample heterogeneity is not needed to explain the observed peak widths for QD605 and QD655; it possibly is for the peak for QD705. Events are classified as belonging to one of the three QD species based on the highest a priori likelihood given the estimated wavelength. This classification is thus defined by the intersections of the three normalized Gaussian probability distribution functions of the three QD species. The resulting error rates for the three species of QDs are then 5.6%, 22%, and 8.9%. More sophisticated classifiers developed for ratiometric detection of emission color [16, 17] may be tried as well in this context.
In conclusion, we have presented a method for simultaneously measuring the position and emission wavelength of single emitters using diffractive optics. Next steps are improving the technique by reducing aberrations and stray light originating from the SLM, optimizing the grating shape (e.g., using a blazed or sinusoidal shape), and providing an extension to 3D-localization. The practical value of the technique would be greatly enhanced by using a fixed glass-etched grating that can be slid in and out of the optical path, instead of the current SLM in a relay branch. Such a simplified setup would solve the aforementioned performance issues with the SLM and would open the route for differentiating more than four fluorescent species.
