The natural extension of the β-transformation by Dajani, K. et al.
The natural extension of the -transformation
Karma Dajani, Cor Kraaikamp and Boris Solomyak

Abstract
For each real number  > 1 the -transformation is dened by T

x = x(mod1). In this paper
the natural extension T

of the ergodic system underlying T

is explicitly given. Furthermore, it
is shown that a certain induced system of this natural extension is Bernoulli. Since T

is weakly
mixing, due to W. Parry, it follows from a deep result of A. Saleski that the natural extension
is also Bernoulli, a result previously obtained by M. Smorodinsky.
AMS classication : 28D05, 11K55
1 Introduction
Let  > 1 be a real number, and let T

be the transformation of the unit interval [0,1) given by
T

x = x(mod1): This transformation gives rise to the -expansion introduced by A. Renyi [9] :
for any 0  x  1;
x =
1
X
k=1
d
k

 k
; (1)
where d
k
= d
k
(x; ) = bT
k 1

xc; k  1 (here bc denotes the greatest integer not exceeding ).
We will denote (1) by x = :d
1
d
2
: : : d
n
: : : or by d(x; ) = (d
k
(x; ))
k1
(we will write d
k
instead of
d
k
(x; ) whenever there is no risk of confusion).
When  is an integer, (1) is the usual digit expansion with base : In this case T

is clearly related
to the Bernoulli-shift on  symbols; however, for  62 Z the situation is more complicated. Renyi
showed that for each  > 1 the -transformation T

is ergodic, and that there exists a unique
probability measure 

; equivalent to Lebesgue measure and invariant under T

; such that for each
Borel measurable set B 2 B one has


(B) =
Z
B
h

(x)dx ;
where h

(x) is a measurable function satisfying
1 
1

 h

(x) 
1
1 
1

:
Shortly afterwards, W. Parry [8] noticed that T

 T

can easily be shown to be ergodic, and
therefore T

is weakly-mixing. Parry showed that
h

(x) =
1
F ()
X
x<T
n
(1)
1

n
; x 2 [0; 1) ;

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where F () =
R
1
0
(
P
x<T
n
(1)
1

n
)dx is a normalizing constant.
The "gap" between the ergodic properties of T

for  2 Z and  62 Z (as is well-known, Bernoul-
licity is a much stronger property than weakly-mixing) was bridged by M. Smorodinsky in [12].
Smorodinsky showed that for each  > 1 the system
( [0; 1);B; 

; T

) ;
where B is the collection of Borel sets of [0,1), is weakly Bernoulli. A deep result by N. Friedman
and D. S. Ornstein [5] then yields that the natural extension of ( [0; 1);B; 

; T

) is a Bernoulli
automorphism.
In this paper we will obtain Smorodinsky's result by explicitly constructing the natural extension
of ( [0; 1);B; 

; T

) (section 2), and showing that a certain induced transformation of this natural
extension is isomorphic to a Bernoulli automorphism, which is completely understood (see also sec-
tion 3 or [1]). In section 4 we then show that Smorodinsky's result follows from Parry's observation
that T

is weakly-mixing, and a theorem by A. Saleski [11].
2 Natural Extension of the -transformation
2.1 An easy example
In case  > 1 is the positive root of the polynomial X
m
 X
m 1
  : : : X   1; m  2, one easily
sees
1
that the natural extension of ( [0; 1);B; 

; T

) is given by (X

;B; 

; T

), where
X

:=
m 1
[
k=0
(T
m k

1; T
m k 1

1] [0; T
k

1] ; (2)
and T

: X

! X

is dened by T

(x; y) := (T

x;
1

(bxc + y) ) : Furthermore,  is normalized
Lebesgue measure on X

with

1

2
+
2

3
+ : : :+
m

m+1

 1
as a normalizing constant. See also gure
1 (for the case m = 4).
Figure 1
1
See also [1]. For m = 2 one has that  =
p
5+1
2
, which is the golden mean. For m  3 we call these 's (pseudo)
golden mean numbers. See [6] for a dierent approach.
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2.2 Denition of the natural extension
>From the example in the previous section it is obvious that for (pseudo) golden mean numbers 
the orbit of 1 under T

:
1 > T

1 > T
2

1 > : : : > T
m 1

1 > T
m

1 = 0 ;
plays a crucial role in the denition of the natural extension. In order to generalize the above
example to any  > 1 we recall the following well-known result, which describes the admissible
sequences of digits from f0; 1; 2; : : : ; bcg; see also [2, Prop. 2.3].
Proposition 1 Let W := f0; 1; 2; : : : ; bcg
N
and let D

be the set of -expansions of the real
numbers x 2 [0; 1): Furthermore, let  be the shift and <
lex
be the lexicographical ordering on W:
1. If d(1; ) = :b
1
b
2
: : : b
`
0000 : : : ; that is, the -expansion d(1; ) of 1 is nite, then s 2 W
belongs to D

if and only if for all n  0; 
n
(s) is lexicographically less than the periodic
sequence
d

() = :b
1
b
2
: : : b
` 1
(b
`
  1)b
1
b
2
: : : b
` 1
(b
`
  1)b
1
b
2
: : : b
` 1
(b
`
  1) : : : :
In this case we put ` := supfk 2 N : b
k
6= 0; b
k+i
= 0 ; 8i  1g:
2. When the -expansion d(1; ) of 1 is not nite, the condition

n
(s) <
lex
d(1; ) ; for all n  0
is necessary and sucient for the sequence s 2 W to belong to D

: In this case we write
d

() = d(1; ) and ` =1.
Using the procedure described in [10] (see also [4], p. 239), the natural extension (H

;F ; 

; T

)
of ( [0; 1);B; 

; T

) is constructed in the following way. Let
R
0
= [0; 1]
2
and R
i
= [0; T
i

1] [0;
1

i
] ; i  1;
the underlying space H

is obtained by stacking (as pages in a book) R
i+1
on top of R
i
, for each
2
i  0 (in case 1 has a nite -expansion of length n, only nR
i
's are stacked). Let B
i
be the collection
of Borel sets of R
i
, and let the  algebra F on H

be the direct sum of the B
i
's, i.e. F = B
i
.
Furthermore, the measure on H

which is Lebesgue measure on each rectangle R
i
is denoted by ,
and we put  =
1
(H

)
. Finally T

: H

! H

is dened as follows. Let d

() = :b
1
b
2
: : : and let
(x; y) 2 R
i
; i  0, where x = :d
1
d
2
: : : is the -expansion of x and y = : 00 : : :0
| {z }
i times
c
i+1
c
i+2
: : : is the
-expansion of y (notice that (x; y) 2 R
i
implies that d
1
 b
i+1
). In view of proposition 1, we now
dene
T

(x; y) := (T

x; y

) 2
(
R
0
, if d
1
< b
i+1
;
R
i+1
, if d
1
= b
i+1
;
(3)
2
The index i indicates at what height one is in the stack.
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where
y

=
8
>
>
<
>
>
:
b
1

+ : : :+
b
i

i
+
d
1

i+1
+
y

= :b
1
: : : b
i
d
i
c
i+1
c
i+2
: : : , if d
1
< b
i+1
;
y

= :000 : : :00
| {z }
i+1 times
c
i+1
c
i+2
: : : , if d
1
= b
i+1
:
Notice that in case i = 0 one has
y

=
8
>
<
>
:
1

(y + d
1
) , if d
1
< b
1
;
y

, if d
1
= b
1
:
Remark At rst glance it seems that for a (pseudo) golden mean number  > 1 the natural exten-
sion (X

;B; 

; T

) from section 2.1 is a far cry from the above mentioned system (H

;F ; 

; T

).
E.g. each point in the space X

is 2-dimensional, while each point in H

is 3-dimensional (the
third dimension being the height in the stack). We will discuss here briey for each  > 1 a system
(
~
H

;B; ~

;
~
T

), metrically isomorphic to (H

;F ; 

; T

) (and therefore also a natural extension
of T

), which coincides with (X

;B; 

; T

) in case  is a (pseudo) golden mean number.
Put
~
H

:=
` 1
[
i=0
[0; T
i

1) [
1
S
i 1
X
j=0
1

j
;
1
S
i
X
j=0
1

j
) ;
where ` is dened as in proposition 1 and
S :=
` 1
X
j=0
1

j
:
For (x; y) 2
~
H

, let i = i(y) 2 N [ f0g be such, that
y 2 [
1
S
i 1
X
j=0
1

j
;
1
S
i
X
j=0
1

j
) ;
and dene the map 	 :
~
H

! H

by
	(x; y) :=
0
@
x; Sy  
i(y) 1
X
j=0
1

j
; i(y)
1
A
;
where i(y) indicates at what height one is in the stack H

. Clearly the map 	 :
~
H

! H

is a
bijection. Let B be the collection of Borel sets of
~
H

and let ~

be dened by
~

(B) := 

(	(B)) , for B 2 B :
Notice that ~

is normalized Lebesgue measure on (
~
H

; B) and that Parry's invariant measure 

for T

is the projection of ~

on the rst axis. Finally, dene
~
T

:
~
H

!
~
H

by
~
T

(x; y) := 	
 1
(T

(	(x; y))) , for (x; y) 2
~
H

:
We have the following proposition.
Proposition 2 For each  > 1 the systems (H

;F ; 

; T

) and (
~
H

;B; ~

;
~
T

) are metrically iso-
morphic. In case  is a (pseudo) golden mean number the systems (H

;F ; 

; T

) and (X

;B; 

; T

)
are identical.
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3 Generalized Luroth Series and -expansions
In [1] the so-called Generalized Luroth Series (shortly GLS) were introduced and their ergodic
properties studied. We recall here some of the basic denitions and properties of GLS-expansions,
and then we will show how GLS-expansions can be used to obtain a deeper understanding of the
natural extension of the  transformation T

.
3.1 Generalized Luroth Series
Let I
n
= (`
n
; r
n
]; n 2 D  N = f 0; 1; 2; : : :g; be a nite or innite collection of disjoint intervals of
length L
n
:= r
n
  `
n
; such that
[
n2D
I
n
= [0; 1] and
X
n2D
L
n
= 1
and
0 < L
i
 L
j
< 1 ; for all i; j 2 D; i > j :
Furthermore, let I
1
:= [0; 1] n
S
n2D
I
n
; L
1
:= 0 and dene the maps T
D
; S
D
: [0; 1]! [0; 1] by
T
D
x :=
8
>
<
>
:
x `
n
r
n
 `
n
; x 2 I
n
; n 2 D ;
0 ; x 2 I
1
and S
D
x :=
8
>
<
>
:
r
n
 x
r
n
 `
n
; x 2 I
n
; n 2 D ;
0 ; x 2 I
1
Now let " = ("(n))
n2D
be an arbitrary, xed sequence of zeroes and ones. We dene the map
T
"
: [0; 1]! [0; 1] by
T
"
x := "(x)S
D
x + (1  "(x))T
D
x ; x 2 [0; 1] (4)
where
"(x) :=
(
"(n) ; x 2 I
n
; n 2 D
0 ; x 2 I
1
:
Let "
n
:= "(T
n 1
"
x) and dene for x 2 
 := [0; 1] n I
1
= [
n2D
I
n
s(x) :=
1
r
n
  `
n
and h(x) :=
`
n
r
n
  `
n
; in case x 2 I
n
; n 2 D :
Moreover we dene
s
n
= s
n
(x) :=
(
s(T
n 1
"
x) ; T
n 1
"
x =2 I
1
;
1 ; T
n 1
"
x 2 I
1
;
and h
n
is dened in a similar way. One nds that
x =
h
1
+ "
1
s
1
+
( 1)
"
1
s
1
T
"
x =
h
1
+ "
1
s
1
+ ( 1)
"
1
h
2
+ "
2
s
1
s
2
+ : : : (5)
: : : : : :+ ( 1)
"
1
+:::+"
n 1
h
n
+ "
n
s
1
s
2
: : : s
n
+
( 1)
"
1
+:::+"
n
s
1
s
2
: : :s
n
T
n
"
x :
For each k  1 and 1  i  k one has s
i
 1=L > 1; where L = max
n2D
L
n
, and jT
k
"
xj  1: Thus,




x 
p
k
q
k




=
T
k
"
x
s
1
s
2
: : :s
k
 L
k
! 0 as k! 1 ;
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where
p
k
q
k
=
h
1
+ "
1
s
1
+ ( 1)
"
1
h
2
+ "
2
s
1
s
2
+ ( 1)
"
1
+"
2
h
3
+ "
3
s
1
s
2
s
3
+ : : :+ ( 1)
"
1
+:::+"
k 1
h
k
+ "
k
s
1
s
2
: : : s
k
:
Let "
0
:= 0; then for each x 2 [0; 1] one has
x =
1
X
n=1
( 1)
"
0
+:::+"
n 1
h
n
+ "
n
s
1
s
2
: : :s
n
: (6)
For each x 2 [0; 1] we dene its sequence of digits a
n
= a
n
(x); n  1; as follows :
a
n
= k ()
def
T
n 1
"
x 2 I
k
;
for k 2 D[f1g: The expansion (6) is called the (I, ") Generalized L

uroth Series (GLS) of x:
Notice that for each x 2 [0; 1]nI
1
one nds a unique expansion (6), and therefore a unique sequence
of digits a
n
; n  1: Conversely, each sequence of digits a
n
; n  1; with a
n
2 D [ f1g; a
1
6= 1
denes a unique series expansion (6). We denote (6) by
x =
"
"
1
; "
2
; "
3
; : : : "
n
; : : :
a
1
; a
2
; a
3
; : : : a
n
; : : :
#
:
Examples
1. Let I
n
:= (
1
n
;
1
n 1
]; n  2: In case "
n
= 0; n  2; one gets the classical Luroth Series, while
"
n
= 1; n  2 yields the alternating Luroth Series.
2. For n 2 N; n  2; put I
i
= (
i
n
;
i+1
n
]; i = 0; 1; : : : ; n   1: In case "(i) = 0 for all i; T
"
yields
the n-adic expansion. In case n = 2 and "(0) = 0; "(1) = 1 T
"
is the tent map.
The ergodic properties of the GLS-transformation are given by the following theorem.
Theorem 1 1. The stochastic variables a
1
(x); a
2
(x); : : : ; a
n
(x); : : : corresponding to the (I; ")-
GLS operator T
"
from (4) are i.i.d with respect to the Lebesgue measure , and
(a
n
= k) = L
k
for k 2 D [ f1g :
Furthermore, (I
n
)
n2D
is a generating partition.
2. The (I; ") GLS operator T
"
from (4) is measure preserving and Bernoulli.
3. Let T
"
: [0; 1] [0; 1]! [0; 1] [0; 1] be given by :
T
"
(x; y) :=
 
T
"
x;
h(x) + "(x)
s(x)
+
( 1)
"(x)
y
s(x)
!
; (x; y) 2 [0; 1] [0; 1] ;
then the system
([0; 1] [0; 1]; B  B;  ; T
"
)
is the natural extension of ([0; 1]; B; ; T
"
) : Furthermore, ([0; 1] [0; 1]; B  B;  ; T
"
) is
Bernoulli.
Remark The proof of theorem 1 in [1] is straightforward; e.g. 1. follows from (5) and from
L
k
= 1=s
k
; 0  T
n
"
x < 1. It is also easy to see that T
"
is Bernoulli, and that T
"
is the natural
extension of T
"
. Since T
"
is Bernoulli, it certainly is weakly Bernoulli, hence [5] yields the desired
result that T
"
is Bernoulli. In fact it is an exercise to show that T
"
is Bernoulli implies that T
"
is
Bernoulli, see also [3].
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3.2 Inducing on the Natural Extension of the  transformation
Let us return for a moment to the example of section 2.1. Again, let  > 1 be a (pseudo) golden
mean number and let X

be as in (2). Let Y

:= [0; 1]  [0; 1=] and W

: Y

! Y

the
corresponding induced transformation under T

; that is
W

(x; y) = T
k+1

(x; y) ;
where k = k(x) 2 f0; 1; : : : ; m  1g is such, that x 2 (T
m k

1; T
m k 1

1] : The orbit of 1 under T

yields a natural partition of [0,1). Let T
"
be the (I, ")-GLS operator with this partition, i.e. the
partition I is given by (T
m i

1; T
m i 1

1] ; 0  i  m  1 (see also gure 1), and let "(n) := 0 for
each digit n: Notice that for x 2 (T
m i

1; T
m (i+1)

1] ; 0  i  m  1; one has that
T
"
x = T
i+1

x :
In [1] the following theorem was obtained for the special case  > 1 is a (pseudo) golden mean
number.
Theorem 2 Let 	 : [0; 1] [0; 1]! Y

be dened by
	(x; y) := (x;
y

)
and let the measure  on Y

be dened by (A) := (  )(	
 1
(A)) for each Borel set A  Y

.
Then one has
1. 	 is a measurable bijection which satises 	  T
"
= W

	 :
2. The dynamical systems ([0; 1] [0; 1];  ; T
"
) and ( Y

; ;W

) are isomorphic.
In the remaining part of this section we give a generalization of theorem 2 to all  > 1.
LetW

: R
0
! R
0
be the induced map of T

on R
0
. That is,W

is given as follows; let (x; y) 2 R
0
,
where x = :d
1
d
2
: : : is the -expansion of x and d

() = :b
1
b
2
: : :, then
W

(x; y) =
(
T

(x; y) if d
1
< b
1
;
T
n

(x; y) if d
i
= b
i
for 1  i  n   1 and d
n
< b
n
:
This follows from denition (3) of T

on R
0
, for
{ if d
1
< b
1
then T

(x; y) 2 R
0
.
{ if d
i
= b
i
for 1  i  n   1 and d
n
< b
n
one has T
i

(x; y) 2 R
i
for 1  i  n   1 and
T
n

(x; y) 2 R
0
.
In other words
W

(x; y) =
8
>
<
>
:

T

x;
1

(y + d
1
)

, if (x; y) 2 R
1
0
;

T
k

x;
b
1

+   +
b
k 1

k 1
+
d
k

k
+
y

k

, if (x; y) 2 R
k
0
; k  2:
7
For (x; y) 2 R
0
, let n(x; y) := inff k  1 ; T
k

(x; y) 2 R
0
g and R
k
0
:= f (x; y) 2 R
0
; n(x; y) = k g.
Notice that n(x; y) is the rst return time of the map T

to R
0
, where n 2 N. The above shows
that
R
1
0
= [ 0; :b
1
] [0; 1] ; R
k
0
= [ :b
1
: : : b
k 1
; :b
1
: : : b
k 1
b
k
] [0; 1] ; k  2
and
R
0
=
1
[
k=1
R
k
0
:
Let I = fI
n
; n  1g be the partition on [0,1) dened as follows : for each n  1, there exist
unique integers k  0 and 1  i  b
k+1
such that
n = b
0
+ b
1
+   + b
k
+ (i  1) ;
where by denition we put b
0
:= 0. Set
I
n
=

b
0
+
b
1

+   +
b
k

k
+
i  1

k+1
; b
0
+
b
1

+   +
b
k

k
+
i

k+1

: (7)
Note that for (x; y) 2 I
n
 [0; 1],
W

(x; y) = T
k+1

(x; y) =

T
k+1

x ; b
0
+
b
1

+   +
b
k

k
+
i  1

k+1
+
y

k+1

:
We have the following proposition.
Proposition 3 Let I = (I
n
)
n2D
be the partition from (7). Then for "
n
= 0 for all n  1 we have
that the natural extension T
"
of the (I; ")-GLS expansion T
"
is identical to W

.
Proof. The proof follows from the fact that T
"
on I
b
0
++b
k
+(i 1)
 [0; 1] for 1  i  b
k+1
is given
by
T
"
(x; y) = (T
"
x; b
0
+
b
1

+   +
b
k

k
+
i  1

k+1
+
y

k+1
)
and that for x 2 (b
0
+
b
1

+   +
b
k

k
; b
0
+
b
1

+   +
b
k+1

k+1
], T
"
x = T
k+1

x. Comparing with (7), one
sees thatW

= T
"
, and hence by theorem 1 it follows that (R
0
;F
R
0
; 
R
0
;W

), with F
R
0
= F \R
0
and 
R
0
= 

j
R
0
, is a Bernoulli system.2
4 The natural extension of the -transformation is Bernoulli
In this section we will show that from proposition 3 and a result by Saleski we at once have
Smorodinsky's result that the natural extension of the -transformation is Bernoulli. We rst
recall Saleski's result, see also [11].
Theorem 3 Let (X;B; ; T ) be a non-atomic Lebesgue space with an automorphism T . Let A 2 B
be a subset of X of positive measure and denote by T
A
the induced transformation of T on A.
Moreover, suppose we have that T
A
is Bernoulli, T is weakly mixing and
H

A

_
1
i=1
_
1
j=1
T
i
A
Y
j
j _
1
i=0
T
i
A
P

< 1 ;
where P is a Bernoulli partition of (A; T
A
) and Y
j
= fA  [
j
i=1
T
 i
A; A \ [
j
i=1
T
 i
Ag: Then T is
a Bernoulli automorphism.
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We have the following theorem.
Theorem 4 The system (H

;F ; 

; T

) is Bernoulli.
Proof. The system (H

;F ; 

; T

) is weakly-mixing, due to W. Parry, and for which the induced
transformation W

is Bernoulli with Bernoulli partition P = I
]
:= I  [0; 1] where I is as given
in (7). The partitions Y
j
of R
0
as dened in Saleski's theorem 3 have the following form :
Y
j
=

0 ; b
0
+
b
1

+   +
b
j

j

 [0; 1] ;

b
0
+
b
1

+   +
b
j

j
; 1

 [0; 1]

:
Clearly, Y
j
< I
]
for each j  1, i.e. I
]
is a renement of each Y
j
, so that
_
1
i=1
_
1
j=1
W
i

Y
j
< _
1
i=0
W
i

I
]
and hence
H

R
0

_
1
i=1
_
1
j=1
W
i

Y
j
j _
1
i=0
W
i

I
]

= 0:
Thus, by theorem 3, we have that (H

;F ; 

; T

) is Bernoulli.2
Final remark After reading a rst draft of this paper, H. Nakada [7] remarked that the above
described method to prove Bernoullicity of the -transformation can easily be generalized to a class
of functions L, introduced and studied by K. M. Wilkinson [13]. This class L of piecewise linear
transformations of the unit interval onto itself contains among others the -transformation and the
linear mod one transformation. Let I
n
; n 2 D; be a nite or innite collection of intervals as in
section 3.1, and let T : [0; 1)! [0; 1) for x 2 I
n
; n 2 D; be dened by
Tx := 
n
(x  `
n
) + 
n
; (8)
where  = inf
n2D

n
> 1 and for each n 2 D; 0  
n
< 1; 
n
r
n
+ 
n
 1: Put
(j
1
; j
2
;    ; j
n
) := I
j
1
\ T
 1
I
j
2
\    \ T
 (n 1)
I
j
n
;
where j
k
2 D; 1  k  n: We say that 
n
= (j
1
; j
2
;    ; j
n
) is a full-interval of rank n if
(T
n
(
n
)) = 1; and non-full otherwise.
LetB
n
be the union of those intervals (j
1
; j
2
;    ; j
n
) which are full, but none of (j
1
; j
2
;    ; j
k
); 1 
k  n  1; is full, and suppose that
1
X
n=1
(B
n
) = 1: (9)
Denote by N the class of transformations of the form (8), satisfying (9). Then N contains Wilkin-
son's class L (see [13], corollary 3.5). Clearly each T 2 N has a GLS as an induced transfor-
mation, with GLS-partition P , consisting of all full intervals (j
1
; j
2
;    ; j
n
) for which none of
(j
1
; j
2
;    ; j
k
); 1  k  n   1; is full.
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