In this paper, we study the recursive stochastic optimal control problems. The control domain does not need to be convex, and the generator of the backward stochastic differential equation can contain z. We obtain the variational equations for backward stochastic differential equations, and then obtain the maximum principle which solves completely Peng's open problem.
Introduction
Let ( , F, P) be a complete probability space and let W be a d-dimensional Brownian motion. The filtration {F t : t ≥ 0} is generated by W , i.e.,
where N is all P-null sets. Let U be a set in R k and T > 0 be a given terminal time. Set U [0, T ] : = {(u(s)) s∈ [0,T ] : u is progressively measurable, u(s) ∈ U, and
where U is called the control domain and U [0, T ] is called the set of all admissible controls. In fact, we only need E T 0 |u(s)| β 0 ds < ∞ for some β 0 > 0. For simplicity, we do not explicitly give this β 0 in this paper. We consider the following state equation:
dx(t) = b(t, x(t), u(t))dt + σ (t, x(t), u(t))dW (t),
where
The cost functional is defined by
J (u(·)) = E φ(x(T ))
where φ : R n → R, g : [0, T ] × R n × R k → R. The classical stochastic optimal control problem is to minimize J (u(·)) over U [0, T ] . If there exists aū
The processū is called an optimal control. The processx(·), which is the solution of state Eq. (1) corresponding toū, is called an optimal trajectory. The maximum principle is to find a necessary condition for the optimality of the controlū. A method for deriving the maximum principle is the variational principle. When U is not convex, we use the spike variation method. More precisely, let ε > 0 and E ε ⊂ [0, T ] be a Borel set with Borel measure |E ε | = ε, define u ε (t) =ū(t)I E c
ε (t) + u(t)I E ε (t),
where u ∈ U [0, T ] . This u ε is called a spike variation of the optimal controlū. For deriving the maximum principle, we only need to use E ε = [s, s+ε] for s ∈ [0, T −ε] and ε > 0. The difficulty in the classical stochastic optimal control problem is the variational equation for x(·), which is completely different from that in the deterministic optimal control problem. Peng (1990) was the first to consider the second-order term in the Taylor expansion of the variation and to obtain the maximum principle for the classical stochastic optimal control problem. Consider the following backward stochastic differential equation (BSDE for short): Pardoux and Peng (1990) were the first to obtain that the BSDE (3) has a unique solution (y(·), z(·)) if f is measurable of linear growth and satisfies a Lipschitz condition in (y, z). Duffie and Epstein (1992) introduced the notion of recursive utilities in continuous time, which is a type of BSDE where f is independent of z. In (El Karoui et al. 1997 Karoui et al. , 2001 , the authors extended the recursive utility to the case where f contains z. The term z can be interpreted as an ambiguity aversion term in the market (see (Chen and Epstein 2002) ).
When f is independent of (y, z), it is easy to check that y(0) = E[φ(x(T )) + principle. In Problem with state constraint, we obtain the maximum principle for the control system with state constraint.
Preliminaries
The results of this section can be found in (Peng 1990, Yong and . For simplicity of presentation, we suppose d = 1. We need the following assumption:
(A1) The functions b = b (t, x, u), σ = σ (t, x, u) are twice continuously differentiable with respect to
Letū(·) be the optimal control for the cost function defined in (2) and letx(·) be the corresponding solution of equation (1). Similarly, we define (
and define similarly b
, be the solution of the following stochastic differential equation (SDE for short):
and
respectively, where
E sup
Moreover, for all φ ∈ C 2 (R n ) such that φ x x is bounded, we have the following expansion:
From this result, we can simply write
, and
In the following we recall standard estimates of BSDEs (see (Briand et al. 2003 ) and the references therein).
where 
In particular, taking ξ 1 = 0 and f 1 = 0, we have
Variational equation for BSDEs and maximum principle Peng's open problem
Suppose n = 1 and d = 1 for simplicity of presentation. The results for the multidimensional case will be given in the next subsection. We consider the control system composed of SDE (1) and BSDE (3). The cost function J (u(·)) is defined in (4). The control problem is to minimize J (u(·)) over
We need the following assumption:
Here Df is the gradient of f with respect to (x, y, z), D 2 f is the Hessian matrix of f with respect to (x, y, z) .
Letū(·) be the optimal control and let (x(·),ȳ(·),z(·)) be the corresponding solution of the equations (1) and (3). Similarly, we define (x ε (·), y ε (·), z ε (·), u ε (·)).
In order to obtain the variational equation for BSDE (3), we consider the following two adjoint equations:
where F(t) and G(t) are adapted processes with suitable properties, the will be chosen later.
(18)
Remark 1 From the above computation, we can see that F(s) and G(s) do not appear in the d W (s)-term.
By Lemma 1, for any β ≥ 2, we have
For simplicity of presentation, we write
In the following, the meaning for o(ε) is in the above sense, similarly for O(ε). If we replace φ(x ε (T )) by φ(x(T ))
whereȳ
(20)
Remark 2 By Lemma 1, for any β ≥ 2, we have E |φ(x ε (T )) − φ(x(T ))| β = O(ε β/2 ). So the purpose of this transformation is to simplify the complex terminal condition φ(x ε (T )).
then we obtain
Note that
then (ŷ ε (·),ẑ ε (·)) can almost be seen as a linear BSDE if F(t) and G(t) are chosen to satisfy the following conditions:
For this reason, applying Taylor's expansion to f (s,x(s)
+ x 1 (s) + x 2 (s),ȳ(s) + A 8 (s),z(s) + A 9 (s),ū(s)) − f (s,
x(s),ȳ(s),z(s),ū(s)), F(t) and G(t) must have been chosen as follows:
x(t),ȳ(t),z(t),ū(t)) and similarly for f y (t), f z (t) and D 2 f (t).
Remark 3 If f is independent of (y, z), then the adjoint Eqs. (15) and (16) are the same as those in (Peng 1990) .
By the assumptions (A1) and (A2), we get that the adjoint equations (15) and (16) have unique solutions ( p(·), q(·)) and (P(·), Q(·)), respectively, and for any β ≥ 2,
Consider the following BSDE:
In the following theorem, we will prove thatŷ ε (t) −ŷ(t) = o(ε).
Theorem 1 Suppose (A1) and (A2) hold. Then, for any
Proof We first prove (28) and (29). Set
By the Lemmas 1 and 2, and the Eqs. (26) and (33), we can easily obtain (28) and (29). By Lemma 2, Eq. (30) is obvious. We now prove (31). Set
By Eqs. (33) and (27), we get
x(s),ȳ(s),z(s) + p(s)δσ (s), u(s)) − f (s)]I E ε (s)
By the Lemmas 1 and 2, one can easily check that we only need to show that
,
then we can easily obtain E[(
Thus we easily deduce E[(
It is easy to verify that
we can easily obtain E[(
Thus, from (18), (20), (21) and the above theorem, we obtain the following variational equation for BSDE (3):
(36) (Peng 1990) . Set
Remark 4 We also give the variational equations for BSDE (3) as in
it is easy to check that (y 1 , z 1 ) satisfies the following BSDE:
it is easy to verify that (39), then the adjoint equations for (z 1 (t)) 2 and other terms are essential for x 1 (t), x 2 (t) and x 1 (t)(x 1 (t)) T , which is solved in (Peng 1990) . In order to further explain the difference between the expansions for SDEs and BSDEs, we consider the following equations:
x(t),ȳ(t),z(t) + p(t)δσ (t), u(t)) − f (t,x(t),ȳ(t),z(t),ū(t))]I E
ε (t) + L(t)x 1 (t)I E ε (t)}dt − z 2 (t)dW (t), y 2 (T ) = φ x (x(T ))x 2 (T ) + 1 2 φ xx (x(T ))(x 1 (T )) 2 ,(40)
where L(t)x 1 (t)I E ε (t) = o(ε), so we do not give the explicit formula for L(t). Note the Eqs. (37) and
(42) By Lemma 2, it is easy to show that
Thus, by Eq. (36), we get (Peng 1990) , which is pointed out in (Peng 1998 ). Now we consider the maximum principle. From Eq. (36), we get
The main difference with the variation equation for SDEs is equation (42) which is due to the term p(t)δσ (t)I E ε (t) in the variation of z. If f is independent of z, the variational equations for (y, z) are the same as in
Define the following adjoint equation for BSDE (27):
Applying Itô's formula to γ (t)ŷ(t), we can obtain
Note that γ (s) > 0, we then define the following function:
where ( p, q, P) is defined by the Eqs. (15) and (16). Thus we obtain the following maximum principle.
Theorem 3 Suppose (A1) and (A2) hold. Letū(·) be an optimal control and (x(·),ȳ(·),z(·)) be the corresponding solution. The cost functional is defined in (48) and h
where p, q j , P and γ are given in Eqs. (50), (51), (53) and (56).
Problem with state constraint
For simplicity of presentation, suppose d = m = 1, the multi-dimensional case can be treated with the same method.
We consider the control system: SDE (1) and BSDE (3). The cost function J (u(·)) is defined in (4). In addition, we consider the following state constraint:
where ϕ : R n × R → R. We need the following assumption:
(A3) The function ϕ = ϕ(x, y) is twice continuously differentiable with respect to (x, y); D 2 ϕ is bounded.
Define all admissible controls as follows:
The control problem is to minimize 
It is easy to check that
In order to use the well-known Ekeland variational principle, we define the following metric on U [0, T ]:
) is a complete space and J ρ (·) is continuous, otherwise we can use the technique in (Tang and Li 1994, Wu 2013 ) and obtain the same result. Thus, by Ekeland's variational principle, there exists a
For any ε > 0, let E ε ⊂ [0, T ] be a Borel subset with Borel measure |E ε | = ε, and define
It is easy to check that d (u ρ 
is associated with u ε ρ (·). Thus, with (60), we get
Let ( p ρ (·), q ρ (·)) and (P ρ (·), Q ρ (·)) be, respectively, the solution of Eq. (15) and (16) 
, and all the coefficients endowed with the superscript ρ. Then, the same computation as for Theorem 1 leads to:
wherê
(63) Similar to Variational equation for BSDEs and maximum principle, we consider the BSDEs: −dp
(65) Then, using (62)- (65), we can deduce
(66) Let us now introduce the following adjoint equation for BSDE (63):
Then we get
(67) and for the Hamiltonian H(t, x, y, z, u, x , u , p 0 
it follows from (61), (62), (66) and (67) Here ( p 0 (·), q 0 (·)) and (P 0 (·), Q 0 (·)) is, respectively, the solution of Eqs. (15) and (16),
dγ (t) = f y (t)γ (t)dt + f z (t)γ (t)dW (t), γ (0)
Thus we obtain the following theorem.
Theorem 4 Suppose (A1), (A2) and (A3) hold. Letū(·) be an optimal control with state constraint (58) and (x(·),ȳ(·),z(·))
be the corresponding solution. Then there exist two contants λ and μ with |λ| 2 + |μ| 2 = 1 such that H(t,x(t),ȳ(t),z(t), u,x(t),ū(t) , p 0 (t), q 0 (t), P 0 (t), p(t), q(t), P(t), γ (t)) ≥ H (t,x(t),ȳ(t),z(t),ū,x(t),ū(t) (68), (15), (16), (69), (70) and (71).
