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EXTENDING WEAKLY POLYNOMIAL FUNCTIONS FROM
HIGH RANK VARIETIES
DAVID KAZHDAN AND TAMAR ZIEGLER
Abstract. Let k be a field, V a k-vector space and X be a subset of V . A
function f : X → k is weakly polynomial of degree ≤ a, if the restriction of f
on any affine subspace L ⊂ X is a polynomial of degree ≤ a. In this paper we
consider the case whenX = X(k) where X is a complete intersection of bounded
codimension defined by a high rank polynomials of degrees d, char(k) = 0 or
char(k) > d and either k is algebraically closed, or k = Fq, q > ad. We
show that under these assumptions any k-valued weakly polynomial function
of degree ≤ a on X is a restriction of a polynomial of degree ≤ a on V .
Our proof is based on Theorem 1.11 on fibers of polynomial morphisms
P : Fn
q
→ Fm
q
of high rank. This result is of an independent interest. For
example it immediately implies a strengthening of the result of [4].
1. introduction
Let k be a field. We denote k-algebraic varieties by bold letters such as X and
the sets of k-points of X by X(k) or by X . We fix d, a, c ≥ 1. We always assume
that |k| > ad, that there exists a root of unity β ∈ k of order m > 2a, and
that either char(k) > d or that it is of characteristic 0. A field is admissible if it
satisfying these conditions.
Definition 1.1. Let V be a k-vector space and X ⊂ V . We say that a function
f : X → k is weakly polynomial of degree ≤ a if the restriction f|L to any affine
subspace L ⊂ X is a polynomial of degree ≤ a.
Remark 1.2. If |k| > a it suffices to check this on 2-dimensional subspaces (see
[12]). Namely a function is weakly polynomial of degree ≤ a if the restriction f|L
to 2-dimensional affine subspace L ⊂ X is a polynomial of degree ≤ a.
One of goals of this paper is to construct classes of hypersurfaces X ⊂ V such
that any weakly polynomial function f on X of degree ≤ a is a restriction of a
polynomial F of degree ≤ a on V . The main difficulty is in the case when a ≥ d
since in this case an extension F of f to V is not unique.
To state our result properly we introduce some definitions:
Definition 1.3. Let X ⊂ V be an algebraic k-subvariety.
The second author is supported by ERC grant ErgComNum 682150.
1
2 DAVID KAZHDAN AND TAMAR ZIEGLER
(1) X ⊂ V satisfies ⋆ka if any weakly polynomial function of degree ≤ a on X
is a restriction of a polynomial function of degree ≤ a on V .
(2) A k-subvariety X ⊂ V satisfies ⋆a if X(l) satisfies ⋆
l
a for any finite extension
l/k.
(3) For any family P¯ = {Pi}, 1 ≤ i ≤ c of polynomials on V we define the
subscheme XP¯ ⊂ V by the system of equations {Pi(v) = 0}, 1 ≤ i ≤ c.
The following example demonstrates the existence of cubic surfaces X ⊂ A2
which do not have the property ⋆k1 for any field k.
Example 1.4. Let V = k2, Q = xy(x − y). Then X = X0 ∪ X1 ∪ X2 where
X0 = {v ∈ V |x = 0}, X1 = {v ∈ V |y = 0}, X2 = {v ∈ V |x = y}. The function
f : X → k such that f(x, 0) = f(0, y) = 0, f(x, x) = x is weakly linear but one
can not extend it to a linear function on V .
Our goal is to prove that high rank hypersurfaces have the property ⋆ka.
Definition 1.5 (Algebraic rank1). Let P : V → k be a polynomial. We define
the k-rank rk(P ) as the minimal number r such that P =
∑r
i=1QiRi, with Qi, Ri
of k-polynomials of degrees strictly smaller than the degree of P . When k is fixed
we write r(P ) instead of rk(P ).
Question 1.6. Does there exists a function R(d, r) → ∞ for r → ∞ such that
rk¯(P ) ≥ R(d, r) for any polynomial P of degree d and k-rank r, where k¯ is the
algebraic closure of k?
Our main result is that high rank hypersurfaces over admissible fields satisfy
⋆ka.
Theorem 1.7. There exists r = r(a, d) such that for any admissible field k, any
k-vector space V, and any hypersurface X ⊂ V of degree d and rank ≥ r satisfies
⋆ka.
Conjecture 1.8. There exists r = r(a, d) such that for any admissible field k,
any k-vector space V, any hypersurface X ⊂ V of degree d, and rank ≥ r, the
associated hypersurface X˜ ⊂ Vd satisfies ⋆˜ka.
The first step in our proof of Theorem 1.7 is to construct an explicit collection
of hypersurfaces Xn of rank ∼ n satisfying ⋆
k
a for admissible fields k.
Let W = Ad, let Vn = W
n, and let Pn : Vn → A be given by Pn(w1, . . . , wn) =∑n
i=1 µ(wi), where µ : W→ A is given by µ(x
1, . . . , xd) :=
∏d
j=1 x
j .
Theorem 1.9. (1) r(Pn) ≥ n/d.
(2) For any admissible field k, the hypersurface Xn ⊂ Vn has the property ⋆a.
The second step in our proof of Theorem 1.7 is of an independent interest. To
formulate the statement we introduce some definitions.
1Also known as the Schmidt h-invariant.
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Definition 1.10. Let V be k-vector space.
(1) We denote by Pd(V) the k-variety of polynomials of degree ≤ d on V .
(2) For any k-vector space W we denote by Homaf(W,V) the k−variety of
affine maps φ : W→ V.
(3) For any P ∈ Pd(V ) we denote by κP : Homaf(W,V ) → Pd(W) the map
given by φ→ φ⋆(P ) (:= P ◦ φ).
(4) A field k has the property cd if for anym ≥ 2, there exists ρ = ρ(m, d) such
that for any k-vector spaces V,W, dim(W) ≤ m, a polynomial P : V→ A
of degree d and rank ≥ ρ the map κP (k) : Homaf(W,V )→ Pd(W) is onto.
(5) A field k has the property c∞ if it has the property cd for all d.
Theorem 1.11. (1) Finite fields of characteristic > d have the property c∞.
(2) For any algebraically closed fields of either characteristic > d or charac-
teristic 0 and Q ∈ Pd(W )(k) the fiber κ
−1
P (Q) is a variety of dimension
dim(Homaf(W,V ))− dim(Pd(W)).
Remark 1.12. Theorem 1.11 is first proven for finite fields. We show in Appen-
dix C how to derive the validity Theorem 1.11 for algebraically closed fields from
the corresponding statement for finite fields.
The results extend without difficulty to complete intersections X ⊂ V of
bounded degree and codimension, and high rank (see Definition 5.1)
Theorem 1.13. For any c > 0, there exists r = r(a, d, c) such that for any
admissible field k, any k-vector space V, and any subvariety X ⊂ V codimention
c, degree d and rank ≥ r the subset X ⊂ V satisfies ⋆ka.
Conjecture 1.14. (1) For any m, d ≥ 0, there exists ρ = ρ(m, d) such that
if the rank of a polynomial P is ≥ ρ(m, d), then the map κP is flat.
(2) Non-archimedian local fields have the property c∞.
(3) The bound on r depends polynomially on c. This will follow from Con-
jecture A.4 which is currently known for d = 2, 3 [9].
Remark 1.15. From now on the claims in the introduction and in the first
three sections of the main body of the paper are stated for the case that X
a hypersurface (c = 1). The general case ( which is completely analogous) is
discussed in Section 5.
The third step in the proof of Theorem 1.7 consists of the following two re-
sults. Let X ⊂ V be a hypersurface of degree d, l : V → k a non-constant affine
function, Xb := l
−1(b) ∩ X. We denote by Z the variety of affine 2-dimensional
subspaces L ⊂ X1 and by Z
0 ⊂ Z the constructible subset of planes L for which
there exists an affine 3-dimensional subspace M ⊂ X containing L and such that
M ∩ X0 6= ∅. Let Y := Z − Z
0. We denote by r(X) the rank of the polynomial
defining the hypersurface X0 ⊂ V
0
n := l
−1(0).
The first result states that the subvariety Y ⊂ Z is small if r(X) >> 1.
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Claim 1.16. For any s > 0, there exists r = r(d, s) such that if r(X) > r then
(1) If k is finite and char(k) > d then |Y(k)|/|L(k)| ≤ |k|−s.
(2) dim(Y) < dim(Z)− s.
Remark 1.17. We first prove the part (1) using techniques from Additive Com-
binatorics. The part (2) is then an easy corollary.
The second result demonstrates that one can extend any weakly polynomial
function vanishing on X0 to a polynomial function on X :
Proposition 1.18. There exists r = r(d, a) such that if r(X) > r and k is an
admissible field then
(1) If k = Fq, q > a then any weakly polynomial function on X of degree ≤ a
vanishing on X0 is a restriction of a polynomial on V of degree ≤ a.
(2) If k is an algebraically closed field then any weakly polynomial function
on X of degree ≤ a vanishing on X0 is a restriction of a polynomial on
V of degree ≤ a.
As an immediate corollary we obtain:
Corollary 1.19. There exists r = r(d, a) such that the following holds for all
admissible fields k.
Let X = {v ∈ V|P (v) = 0} ⊂ V be a hypersurface of degree ≤ d and W ⊂ V
an affine subspace such that rank of P|W ≥ r. Then for any weakly polynomial
function f on X of degree ≤ a such that f|X∩W extends to a polynomial on W of
degree ≤ a there exists an extension F of f to a polynomial on V of degree ≤ a.
Proof. Choose a flag
F = {W0 =W ⊂W1 · · · ⊂Wdim(V )−dim(W ) = V }, dim(Wi) = dim(W ) + i,
and extend f by induction in i, 1 ≤ i ≤ dim(V )− dim(W ) to a polynomial F on
V . 
Remark 1.20. The choice of F depends on a choice of flag F and on choices
involved in the inductive arguments.
Theorem 1.7 is an almost immediate corollary of the results stated above:
Proof of Theorem 1.7 assuming Theorems 1.9 and 1.11, and Corollary 1.19. Let
r˜ be from Corollary 1.19 and r = r(a, d) := ρ(dim(W ), d) from Theorem 1.11.
As follows from Theorem 1.9 hypersurfaces Xn are of rank ≥ r˜ for n ≥ dr˜.
Let X ⊂ V be a hypersurface of rank ≥ r. By Theorem 1.11 there exists a
linear map φ : W → V such that Xn = {w ∈W|φ(w) ∈ X}. Since Xn satisfies ⋆
k
a,
Corollary 1.19 implies that X satisfies ⋆ka. 
Remark 1.21. We believe that the restrictions on the characteristic is not nec-
essary in Theorem 1.7.
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Remark 1.22. The case a < d was studied in [15]. The case a = d = 2 of
was studied in [13], and a bilinear version of it was studied in [6], where it was
applied as part of a quantitative proof for the inverse theorem for the U4-norms
over finite fields. We expect the results in this paper to have similar applications
to a quantitative proof for the inverse theorem for the higher Gowers uniformity
norms, for which at the moment only a non quantitative proof using ergodic
theoretic methods exists [2, 17, 18].
We finish the introduction with a different application of Theorem 1.11. We
show how to derive the following strengthening of the main Theorem from [4].
Lemma 1.23. Let k be an algebraically closed field, C the category of finite-
dimensional affine k-vector spaces with morphisms being affine maps, let Fd be
the contravariant endofunctor on C given by
Fd(V ) = {Polynomials on V of degree ≤ d},
and let G ⊂ F be a proper subfunctor. Then there exists r such that r(P ) ≤ r for
any finite-dimensional k-vector space V and P ∈ G(V ).
Proof. Let G be a subfunctor of Fd such that r(P ), P ∈ G(W ) is not bounded
above. We want to show that G(W ) = Fd(W ) for any finite-dimensional k-vector
space W .
Let m = dim(W ) and choose a polynomial P ∈ G(V ) where V where V is
a k-vector space V such that r(P ) ≥ r(m, d) where r(m, d) is as in Theorem
1.11. Then for any polynomial Q on W of degree d there exist an affine map
φ : W → V such that Q = φ⋆(P ). We see that G(W ) = Fd(W ). 
Remark 1.24. The paper [4] assumed that G(V ) ⊂ Pd(V ) are Zariski closed
subsets.
2. Proof of Theorem 1.9
Let Xn be as in Theorem 1.9.
2.1. Rank of Xn. In this subsection we prove the part 1 of Theorem 1.9.
Proof. We start with the following general result.
Let V = AN , let P : V → A be a homogeneous polynomial of degree d, and
let X = XP := {v ∈ V |P (v) = 0}. We denote Xsing ⊂ X the subvariety of points
x ∈ X such that ∂P
∂xl
(x) = 0, 1 ≤ l ≤ N .
Lemma 2.1. codimX(Xsing) ≤ 2dr(P ) where r(P ) is the d-rank of P .
Proof. By definition we can write P as sum P =
∑r
i=1 Q˜iR˜i where deg(Q˜i),
deg(R˜i) < d, 1 ≤ d ≤ r, and r := r(P ). Writing Q˜i, R˜i as sums of homoge-
neous components we see that P =
∑r(d−1)
j=1 QjRj where deg(Qj), deg(Rj) are
homogeneous polynomials of degrees ≥ 1.
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Let Y = {v|P (v) = 0, Qj(v) = 0, Rj(v) = 0, }, 1 ≤ j ≤ r(d− 1). Since {0} ∈ Y
we see that Y 6= ∅. Since Y ⊂ V is defined by ≤ 2r(d− 1) + 1 equations we see
that that codimX(Y) ≤ rd.
Since Y ⊂ Xsing we have codimX(Xsing) ≤ 2dr. 
Now we show that r(Pn) ≥ n/d. As follows from Lemma 2.1 it is sufficient to
prove that codimX(Xsing) = 2n where X = XPn . Let W
′ ⊂ W be the subvariety
of points {xj} such that xa = xb = 0 for some a, b, 1 ≤ a < b ≤ d. It is clear
that Xsing = (W
′)n ⊂ Wn = Vn. Therefore codimX(Xsing) = n × codimW(W
′) =
2n. 
2.2. Proof of the part (2) of Theorem 1.9.
Definition 2.2. (1) For any set X we denote by k[X ] the space of k-valued
functions on X .
(2) For a subset X of a vector space V we denote by Pwa (X) ⊂ k[X ] the
subspace of weakly polynomial functions of degree ≤ a.
(3) We denote by Pa(X) ⊂ P
w
a (X) the subspace of functions f : X → k
which are restrictions of polynomial functions on V of degree ≤ a.
(4) Let W = Ad and µ be the map µ : W→ A given by
µ(a1, . . . , ad) =
d∏
s=1
as.
(5) For any n we define Vn := W
n and write elements v ∈ Vn in the form
v = (w1, . . . , wn), 1 ≤ i ≤ n, wi ∈ W.
(6) We denote by Pn : W
n → A the degree d polynomial
Pn(w1, . . . , wn) :=
n∑
i=1
µ(wi),
and write Xn := XPn = {v ∈ V : Pn(v) = 0}.
We fix n and write X instead of Xn and V instead of Vn. We will use notations
from Definition 2.2. The proof is based on the existence of a large group of
symmetries of X and the existence of a linear subspace L ⊂ V of dimension
dim(V )/d. Since the field k admissible it contains a fine subgroup ∆ ⊂ k⋆ of size
m > ad.
Under this notation Theorem 1.9 becomes:
Theorem 2.3. Let k be an admissible field, then Pwa (X) = Pa(X).
Proof. We start with the following result.
Claim 2.4. Let Q be a polynomial of degree ≤ ad on kN such that Q|∆N ≡ 0.
Then Q = 0.
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Proof. The proof is by induction in N . If N = 1 then Q = Q(x) is polynomial
such that Q(δ) = 0 for δ ∈ ∆. Since |∆| > ad we see that Q = 0.
Assume that the result is know for N = s−1. Let Q be a polynomial of degree
≤ ad on ks such that Q|∆s ≡ 0. By induction we see that Q(δ, x2, . . . , xs) ≡ 0 for
all δ ∈ ∆. Then for any x2, . . . , xs the polynomial x→ Q(x, x2, . . . , xs) vanishes
for all δ ∈ ∆. Therefore Q(x, x2, . . . , xs) = 0 for all x ∈ k. 
Definition 2.5. (1) Γ := (Sd)
n. The group Γ acts naturally on X .
(2) L := {(c1, . . . , cn) ∈ k
n|
∑n
i=1 ci = 0}.
(3) L(m) = (∆)n ∩ L ⊂ kn.
(4) For c ∈ k we write w(c) := (c, 1, . . . , 1) ∈ W .
(5) κ : L →֒ X ⊂ L ⊂ V is the linear map given by
κ(c1, . . . , cn) := (w(c1), . . . , w(cn)).
(6) T1 := {(u1, . . . , ud) ∈ (∆)
d|
∏d
j=1 uj = 1}. Let T = T
n
1 .
(7) For any j, j′, 1 ≤ j 6= j′ ≤ d we denote by φj,j′ : ∆ → T1 the morphism
such that φj,j′(u) = (xl(u)), 1 ≤ l ≤ d where xj(u) = u, xj′(u) = u
−1 and
xl(u) = 1 for l 6= j, j
′.
(8) We denote by Θ1 the group of homomorphisms χ : T1 → k
⋆.
(9) For χ ∈ Θ1, j, j
′, 1 ≤ j 6= j′ ≤ d we define a homomorphism χj,j′ : ∆→ k
⋆
by χj,j′ := χ ◦ φj,j′. Since ∆ ∼= Z/mZ there exists unique αj,j′(χ) ∈
[−m/2, m/2] such that χj,j′(u) = u
αj,j′ (χ) for any u ∈ ∆.
(10) Denote by Θadm1 = {χ ∈ Θ1 : |αj,j′(χ)| ≤ a}, and by Θ
adm,+
1 ⊂ Θ
adm
1 the
subset of χ such that αj,j′ ≥ 0 if j < j
′.
(11) Denote by Θ = (Θ1)
n the groups of characters θ : T → k⋆.
(12) Denote by Θadm,+ := (Θadm,+1 )
n and by Θadm := (Θadm1 )
n.
(13) For any k-vector space R, a representation π : T → Aut(R) and θ ∈ Θ
we define
Rθ = {r ∈ R|π(t)r = θ(t)r, t ∈ T}.
Since |T | is prime to q we have a direct sum decomposition R = ⊕θ∈ΘR
θ.
and on X .
(14) For any function f : X → k, γ ∈ Γ define a function hγ,f : L → k by
hγ,f := f ◦ κγ .
Claim 2.6. For any f ∈ Pwa (X), γ ∈ Γ the function hγ,f is a polynomial of degree
≤ a.
Proof. Since f ∈ Pwa (X) we have hγ,f ∈ P
w
a (L). Since L is linear space we see
that hγ,f is a polynomial of degree ≤ a. 
Definition 2.7. We denote by P w¯a (X) the space of functions f such that hγ,f is
a polynomial of degree ≤ a on L for all γ ∈ Γ.
Claim 2.8. (1) The subset Θadm of Θ is Γ-invariant.
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(2) For any θ ∈ Θadm there exists γ ∈ Γ such that θ ◦ γ ∈ Θadm,+
The group T acts naturally on X and on spaces P w¯a (X) and Pa(X) and we
have direct sum decompositions
P w¯a (X) = ⊕θ∈ΘP
w¯
a (X)
θ
and
Pa(X) = ⊕θ∈ΘPa(X)
θ.
Therefore to prove Proposition 2.3 it suffices to show that P w¯a (X)
θ = Pa(X)
θ
for any θ ∈ Θ. This will follow from the following statement.
Proposition 2.9. (1) For any function f : X → k satisfying the equation
f(tx) = θ(t)f(x), t ∈ T, x ∈ X, θ ∈ Θ and such that hγ,f are polynomial
functions on L of degree ≤ a for all γ ∈ Γ there exists a polynomial F on
V of degree ≤ ad such that f = P|X.
(2) Let f : X → k be a weakly polynomial of degree < a on X which is
a restriction of polynomial function of degree ≤ ad on V . Then f is a
restriction of polynomial function of degree ≤ a on V .
We start a proof of the first part of Proposition 2.9 with a set of notation.
Let f : X → k satisfy f(tx) = θ(t)f(x), t ∈ T, x ∈ X and such that hγ,f are
polynomial functions on L of degree ≤ a for all γ ∈ Γ.
Definition 2.10. (1) We write h, hγ : L→ k instead of hId,f and hγ,f .
(2) W 0 := {w = (x1, . . . , xd)|xi ∈ ∆ for i ≥ 2} ⊂W .
(3) X0 := (W 0)n ∩X .
(4) W 0γ := γ(W
0), γ ∈ Γ.
(5) Let ν : V → kn be the map ν(w1, . . . , wn) = (µ(w1), . . . , µ(wn)). It is
clear that the restriction of ν on X defines a map ν : X → L.
We start with some observations:
Claim 2.11. (1) For any x ∈ X0, 1 ≤ i ≤ n there exist unique t(x) ∈ T such
that x = t(x)κ(ν(x)).
(2) f(x) = θ(t(x))f(κ(ν(x))) for any x ∈ X0.
(3) For any γ ∈ Γ, l ∈ L we have ν(γ(l)) = l.
Lemma 2.12. We have P w¯a (X)
θ = {0} for any θ 6∈ Θadm.
Proof. Assume that if θ 6∈ Θadm. Then there exist i, j, j′, 1 ≤ i ≤ n, 1 ≤ j, j′ ≤ d
such that αj,j′(χi) ≥ a. Choose s ∈ Sd be such s(j) = 1, s(j
′) = 2 and denote
by s˜ ∈ Γ the image of s under the imbedding Sd →֒ Γ as the i-factor. After the
replacement f → f ◦ s˜, θ → θ ◦ s we may assume that α1,2(χi) > a.
The functions h := κ⋆(f) and hs := κ
⋆
s(f) are weakly polynomial functions of
degrees ≤ a on the linear space L. Therefore h and hs are polynomial functions
of degrees ≤ a.
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Let φ := ζi ◦ φ1,2 : ∆ → T . Then κs(l) = φ(li)κ(l), l = (l1, . . . , ln) ∈ L.
Therefore for any l ∈ L such that li ∈ ∆ we have hs(l) = l
α1,2(χi)
i h(l). Since
α1,2(χi) > a and α1,2(χi) ≤ m/2 this is only possible if h = 0. 
Corollary 2.13. As follows from Claim 2.8 it is sufficient to prove Proposition
2.9 for θ ∈ Θadm,+.
Since L ⊂ kn is a linear subspace we can choose a polynomial Fh on V of degree
≤ a extending h. One way to define Fh a the composition h◦π where π : k
n → L
is a a linear projection.
Remark 2.14. Since the map Pa(X)
θ → Pa(L), F → F|L an a choice of an
extension of f to F ∈ Pa(X)
θ is determined by a choice of an extension of h to
a polynomial Fh on k
n.
Definition 2.15. P : V → k be the polynomial given by
P (v) =
n∏
i=1
d∏
j=1
(xji )
α1,j(χi)Fh(ν(v)), v = (x
j
i )
Lemma 2.16. deg(P ) ≤ ad.
Proof. Let b = deg(h). It is sufficiently to show that for any sequence e¯ =
{e(i)}, e(i) ∈ [1, d], 1 ≤ i ≤ n we have
∑n
i=1 α
1,e(i)(χi) + b ≤ a.
Suppose there exists e¯ such γ ∈ Γ such that
∑n
i=1 α
1,e(i)(χi) + b > a. Since
θ ∈ Θadmn there exists a subset I of [1, n] such that a <
∑
i∈I α
1,e(i)(χi) + b ≤ 2a.
Let γ ∈ Γγ = {σi}, σi ∈ Sd such that e(i) = σi(1) for i ∈ I and σi = Id if i 6∈ I.
Consider hγ := κ
⋆
γ(f). On one hand it is a polynomial of degree ≤ a on L. On the
other hγ(l) = h(l)
∏
i∈I l
α1,e(i)(χi)
i . The inequalities a <
∑
i∈I α
1,e(i)(χi) + b ≤ 2a
imply that h ≡ 0. 
By construction P|L ≡ f|L. Let f¯ := f − P . Then f¯ is weakly polynomial
function of degree ≤ ad vanishing on L and f¯(tx) = θ(t)f(x) for t ∈ T, x ∈ X .
By Claim 2.11 we see that f¯|X0 ≡ 0. We will show that f¯ ≡ 0. We start with the
following observation.
Remark 2.17. Since f¯ is a weakly polynomial function of degree ≤ ad and
q > ad we know that f |L ≡ 0 for any line L ⊂ X such that f vanishes on more
then ad points on L.
Let Y :=
⋃
γ∈Γ γ(X0).
Lemma 2.18. f¯|Y ≡ 0
Proof. Since γ(X0) = TLγ it is sufficient to show that f|Lγ ≡ 0 for all γ ∈ Γ. Let
hγ : L→ k be given by hγ(l) = f¯(γ(l)). We have to show that hγ ≡ 0. Since hγ
is a polynomial of degree ≤ ad it follows from Claim 2.4 that it is sufficient to
show that the restriction of hγ on L(m) vanishes. But for any l ∈ L(m) we have
γ(l) = tl′, t ∈ Tn, l
′ ∈ L. Since f¯(tx) = θ(t)f(x) we see that hγ(l) = 0. 
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Let W1 ⊂W be the subset of (x1, . . . , xd) for which there exists j0, 1 ≤ j1 ≤ d
such that xj ∈ ∆, for j 6= j1.
Let W2 ⊂ W be the subset of (x1, . . . , xd) for which there exists j1 6= j2, 1 ≤
j1, j2 ≤ d such that xj ∈ ∆, for j 6= j1, j2. Define Y
1
2 =W2 × (W1)
n−1.
Claim 2.19. f¯|Y 12 ≡ 0.
Proof. Fix x = (xji ) ∈ Y
1
2 . By definition after a replacement of x by γtx, t ∈
T, γ ∈ Γ we can assume that xj1 = 1 for j ≥ 3, and x
j
i = 1 for j ≥ 2.
Consider the subset
M = {(yji ) ∈ X|y
2
1 = x
2
1, y
j
1 = 1, j ≥ 3, y
j
i = 1, j ≥ 2}
A point in M corresponds to {y1i }
n
i=1 such that y
1
1x
2
1 +
∑n
i=2 y
1
i = 0. So M is a
linear subspace in X . Let N := {yji ∈M |y
1
1 ∈ ∆}.
Consider the restriction hM of f¯ onM . Since f¯ is a weakly polynomial function
of degree ≤ ad and M is vector space we see that hM is a polynomial function
of degree ≤ ad on M . Since N ⊂ Y we see that hM |N = 0. It follows now from
Claim 2.4 that hM = 0. So f¯(x) = hM(x) = 0. 
Repeating the same arguments we see that f¯ = 0.
We proved the first part Proposition 2.9. The second part follows from the
following general result.
Lemma 2.20. Let Z ⊂ V be a homogeneous k-subvariety of degree d, f : Z → k
a polynomial function of degree ad which is a weakly polynomial function on Z
of degree ≤ a. Then it is a restriction of polynomial function on V (k) of degree
≤ a.
Lemma 2.20 follows inductively from the following claim
Claim 2.21. Let f : Z → k be a polynomial function of degree ≤ a which is
weakly polynomial of degree < a and a < q. Then f is polynomial of degree < a.
Proof. We can write f as a sum f = Q+ f ′ where deg(f ′) < a and Q is homoge-
neous of degree a. Since f is weakly polynomial of degree < a the function h is
also weakly polynomial of degree < a. It is sufficient to show that h ≡ 0.
Choose x ∈ X and consider the function g on k, g(t) = h(tx). Since X is
homogeneous tx ∈ X . Since Q is homogeneous of degree a we have g(t) = cta.
On the other hand, since Q is weakly polynomial of degree < a we see that g is a
polynomial of degree < a. Since a < q we see that g ≡ 0. So Q(x) = g(1) = 0. 
This completes the proof of Theorem 2.3. 
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3. Proof of Theorem 1.11.
We use notation of Definition 1.10. So for any k-vector field V, P ∈ Pd(V) we
consider the map κP : Homaf (W,V )→ Pd(W ). The first part of following result
implies that finite fields k of characteristic > d have the property cd.
Proposition 3.1. For any m ≥ 0 there exists r = r(m, d) such that the following
holds. For any finite field k of characteristic > d, any polynomial P ∈ Pd(V) of
rank ≥ r and any R ∈ Pd(A
m) the fiber ZQ := κ
−1
P is large. That is
(1) ZQ(k) 6= ∅.
(2) Let kl/k be the extension of degree l, then
liml→∞
logq(|κ
−1
P (Q)(kl)|)
l
= dim(Homaf (W,V ))− dim(Pd(W )).
Remark 3.2. (1) It is clear that Proposition shows that k satisfies the first
condition of the property cd. We show in Appendix C that it also implies
the k satisfies the second condition.
(2) A similar proof to the one below gives the more general result: For any
m ≥ 0 there exists r = r(m, d, d′) such that for any finite field k of
characteristic > dd′, any polynomial P ∈ k[Vn] of degree d and of d-rank
≥ r and any polynomial R ∈ k[x1, . . . , xm] of degree ≤ dd
′ there exists a
degree d′ map φ : Am → Vn such that R = φ
⋆(P ).
Proof. Let P : V = kn → k be a polynomial. Denote by W the space linear maps
w : km → kn. Consider the polynomial Q on W × km ded by
Q(w, x) = P (w(x)) =
∑
λ∈Λ
cλ(w)x
λ,
where Λ is the set of ordered tuples (j1, . . . , jm) with ji ≥ 0 and
∑m
i=1 ji ≤ d.
Lemma 3.3. If p > d and rank(P ) > r then {cλ(w)}λ∈Λ is of rank ≥ r.
Proof. We begin with the argument for the case d = 2. We are given P (t) =∑
1≤i≤j≤n aijtitj +
∑
1≤i≤n aiti+ a of rank r. Note that for any linear form l(t) =∑n
i=1 citi we have that P (t) + l(t) is of rank ≥ r.
We can write
P (w(x)) =
∑
1≤i≤j≤n
aij(w
i(x) + si)(w
j(x) + sj) +
∑
1≤i≤n
ai(w
i(x) + si) + a
=
∑
1≤i≤j≤n
aij
m∑
k,l=1
wikw
j
l xkxl +
∑
1≤i≤n
ai
m∑
k=1
wikxk
+
∑
1≤i≤j≤n
m∑
k=1
aij(siw
j
k + sjw
i
k)xk +
∑
1≤i≤j≤n
aijsisj +
∑
1≤i≤n
aisi + a
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Which we can write as
∑
1≤k<l≤m
∑
1≤i≤j≤n
aij(w
i
kw
j
l + w
i
lw
j
k)xkxl +
∑
1≤l≤m
∑
1≤i≤j≤n
aijw
i
lw
j
l x
2
l
+
m∑
k=1
[
∑
1≤i≤n
ai w
i
k +
∑
1≤i≤j≤n
aij(siw
j
k + sjw
i
k)]xk +
∑
1≤i≤j≤n
aijsisj +
∑
1≤i≤n
aisi + a
We want to show that the collection
{
∑
1≤i≤j≤n
aij(w
i
kw
j
l + w
i
lw
j
k) +
∑
1≤i≤n
aiw
i
k}1≤k<l≤m
⋃
{
∑
1≤i≤j≤n
aij(siw
j
k + sjw
i
k)}1≤k≤m
⋃
{
∑
1≤i≤j≤n
aijsisj +
∑
1≤i≤n
aisi}
⋃
{
∑
1≤i≤j≤n
aijw
i
lw
j
l }1≤l≤m
is of rank ≥ r. Namely, we need to show that if B = (bkl), (ck), (dk) is not 0 then
∑
1≤k<l≤m
bkl[
∑
1≤i≤j≤n
aij(w
i
kw
j
l + w
i
lw
j
k)] +
∑
1≤l≤m
bll[
∑
1≤i≤j≤n
aijw
i
lw
j
l ]
+
∑
1≤k≤m
ck[
∑
1≤i≤j≤n
aij(siw
j
k + sjw
i
k)] +
∑
1≤k≤m
dk[
∑
1≤i≤j≤n
aijsisj +
∑
1≤i≤n
aisi]
is or rank ≥ r. Suppose b11 6= 0. Then we can write the above as
b11P (w1) + lw2,...,wm(w1)
where wj = (w
1
j , . . . , w
n
j ), and lw2,...,wm is linear in w1, so as a polynomial in w1
this is of rank ≥ r and thus also of rank ≥ r as a polynomial in w. Similarly in
the case where bll 6= 0, for some 1 ≤ l ≤ m.
Suppose b12 6= 0. We can write the above as
(∗) b12Q(w1, w2) + lw3,...,wm(w1, w2)
where Q : V 2 → k, and Q(t, t) = 2P (t), and lw3,...,wm : V
2 → k is linear. Thus
restricted to the subspace in W where w1 = w2 we get that (∗) is of rank ≥ r
and thus of rank ≥ r on W . Similarly if bkl 6= 0 for some k < l. Similar analysis
for ck or dk not zero.
For d > 2 the argument is similar: We carry it out in the case P is homogeneous;
the non homogeneous case is similiar. We are given P (t) =
∑
I∈I aItI of rank r,
where I is the set of ordered tuples (i1, . . . , id) with 1 ≤ i1 ≤ . . . ≤ id ≤ n, and
tI = ti1 . . . tid .
Note that for any polynomial R(t) of degree < d we have that P (t) + R(t) is
also of rank > r.
We can write
P (w(x)) =
∑
I∈I
aIw
I(x) =
∑
I∈I
aI
m∑
l1,...,ld=1
wi1l1 . . . w
id
ld
xl1 . . . xld
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For 1 ≤ l1 ≤ . . . ≤ ld ≤ m the term xl1 . . . xld has as coefficient∑
I∈Il1,...,ld
aIw
i1
l1
. . . widld
where Il1,...,ld is the set of permutations of l1, . . . , ld. We wish to show that the
set of the collection
{
∑
I∈Il1,...,ld
aIw
i1
l1
. . . widld}Il1,...,ld
is of rank ≥ r Namely we need to show that if B = (bIl1,...,ld ) is not 0 then∑
Il1,...,ld
bIl1,...,ld
∑
I∈Il1,...,ld
aIw
i1
l1
. . . widld
is or rank ≥ r. Suppose bIl1,...,ld 6= 0. Then restricted to the subspace wl1 = . . . =
wld we can write the above as
bIl1,...,ld |Il1,...,ld|P (wl1) +R(w)
where wj = (w
1
j , . . . , w
n
j ), and R(w) is of lower degree in wl1, so as a polynomial
in wl1 this is of rank ≥ r and thus also of rank ≥ r as a polynomial in w. 
Lemma 3.4. There exists r = r(d,m) such that for P : kn → k is of rank > r
the map f : W → k|Λ| given by w → {cλ(w)}λ∈Λ is surjective.
Proof. We need to solve the system of equations cλ(w) = bλ for any b ∈ k
Λ. The
number of solutions is given by
q−|Λ|
∑
α∈kΛ
eq(
∑
λ∈Λ
aλ(cλ(w)− bλ)).
Let s = 2|Λ| ≤ dm. By Proposition A.3 there exists r = r(d,m) such that each
term other that the term corresponding to α = 0 is at most q−s, so that the total
contribution from these terms is at most q−|Λ|. 
This completes the proof of Proposition 3.1 and the first part of Theorem 1.11.
We show in Appendix C how to deduce the second part of Theorem 1.11 from
the second part of Proposition 3.1.

4. Proof of Proposition 1.18
A key tool in our proof of this Proposition is a testing result from [15] which
roughly says that any weakly polynomial function of degree a that is ”almost”
weakly polynomial of degree < a, namely it is a polynomial of degree < a on
almost all affine subspaces, is weakly polynomial of degree < a. This does not
require high rank. We use high rank to show that almost any isotropic line is
contained in an isotropic plane that not contained in l−1{0}.
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Proof of Claim 1.18. Let V be a vector space and l : V → k be a non-constant
affine function. For any subset I of k we denote WI = {v ∈ V|l(v) ∈ I} so that
Wb = W{b}, for b ∈ k. For a hypersurface X ∈ V we write XI = X ∩WI .
Lemma 4.1. For any finite subset S ⊂ k, any a weakly polynomial function f
of degree a on X such that f|XS ≡ 0, and any b ∈ k there exists a polynomial Q
of degree ≤ a on V such that Q|XS ≡ 0 and (Q− f)|Xb ≡ 0.
Proof. We start with the following result.
Claim 4.2. Under the assumptions of Lemma 4.1 the restriction f|Xb is a weakly
polynomial function of degree ≤ a− |S|.
Proof. Since |k| > a it suffices to show that for any plane L ⊂ Xb the restriction
f|L is a polynomial of degree ≤ a− |S|.
As follows from Proposition B.2, there is a constant A = A(d, a) such that it
suffices to check the restriction fL on q
−A-almost any affine plane L ⊂ Xb is a
polynomial of degree ≤ a− 1.
As follows from Proposition B.3 for any s > 0 there is an r = r(d, s) such that
if X is of rank > r then for q−s-almost any affine plane L ⊂ Xb there exists an
affine 3-dim subspace M ⊂ X containing L and such that M ∩W0 6= ∅. Then
M ∩Xt 6= ∅ for any t ∈ k. Since f is a weakly polynomial function of degree a
its restriction to M is a polynomial R of degree ≤ a. Since the restriction of R
to l−1(S)∩M ≡ 0 we see that R = R′
∏
s∈S(l− s). Since l|L ≡ b we see that the
restriction fL is equal to R
′ which is a is a polynomial of degree ≤ a− |S|. 
Now we show that this Claim implies Lemma 4.1. Indeed, assume that f|Xb is
a weakly polynomial function of degree ≤ a− |S|. It follows from the inductive
assumption on a that there exists a polynomial Q′ of degree ≤ a− |S| on V such
that f|Xb = Q
′
|Xb
. Let Q :=
Q′
∏
s∈S(l−s)∏
s∈S(b−s)
. Then (f −Q)XS∪{b} ≡ 0. 
This completes the proof the Claim 1.18. 
To formulate a useful variant of Corollary 1.19 we introduce some notations.
Recall the definitions of Pwa (X) , Pa(X) from Definition 2.2
Definition 4.3. (1) We denote by Pa(X) the quotient P
w
a (X)/Pa(X).
(2) For an imbedding φ : V ′ →֒ V we define Xφ := {v
′ ∈ V ′|φ(v′) ∈ X}. The
map φ defines an imbedding Xφ → X which we also denote by φ.
(3) We denote by φ⋆ : k[X ]→ k[Xφ] the map f → f ◦ φ.
(4) We denote by
φ¯ : Pa(X)→ Pa(Xφ)
the linear map induced by φ⋆.
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Corollary 4.4. Let a > 0, and let k be a field with a < q. There exists ρ = ρ(d, a)
such that for any hypersurface X = {v ∈ V |P (v) = 0} ⊂ V of degree ≤ d, any
affine imbedding φ : W →֒ V such that rank of P|W ≥ ρ the restriction map
φ¯ : Pa(X)→ Pa(X ∩W ) is an imbedding.
5. Complete intersections of bounded codimension
The arguments in the paper are written in the case when X is hypersurface.
Most of our results extend easily to the case when X is a complete intersection
of bounded codimension.
Definition 5.1 (Algebraic rank of a variety). (1) Given a collection P¯ ∈ Pd¯(V)
of polynomials we define XP¯ = {v ∈ V|Ps(v) = 0, 1 ≤ s ≤ c}.
(2) A collection P¯ = {Pi} of polynomials is admissible if XP¯ ⊂ V is a complete
intersection (that is dim(XP¯ ) = dim(V)− c).
(3) In the case when all polynomials Pi are of the same degree we define r(P¯ )
as the minimal rank of a non trivial k-linear combination of Ps.
(4) If P¯ =
⋃
j P¯j where Pj is a collection of polynomials of degree dj we say
that r(XP¯ ) > r if for all j, r(P¯j) > r.
Let Pn,d : Vn → A be polynomials as in Theorem 1.9 and Xn,d = XPn,d . For any
d¯ = (d1, . . . , dc) we define P¯n,d¯ ∈ Pd¯(V
c) = {Pl,dl◦pi}, 1 ≤ l ≤ c where pl : V
c
n → V
is the projection on the l-component. It is clear that XP¯ =
∏c
l=1Xn,dl.
Theorem 5.2. (1) r(P¯n,d¯) ≥ n/d, where d := maxl dl.
(2) For any admissible field k, the complete intersection Xn,d¯ ⊂ V
c
n has the
property ⋆a.
Proof. The proof of the part (1) is completely analogous to the proof of the part
(1) of Theorem 1.9. The proof of the second part is also parallel to proof of the
part (2) of Theorem 1.9 which is based on on the analysis of the restriction of
weakly polynomial functions to the subspace L ⊂ Xn and the decomposition of
the space k[Xn(k)] under the action of the torus T . In the proof of Theorem 5.2
we use the restriction weakly polynomial functions to the subspace Lc ⊂ Xn,d¯ and
the action of the torus T c on the space k[Xn,d¯(k)]. 
One checks that the formulations and proofs of Claim 1.16 and of Proposition
1.18 are naturally extended to complete intersections of bounded codimension.
The following is the counterpart of Proposition 3.1. We can consider Pd¯ as
a contravariant autofunctor on the category Vectaf of finite-dimensional k-affine
vector spaces where to an affine map f :W → V we associate the map
f ⋆ : Pd¯(V )→ Pd¯(W ), f
⋆({Ps}) = {Ps ◦ f}.
Proposition 5.3. For any m ≥ 1 There exists r = r(d¯, m) such that for any
P¯ ∈ Pd¯(V ), Q¯ ∈ Pd¯(U), with r(P¯ ) ≥ r, and dim(U) ≤ m there exists f ∈
HomVectaf (U, V ) such that Q¯ = f
⋆(P¯ ).
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Proof. Consider the polynomials Rs, 1 ≤ s ≤ c on W × k
m defined by
Rs(w, x) = Ps(w(x)) =
∑
λ∈Λs
csλ(w)x
λ,
where Λs is the set of ordered tuples (j1, . . . , jm) with ji ≥ 0 and
∑m
i=1 ji ≤ ds.
Lemma 5.4. If p > d and rank(P¯ ) > r then {csλ(w)}1≤s≤L,λ∈Λ is of rank > r.
Proof. We are given Ps(t) =
∑
I∈Is
asItI , 1 ≤ s ≤ c, of rank r, where Is is the set
of ordered tuples (i1, . . . , ids) with 1 ≤ i1 ≤ . . . ≤ ids ≤ n, and tI = ti1 . . . tids .
Note that for any polynomials ls(t) of degrees < ds we have that {Ps(t)+ ls(t)}
is also of rank > r.
We can write
Ps(w(x)) =
∑
I∈Is
asIw
I(x) =
∑
I∈I
asI
m∑
l1,...,lds=1
wi1l1 . . . w
ids
ldsd
xl1 . . . xlds
For 1 ≤ l1 ≤ . . . ≤ lds ≤ m the term xl1 . . . xlds has as coefficient∑
I∈Il1,...,lds
asIw
i1
l1
. . . w
ids
lds
,
where Il1,...,lds is the set of permutations of l1, . . . , lds. We wish to show that the
collection
{
∑
I∈Il1,...,lds
asIw
i1
l1
. . . w
ids
lds
}1≤s≤c,Il1,...,lds
is of rank > r. Write [1, c] =
⋃d
f=2Cf where Cf = {s : ds = f}.
We need to show that for any f = 2, . . . , c if B = (bIl1,...,lds
)s∈Cf ,Il1,...,lds
is not
0, then ∑
s∈Cf
∑
Il1,...,lds
bIl1,...,lds
∑
I∈Il1,...,lds
asIw
i1
l1
. . . w
ids
lds
is or rank > r. Suppose (bIl1,...,lds
)s∈Cf 6= 0¯. Then restricted to the subspace
wl1 = . . . = wlds we can write the above as∑
s∈Cf
bIl1,...,lds
|Il1,...,lds |Ps(wl1) +R(w)
where wj = (w
1
j , . . . , w
n
j ), and R(w) is of lower degree in wl1, so as a polynomial
in wl1 this is of rank > r and thus also of rank > r as a polynomial in w. 
Lemma 5.5. There exists r = r(d, c,m) such that for P¯ : kn → kc is of rank > r
the map f : W →
∏
s k
|Λs| given by w → {cλ(w)}s,λ∈Λs is surjective.
Proof. Same proof as the corresponding Lemma 3.4 for hypersurfaces. 
This completes the proof of Lemma 5.4 and therefore Proposition 5.3. 
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Finally, Proposition 1.18 for complete intersections is proved in the exact same
way.
Appendix A. Counting tools
The main property of high rank varieties is that it is easy to estimate the
number of points on various important varieties. The main counting tool comes
from the relation between the bias of exponential sums and algebraic rank.
Let k be a finite field, char(k) = p, |k| = q. Let V a vector space over k. We
denote eq(x) = e
2πiψ(x)/p where ψ : k → Fp is the trace function. Let P : V → k
be a polynomial of degree d. We denote by (h1, . . . , hd)P the multilinear form
(h1, . . . , hd)P =
∑
ω∈{0,1}d
−1|ω|P (x+ ω · h¯); |ω| =
∑
i=1d
ωi.
We denote by Ex∈Sf(x) the average |S|
−1
∑
x∈S f(x).
Definition A.1 (Gowers norms [5]). For a function g : V → C we define the
norm ‖g‖Ud by
‖g‖2
d
Ud
= Ex,v1,...vd∈V
∏
ω∈{0,1}d
gω(x+ ω · v¯),
where gω = g if |ω| is even and gω = g¯ otherwise.
Definition A.2 (Analytic rank). The analytic rank of a polynomial P : V → k
of degree d is defined by arank(P ) = − logq ‖eq(P )‖Ud.
The following Proposition relating bias and rank was proved in increasing gen-
erality in [7, 11, 3]. The most general version can be found at the survey [8]
(Theorem 8.0.1):
Proposition A.3 (Bias-rank). Let s, d > 0. There exists r = r(s, k, d) such that
for any finite field k of size q = pl, any vector space V over k, any polynomial
P : V → k of degree d. If P is of rank > r then
|Ev∈V eq(P (v))| < q
−s.
In the case when p > d, the bound on r is uniform in k.
Conjecture A.4. For p > d we have r = s−Od(1). The conjecture is known for
d = 2, 3 ([9]).
Remark A.5. When p > d then one can recover P from (h1, . . . , hd)P so that if
the rank of (h1, . . . , hd)P is < r of then so is the rank of P .
For multilinear functions; in particular for (h1, . . . , hd)P , the converse is also
true:
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Proposition A.6 ([16]). Let r, d > 0. For any finite field k of size q = pl, p > d,
any vector space V over k, any polynomial P : V → k of degree d, if
‖eq(P )‖
2d
Ud
= |Eh1,...,hdeq(h1, . . . , hd)P | < q
−r
for some polynomial, then P is of rank > r.
Remark A.7. If P is of degree d and p > d then (h, . . . , h)P = P (h)/d! so that
if P is of rank > r then also (h1, . . . , hd)P is of rank > r as a polynomial on V
d.
Lemma A.8. For any R of degree < d we have
|Eh1,...,hdeq((h1, . . . , hd)P +R(h1, . . . , hd))| ≤ |Eh1,...,hdeq((h1, . . . , hd)P )|
Lemma A.9. Let P : V → k be a polynomial of degree d and rank R, and let
W ⊂ V be a subspace of codimension s. Then the rank of P|W is ≥ R− s.
Lemma A.10. Let s > 0, d¯ = (d1, . . . , dc), k a finite field. There exists r =
r(d¯, s, k) such that for any P¯ = {P1, . . . , Pc}, Pi : V → k with deg(Pi) ≤ di,
|XP¯ | = q
dim(V )−c(1 + q−s). In the case when p > maxi di, the bound on r is
uniform in k.
Proof. The number of points on X is given by
q−c
∑
a¯∈kc
∑
x∈V
eq(
c∑
i=1
aiPi(x)).
By Proposition A.3 for any s > 0 we can choose r so that for any a¯ 6= 0 we have
|
∑
x∈V
eq(
c∑
i=1
aiPi(x))| < q
−s|V |.

Appendix B. Almost-sure results
In [12] (Theorem 1) the following description of degree < m polynomials is
given:
Proposition B.1. Let P : V → k. Then P is a polynomial of degree ≤ a if and
only if the restriction of P to any affine subspace of dimension l = ⌈ a+1
q−q/p
⌉ is a
polynomial of degree < m.
Note that when a < q then l ≤ 2.
In [12] the above criterion is used for polynomial testing over general finite
fields. In [15] (Corollary 1.14) it is shown how the arguments in [12] can be
adapted to polynomial testing within a subvariety variety X ⊂ V (high rank is
not required).
EXTENDING WEAKLY POLYNOMIAL FUNCTIONS FROM HIGH RANK VARIETIES 19
Theorem B.2 (Subspace splining on X). For any a, d, L > 0 there exists an
A = A(d, L, a) > 0 such that the following holds. Let X ⊂ V (k) be a complete
intersection of degree d, codimension L. Then any weakly polynomial function f
of degree a such that the restriction of f to q−A-a.e l-dimensional affine subspace,
l = ⌈ a
q−q/p
⌉ is a polynomial of degree < a is weakly polynomial of degree < a.
Let the notation be as in Section 4.
Proposition B.3. Fix d¯ = {di} and s > 0. Let d := maxidi. There exists
r = r(d¯, s) such that for any finite field k with char(k) > d, a k-vector space V
and P¯ ∈ Pd¯(V) of rank > r the following holds.
(1) For any b ∈ k and q−s-almost any affine line L ⊂ Xb there exists an affine
plane M ⊂ X containing L such that M ∩X0 6= ∅.
(2) For q−s-almost any affine plane M ⊂ Xb there exists an affine 3-dim
subspace N ⊂ X containing M such that N ∩X0 6= ∅.
Proof. We prove the result for hypersurfaces, the proof for complete intersections
in analogous.
We will prove (1); the proof of (2) is similar.
Let k = Fq. We fix d and define d
′ = min(d+1, q). Let M0 = {a0, . . . , ad} ⊂ k
be a subset of d′ distinct points.
Claim B.4. Let Q(x) be a polynomial of degree ≤ d such that Q|M0 ≡ 0. Then
Q(a) = 0 for all a ∈ k.
Proof. If q ≥ d + 1 the Claim follows from the formula for the Vandermonde
determinant. On the other hand if d ≥ q then there is nothing to prove. 
From now on we assume that q ≥ d+ 1. For any 0 ≤ i ≤ d we define a subset
Si of k
2 by
Si = {(ai, aj), 0 ≤ j ≤ i}
Let T =
⋃
0≤i≤d Si.
Claim B.5. Let Q(x, y) be a polynomial of degree ≤ d such that Q|T ≡ 0. Then
Q = 0.
Proof. We prove the claim by induction in d. Let Q =
∑
a,b qa,bx
ayb, a + b ≤
d. The restriction of Q on the line {x = 0} is equal to Q0(y) =
∑
b≤d q0,by
b.
Since Q0|Sd ≡ 0 we see that Q
0 = 0. So Q(x, y) = xQ′(x, y). By the inductive
assumption we have Q′ = 0 
We will assume from now on that a0 = 0. Denote I(d) = {(i, j) : 1 ≤ i ≤
d, 1 ≤ j ≤ i}, and m = |I(d)|.
An affine line in Xb is parametrized as x+ ty, t ∈ k, with
(∗) Q(x+ ty) = 0, l(x) = b, l(y) = 0.
Let Y be the set of (x, y) satisfying (∗).
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We need to show that almost every (x, y) ∈ Y we can find z with
(∗∗) Q(x+ ty + sz) = 0, l(z) = −b, s, t ∈ k
or alternatively
Q(x+ ty + sz) = 0, l(x+ ty + sz) = (1− s)b, s, t ∈ k
We can reduce this system to
Q(x+ aiy + ajz) = 0, l(x+ aiy + ajz) = (1− aj)b, (i, j) ∈ I(d)
Fix (x, y) ∈ Y and estimate the number of solutions:
(∗) q−2m
∑
z
∑
a,c∈km
eq(
∑
aijQ(x+ aiy+ ajz) + cij(l(x+ aiy+ ajz) + (aj − 1)b))
Suppose a = (aij) = 0, but c = (cij) 6= 0, and recall that l(x) = b, l(y) = 0. We
have
∑
z
eq(
∑
ij
cij(l(x+ aiy + ajz) + (aj − 1)b)) =
∑
z
eq(
∑
ij
cij(ajl(z) + ajb)
Now if
∑
ij cijajl(z) 6≡ 0 then the sum is 0. Otherwise also
∑
i,j cijajb = 0 so that
the sum is |V |.
Now suppose a 6= 0. Say ai0j0 6= 0. We estimate
(1) Ex,y∈V |Ezeq(
∑
aijQ(x+ aiy + ajz) + cij(l(x+ aiy + ajz) + (aj − 1)b))|
2
.
Lemma B.6.
Ex,y,z,z′
∏
(i,j)∈I(d)
fi,j(x+ aiy + ajz)f¯i,j(x+ aiy + ajz + ajz
′) ≤ ‖fi0.j0‖Ud
Proof. Without loss of generality a1 = 1 (make a change of variable y → a
−1
1 y, z →
a−11 z). We prove this by induction on d. When d = 1 we have x+y+z, x+y+z
′,
and the claim is obvious. Assume d > 1. We can write the average as
Ex,y,z,z′
∏
(i,j)∈I(d−1)
fi,j(x+ aiy + ajz)f¯i,j(x+ aiy + ajz + ajz
′)
∏
1≤j≤d
fd,j(x+ ady + ajz)f¯d,j(x+ ady + ajz + ajz
′).
Shifting x by ady we get
Ex,y,z,z′
∏
(i,j)∈I(d−1)
fi,j(x+ (ai − ad)y + ajz)f¯i,j(x+ (ai − ad)y + ajz + ajz
′)
∏
1≤j≤d
fd,j(x+ ajz)f¯d,j(x+ ajz + ajz
′)
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Applying the Cauchi-Schwartz inequality we get
[Ex,y,y′,z,z′
∏
(i,j)∈I(d−1)
fi,j(x+ (ai − ad)y + ajz)f¯i,j(x+ (ai − ad)y + ajz + ajz
′)
∏
(i,j)∈I(d−1)
fi,j(x+ (ai − ad)y + (ai − ad)y
′ + ajz)
f¯i,j(x+ (ai − ad)y + (ai − ad)y
′ + ajz + ajz
′)]1/2
Shifting x by ady and rearranging we get
[Ex,y,y′,z,z′
∏
(i,j)∈I(d−1)
fi,j(x+ aiy + ajz)f¯i,j(x+ aiy + (ai − ad)y
′ + ajz)
∏
(i,j)∈I(d−1)
f¯i,j(x+ aiy + ajz + ajz
′)fi,j(x+ aiy + (ai − ad)y
′ + ajz + ajz
′)]1/2
Now if we denote
gi,j,y′(x) = fi,j(x)f¯i,j(x+ y
′ + (ai − ad)y
′′).
then by the induction hypothesis we get that the above is bounded by
[Ey′‖fi,j(x)f¯i,j(x+ y
′ + (ai − ad)y
′′)‖Ud−1 ]
1/2 ≤ ‖fi,j(x)‖Ud.
for any (i.j) ∈ I(d− 1).
We do a similar computation for (i.j) ∈ I(d) \ {I(d− 1), (d, 1)} , splitting
Ex,y,z,z′
∏
(i,j)∈I(d−1)
fi+1,j+1(x+ ai+1y + aj+1z)f¯i+1,j+1(x+ ai+1y + aj+1z + aj+1z
′)
∏
1≤j≤d
fj,1(x+ ajz)f¯j,1(x+ ajz + ajz
′)
The only term left uncovered is fd,1, so we split
Ex,y,z,z′
∏
(i,j)∈I(d−1)
fi+1,j(x+ ai+1y + ajz)f¯i+1,j(x+ ai+1y + ajz + ajz
′)
∏
1≤i≤d
fi,i(x+ aiy + aiz)f¯i,i(x+ aiy + aiz + aiz
′).
We make the change of variable z → z − y to get
Ex,y,z,z′
∏
(i,j)∈I(d−1)
fi+1,j(x+ ai+1y + aj(z − y))f¯i+1,j(x+ ai+1y + aj(z − y) + ajz
′)
∏
1≤i≤d
fi,i(x+ aiz)f¯i,i(x+ aiz + aiz
′).

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By the Lemma B.6 we obtain that (1) is bounded by ‖eq(
∑
ai0j0Q+ ci0j0l)‖Ud.
By Propositions A.3, A.8 for there exists r = r(s) such that if Q is of rank > r
then ‖eq(
∑
ai0j0Q + ci0j0l)‖Ud < q
−s. It follows that we can choose r so that
for q−s almost all x, y ∈ Y the contribution to (∗) from all (a, c) with a 6= 0 is
bounded by |V |q−4m. 
Appendix C. The case of algebraically close fields
We prove Theorem 1.11 for algebraically closed fields.
We fix m, d. We provide a proof for the case when c = 1; the general case is
completely analogous. As proven in Section 3, there exists r = r(m, d) such that
for any finite field k of characteristic > d, a k-vector space V and a polynomial
P ∈ Pd(V) of rank ≥ r the map κP (k) is surjective.
We first show the surjectivity of κP (k) for polynomials P ∈ Pd(V)(k) of rank
≥ r.
We fix V = An and consider Pd(V) as a scheme defined over Z. Let T be the
set of sequences (ai, bi), 1 ≤ i ≤ r such that 0 ≤ ai, bi < d and ai + bi ≤ d. For
any t = {(ai, bi)} ∈ T we denote by νt : ⊕
r
i=1Pai(V)⊗Pbi(V) the linear map given
by
νi({Qi ⊗ Ri}) =
r∑
i=1
QiRi
Let Y ⊂ Pd(V) be constructible subset which is the complement of unions of
νt, t ∈ T and Y(k) ⊂ Pd(V)(k) consists polynomials P of rank > r for any
algebraically closed field k.
Let R ⊂ Y be the subscheme of polynomials P such that the map κP is not
surjective.
Claim C.1. R(F¯p) = ∅ for any p > d.
Proof. Assume thar R(F¯p) 6= ∅. Then R(k) 6= ∅ for some finite extension k of Fp.
So there exists a polynomial P ∈ Pd(k
n) of k¯-rank > r such that the map κP (k¯)
is not surjective. So there exist a finite extension l of k and Q ∈ Pd(k
n) which is
not in the image of κP (k¯). Then of course it is not in the image of κP (k¯). On the
other hand rl(P ) ≥ rk¯(P ). So by Theorem 1.11 we see that Q ∈ Im(κP (l)). 
Corollary C.2. (1) The map κP (k) is surjective for any algebraically closed
field k of characteristic > d and a polynomial P ∈ Pd(V) of ranks > r.
(2) The map κP (k) is surjective for any algebraically closed field k of charac-
teristic 0 and a polynomial P ∈ Pd(V) of ranks > r.
Proof. The part (1) follows from the completeness of the theory ACFp of alge-
braically closed fields of a fixed characteristic p.
To prove the part (2) one choses a non-trival ultrafilter U on the set of prime and
considers the U-ultraproduct of theories ACFp. Let l be the U-ultraproduct of
fields F¯p. As follows Claim C.1 and Theorem of Los the map κP (l) is surjective for
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any polynomial P ∈ Pd(V) of ranks > r. Since the theory ACFp of algebraically
closed fields of characteristic 0 is complete the Corollary is proved. 
Let T ⊂ Y be be the subscheme of polynomials P such that there exists Q ∈
Pd(A
m) such that dim(κ−1P (Q)) 6= dim(Homaf (W,V ))− dim(Pd(W)). Theorem
1.11 says that T = ∅. The same arguments as before show that it is sufficient to
prove that
dim(κ−1P (Q)) = dim(Homaf (W,V ))− dim(Pd(W))
for all finite fields k = Fq of charateristic > d and Q ∈ Pd(A
m)(k). But it follows
from the results of Weil that
dim(κ−1P (Q)) = liml→∞
logq(|κ
−1
P (Q)(kl)|)
l
where kl/k is the extension of degree l. Now the equality
dim(κ−1P (Q)) = dim(Homaf(W,V ))− dim(Pd(W))
follows from Proposition 3.1 (2).
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