Systems of polynomial equations over the complex or real numbers can be used to model combinatorial problems. In this way, a combinatorial problem is feasible (e.g., a graph is 3-colourable, Hamiltonian, etc.) if and only if a related system of polynomial equations has a solution.
Introduction
N. Alon [1] used the term 'polynomial method' to refer to the use of non-linear polynomials for solving combinatorial problems. Although the polynomial method is not yet as widely used by combinatorists as, for instance, polyhedral or probabilistic techniques, the literature in this subject continues to grow. Prior work on encoding combinatorial properties includes colourings [2, 11, 14, 17, 27, 30, 31, 32] , stable sets [11, 26, 27, 39] , matchings [15] , and flows [2, 32, 33] . Non-linear encodings of combinatorial problems are often compact. This contrasts with the exponential sizes of systems of linear inequalities that describe the convex hull of incidence vectors of many combinatorial structures (see [40] ).
The polynomial method has been mostly used to obtain theoretical results but not so much for actual computation. But recent work demonstrates that one can derive good semidefinite programming relaxations for combinatorial optimization problems from the encodings of these problems as polynomial systems (see [24] and references therein for details). Lasserre [22] , Laurent [23] and Parrilo [35, 34] studied the problem of minimizing a general polynomial function f(x) over an algebraic variety having only finitely many solutions. Laurent proved that when the variety consists of the solutions of a zero-dimensional ideal I, there is a way to set up the optimization problem min{f(x) : x ∈ variety(I)} as a finite sequence of semidefinite programs terminating with the optimal solution (see [23] ). These SDP relaxations have been used in actual computation with great success (see, e.g., [4, 12] ).
The polynomial method combined with semidefinite programming is a way to approach optimization problems. In this paper, we look instead at feasibility or decision problems. Our key observation is that the sequence of SDPs is replaced by a simpler sequence of large-scale linear algebra problems. The main idea to generate these systems of linear equations is to rely on the (complex) Hilbert's Nullstellensatz. For a combinatorial feasibility problem, e.g., deciding the k-colourability of graphs, we associate a system of polynomial equations J such that the system has a solution if and only if the combinatorial problem is indeed feasible. On the other hand, the famous Hilbert Nullstellensatz (see [9] ) states that a system of polynomial equations J = {f 1 (x) = 0, f 2 (x) = 0, . . . , f r (x) = 0} with complex coefficients has no solution in C n if and only if there exist polynomials α 1 , . . . , α r ∈ C[x 1 , . . . , x n ] such that 1 = α i f i . Thus, if the polynomial system J has no solution, there exists a certificate that the associated combinatorial problem is infeasible. If the coefficients α i have fixed degree D, the Nullstellensatz certificate is equivalent to a linear algebra system whose number of variables grows with the number of monomials of degree D. We will explain details of the construction of this linear algebra system in Section 2. The main purpose of this article is to investigate the complexity and growth of these linear algebra systems.
There are well-known upper bounds, due to Kollar [20] , for the degrees of the coefficients α i in the Hilbert Nullstellensatz certificate for general systems of polynomials, and they turn out to be sharp. For instance, the following well-known example (due to Mora, Lazard, Masser, Philippon and Kollár) shows that the degree of α 1 is at least d m : But polynomial systems for combinatorial optimization problems are not necessarily pathologically complicated. The natural question is: How large are the degrees of Nullstellensatz certificates of infeasibility for combinatorial ideals? A fundamental result by Lazard [25] (see also [6] ) proves that for combinatorial ideals, like the ones discussed in Section 2, there is an upper bound that is linear on the number of variables, improving the exponential bound of [20] . In Section 2 we will see that the linear bound of Lazard is tight for the stability number of graphs but it seems too pessimistic for 3-colourability.
There is a fascinating connection between the Nullstellensatz and computational complexity. As we will see in Section 2, unless P = NP, for every hard combinatorial problem there must exist an infinite sequence of infeasible instances for which the minimum degree of a Nullstellensatz certificate, for the associated system of polynomials, grows arbitrarily large. This was first observed by L. Lovász, who then proposed the problem of finding explicit graphs exhibiting such growth (see [27] ). A main contribution of this article is to explicitly exhibit the growth of degree of specific families of graphs. In the first part of the paper we discuss the growth of degree for the NP-complete problems 'stable set' and '3-colourability'. We establish the following main theorem.
Theorem 1.1. (i) Given a graph G, let α(G) denote its stability number. A minimum-degree Nullstellensatz certificate for the non-existence of a stable set of size greater than α(G) has degree equal to α(G) and contains at least one term per stable set in G. (ii) Every Nullstellensatz certificate for non-3-colourability of a graph has degree at least four. Moreover, in the case of a graph containing an odd-wheel or a clique as a subgraph, a minimum-degree Nullstellensatz certificate for non-3-colourability has degree exactly four.
The motivation of our work is to use the Nullstellensatz linear algebra method as a computational tool much in the same way that linear and semidefinite programming have been used already by combinatorists. Our general scheme is as follows. If we can encode a combinatorial problem with polynomial equations in R[x 1 , . . . , x n ] that generate a zero-dimensional (variety is finite) ideal, then we generate the finite sequence of linear algebra systems that can help decide feasibility of our combinatorial problem. This highlights the importance of finding systems of polynomials for various combinatorial optimization problems. The second part of this paper proposes new polynomial system encodings for the problems, with respect to an input graph, of finding a longest cycle, a largest planar subgraph, a largest k-colourable subgraph, or a minimum edge colouring. In particular, we establish the following result. For every node i = 1, . . . , n,
Here Adj(i) denotes the set of nodes adjacent to node i. (ii) Let G be a simple graph with n nodes and m edges. G has a planar subgraph with K edges if and only if the following zero-dimensional system of equations has a solution.
For every edge {i, j} ∈ E(G),
For k = 1, 2, 3, and for every pair of a node i ∈ V (G) and incident edge {i, j} ∈ E(G),
For every pair of a node i ∈ V (G) and edge {u, v} ∈ E(G) that is not incident on i,
For every pair of edges {i, j}, {u, v} ∈ E(G) (regardless of whether or not they share an endpoint),
For every pair of nodes i, j ∈ V (G) (regardless of whether or not they are adjacent),
For every Δ index (e.g., Δ {ij,uv}k , Δ {ij,i}k , etc.) variable appearing in the above system,
(iii) A graph G has a k-colourable subgraph with R edges if and only if the following zerodimensional system of equations has a solution.
{i,j}∈E(G)
For every vertex i ∈ V (G),
For every edge {i, j} ∈ E(G), For every edge {i, j} ∈ E(G),
For every node i ∈ V (G),
where Adj(i) is the set of nodes adjacent to node i. (By Vizing's theorem, if the system has no solution, then G has edge-chromatic number Δ + 1.)
The paper is organized as follows. In Section 2 we show that, under the assumption that P = NP, the minimum degree of a Nullstellensatz certificate for an NP-hard problem must grow with respect to the input size (we work out all details for 3-colourability). We explain how to generate the linear algebra systems associated with minimum-degree Nullstellensatz certificates. In Section 2.1, this time without the assumption of P = NP, we demonstrate the degree growth of Nullstellensatz certificates for the stable set problem and show that the number of monomials in the certificate grows exponentially. This is in essence the proof of Theorem 1.1(i). Section 2.2 contains the proof of Theorem 1.1(ii). We also briefly discuss our computer experiments with non-3-colourable graphs where there is no growth of degree. Section 3 (specifically Section 3.1) contains the encoding with polynomials for the problems (1) longest cycle, (2) largest planar subgraph, (3) edge-chromatic number, and (4) largest k-colourable subgraph. We conclude in Section 3.2 with a graph theory application, by proposing a notion of dual colouring of graphs.
Nullstellensatz degree growth and combinatorics
The Hilbert Nullstellensatz states that a system of polynomial equations
has no solution in C n if and only if there exist polynomials α 1 , . . . , α r ∈ C[x 1 , . . . , x n ] such that 1 = α i f i (see [9] ). The purpose of this section is to investigate the degree growth of the coefficients α i . In particular, we investigate the degree growth of Nullstellensatz certificates related to systems of polynomials arising in combinatorial optimization.
Definition. For a Nullstellensatz certificate
In our investigations, we will often need to find explicit Nullstellensatz certificates for specific graphs. This can be done via linear algebra. First, given a system of polynomial equations, fix a tentative degree for the coefficient polynomials α i in the Nullstellensatz certificate. This yields a linear system of equations whose variables are the coefficients of the monomials of the polynomials α 1 , . . . , α r . Then, solve this linear system. If the system has a solution, we have found a Nullstellensatz certificate. Otherwise, try a higher degree for the polynomials α i . For the Nullstellensatz certificates, the degrees of the polynomials α i cannot be more than known bounds (see, e.g., [6, 20, 25] and references therein); thus we have a finite (but potentially long) procedure to decide whether or not a system of polynomials is feasible. An important point, which we have observed in practice, is that very low-degree certificates often work well under the linear bounds of [25] for our special ideals. We also remark that this linear algebra method finds not only a Nullstellensatz certificate (if it exists), but it finds one of the minimum-possible degree.
Next, we illustrate the generation of linear algebra systems from the Nullstellensatz in a concrete situation. D. Bayer established a characterization of 3-colourability via a system of polynomial equations [5] , which we will use throughout this paper. In fact, one can establish that Bayer's result generalizes as follows (see [29] ). Lemma 2.1. Graph G is k-colourable if and only if the following zero-dimensional system of equations,
has a solution. Moreover, the number of solutions equals the number of distinct k-colourings multiplied by k!. Example 1. Suppose that we wish to test K 4 for 3-colourability, and we assume that the α i in the Nullstellensatz certificate all have degree 1. After encoding K 4 with the system of polynomial equations, we 'conjecture' that there exists a Nullstellensatz certificate of the following form: 9 . In other words, we have a large-scale sparse system of linear equations that consists only of 1s and −1s. In this example, it turns out that degree 1 is not sufficient for generating a Nullstellensatz certificate, that is, this linear system has no solution. Ultimately, we discovered that degree four is required, and we were able to produce the following certificate:
Our investigations of degree growth of the Nullstellensatz were motivated by the following key point. Proof. Our proof is by contradiction with the hypothesis P = NP. Consider a non-3-colourable graph whose 3-colourability has been encoded as the system of polynomial equations
Assume that every minimum-degree non-3-colourability Nullstellensatz certificate has deg(α i ) < d for some constant d. We will show that P = NP by providing a polynomial-time algorithm for solving graph-3-colouring.
(1) Given a graph G, encode it as the above system of polynomial equations. Now we analyse the running time of this algorithm. In step (1), our encoding has one polynomial equation per vertex and one polynomial equation per edge. Since there are O(n 2 ) edges in a graph, our polynomial system has n + n 2 = O(n 2 ) equations. Because every equation only contains coefficients ±1 and is of degree three or less, encoding the graph as the above system of polynomial equations clearly runs in polynomial time.
For step (2), we note that by Corollary 3.2b of [37] , if a system of linear equations Ax = b has a solution, then it has a solution polynomially bounded by the bit sizes of the matrix A and the vector b (see [37] for a definition of bit size). In this case, the vector b contains only zeros and ones. To calculate the bit size of A, we recall our assumption that, for every α i , deg(α i ) < d for some constant d. Therefore, an upper bound on the number of terms in each α i is the total number of monomials in n variables of degree less than or equal to d. Therefore, the number of terms in each α i is Therefore, we have demonstrated a polynomial-time algorithm for solving graph-3-colouring, and because graph-3-colouring is NP-complete ( [16] ), this implies P = NP, which contradicts our hypothesis. Therefore, deg(
Thus, in the linear algebra approach to finding a minimum-degree Nullstellensatz certificate, the existence of a universal constant bounding the degree is impossible under a well-known conjecture of complexity theory. Clearly, a similar result can be obtained for other encodings (see [29] ). Note that the linear algebra method does not rely on any property that is unique to a particular combinatorial or NP-complete problem; the only assumption is that the problem can be represented as a system of polynomial equations. We will use it to find Nullstellensatz certificates of non-3-colourability and sizes of stable sets of graphs.
The Nullstellensatz and stable sets of graphs
Recall that a stable set or independent set in a graph G is a subset of vertices such that no two vertices in the subset are adjacent. The maximum size α(G) of a stable set is called the stability number of G. The problem of finding a stable set in a graph can be encoded as the following system of polynomial equations.
Lemma 2.3 (Lovász [27]). Graph G has stability number at least k if and only if the following zero-dimensional system of equations,
has a solution.
Lovász [27] stated the challenge of finding an explicit family of graphs with growth in the minimum degree of their Nullstellensatz certificates. Here we solve his challenge for the stable set problem. Note that we do not assume P = NP. Our main result is stated in Theorem 1.1: for every graph G, there exists a Nullstellensatz certificate of degree α(G) (the stability number of G), certifying that G has no stable set of size greater than α(G); moreover, this is the minimumpossible degree for all graphs. In what follows, for any graph G with stability number α(G) and an integer r 1, the Nullstellensatz certificate has the general form
In this section, we refer to the coefficient polynomials using these particular letters (that is,
Lemma 2.4. For any graph G and a Nullstellensatz certificate
certifying that G has no stable set of size (α(G) + r) (with r 1), we can construct a 'reduced' Nullstellensatz certificate
satisfying the following.
x i has only square-free monomials supported on stable sets of G, and thus
Nullstellensatz certificate has minimum degree, the 'reduced' certificate also has minimum degree.
Proof. Let I be the ideal generated by
We apply reductions modulo I to (2.3). If a non-square-free monomial appears in polynomial A, say x
with at least one α j > 1, then we can subtract the polynomial x
Thus, eventually we obtain a new certificate that has only square-free monomials in A . Furthermore, if Q s has new monomials, they are of degree less than or equal to what was originally in A.
Similarly, if
from AB, and, at the same time, add it to {i,j}∈E(G) Q ij x i x j . Furthermore, the degree is maintained, and we have reached the form we claim exists for A .
We now show that, for every graph, there exists an explicit Nullstellensatz certificate of degree α(G). In order to prove this claim, we introduce the following notation. Let S i be the set of all stable sets of size i in G. For any stable set I ∈ S i , if I consists of the vertices {c 1 , c 2 , . . . , c i }, then x I := x c 1 x c 2 · · · x c i , and we refer to the monomial x I as a 'stable set'. We define S 0 := Ø, and x Ø = 1. If we say I ∪ k ∈ S i+1 , we explicitly mean that I ∩ k = Ø, and that x I x k is a square-free stable-set monomial of degree i + 1. If I ∪ k / ∈ S i+1 , we explicitly mean that I ∩ k = Ø but I ∪ k contains at least one edge {k, c j }. In other words, x I x k is a square-free non-stable-set monomial of degree i + 1. In this case, let min k (I) denote the smallest c j ∈ I such that {k, c j } ∈ E(G). Finally, let
Theorem 2.5. Given a graph G, there exists a Nullstellensatz certificate of degree α(G) certifying the non-existence of a stable set of size α(G)
+ r (for r 1) such that
4)
where
Proof. Our proof is the direct verification of (2.4). For convenience of notation, we let
It is easy to see that
We will now show that the coefficient for every other monomial in (2.4) simplifies to zero. We begin by observing that every monomial in A, Q k or Q uv is a stable set, and furthermore, that the stable-set monomials in Q k do not contain the variable x k , and the stable-set monomials in Q uv contain neither x u nor x v . Therefore, in the expanded certificate AB + C + D, only three types of monomials appear: square-free stable-set monomials, square-free non-stable-set monomials, and stable-set monomials with exactly one variable squared.
• Square-free stable set. Thus, the coefficient for x I in AB is
The monomial x I does not appear in C, because x I is a stable-set monomial. However, the monomial x I is produced by x I\c k (−x c k ) in D (formed m times, one for each c k ), and the coefficient for x I in D is −mL m . Therefore, we see that
• Square-free non-stable set. subsets. Each of those M subsets appears as a stable-set monomial in A. Therefore, the monomial x I x v is created M times in AB, and the coefficient for
The monomial x I x v does not appear in D, because it is a non-stable-set monomial, and it appears exactly M times in C. Therefore, the coefficient for x I x v in C is ML m , and we see that
• Stable set with one variable squared. Let I = {c 1 , c 2 , . . . , c m−1 , k} be any stable set of size m, and consider the monomial x I\k x 2 k . This monomial is created in AB by the direct product x I x k , and the coefficient is −L m . This monomial is not created in C, because it contains no edges, and it is created in D by x I\k x 2 k . Thus, the coefficient for
Therefore, we have shown that the constant term in AB + C + D is one, and the coefficient for every other monomial is zero. Therefore, (2.4) is a Nullstellensatz certificate of degree α(G).
Example 2.
We display a certificate from Theorem 2.5. Figure 1 depicts the Turán graph T (5, 3). It is clear that α(T (5, 3)) = 2. Therefore, we 'test' for a stable set of size 3. The certificate is
Note that the coefficient for the stable-set polynomial contains one monomial for every stable set in T (5, 3). For example, note that the term − 1 3 x 1 x 2 corresponds to the stable set formed by vertices 1 and 2 in Figure 1 . Furthermore, note that every monomial in every coefficient is also a stable set in T (5, 3).
We will now prove that the stability number α(G) is the minimum degree for any Nullstellensatz certificate for the non-existence of a stable set of size greater than α(G). To prove this, we rely on two lemmas. For convenience of notation, in the next two lemmas, we let
Lemma 2.6. Let G be a graph, and let
5) be a reduced (via Lemma 2.4) Nullstellensatz certificate proving the non-existence of a stable set of size α(G) + r (for r 1). Then the constant term in
A is −L 0 , and the coefficient for
Proof. The certificate presented in (2.5) must simplify to one. A constant only appears in the expanded certificate A B + C + D via the product of a constant term in A and the constant term in B. Therefore, letting β 0 be the constant term in A , we see
Now let β i be the coefficient of x i in A and let D = deg(Q i ). Therefore,
Now consider the coefficients for x i , x 2 i in the expanded certificate A B + C + D, which must simplify to zero: 
Thus, we see that coefficient of
Lemma 2.7. Let G be a graph, and let 
Proof. Let β I be the coefficient for 
Notice that part E in (2.9) is equal to part E in (2.7). Now, as in Lemma 2.6, we sum (2. and −x c i , respectively). Thus, when (2.9) is summed with the equations corresponding to every other monomial excluding x I , the sum will telescope and every M c i I γ excluding part E will cancel. The negative component for part E is contained in (2.7), which is not included in this sum, which is why part E does not cancel. Thus, we see
(2.10) Substituting (2.10) into (2.7), we see
,
Thus, the coefficient of
Using Lemmas 2.6 and 2.7, we can now prove the main theorem of this section.
Theorem 2.8. Given a graph G, any Nullstellensatz certificate for the non-existence of a stable set of size greater than α(G) has degree at least α(G).
Proof. Our proof is by contradiction. Let
be any Nullstellensatz certificate for the non-existence of a stable set of size α(G) + r, with r 1,
, and let Lemmas 2.6 and 2.7 also give rise to the following corollary.
Corollary 2.9. Given a graph G, any Nullstellensatz certificate for the non-existence of a stable set of size greater than α(G) contains at least one monomial for every stable set in G.
Proof. Given any Nullstellensatz certificate, we create the reduced certificate via Lemma 2.4. The proof of the Lemma 2.4 implies that the number of terms in A is equal to the number of terms in A . Via Lemmas 2.6 and 2.7, A contains one monomial for every stable set in G. Therefore, A also contains one monomial for every stable set in G.
This brings us to the last theorem of this section.
Theorem 2.10. Given a graph G, a minimum-degree Nullstellensatz certificate for the nonexistence of a stable set of size greater than α(G) has degree equal to α(G) and contains at least one term for every stable set in G.
Proof. This theorem follows directly from Theorems 2.5 and 2.8, and Corollary 2.9.
Finally, our results establish new lower bounds for the degree and number of terms of Nullstellensatz certificates. In earlier work, researchers in logic and complexity showed both logarithmic and linear growth of degree of the Nullstellensatz over finite fields or for special instances, e.g., Nullstellensatz related to the pigeonhole principle (see [7] , [18] and references therein). Our main complexity result below settles a question of Lovász [27] .
Corollary 2.11. There exist infinite families of graphs G n , on n vertices, such that the degree of a minimum-degree Nullstellensatz certificate grows linearly in n and, at the same time, the number of terms in the coefficient polynomials of the Nullstellensatz certificate is exponential in n.
Proof. We give two concrete families that prove the statement. First, the disjoint union of n/3 triangles has exactly 4 n/3 − 1 stable sets and the minimum degree of the Nullstellensatz certificate is n/3. Second, the complements of complete graphs have α(G) = n, and the number of stable sets is 2 n .
It is worth emphasizing that the Nullstellensatz certificates are extremely dense as all squarefree monomials representing stable sets appear in them. This represents a serious obstacle for computation and, in this case, shows that the computation of Hilbert's Nullstellensatz is at least as hard as counting all possible stable sets inside a graph, which is known to be #P -complete, even for graphs of low vertex-degree [13] .
The Nullstellensatz and 3-colourability
In this subsection, we investigate the degree growth of Nullstellensatz certificates for the non-3-colourability of graphs, using the polynomial encoding previously introduced in Lemma 2.1.
Minimum-degree Nullstellensatz certificates.
Curiously, every non-3-colourable graph that we have investigated thus far has a minimum-degree Nullstellensatz certificate of degree four. We begin by proving that four is indeed a lower bound on the degree of non-3-colourability certificates.
Theorem 2.12. Every Nullstellensatz certificate for non-3-colourability has degree at least four.
Proof. Our proof is by contradiction. Suppose there exists a Nullstellensatz certificate of degree three or less. Such a certificate has the following form:
where P {i} and P {ij} represent general polynomials of degree less than or equal to three. To be precise, Because we work with undirected graphs, note that a {ij}s = a {ji}s , and this fact applies to all coefficients a to f. Note also that when {i, j} is not an edge of the graph, P ij = 0 and thus a {ij}s = 0. Again, this fact holds for all coefficients a to f.
When P {i} multiplies (x 3 i − 1), this generates cross-terms of the form P {i} x 3 i and −P {i} . In particular, this generates monomials of degree six or less. Notice that P {ij} (x 2 i + x i x j + x 2 j ) does not generate monomials of degree six, only monomials of degree five or less. We begin the process of deriving a contradiction from (2.12) by considering all monomials of the form x As we continue toward our contradiction, we now consider monomials of degree three in the expanded Nullstellensatz certificate. In particular, we consider the coefficient for x 
Summing these equations, we see
(2.14)
Because the degree-three-or-less Nullstellensatz certificate (2.12) is identically one, the constant terms must sum to one. Therefore, we know n i=1 f {i} = −1. Furthermore, recall that e {st}s = 0 if the undirected edge {s, t} does not exist in the graph. Therefore, applying (2.13) to (2.14), we have the following equation:
To give a preview of our overall proof strategy, the equations to come will ultimately show that the right-hand side of (2.15) also equals zero, which is a contradiction. Now we will consider the monomial x 2 s x t (with s = t). We recall that b {i}st = 0 for all b {i} (where b {i}st is the coefficient for x 2 s x t in the ith vertex polynomial). Therefore, we do not need to consider b {i}st in the equation for the coefficient of monomial x 2 s x t . In other words, we only need to consider the edge polynomials, which can generate this monomial in two ways: (1) It is important to note that when we try to construct certificates of degree four or greater, the equations for the degree-six monomials become considerably more complicated. In this case, the edge polynomials do contribute monomials of degree six, which causes the above argument to break. Proof. It is easy to see that K 4 is a subgraph of K 5 , which is a subgraph of K 6 , and so on. If H is a subgraph of G, and H has a minimum-degree non-3-colourability Nullstellensatz certificate of degree k, then G also has a minimum-degree non-3-colourability Nullstellensatz certificate of degree k. Thus, because K 4 has a degree-four Nullstellensatz certificate ((2.1)), K n with n 4 also has a degree-four certificate.
Cliques
The odd-wheels consist of an odd-cycle rim, with a centre vertex connected to all other vertices. The (2k + 1)-odd-wheel refers to a rim of length 2k + 1, which implies that the actual graph contains 2k + 2 vertices, and 4k + 2 edges. It is easy to see that the odd-wheels are non-3-colourable. It is natural to ask about the degree of a minimum-degree Nullstellensatz certificate for non-3-colourability.
Theorem 2.14. The (2k + 1)-odd-wheel has a minimum-degree Nullstellensatz certificate for non-3-colourability of degree four.
Proof. Our proof is by induction on k. We will show that for every k, we can construct a certificate of degree four with very particular properties. By Theorem 2.12, any certificate of degree four is minimal. Our base case is k = 1. The 3-odd-wheel is isomorphic to K 4 (the 4-complete graph), and a certificate of degree four was previously displayed in (2.1). Based on that equation, we denote the non-3-colourability certificate for the 3-odd-wheel as follows: For our induction hypothesis, we assume that there exists a degree-four certificate for the (2k + 1)-odd-wheel of the following specific form:
where γ 1 , γ {ij} denote polynomials of degree four in R[x 0 , x 1 , . . . , x 2k+1 ]. Note in particular that the coefficient for the edge {1, 2k + 1} in the (2k + 1)-odd-wheel certificate is exactly the same as the coefficient for the {1, 3} edge in the 3-odd-wheel certificate: both are equal to α. Now, we will show that there exists a degree-four certificate for the 2(k + 1) + 1 -odd-wheel such that the coefficient for the {1, 2(k + 1) + 1} edge is still α. In Figure 2 , we can see that the topological difference between the (2k + 1)-odd-wheel and the (2(k + 1) + 1)-odd-wheel is that the edge {1, 2k + 1} is lost, and the 2(k + 1), 2(k + 1) + 1 vertices are gained, along with associated edges
Suppose there exists an algebraic relation or syzygy of the specific form
+ β {0,2(k+1)} e {0,2k+1} + β {0,2(k+1)+1} e {0,2(k+1)+1} , (2.23) where
and deg(β {ij} ) = 4. Note that the coefficients for e {1,2k+1} and e {1,2(k+1)+1} are the same: both are equal to α. Therefore, in order to construct a degree-four certificate for the 2(k + 1) + 1 -odd-wheel, we can simply substitute (2.23) for the αe {1,2k+1} term in (2.22). Thus, demonstrating the existence of a syzygy such as (2.23) will conclude our proof.
Finally, the reader may easily observe that Theorem 1.1(ii) follows directly from Theorem 2.13, Theorem 2.14, and the fact that when H is a subgraph of G, and H has a minimum-degree non-3-colourability Nullstellensatz certificate of degree k, then G also has a minimum-degree non-3-colourability Nullstellensatz certificate of degree k.
Computer generation of Nullstellensatz certificates for non-3-colourable graphs...
To deal with various non-3-colourable graphs, we implemented an exact-arithmetic linear system solver for the purpose of finding explicit Nullstellensatz certificates (we had previously observed that the systems of linear equations were numerically unstable in floating-point arithmetic). With our implementation we ran several experiments. The systems of linear equations are also quite large in practice, as the bound on the degree of the polynomial coefficients grows. Thus we need ways to reduce the number of unknowns.
We will not discuss ad hoc methods we used to deal with the particular polynomial system at hand (see [29] ), but let us at least observe one useful trick for reducing the size of our systems of linear equations. Instead of allowing all monomials of degree d to appear in the construction of the linear system of equations, we can randomly set unknowns in the linear system of equations to be equal to zero, e.g., set each variable to 0 with probability p, independently, to get a smaller system. This heuristic worked quite well. In Figure 3 we see the results of a probabilistic search for Nullstellensatz certificates. On the x-axis is the probability p of keeping an unknown in the linear system. Thus, if p = 0.1, 90% of the time we set the unknown to 0, and only 10% of the time, we keep it in the system. For the cliques and odd-wheels, we know that there is always a certificate of degree four. For every probability 0.1, 0.2, . . . , 1 we performed 100 searches for a degreefour certificate. For the cliques and odd-wheels at p = 0.1 and p = 0.2, we almost never found certificates. But for p = 0.4, we found certificates 95% of the time. In practice, we can reduce the number of variables in the linear system by 60%, and still find a Nullstellensatz certificate 90% of the time. We now report the results of our computational experiments. With the aid of a computer, we searched hundreds of non-3-colourable graphs, hoping to find explicit examples with growth in the certificate degree. Every graph we have investigated so far has a Nullstellensatz certificate of degree four. In contrast to the stable set case, most graphs appear to have low-degree Nullstellensatz proofs of non-3-colourability. For example, in Figure 4 , we describe the Jin and Grötzch graphs, and in Figure 5 , we describe the 'flower' family. Kneser graphs are described in most graph theory books. In Table 1 we present a sampling of the many graphs we tried during our computational experiments. Note that we often used our probabilistic linear algebra algorithm, selecting p = 0.4 as a likely threshold for feasibility.
A uniquely 3-colourable graph is a graph that can be coloured with three colours in only one way, up to permutation of the colour labels. Figure 4 displays a uniquely 3-colourable trianglefree graph [8] . Because the graph is uniquely 3-colourable, the addition of a single edge between two similarly coloured vertices will result in a new non-3-colourable graph. these experiments. Finally, we investigated all non-3-colourable graphs on six vertices or less: every one has a Nullstellensatz certificate of degree four.
Encodings and an applications to graph theory
Finally, we establish encodings for the combinatorial problems stated in Theorem 1.2. At the end of this section we introduce the notion of dual colouring and simultaneous chromatic numbers of graphs.
A comment about our purpose is in order. One can easily find a 0/1 polynomial encoding for SAT, and thus construct polynomial encodings for all NP-complete problems via polynomial reductions to SAT. However, this approach is not computationally practical for us because of the blow-up in the size of the underlying linear algebra systems. We previously saw that the stableset encoding using constraints of the form x i (x i − 1) led to dense certificate with linear growth in degree, but other type of constraints (e.g., root of unity constraints as in graph-3-colourability) may behave better in practice with respect to the Nullstellensatz. Because we care about computation, we care about finding encodings that better capture the combinatorial structure with respect to the Nullstellensatz (this is very evident, for example, in planarity questions).
Proof of Theorem 1.1 Proof of Theorem 1.2(i).
Suppose that a cycle C of length L exists in the graph G. We set y i = 1 or 0 depending on whether node i is on C or not. Next, starting the numbering at any node of C, we set x i = j if node i is the jth node of C. It is easy to check that (1.1) and (1.2) are satisfied.
To verify (1.3), note that because C has length L, if vertex i is the jth node of the cycle, then one of its neighbours, say k, must be the 'follower', namely the (j + 1)th element of the cycle. If j < L, then the factor (x i − x k − 1) = 0 appears in the product equation associated with the ith vertex, and the product is zero. If j = L, then the factor (x i − x k − (L − 1)) = 0 appears, and the product is again 0. Because this is true for all vertices that are turned 'on', and for all vertices that are 'off', we have (1.3) automatically equal to zero, all of the equations of the polynomials vanish.
Conversely, from a solution of the system above, we see that L variables y i are not zero; call this set C. We claim that the nodes i ∈ C must form a cycle. Because y i = 0, the polynomial of (1.3) must vanish; thus, for some j ∈ C,
Note that (1.3) reduces to this form when y i = 1. Therefore, either vertex i is adjacent to a vertex j (with y j = 1) such that x j equals the next integer value (x i + 1 = x j ), or x i − L = x j − 1 (again, with y j = 1). In the second case, because x i and x j are integers between 1 and L, this forces x i = L and x j = 1. By the pigeonhole principle, this implies that all integer values from 1 to L must be assigned to some node in C starting at vertex 1 and ending at L (which is adjacent to the node receiving 1).
We have the following corollary. 
The number of Hamiltonian cycles in the graph equals the number of solutions of the system divided by 2n.
Proof. Clearly, when L = n we can just fix all y i to 1, and thus many of the equations simplify or become obsolete. We only have to check the last statement on the number of Hamiltonian cycles. For that, we remark that no solution appears with multiplicity because the ideal is radical. That the ideal is radical is implied by the fact that every variable appears as the only variable in a unique square-free polynomial (see p. 246 of [21] ). Finally, note that for every cycle there are n ways to choose the initial node to be labelled as 1, and then two possible directions to continue the labelling.
Note that similar results can be established for the directed graph version; thus one can consider paths or cycles with orientation. Also note that we can use the polynomials systems above to investigate the distribution of cycle lengths in a graph (and similarly for path lengths and cut sizes). This topic has several outstanding questions. For example, a still-unresolved question of Erdős and Gyárfás [38] asks: If G is a graph with minimum degree three, is it true that G always has a cycle having length that is a power of two? Define the cycle-length polynomial as the square-free univariate polynomial whose roots are the possible cycle lengths of a graph (the same can be done for cuts). Considering L as a variable, the reduced lexicographic Gröbner basis (with L the last variable) computation provides us with a unique univariate polynomial on L that is divisible by the cycle-length polynomial of G.
Now we proceed to the proof of part (ii) of Theorem 1.2. For this we recall Schnyder's characterization of planarity in terms of the dimension of a poset [36] . For an n-element poset P , a linear extension is an order-preserving bijection σ : P → {1, 2, . . . , n}. The poset dimension of P is the smallest integer t for which there exists a family of t linear extensions σ 1 , . . . , σ t of P such that x < y in P if and only if σ i (x) < σ i (y) for all σ i . The incidence poset P (G) of a graph G with node set V and edge set E is the partially ordered set of height two on the union of nodes and edges, where we say x < y if x is a node and y is an edge, and y is incident to x.
Lemma 3.2 (Schnyder's theorem [36]). A graph G is planar if and only if the poset dimension of P (G) is no more than three.
Thus our first step is to encode the linear extensions and the poset dimension of a poset P in terms of polynomial equations. The idea is similar to our characterization of cycles via permutations. For k = 1, . . . , p, and every ordered pair of comparable elements e i > e j in P , Figure 6 . Via Schnyder's theorem, the square is planar because P (square) has dimension at most three.
For every ordered pair of incomparable elements of P (i.e., e i > e j and e j > e i ),
3)
For k = 1, . . . , p, and for every pair {i, j} ∈ {1, . . . , |E|},
Proof. With (3.1) and (3.2), we assign distinct numbers 1 to |E| to the poset elements, such that the properties of a linear extension are satisfied. Equations (3.1) and (3.2) are repeated p times, so p linear extensions are created. If the intersection of these extensions is indeed equal to the original poset P , then for every incomparable pair of elements in P at least one of the p linear extensions must detect the incomparability. But this is indeed the case for (3.3), which says that for the lth linear extension the values assigned to the incomparable pair e i , e j do not satisfy
Proof of Theorem 1.2(ii).
We simply apply the above lemma to the particular pairs of order relations of the incidence poset of the graph. Note that in the formulation we added variables z {ij} that have the effect of turning on or off an edge of the input graph.
Example 3 (posets and planar graphs). In Figure 6 we give a demonstration of how Schnyder's theorem can be used to show planarity of graphs.
Proof of Theorem 1.2(iii).
Using Lemma 2.1, we can finish the proof of part (iii). For a kcolourable subgraph H of size R, we set y ij = 1 if edge {i, j} ∈ E(H) or y ij = 0 otherwise. By Lemma 2.1, the resulting subsystem of equations has a solution. Conversely, from a solution, the subgraph H in question is read off from those y ij = 0. Solvability implies that H is k-colourable.
Before we prove Theorem 1.2(iv), we recall that the edge-chromatic number of a graph is the minimum number of colours necessary to colour every edge of a graph such that no two edges of the same colour are incident on the same vertex.
Proof of Theorem 1.2(iv).
If the system of equations has a solution, then (1.8) ensures that all variables x ij are assigned Δ roots of unity. Equation (1.9) ensures that no node is incident on two edges of the same colour. Because the graph contains a vertex of degree Δ, the graph cannot have an edge-chromatic number less than Δ, and because the graph is edge-Δ-colourable, this implies that the graph has edge-chromatic number exactly Δ. Conversely, if the graph has an edge-Δ-colouring, simply map the colouring to the Δ roots of unity and all equations are satisfied. Because Vizing's classic result shows that any graph with maximum vertex degree Δ can be edge-coloured with at most Δ + 1 colours, if there is no solution, then the graph must have an edge-chromatic number of Δ + 1.
Normal forms and dual colourings
In [2] Alon and Tarsi show another polynomial encoding of k-colourability. Here we consider one curious consequence of the polynomial method for graph colourings when we use an algebraic encoding similar to that of [2] . By taking a closer look at the normal form of the polynomials involved, we can derive a notion of dual colouring, which has the nice property that a graph is dually d-colourable if and only if it is d-colourable. This gives rise to an appealing new graph invariant: the simultaneous chromatic number σ(G), defined to be the smallest d such that G has a d-labelling that is simultaneously a colouring and a dual colouring.
Fix a graph G = (V , E) with V := {1, . . . , n} and E ⊆ It is easy to see that the set {x Note that in this example, and seemingly often, there are many more dual colourings than colourings; this suggests a randomized heuristic to find a dual d-colouring for verifying d-colourability.
A particularly appealing notion that arises is the following: call a vertex labelling s : V −→ D a simultaneous d-colouring of a graph G if it is simultaneously a d-colouring and a dual d-colouring of G. The simultaneous chromatic number σ(G) is then the minimum d such that G has a simultaneous d-colouring. This is a strong notion that may prove useful for inductive arguments, perhaps in the study of the 4-colour problem of planar graphs, and which provides an upper bound on the usual chromatic number χ(G). First note that, like the usual chromatic number, it can be bounded in terms of the maximum degree Δ(G) as follows. There are many new combinatorial and computational problems related to this new graph invariant, which behaves quite differently from the usual chromatic number. For instance, the direct analogue of Brooks' theorem (every connected graph with maximum degree Δ that is neither complete nor an odd cycle is Δ-colourable) fails. It is not hard to verify that the simultaneous chromatic number of the cycle C n is 2 if and only if n is a multiple of 4; thus, the hexagon satisfies σ(C 6 ) = 3 > Δ(C 6 ). Which are the simultaneous chromatic Brooks graphs, i.e., those with σ(G) = Δ(G)? What is the complexity of deciding if a graph is simultaneously d-colourable? Which graphs are simultaneously d-colourable for small d? For d = 2, the complete answer was given by L. Lovász [28] during a discussion at the Oberwolfach Mathematical Institute, as follows. 
