§1. Introduction
Cellular automata are dynamical systems which have a completely discrete nature. They consist of a lattice of sites, and each site takes one of a finite set of possible values. The site values are updated synchronously according to a rule identical for all sites, in discrete time steps. The rule specifies the new value of a particular site in terms of its old value, and the values of the sites in some neighbourhood around it. Despite the simplicity of their construction, these systems are found to exhibit a variety of complicated patterns. 1), 2) Therefore, cellular automata can provide a simple model for the complex behaviour which appears in a very wide variety of physical, chemical, biological and other natural systems. 3) However, natural systems also have many types of behaviour which cannot be modelled by simple CA. This is due to the restriction that the local rule is fixed in time in simple CA. For example, it is widely known that the state of a neuron whether it is firing or not is determined by the previous states of other neurons whose axons are connected to it. 4) (Here, we are assuming that both the neuron state and time are discrete variables.) In this situation, in general, the local rule must change. This is because the synaptic strength may change (the so-called plasticity of synapses) or because states of other elements must also be taken into account. If the states of all the elements which could be relevant in this situation were completely known, the local rule would become constant. However, in this case such a rule would no longer be local, and furthermore the difficulty of whether we could possibly specify all such states would arise. It is more effective in this situation to choose fewer elements and construct a local rule which only depends on the states of these elements, and then to specify a global rule for changing the local rule.
Aizawa and Nagai proposed a framework for simple models of such rule changing systems. They call this framework 'rule dynamics'. 5) Rule dynamics refers to models whose local CA rules change. In §2, we explain the formalism of the original rule dynamics in detail, and we also explain our extended formalism. In the case of 'autonomous rule dynamics', rule changes are coupled to the temporal variation of the density, and it is shown that global statistical aspects of the dynamical attractor can be determined uniquely, independent of the initial conditions in §3. We analyze 'the density synchronization' which is typically found to appear in 'forced rule dynamics'. The number of legal rules (N R ) is 2 5 in CA with nearest neighbour interactions, while the number of possible spin states (N S ) of the CA is 2 N , where N stands for the number of sites on the one-dimensional lattice. In our simulations, N is taken to be very large (10 3 ≤ N ≤ 10 4 ), with periodic boundary conditions (S 1 = S N + 1). Therefore, N S is much larger than N R in general, but the temporal variations of the density S * (= 1 N S i ) are quite independent of the initial conditions of the spin variables S t=0 i (i = 1, · · · , N). Moreover, it is interesting that the temporal variation of the rule precisely determines the characteristic behaviour of the density, even though the actual spatial patterns of the spin variables may be different. We study some density synchronization phenomena in §4. To understand this phenomena, we analyze the relationship between the density and the periodic rule data. The results of this analysis are given in §5. On the basis of these results, we discuss rule dynamics as a model for biological systems in §6. We also briefly discuss some applications of rule dynamics to computer science. §2.
Formalism of rule dynamics
With the aim of better understanding the global qualitative features of CA, Aizawa and Nishikawa proposed a CA rule classification scheme. 6) They noted that any 'legal' rules for one-dimensional elementary CA can be described in terms of the following five independent functions. Here, the legality of a CA rule implies satisfaction of rule symmetry and the quiescent condition, that is (S i−1 , S i , S i+1 ) = (000)→(·, 0, ·) in the case of one-dimensional elementary CA. Here one-dimensional elementary CA refers to a one-dimensional system with only nearest neighbour interactions in which each site state variable S i takes the value 0 or 1:
(all mod 2) (2 . 1) 
Here j = 0 or 1, and denotes summation modulo 2. All legal rules can be described by linear combinations of the functions f 1 , f 2 , f 3 , f 4 and f 5 . Moreover each function f i is also a legal one, with f i = rule150, f 2 = rule232, f 3 = rule128, f 4 = rule36 and f 5 = rule32, in the Wolfram classification scheme. 1) In this paper, we number the rules according to the -number which is denoted n and is defined by n = 5 k=1 2 k−1 k . These are shown in Table I . We will use this -number as a rule number in the following sections.
Original rule dynamics
Aizawa and Nagai proposed rule dynamics based on the minimal decomposition of the CA rules mentioned above. They also proposed several ways to actualize rule-changing systems. 5) Here we introduce the simplest case. In this case the states of all the sites are synchronously updated according to a local rule which is the same for all sites, and which is determined by the density of the system given by
In this paper we call this 'autonomous rule dynamics (ARD)'. For the nearest neighbour interaction case, the time evolution of the ARD is described by
where θ(x) is the step function: θ(x) = 1 for x > 0 and θ(x) = 0 for x ≤ 0. Also, η k = ±1 for each k and the C k are thresholds which control the contribution of the f k rules.
Extension of formalism
The original rule dynamics we mention above is described by the set of legal rules for one-dimensional elementary CA. There are 32 such rules. Here, we attempt to generalize ARD to 'totalistic' rules with long-range interactions and high dimension. The totality of a CA rule implies satisfaction of rule totality (F (S 1 , S 2 , S 3 ) = F (S 1 + S 2 + S 3 )) and the quiescent condition. Here we demonstrate the basic idea for the extension using a one-dimensional system that has both nearest and second nearest neighbour interactions.
The base functions denoted by
given by the sum of all the possible size k products of the states in neighbourhood:
(all mod 2)
, the above base functions can be written as Fig. 1 , where hatching of a region means that a particular k has become k = 1, and therefore that the corresponding f k contributes. ) is the series for a random initial configuration where the initial probability P of a site to be in state 1 is given by P = 0.5. Shown in (c) and (d) is the series for a random initial configuration, where the initial probability of a site to be in state 1 is P = 0.8.
as the ARD described in Fig Table II , which shows that these probabilities are independent of the initial conditions. Density variations with period between 10 and 20 dominate in Figs in this ARD. In fact, for many ARD, rules and density statistical characteristics are independent of the initial conditions. That is, for a given ARD, although the state attractors themselves may depend on the initial conditions, the rule and density statistical characteristics of these attractors are the same, independent of the initial conditions. This suggests that the rule corresponding to each density range probabilistically specifies the subsequent density change. §4. Forced rule dynamics with stochastic forcing Forced rule dynamics (FRD) is a rule dynamics in which the rule applied at time t is fixed in advance, but may change in time according to a predetermined scheme; i.e. there is no coupling to the density. In this section, we study FRD with stochastic forcing rules. In Figs. 3 and 4 , we have seen that rule and density statistical behaviour is independent of the initial conditions for many ARD. This suggests that the density time series may become almost completely independent of the initial conditions (not just statistically independent) if the rule utilized at time t is fixed. We refer to this situation of density initial condition independence in this paper as 'density synchronization'. Although this is not strictly synchronization, we borrow the term from the ARD case. If two CA systems were simultaneously forced by the same rule set, their density time series would synchronize. (Note that here we do not imply rule-density synchronization, which may indeed occur in ARD.) Figure  5 displays this density synchronization for an FRD with N = 1000. The stochastic type rule set we use for this FRD is that generated by the ARD of Fig. 2(a) , that is, − → η = (−1, −1, +1, +1, +1) and − → C = (0.8, 0.6, 0.4, 0.5, 0.3), for a random initial configuration with initial site value 1 (that is 'firing' probability P = 0.5). The two time series shown have different initial states, but the same rule time series. Although Fig. 5 shows the density synchronization until time step t = 2000, this state continues throughout the following time steps. When the system size N is increased, the density synchronization can be seen more clearly. If we take the time average of the difference of the two data sets, given by (
, we can see that the density synchronization is dependent on system size as shown in Fig. 6 . This shows that the density synchronization has a 1/ √ N dependence on system size. If the system size becomes larger, the density synchronization improves. Moreover, this implies that the density time series must be unique in the limit N →∞, which means that a given rule set FRD corresponds to only one density variation. This implies that it is possible to completely code a certain density variation with a rule set. 
2 ) 2 , and the solid line corresponds to 1.9/ √ N .
However, there are also some rule sets that do not code the density variation time series; that is, the density time series is dependent on the initial conditions. Figure 7 displays the time series of the density for such a case. The rule data is generated by the ARD of Fig. 4(a) , − → η = (−1, −1, −1, +1, +1) and − → C = (0.2, 0.4, 0.5, 0.4, 0.6), for a random initial configuration with site firing probability P = 0.5. Although density synchronization of the two time series with different initial conditions occurs for some of the time, density desynchronization also irregularly appears. Therefore there are two FRD rule set types, the first rule set type can code the density variation and the second rule set type cannot. We could classify the rule set type by calculating the density synchronization system size dependence, as in Fig. 6 .
The difference between the rule set of Fig. 5 and that of Fig. 7 is apparent if we focus on the class of rules used in each rule set. The rule set of Fig. 5 almost consists of class 3 rules (rule3 and rule29), while that of Fig. 7 consists of only class 1 and class 2 rules. This suggests that the class of rules used in a given rule set have a important relation to occurrence of the density synchronization. In order to appraise the above conjectures we need first to investigate the relationship between the density variations and the proportion of the different rule classes composing the rule set. Secondly, we should also investigate the relationship between the density variation and the temporal ordering of individual constituent rule classes. We will analyze the density variation for simple rule sets that consist of only two rules in the next section. §5. Forced rule dynamics with periodic forcing
In this section, we investigate the density variation for only the totalistic rules of one-dimensional elementary CA. The totalistic rules of one-dimensional elementary CA have been classified into three classes by Wolfram. This classification is shown in Table III . We choose two rules from this set, and we call one rule A and the other rule B. We then construct the rule set ABAB· · ·, which we characterize by T = 1. Next, we make rule sets AABBAABB· · ·(T = 2), AAABBBAAABBB· · ·(T = 3), · · ·(4 ≤ T ≤ 10). We investigated the density time series for such rule sets. However, we can eliminate some trivial cases. If either A or B is class 1, the density tends to 0 or 1. If both A and B are class 2, the density becomes strongly dependent on the initial configuration. Now we give results for the remaining three possible cases in which both A and B are class 3 and for the six possible cases in which A is class 3 and B is class 2. Figure 8 shows the density time series for the case where A is rule1 and B is rule5 with T = 4. Figure 9 shows the density time series for the case where A is rule3 and B is rule5, again with T = 4. In the cases where both rule A and rule B are class 3 density synchronization occurs for all T . Further, the dominant frequencies of the density variations are determined by the rule set periodicity. Peaks We can understand this from the properties of the individual rules. From CA studies, it is known that rule1 densities go to 0.5 after a transient of a few iterations and then fluctuate around that value, rule3 also goes to 0.5, and rule5 to 0.35. These values are independent of the initial configuration, but the amplitude of the fluctuations varies with the system size N (as 1/ √ N ). This property can qualitatively explain the density synchronization. That is, starting from any initial configuration the density will come to fluctuate around 0.5 after a few iterations if it is subjected to rule1 or rule3. However, the density will transit to around 0.35 after a few iterations when it is subjected to rule5. Therefore the dominant frequency of the resulting variation will be 1/2T , or integer multiples of 1/2T due to the rule set periodicity. However, the above qualitative mechanism cannot explain the exact form of the density variation. There are also special responses that occur at the steps where the rule changes. Rule1 and rule3 have the same average density (0.5), and then for the case where A is rule1 and B is rule3, we can expect that this special response will appear clearly. Figure 10 describes the case where A is rule1 and B is rule3 with T = 4, and Fig. 11 with T = 5. These responses are specified by the two rules together and T . In order to explain the particular characteristics, we need to analyze the actual site value pattern. Figure 12 shows the site value pattern for the case T = 5. The number of (000) and (111) states decrease when subjected to rule1 (A) with T = 5. Except when applied to the (000) and (111) states, rule3 (B) generates 1. Consequently, many large 1-clusters (consisting of sites with value 1) are born at the rule changing (rule1 → rule3). These clusters subsequently become 0-clusters (consisting of sites with value 0) in the next iteration, and then the size of these 0-clusters decreases by two in the subsequent iterations.
The case in which both rule A and rule B are class 3
Although a random initial configuration was chosen, on application of rule A, a few iterations later the configuration becomes a characteristic rule A configuration. Subsequent application of rule B generates a response particular to the configuration characteristic of rule A after T applications. This explains the reason why it is difficult to understand rule dynamics by simply considering the proportions of the constituent rules individually.
The case in which rule A is class 3 and rule B is class 2
In the case that A is class 3 and B is class 2, four of the six possible cases produce similar behaviour. That is, if T is even, density synchronization occurs, and if T is odd, a zero-density state or a partial zero-density state occurs, with, however, some exceptions. For example, for the case in which A is rule5 and B is rule2, if T is even, density synchronization occurs, while if T is odd, the density goes to 0 (zero-density state). Figure 13 shows the site value pattern for the case (T = 6). Under application of rule2, 1-clusters which consist of two or more sites are produced and are stable. Although a random initial configuration is chosen, a few iterations later the system goes to such a cluster configuration. These clusters are then destroyed by rule5, and triangular patterns are generated. It is easily seen that if T is odd, such clusters cannot be made by rule2, and therefore the density tends to 0. This is because single independent sites with value 1 become 0 under rule2. This means that if T is odd, the single value 1 sites produced by rule5 at odd steps are destroyed, and the density goes to zero. It can also be seen that if T is even, clusters are created and persist under rule2.
There is an exception, the case T = 5. The above mechanism suggests that the density should become 0 for this case. However, for some initial configurations this is not the case. For T = 5 independent site value 1 clusters of size four remain, because this kind of cluster reappears periodically. When such a cluster, previously stable under rule2, is subjected to rule5 for 5 iterations, it reappears when rule2 is reapplied. However, if the distance between two such clusters is less than eleven sites, then the two clusters are not independent and we have to consider collision processes. If the distance is less than seven sites or equal to ten sites, the structure will be destroyed by rule2, and the density will go to 0. Therefore because of this periodic structure, whether the final density is zero or not depends on the initial conditions.
In the two cases (A is class 3 and B is class 2) that remain, the zero-density state does not occur. Figure 14 displays the density time series in the case that rule A is rule1 and B is rule2 with T = 4. Here the density fluctuates around 0.5 during the class 3 time range, while it changes very little in the class 2 range. We expect that, for these two cases, the fluctuations around 0.5 will disappear when the system size N goes to infinity. This is different from the case in which both rules are class 3. In this case the density variations do not disappear in the infinite system. shown only refer to the average difference of the P = 0.8 and P = 0.5 cases, the 1/ √ N dependence appears in all possible differences. Each of the density variances given by (
Consequences
has the system size dependence, C + k/N , where m is the average density (
1 ) and C and k are constants (for example in Fig. 8 ). That is, density variations are divided into two components. One component does not have a system size dependence (oscillation-type). For this component, variations are characterized by the rules and the forcing period. The other component has a standard deviation with system size dependence given by 1/ √ N (fluctuation-type). This suggests that the density variation for different random initial configurations tends to a unique density oscillation when N → ∞. We can define the density-synchronized state as the state having this property. That is, in all density-synchronized cases the density variation can be perfectly characterized by the rules A, B and T for N →∞. For finite system sizes, fluctuations with standard deviation depending on 1/ √ N are then added to the oscillation characterizing the synchronization. Such fluctuations are mostly generated by class 3 rules, because class 2 rules change the density very little for example in Fig. 14 . We show the possible density synchronization states in Fig. 16 . Here, it is important to point out that in the non-density-synchronized cases, although the temporal variations of the density are similar for the different initial states, the average density levels are different for the different initial states. In the density-synchronized states, however, the average density levels are all the same. Moreover, periodic attractors of configuration in the non-density-synchronized state have short periods which are of the order of the rule set periodicity, while periodic attractors in the density-synchronized state have very long periods, even though the dominant period of the density variation is 2T (for example Figs. 8 -11) . Figure 17 displays the density time series in non-density-synchronized states. There are many periodic attractors which have different average density in this case. 
The basin volume of each periodic attractor for the non-density-synchronized states is so small that the attractors change irregularly as we change the system size, because, of course, when we change the system size we must change the initial conditions. Consequently, if both rules are class 3, the density synchronization occurs in all cases. However, if one rule (A or B) is class 2, zero-density states can exist, and attractors which have different average density can also appear (partial zerodensity state and non-density-synchronized state). We have investigated the density variation for simple periodic forcing rules which consist of only the totalistic rules of one-dimensional elementary CA in this section. To complete the analysis we should investigate the density variation for more complicated forcing rules which consist of the legal rules of one-dimensional elementary CA. However, the result concerning density synchronization in this section can be generalized not only to the legal rules of one-dimensional elementary CA but also to more complicated CA rules, because the dynamical characteristics of class 3 rules contribute to the density synchronization whether the rule is legal or totalistic. Figure 18 shows the density variations for the rule set (stochastically forcing) which consist of all class 3 rules in the legal rules. There are 11 such rules. In the case that all rules are class 3 rules, it is shown that the density synchronization occurs whether rules are totalistic or legal, and it is also shown that this occurrence is independent of the temporal ordering of the rules. In §1 we discussed the necessity for models of rule changing systems. We gave a framework for such a model and an extension of rule dynamics in §2. Although we discussed only totalistic rules of one-dimensional CA with nearest and second nearest interactions, this extension method can be applied to other CA rules.
The rule-density synchronization was shown in autonomous rule dynamics in §3, and it was also shown that global statistical aspects of the dynamical attractor can be determined uniquely, independent of the initial conditions. We investigated the relationship between the density variation and the rule set in §5 as a first approach toward understanding density synchronization in §4. In the case where rule A is class 3 and rule B is also class 3, density synchronization occurs in all cases. That is, dynamical characteristics of class 3 rules, whose attractors have large basins and also have almost the same density variation, contribute to density synchronization. It is possible that some constituent rules of class 3 and class 2 rules have the above property, and also possible for class 2 and class 1 rules (for example rule6 (class 2) and rule7 (class 1) in Fig. 7) . In all density-synchronized cases the density variation can be perfectly characterized by the rules included and T for N →∞. When the system size N is finite, fluctuations with standard deviation proportional to 1/ √ N are added to the density oscillation in all density-synchronized cases.
It is interesting to investigate the behaviour of the density time series for class 4 rules. Such class 4 rules do not appear in one-dimensional elementary CA, that is in CA with nearest neighbouring interactions. Therefore to contrast class 3 and class 4 rules we must investigate CA with nearest and second nearest neighbouring interactions. Figure 19 displays the density time series for periodic class 3 and class 4 rule sets in a totalistic CA with nearest and second nearest neighbour interactions in the case T = 20. Many periodic attractors with periods 120 (P = 0.3) and 320 (P = 0.5, 0.8) appear in this case. Across the class 3 range, almost the same density variation for different initial conditions can be seen, while divergence of these densities can be seen across the class 4 range. Many periodic attractors which have this property were not seen in the previous section. We can conclude that class 3 rules contribute to density synchronization, whereas class 4 rules contribute to desynchronization in this case. This is because class 4 rules have very long transient times and exhibit complicated behaviour which is strongly dependent on the initial configuration. If we consider this system as a model of a nervous system, that is, rule sets could correspond to commands from a nerve center, and density variation, for example, to the state of a locomotive organ, we could consider commands that consist of class 3 rules as fixing the state of the organ completely, but class 4 rules would allow the organ to slip away from that state. This may then generate diversity in states of motion. An important problem is to determine whether information in the brain is transmitted by firing rate or spike timing. 7) Synchronization of oscillatory responses play an important role as global information in visual pattern recognition. 8), 9) We believe that rule dynamics may provide another approach to brain science in the form of 'rule coding'. This is because rule dynamics corresponds to the McClloch and Pitts model of the neuron. 10) It is commonly said that the discrete nature of CA offers a direct and powerful analogy between CA and digital computers: the initial configuration corresponds to the initial data for a computation, the program corresponds to the CA rules, and the results of the computation are then given by the configurations obtained. However, commands in a program are changed in time in computers. This implies that rule dynamics may be a better analogy to digital computers than CA. Autonomous rule dynamics is like a computer with a self-producing program. Self-computing machines like living systems may exist.
There are many data compression algorithms in computer science. Nara et al. proposed compression algorithms using CA. 11) Density synchronization suggests the possibility that if we could predict the characteristic density variation for a given rule set quantitatively then we could compress oscillation data to rule data. Furthermore, we may then be able to compress this rule data to autonomous rule dynamics system parameters. This means that local rules can be determined from the global behaviour of the system. This is an important problem in physical science concerning the relationship between local dynamics and global dynamics. where (n; n 1 , n 2 , · · · , n j ) = n! n 1 !···n j ! is the number of ways of putting n = n 1 + n 2 + · · · + n j different objects into j different boxes with n i in the i-th box, i = 1, 2, · · · , j. Therefore, we get equation 
