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Abstract
This article is a summary of the Master’s thesis I wrote under the supervision of Prof. Ion Stamatescu and Prof.
James Weatherall as a result of more than a year of research. The original work contained a bit more than 140
pages, while in the present summary all less relevant topics were shifted to the appendix such that the main part
does not exceed 46 pages to ease the reading. However, the appendix was kept in order to show which parts were
omitted.
In the article, a mathematical framework to relate and compare any classical field theories is constructed.
A classical field theory is here understood to be a theory that can be described by a (possibly non-linear) system
of partial differential equations and thus the notion includes but is not limited to classical (Newtonian) mechanics,
hydrodynamics, electrodynamics, the laws of thermodynamics, special and general relativity, classical Yang-Mills
theory and so on.
To construct the mathematical framework, a mathematical category (in the sense of category theory) in which a
versatile comparison becomes possible is sought and the geometric theory of partial differential equations is used to
define what can be understood by a correspondence between theories and by an intersection of two theories under
such a correspondence. This is used to define in a precise sense when it is meaningful to say that two theories
share structure and a procedure (based on formal integrability) is introduced that permits to decide whether such
structure does in fact exist or not if a correspondence is given.
It is described why this framework is useful both for conceptual and practical purposes and how to apply it. As
an example, the theory is applied to electrodynamics and, among other things, magneto-statics is shown to share
structure with a subtheory of hydrodynamics.
Contents
1 Introduction 2
2 Notation and Preliminaries 5
3 Correspondence and intersection 8
4 Formal Integrability 17
5 Shared Structure 28
6 Application to Electrodynamics 34
7 Conclusion and Outlook 46
A Appendix 47
1
ar
X
iv
:1
91
0.
08
61
4v
1 
 [m
ath
-p
h]
  1
4 O
ct 
20
19
1 Introduction
1.1 Motivation
It is important to understand relationships and similarities of different theories to abstract away from them and
identify their underlying fundament. A framework to relate theories can provide an overview of the central
features that differentiate theories from one another. In the long run, a more structured understanding could set
free innovation for the development of these theories.
The concept of an intersection developed in this article provides a way to transfer solutions between different
theories. This facilitates to identify the problems they have in common and to transfer methods that originated
in one theory to another.
1.2 Requirements for the framework
The requirement for the framework is that it should be capable of answering questions that are interesting for a
comparison. In particular, the following questions should obtain a mathematically precise meaning.
1. Are two (classical field) theories equivalent?
2. Can one theory be embedded into another one?
3. Do two theories share any subtheory?
4. When are two theories equivalent up to a symmetry?
As motivated above, it is required that solutions of the equations of one (sub)theory can be transformed into
solutions of the equations of the other (sub)theory. Otherwise, no methods can be transferred from one (sub)theory
to another which would render the comparison purely heuristical.
Furthermore, it is not necessary but useful to require the framework to have a clear category-theoretical description.
The reason is that Category Theory is a mathematical language that itself turned out to be suitable to compare
many mathematical structures. Diagrams can serve to define and analyse relationships without specification of
the nature of the objects (cf. e.g. [Geroch, 1996]). And Functors can serve to relate Categories with very different
mathematical content. As it is a very general theory that has been suggested as a fundament to most mathematical
theories (cf. e.g. [Lawvere, 1966] or [Leinster, 2014]), a categorical formulation can suggest generalisations to
account for further developments in the future.
1.3 Understanding of a classical field theory
To achieve those aims, one must first define what is to be understood under a classical field theory. By a
physicist, it is usually understood as a system of differential equations (PDEs) on some manifold (that possibly
describes spacetime), together with three things: An interpretation of what the system describes, a set of possible
initial/boundary conditions and validity bounds for the interpretation.
In this article however, only the PDEs themselves are compared without considering their interpretation because
of the aspiration to identify common causes. It is desired to understand which models behave mathematically
equivalent even if they can be associated with different things in reality because exactly this facilitates to obtain
a new intuition for the phenomena described by the equations. Likewise, it is always possible to impose boundary
conditions or an interpretation later to discriminate theories further. To take into account the validity bounds
that go along with an interpretation would require more work, both because those bounds are not always clearly
defined and because one might have to add inequalities that restrict the range of the variables.
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1.4 Necessary methods to fulfill the requirements
To summarise the above, the aim of this article is to compare field theories by comparing their PDEs in a well-
defined category. To compare PDEs, one needs to define what two systems of equations have in common, i.e.
one would like to define the notion of an intersection of two systems of equations. However, there is usually no
canonical way to do this. One can resolve this problem and obtain a description in a well-defined category by
geometrising the PDEs using Jet Bundles. By understanding PDEs as submanifolds of Jet Bundles, it becomes
possible to define a map between those submanifolds that can be interpreted as a correspondence under which two
theories become comparable. In particular, this correspondence facilitates to define the intersection of theories as
the intersection of two manifolds which is a well-defined notion under certain conditions. This intersection can
then be investigated with geometric and cohomological methods to find out if it can be understood as a subtheory
of the intersected theories. It will be shown that solutions of this intersection can be transferred to solutions of
both intersected theories which facilitates a transfer of methods.
Furthermore, as Jet Bundles are themselves manifolds, and differential operators become (smooth) maps of fibered
manifolds, all considerations take place in the category of (smooth) manifolds. Thus, one can concentrate on what
all these structures have in common on an abstract level that is solely defined by the relationships of the objects.
In the future, one could transfer the corresponding diagrams into other categories to obtain ideas on how to
generalize the definitions or theorems.
To have a definition for an intersection is however not yet enough. Only if the intersection of two theories has
solutions, it is physically interesting. To ensure this, the concept of formal integrability (developed by [Goldschmidt,
1967b] among others) is used in this article to define a meaningful notion of shared structure of two theories. This
notion will in turn facilitate to answer all three questions posed above. As an application, it is proven that
magneto-statics and fluid dynamics share structure in this sense.
1.5 General motivation for Jet Bundles
Jet Bundles are in general very beautiful structures because their construction unites several major mathematical
areas - analysis is involved via the PDEs, geometry is involved because the PDE is now a submanifold and algebra
is involved via the connecting disciplines of algebraic topology and algebraic geometry. This article also hopes to
revive some passion for using Jet Bundles in applications because, despite their quite successful history and the
depth of the understanding they provide, they still seem not to be frequently used in the analysis community.
Jet Bundles have originated with Cartan’s concept of prolongation and were defined by Ehresmann in 1953.
Their theory steadily evolved, giving rise to the theories of formal integrability (cf. [Goldschmidt, 1967b], [Bryant,
1991]) and involution (cf. [Seiler, 2009]), to the efficient study of symmetries (cf. [Olver, 1995], [Krasil’shchik
et al., 1999], [Reincke-Collon, 2012]) and the application of homological methods to PDEs (cf. [Krasil’shchik and
Verbovetsky, 1998]), to the invention of so-called diffieties which generalise algebraic varieties (cf. [Vinogradov,
1984]), the Vinogradov (C-spectral) sequence to calculate conservation laws more systematically and a whole new
calculus called secondary calculus (cf. [Vinogradov, 2001], [Vitagliano, 2010]). Their potential to make the tools
of algebra available to geometry and analysis and vice versa seems very valuable.
1.6 Previous attempts to compare theories
Finally, I briefly comment on previous attempts to compare field theories. In the physics community, comparisons
were usually restricted to analogies of two specific theories established by juxtaposition of the corresponding equa-
tions of motion. For instance, [Marmanis, 1998] introduced new effective quantities to rewrite the Navier-Stokes
equations in a form very similar to Maxwell’s equations. [Goulart and Falciano, 2008] established an analogy
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between general relativity and electrodynamics by showing that a certain linear combination of derivatives of the
Faraday tensor has an irreducible representation with 16 components, 10 of which can be associated with the ten
components of the Weyl tensor of general relativity. [Visser, 1997] explained the analogy of mathematical aspects
of the description of black holes and supersonic flows which resulted in research of so-called analogue experiments
(cf. [Steinhauer and de Nova, 2017]). All those analogies are however rather specific and a general framework for
comparisons is missing. Furthermore, the relation to a category-theoretical description is not discussed.
In the philosophy of science literature, Weatherall does use groupoids (categories in which all morphisms are
isomorphisms) to compare theories that differ in their formulation but describe the same physics (cf. [Weatherall,
2014], [Weatherall, 2015]). More specifically, the objects in those groupoids are the formal solutions of systems of
PDEs and the morphisms are symmetries of the underlying spacetime that preserve those solutions. To have a look
at a simple example, please see appendix A.8.1. Weatherall then defines an equivalence of two such theories as a
categorical equivalence between their corresponding groupoids that preserves the empirical content of the physical
theories. This idea was subsequently used by others to compare formulations of other theories, e.g. [Rosenstock et
al, 2015] compare the geometric and algebraic formulation of general relativity and [Barrett, 2017] compares the
Lagrangian and Hamiltonian formulation of classical mechanics.
The problem of this approach is however that categorical equivalence can only serve to render formulations that
differ up to invertible (symmetry) transformations equivalent but is not capable of providing a framework to com-
pare entirely different theories, to identify their intersection or subtheories. And it does not provide any means
for understanding which solutions can be transferred from one theory to another.
Apart from these mathematical comparisons, there is also literature that discusses the differences and transition
of physical theories heuristically. For instance, the ideas regarding the structure of scientific progress developed
by [Kuhn, 1996] are well-known. He describes progress in a recurring loop of eras with three stages which might
roughly be described as follows: Confusion about how to describe a process in nature, determination of a unifying
model and finally application of this model - until new ideas and experiments lead to another stage of confusion.
Another example of a heuristic discussion of the conceptual structure of physical theories is provided by [Sta-
matescu et al, 2013]. He takes into account the role of the symbols that we use for the description of physics
and emphasises as a guideline the so-called Hertzian principle (cf. [Hertz, 1894]).1 Stamatescu also discusses the
transition of theories (e.g. how classical mechanics emerges from quantum mechanics, cf. [Joos et al., 2003]) and
the development of their concepts.
The problem with the heuristic discussions is that they are not mathematically precise. An idea how to make
at least the discussion about the transition of theories precise within the geometric framework using homotopy
theory is suggested at the end in the outlook [7.2].
1.7 Summary of introduction
To summarize the introduction, the geometric theory of PDEs facilitates to compare systems of PDEs associated
with classical field theories within the category of smooth manifolds. This will be used to define an intersection
of theories under a correspondence. It can then be checked if this intersection is consistent with the methods of
Goldschmidt to show how much structure theories share.
1 According to the Hertzian principle, the concordance of reality and symbolic description must be such that any consequences of
an initial experimental setup due to the laws of nature must correspond to thought consequences of the symbols that describe the
initial setup due to the laws of the mathematical formalism.
4
2 Notation and Preliminaries
The aim of this section is to introduce subsequently necessary notions. A thorough introduction to Jet Bundles
and the geometric theory of differential equations is provided in appendix A.1.
The notation is close to the one in [Goldschmidt, 1967b].
1. M is a manifold with dimension m. A point of M is denoted by x.
2. pi : E →M is a fibered manifold over M with dimension d := m+ e, i.e. e is the dimension of the fiber.2
p denotes a point of E. Locally, p may be expressed in the local coordinates CE = (x
i, uj). The convention
is used that tuples like (xi, uj) stand for tuples like (x1, · · · , xm, u1, · · · , ue).
ξ : F →M is also a fibered manifold with local coordinates CF = (xi, wh) and dimension m+ f .
3. Let α = α1 · · ·αn be a multi-index. It is a tuple of n ∈ N0 numbers αi ∈{0, 1, · · · ,m = dim(M)} for which
one defines the length |α| = n. The tuple is commutative, i.e. α1α2 = α2α1. One can multiply multi-indices
as follows:
ασ := α1 · · ·αnσ1 · · ·σl ⇒ |ασ| = n+ l. (1)
If s : U ⊂ M → E is a section of our fibered manifold pi : E → M , and i ∈{0, · · · ,m} an index and
α = α1 · · ·αn a multi-index, then define
sji :=
∂sj
∂xi
, sjα :=
∂nsj
∂xα1 · · · ∂xαn ⇒ s
j
αi =
∂n+1sj
∂xα1 · · · ∂xαn∂xi . (2)
4. Jk(E) is the k-th jet bundle of E. Locally, a point θk ∈ Jk(E) may be expressed in the coordinates (xi, uj , ujσ)
where σ is a multi-index and 1 ≤ |σ| ≤ k.
pinm : J
n(E)→ Jm(E) denotes the projection for all 0 ≤ m ≤ n. J0(E) := E and pin : Jn(E)→M .
Counting local coordinates, one obtains
dim(Jk(E)) = m+ e
(
m+ k
k
)
, dim(Jk(E))− dim(Jk−1(E)) = e
(
m− 1 + k
k
)
(3)
dimJk(E)− dimJk−1(E) is the dimension of the fiber of pikk−1 : Jk(E)→ Jk−1(E).
5. Let sE : M → E and s := sF : M → F be sections. jl(s) denotes the l-th prolongation of s. If s(x) =
(xi, sh(x)) are the local coordinates of the section, then one can use the multi-index notation to give an
explicit formulation of the prolongation3
jl(s)(x) = (xi, sh(x), shα(x)), 1 ≤ |α| ≤ l (4)
For convenience, let 0 : M → F denote the zero-section. In local coordinates, we have
0(xi) := (xi, 0) (5)
2 A fibered manifold pi : E → M is a differentiable manifold E together with a differentiable surjective submersion pi called
projection.
A surjective submersion is a differentiable surjective map such that its pushforward pi∗ is also surjective at each point.
A fiber bundle is a fibered manifold with a local trivialization.
A vector bundle is a fiber bundle in which the fibers are vector spaces and whose transition maps are linear.
3 By Borel’s lemma, given any point θ ∈ Jk(E), one can always find a section sE such that jk(sE)(x) = θ. However, given a
submanifold O of Jk(E), it is not always possible to find a subsection s : pi(O)→ E whose prolongation lies in O.
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6. To prolong a submanifold J ⊂ Jk(E) to a submanifold in Jk+l(E), one needs the concept of repeated Jets:
If Jk(E) is locally described by the coordinates (xi, ujσ), then the coordinates of J
l(Jk(E)) are (xi, (ujσ)α)
where |σ| ≤ k and |α| ≤ l.4 The subset of repeated Jets in J l(Jk(E)) consists of the image of the embedding
ik,l : J
k+l(E)→ J l(Jm(E)), jk+l(s)(x) 7→ jl(jk(s))(x) (6)
In local coordinates, this embedding reads (xi, ujσα = s
j
σα(x)) 7→ (xi, (ujσ)α = sjσα(x)). One can show that it
is well defined (see [Saunders, 1989]).
Now one can prolong a submanifold J ⊂ Jk(E) to a submanifold in Jk+l(E) as follows. First take the
intersection im(jl(J)) ∩ ik,l(Jk+l(E)). In this intersection are only points of the form jl(jk(s))(x) and
therefore the projection p : im(jl(J)) ∩ ik,l(Jk+l(E,m)) → Jk+l(E,m), jl(jk(s))(x) 7→ jk+l(s)(x) is well-
defined. Thus define the l-th prolongation of J ⊂ Jk(E) (into Jk+l(E)) by
J (l) := p(im(jl(J)) ∩ ik,lJk+l(E,m)) (7)
An intersection must not necessarily be a smooth manifold and therefore, a prolongation does not always
exist in the category of smooth manifolds. In particular, the intersection might be empty.
7. Define the total differential operators Di, i ∈{1, · · · ,m = dim(M)} as vector fields on J∞(E) locally by
Di :=
∂
∂xi
+
e∑
j=1
∑
|σ|≥0
ujσi
∂
∂ujσ
(8)
Write D2i = Di ◦Di and if α = α1 · · ·αn is a multi-index, write Dα := Dα1 ◦ · · · ◦Dαn .
8. A differential operator ϕ : J ⊂ Jk(E) → F is a morphism of fibered manifolds. Its l-th prolongation is
defined by
pl(ϕ) : J (l) → J l(F ), jk+l(x) 7→ jl(ϕ(jk(s)(x))) (9)
In local coordinates, it is given by
pl(ϕ)(xi, ujσα) = (x
i, Dαϕ
h(xi, ujσ)), 0 ≤ |σ| ≤ k, 0 ≤ |α| ≤ l. (10)
Define the kernel of a differential operator by
kers(ϕ) :=
{
θ ∈ J | ϕ(θ) = s(pik(θ))} . (11)
Finally use the zero-section (5) to define ker(ϕ) := ker0(ϕ).
9. Let Rk be a fibered submanifold of Jk(E). Call it differential equation.
A (differential) solution of Rk is a local section sE : U → E over an open subset U ⊂ M such that
jk(sE)(x) ∈ Rk ∀x ∈ U . The l-th prolongation of Rk is defined by Rk+l := (Rk)(l).
By proposition 2.1 of [Goldschmidt, 1967b], kers(ϕ) is a differential equation if
s(M) ⊂ ϕ(J) and rank(ϕ) is locally constant. (12)
If Rk = kers(ϕ) is a differential equation, then it is also called (algebraic) solution surface cut out by ϕ. Its
prolongation is then given by
Rk+l = kerjl(s)(p
l(ϕ)) =
{
θ ∈ J (l) | Dαϕh(θ) = Dαsh(pik+l(θ)), 0 ≤ |α| ≤ l
}
. (13)
4 Note that this is not the same as ujσα because one “double-counts” those coordinates that arise from Jets of subsections whose
derivatives would usually commute.
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10. If Y is a manifold and f : Y → X is a smooth map and pi : N → X is a fiber bundle with fibers denoted by
Nx, x ∈ X, then f∗N denotes the pullback bundle over Y and it is defined as follows:
f∗N :=
{
Nf(y) | y ∈ Y
}
. (14)
To each point y ∈ Y , we attach the fiber Nf(y) that would usually be attached to the point x = f(y) ∈ X.
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3 Correspondence and intersection
This section develops the framework for the comparison of systems of differential equations. To this end, the most
important concepts will be those of a correspondence and an intersection described below.
3.1 Motivating example
Consider the equations of magneto-statics and of the viscous Navier-Stokes equation (in a dimensionless form):
1. Magneto-statics:
∇×B = j, ∇ ·B = 0. (15)
Here B = (B1, B2, B3)T denotes the magnetic field vector and j = (j1, j2, j3)T the charge current density.
2. Viscous, incompressible Navier-Stokes equations (without external forcing):(
∂
∂t
+ u · ∇
)
u = −∇
(
p
ρ
)
+ν∆u, ∇ · u = 0. (16)
Here u is the velocity vector, p is the pressure, ρ is the density and ν is the viscosity coefficient.
Now let us make the following additional assumptions that might occur in some physical settings:
1) The charge current density j can be written as the gradient of a function ψ, i.e. j = −∇ψ,
2) The velocity flow is static, i.e. 0 = du/dt = ∂u/∂t+ (u · ∇)u.
(17)
If we apply those assumptions to the equations above and use the vector identity ∆u = ∇(∇ · u)−∇× (∇× u)
as well as ∇ · u = 0 and ∇ · (∇× u) = 0 (because of grad ◦ rot = 0), the systems of equations above become:
∇×B = −∇ψ, ∇ ·B = 0
and ∇× (∇× u) = −∇φ, ∇ · (∇× u) = 0, ∇ · u = 0.
(18)
where φ := p/(ρν). It is apparent that those equations aquire a similar form under the “correspondence”
B→ ∇× u. (19)
Or, put differently, if one would replace B by ∇×u, then the system of all equations together would be consistent.
And in fact, because ∇·B = 0, we can use the Poincare´ Lemma (in any star-shaped region) to conclude that there
exists a vector potential A such that ∇×A = B and because gauge transformations do not change the physics of
classical electro-dynamics, we can use them to gauge A in such a way that ∇ ·A = 0. Therefore, under the above
assumptions, there is a direct correspondence between A (in some gauge) and u.
The physical interpretation is that a static fluid velocity field behaves like the vector potential of magneto-statics
with certain charge current densities.5 This can give a new intuition about the corresponding physical phenomena.
Therefore, I would like to say that, under the assumptions (17), and under the correspondence (19), equations
(15) and (16) “share the (sub)equations” or “share the structure”:
du
dt
= 0, ∇× (∇× u) = −∇φ, ∇ · u = 0. (20)
In the next subsection, a general and more precise definition of what it means to share structure will be given.
5 Of course the initial and boundary conditions will make the ultimate solutions look slightly differently.
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3.2 Definition using Jet Spaces
If we were to consider the differential equations above from a geometric point of view, we would define them as
submanifolds of suitable Jet Spaces. Suppose that we have a fibered manifold pi : E → M and a second fibered
smooth manifold ξ : F → N . Now define two differential equations E and F as fibered submanifolds of the Jet
Bundles pik : Jk(E)→M and ξl : J l(F )→ N of the fibered smooth manifolds E and F .
E ⊂ Jk(E), F ⊂ J l(F ) (21)
They can be understood as the kernel of differential operators ΦE : JE ⊂ Jk(E)→ E′ and ΦF : JF ⊂ J l(F )→ F ′
that fulfill the condition (12). Here pi′ : E′ → M and ξ′ : F ′ → N are also fibered smooth manifolds over M and
N respectively and ΦE and ΦF are morphisms of fibered smooth manifolds in the category of smooth manifolds.
sE : OM ⊂M → E and sF : ON ⊂ N → F are suitably chosen local sections such that we have
E ={θ ∈ JE | ΦE(θ) = sE(pik(θ))},
F ={θ ∈ JF | ΦF (θ) = sF (ξl(θ))} (22)
As is apparent from the definition, one can not directly compare the submanifolds E and F because they live in
different Jet Bundles of different fibered smooth manifolds. Therefore, we must define a correspondence. In the
motivating example above, the correspondence was to replace B by the curl of u. This means it was a differential
operator acting on u.
In the geometric language, we could formalise this idea by defining a differential operator from one Jet Bundle
to the other. To do so, let us first assume for simplicity that the base spaces of pi : E → M and ξ : F → N are
both the same, i.e. that M = N . In that case we know how to define a differential operator because it is simply
a morphism between those fibered smooth manifolds.
Definition 3.1. If pi : E → M and ξ : F → M are fibered smooth manifolds over the same base space M ,
and E ⊂ Jk(E) and F ⊂ J l(F ) are differential equations, the differential operator
ϕ : J ⊂ Jn(E)→ F (23)
is called correspondence.
Remark 3.1. One could impose further requirements on ϕ like surjectivity, locally constant rank etc. How-
ever, this is not done at this point in order to increase the number of possibilities to relate two theories. Like
this, together with the notion of an intersection that will be introduced below, ϕ will turn into a parameter
that describes how similar two theories are. Namely, if two theories have an intersection which is big and at
the same time the correspondence that led to such a big intersection is very simple (for example the identity
or a linear map or a linear first order differential operator), then this will mean that the two theories are very
similar. If one can only obtain a non-empty intersection with a very complicated ϕ, then this will mean that
the two theories are not very similar.
The relationships of the various bundles can so far be visualised in the following diagram (in the category of
smooth manifolds).
Jk(E) Jn(E) F J l(F )
E′ M F ′
ΦE
pik
pin
ϕ
ξ
ξk0
ΦF
pi′ ξ
′
(24)
The reason why ϕ is called a correspondence is that it can be used to establish a relation between any two
differential equations formulated on Jk(E) and J l(F ) (for any k and any l). To see how this works recall that we
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can prolong ϕ using definition [9]. Now define the numbers N := max(k, n+ l) and L := N −n. Suppose that the
prolongation pL(ϕ) : J (N) → JL(F ) exists. Then we obtain the diagram
JN (E) JL(F )
Jk(E) Jn(E) F J l(F )
E′ M F ′
piNk
pL(ϕ)
piNn ξ
L
0
ξLl
ΦE
pik
pin
ϕ
ξ
ξk0
ΦF
pi′ ξ
′
(25)
If the prolongation F`, ` := L− l exists (in case k ≤ n+ l, we have ` = 0), then we can pull back the equation F`
via the (prolongation of the) correspondence ϕ, i.e. we can define the preimage
ϕ∗LF := pL(ϕ)−1(F`) ⊂ JN (E) (26)
Now that we did this, we obtained an object ϕ∗LF on JN (E) that corresponds to F on J l(F ).6 Furthermore, if
the prolongation EK , K := N − k exists (in case k ≥ n + l, we have K = 0) then we now have obtained two
submanifolds EK and ϕ∗LF which are both submanifolds of the same Jet Space JN (E). As a consequence, their
intersection I becomes a well-defined object.7
Definition 3.2. If ϕ is a correspondence as defined in [3.1] and E and F are differential equations on Jk(E)
and J l(F ), then
I := EK ∩ ϕ∗LF (27)
is called their intersection.
The wonderful thing is that this intersection aquires a perfectly natural form if one expresses the differential
equations as kernels of differential operators because in that case equation (22) holds and therefore
ϕ∗LF = pL(ϕ)−1(kerp`(sF )(p`(ΦF ))) =
{
θ ∈ J (N) ⊂ JN (E) | (p`(ΦF ) ◦ pL(ϕ))(θ) = j`(sF )(piN (θ))
}
(28)
So the pullback is just obtained by concatenating p`(ΦF ) with p
L(ϕ) (in the motivating example above, this
concatenation would be the replacement of B and some of its derivatives by ∇ × u and some of its derivatives).
Furthermore, recall that each equation in a system of equations imposes a restriction on the solution space. For
instance, the circle as a subset of R3 can be defined as the intersection of a cylinder and the z = 0-plane. In
terms of equations, one would write C =
{
(x, y, z) ∈ R3 | x2 + y2 = 1, z = 0}, imposing two restrictions. Now as
we defined differential equations as kernels of algebraic equations on Jet Spaces, it works in exactly the same way:
The intersection of two systems is simply given by the joint system of equations that is defined by the differential
operators. Therefore, if E is the kernel of ΦE , we can immediately write down the intersection explicitly.
I =
{
θ ∈ J (N) ∩ J (K)E | (p`(ΦF ) ◦ pL(ϕ))(θ) = j`(sF )(piN (θ)), pK(ΦE)(θ) = jK(sE)(piN (θ))
}
(29)
Note that this definition of an intersection makes sense because any solution of I will be a solution that simul-
taneously solves the equations corresponding to the kernels of (the prolongations and thus also of) ΦE and ΦF .
In other words, if one can find an intersection of two systems of PDEs or two theories that has solutions, then
this is a very meaningful object because any solution of it can be seen as a solution of theory one and - via the
correspondence - of theory two. Let us prove this.
6 Note that this object is only a smooth manifold if pL(ϕ) is transversal to F` but this will be discussed in the next subsection -
for the moment let us just assume that ϕ∗LF is a smooth (sub)manifold.
7 Again this intersection is only a smooth manifold if EK and ϕ∗LF are transversal but for the moment we assume this as well. On
the level of Sets, the intersection is always well-defined.
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Proposition 3.1. Suppose we found a solution of an intersection I = EK ∩ ϕ∗LF , that means a local section
s : O ⊂M → E such that jN (s)(O) ⊂ I. Then s is also a solution of E and
s′ := ϕ ◦ jn(s) : O → F (30)
is a solution of F . One might say that the solution s is transferred (to the solution s′) from I to F via ϕ.
Proof . piNk (j
N (s))(O) = jk(s)(O) is contained in E because s is such that it satisfies the system imposed by
pK(ΦE), i.e. p
K(ΦE)(j
N (s)(piN (θ))) = jK(sE)(pi
N (θ)) which contains the system imposed by ΦE because, by
definition [9], we have pK(ΦE)(j
N (s)(x)) = jk(ΦE(j
N−K(s)(x))). As N − K = k, this system in particular
contains the equations ΦE(j
k(s)(pik(θ)) = sE(pi
k(θ)). It is fulfilled for all x ∈ O. This is precisely the condition
for a solution of E . Therefore, s is a solution of E .
At the same time ξLl (p
L(ϕ)(jN (s)))(O) is contained in F because, by the assumption that s is a solution of
(29), the equality (p`(ΦF ) ◦ pL(ϕ))(jN (s)(x)) = j`(sF )(x), x ∈ O holds. Now by definition pL(ϕ)(jN (s)(x)) =
jL(ϕ(jN−L(s))(x)) = jL(ϕ(jn(s)(x))) and therefore one has
j`(sF (x)) = (p
`(ΦF ) ◦ pL(ϕ))(jN (s)(x)) = j`(ΦF (jL−`(ϕ(jn(s)(x))))) (31)
As L− ` = l, this system of equations contains the system ΦF ◦ jl(ϕ(jn(s))(x) = sF (x). But by definition, local
sections s′ that satisfy ΦF (jl(s′)(x)) = sF (x) for all x in a neighbourhood O are solutions of F . Thus
s′ := ϕ ◦ jn(s) : O → F (32)
is a solution of F .
From the analytic point of view, it might initially not be so obvious that the intersection of two systems of equa-
tions must consist of the joint system of equations (under a correspondence) but from the geometric point of view,
when considering solution spaces as the fundamental objects, all this becomes very clear and we are inexorably
led to the right notion.
Now that we have found the right notion of an intersection for fibered smooth manifolds pi : E → M and
ξ : F → N with the same base space M = N , it remains to define it for the more general case where M 6= N . This
is possible using the construction of a pullback bundle. If we first require to define a correspondence of base spaces
f : M → N , then we can use it to pull F back to η : f∗F →M . Now that E and f∗F are both bundles over M ,
we can define a differential operator ϕ : Jn(E) → f∗F as before. It remains to define a map from JL(f∗F ) to
JL(F ) to pull back F . Intuitively, what we would like to have is the following. The base correspondence should
specify which coordinates of M shall be identified with those of M . If M has a lower dimension than N , we could
define a fibered manifold c : N →M and in that case, f : M → N could be required to be a section of this fibered
manifold. Or, if M has higher dimension than N , we could require f : M → N to be a surjective submersion such
that f : M → N becomes a fibered manifold. We could then turn the situation around and define c : N → M as
a section of this fibered manifold. Depending on whether M or N has greater dimension, f or c are defined as the
projections respectively.
Now first suppose that M has lower dimension than N . Then define c : N → M to be a surjective submersion
and locally choose an adapted chart such that the local coordinates of M are (xi) and the local coordinates
of N are (xi, tj). A point in F then has the coordinates (xi, tj , uk) and a point in JL(F ) then has the form
θF = (x
i, tj , ukα, u
k
β , u
k
γδ) where the α-index and the γ-index denote derivatives w.r.t. the (x
i) coordinates and β
and δ denote derivatives w.r.t. the (tj) coordinates. ukγδ denote the mixed terms. As usual |α| ≤ L, |β| ≤ L and
|γδ| ≤ L. However, coordinates of JL(f∗F ) only have the form θ = (xi, ukα) where |α| ≤ L, so there are only
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coordinate functions of derivatives w.r.t. (xi). The natural map φL : JL(f∗F ) → JL(F ) therefore consists of
mapping (xi, ukα) to (f(x
i), ukα, 0, 0). But we would like to define this map in a coordinate invariant way.
To do this, we can use the natural map of the pullback bundle χ : f∗F → F, χ(xi, uk) = (f(xi), uk). Sup-
pose we have a point θ = (xi, ukα) ∈ JL(f∗F ) that we want to map to JL(F ). We can always find a local section
s : O ⊂M → f∗F such that jL(s)(t) = θ. Now we would like to use this to define another section s′ : U ⊂ N → F .
If f is an embedding, then we can define s′ by the requirement that χ ◦ s = s′ ◦ f The reason is that if f is in-
jective (which it is, if it is a section of c : N → M), then the section s′ is always well-defined because for any
y ∈ U := f(O), there is always a unique x ∈ O ⊂ M such that y = f(x), namely x = c(y). Therefore, we can
define
s′ := χ ◦ s ◦ c (33)
Thus, if we locally have s(x) = (xi, sk(x)), then we can define s′(x, t) = (x, t, sk(x)). The prolongation of this
section will exactly be of the form jL(s′)(x, t) = (xi, tj , skα(x), 0, 0) because s
k = sk(x) does not depend on t
and therefore all derivatives w.r.t. t vanish. Therefore, we can use this construction to define the map φL in a
coordinate invariant way, namely for θ = jL(s)(piL(θ)) define
φL(θ) := jL(s′)(f(piL(θ))) (34)
Now, for the second case in which f is a surjective submersion, the construction does not immediately carry
over because f is not necessarily injective. Therefore, c is not uniquely defined. However, it is still possible to
define a map φL. To understand how, one can have a look at the local coordinates again. In a chart adapted
to the projection f , F has local coordinates (xi, uk) and JL(F ) has local coordiantes (xi, ukα) while f
∗F and
J l(f∗F ) have local coordinates (xi, tj , uk) and (xi, tj , ukα, u
k
β , u
k
γδ) =: θ, i.e. the situation is simply reversed.
Thus, there should be a canonical map φL(θ) = (xi, ukα). To define it coordinate invariantly however, we would
have to define it in terms of jets of sections. If we try to define s′ = χ ◦ s ◦ c, then we can not just globally
fix some c : N → M of the form c(xi) := (xi, tj0) because then for θ = (xi, tj , ukα, ukβ , ukγδ), we would obtain
s′(f(piL(θ))) = s′(xi) = χ(s(c(xi))) = χ(s(xi, tj0)) = χ(x
i, tj0, s
k(xi, tj0)) = (x
i, sk(xi, tj0)) which does not agree
with χ(s(pik(θ))) = (xi, sk(xi, tj)). In order to fix this, we do not choose a c once and for all but instead, given
(x, t) = piL(θ) ∈ f∗F , we define c by the requirements
f(c(x)) = x ∀x ∈ N and c(f(piL(θ))) = piL(θ) (35)
The first requirement is just that c is a section of f . The second requirement fixes c completely. To see this, take
some specific θ = θ0. Then, in local coordinates, the requirement reads c(x
i
0) = c(f(pi
L(θ0))) = pi
L(θ0) = (x
i
0, t
j
0).
In other words, for (xi) = (xi0), c(x
i) is fixed to (xi0, t
j
0) and for all other x
i, the first requirement demands that
c(xi) = (xi, tj0). Like this, choosing a new c for each θ using (35), the map (34) becomes well-defined again if s
′ is
defined as in (33). Locally, we then have φL(xi, tj , ukα, u
k
β , u
k
γδ) = (x
i, ukα) which is exactly what is needed.
In this way φL can in both cases be written as in (34) but beware that the definition of c is different depending
on whether M or N has greater dimension. In both cases however, c is determined by the requirement that f is
either a local section of the projection c : N →M or a surjective submersion.
Using the definitions of c and φL, we can define the pullback of the equation F almost as before.
ϕ∗LF := (φL ◦ pL(ϕ))−1(F`) ⊂ JN (E) (36)
which in terms of differential operators is thus given by
ϕ∗LF :=
{
θ ∈ J (N) ⊂ JN (E) | (p`(ΦF ) ◦ φL ◦ pL(ϕ))(θ) = j`(sF )(f(piN (θ)))
}
(37)
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All in all, we obtain the following diagram.
JN (E) JL(f∗F ) JL(F )
Jk(E) Jn(E) f∗F F J l(F )
E′ M N F ′
piNk
pL(ϕ)
piNn η
L
0
φL
ξL0
ξLl
ΦE
pik
pin
ϕ
η
χ
f◦η ξ ξl ΦF
pi′
f
c
ξ′
(38)
If we slightly modify the definition of the correspondence, then the intersection can be defined as before.
Definition 3.3. If pi : E →M and ξ : F → N are fibered manifolds, then a base correspondence is either a
(smooth) section of the fibered manifold c : N →M and/or surjective submersion turning f : M → N into a
fibered manifold. In either case, it is a smooth map
f : M → N (39)
that determines for each θ = jL(s)(piL(θ)) ∈ JL(f∗F ) a map φL : JL(f∗F ) → JL(F ), φL(θ) :=
jL(s′)(f(piL(θ))) as explained above.
If a base correspondence is given, then a correspondence is a morphism of fibered manifolds
ϕ : Jn(E)→ f∗F (40)
Definition 3.4. If ϕ : Jn(E) → f∗F is a correspondence and E and F are differential equations on Jk(E)
and J l(F ), then
I := EK ∩ ϕ∗LF (41)
is called their intersection.
Therefore, if E is the kernel of ΦE , we can write down the intersection as
I =
{
θ ∈ J (N) ∩ J (K)E | (p`(ΦF ) ◦ φL ◦ pL(ϕ))(θ) = j`(sF )(f(piN (θ))), pK(ΦE)(θ) = jK(sE)(piN (θ))
}
(42)
The proof from above now goes through similarly as before. In particular, instead of eq. (31), we obtain
j`(sF (f(x))) = (p
`(ΦF ) ◦ φL ◦ pL(ϕ))(jN (s)(x)) = p`(ΦF ) ◦ φL(jL(ϕ(jn(s)(x))))
= p`(ΦF ) ◦ jL(χ ◦ ϕ(jn(s)) ◦ c)(f(x)) = j`(ΦF (jl(χ ◦ ϕ(jn(s)) ◦ c)(f(x))))
(43)
This contains the system ΦF ◦jl(χ◦ϕ(jn(s))◦c)(f(x)) = sF (f(x)) and therefore χ◦ϕ(jn(s))◦c must be a solution
of kersF (ΦF ) for all y = f(x). Thus we are led to the following proposition.
Proposition 3.2. Suppose we found a solution of an intersection I = EK ∩ ϕ∗LF , that means a local section
s : O ⊂M → E such that jN (s)(O) ⊂ I. Then s is also solution of E and
s′ := χ ◦ ϕ(jn(s)) ◦ c : U := f(O) ⊂ N → F (44)
is a solution of F . One might say that the solution s is transferred (to the solution s′) from I to F via ϕ.
Finally, I remark that an intersection can also be defined in a category-theoretical way by defining it, similarly to
an equalizer, as a categorical limit.
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3.3 Existence of smooth intersections
In this subsection will be investigated under what circumstances an intersection of two differential equations is
actually again a differential equation, that means a smooth submanifold of a Jet Space.
Because the intersection I = EK ∩ ϕ∗L(F) involves a pullback ϕ∗L, the first interesting question is whether ϕ∗L(F)
is actually a smooth manifold.8 What one does in order to pull back F is to consider its preimage. Furthermore,
as the categorical definition of an intersection above shows, an intersection is also a kind of preimage. Namely, if
i : EK → JN (E) is the canonical embedding, then the intersection I is equal to i−1(ϕ∗L(F)). Therefore, in both
cases we need to understand under which circumstances the preimage of a smooth map is a smooth submanifold.
The beautiful intersection theory of differential topology can answers this question. In the remainder of this
subsection I will follow [Guillemin and Pollack, 2010] and cite those theorems that are needed in the present
context. Most important will be the preimage theorem which is a quite straightforward consequence of the Inverse
Function Theorem and the local submersion theorem.
Definition 3.5. For a smooth map f : X → Y , a point y ∈ Y is called a regular value if the pushforward
(or differential) dfx : TxX → Tf(x)Y is surjective for all x ∈ f−1(y).
If Z ⊂ X is a submanifold, then the codimension of Z in X is cod(Z ⊂ X) = dim(X)− dim(Z).
Proposition 3.3. If y is a regular value of f : X → Y , then f−1(y) is a smooth submanifold with dimension
dim(X)− dim(Y ).
I remark that it is often not hard to check if the pushforward of a smooth map is surjective. It amounts to checking
the rank of the Jacobian matrix. Therefore, the above theorem is really useful in practice.
There is also a partial converse to the theorem, namely
Proposition 3.4. If Z ⊂ X is a smooth submanifold, then it can locally be defined as the kernel of indepen-
dent smooth functions.
The next step is to consider what happens if one does not only look at the preimage of a single regular value but at
the preimage of a submanifold. Then one can use the definition of transversality to prove the following theorem.
Definition 3.6. The map f : X → Y is said to be transversal to the submanifold Z ⊂ Y , abbreviated f −t Z,
if the equation
im(dfx) + Tf(x)Z = Tf(x)Y (45)
holds true at each point x in f−1(Z).
Proposition 3.5. If the smooth map f : X → Y is transversal to a submanifold Z ⊂ Y , then the preimage
f−1(Z) is a submanifold of X. Moreover,
cod(f−1(Z) ⊂ X) = cod(Z ⊂ Y ) (46)
One could use this theorem to define some requirement for the correspondence defined in the previous subsection.
For example, one could require that a correspondence should always be transversal to the equation F or something
similar along those lines. In this article, this is not done because it is not yet clear if this would lead to the
exclusion of some otherwise interesting features. For example, even if a correspondence would not be transversal
to one equation on J l(F ), it might be transversal to another on Jq(F ). So it might be better not to restrict a
correspondence too much at this point.
8 However, it might happen that I is a smooth manifold even though ϕ∗L(F) is not.
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Now, as already said above, an intersection is just the inverse image of the inclusion map. This can directly be
combined with the theorem above. If i : X → Y is the canonical inclusion and Z is a submanifold of Y , then
X ∩ Z = i−1(Z) and the theorem above is applicable. We obtain
Proposition 3.6. If X and Z are submanifolds of Y , then X ∩Y is a submanifold of Y if X −t Z, that means
TxX + TxZ = TxY (47)
for all x ∈ X ∩ Z. In this case
cod(X ∩ Z) = cod(X) + cod(Z) (48)
Furthermore, using Sard’s theorem, one can prove the transversality theorem which guarantees that almost all
maps of a family of smooth maps are transversal to some submanifold in the codomain.
Proposition 3.7. (Sard) The set of values of a smooth map f : X → Y which are not regular has measure
zero.
This means “almost all” points of a smooth map are regular. However, sets of measure zero can be quite large,
for example the subset Rn has measure zero in Rn+1.
Proposition 3.8. (Transversality Theorem) Suppose that F : X ×S → Y is a smooth map of manifolds,
where only X has boundary, and let Z be any boundaryless submanifold of Y . One can use F to define a
smooth family of homotopic maps by fs(x) := F (x, s). If both F and ∂F are transversal to Z, then for almost
every s ∈ S, both fs and ∂fs, are transversal to Z.
For a map f : X → Rm this immediately implies that transversality is a generic feature because one can simply
define S as an open subset of Rm and define F (x, s) := f(x) + s. As S is open in Rm, this means that F is
surjective everywhere and therefore definition [3.6] is always fulfilled. Following this thought further, one can
prove the so-called Transversality Homotopy theorem.
Proposition 3.9. For any smooth map f : X → Y and any boundaryless submanifold Z of the boundaryless
manifold Y , there exists a smooth map g : X → Y homotopic to f such that g −t Z and g −t ∂Z.
For our differential equations, this theorem means that if they are locally described by some smooth functions, it
suffices to perturb those smooth functions just ever so slightly in order to locally obtain an intersection that is a
well-defined object in the category of smooth manifolds. Furthermore, if some smooth functions f locally describes
our manifold, one way to make it transversal to another is to use F (x, s) := f(x) + s for some very small s. Those
theorems assure us that taking intersections is not a hopeless endeavor but to the contrary can always lead to a
smooth manifold at least after slight deformations.
Now if our differential equations are described as the kernel of differential operators, then our intersection is
desribed by (29) or (42). In this case, if the graph of p`(ΦF ) ◦ φL ◦ pL(ϕ) intersects the graph of j`(sF ) ◦ piN
transversally and if the graph of pK(ΦE) intersects the graph of j
K(sE)◦piN transversally, then the intersection is
a well-defined smooth manifold. To check this explicitly in practice, one can calculate the rank of the joint system.
If this rank is locally maximal, then transversality is guaranteed. If the rank is not locally maximal but locally
constant, then we can restrict the codomain such that the smooth system becomes locally maximal. Therefore, the
intersection is also a well-defined smooth submanifold at those points around which the system is locally constant.
This is also the reason why the preimage of a differential operator which has locally constant rank is a smooth
submanifold, i.e. a differential equation (if it is not empty), see condition (12).
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3.4 Differential Consistency
In the last subsection was clarified when the intersection of two differential equations is actually again a differ-
ential equation. In this subsection, we will suppose that the intersection is a differential equation, i.e. a smooth
submanifold, and ask the question if this means that it corresponds to a reasonable theory.
A reasonable (field) theory is understood as a system of differential equations that has (differential) solutions
(which differ from the zero-solution). If we end up with a differential equation that has no solutions (or only the
zero-solution), then this is not interesting from a physical point of view.
So, we would like to know something about the solution space of differential solutions that lie in the algebraic so-
lution surface of an intersection. Considering the individual solutions directly would be the most direct approach.
However, in general not all individual solutions of a system of differential equations are known. Therefore we need
a method to understand properties of differential solutions of a PDE without knowing them explicitly.
The differential consequences of a differential equation are exactly what contain the information about the formal
solutions. If one can prolong an equation infinitely many times in a certain smooth way without obtaining any
contradiction, then one “point” of the infinite prolongation E∞ can be seen as the sequence of coefficients for a
(not necessarily converging) taylor expansion that solves the equation exactly locally around the projection of that
point. This is demonstrated in example [A.3] in the appendix. However the prolongation must not always exist.
To emphasize this, an example is given in appendix [A.2].
This means that in order to compare theories, one would like to have a general formalism that allows to de-
termine if a differential equation is differentially consistent and if it has non-trivial solutions even though it might
not be possible to construct them explicitly. Differential consistency means that any of the equations of the system
and its differential consequences do not contradict the rest of the system and its differential consequences.
Furthermore, recall that in the motivating example in subsection 3.1, we had to make certain physical assumptions
(17). It would be beautiful if those assumptions could be obtained in a systematic way. In general, if one could
obtain the minimal amount of assumptions that must be made to make a system differentially consistent (if such
assumptions exist), then this would be optimal.
Fortunately, one can use the beautiful theory of formal integrability developed by Goldschmidt and others for
this purpose. In particular, the “physical assumptions” will come out of the formalism as “integrability condi-
tions” that are needed for consistency.
The next section will provide an introduction to the theory of formal integrability. In the section after the next,
those notions of formal integrability will be combined with the notions of Correspondence and Intersection defined
above to define what it means if two theories share structure.
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4 Formal Integrability
Subsequently, I follow [Goldschmidt, 1967a], [Goldschmidt, 1967b] and [Bryant, 1991] (chapter IX) to introduce
the notion of formal integrability. The first subsection will contain the necessary definitions and the derivation of
explicit coordinate expressions which are often missing in the literature above. The second subsection will describe
the main theorems of the formal theory. The third subsection will discuss integrability conditions.
4.1 Definitions and Preliminaries
1. Suppose we are given the following configuration of smooth maps:
X1 N
1
Y
X2 N
2
pi1f
g
pi2
where pii : N
i → Xi are vector bundles (not just fiber bundles). Then we define
N1 ⊗Y N2 := f∗N1 ⊗ g∗N2 =
{
N1f(y) ⊗N2g(y) | y ∈ Y
}
. (49)
which is a vector bundle over Y .
2. Now, for any k ≥ 0, let V (Jk(E))→ Jk(E) denote the vertical subbundle of the tangent bundle TJk(E) of
Jk(E) containing those vectors which are tangent to the fibers of pi : Jk(E)→M . It is a bundle over Jk(E).
In a local neighbourhood U ⊂ Jk(E) with coordinates (xi, uj , ujσ), V (Jk(E)) is the span of the vector fields
V (Jk(E)) = span
(
∂
∂uj
,
∂
∂ujσ
)
and we have pi∗,θ
(
∂
∂uj
∣∣∣∣
θ
)
= 0 = pi∗,θ
(
∂
∂ujσ
∣∣∣∣
θ
)
∈ Tpi(θ)M (50)
at every point θ ∈ U ⊂ Jk(E).
3. If M denotes our base manifold as before, we denote by T ∗ its tangent bundle, by SkT ∗ the k-th symmetric
power of the tangent bundle and by ΛkT ∗ the k-th anti-symmetric power.
In local coordinates, general elements of those spaces are written
T ∗ 3 v = vidxi, i ∈{1, · · · ,m}
SkT ∗ 3 a = ai1...ikdxi1 ∨ · · · ∨ dxik , ij ∈{1, · · · ,m}
ΛkT ∗ 3 w = wi1...ikdxi1 ∧ · · · ∧ dxik , ij ∈{1, · · · ,m}
(51)
where the sum convention is always used. SkT ∗ and ΛkT ∗ are different in that dxij ∨ dxik = dxik ∨ dxij but
dxij ∧dxik = −dxik ∧dxij . As a consequence, dimΛkT ∗ ≤ dim(SkT ∗). To calculate the dimension, note that
there are as many symmetric basis elements as there are ways to put k balls between m− 1 sticks. Thus
dim(SkT ∗) =
(
m− 1 + k
k
)
, dim(ΛkT ∗) =
(
m
k
)
(52)
If one has a multi-index α with |α| = k, one can define dxα∨ := dxα1 ∨· · ·∨dxαk and dxα∧ := dxα1 ∧· · ·∧dxαk
to write more concisely
SkT ∗ 3 a = aαdxα∨, |α| = k, ΛkT ∗ 3 w = wαdxα∧, |α| = k. (53)
17
4. Define the map ∆l,k : S
l+kT ∗ → SlT ∗ ⊗ SkT ∗ as the composition
Sl+kT ∗ ⊗l+kT ∗ SlT ∗ ⊗ SkT ∗i sl,k
where i is the injection given by
i(dxi1 ∨ . . . ∨ dxik+l) :=
∑
σ∈Sk+l
dxσ(i1) ⊗ . . .⊗ dxσ(il+k) (54)
where the sum goes over all entries σ of the permutation group S. And sl,k is the projection given by
sl,k(dx
i1 ⊗ · · · ⊗ dxil+k) := dxi1 ∨ · · · ∨ dxil ⊗ dxil+1 ∨ · · · ∨ dxil+k (55)
Thus, all in all, we obtain
∆l,k(dx
i1 ∨ . . . ∨ dxik+l) =
∑
σ∈Sk+l
dxσ(i1) ∨ . . . ∨ dxσ(il) ⊗ dxσ(il+1) ∨ · · · ∨ dxσ(il+k). (56)
5. Define
F kY := S
kT ∗ ⊗Y V (E) (57)
Call it k-fiber (over Y ). The k-fiber is the vector bundle whose fibers have as many dimensions (and hence
local coordinates) as there are local coordinates of order k on Jk(E). This can be seen by observing that
dim((F kY )p∈Y )
(52)
= dim(SkT ∗) · e (3)= dim(Jk(E))− dim(Jk−1(E)). (58)
In local coordinates, an element p ∈ F kY can be written p = (θ, a) where θ ∈ Y and
a = aji1...ikdx
i1 ∨ · · · ∨ dxik |pi(θ) ⊗ ∂
∂uj
∣∣∣∣
pi0(θ)
= aαdx
α
∨|pi(θ) ⊗
∂
∂uj
∣∣∣∣
pi0(θ)
. (59)
6. Because of (58), one can define an injective map
 : F kJk(E) → Jk(E), p 7→ (xi, uj , zjσ) where
(
zjσ = u
j
σ, if |σ| < k
zjσ = u
j
σ + a
j
α=σ, if |σ| = k
)
(60)
This induces a map
µ : F kJk(E) → V (Jk(E)), p = (θ, a) 7→
d
dt
(θ + t(a))
(60) and (50)
= ajα
∂
∂ujα
∣∣∣∣
θ
(61)
where |α| = |i1 · · · ik| = k.
7. Because of (50), (pikk−1)∗,θVθ(J
k(E)) = Vpikk−1(θ)(J
k−1(E)), i.e. the pushforward of pikk−1 restricted to
Vθ(J
k(E)) is a surjective map whose kernel consists of the vectors tangent to the fibers of pikk−1 : J
k(E) →
Jk−1(E). Those vectors are precisely those contained in µ(F kθ∈Jk(E)). Therefore, we have the exact sequence
of vector spaces
0 F kθ∈Jk(E) Vθ(J
k(E)) Vpikk−1(θ)(J
k−1(E)) 0
µ (pi
k
k−1)∗,θ
which we can pull back to a sequence of vector bundles using (14) and (49):
0 F kJk(E) V (J
k(E)) (pikk−1)
∗V (Jk−1(E)) 0
µ (pi
k
k−1)∗
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This is an exact sequence (see also [Bryant, 1991] or [Goldschmidt, 1967b]) of vector bundles over Jk(E).
8. Given a differential operator ϕ : Jk(E) ⊃ J → F , we can restrict its pushforward ϕ∗ to the the vertical
subbundle V (J) of TJ . By definition, a differential operator is a morphism of fibered manifolds. That
means, we have ξ ◦ϕ = pi (where pi : Jk(E)→M and ξ : F →M are projections). This implies that vertical
vectors of J are mapped to vertical vectors of F . Thus we obtain a map ϕ∗ : V (J)→ V (F ). Now define the
symbol σ(ϕ) (of ϕ) as the composition
σ(ϕ) := ϕ∗ ◦ µ : F kJ → V (F )
p = (θ, a) 7→ ϕ∗,θ
(
ajα=i1...ik
∂
∂ujσ
∣∣∣∣
θ
)
= ajα
∂ϕh
∂ujα
∂
∂wh
∣∣∣∣
ϕ(θ)
(62)
Here h ∈{1, · · · ,dim(Fpi(θ))} and |α| = k because of (58), (60) and (61).
9. The l-th prolongation σl(ϕ) of the symbol σ(ϕ) of ϕ is defined as the composition (see [Bryant, 1991], end
of chapter IX)
F l+kJ = S
l+kT ∗ ⊗J V (E) SlT ∗ ⊗ F kJ SlT ∗ ⊗F V (F ).
∆l,k⊗id id⊗σ(ϕ)
In local coordinates, we can express a point p ∈ F l+kJ as a tuple p = (θ ∈ J ⊂ Jk(E), a ∈ Sl+kT ∗ ⊗ V (E))
such that
σl(ϕ)(p) =
∑
σ∈Sk+l
ajσ(i1)...σ(il+k)dx
σ(i1) ∨ . . . ∨ dxσ(il) ⊗ σ(ϕ)
(
dxσ(il+1) ∨ · · · ∨ dxσ(Il+k) ⊗ ∂
∂uj
∣∣∣∣
θ
)
(a is symmetric)
=
∑
σ∈Sk+l
aji1...il+kdx
σ(i1) ∨ . . . ∨ dxσ(il) ⊗ ∂ϕ
h
∂ujσ(il+1)...σ(il+k)
∂
∂wh
∣∣∣∣
ϕ(θ)
(63)
If one applies µ to equation (63), one obtains
µ(σl(ϕ)(p)) =
∑
σ∈Sk+l
ajσ(i1)...σ(il+k)
∂ϕh
∂ujσ(il+1)...σ(il+k)
∂
∂whσ(i1)...σ(il)
∣∣∣∣
pl(ϕ)(θ)
(64)
One can furthermore define the composition9
F l+kJ = S
l+kT ∗ ⊗J V (E) V (J (l)) V (J l(F )).µ p
l(ϕ)∗
In local coordinates, this means
pl(ϕ)∗ ◦ µ : F l+kJ → V (J l(F ))
p = (θ, a) 7→ pl(ϕ)∗,θ
(
ajσ=i1...il+k
∂
∂ujσ
∣∣∣∣
θ
)
= ajσ
∂(Dαϕ
h)
∂ujσ
∂
∂whα
∣∣∣∣
pl(ϕ)(θ)
, |σ| = l + k, 0 ≤ |α| ≤ l.
(65)
Note that, if ϕ : Jk(E) ⊃ J → F is a differential operator of order k, then it involves at most coordinates
ujβ with 0 ≤ |β| ≤ k. As a consequence ∂Dαϕh/∂ujσ for |σ| = l + k must be zero for all 0 ≤ |α| < l. Hence,
to obtain the non-zero components of pl(ϕ)∗ ◦ µ, it suffices to calculate (65) for |α| = l.
As all terms of Dαϕ
h in (65) vanish if they are not highest order, let us calculate what is left of Dαϕ
h if we
only look at its highest order terms. Suppose that ϕ is a differential operator of order k, then
Dαϕ
h = Dα1...αl−1Dαlϕ
h (8)= Dα1...αl−1
(
∂ϕh
∂xαl
+ · · ·+ ∂ϕ
h
∂ujθ
ujθαl
)
with |θ| = k
(highest order)−→ ∂ϕ
h
∂ujθ
Dα1...αl−1u
j
θαl
=
∂ϕh
∂ujθ
ujθα1...αl =
∂ϕh
∂ujθ
ujθα
(66)
9 To recall the definition of J(l), see equation (7).
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This means the calculation of terms of order k+ l of Dαϕ
h only involves derivatives of ϕh of order k. Thus
∂(Dαϕ
h)
∂ujσ
=
∂ϕh
∂ukθ
∂ukθα
∂ujσ
(67)
Now ∂ukθα/∂u
j
σ = 1 only if k = j and θ1 · · · θkα1 · · ·αl = σ1 · · ·σl+k or any permutation thereof.
Therefore, when summing over everything, one obtains
ajσ
∂(Dαϕ
h)
∂ujσ
∂
∂whα
∣∣∣∣
pl(ϕ)(θ)
=
∑
σ∈Sk+l
aσ(i1)...σ(ik+l)
∂ϕh
∂ujσ(i1)...σ(ik)
∂
∂whσ(ik+1)...σ(ik+l)
∣∣∣∣
pl(ϕ)(θ)
(68)
As the sum goes through all permutations, this is equivalent to equation (64). Thus, we obtain µ ◦ σl(ϕ) =
pl(ϕ)∗ ◦ µ, i.e. the following diagram commutes
Sl+kT ∗ ⊗J V (E) SlT ∗ ⊗F V (F )
V (J (l)) V (J l(F ))
σl(ϕ)
µ µ
pl(ϕ)∗
This can be useful for computations because we can now use (65) instead of (63).
10. Define
gk := V (Rk) ∩ µ(F kRk) (69)
and also call it the symbol (of Rk). It’s l-th prolongation is defined as
gk+l := (SlT ∗ ⊗Rk V (Rk)) ∩ F l+kRk (70)
If a differential operator ϕ : J → F is given such that (12) holds, [Goldschmidt, 1967b] shows that the
symbol of Rk := kers(ϕ) and its l-th prolongation are given by
gk = ker(σ(ϕ))|Rk , gk+l = ker(σl(ϕ))|Rk . (71)
Set gk+l = F k+l
Rk
for l < 0 and F−1
Rk
= 0.
11. Define a map δ : S1+kT ∗ → T ∗ ⊗ SkT ∗ by setting δ = ∆1,k (see (56)). Then extend this map by letting the
same letter δ denote the map
δ : T ∗ ⊗ SkT ∗ → Λ2 ⊗ Sk−1T ∗
dxh1 ⊗ dxi1 ∨ · · · ∨ dxik 7→ (−1)dxi1 ∧∆1,k−1(dxi1 ∨ · · · ∨ dxik)
(72)
Now let n be any natural number and w ∈ Λj and extend the map again as follows:
δ : Λj ⊗ FnY → Λj+1 ⊗ Fn−1Y
w ⊗ dxi1 ∨ · · · ∨ dxin ⊗ ∂
∂ul
7→ (−1)jw ∧∆1,n−1
(
dxi1 ∨ · · · ∨ dxin) ⊗ ∂
∂ul
.
(73)
If we set SlT ∗ = 0 for l < 0, one can now use this map δ to obtain the sequence
0 SkT ∗ T ∗ ⊗ Sk−1T ∗ Λ2 ⊗ Sk−2T ∗ . . . Λm ⊗ Sk−mT ∗ 0.δ δ δ δ
(where m = dim(M).) This sequence is exact (see [Goldschmidt, 1967b], Lemma 6.1).
As gk+l ⊂ F k+l
Rk
and δ(gn) ⊂ T ∗ ⊗Rk gn−1, the above map (73) also gives rise to the sequence
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0 gn T ∗ ⊗Rk gn−1 Λ2 ⊗Rk gn−2 . . . Λn−k ⊗Rk gk Λn−k+1 ⊗Rk F k−1Rk .δ δ δ δ δ
The cohomology groups of this sequence are denoted by
Hn,j :=
ker(δ : Λj ⊗Rk gn → Λj+1 ⊗Rk gn−1)
Im(δ : Λj−1 ⊗Rk gn+1 → Λj ⊗Rk gn)
(74)
and are called Spencer cohomology groups.
One says that gk is r-acyclic if Hn,j = 0 for all n ≥ k and 0 ≤ j ≤ r.
One says that gk is involutive if gk is ∞-acyclic, i.e. if Hn,j = 0 ∀ n ≥ k, l ≥ 0.
12. We will need the notion of a quasi-regular basis. To this end, define the space
Sk,jT ∗ :=
{
span
(
dxi1 ∨ · · · ∨ dxik) | j + 1 ≤ i1 ≤ · · · ≤ ik ≤ m = dim(M)} . (75)
Its dimension can be calculated as before by counting the number of possibilities of putting k balls between
m− (j + 1) sticks. The result is
dim(Sk,jT ∗) =
(
m− j − 1 + k
k
)
(76)
Using this definition, define the k, j-fiber
F k,jY := S
k,jT ∗ ⊗Rk V (E) (77)
and use this to define the k, j-symbol and its prolongation
gk,j := gk ∩ F k,j
Rk
, gk+l,j := gk+l ∩ F k+l,j
Rk
. (78)
If ϕ : J → F is a differential operator such that (12) holds, then the k, j-symbol of ϕ and its prolongation
are defined as the restriction of σ(ϕ) and σl(ϕ) to F k,jJ and F
l+k,j
J . Explicitly, we have
σ(ϕ)j := σ(ϕ)|Fk,jJ : F
k,j
J → V (F ), σl(ϕ)j := σl(ϕ)|F l+k,jJ : F
l+k,j
J → V (F ),
⇒ gk,j = ker(σ(ϕ)j)|Rk , gl+k,j = ker(σl(ϕ)j)|Rk .
(79)
Now say that a basis {∂1, · · · , ∂n} |x∈M of TxM is quasi-regular for gk at p ∈ Rk if10
dim(gk+1p ) = dim(g
k
p) +
m−1∑
j=1
dim(gk,jp ). (80)
And say that there is a quasi-regular basis for gk if there is a quasi-regular basis for gk at every p ∈ Rk.
4.2 Formal theory
Now with all definitions at hand, we can proceed with a motivation for the definition of formal integrability. Given
a differential equation Rk, one would like to find its solutions. In general, solutions around a point are difficult
to find. Recall that they consist of a section s : M ⊃ U → E such that jk(s)(U) ⊂ Rk. If a section fulfills this
property, then its prolongations also fulfill the prolonged equations, i.e. jk+l(s)(U) ⊂ Rk+l. In particular, this
means, if s is a solution and one chooses a fixed x ∈ U , then it holds true that
jk+l(s)(x) ∈ Rk+l for all l ≥ 0. (81)
10The condition on gk locally imposes a condition on the dual basis and thus also on the basis.
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Thus, (81) is a necessary condition for the existence of the solution s : U → E.
A point θ ∈ Rk is called a solution of order k at x = pi(θ). It is called a solution of order k at x because by Borel’s
lemma, one can always find a section s that fulfills jk(s)(x) = θ. However this section does not necessarily fulfill
the condition (81).
Therefore, given a solution θ ∈ Rk of order k, one wishes to check if there exists a section such that (81) holds. If
this condition holds at x = pi(θ), then one says that Rk has a formal solution at θ. If one can find formal solutions
at all points of θ ∈ Rk, then one says that Rk is formally integrable.
As higher derivatives are promoted to coordinates in the jet bundle approach, Rk is usually the kernel of an
algebraic (most often polynomial) equation. Therefore, to find solutions of order k is comparatively easy because
it does not involve any analysis but algebraic operations are sufficient.
Finally, suppose that a formal solution consisting of a section s that fulfills (81) at the point x = pi(θ) is given.
Then the section s we have found is precisely the section whose taylor expansion is equal to the expansion whose
coefficients are jl(s)(x). This taylor expansion does not necessarily converge. It may also happen that it does only
converge at x and in no neighbourhood of x. Therefore, it is not necessarily a solution of Rk in the usual sense.
However, suppose that it does converge in a neighbourhood of x, then it is a usual solution of Rk. In general, it is
possible to show that a formal solution always converges if one works in the analytic category where all functions
are locally given by a converging taylor expansion. Therefore, in this category, formal integrability is also a suffi-
cient condition for the existence of (local) solutions. The more precise definitions and theorems will be given below.
To motivate the precise definition of formal integrability, note that the requirement that any solution of order
k can be extended to a solution of infinite order can only be fulfilled if the prolongation of any order of the
equation does not impose new restrictions on the coordinates of the solution up to order k (“new restrictions”
means new equations involving coordinates up to order k which are not functionally equivalent to the equations
one started with). For suppose we started with a solution of order k that did not fulfill those restrictions, then
this solution could not be extended to a solution of the order which imposes those restrictions (cf. the example
about differential consistency in appendix [A.2]).
If no new restrictions are imposed on the coordinates of order k by the prolongation, this means geometrically
that Rk+l is a surface which can be given local coordinates that agree with those of Rk up to order k. Then,
pik+l+1k+l : R
k+l+1 → Rk+l is surjective for all l ≥ 0. (82)
One might define formal integrability using just this condition. However, in most cases one would like to work in
the smooth category in order to find out if smooth solutions exist for some equation. This requires us to impose
an additional smoothness condition. To ask if a smooth solution exists given some k-th order solution is equivalent
to asking whether the prolongation is smooth to all orders. As a solution of order k + l is a section such that
jk+l(s)(U) ⊂ Rk+l, smoothness of the section can only be guaranteed if Rk+l is a smooth submanifold of Jk+l(E).
Goldschmidt shows in proposition 7.1 of [Goldschmidt, 1967b] that pi1+kk : R
1+k → Rk is a fibered submanifold of
pi1+kk J
1+k(E)|Rk → Rk if and only if g1+k is a vector bundle over Rk and pi1+kk : R1+k → Rk is surjective.
Those considerations motivate the following definition:
Definition 4.1. A differential equation Rk is said to be formally integrable if
1. pik+l+1k+l : R
k+l+1 → Rk+l is surjective,
2. gk+l+1 is a vector bundle
for all l ∈{0, 1, 2, · · · }.
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The above definition requires to check an infinite amount of conditions. Goldschmidt proved a theorem that
facilitates to determine formal integrability in a finite amount of steps. It is based on theorem 8.1 of [Goldschmidt,
1967b] which we cite here:
Proposition 4.1. If Rk is a differential equation, then it is formally integrable if
1. pik+1k : R
k+1 → Rk is surjective,
2. gk+1 is a vector bundle over Rk,
3. gk is 2-acyclic.
Recall that gk is 2-acyclic if the Spencer cohomology groups Hn,j (see (74)) vanish for all n ≥ k and 0 ≤ j ≤ 2.
However, [Goldschmidt, 1967b] also proves in Lemma 6.2 that gk is always 1-acyclic, i.e. Hn,j = 0 for all n ≥ k
and 0 ≤ j ≤ 1. Therefore, one can replace the last condition by the requirement that
Hn,2 = 0 for all n ≥ k. (83)
This still seems to require an infinite number of calculations. However, [Goldschmidt, 1967b] shows in Lemma 6.4
Proposition 4.2. If the dimension of Vpi(θ)(E) does not depend on θ ∈ Rk, then there exists an integer k0 > k
depending only on dim(M) and k and dimVpi(θ)(E) such that g
k0 is involutive, i.e. that gk0 is ∞-acyclic, i.e.
Hn,j = 0 ∀ n ≥ k, l ≥ 0.
Similarly, he uses Lemma 6.4 and proposition 7.2 to prove theorem 8.2 which reads
Proposition 4.3. If the dimensions of all components of E are the same and Rk ⊂ Jk(E) is a differential
equation, then there exists an integer k0 > k depending only on dim(M) and k and dim(E) such that R
k is
formally integrable if
1. pik+1+lk+l : R
k+1+l → Rk+l is surjective,
2. gk+1+l is a vector bundle over Rk,
for all 0 ≤ l ≤ k0 − k.
Furthermore, [Bryant, 1991] state the following proposition in their theorem 2.14 in Chapter IX:
Proposition 4.4. The following conditions are equivalent:
1. There exists a quasi-regular basis of gk at θ ∈ Rk,
2. gk is involutive at θ, i.e. Hn,jθ = 0 ∀n ≥ k, j ≥ 0.
This means, if there is a quasi-regular basis, then gk is∞-acyclic and therefore also 2-acyclic. Therefore, combining
proposition [4.1] with the last proposition, we obtain
Proposition 4.5. If Rk is a differential equation, then it is formally integrable if
1. pik+1k : R
k+1 → Rk is surjective,
2. gk+1 is a vector bundle over Rk,
3. There exists a quasi-regular basis for gk.
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The above proposition is the central proposition of this subsection. In practice, the best method to determine
formal integrability is to use it. In actual calculations of the rank of gk (which is necessary for validating condition
3 of the proposition above), it may happen that one must determine the rank of a large matrix.
Given formal integrability of an equation Rk, it becomes possible to show the existence of local solutions in the
analytic category as mentioned at the beginning of the subsection. The precise definition of analyticity is
Definition 4.2. A map is called analytic if, around any point, it can locally be defined by a convergent
power series. (Note that this definition includes real functions. They are called real-analytic).
A manifold is called analytic if all of its transition functions are analytic. The analytic category is defined as
the category in which the objects are analytic manifolds and the morphisms are analytic maps between them.
The existence of local solutions in the analytic category is guaranteed by theorem 9.1 of [Goldschmidt, 1967b]
which is here rephrased as follows:
Proposition 4.6. Suppose that Rk is a formally integrable differential equation which is analytic. Then
given a point θ ∈ Rk+l (for any l ∈{0, 1, 2, · · · }), it is possible to find an analytic section s : U → E where U
is a neighbourhood of x = pi(θ) such that jk+l(s)(x) = θ and s is a local solution of Rk.
One might wonder if it is possible to prove something stronger, for example that smoothness guarantees existence
of local solutions. This is not possible because of “Lewy’s example”.
4.3 Integrability conditions
When checking for formal integrability or involutivity of a system of differential equations, it may happen that
the first prolongation Rk+1 does not project surjectively to Rk via pik+1k but that this projection can be made
surjective if certain integrability conditions are taken into account.
Example 4.1. Let pi : E := R2×R be a fibered manifold with local coordinates (x, t, u). Define F := R2×R2
and consider the differential operator
Φ : J2(E)→ F, (x, t, u, ux, ut, uxx, utt, uxt) 7→ (x, t, ux, utt) (84)
Now the differential equation E = ker0(Φ) is given by
E ={(x, t, u, 0, ut, uxx, 0, uxt)} (85)
The first prolongation is however
E1 = ker(Φ1) = ker
(
ux, utt, uxx, uxt, uttx, uttt
)
={(x, t, u, 0, ut, 0, 0, 0, uxxx, uxxt, 0, 0)}
(86)
so that pi32E1 ={(x, t, u, 0, ut, 0, 0, 0)} which is much smaller than E . The reason is that due to the prolongation,
there arise additional restrictions on coordinates of second order, namely on uxx and utx.
Therefore, to avoid this, one can try to include those additional restrictions right from the start. This means
one defines a new system that takes the restrictions up to second order, that would arise upon prolongation
anyways, into account directly. Those additional restrictions up to order two {uxt = 0, uxx = 0} are the
integrability or consistency conditions of this system.
J : = ker
(
ux, utt, uxt, uxx
)
={(x, t, u, 0, ut, 0, 0, 0)} (87)
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Now if we prolong this system, then the result is similar to E1 except for the fact that the additional restrictions
uxtx = 0, uxxt = 0 are additionally imposed. However, those are only new restrictions on the coordinates of
order 3. Therefore, the projection pi32 is now indeed surjective.
Furthermore, we can read off a solution from J , namely
u(x, t) = At+B (88)
which is a meaningful solution because it also is a solution of E . Indeed, for reasons of consistency just shown
above, those are the only solutions of E . Therefore, the procedure to define a new system for which surjectivity
is guaranteed is meaningful.
So, as can be seen in the example, some systems might come along without the inclusion of some differential
consequences of the order of the system. But those differential consequences must be observed if a solution is to be
found because a solution must fit all differential consequences by definition. Therefore, one can or actually should
include all those differential consequences of the order of the system that arise upon prolongation. One can define
consistency conditions as follows.
Definition 4.3. Suppose E is a differential equation of order k. If, upon prolongation of the equation, new
restrictions up to order k arise, then those new restrictions are called integrability or consistency conditions.
Note that surjectivity can not automatically be reached - for some systems taking into account the integrability
conditions might affect the prolongation in such a way that new restrictions of lower order arise again. Then one
must reiterate the process until either surjectivity is obtained or a contradiction arises and the prolongation or
the system itself becomes empty. In the latter case, the system is simply not formally integrable at all.
For the intersections of our physical theories, it might occur quite often that the intersections are formally inte-
grable only after redefining them as systems that take the consistency conditions into account. Those consistency
conditions that are automatically found when checking surjectivity are precisely the minimal amount of assump-
tions that must be made in order to make the system consistent. Therefore, they are actually really useful for
us because they can be interpreted as the minimal physical assumptions under which a correspondence becomes
meaningful.
This means that without knowing exactly what assumptions are reasonable to relate two systems, we can just
define a correspondence and then find it out. This will happen later in the example where Magneto-Statics and
Hydrodynamics are shown to share an intersection whose consistency conditions had to be guessed in equation
(17) in the motivating example in subsection 3.1.
4.4 Explicit example of a formally integrable system
In this subsection, I will prove formal integrability for one simple example using proposition [4.5], just to illustrate
the formalism. The differential equation below is defined as the kernel of a differential operator ϕ : J → F and is
constructed such that (12) holds.
As a consequence, it is possible to obtain Rk and Rk+l as kernel of ϕ and its prolongation, using (11) and (13).
And it is possible to obtain gk and gk+l as the kernel of σ(ϕ) and its prolongation using (71). Furthermore, gk,j
and gk+l,j can be obtained using (79).
First define pi : E →M as follows:
M := R, E := R× R, pi = pr1 : E →M is the projection onto the first factor. (89)
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Let J := J1(E) ' R3 with local coordinates (x, u, ux). Then define a differential operator ϕ : J → F := E by
ϕ(x, u, ux) = (x, ϕ
1(x, u, ux)) := (x, ux − u) (90)
which is a first order linear operator. Its kernel
R1 := kerϕ
(11))
= {θ ∈ J | ϕ(θ) = 0(pi(θ)) = (x, 0) }={θ ∈ J | ux = u}={(ρ, λ, λ) | ρ, λ ∈ R} (91)
is a first order linear differential equation corresponding to a two-dimensional subspace of J . We know it to have
the general solution
u(x) := u(sE(x)) = A exp(x), A ∈ R (92)
but want to show formal integrability of R1 to illustrate the general methods introduced above.
To show all 3 conditions of proposition [4.5], we first need to calculate Rk+1 = R2 and gk+1 = g2. To this end,
note that the prolongation of J = J1(E) is J2(E) ' R4 with local coordinates (x, u, ux, uxx). Thus, we can use
(10) to prolong ϕ to obtain
p1(ϕ)(θ ∈ J2(E)) = (ϕ,Dxϕ)(θ) = (x, ux − u, uxx − ux) ∈ J1(E). (93)
such that
R2 = ker p1(ϕ)
(13)
=
{
θ ∈ J2(E) | (ϕ(θ), Dxϕ(θ)) = 0(pi(θ))
}
=
{
θ ∈ J2(E) | ux − u = 0, uxx − ux = 0
}
={(ρ, λ, λ, λ) | ρ, λ ∈ R} .
(94)
Now that R2 and R1 are explicitly given, we recognize that the restriction of pi21 to R
2 surjectively projects down
to R1. Explicitly,
pi21R
2 =
{
pi21(ρ, λ, λ, λ)
}
={(ρ, λ, λ)}= R1. (95)
This means condition 1. of proposition [4.5] is fulfilled. In fact, there even is an inverse map sending (ρ, λ, λ) back
to (ρ, λ, λ, λ), so R2 ' R1. This continues for higher orders. We have
pl(ϕ) = (ϕ,Dxϕ, · · · , Dlxϕ) ⇒ R1+l =
(ρ, λ, · · · , λ︸ ︷︷ ︸
1+l times
) | ρ, λ ∈ R
' R1. (96)
Now let us calculate g1 and g2. To do so, we must first calculate the symbol of ϕ. To do this, we must first
clarify how an element p ∈ F 1R1 looks like. This can be done using (59). Note that our manifold M = R is one
dimensional and therefore T ∗M has basis dx while V (E) has basis ∂/∂u. Thus
F 1R1 3 p = (θ, a) =
(
(x, u, u),
(
a11dx|x ⊗
∂
∂u
∣∣∣∣
u
))
. (97)
As a consequence dim(F 1R1)θ∈Rk = 1 and we obtain
σ(ϕ)(p)
(62)
= a11
∂ϕ1
∂ux
∂
∂u
∣∣∣∣
θ=(x,u,ux)
(90)
= a11
∂
∂u
∣∣∣∣
θ
(98)
g1
(71)
= ker(σ(ϕ))|Rk (98)=
{
p ∈ F 1R1 | θ ∈ R1 and a11
∂
∂u
∣∣∣∣
θ∈R1
= 0
}
=
{
(θ, 0) | θ ∈ R1}' R1 (99)
This shows that g1 is the trivial vector bundle over R1 whose fibers consist of the zero-point only. Similarly,
F 2R1 3 p = (θ, a) =
(
(x, u, u),
(
a111dx ∨ dx|x ⊗
∂
∂u
∣∣∣∣
u
))
. (100)
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whose fibers are also one-dimensional and therefore
σ1(ϕ)(p)
(63)
= 2a111
∂ϕ1
∂ux
∂
∂u
∣∣∣∣
θ=(x,u,ux)
(90)
= 2a111
∂
∂u
∣∣∣∣
θ
(101)
such that
g2
(71)
= ker(σ1(ϕ))|Rk (101)=
{
p ∈ F 2R1 | θ ∈ R1 and a111 =
∂
∂u
∣∣∣∣
θ∈R1
= 0
}
=
{
(θ, 0) | θ ∈ R1}' g1 ' R1 (102)
As a consequence, g2 is also a trivial vector bundle over R1. This proves that condition 2. of proposition [4.5] is
fulfilled. In fact, one can see that g1+l ' g1 for all l. As a consequence, we do not even need to test condition 3 of
proposition 5 because this together with R1+l ' R1 directly shows that the definition [4.1] of formal integrability
is fulfilled.
Nevertheless, let us test condition 3 of proposition [4.5] explicitly. To this end, we must check condition (80)
for all p ∈ R1. To do so, we must calculate g1,j . However, the definition of Sk,jT ∗ (see (75)) requires that
j + 1 ≤ i1 ≤ · · · ≤ ik ≤ m = 1 which is only possible for j = 0, i.e. Sk,j>0T ∗ = 0. But the sum in (80) only goes
from j = 1 to j = m− 1 = 0. As a consequence, we only have to verify that
dim(g2) = dim(g1). (103)
This does hold because g2 ' g1 as shown above. This shows that all conditions of proposition [4.5] are satisfied
and thus our equation (91) is formally integrable.
4.5 Example 2: A simple systems that is not formally integrable
Let pi : E := R × R → M := R, with CE = (x, u). Define u1 := ux, u2 := uxx, u3 := uxxx, · · · and so on. Then
Jn(E) has local coordinates CJn(E) = (x, u, u1, · · · , un). Define the differential operator ϕ : J := J2(E) → F :=
R× R2 by
ϕ(θ ∈ J) = (x, ϕ1, ϕ2) := (x, u1 − u, u2) ⇒ R2 = ker(ϕ) ={(ρ, λ, λ, 0) | ρ, λ ∈ R} . (104)
R2 is a two-dimensional subspace of J . However
p1(ϕ) =
(
ϕ
Dxϕ
)
=

u1 − u
u2
u2 − u1
u3
 (105)
such that p1(ϕ) = 0 leads to u = u1 = u2 = 0 = u3 and therefore
R3 ={(ρ, 0, 0, 0, 0) | ρ, λ ∈ R}
⇒ pi32R3 =
{
pi32(ρ, 0, 0, 0)
}
={(ρ, 0, 0)}6= R2
(106)
This means pi32 : R
3 → R2 is not surjective. As a consequence, condition 1. of proposition [4.5] is not fulfilled.
Thus, R2 is not formally integrable.
Another way to see this in this case is to look at the compatibility of the solutions of the equations 0 = ϕ1 = u1−u
and 0 = ϕ2 = u2. The solution of ϕ
1 = 0 is u(x) = A exp(x) and the solution of ϕ2 = 0 is u(x) = Bx+ C. They
are only equal for all x if A = B = C = 0.
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5 Shared Structure
5.1 Definition of Shared Structure
Now that the notions of Intersection and Correspondence are developed and that we have reviewed the theory of
formal integrability, everything can be combined to define what it means for two theories to share structure.
So suppose we are given two fibered manifolds pi : E → M and ξ : F → N and would like to compare the
differential equations E on Jk(E) and F on J l(F ). Suppose further that we already defined a correspondence
ϕ : J ⊂ Jn(E)→ f∗F . In other words, we have a situation as depicted in the diagram [38]. Then, because of the
propositions [3.5] and [3.6], the following propositon holds.
Proposition 5.1. If φL ◦ pL(ϕ) is transversal to F`, then ϕ∗LF is a smooth submanifold of JN (E). If EK
is further transversal to ϕ∗LF , then I = EK ∩ ϕ∗LF is a smooth submanifold of JN (E) and thus a differential
equation.
The conditions for the proposition can be summarised in the following definition.
Definition 5.1. E and F are said to share an intersection I := EK ∩ ϕ∗LF (under the correspondence ϕ) if
the following conditions hold true.
φL ◦ pL(ϕ)−t F` and EK −t ϕ∗LF (107)
Now let us suppose that E and F do share an intersection under ϕ. From the discussion in subsection 3.4, it is
clear that sharing an intersection is not enough for saying that two theories share structure in a meaningful way.
Instead, one should require that the system is differentially consistent as well. One possibility to do that would be
to simply use the definition of formal integrability and to require that the intersection of two differential equations
must be formally integrable. However, I think that this would be too strong a requirement. The reason why
this requirement is too strict is that formal integrability means that all solutions of order N of the intersection
on JN (E) can be prolonged to local sections of infinite order. However, even if only a subset of those solutions
would have infinite prolongations, it would already be interesting enough, especially if the intersection is only not
formally integrable on isolated points but everywhere else it is. At the same time, if the subset only consists of
one solution, then this would also not be satisfying. To avoid this, I choose the following definition.
Definition 5.2. (Shared Structure) Two differential equations share structure if they share an intersection
I and this intersection is formally integrable at least for all points on an open subset of I.
Remark 5.1. One could still refine this definition. If one would like to be less strict, one could also say that
two differential equations share structure if I is formally integrable on any subset of I.
If one would like to be more strict, one could require that I should be formally integrable everywhere except
possibly on a subset of measure zero.
This definition is meaningful because formal integrability guarantees that all N -th order solutions on an open
subset of I can be prolonged to formal solutions. Those N -th order solutions can be constructed very easily by
defining a Taylor expansion using as coefficients the entries of any point θ = (xi, ujσ) in this open subset of I. So if
two differential equations share structure, then this necessarily means that their intersection has a lot of solutions.
Furthermore, given any such solution, we are guaranteed that it is a solution both of E and (via the transfer using
the correspondence) of F because of the propositions [3.1] and [3.2]. Therefore, if two equations share structure,
then they share a lot of formal solutions in a very precise sense.
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5.2 Subtheory, Embedding, Equivalence
Now that this important notion is defined, I will use it to define all the other notions that I required an effective
framework to be able to provide in the introduction. This means, notions will be suggested to answer the following
questions in a meaningful way.
1. Are two (classical field) theories equivalent?
2. Can one theory be embedded into another one?
3. Do two theories share any subtheory?
4. When are two theories equivalent up to a symmetry?
I will reverse the order and first provide a definition to answer the last question.
Definition 5.3. (Subtheory) Two classical field theories are said to share a subtheory (under a correspon-
dence) if one can define a correspondence such that their systems of differential equations share structure. The
subtheory they share (under this correspondence) is then understood as a classical field theory corresponding
to the intersection I.
The “classical field theory corresponding to a system of differential equations” is understood as the system of
differential equations together with the following three aspects:
A.1 A physical interpretation of the variables in the equations.
A.2 A specification of possible boundary conditions.
A.3 Experimental validity bounds for the physical interpretation.
There might be several physical interpretations for one system of PDEs and therefore there might be several
classical field theories corresponding to it.
Using this definition, the next definition shall answer the second question.
Definition 5.4. (Embedding) Suppose ϕ : J ⊂ Jn(E)→ f∗F is a correspondence under which E and F
share structure. Then the differential equation F is said to be embedded into E if all solutions of F can be
transferred from solutions of I via ϕ.
Now having defined an embedding, a mutual embedding can be used to define equivalence.
Definition 5.5. (Equivalence) Two differential equations E and F are said to be equivalent if there is a
correspondence ϕ : J ⊂ Jn(E)→ f∗F such that F is embedded into E and a correspondence ε : Jq(N)→ g∗E
such that E is embedded into F .
Two classical field theories are said to be equivalent (up to the aspects A.1-A.3 named above) if their differential
equations are equivalent.
Those definitions (and the concrete constructions behind them) can be applied to all previously described situa-
tions. In particular, relationships and theoretical analogies of similar systems can be analysed and new analogies
can be found, methods to solve systems can be transferred, and so on.
To define equivalence up to symmetry will involve concepts related to symmetries of differential equations and is
therefore shifted to the next subsection.
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5.3 Equivalence up to Symmetry
When comparing two theories in mathematically different formulations that only differ up to a symmetry which is
physically not relevant, then one would like to find a way to compare the two theories after removing this symmetry.
For example, classical electrodynamics can be formulated in terms of gauge potentials and in terms of Faraday
tensors. At least classically, those two theories are physically equivalent because only the fields are measurable
quantities. To formalise this physical equivalence mathematically, Weatherall invented the solution-Category
approach described in [Weatherall, 2014] and [Weatherall, 2015] which was already mentioned in the introduction
1.6. The idea behind this formalism was, among other things, to show that those mathematical structures in which
the morphisms between the objects of the solution categories are induced (via the pushforward or pullback) by
the diffeomorphisms of the underlying manifold are more natural than those in which those symmetries have to
be “added by hand” in order to achieve an equivalence to other physically equivalent formulations.
The aim of the present section is to show how one can approach those ideas in the category of smooth manifolds.
The first subsection describes the general idea how to “quotient out” a symmetry of an equation and how to obtain
the corresponding invariant equation. Basically, the invariant equation is realised by replacing the variables in
the equation by the invariants of the symmetry. So the real work consists in finding all functionally independent
invariants.
As a side effect, a method is identified which relates equations of those invariants to the original equation and its
total derivatives - this facilitates to solve some equations by using the map induced by the symmetry.
Remark 5.2. In order not to arise confusion, I must remark that the notion of an invariant equation that
will be defined below is different to the notion of a quotient equation that can sometimes be found in the
literature and which involves a transformation of the Cartan Distribution, see e.g. [Krasil’shchik et al., 1999].
In appendix A.10, the method is applied to a simple example to illustrate the method. An application to Maxwell’s
equations can be found later in chapter 4. There all invariants of gauge transformations are proven to be functions
of the relativistic curl of the gauge potential. This then results in Maxwell’s equations in terms of Faraday tensors
as invariant equation. Thus, the analogon to “inserting morphisms into the solution-category” can be taken to be
“finding the invariant equation” in the category of smooth manifolds.
5.3.1 General idea
As before, suppose we are given a fibered manifold pi : E → M , Endow its Jet Bundle Jk(E) with the Cartan
distribution Ck. As differential equations E are geometric objects in the current approach, we can give a geometric
definition of what we understand under a symmetry of the equation (taken from [Krasil’shchik et al., 1999])
Definition 5.6. A Lie transformation is a diffeomorphism L : Jk(E) → Jk(E) such that L∗,θ(Ckθ ) = CkL(θ)
for any point θ ∈ Jk(E).
A vector field X on the manifold Jk(E) is called a Lie field, if shifts along its trajectories are Lie transforma-
tions.
Definition 5.7. A Lie transformation S which is such that S(E) = E is called a Symmetry of the differential
equation E ⊂ Jk(E).
A Lie field X is called an infinitesimal Symmetry of the equation E ⊂ Jk(E), if it is tangent to E .
Having defined Symmetries, we can proceed to define the concept of an invariant of a symmetry (taken from
[Reincke-Collon, 2012]).
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Definition 5.8. Given a Lie transformation S on Jk(E), an Invariant of this transformation is a map
I : Jk(E)→ R such that S∗I = I, i.e. I(θ) = I(S(θ)) ∀θ ∈ Jk(E).
Now suppose that S is a Symmetry of the equation E , i.e. S(E) = E . If the equation is given as the kernel of a
differential operator Φ : J ⊂ Jk(E)→ F , where pi′ : F → M is another fibered manifold, i.e. E = kers(Φ), where
s : M → F is a suitable section, then this implies that Φ(θ) = s(pik(θ)) iff S∗Φ(θ) = Φ(S(θ)) = s(pik(S(θ))).
Observe that Φ itself does not have to be invariant but the condition Φ(θ) = s(pik(θ)) only holds for θ ∈ E which is
invariant. This means however that it should be possible to perform algebraic operations on the equation kers(Φ)
which facilitate to reformulate the equation in terms of invariants of the symmetry, at least at all those points where
those algebraic operations are well-defined. In other words, it should be possible to find a Φ′ : J ′ ⊂ Jk(E) → F
such that E = kers′(Φ′) and S∗Φ′ = Φ′, at least at all those points making up J ′ where the algebraic operations on
kers(Φ) do not lead to a division by zero. To find out how to find this Φ
′, let us suppose that we have a Lie Group
G that acts on Jk(E). We write this action as g · θ := Sg(θ) where Sg : Jk(E)→ Jk(E) is the Symmetry on our
bundle corresponding to the action of g ∈ G. Given such a Symmetry Group, we can try to find the generating
functions of all Sg-Invariants on J
k(E). They can be found in a systematic way using the following proposition
(also taken from [Reincke-Collon, 2012]):
Proposition 5.2. If G is a group of Symmetries acting on Jk(E), then all invariants I of this Symmetry
Group fulfill the equations
X(I) = 0 (108)
where X are the infinitesimal Symmetries corresponding to the action of the Lie Algebra of G.
Proof . For an invariant I of a Group it is true by definition that S∗gI = I, ∀g ∈ G. As we assume a Lie Group,
we can write Sg = exp(aXg) where Xg is the infinitesimal generator corresponding to the action of g. Thus
0 =
d
da
I(θ)
∣∣∣∣
a=0
=
d
da
I(Sg(θ))
∣∣∣∣
a=0
=
d
da
I(exp(aXg)θ)
∣∣∣∣
a=0
= I ′(θ)Xg|θ = Xg(I). (109)
This is true for all g and thus for all X in the Lie Algebra.
This means that if we have a finite number of generators for our Symmetry Group, then it becomes possible to
find all functionally independent invariants by finding the most general solution of a finite number of equations of
the form (108).
Suppose we have found out that any invariant of a given Group action on a given bundle must be a function
of the functionally independent invariants (I1, · · · , Il). Furthermore, suppose that the equation E on Jk(E) is also
invariant under the Group action. Then, as explained before, it must be possible to express Φ′ whose kernel is E
almost everywhere as function of I1, · · · , Il.
This idea can be formalized as follows: Let us create a new bundle ξ : Q → M which has the same base mani-
fold as the original bundle but let its fibers Qx consist of l dimensions where l is the number of the functionally
independent Invariants found in the previous step. Then denote the corresponding local coordinates of the fibers
by (q1, · · · , ql). Now we can define a correspondence that maps the invariant functions Ii to those new coordinate
functions:
ϕ : Jn(E)→ Q, ϕ(θ) := (pi(θ), I1(θ), · · · , Il(θ)). (110)
If ϕ is a differential operator of order n, denote by N := max(k, n) and by L := N − n, K := N − k. Then we can
try to find an operator φ : JL(Q)→ JK(F ) such that the following diagram commutes:
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JN (E)
JK(F ) M
JL(Q)
pL(ϕ)
pK(Φ′)
piN
(pi′)K
φ
ξL
In short, we look for Φ′ and φ such that at least at all points θ where Φ′ is well-defined, the following condition
holds.
kers′(Φ
′) = kers(Φ), pL(ϕ)∗φ = pK(Φ′), ϕ as in (110) (111)
The operator φ can thus be understood as the system which one obtains after quotienting out the action of the
Group G. Therefore, I define an invariant equation as follows.
Definition 5.9. If there is a symmetry Group G acting on Jk(E) such that the action Sg is a Symmetry of
the equation E = kers(Φ) for all g ∈ G, then
EI := kerjk(s′)(φ) (112)
is called an invariant equation (of E with respect to G) if φ is such that it fulfills equation (111).
Finally, it is important to remark that it is also possible to find a broader class of related equations by requiring
something less restrictive, namely one can choose some r ∈ N0 and any number of multi-indeces α and look for all
those operators ψ : JL+r(Q)→ JK+r(F ) such that
pL+r(ϕ)∗ψ(θ) = jK+r(s)(piN+r(θ)) if Dα(Φ)(θ) = Dα(s)(pik+|α|(θ)) (113)
The equations J := kerjk(s)(ψ) are interesting because they are sometimes less trivial than the initial equations
kers(Φ) and its prolongations but some of their solutions can now be obtained via ϕ. To understand this, recall
that any solution of E is a section sO : O ⊂M → E such that its prolongation lies in E . This means in particular
Φ(jk(sO)(x)) = s(x), ∀x ∈ O. But by the definition of ψ above this implies that
jK+r(s)(x) = ψ ◦ pL+r(ϕ) ◦ jN+r(sO)(x)
= ψ ◦ jL+r(ϕ(jN (sO)(x))) for all x ∈ O
(114)
which means that w := ϕ ◦ jN (sO) is a solution of J . If pL+r(ϕ)∗ψ(θ) = jK+r(s)(piN+r(θ)) if and only if
Dα(Φ)(θ) = Dα(s)(pi
k+|α|(θ)) for some choice of r and multi-indices α, then one can find all solutions of J like
this. Below we will see some examples of this procedure. The idea to look for such map arised when reading [Svi-
nolupov and Sokolov, 1992]. (Though they only consider evolution equations, this idea works for any equations
which fulfill the condition (113).)
As a result, the following definition becomes meaningful.
Definition 5.10. Two differential equations E ⊂ Jk(E) and H ⊂ Jp(H) are said to be equivalent up to the
action of the symmetry Group G on Jk(E) if E has an invariant equation EI such that EI and H are equivalent
as defined in [5.5].
In appendix A.10, the simple example of dilatations of a first order system serves to illustrate the general ideas
above. A somewhat more involved example will be given in section 6.3 where Maxwell’s equations formulated in
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terms of Faraday tensors will be shown to be an invariant equation of Maxwell’s equations formulated in terms of
gauge potentials.
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6 Application to Electrodynamics
In this section, the framework developed in the last section will be used to study in more depth the structure of
Electrodynamics, in particular the relationship of some of its subtheories with themselves and with two subtheories
of Hydrodynamics.
The first subsection originally started with an axiomatic derivation of Maxwell’s equations and the equations were
shown to be formally integrable (which is well-known but will be needed later). For the sake of brevity however,
this subsection was shifted to appendix A.11.
In the second subsection, the new notions of Correspondence and Intersection will be used to study embeddings of
subtheories in Electrodynamics. It will be shown that Electro-Statics and Magneto-Statics can be embedded into
Electrodynamics. Furthermore, the relationship between Maxwell’s equations in vacuum and the wave equations
is investigated and it will be shown that the former can be embedded into the latter.
The third subsection makes use of the notion of “equivalence up to symmetry” and it will be shown that Elec-
trodynamics in terms of gauge potentials is equivalent up to gauge symmetries to Electrodynamics in terms of
Faraday tensors.
The fourth subsection picks up the motivating example of subsection 3.1 and presents a comparison of Magneto-
Statics with the incompressible but viscous Navier-Stokes equation. With the new methods, the comparison can be
made precise and it will be proven that they share a structure (a subtheory) under a correspondence. Furthermore,
the integrability conditions coming out of the formalism will be shown to be those physical assumptions that had
to be guessed in the motivating example.
The last subsection contains a review of the validity bounds of electrodynamic laws. It was shifted to appendix
A.12 because it is not so relevant from a mathematical point of view. However, physically, it is very interesting
and shows why it is difficult to incorporate validity bounds into a framework in general.
6.1 Axiomatic derivation and formal integrability
The subsection was shifted to appendix A.11 for brevity.
6.2 Embeddings of subtheories of Electrodynamics
6.2.1 Embedding of Electro- and Magneto-Statics
In this subsection will be shown that Electro- and Magneto-Statics can both be embedded into Electrodyamics (as
one expects). Though the result is quite clear from the start, the subsection shall illustrate the general methods
and give some intuition for the notion of embedding.
To show the embedding formally, let us reformulate all three theories in the Jet Bundle language. For Electro-
dynamics, we use the expression in terms of electric and magnetic fields (and not in terms of Faraday tensors or
gauge potentials) to make the argument more transparent. As Electro-Statics and Magneto-Statics are usually
considered in R3, we assume for this subsection that M = R4. As it is convenient to write the prolongations
with the coordinate expressions that we used throughout the thesis, the expression (236) will be rewritten in the
perhaps more familiar form in vector notation (and in convenient units)
∇ ·E = ρ, ∇×E = −∂tB, ∇×B = I + ∂tE, ∇ ·B = 0 (115)
where ρ = ρ(x, t) is the charge density and I = I(x, t) is the current density (denoted by I and not by j as usual to
avoid confusion with other j’s). Now, define the bundle pi : E := M×R6 →M with local coordinates (xi, t, Ei, Bi)
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and pi′ : E′ = M × R8 →M to define the operator
Φ : J1(E)→ E′, (xi, t, Ei, Bi, Ei,j , Eit , Bi,j , Bit) 7→

Ei,i − ρ
εijkE
k,j +Bit
εijkB
k,j − Eit − Ii
Bi,i
 , E := ker(Φ) (116)
For Electro-Statics define a bundle ξE : FE := R3 ×R3 → R3 =: M ′ with local coordinates (xi, Ei) and define the
bundle ξ′E : F
′
E := M
′ × R4 → M ′. With the static charge density ρE , the Electro-Statics equation FE is then
given by
ΦE : J
1(FE)→ F ′E , (xi, Ei, Ei,j) 7→
(
Ei,i − ρE
εijkE
k,j
)
, FE := ker(ΦE) (117)
For Magneto-Statics proceed in the same way and define a bundle ξM : FM := R3 × R3 → R3 =: M ′ with local
coordinates (xi, Bi) and define the bundle ξ′M : F
′
M := M
′ × R4 → M ′. With the static charge current density
IM , the Magneto-Statics equation FM is then given by
ΦM : J
1(FM )→ F ′M , (xi, Bi, Bi,j) 7→
(
εijkB
k,j − IiM
Bi,i
)
, FM := ker(ΦM ) (118)
Now that all formulations are ready, we can define correspondences between them. Because they have different
base spaces, we must, according to definition [3.3], specify a base correspondence. Choose the canonical projection
f : M → M ′, (xi, t) 7→ (xi). Then we can pull back FE and FM along this base correspondence. Let us first
consider FE , the Magneto-Static case will be similar. In that case, f
∗FE has local coordinates (xi, t, Ei) which
suggests the correspondence
ϕ : J0(E) = E → f∗FE , (xi, t, Ei, Bi) 7→ (xi, t, Ei) (119)
It is a zeroth-order differential operator which is furthermore a surjective submersion. Recall the simpler the
differential operator, the more similar two theories are if they share structure.
We would now like to intersect the equation E and FE on one Jet Bundle JN (E). To find N , recall that if k
denotes the order of E , n denotes the order of ϕ and l the order of FE , then we can find N as N := max(k, n+ l) =
max(1, 0 + 1) = 1. So L := N − n = 1, K = N − k = 0. To pull back FE , we will also need to construct the map
φL to complete the diagram [38]. As explained in detail in the same subsection 3.2, the map φL sends coordinates
(xi, tj , ukα, u
k
β , u
k
γδ) to coordinates (x
i, ukα). In our case this means
φL(xi, t, Ei, Ei,j , Eit) = (x
i, Ei, Ei,j) (120)
Using φL ◦ pL(ϕ) : JN (E)→ JL(FE) = J1(FE), we can now pull back FE to
ϕ∗1FE =
{
θ ∈ J1(E) | (ΦE ◦ φL ◦ p1(ϕ))(θ) = (xi, 0)
}
= ker
(
Ei,i − ρE
εijkE
k,j
)
(121)
So we just obtain the Electro-Static equations again under this pullback but now as equations on J1(E). The
joint system is then
IE := E ∩ ϕ∗1FE = ker

Ei,i − ρ
εijkE
k,j +Bit
εijkB
k,j − Eit − Ii
Bi,i
Ei,i − ρE
εijkE
k,j

= ker

Bit
εijkB
k,j − Eit − Ii
Bi,i
Ei,i − ρE
εijkE
k,j
 (122)
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Here, the second equality follows from inserting the equations into each other. We obtained ρ = Ei,i = ρE which
means the charge density of the intersection can not depend on time anymore. Furthermore, Bit = −εijkEk,j = 0,
so there can be no time varying magnetic field anymore. Interestingly enough however, there is no condition that
eliminates the time dependence of Ei completely. At first, this is surprising because one usually thinks that a
time varying E-field should always lead to a time-varying B-field. To understand the situation better, suppose
we would prolong the system of equations once. Then, because of ρE = ρE(x), we would obtain E
i,i
t = 0, so the
divergence can not be time-dependent. Furthermore, a differential consequence of the first line would be Bi,jt = 0
and therefore, the time derivative of the second line would result in Eitt = −Iit . This means, up to a constant11,
the time dependence in Et is coming from I
i. Therefore, Bi can be static while Ei is not. This is interesting
because it means that imposing the equations of Electro-Statics renders the B -field static but not completely the
Ei-field (I remark that we are only imposing the equations of E-Statics and not the structure of its space - because
of the pullback the fields are still those on the usual spacetime M .)
Similarly, imposing the M-Static equations renders the E-field static. The calculation is exactly the same as for
the E-field above but one would end up with the following system.
IM := E ∩ ϕ∗1FE = ker
(
Ei,i − ρ, εijkEk,j +Bit, Eit , εijkBk,j − IiM , Bi,i
)
(123)
This means in particular that imposing the E-Static and M-Static equations, the E and B fields would both be
rendered static. In that case the equations decouple as well and one obtains (of course) also a consistent system.
That the intersection is formally integrable follows from the fact that it is a special case of Maxwell’s equations
which are formally integrable. So, as it should be, E-Statics and M-Statics can be said to share Structure with
E-Dynamics. Furthermore, using the correspondence, one can map the intersection back to the bundles FE and
FM . Then we obtain ϕ(IE) = FE and ϕ(IM ) = FM as one expects because no new restrictions are imposed on the
coordinates Ei and Ei,j by the intersection (or on Bi and Bi,j). So E-Statics and M-Statics are both embedded
in E-Dynamics and they can consistently be embedded simultaneously.
Finally, I remark that if one wishes the “staticness” of the fields to carry over to the Electrodynamics equations
upon pullback of the static equations, one can do the following: Simply regard the Static equations as a system on
the usual spacetime M (actually that is what happens in a static experiment) but impose the equations ∂tE
i = 0
or ∂tB
i = 0 Then one would define FE := M × R3 and pull back
ΦE : J
1(FE)→ F ′E , (xi, t, Ei, Ei,j , Ei,jt ) 7→
E
i,i − ρE
εijkE
k,j
Eit
 , FE := ker(ΦE) (124)
This would then result in the desired effect. It depends on what one wants to compare.
6.2.2 Embedding of Electrodynamics in Wave equations
When considering Electrodynamics in vacuum
∇ ·E = 0, ∇×E = −∂tB, ∇×B = ∂tE, ∇ ·B = 0 (125)
one can derive wave equations as follows
∂2tB = −∂t(∇×E) = −∇× (∇×B) = −∇ · (∇ ·B) + ∆B = ∆B
∂2tE = −∂t(∇×B) = −∇× (∇×E) = −∇ · (∇ ·E) + ∆E = ∆E
(126)
11 According to the fundamental theorem of vector calculus or the Helmholtz theorem, the divergence and curl only uniquely
determine a vector field if it is decaying rapidly enough. Upon this requirement, an overall time dependence of E (like e.g. E(x, t) =
E(x) + tc where c is constant) would be eliminate the constant c.
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The aim of the present section is to show briefly that the wave equations are more general than the Maxwell
equations because the former are a differential consequence of the latter. To this end, it will be shown that
Maxwell’s equations in vacuum can be embedded into the wave equations but not vice versa.
For the formulation on a bundle use the same notation as above.
Φ : J1(E)→ E′, (xi, t, Ei, Bi, Ei,j , Eit , Bi,j , Bit) 7→

Ei,i
εijkE
k,j +Bit
εijkB
k,j − Eit
Bi,i
 , E := ker(Φ) (127)
and for the wave equations we can actually consider the same bundle ξ : E → M over the same base space but
need another target bundle for our operator ξ′ : F ′ := M × R6. Now define the second order operator
ΦW : J
2(E)→ F ′, θ 7→
(
Eitt − Ei,jj
Bitt −Bi,jj
)
, F := ker(ΦW ) (128)
Because the equations are on the same bundle, we can choose as correspondence ϕ : E → E the identity. Then, to
intersect the systems, it is only necessary to prolong them to the same Jet Bundle JN (E) whereN = max(k, n+l) =
max(1, 0 + 2), so we prolong the first system once to take the intersection. Writing the prolonged system next to
the usual system, we obtain
E1 ∩ F = ker

Ei,i, Ei,ij , Ei,it
εijkE
k,j +Bit, εijkE
k,jl +Bi,lt , εijkE
k,j
t +B
i
tt
εijkB
k,j − Eit , εijkBk,jl − Ei,lt , εijkBk,jt − Eitt
Bi,i, Bi,il, Bi,it
Eitt − Ei,jj , Bitt −Bi,jj
 , (129)
Now, as already shown above, the last line of equations can be obtained from the others. Namely, the entries
of the second and third row of the second column can be inserted in the second and the third row of the third
column to obtain the wave equations of the last row via the εijk-identities. Therefore the kernel above is equal to
the kernel of the same set of equations without the last row.
As a consequence, it immediately follows that E1 = I. That I is formally integrable then immediately follows
from formal integrability of Maxwell’s equations. Therefore, we can immediately conclude that E and F share
Structure.
Using the definition of an embedding of section 5, we can deduce that because of ϕ(I) = I = E1, the solutions
of E and I coincide. Hence E is embedded into F . At the same time, the first and the fourth row, as well as the
second and third equation of the first column, can not be deduced as differential consequences from the last row.
Therefore, I ⊂ F and F 6= I. This means F is not embedded into E .
The reason, as said above, is that a differential consequence is a more general equation than the equation it arises
from. It imposes less restrictions on the Jet Bundle on which it is imposed and therefore the corresponding solution
space will be much bigger. The practical consequence in the present case is that even though it is very useful to
rewrite Maxwell’s equations in vacuum in the form of wave equations because they decouple in that case and are
therefore more readily solvable, it is still necessary after obtaining a solution of the wave equations to insert the
solution into Maxwell’s equations in vacuum to eliminate those parts of the solution that are forbidden by the
additional first order conditions of the E system.
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6.3 Equivalence up to Gauge Symmetry
In this subsection, the aim is to derive Maxwell’s equations in terms of Faraday tensors
∇µFµν = Jν , ∇[µF νλ] = 0 (130)
as an invariant equation by quotienting out gauge symmetries from the equations in terms of vector potentials
∇µ∇[µAν] = Jν . (131)
using the methods introduced in subsection 5.3.
Among other things, this shall illustrate that the framework is versatile enough to answer the questions that the
solution-Category approach described in [Weatherall, 2014] answers - though the way the answer is obtained is
quite different.
The first equation above can be modeled on the Jet bundle J1(H) where H is the total space of the bundle
pi′ : H := TM ⊗ TM → M (where M is our Lorentzian spacetime). There the equation H can be defined as the
kernel of the operator ΦH which is given by
ΦH : J
1(H)→ E := TM, (xµ, Fµν , Fµν,λ) 7→ (xµ, gνλF νµ,λ − Jµ), H := ker0(ΦH) (132)
As already described at the end of subsection A.11.1, the second equation can be modeled on the Jet Bundle
pi : E := TM →M as the kernel of the differential operator Φ that locally is described by
Φ : J2(E)→ E, (xµ, Aµ, Aµ,ν , Aµ,νλ) 7→ (xµ, gνλA[ν,µ]λ − Jµ), E := ker0(Φ) (133)
and recall that the relation Aµ,νλ = Aµ,λν holds for the corresponding coordinate functions of the prolongation.
This differential equation E is invariant under so called gauge transformations
xµ → xµ, Aµ → Aµ + χ ,µ (134)
which prolonged to J2(pi) take the form
A :=

xµ
Aµ
Aµ,ν
Aµ,νλ
 → A′ :=

xµ
Aµ
Aµ,ν
Aµ,νλ
+

0
χ ,µ
χ ,µν
χ ,µνλ
 . (135)
Note that because of the prolongation, we have χ ,µν = χ ,νµ and therefore, if we contract it with some tensor
Tµν , we obtain
χ ,µνTµν = χ
,µν
(
Tµν + Tνµ
2
+
Tµν − Tνµ
2
)
= χ ,µν
Tµν + Tνµ
2
(136)
because the anti-symmetric part vanishes upon contraction. Similarly,
χ ,µνλTµ ,νλ = χ
,µνλ
(
Tµ ,νλ + Tλ ,µν + Tν, λµ + Tµ ,λν + Tλ ,νµ + Tν, µλ
3!
)
= χ ,µνλ
Tµ ,νλ + Tλ ,µν + Tν, λµ
3
(137)
38
Analogous to what was done in equation (229) of the simple example in section 5.3, the gauge transformation can
be rewritten as the action of a group on A:
A′ =

xµ
Aµ
Aµ,ν
Aµ,νλ
+

0
χ ,µ
χ ,µν
χ ,µνλ
 = exp
[
χ ,µ
∂
∂Aµ
+ χ ,µν
∂
∂Aµ,ν
+ χ ,µνλ
∂
∂Aµ,νλ
]
xµ
Aµ
Aµ,ν
Aµ,νλ

(136, 137)
= exp
χ ,µ ∂∂Aµ︸ ︷︷ ︸
=:Xµ
+
1
2
χ ,µν
(
∂
∂Aµ,ν
+
∂
∂Aν,µ
)
︸ ︷︷ ︸
=:Xµν
+
1
3
χ ,µνλ
(
∂
∂Aµ,νλ
+
∂
∂Aν,µλ
+
∂
∂Aλ,µν
)
︸ ︷︷ ︸
=:Xµνλ


xµ
Aµ
Aµ,ν
Aµ,νλ

(138)
If χ ,µν would be different to χ ,νµ, then ∂/∂Aµ,ν and ∂/∂Aν,µ would be two different generators but because
χ ,µν = χ ,νµ, we obtain the generator Xµν . Similarly for χ ,µνλ and Xµνλ.
As a consequence, to obtain a functionally independent set of Invariants of gauge transformations, we use equation
(108) and obtain
Xµ(I) = 0, Xµν(I) = 0, Xµνλ(I) = 0. (139)
Proposition 6.1. This system can only be solved if I is a function of
Iµν := Aµ,ν −Aν,µ = A[µ,ν] (140)
and its prolongations Iµν,λ = A[µ,ν]λ, · · · , Iµν,λ1...λk = A[µ,ν]λ1...λk and so on.
Proof . Let us consider the equations order by order:
1. 0 = Xµ(I) = ∂I/∂Aµ implies that I does not depend on Aµ.
2. Now we have 0 = Xµν(I) = ∂I/∂Aµ,ν+∂I/∂Aν,µ. The general dependence of I can be found by a coordinate
transformation. First, let us fix some indices µ, ν, λ and then define x1 := A
µ,ν and x2 := A
ν,µ such that the
above equation takes the form 0 = ∂I/∂x1 + ∂I/∂x2. Now, we introduce the transformation(
x′1 := x1
x′2 := x2 − x1
)
⇒ ∂
∂xi
=
∂x′1
∂xi
∂
∂x′1
+
∂x′2
∂xi
∂
∂x′2
(141)
Thus, ∂/∂x1 = ∂/∂x
′
1 − ∂/∂x′2 and ∂/∂x2 = ∂/∂x′2. Therefore
0 =
(
∂
∂x1
+
∂
∂x2
)
I =
∂I
∂x′1
. (142)
This implies that I can only be any function of Iµν := x′2 = x2 − x1 = Aµ,ν − Aν,µ. This goes through for
any choice of µ, ν, λ.
3. 0 = Xµνλ(I) implies
0 =
(
∂
∂Aµ ,νλ
+
∂
∂Aν ,µλ
+
∂
∂Aλ ,µν
)
I
We employ the same method as above. We define x1 = A
µ,νλ, · · · , x3 = Aλ,µν and the transformation x
′
1 = x1,
x′2 = x2 − x1,
x′3 = x3 − x1
 ⇒

∂
∂x1
= ∂∂x′1
− ∂∂x′2 −
∂
∂x′3
,
∂
∂x2
= ∂∂x′2
,
∂
∂x3
= ∂∂x′3
.
 (143)
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Thus ∑
i
∂I
∂xi
=
∂I
∂x′1
(144)
implying that I is a function of x′2 = x2−x1 and x′3 = x3−x1. Observe that x′2−x′3 = x2−x3 which means
that this system is linearly equivalent to the system xi − xj , i, j ∈{1, 2, 3}.
Thus we can say I to this order only depends on
Iµνλ := Aµ,νλ −Aν,λµ = A[µ,ν]λ (145)
or any permutation thereof in µ, ν, λ. If Aµ(x) is a section, then A[µ,ν]λ(x) = ∇λA[µ,ν](x) and therefore
Iµνλ = Iµν,λ as desired.
If we prolong the bundle further, this idea continuous for higher orders. For order n, the equation X(I) = 0 gives
0 =
(
∂
∂Aλ1,λ2...λn
+
∂
∂Aλ2,λ3...λ1
+ · · ·+ ∂
∂Aλn,λ1...λn−1
)
I =:
n∑
i=1
∂I
∂xi
(146)
Thus, with the transformation
x′1 = x1,
x′2 = x2 − x1,
· · ·
x′n = xn − x1
 ⇒

∂
∂x1
= ∂∂x′1
− ∂∂x′2 − · · · −
∂
∂x′n
,
∂
∂x2
= ∂∂x′2
,
· · ·
∂
∂xn
= ∂∂x′n
.
 (147)
we obtain ∂I/∂x′1 = 0 and therefore I only depends on xi − x1 or, equivalently, on
xi − xj = A[λi,λj ]λ1...λi−1λi+1...λj−1λj+1...λn = Iµν,λ1...λk (148)
proving the claim.
Thus Iµν are our only fundamental functionally independent Invariants. Their degree is n = 1 because they involve
functions from J1(pi). Define N = max(k, n) = k = 2, L = N − n = 1, K = N − k = 0. We can now create a new
bundle ξ : Q → M with the same base space M and local coordinates (xµ, Fµν) such that the number of those
Fµν coincides with the number of the Iµν .
Next we define a map ϕ : J1(E)→ J0(Q), (xµ, Aµ, Aµ,ν) 7→ (xµ, Iµν) and prolong it to the map pL(ϕ) = p1(ϕ) :
J2(E)→ J1(Q) where J1(Q) has local coordinates
(xµ, Fµν , Fµν ,λ). (149)
By our general theory (as described in section 5.3) it should be possible to find differential operators Φ′ and φ
such that the following diagram commutes
J2(E)
J0(E) = E M
J1(Q)
p1(ϕ)
Φ′
pi2
pi
φ
ξ1
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where kers′(Φ
′) = kers(Φ). Here this can be fulfilled very easily because Φ is already defined in terms of Iµν .
Therefore, we can directly set Φ′ = Φ and the equivalence p1(ϕ)∗φ = pL(ϕ)∗φ = pK(Φ′) = Φ then determines φ
completely. Explicitly,
Φ′ :=Φ : J2(E)→ E, (xµ, Aµ, Aµ,ν , Aµ,νλ) 7→ (xµ, gνλIνµ,λ − Jµ).
⇒ φ : J1(Q)→ E, (xµ, Fµν) 7→ (xµ, gνλF νµ,λ − Jµ)
(150)
Thus our invariant equation is indeed Maxwell’s equation in terms of Faraday-tensors:
EI =
{
θ ∈ J1(Q) | gνλF νµ,λ = Jµ
}
(151)
Furthermore, we also obtain the homogeneous Maxwell-equations using the method described below equation (113)
because we can for example define ψ : J1(Q)→ E by ψ(xµ, Fµν , Fµν,λ) := (xµ, F [µν,λ]). Then
p1(ϕ)∗ψ(θ) = I [µν,λ] = A[µ,νλ] = 0 (152)
which is zero because Aµ,νλ = Aµ,λν is symmetric. Therefore J := ker0(ψ) are the homogeneous Maxwell equa-
tions. Apart from that, there might be further interesting ψ-operators that one could define at this point to
transfer solutions between the two formulations but in this thesis this is not done.
Now that we have obtained EI , the last step to establish an “equivalence up to the action of the Group of gauge
transformations” between E and H is to define a correspondence such that EI and H are mutually embedded into
each other. But this is trivial because the two equations are exactly the same, so defining the correspondence
as the identity gives us an intersection I that is diffeomorphic to both equations. By formal integrability of
Electrodynamics, this intersection is formally integrable and therefore the two theories share structure and can be
mutually embedded into one another via the identity. This then shows that E and H are equivalent up to gauge
transformations as defined in definition [5.10].
Thus “adding Morphisms of some group” in the solution-Category can be compared with “finding the invariant
equation with respect to some group” in the category of smooth manifolds where differential equations are subman-
ifolds of Jet Spaces. The procedure in the category of smooth manifolds might be computationally more involved
but in contrast to the solution-Category approach it delivers all invariants of the Symmetry and it produces the
corresponding quotient equation without the need to know it before. Furthermore, it enables to see connections
and find solutions of many systems of PDEs that result from eq. (113) via the Symmetry. Finally, the equivalence
proven in this way is very precise because it does not leave any doubt that the invariant equation EI and the
equation H have the same “representational capacities” because they are diffeomorphic.
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6.4 Application to Magneto-Statics and Hydrodynamics
In this subsection, the motivating example in subsection 3.1 will be picked up. A correspondence and intersection
will be defined and the intersection will be shown to be formally integrable.
To do so, let us first rewrite the equations of Magneto-Statics
∇×B = I, ∇ ·B = 0 (153)
and of Hydrodynamics for an incompressible, viscous fluid (without external forcing)(
∂
∂t
+ u · ∇
)
u = −∇
(
p
ρ
)
+ν∆u, ∇ · u = 0. (154)
in the geometric language by writing them as kernels of differential operators on Jet Bundles. For Hydrodynamics,
let the base space be M ' R4 with local coordinates (xi, t), i ∈{1, 2, 3} and the bundle pi : E := M × R3 → M
with local coordinates (xi, t, ui) and dimension dim(E) = m+ e = 4 + 3. Let ui,j be the coordinate corresponding
to ∂ui/∂xj and recall that sum convention is used. Let p : M → R be a given function called pressure and ρ, ν ∈ R
given constants called density and viscocity. Denote by p ,i the components of the gradient of p. Define J := J2(E)
with local coordinates θ = (xi, t, ui, ui,j , uit, u
i,jk, ui,jt ) where u
i,jk = ui,kj and use the definitions JE := J
2(E) and
E′ := M × R4 to define an operator Φ : JE → E′ by
ΦE(θ) :=
 (x
i, t)
uit + u
jui,j + 1ρp
,i − νui,jj
ui,i
 (155)
The kernel E := ker(ΦE) of this operator is what corresponds to the viscous, incompressible Navier Stokes equation
(for a constant density, without external forcing and in Euclidean spacetime) in the Jet Bundle language.
Now let N := R3 and ξ : F := N ×R3 → N be another bundle with local coordinates (xi, Bi) and let Ii : N → R
be given functions on N called current densities (the letter I is used instead of j to avoid confusion with other
j’s). Use F ′ := N ×R4 to define on JF := J1(F ) with local coordinates (xi, Bi, Bi,j) the operator ΦF : JF → F ′
ΦF (θ) :=
 (x
i)
εijkB
k,j − Ii
Bi,i
 (156)
The kernel F := ker(ΦF ) is called the equation of Magneto-statics.
Now we want to define a correspondence between those bundles. Because they have different base spaces, we
first need to define a base correspondence f : M → N according to definition [3.3]. Define it in the following
canonical way.
f : M → N, (xi, t) 7→ (xi) (157)
We can now use f to pull F back to f∗F which has local coordinates (xi, t, Bi) to define our correspondence. As
in the motivating example, we choose an operator ϕ : J1(E)→ f∗F that corresponds to the curl operator.
ϕ(xi, t, ui, ui,j , uit) := (x
i, t, εijku
k,j). (158)
This is our correspondence. In this case, it is a linear operator of order n = 1. This means that if those theories
can be shown to share structure under this correspondence, then they really have something in common.
Now in order to complete the diagram [38], define N := max(k, n + l) = max(2, 1 + 1) = 2, L := N − n = 1,
K = N − k = 0, ` = L− l = 0, from which we see that ϕ must be prolonged once to
ϕ1 : J2(E)→ J1(f∗F ), θ 7→ (xi, t, εijkuk,j , εijkuk,jl, εijkuk,jt ) (159)
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As explained in detail in subsection 3.2, the map φL sends coordinates (xi, tj , ukα, u
k
β , u
k
γδ) to coordinates (x
i, ukα).
In our case this means
φL(xi, t, Bi, Bi,j , Bit) = (x
i, Bi, Bi,j) (160)
Any equation on F can now be pulled back to E via φL ◦ pL(ϕ) (recall that 0(x) = (x, 0) is the zero-subsection of
ξ : F → N .)
ϕ∗1F = ker0(f(x,t))
 (x
i)
εijkεklmu
m,lj − Ii
εijku
k,ji
 = ker((δilδjm − δimδjl )um,lj − Ii−εijkuk,ji
)
= ker
(
uj,ij − ui,jj − Ii
0
)
(161)
where we used that εijk is antisymmetric and thus annihilates u
k,ji because it is symmetric in ji.
This is now an equation on E. Hence, we can define the intersection:
I2 := E ∩ ϕ∗1F = ker
u
i
t + u
jui,j + 1ρp
,i − νui,jj
ui,i
uj,ij − ui,jj − Ii
 (162)
On I2, ui,jj = uj,ij − Ii. Thus the kernel above does not change if we rewrite the first line as uit + ujui,j + 1ρp ,i +
νIi − νuj,ij . To simplify the problem, let us assume that
νIi = −p ,i/ρ. (163)
Then the above system is equivalent to the system
I2 = ker
u
i
t + u
jui,j − νuj,ij
ui,i
uj,ij − ui,jj − Ii
 (164)
Let us check if it is formally integrable. To this end, consider the first prolongation
I3 = ker

uit + u
jui,j − νuj,ij
∣∣∣∣ ui,kt + uj,kui,j + ujui,jk − νuj,ijkuitt + ujtui,j + ujui,jt − νuj,ijt
ui,i
∣∣∣∣ ui,ikui,it
uj,ij − ui,jj − Ii
∣∣∣∣ uj,ijk − ui,jjk − Ii,kuj,ijt − ui,jjt − Iit

(165)
This does lead to new restrictions on the coordinates up to second order. As explained in detail in subsection 4.3,
those new restrictions can be understood as the conditions under which the intersection is differentially consistent.
The conditions are
ui,ik = uj,kj = 0 (166)
and thus dui/dt =̂ uit + u
jui,j = 0. This means the consistency conditions induce the restriction of a static fluid
flow.
Remark 6.1. As explained in subsection 4.3, those conditions can be interpreted as the minimal amount
of physical assumptions that have to be made in order to reach consistency. Observe how, at this point, the
consistency conditions simply emerge from the formalism without the need to guess them as in the motivating
example 3.1.
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Furthermore, the third equation simplifies to ui,jj = Ii. As a consequence, pi32 : I3 → I2 is not surjective.
Let us therefore define a new system (as explained in subsection 4.3) which takes those consistency conditions up
to order two into account:
⇒ J 2 = ker
 u
j,j , uj,jt , u
j,ji
uit + u
jui,j , (uit + u
jui,j),k, (uit + u
jui,j)t
ui,jj + Ii,k
 (167)
The prolongation J 3 now by construction either does not lead to equations not contained in J 2 or the prolonged
terms always involve at least one 3rd order coordinate. For example, the term (uit + u
jui,j),kl can be solved for
ui,klt and is thus only turned into a restriction on a coordinate of order 3.
As a result, pi32 : J 3 → J 2 is surjective. Let us check if the other two conditions of proposition [4.5] are fulfilled.
σ(φ) = aj,kl
∂φh
∂uj,kl
∂
∂wh
+ aj,kt
∂φh
∂uj,kt
∂
∂wh
+ ajtt
∂φh
∂ujtt
∂
∂wh
= aj,jt ∂
2
w + a
j,ji∂3w+
(
ai,kt + u
jai,jk
)
∂5w+
(
aitt + u
jai,jt
)
∂6w + a
i,jj∂7w
(168)
This and the system (169) below are quite involved systems. I thus chose to implement a small computer program
to determine their rank. The code is given in appendix A.13. It facilitates to generate the matrix corresponding
to the tensor equations automatically.
When counting all components of the above equations, one obtains 19 but calculating the rank with the program
gives us 18 restrictions (i.e. there is one linear dependence). Note that even though ai,kt and a
i
tt depend on u
j due
to the non-linearity, they depend on it in a smooth way and thus g2 has the same dimension everywhere and is a
smooth vector bundle over J 2.
Next, we have to calculate the prolongation:
kerσ1(φ)
(65)
= ker
(
aj,klm
∂(Dnφ
h)
∂uj,klm
∂
∂whn
+ aj,ktt
∂(Dtφ
h)
∂uj,ktt
∂
∂wht
+ aj,klt
∂(Dtφ
h)
∂uj,klt
∂
∂wht
+ aj,klt
∂(Dnφ
h)
∂uj,klt
∂
∂whn
)
= ker
 a
j,jn
t , a
j,j
tt , a
j,jin
ai,knt + u
jai,jkn, ai,ktt + u
jai,jkt , a
i
ttt + u
jai,jtt
ai,jjn, ai,jjt

(169)
If all equations of this system are taken to be independent, then this imposes 3+1+3!+3·3!+3·3+3+3·3+3 = 52
restrictions. However, the program computes the rank to be 44 (i.e. there are 8 linear dependencies). If one sets
ui = 0, the program still returns 8 in accordance to what was said before (in particular this constancy means that
gk+1 is a smooth vector bundle everywhere). Thus, so far we obtain
dim(g2)
(52)
= 3
(
4− 1 + 2
2
)
− 18 = 12, dim(g3) = 3
(
4− 1 + 3
3
)
− 44 = 16. (170)
If we want to show that the system is formally integrable, then it remains to show that dim(g2,1) + dim(g2,2) +
dim(g2,3) = 4. To calculate this, we consider the kernel of σ(φ) restricted to F 2,jJ 2 . For g
2,1, this means that all
at’s fall away. Thus, we obtain
σ(φ)|F 2,1J2 = a
j,ji∂3w + u
jai,jk∂5w + a
i,jj∂7w (171)
Using our computer program again, we obtain the rank 14. Thus
dim(g2,j) = dim(F 2,jJ 2 )− e = e ·
(
m− j + 1
2
)
− e (172)
44
dim(g2,1) = dim(F 2,1J 2 )− 14 = e ·
(
m− j + 1
2
)
− 14 = 3 ·
(
4
2
)
− 14 = 18− 14 = 4. (173)
Notice however that the rank changes to 6 if one sets ui = 0 above in equation (171). This means that the system
is not formally integrable for ui = 0. (this means the solution in a neighbourhood around 0 can not be obtained
by expanding around the zero-solution).
Now, for ui 6= 0, it remains to show that dim(g2,2) = 0 = dim(g2,3). For them, we obtain the same system as
above but the range of the derivatives now only covers the coordinates 2 and 3. For ker(ϕ)|F 2,2J2 , the program gives
us the rank 9 (and the rank 5 for ui = 0). For ker(ϕ)|F 2,3J2 , it delivers rank 3 (and also rank 3 for u
i = 0). Thus,
dim(g2,2) = dim(F 2,2J 2 )− 9 = e ·
(
m− j + 1
2
)
− 9 = 3 ·
(
3
2
)
− 9 = 9− 9 = 0.
dim(g2,3) = dim(F 2,3J 2 )− 3 = e ·
(
m− j + 1
2
)
− 3 = 3 ·
(
2
2
)
− 3 = 3− 3 = 0.
(174)
Therefore, for ui 6= 0, the system is formally integrable.
Now using the definitions introduced in subsection 5 about Shared Structure, we can make the following con-
clusions. Hydrodynamics of an incompressible fluid and Magneto-Statics share Structure under a linear corre-
spondence of first order in case that the fluid flow strength u is not zero and condition (163) holds. (In particular
all points except ui = 0 form an open subset of the intersection J 2.) As a consequence, we can say that I is
the differential equation for a subtheory that is shared by Magneto-Statics and Hydrodynamics. Furthermore, the
consistency conditions (166) impose the restriction that the Structure is only shared for a static fluid flow. As was
explained already in the motivating example, u in that case takes the role of A in a fixed gauge in Magneto-Statics.
All solutions of I are solutions of both the Navier-Stokes equation and, via the correspondence ϕ, of Magneto-
Statics by propostion [3.2]. Finally, I remark that this correspondence might not be the only one under which
those two theories share structure.
6.5 Empirical bounds of Electrodynamics
The subsection was shifted to appendix A.12 for brevity.
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7 Conclusion and Outlook
7.1 Conclusion
A geometric framework was developed to compare classical field theories, or more generally, any systems of PDEs,
in a mathematically precise sense. For every two theories there might be multiple correspondences relating them,
enabling a very versatile comparison, both of subtheories of a single theory with themselves and with subtheories
of other theories.
Among other things, theoretical analogies of similar systems can now be analysed and new analogies can be
found, methods to solve systems can be transferred and perhaps limits of analogue experiments can be made more
transparent.
7.2 Outlook
The application of the theory to the intersection of Magneto-Statics and Hydrodynamics presented in the last
section is still rather simple. However, with the general framework developed in the thesis/article, it is possible
and it would be interesting to study more evolved intersections. This would facilitate to understand the relations
of hydrodynamics, electrodynamics, general relativity and other classical field theories more thoroughly.
For a more systematic study of such relations, the natural question arises whether one could find out about the
most interesting correspondences (e.g. the ones that maximise the solution space of the intersection). This is
however something that the present framework can not yet answer.
Another future aim would be to describe transitions between theories and approximations of theories in a math-
ematically precise way. They are important both for conceptual reasons - namely, to identify how one theory
prepares the rise of another - and for practical purposes - namely, in order to be able to understand how one
should approximate a complicated equation by a simpler one.
In the geometric framework, an equation is a submanifold of a Jet Bundle which locally is the kernel of some
system of equations. Therefore, a slight approximation to this system would correspond to a slight deformation
of the submanifold. And the mathematical language to describe deformations is homotopy theory. Therefore,
it is to be expected that the application of homotopy theory would facilitate to talk about approximations and
transitions of theories in a geometric and mathematically precise way. In the best case, one could homotope an
already known theory to obtain hints on which other theories could be suitable for a description.
A natural question is whether it would be possible to extend the framework to compare quantum theories. To a
certain extend, it can be applied to quantum mechanics because Schro¨dinger’s equation is also a PDE. However, in
quantum field theory it would perhaps be necessary to consider functional equations because the Dyson-Schwinger
equation, whose solution is the path integral, is a functional differential equation.
At some points, [Vinogradov, 2001] points out that cohomology theory could be used to study problems usually
approached by functional analysis. The advantage would be that cohomology theory directly connects with all
areas of geometry, topology, homological algebra and abstract algebra. However, to my knowledge it is not yet
clear how to set up quantum (field) theory in the way he envisioned.
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A Appendix
A.1 Introduction to the geometric theory of PDEs
For everything that follows, the following definition will be needed.12
Definition A.1. Let M denote a smooth manifold with dimension m. A fibered smooth manifold pi : E →M
is a differentiable smooth manifold E together with a differentiable surjective submersion pi called projection.a
A fiber bundle is a fibered smooth manifold with a local trivialization.
A vector bundle is a fiber bundle in which the fibers are vector spaces and whose transition maps are linear.
a A surjective submersion is a differentiable surjective map such that its pushforward pi∗ is also surjective at each point.
Now, before starting to introduce the geometric view on partial differential equations, it would perhaps be useful
to summarise briefly the usual analytic view. In the analytic view, a differential equation is generally the kernel
of a differential operator imposed on the sections of some fiber bundle (see e.g. [Geroch, 1996]). If pi : E → M
and pi′ : F →M are fiber bundles and Γ(E) and Γ(F ) are their spaces of sections respectively, then a differential
operator ∆ of order k is a map ∆ : Γ(E)→ Γ(F ), s 7→ ∆(s) that involves derivatives up to order k (and satisfying
certain other conditions). In a diagram, this might be visualised as follows.
E F
M
Γ(E) Γ(F )
∆
(175)
Example A.1. If M := R3 is euclidean 3-space, then we could model a static fluid flow by specifiying for
each point x ∈M , a vector u(x) in the tangent space TxM at the point x describing the strength and direction
of the fluid flow. Therefore, u itself is a section from M to TM , i.e. u : M → TM, x 7→ (x,u(x)). The
physical condition of incompressibility of a fluid amounts to the requirement that the divergence ϕ(u) := ∇·u
vanishes. In this case, ϕ = ∇· is our differential operator and ϕ(u) is yet another section, namely the section
∇ ·u : M →M ×R, x 7→ (x,∇ ·u(x)) of the bundle pi′ : M ×R→M . The kernel of this operator is thus the
differential equation ∇ · u = 0.
In the geometric view on differential equations, the operator ϕ will become a map between smooth manifolds
(and not between spaces of functions or sections). To facilitate this, the notion of a jet space must be introduced.
However, before providing the definition in its beautiful coordinate invariant generality, I want to give the reader
an intuition by providing him with a very explicit and simple example of my favourite equation in local coordinates.
A.1.1 A simple example to provide intuition
Consider the equation
ut = u (176)
Here u : R→ R is a function of t ∈ R and ut := du/dt. The solution is u(t) = A exp(t), A ∈ R. Now the question
is how to transform this equation into a geometric object, into a hypersurface in some space. To obtain some
inspiration, we could look at an algebraic equation like
x2 + y2 = 1 (177)
12 The reader not familiar with those geometric notions is referred to [Kobayashi and Nomizu, 1996]. For an extensive treatment of
a wide variety of geometric topics see [Alekseevskii et al., 1991]. If a recent treatment is desired, I recommend [Tu, 2017].
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Figure 1: The algebraic solution surface of ut = u is foliated by differential solutions u(t) = A exp(t)
imposed on the euclidean plane R2 with coordinates x, y. The natural geometric object related to this equation
is its solution space which in this case is a circle. In the case of the differential equation (176) above, one could
consider the space of solutions as well. However, though we do know that the space of solutions consists of functions
of the form u(t) = A exp(t), in general we do not know the solutions of systems of differential equations. In fact,
what we would like to do is to investigate the differential equation itself in a geometric way, precisely in order to
obtain an answer to questions about solutions, symmetries and so forth.
To resolve this dilemma, one can do the very simple but far-reaching step to regard the differential equation (at
first) as an algebraic equation by promoting all derivatives to new coordinates. In the case above, this would mean
that we create a new space M := R3 but instead of giving its (local) coordinates the names x, y, z, we call those
coordinates t, u, ut. Observe how u and ut are now coordinate functions, that means maps from R3 to R. u is
not a map from R to R anymore and ut does not denote the derivative of u anymore but turned into the name
of a coordinate. Having taken this step, we can now analyse the algebraic solution surface in R3 imposed by the
algebraic equation ut = u. The surface is visualised in yellow on the left hand side of figure (1).
Now that we have this surface, we would like to find a way to recover the usual notion of a (differential) solution
of our differential equation in a geometric way. To this end, note that if we define the bundle
pi : R3 → R, (t, u, ut) 7→ t (178)
then a section s : R→ R3, t 7→ (t, s1(t), s2(t)) of this bundle only lies in the yellow solution surface if s1(t) = s2(t).
Because u, ut are coordinate functions now, we can use them to write u(t) := u(s(t)) = s1(t) and ut(t) := ut(s(t)) =
s2(t). In particular, if one chooses u(t) = A exp(t) = ut(t) for some A, then we obtain a section that traces out
a line that corresponds to our usual solution. Furthermore, observe on the right hand side of figure (1) where
many such sections are plotted for different values of A ∈ R that they foliate our solution surface, i.e. they do not
intersect and their union is the whole plane ut = u. However, they are not the only section whose image lies in our
solution surface. As remarked above, all sections for which s1 = s2 lie inside, for example s(t) := (t, sin(t), sin(t))
is also a section lying in the yellow surface but it is not a solution of our differential equation because for this
section, it is not true that ds1(t)/dt = s2(t). Therefore, we need to introduce another geometric object that singles
out those sections in our yellow surface that are solutions of the PDE. This geometric construction is what is
called a Cartan distribution.
To obtain it, observe that any vector in a tangent space at a point in R3 is of the form
v = a
∂
∂t
+ b
∂
∂u
+ c
∂
∂ut
(179)
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where ∂t, ∂u, ∂ut are taken as basis vectors of the tangent space and a, b, c are any coefficients in R. But if we take
the derivative of any section s at t, it has the form
ds
dt
=
d
dt
(t, s1(t), s2(t)) = 1
∂
∂t
+ s′1(t)
∂
∂u
+ s′2(t)
∂
∂ut
(180)
Now if we additionally require that we only want to have sections for which s′1(t) = s2(t), then their vector fields
must in general be of the form
vC =
(
∂
∂t
+ ut
∂
∂u
)
+b
∂
∂ut
(181)
for any b ∈ R. Conversely, if we define a sub-bundle of the tangent bundle by
C := span
{(
∂
∂t
+ ut
∂
∂u
)
,
∂
∂ut
}
⊂ TM = span
{
∂
∂t
,
∂
∂u
,
∂
∂ut
}
(182)
then all curves (images of sections s) that are tangent to this sub-bundle do fulfill the condition that ds1(t)/dt =
s2(t) for all t ∈ R. Because C is a sub-bundle of TM , it has a coordinate invariant meaning and is exactly the
geometric object we were looking for. It is the Cartan distribution.
In figure (2), the Cartan distribution is visualised on the left-hand side while the right-hand side displays how the
exponential function is the only one that simultaneously lies in the solution surface and is tangent to the Cartan
distribution. The black curve on the right-hand side is a section of the form s(t) = (t, sin(t), sin(t)) and is not
tangent to the Cartan distribution even though it lies in the algebraic solution surface.
Figure 2: Cartan distribution and curves in relation to it.
Curves that are tangent to the Cartan distribution and lie in the solution surface of a PDE are called integral
submanifolds. They correspond to the (usual, differential) solutions of our PDE. The algebraic solution surface
endowed with the Cartan distribution is therefore all that is needed to geometrise a differential equation.
Finally note that the Cartan distribution only depends on the number of independent and dependent variables
and the order of a PDE. For example, if we would geometrise the PDE exp(ut) = sin(t)u
2 − sinh(u), which is still
a first order PDE with an algebraic solution surface in R3, the Cartan distribution would be exactly the same.
A.1.2 General theory of Jet Spaces
Now that the basic ideas were exemplified, let us enter the beautiful realm of the general theory. In doing so, I
will largely follow [Vinogradov, 2001] and [Krasil’shchik et al., 1999] and take into account [Vitagliano, 2010]. I
will also use some proofs of [Saunders, 1989]. All objects and morphisms considered below are considered in the
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category of smooth manifolds.
As a first step, we need a coordinate-invariant definition of the idea to promote higher derivatives to new coordi-
nates. This can be initiated with the definition of a Jet.
Definition A.2. Let E be an m+e-dimensional smooth manifold. Two m-dimensional submanifolds M,M ′
of E are said to have the same k-th order Jet [M ]kp at p ∈M ∩M ′ ⊂ E if they are tangent up to order k.
To be “tangent up to order k” means that if one locally describes the submanifolds as images of sections, then
the derivatives of those sections agree up to order k. This can be made precise as follows. Choose a point p ∈ E.
By definition of a submanifold, around p there is always a neighbourhood U that is small enough such that one
can choose coordinates that are adapted to M . This means that one can write them in the form (xi, uj) where
xi, uj ∈ R, i ∈{1, · · · ,m}, j ∈{1, · · · , e} such that UM := U ∩M =
{
(xi, uj) | uj = f j(x1, · · · , xm)} where f j are
(smooth) functions.
Remark A.1. The convention is used that tuples like (xi, uj) stand for tuples like (x1, · · · , xm, u1, · · · , ue).
Note that this means that if one defines a smooth manifold O :=
{
(xi)
}
that consists only of points described by
the xi-coordinates, then s : O → UM , xi 7→ s(xi) := (xi, f j(xi)) defines a diffeomorphism onto UM . Therefore, if
we denote by the same letter the map s : O → U , then the image of this section is the submanifold that locally
corresponds to M (as said above). Note that this means that after a choice of adapted coordinates, we locally
have a fibered smooth manifold pi : U → O.
If M and M ′ intersect such that p ∈ M ∩M ′, then one can find an adapted coordinate chart such that UM is
as above and UM ′ := U ∩M ′ =
{
(xi, uj) | uj = (f ′)j(x1, · · · , xm)}.13 As a result, if O is defined as above, then
s′ : O → U, xi 7→ (xi, (f ′)j(xi)) is another section of pi : U → O whose image is the submanifold UM ′ .
Now that we have clearly defined the two sections whose images are the submanifolds, it remains to say that
their derivatives agree up to order k. To say this in a convenient way, one usually introduces the so-called multi-
index notation. This is done as follows. α = α1 · · ·αn denotes a multi-index. It is a tuple of n ∈ N0 numbers
αi ∈{0, 1, · · · ,m = dim(M)} for which one defines the length |α| = n. One defines a multiplication for multi-indices
as follows:
ασ := α1 · · ·αnσ1 · · ·σl ⇒ |ασ| = n+ l. (183)
If s is a section of our fibered smooth manifold pi : U → O as above and i ∈{0, · · · ,m} an index and α = α1 · · ·αn
a multi-index, then define
sji :=
∂sj
∂xi
, sjα :=
∂nsj
∂xα1 · · · ∂xαn ⇒ s
j
αi =
∂n+1sj
∂xα1 · · · ∂xαn∂xi . (184)
Now with all those notions, we can finally say that M is tanget to M ′ up to order k at p ∈M ∩M ′ ⊂ E if
sjσ(pi(p)) = (s
′)jσ(pi(p)), |σ| ≤ k. (185)
It really just means what was said at the beginning: All derivatives of the local sections that locally describe the
submanifolds agree up to order k. A visualisation of this idea is shown in figure (3). M is tangent to M ′ up to
first order and therefore they have the same 1-jet and M is tangent to M ′′ up to third order and therefore they
have the same 3-jet.
Importantly, one can show that if eq. (185) holds for one choice of coordinates, then it holds for all possible
choices, see e.g. [Saunders, 1989]. Therefore, Jets are geometric, coordinate invariant objects.
To have the same jet up to some order is an equivalence relation because it is defined via the equation (185). Thus
13 If one would like to consider M alone, then one could set fα = 0 but if there are two submanifolds M , M ′ which intersect
(p ∈M ∩M ′), then one can usually not find coodinates such that fα = 0 = (f ′)α.
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Figure 3: M and M ′ have the same 1-jet while M and M ′′ have the same 3-jet.
if this equation holds for sections s1 and s2 and for sections s2 and s3, then it holds for s1 and s3. In other words,
a Jet [M ]kp is an equivalence class. Using Jets, we can define Jet Spaces.
Definition A.3. The Jet Space Jk(E,m) is defined as the set of all Jets of order k of m-dimensional
submanifolds in E at all points of E, i.e.
Jk(E,m) :=
{
[M ]kp | M 3 p, dim(M) = m, p ∈ E
}
(186)
One can show that Jet Spaces are naturally endowed with the structure of a smooth manifold (see for in-
stance [Saunders, 1989] again). It is thus justified to call them smooth manifolds of Jets if desired. In particular,
they are objects in the category of smooth manifolds.
Now in order to understand that this is really the mathematical structure we were looking for, it is important to note
that a Jet [M ]kp is completely determined by the derivatives of the local section that describes M around p. In par-
ticular, if UM = s(O) and pi(p) = x = (x
1, · · · , xm) is fixed and one specifies the tuple (xi, sj(x), (∂|σ|sj/∂xσ)(x)),
then the Jet [M ]kp is completely determined by this tuple. Now, if one chooses other values for any derivative of
s at xi, then one will get another section that describes another submanifold of E at the same point.14 Thus, if
one considers the union of all of those tuples at all points in the neighbourhood U , one will get any tuple of the
form (xi, uj , ujσ), 1 ≤ |σ| ≤ k where xi, uj , ujσ are now coordinate functions that locally describe the Jet Space
Jk(E,m).15 (For example, note that J0(E,m) = E and J1(E,m) is the space of all m-dimensional subspaces
of the tangent spaces TpE at all points p ∈ E). As a consequence, one locally indeed recovers exactly what one
was looking for: A space with as many coordinates as there are derivatives up to order k. But at the same time,
globally a Jet Space is a union of Jets which are coordinate invariant objects. Therefore a Jet Space is the right
notion with which one can geometrise a PDE.
To obtain the dimension of a Jet Space, we need to count the number of possible derivatives of e dependent
variables with respect to m independent variables. For each uj there are as many possibilities to take derivatives
14 In fact, any value of R can be chosen for the value of the derivatives at a point which means that the fibered smooth manifold
pik+1k : J
k+1(E,m) → Jk(E,m) that will be defined below is affine for k ≥ 1 (meaning that the fibers of the projection are vector
spaces).
15 In particular, I emphasize again that exactly as in the motivating example, ujσ now is a name of a coordinate and does not denote
the derivative of uj like in the case of a section sjσ(x) which does represent a derivative of s
j of order |σ| at x as defined in eq. (184).
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of order k as there are possibilities to assemble k balls in between m− 1 sticks. Therefore
dim(Jk(E,m))− dim(Jk−1(E,m)) = e
(
m− 1 + k
k
)
dim(Jk(E,m)) = m+ e
k∑
i=0
(
m− 1 + i
i
)
= m+ e
(
m+ k
k
) (187)
Next define projections and prolongations
Definition A.4. A projection between Jet Spaces is defined by
pikl : J
k(E,m)→ J l(E,m), [M ]kp 7→ [M ]lp, 0 ≤ l ≤ k (188)
A k-Jet prolongation is defined as a map from submanifolds of E to Jk(E,m) by
jk(M) : M ⊂ E → Jk(E,m), p 7→ [M ]kp (189)
Furthermore, say that M (k) := im(jk(M)) is a prolongation of the submanifold M and note that pikl ◦ jk = jl.
Recall that above, we locally chose adapted coordinates (xi, uj) around every point in E and then defined a smooth
manifold O =
{
(xi)
}
in order to obtain a fibered smooth manifold pi : U → O. If s(O) = UM , p = (x, u), then in
local coordinates, one can write
jk(s)(x) := jk(s(O))(s(x)) = jk(UM )(p) = j
k(M)(p) =
(
xi, sjσ(x)
)
(190)
In the special case where we can fix a surjective submersion pi : E → M , that means where we can consider a
fibered smooth manifold globally, we can do everything in the same way as above but have to observe that pi is
now globally fixed. In this case the image of every (possibly local) section s : O ⊂ M → E is again a smooth
m-dimensional submanifold of E. But not every m-dimensional submanifold of E can be written as the image of
such a local section, namely those which are not horizontal to the projection pi (which is globally fixed) can not.
However, the space of the Jets of the images of those sections form a dense subset in Jk(E,m) which is denoted
by Jk(pi) or Jk(E) and is called a Jet Bundle. It is thus a less general construction than a Jet Space. However,
for many purposes this construction will suffice and in the literature it is often the only case treated.
Finally, the last important notion that we must introduce in this subsubsection is that of repeated Jets. Sup-
pose we already have a Jet Space Jk(E,m). Then we can regard Jk(E,m) itself as a usual smooth manifold
E′ := Jk(E,m) and look at its Jet Space J l(E′,m). Locally, Jk(E,m) might be described by the coordinates
(xi, ujσ). When considering it as a usual smooth manifold E
′, then the coordinates of J l(E′,m) are (xi, (ujσ)α)
where |σ| ≤ k and |α| ≤ l. (Note that this is not the same as ujσα because one “double-counts” those coordinates
that arise from Jets of sections whose derivatives would usually commute.)
One would like to identify the subset of J l(Jk(E,m),m) that consists of repeated Jets. To do so, one defines an
embedding
ik,l : J
k+l(E,m)→ J l(Jm(E,m),m), [M ]k+lp 7→ [[M ]k]lp (191)
In local coordinates, this embedding is (xi, ujσα = s
j
σα(x)) 7→ (xi, (ujσ)α = sjσα(x)). One can show that it is well
defined (see [Saunders, 1989] again).
This embedding is important for the following reason. If one has a submanifold J ⊂ Jk(E,m), then one can
prolong it to J l(E′,m) by using jl(J) in the usual way. To understand how to prolong it into Jk+l(E,m), one can
first take the intersection im(jl(J))∩ ik,l(Jk+l(E,m)). In this intersection are only points of the form [[M ]k]lp and
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therefore the projection p : im(jl(J)) ∩ ik,l(Jk+l(E,m)) → Jk+l(E,m), [[M ]k]lp 7→ [M ]k+lp is well-defined. Thus,
one can make the following definition.
Definition A.5. Let J be a submanifold of Jk(E,m). Its l-th prolongation (into Jk+l(E)) is defined by
J (l) := p(im(jl(J)) ∩ ik,lJk+l(E,m)) (192)
Remark A.2. Such a prolongation might not be smooth or might not always exist because the intersection
J l(J) ∩ ik,l(Jk+l(E,m)) might not be smooth or empty.
Example A.2. Let us consider the submanifold M = R of E = R2. Locally choose a projection pi : U → O
projecting a subset of R × R onto the first factor. If we choose the local coordinate t for O and (t, u) for U ,
then the Jet Space J1(E, 1) has local coordinates (t, u, ut) and J
2(E, 1) has local coordinates (t, u, ut, utt).
If we consider the Jet Space J1(J1(E, 1), 1), it has local coordinates (t, u, ut, (u)t, (ut)t). To avoid confusion,
I emphasise that ut 6= (u)t because they are by definition different coordinates.
Consider now the subspace J of J1(E, 1) that is locally described by (t, sin(t), sin(t)). Its prolongation
im(j1(J)) is the subset of J1(J1(E, 1), 1) that has local coordinates (t, sin(t), sin(t), cos(t), cos(t)). Note that
the third and the fourth component of this tuple are different. Meanwhile i1,1(J
2(E, 1)) is the subspace with
local coordinates (t, u, ut, ut, utt). The third and the fourth component of this tuple are equal. Therefore,
the prolongation J (1) = p(J1(J) ∩ i1,1(J2(E, 1))) consists only of those discrete points in J2(E, 1) where
sin(t) = cos(t).
Remark A.3. The Borel lemma says that for every point θ ∈ Jk(E,m), one can locally find a section
s : O → U such that θ = jk(s)(pi ◦ pik(θ)).
The above example shows that this does not mean that given a submanifold J of Jk(E,m) with dimension
m, one can always find a section such that jk(s)(O) = J . In general this is not possible.
In fact sections of the form jk(s) are exactly those that are singled out by the Cartan distribution as explained
in the previous subsubsection and as will be explained in subsubsection [A.1.5] about Cartan Distributions.
A.1.3 Differential Operators
We will need the definition of a pullback bundle.
Definition A.6. If Y is a smooth manifold and f : Y → X is a smooth map and pi : N → X is a fiber
bundle with fibers denoted by Nx, x ∈ X, then f∗N is the pullback bundle over Y . It is defined as follows:
f∗N :={(y, n) ∈ Y ×N | f(y) = pi(n)}={Nf(y) | y ∈ Y } . (193)
This means, to each point y ∈ Y , we attach the fiber Nf(y) that would usually be attached to the point
x = f(y) ∈ X.a With the maps ξ : f∗N → Y, (y, n) 7→ y and χ : f∗N → N, (y, n) 7→ n, the following diagram
commutes
f∗N N
Y X
χ
ξ pi
f
a For more details on pullback bundles and a proof that the pullback bundle is also the pullback in a category theoretical sense
see [Tu, 2017], section 20.4.
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(pik0 )
∗G G ⊃ pi∗F F
Jk(E,m) E O
χ
ξ η
ψ
pi′
pik0
ϕ
pi
jk(M)
∆ϕ(M)
s∈Γ(U)
∆Oϕ (s)Γ(F )
∆Oϕ
Figure 4: Relationships of a differential operator acting on submanifolds Γm(E) or local sections Γ(U).
Let η : G→ E be a fiber bundle. Now we use the definition above and set N = G, pi = η, X = E, Y = Jk(E,m)
and f = pik0 to pull back G to (pi
k
0 )
∗G. So to each point [M ]kp of J
k(E,m) we attach a fiber diffeomorphic to Gp
(because p = pik0 ([M ]
k
p)). Now we can define a differential operator as follows.
Definition A.7. A differential operator (of order ≤ k acting on submanifolds of E) is a (local) section
ϕ : J ⊂ Jk(E,m)→ (pik0 )∗G (194)
To understand why this definition makes sense, let us denote by Γm(E) the space of all submanifolds of dimension
m of E, and denote by Γ(G|M ) the space of sections with domain M of η : G → E. Then we can define the
operator
∆ϕ : Γ
m(E)→ Γ(G|M ), M 7→ χ ◦ ϕ ◦ jk(M) : M → G, p 7→ ∆ϕ(M)(p) (195)
To obtain an overview about the various maps involved, see figure (4).
Now let us express the action of ϕ and ∆ϕ in local coordinates. Depending on which smooth manifold M ⊂ E
we locally want to look at, we locally single out an adapted chart (xi, uj) which gives rise to the local coordinates
(xi, ujσ) on the Jet Space J
k(E,m) and to a fibered smooth manifold structure pi : U ⊂ E → O in such a way that
there exists a local section s : O → E such that s(O) = UM . Thus, first of all, we locally obtain for this choice of
coordinates
ϕ(xi, ujσ) = (x
i, ujσ, ϕ
n(xi, ujσ)) (196)
where n ∈{1, · · · , N} and N = dim(G)g − dim(G)η(g) is the dimension of the fiber of η : G → E at g (which is
assumed to be locally constant). Now recall that jk(M)(p) = jk(s(O))(s(x)) = (xi, sjσ(x)) =: j
k(s)(x), so that
we obtain ϕ(jk(s)(x)) = (jk(s)(x), ϕn(jk(s)(x))). As a consequence, χ(ϕ(jk(s)(x))) = (j0(s)(x), ϕn(jk(s)(x)))
(where j0(s)(x) = s(x)), i.e.
∆ϕ(M)(s(x)) = (x
i, sj(x), ϕn(xi, sjσ(x))) (197)
But recall that sjσ(x) = ∂
|σ|sj/∂xσ(x) denotes the derivatives of s up to order k at x! Therefore locally ∆ϕ(M)
maps sections (that locally describe submanifolds M of E) to any function of derivatives up to order k of those
sections.
To recover the usual definition completely, let us use again the fibered structure pi : U → O.16 Thus we can define
the fiber bundle over O that consists of the fibers Gs(x) of G over UM , i.e. pi
′ : F :=
{
Fs(x) | x ∈ O
}→ O. This
means that G restricted to the points g ∈ G for which η(g) = p ∈ UM is the pullback bundle of F . More concretely,
pi∗F =
{
Fpi(p) | p ∈ UM
}
={g ∈ G | η(g) ∈ UM} and therefore pi∗F can be identified with a subset of G. Because
G is a fiber bundle over E, every point can locally be written g = (p, gp) and there is a natural projection given
by ψ : pi∗F → F, ψ(g) = ψ(p, gp) = (pi(p), gp).
16 Again, this does not mean that all submanifolds in U are local sections of pi : U → O, it just means that no matter at which
submanifold M in E we are looking, we can locally choose a suitable pi : U → O such that locally in U , M is the image of one of its
sections.
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Now define another operator that locally acts on the sections of pi : U → O by
∆Oϕ : Γ(U)→ Γ(F ), s 7→ ψ ◦ χ ◦ ϕ ◦ jk(s(O)) ◦ s : O → F, x 7→ ∆Oϕ (s)(x) (198)
Having defined all this, we use (197) to write down ∆Oϕ (s)(x) = ψ(∆ϕ(M)(s(x))) in local coordinates:
∆Oϕ (s)(x) = (x
i, ϕn(xi, sjσ(x))) (199)
This is exactly a differential operator imposed on sections of a fiber bundle in the usual sense. In particular, if
we only look at those submanifolds that are all pi-horizontal sections of some globally fixed projection of fibered
smooth manifolds pi : E →M , then pi∗F = G and we can define G in terms of F . Thus, if one defines pik := pi ◦pik0 ,
then in this case (pik0 )
∗G = (pik)∗F . Furthermore, the Jet space of this fibered smooth manifold is Jk(pi) =: Jk(E).
Therefore, if we define Φ := ψ ◦ χ ◦ ϕ, then we obtain the diagram
J ⊂ Jk(E) (pik)∗F
E F
M
Φpik0
ϕ
ψ◦χ
Γ(E) Γ(F )
∆Mϕ (200)
The reader is recommended to contrast this with the diagram (175) of the analytic view. In particular, note the
important fact that ϕ and Φ are morphisms in the category of smooth manifolds while ∆ϕ and ∆
M
ϕ are not.
Remark A.4. If pi : E →M is a fibered smooth manifold, then, for every section ϕ : Jk(E)→ (pik)∗F one
obtains a differential operator ∆Mϕ . Conversely, given a usual differential operator ∆ : Γ(E)→ Γ(F ), s 7→ ∆(s)
of order k, one can define ϕ : Jk(E) → (pik)∗F by ϕ(jk(s)(x)) := (jk(s)(x),∆(s)(x)). Then ∆ = ∆Mϕ .
Therefore, there is a 1-to-1 correspondence between usual differential operators and the geometric operators
∆Mϕ .
However the geometric definition [A.7] is more fundamental because one can impose the operator ∆ϕ on any
submanifolds of E and not only those that are pi-horizontal to a projection pi : E →M .
Because the case of a fibered smooth manifold is especially important in practice, I take the freedom to cause some
confusion by calling Φ a differential operator as well. By definition, any morphism of fibered smooth manifolds17
is equal to some Φ = ψ ◦ χ ◦ ϕ, and therefore the following definition makes sense.
Definition A.8. If pi : E → M and pi′ : F → M are fibered smooth manifolds, any morphism of fibered
smooth manifolds
Φ : J ⊂ Jk(E)→ F (201)
is also called a differential operator (of fibered smooth manifolds of order ≤ k).
A very important concept related to differential operators is that of a prolongation because it will be used to
determine whether systems of differential equations that we will encounter later are consistent (formally integrable).
17 A morphism of fibered smooth manifolds with the same base is a map that preserves the base space. If pi : E → M and
pi′ : E′ → M ′ are fibered smooth manifolds, then a map Φ : E → E′ is called a morphism of fibered smooth manifolds if there exists
a map φ : M → M ′ such that pi′ ◦ Φ = φ ◦ pi. In the case where M = M ′, one can choose φ = id, i.e. then a map is a morphism of
fibered smooth manifolds if pi′ ◦ Φ = pi.
In the present case Φ : J → F is indeed a morphism of fibered smooth manifolds because Φ(xi, jk(s)(x)) = (xi, ϕn(jk(s)(x))), i.e. the
xi-components are preserved.
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Definition A.9. The l-th prolongation of a differential operator Φ : J → F of fibered smooth manifolds is
the map
pl(Φ) : J (l) → J l(F ), jk+l(s)(x) 7→ jl(Φ(jk(s)(x))) (202)
Note that by remark [A.2], the prolongation of Φ might not exist if J (l) is empty.
To express the prolongation in local coordinates, we will need the total differential operator.
Definition A.10. The total differential operators Di, i ∈{1, · · · ,m = dim(M)} are locally defined by
Di :=
∂
∂xi
+
e∑
j=1
∑
|σ|≥0
ujσi
∂
∂ujσ
(203)
Write D2i = Di ◦Di and if α = α1 · · ·αn is a multi-index, write Dα := Dα1 ◦ · · · ◦Dαn .
If one defines J∞(E) as the inverse limit of the sequence
J0(E) J1(E) J2(E) · · ·pi
1
0 pi
2
1 pi
3
2 (204)
then Di can be understood as vector fields on J
∞(E). Now we express the prolongation in local coordinates. If,
locally, Φ is written Φ(xi, ujσ) = (x
i,Φh(xi, ujσ)), where |σ| ≤ k, h ∈{1, · · · , H} and H is the dimension of the fiber
of pi′ : F →M , then we locally have
pl(Φ)(xi, ujσα) = (x
i, DαΦ
h(xi, ujσ)), 0 ≤ |σ| ≤ k, 0 ≤ |α| ≤ l. (205)
To define a differential equation in the next subsubsection, we will need the notion of kernel.
Definition A.11. If s is a local section of η : G → E, the kernel kers(ϕ) of a differential operator ϕ : J ⊂
Jk(E,m)→ (pik0 )∗G is locally defined by
kers(ϕ) :=
{
θ ∈ J | χ(ϕ(θ)) = s(pik0 (θ))
}
(206)
In particular, if we have a fibered smooth manifold pi : E →M , and an operator Φ : J → F such that Φ = ψ◦χ◦ϕ,
then for a section s : M → F , we have
kers(Φ) =
{
θ ∈ J | Φ(θ) = s(pik(θ))} (207)
In local coordinates, we have
kers(ϕ) =
{
(xi, ujσ) ∈ J | ϕn(xi, ujσ) = sn(xi)
}
(208)
where n ∈{1, · · · , N} and N is the dimension of the fiber η : G→ E which is the same as the dimension of the fiber
pi′ : F → M in the fibered case. If we have a vector bundle pi : E → M , then there is a zero section 0 : M → E
given by 0(xi) := (xi, 0) and we define ker0(ϕ) =: ker(ϕ). In the general case, such a section can always be defined
locally after a choice of coordinates.
A.1.4 Differential equations
Definition A.12. A differential equation (of order ≤ k) is a submanifold E ⊂ Jk(E,m).
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In particular, note that E = J0(E,m), so any submanifold and therefore also any smooth manifold is a differential
equation of order 0.
Locally one can always describe a smooth submanifold by a set of equations imposed on the coordinates of the
embedding smooth manifold. Therefore, we can locally describe a smooth smooth manifold E by a set of equations
imposed on the coordinates of Jk(E,m). Such a set of equations can always be expressed as the kernel of a map
ϕ : Jk(E,m)→ (pik0 )∗G for an appropriately chosen fibered smooth manifold η : G→ E. Therefore, the following
proposition holds (see also [Goldschmidt, 1967b])
Proposition A.1. If ϕ : J ⊂ Jk(E,m) → (pik0 )∗G is a differential operator and s : U → G is a local section
of η : G→ E such that
s(U) ⊂ χ(ϕ(J)) and rank(ϕ) is locally constant (209)
or if Φ : J ⊂ Jk(E)→ F is a differential operator and s : U → F is a local section of pi′ : F →M such that
s(U) ⊂ Φ(J) and rank(Φ) is locally constant (210)
then kers(ϕ) or kers(Φ) is a differential equation (of order ≤ k).
Note that kers(Φ) corresponds to the definition of a differential equation in the usual sense while kers(ϕ) is more
general. Another very important concept needed later is that of the prolongation of an equation.
Definition A.13. The l-th prolongation E l of a differential equation E ⊂ Jk(E,m) is defined by E l := E(l).a
a See definition [A.5] for the definition of E(l).
By remark [A.2], such a prolongation might not exist. If E = kers(ϕ), then by definition E l = kerpl(s)(pl(ϕ)). Then
we can locally write
E l = kerpl(s)(pl(ϕ)) =
{
θ ∈ J (l) | Dαϕn(θ) = Dαsn(pik+l0 (θ)), |α| ≤ l
}
(211)
Now define solutions of an equation.
Definition A.14. A solution of a differential equation E is a submanifold M ⊂ E such that im(jk(M)) ⊂ E .
Locally and for a fibered smooth manifold pi : U → O, a solution is thus a section s : O → U such that jk(s)(O) ⊂ E .
This notion agrees with the usual analytic one if E = kers′(ϕ) (for a section s′ : O → F ) because then equation
(208) holds locally and thus a solution is a section that fulfills ϕn(xi, sjσ(x)) = (s
′)n(xi) which is precisely the
solution of a system of N differential equations of order ≤ k in the usual sense.
Note however that the above definition is more general than the usual notion because, as we did not require a
globally defined fibered manifold structure pi : E → M , even solutions that are actually not horizontal to the
projection pik0 : J
k(E)→ E can be treated. Those are the solutions that are sometimes referred to as “singular”,
for example shock wave solutions. Actually, if they are understood as jet prolongations of arbitrary submanifolds
(and not just local sections of a global projection) of E, then they are perfectly smooth objects.
Example A.3. Consider the fibered smooth manifold (in fact vector bundle) pi : E := R×R→M := R again.
J1(E) has local coordinates (t, u, ut). Define the differential equation E as the subset E :={(ρ, λ, λ) | ρ, λ ∈ R}.
It can be written as the kernel of the differential operator ϕ : J = J1(E) → F := R × R = E if we define
ϕ(t, u, ut) := (t, ut − u). Then ker0(ϕ) ={θ ∈ J | (t, ut − u) = (t, 0)}= E .
The prolongation J (1) = (J1(E))(1) = p(J1(J1(E))∩ i1,1(J2(E)) = J2(E) with local coordinates (t, u, ut, utt).
Thus the prolongation of the operator ϕ is a map p1(ϕ) : J (1) → J1(F ) with action p1(ϕ)(t, u, ut, utt) =
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(t, ut − u, utt − ut). The kernel of the prolongation is E1 ={(ρ, λ, λ, λ) | ρ, λ ∈ R}.
The solutions of the equation are s(t) := (t, A exp(t)) where A ∈ R. Those are sections s : M → E such that
j1(s)(t) = (t, A exp(t), A exp(t)) ⊂ E for all t, i.e. j1(s)(M) ⊂ E . There are no other sections that fulfill this
requirement. Their images are 1-dimensional submanifolds of the 2-dimensional smooth manifold E which is
itself a submanifold in the 3-dimensional Jet Space J1(E).
Furthermore, note that a point θ ∈ E is a solution of the differential equation up to first order. For example,
if one chooses the point θ = (2, 4, 4), then we can define t0 := t(θ) = 2, u0 := u(θ) = 4 and (ut)0 := ut(θ) = 4.
Using them, we can define the taylor expansion T (t) := u0 + (ut)0(t − t0). Prolonging T (t) once results in
Tt(t) = (ut)0 = u0. Thus up to first order, they both equal u0. This can be carried through for a prolongation
of any order. At second order, we could use a point θ ∈ E1 to define a taylor expansion that agrees up to
order two. If we go up all the way until infinity, then a single “point” of E∞ gives a taylor expansion that
solves the equation exactly around the projection of that point, in this case the taylor expansion would result
in the exponential function with some fixed coefficient A ∈ R.
Therefore, intuitively, the space E∞ can be thought of as the (formal) “space of solutions” of E . In the section
about formal integrability later, this will be made more precise. Note that if a differential equation has no
solutions, then the limit E∞ does not exist.
Finally, having geometrised our differential equations, we can also define them in a category-theoretical way.
As they are the kernels of morphisms in the category of smooth manifolds, we can use the category-theoretical
definition of a kernel. To do this, we need to introduce the notion of an equalizer. Following [Leinster, 2014], we
give the following definition.
Definition A.15. A fork in some category consists of objects and maps
A X Y
f
s
t
(212)
such that s ◦ f = t ◦ f .
An equalizer of s and t is an object E together with a map i such that
E X Y
f
s
t
(213)
is a fork, and with the property that for any other fork (212) there exists a unique map f¯ : A→ E such that
the following diagram commutes.
A
E X
f¯
f
i
If two maps s and t are transversal, their equalizer in the category of smooth manifolds exists and is isomorphic
to the object E :={x ∈ X | s(x) = t(x)} with the inclusion map i : E → X Then, by (206), we can recover the
submanifold E corresponding to the kernel of a differential operator as the equalizer of the diagram
E Jk(E,m) G
χ◦ϕ
s◦pik0
(214)
Note that such an equalizer does not necessarily exist. It does only exist if the condition (209) or (210) of
proposition [A.1] holds. For the reader that started to read in chapter 3, I point again to the introduction to the
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historic and conceptual aspects of Category Theory in appendix A.3.
A.1.5 Cartan Distribution
As already explained in the detailed motivating example in section A.1.1, one desires to have a geometric object
called Cartan Distribution that defines in an intrinsic way what solutions of a differential equation are. In the
motivating example, we declared a sub-bundle of the tangent bundle as the Cartan Distribution. In particular,
we defined it as the span of lines tangent to prolonged sections. Below we will do the same but for arbitrary
dimensions and Jet Spaces. Instead of lines tangent to prolonged sections, we will define planes tangent to
prolonged submanifolds.
Recall that if θ ∈ Jk(E,m) and M is a submanifold of E, then its prolongation is denoted (cf. [A.4]) by
M (k) = im(jk(M)). Use this for the following
Definition A.16. An R-plane at a point θ ∈ Jk(E,m) is defined to be a subspace of the tangent space
Tθ(J
k(E,m)) of the form Tθ(M
(k)) for any submanifold M of E (whose prolongation contains the point θ).
Definition A.17. The span of all R-planes at a point θ ∈ Jk(E,m) is denoted by Cθ. The map
C : Jk(E,m)→ TJk(E,m), θ 7→ Cθ ∈ Tθ(Jk(E,m)) (215)
is called Cartan Distribution (on Jk(E,m)).
In particular, as Jk(E) is dense in Jk(E,m), its Cartan distribution is obtained by restricting the Cartan Distribu-
tion of Jk(E,m), i.e. Cθ is replaced by Cθ∩Tθ(Jk(E)) and at every point it is the span of R-planes of prolongations
of sections of the fibered smooth manifold pi : E →M whose Jet Bundle is Jk(E).
Next, recall that in the motivating example, solutions were simply defined as those sections of pi1 : J1(E) → M
whose image curves were tangent to the Cartan Distribution. Here we will define solutions in the same way by
replacing curves with m-dimensional submanifolds.
Definition A.18. A submanifold W ⊂ Jk(E,m) is defined to be an integral (sub)smooth manifold (of the
Cartan Distribution) if TθW ⊂ Cθ for all θ ∈W .
An integral submanifold is said to be locally maximal if no open subset of W can be embedded into an integral
submanifold of greater dimension.
By definition, the prolongations M (k) of submanifolds M of E are integral submanifolds of the Cartan distribution.
Conversely, one can prove the following theorem (see [Vinogradov, 2001]).
Proposition A.2. Let W be an m-dim. subset of Jk(E,m) which is a locally maximal integral submanifold
of the Cartan Distribution (where E has dimension m+ e). If ek > 1, then locally W is of the form M (k) for
some M ⊂ E.
For ek = 1 (first order PDEs in 1 dependent variable), all locally maximal integral submanifolds of the Cartan
distribution share the same dimension m.
This shows that the Cartan distribution is exactly the geometric structure we were looking for. Similarly to
expression (182), one can express the Cartan Distribution C of Jk(E,m) in the general case in local coordinates.
If one locally chooses coordinates (xi, ujσ) with |σ| ≤ k for Jk(E,m), then one has
C = span
(
DTi ,
∂
∂ujγ
)
, |γ| = k, DTi :=
∂
∂xi
+
e∑
j=1
∑
|σ|<k
ujσi
∂
∂ujσ
(216)
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where the DTi are called truncated total derivative operators. Note that in the case where k is big, there are in
general many derivatives of the form ∂/∂ujγ with |γ| = k. However, when passing to the limit k →∞, then locally
C = span(Di) and thus C becomes m-dimensional.
One can also look at the Cartan Distribution of a submanifold of Jk(E,m) without the need to consider it inside
Jk(E,m). To do so, one defines the restriction of the Distribution to a submanifold of Jk(E,m) as follows.
Definition A.19. If J ⊂ Jk(E,m), then its Cartan Distribution is defined by
C(J) :={Cθ ∩ Tθ(J) | θ ∈ J} (217)
A.1.6 Diffiety and Vinogradov sequence
As we already saw in example [A.3], the infinite prolongation of a differential equation E plays a very important
role because it corresponds to the space of formal solutions of the differential equation. This infinite prolongation
is the object that takes into account all differential consequences, that means all equations that arise from the
system E by taking any number of total derivatives or prolongations. In algebraic geometry so-called varieties are
the central object of study. They are algebraic ideals that take into account all algebraic consequences obtained by
algebraically manipulating an equation, for instance by using multiplication or addition. Therefore, and because
of the fact that all differential consequences are related to the solution space of a differential equation, one expects
that the differential ideal that takes into account those consequences must also be a central object in the theory of
differential equations (at least those that are known to have formal solutions). Therefore, one would like to define
something like a diff erential variety, or in short diffiety. It was invented by Vinogradov, see [Vinogradov, 1984].
We define elementary diffieties using the notion of prolongation already introduced above.
Definition A.20. If E is a k-th order differential equation, its elementary diffiety is the pair (E∞, C(E∞)).
A diffiety is an object that “locally is” an elementary diffiety. What exactly this means is however more difficult
to define and will not be done here. Furthermore, by remark [A.2] and the example below, E∞ might not exist.
To show that it is well-defined also requires a careful introduction of the concept of J∞(E) because it is infinite
dimensional (such an introduction is given e.g. in [Krasil’shchik et al., 1999], chapter 4). J∞(E) can actually be
shown to be a so-called profinite dimensional smooth manifold, see [Gu¨neysu and Pflaum, 2017]. All this will not
be discussed here.
Given a diffiety, one can use it to analyse the properties of the formal solution space of a differential equation.
In particular, one can obtain the symmetries and conservation laws of a differential equation. Noether’s theorem
relates continuous symmetry transformations to conservation laws but in order to obtain a conservation law in this
way, one must know which symmetry transformations exist. This can be done studying a diffiety. In particular,
in many cases, one can determine the complete set of symmetries and conservation laws.
In order to extract information from a diffiety, Vinogradov invented the so-called C-spectral sequence. It already
came up in the 70’s and 80’s but the interested reader is referred to [Vinogradov, 2001], [Krasil’shchik et al., 1999]
and [Krasil’shchik and Verbovetsky, 1998]. In the following I will briefly sketch what it is and refer to it simply as
the Vinogradov sequence.
As a first step, let O := E∞ be the formal solution space of a diffiety (E∞, C(E∞)). Now define Λ(O) := ∑i≥0 Λi(O)
to be the algebra of differential forms over O. Consider the corresponding de Rham complex:
C∞(O) Λ1(O) Λ2(O) · · ·d0 d1 d2 (218)
Its cohomology groups Hi(O) := ker(di)/im(di−1) contain topological (structural) information about the PDE.
Even more information can be extracted when taking the Cartan distribution into account. This is what the
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Vinogradov sequence will facilitate. To this end, let CΛ(O) = ∑i≥0 CΛi(O) be the submodule of differential forms
Λ(O) over O whose restriction to the distribution vanishes. This means
CΛp(O) 3 w iff w(X1, · · · , Xp) = 0 ∀ X1, · · · , Xp ∈ C(O) (219)
Let CkΛ(O) be its k-th power, i.e. the linear subspace of CΛ generated by w1 ∧ · · · ∧ wk, wi ∈ CΛ.
Now one obtains a filtration
Λ(O) ⊃ CΛ(O) ⊃ C2Λ(O) ⊃ · · · (220)
and all ideals CkΛ are stable because d(CkΛi(O)) ⊂ CkΛi+1(O). Therefore, the filtration of modules completely
determines a spectral sequence. (For more information on how this works, see some book on homological algebra,
for example [Rotman, 1979]. Spectral sequences in general simplify the calculation of cohomology classes.) We
denote this sequence by
CE(O) ={Ep,qr ,dp,qr } where Ep,q0 :=
CpΛp+q(O)
Cp+1Λp+q(O) , and E
p,q
r+1 := H(E
p,q
r , d
p,q
r ) (221)
The filtration above is finite in each degree, that means
Λk(O) ⊃ C1Λk(O) ⊃ · · · ⊃ Ck+1Λk(O) = 0 (222)
If the filtration is finite in this sense, then the spectral sequence converges (see also [Rotman, 1979], chapter 10.3
for instance) to the de Rham cohomology H(O) (of the diffiety). Therefore, one can now analyse the terms of the
spectral sequence order by order. This is done for example in chapter 5 of [Krasil’shchik et al., 1999]. I will only
summarise which information is contained in the Vinogradov sequence.
1. E0,n1 corresponds to action functionals constrained by the PDE E and for L ∈ E0,n1 , the corresponding
Euler-Lagrange equation is d0,n1 L = 0.
2. E0,n−11 corresponds to conservation laws for solutions of E .
3. E2 is interpreted as characteristic classes of bordisms of solutions of E .
4. There are still many terms awaiting an interpretation.
In this thesis, the Vinogradov sequence will not be explicitly required. It is however of conceptual importance
because it can be used to investigate any differential equation with a well-defined formal solution space. Therefore,
as soon as an intersection of theories turns out to be consistent, we know that it can be turned into a diffiety and
that those strong homological methods described above can be applied to investigate it.
Back to section 2.
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A.2 Differential consistency
The example below shall demonstrate that information about the (non-)existence of formal solutions of an inter-
section of differential equations (as defined in subsection 3.2) are encoded in the prolongations of the system of
differential equations.
Let M := R, E := R × R, F := E and let pi : E → M and ξ : F → M be fibered manifolds where pi and ξ are
projecting onto the first factor. Let E and F both have local coordinates (t, u).
Define E ={θ ∈ J2(E) | utt = u} and F ={θ ∈ J3(F ) | uttt = 4}. If we would solve those equations individually,
we would obtain u1(t) = A exp(t) +B exp(−t) and u2(t) = 2/3t3 +A/2t2 +Bt+C. But inserting u1 into uttt = 4
leads to a contradiction and inserting u2 into utt = u leads to a contradiction. Therefore, their intersection (under
the identity-correspondence) can not have any solutions. In the following will be shown how a finite number of
prolongations of the differential system of the intersection suffices to produce this contradiction as well without
knowing the solutions.
Define a correspondence by the identity and pull F back to J3(E) and prolong E to E1 ={θ ∈ J3(E) | utt = u, uttt = ut}.
Then their intersection is
I ={θ ∈ J3(E) | utt = u, uttt = ut, uttt = 4} (223)
Inserting those equations into each other, one obtains the 2-dim surface I ={(t, u, 4, u, 4) | t, u ∈ R}. Let us
prolong it once. We obtain
I1 =
{
θ ∈ J4(E)
∣∣∣∣
(
utt = u, uttt = ut, uttt = 4
uttt = ut, utttt = utt, utttt = 0
)}
={(t, 0, 4, 0, 4, 0), | t ∈ R} (224)
There is no contradiction so far but we see that the solution space became smaller due to the differential conse-
quences. This means the projection pi43 : J
4(E)→ J3(E) does not map I1 surjectively onto I. Now if we prolong
again, we obtain
I2 =
θ ∈ J5(E)
∣∣∣∣∣
 utt = u, uttt = ut, uttt = 4uttt = ut, utttt = utt, utttt = 0
utttt = utt, uttttt = uttt, uttttt = 0

={∅} (225)
This time however, imposing all equations simultaneously, we obtain a contradiction, namely 0 = uttttt = uttt =
4.18
Back to subsection 3.4 about Differential Consistency or to subsection 4.2 about Formal Integrability.
18 This shows that the second prolongation of I does not exist in the category of smooth manifolds (because there is no empty
manifold because the empty topological space is not diffeomorphic to Rn for any n, i.e. there is no initial object in the category).
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A.3 Introduction to Category Theory
In this appendix, a few notions of Category Theory will be introduced, mainly to give an unaquainted reader an
impression of why it is a beautiful mathematical theory.
A.3.1 Outline
1. Some notes on the history
2. Definition of Categories, Diagrams and Functors
3. Motivation for Category Theory
4. Definitions of further concepts
(a) Faithful/Full, essentially surjective Functors, equivalence
(b) Forgetful Functor
(c) Free Object
(d) Representation
5. Explicit construction of one example for each defined concept
6. A simple proof in Algebraic Topology using Category Theory
A.4 Notes on the History of Category Theory
“from a categorical point of view, Neurath’s ship has become a spaceship.”
- Stanford Encyclopedia of Philosophy (entry Category Theory)
The following summary is based on information of the website of the Stanford Encyclopedia of Philosophy.
Categories were first introduced by Eilenberg & Mac Lane in 1945.
It is interesting that they originally just defined it to a have a better framework for their actual goal which was
the development of the notion of a Functor and a Natural Transformation.
Furthermore, they statet that the Morphisms were actually more important than the Objects, because the Objects
were originally introduced just to have a domain for the Morphisms between them and the Morphisms determined
the structure. When studying general Category Theory, one does not specify the Objects but only how they are
related by several Morphisms. Nevertheless, the Objects actually become more important themselves, as soon as
one specialises to a concrete Category.
The theory was pushed forward by Eilenberg, Mac Lane, Steenrod and Cartan in the fields of algebraic geometry
and homology algebra.
In 1957, the genius Grothendieck employed Categories intrinsically to define and construct more general theories
which he then applied to specific fields. He showed how Categories could be seen as tokens of other abstract
Categories such that one could immediately see how methods from one field carried over to the other.
Until 1970, Freyd and Lawvere demonstrated the importance of adjoint functors. Many theories in various fields
can be seen as equivalent to the existence of specific functors between particular categories.
Furthermore, in the 1960’s, Lawvere outlined the basic framework for an entirely original approach to logic and
the foundations of mathematics by using an axiomatic approach of Category Theory.
Lambek around 1970 used Categories to illucidate deductive systems and proof reasoning. Then, in 1972, Lawvere
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and Tierney’s put Grothendiecks idea of a Topos into an axiomatic framework where the Topos is a structure
sufficiently rich to deduce most fundamental Mathematical Structures. It provides a direct connection between
logic and geometry.
These works then started a cascade of other applications of Toposes and Categories in General.
Category Theory is now used in all kinds of fields, e.g. in theoretical programming for semantical and logical
analysis of programs, in theoretical physics for quantum field theory or string theory and also in music theory,
economics, arts and philosophy.
A.5 Definition of Categories and Diagrams
In this subsection, we first introduce the defintion of Categories and Diagrams in order to be able to talk about
them more concretely when providing additional motivation in the next subsection.
Definition A.1. A Category C is defined to consist of three things,
1. a class of Objects (A,B,C, · · · ),
2. a set of Morphisms (Mor(A,B) 3 (φ, ψ, · · · ), Mor(A,C), · · · ) between these Objects,
3. a Composition rule between Morphisms that, given φ from A to B and ψ from B to C, specifies a
Morphism from A to C, written ψ ◦ φ, which must fulfill the following 2 conditions:
(a) Identities exist: ∃ iA : iA ◦ φ = φ and ψ ◦ iA = ψ
where iA : A→ A, ψ : A→ B, φ : B → A.
(b) The Morphisms are associative: ψ ◦ (φ ◦ ξ) = (ψ ◦ φ) ◦ ξ
Definition A.2. A Diagram is a visualisation of the above defined Category.
Every Object is represented as a symbol just as before, but a Morphism between Objects is visualised as a
symbol on top of an Arrow between them.
The diagram can contain arbitrary many Objects interconnected with Arrows.
For example
1. Let A and B be Objects and φ a Morphism between them. This is visualised by the Diagram below in figure
(5).
A B
φ
Figure 5: The simplest Diagram in Category Theory
2. Let A, B, C and D be Objects and φ1 to φ5 be Morphisms between them where the Diagram below in figure
(6) can define their interrelations.
A
B C D
φ1
φ2
φ3
φ4
φ5
Figure 6: Illustrating the advantage of a Diagram compared with plain text
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Now it is not necessary to write a long text specifying which Morphisms connect which Objects and the
reader can see everything arranged together.
Definition A.3. A Diagram is said to commute if for any two fixed Objects of the Diagram, any two
Morphisms between them, consisting of products of Morphisms of the Diagram, are equal.
For example
The Diagram in figure (6) is said to commute, iff φ3 ◦ φ1 = φ2 and φ5 ◦ φ3 = φ4 and φ4 ◦ φ1 = φ5 ◦ φ2.
Finally, let us introduce Co-/Contravariant Functors
Definition A.4. A (covariant) Functor F from Category C to Category C′ is defined to consist of two
things,
1. a rule which associates with each Object A of C an Object A′ = F(A) within C′,
2. a rule which associates to each Morphism ϕ between any two Objects A and B of C a Morphism F(ϕ)
from Object F(A) to Object F(B) within C′,
which must be subject to the following two conditions.
(a) Composition of Morphisms is preserved, i.e. F(ϕ ◦ ψ) = F(ϕ) ◦ F(ψ),
(b) Identities are preserved, i.e. F(idA) = idF(A).
Definition A.5. A contravariant Functor is a covariant Functor that reverses the direction of all Morphisms,
i.e. the Arrows in any Diagram. That means it associates to each Morphism ϕ from the Object A to B in C
a Morphism F(ϕ) from F(B) to F(A).
Consequently, the composition ϕ ◦ ψ is mapped to F(ψ) ◦ F(ϕ).
In particular, this enables us to define the Category of Categories if desired in which the objects are Categories
and the morphisms are Functors.
A.6 Motivation
1. Structural understanding
Category Theory embodies a form of structuralism and the structural concepts are always only unique up
to IsoMorphisms. In Categorical language there is no such thing as the natural numbers, however one has
something like the concept of natural numbers that unfolds its nature depending on the context where it is
applied.
Using programming language, a Categorical Object can be thought of more as a type of which there can be
specific instances which one could call tokens but the structuralism refers only to the types.
With Category Theory, many reconceptionalisations were made possible in Mathematics and are possible in
all kind of fields because traditional boundaries between whole fields can be reconfigured in its rich framework.
Additionally, with Category Theory one has a new tool to talk about Mathematics and its meta levels that
could otherwise not be talked about in the same way. When used to characterize a specific mathematical
domain, category theory reveals the frame upon which that area is built.
2. Universal scheme for looking at mathematics
If Mathematics is a tree, then Category Theory shall be the trunk, a setting in which very general relationships
are proven between Objects that are not further specified.
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Then, by gradually specifying them further, one obtains Categories with Mathematical Applications in
certain directions, they are the first branches reaching out from the trunk so to speak.
Ab Grp Set Vect Top
Cat
F
H
G
3. Interplay of micro- and macro-structure
One can often define substructures of Objects by using relations between objects which gives a new perspec-
tive on the relationship between elements of an object and the maps defined on an object.
For example, one can define an element x0 of the set A in the category of sets as a map x¯0 : T → A where
T is a terminal object (defined below) in the category of sets.
Definition A.6. An Initial Object I is defined as an Object such that for any other Object B, there
exists one and only one Morphism φI from I to B.
A Terminal Object (or Atomic Object) T is defined as an Object such that for any other Object
B, there exists one and only one Morphism φT from B to T .
Alternatively, Initial Objects and Terminal Objects can be defined as Objects such that for any
Group G and any Morphism β, there is a unique φI/T such that the Diagrams below commute.
G I
I
φI
β
id
G T
T
β
φT
id
Figure 7: Definition of Initial and Terminal Object
Or one can define a notion of injectivity (which is normally defined in terms of elements of underlying sets)
as follows:
Definition A.7. φ is a MonoMorphism iff φ ◦ α = φ ◦ α′ ⇒ α = α′.
A B C
α
α′
φ
4. Universality Another great thing is that general definitions in category theory turn out to give you the
right objects in the respective, concrete categories. Products are one example:
Definition A.8. A Product of 2 Objects A1, A2 is defined as an Object B together with 2 Morphisms
β1, β2 from B to A1, A2 such that for any other Object C with any Morphisms γ1, γ2 from C to A1
and A2, there exists a unique Morphism ψ such that γ1 = β1 ◦ ψ and γ2 = β2 ◦ ψ.
Equivalently, one could define the Product of A1, A2 as an object B together with 2 Morphisms β1, β2
such that the first diagram in figure (8) commutes with ψ unique.
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CA1 A2
B
γ1
ψ
γ2
β1 β2
C
A1 · · · · · · An
B
γ1
ψ
γn
β1 βn
Figure 8: Product of 2 and of n Objects
In the Category of Sets, the product turns out to be the Cartesian product. In the Category of Groups, the
product turns out to be the product of Groups. In the Category of Vector Spaces, the product turns out to
be the direct Sum of Vector Spaces. Discrete Categories do not have Products. And fields don’t in general
and Riemannian manifolds with boundary also don’t in general.
A.6.1 Motivation for Functors
1. Relationships between concrete categories.
Functors relate objects from different Categories. Those often come from different fields of Mathematics.
Top Ab SetF G
2. Functors as prooftools
As Functors take Identities to Identities, they also take IsoMorphisms to IsoMorphisms and thus if a Diagram
involving an Identity commutes in one Category, so it does in another, e.g.
A B F(A) F(B)
C commutes ⇒ F(C) commutes.
id
α
F(id)
F(α)β F(β)
Figure 9: Commutation of Diagrams is preserved under Functors
As many important theorems can be stated as the commutation of some Diagram, this facilitates to transfer
proofs from one Category into another which is a very powerful method.
3. Equivalence of (physical) theories
In the solution-Category approach, one can define a category of models of a theory and then impose the
following criterion for equivalence of (physical) theories:
Definition A.9. Criterion. Theories T1 and T2 are categorically equivalent iff there is an equivalence
between the category of models of T1 and the category of models of T2 that preserves the empirical
content of the theories.
4. Overview (forgetful functors are indicated)
The relationships between various Categories established by functors can provide an overview.
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A.7 Definitions of further concepts
1. Faithful/Full, essentially surjective, equivalence
Definition A.10. A functor F : C → D is defined to be faithful (full) iff for all pairs of objects in C,
the induced map F : Hom(C,C ′)→ Hom(F (C), F (C ′)) is injective (surjective).
Definition A.11. A functor F : C → D is essentially surjective iff every object X of D is isomorphic
to some F (A),
i.e. tthere are arrows f : F (A)→ X and f−1 : X → F (A) such that f−1 ◦ f = 1F (A) and f ◦ f−1 = 1X .
Definition A.12. If a functor F : C → D is full, faithful, and essentially surjective, then the functor
is said to realize an equivalence of categories.
2. Forgetful Functor A forgetful functor drops some or all of the input’s structure or properties ’before’ mapping
to the output. For an algebraic structure of a given signature, this may be expressed by curtailing the
signature: the new signature is an edited form of the old one. If the signature is left as an empty list, the
functor is simply to take the underlying set of a structure. Because many structures in mathematics consist
of a set with an additional added structure, a forgetful functor that maps to the underlying set is the most
common case.
If desired, one can make this more precise by using the definition:
Definition A.13. A functor F is said to forget nothing iff it realizes an equivalence. Otherwise it is
said to be forgetful.
(a) In particular, a functor forgets structure iff it is faithful and essentially surjective, but not full.
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(b) A functor forgets properties iff it is full and faithful, but not essentially surjective.
(c) And a functor forgets stuff if it is full and essentially surjective, but not faithful.
Any functor may be written as the composition of three functors that forget (no more than) structure,
properties, and stuff, respectively.
3. Free Objects and Representations are important algebraic structures. They can be defined in terms of
relations universally with functors.
Definition A.14. Let C and C′ be Categories and A′ an Object in C′.
We define a Free Object on A′ as an Object B in C together with a Morphism α′ in C′ from A′ to
B′ = F(B) such that the following property is satisfied: Given any Object C in C together with a
Morphism β′ from A′ to C ′ = F(C) in C′, there is a unique Morphism γ in C from B to C such that the
following diagram commutes:
A′ F(B) B
F(C) C
α′
β′
F(γ) γ
Figure 10: Diagramm of a Free Object
Looking at the above Diagram one could also state the definition more compactly as follows:
(a) Fix A′,
(b) the Free Object consists of B and α′,
(c) such that given any C and β′,
(d) there is a unique Morphism γ in C such that the left diagram commutes in C′.
4. Representation
Definition A.15. Let C and D be categories and let F : C → Set be the forgetful functor.
Furthermore, one must assume that there exists a rule that assigns to each object D ∈ D an object
C ∈ C such that F (C) and Mor(D,D) are bijective (isomorphic in the category of Sets). If this can be
found, we can write Mor(D,D) as the underlying set of some object of C, that is we define C ′ ∈ C via
F (C ′) = Mor(D,D).
Then, a representation of the object A ∈ C is defined to consist of
(a) an object P ∈ D,
(b) such that there is a Morphism ψ : A→ A′ (where F (A′) = Mor(P, P )).
This means that for each element a ∈ A, there is an automorphism ψ(a) ∈ Mor(P, P ) while the condition
that ψ is a Morphism inside the category C ensures that their composition ψ(a1)◦ψ(a2) reflects the structure
inside the object A.
Definition A.16. A representation is called faithful iff ψ is a MonoMorphism.
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A.8 Explicit constructions
In this subsection, explicit constructions shall illustrate the general definitions from above.
1. Covariant Functor
Definition A.17. Let X be an Object of the Category of Topological Spaces T . Define x, y ∈ X to
be in the same path component if ∃ a continuous map of the form α : [0, 1]→ X (called path) such that
α(0) = x, α(1) = y.
We denote by P (x) the set of all path components containing x.
Now we construct the Functor pi0 such that pi0(X) :={P (x)|x ∈ X} shall be an Object of the Category of
path components of Topological Spaces P .
To ensure, that it is really a functor between two categories, we must further define how it acts on Morphisms
defined on X and thus define pi0(f)(P (x)) := P (f(x)).
We must show that this Functor preserves composition and the identity.
Composition:
pi0(f ◦ g)(P (x)) = P (f(g(x))) = P (f(y)) = pi0(f)(P (g(x))) = pi0(f)(pi0(g)(P (x)) = pi0(f) ◦ pi0(g)(P (x)),
Identity:
pi0(id)(P (x)) = P (id(x)) = P (x),
so everything is preserved and pi0 : T → P is a functor.
2. Contravariant Functor (Example from Leinster, p. 23, combined with exercise p. 27, 1.2.26)
We want to construct a functor C : T →R from the category of Topological Spaces to the category of rings
of continuous real-valued functions.
In order to do so, we let C(X) be the ring of real-valued functions over the topological space X and define
C(f) : C(Y )→ C(X) (for f : X → Y a continuous map between topological spaces) by C(f)(y ∈ C(Y )) :=
y ◦ f ∈ C(X).
We must now show that C indeed respects the conditions for a contravariant functor, i.e, C(g◦f) = C(f)◦C(g)
and C(idX) = idC(X).
• Let f : X → Y and g : Y → Z be continous maps between topological spaces, i.e. X Y Zf g .
Applying the functor C, we obtain a diagram C(X) C(Y ) C(Z)
C(f) C(g)
.
In particular, C(f) and C(g) are contravariably composable, that means C(f)◦C(g)(z) = C(f)(z◦g) =
z ◦ g ◦ f = C(g ◦ f)(z) = C(fop ◦ gop)(z).
(The last equality follows because in Topop, a typical diagram would look like X Y Z
fop gop
.)
• The identity is just the continuous identity map, so we really obtain a functor C : Topop → Ring.
3. Forgetful functor
(a) Forgetting Structure
The functor, F : Top→ Set, forgets only structure.
This is because every set corresponds to some topological space (or other), which means that F is
essentially surjective. Similarly, any distinct continuous functions f, f ′ : (X, τ) → (X ′, τ ′) must be
distinct as functions, so F is faithful. But F is not full, because not every function f : X → X ′ is
continuous, given topologies on X and X ′.
So in this case, the classification captures the pre-theoretic intuition with which we began.
70
(b) Forgetting Properties.
Similarly, we can define categories Grp and AbGrp, whose objects are groups and Abelian groups,
respectively, and whose arrows are group homomorphisms; then there is a functor G : AbGrp→ Grp
that takes Abelian groups and group homomorphisms to themselves.
This functor is full and faithful, since it just acts as the identity on group homomorphisms between
Abelian groups. But it is not essentially surjective, because not every group is Abelian. So this functor
forgets only properties—namely, the property of being Abelian.
(c) Forgetting Stuff.
And finally, we can a define a functor H : Set → 1, where 1 is the category with one object and one
arrow (the identity on the one object). This functor takes every set to the unique object of 1, and every
arrow to the unique arrow of 1.
It is clearly full and essentially surjective, but not faithful, so it forgets only stuff.
To see how, note that we may think of 1 as the category with the empty set as its only object; thus H
forgets all of the elements of the sets.
4. Free group
If we choose G to be the Category of Groups and S to be the Category of Sets, then we can recover the
Definition of the Free Group by defining F as the “forgetful Functor” which maps every Group of G to its
underlying Set in S.
Definition A.18. A Free Group F is defined to be a Group together with a Map α from a chosen
Set (not Group) S to F such that for any other Group F ′ with any Mapping α′ from S to F ′, there
exists a unique Homomorphism ψ which makes the Diagram below commute.
S F
F ′
α
α′
ψ
Figure 11: Diagram of a Free Group
Remark: That is not a Definition that can be generalised to a Category directly, because α, α′ are
Maps from a Set to a Group and thus are not in a well defined Category. Nevertheless, it is a so called
universal Definition because it defines something only in terms of its relations to other things.
Definition A.19. The Definition of an abelian Free Group is a copy of the above Definition with
“Group” exchanged with “abelian Group” everywhere.
Intuitively the Free Group is a Group satisfying only the minimum requirements of the axioms of Group
Theory. It is thus free of additional relations.
Similarly, an abelian Free Group is free of any additional relations except the requirement that all its ele-
ments must commute. This will become entirely clear when analysing Normal Subgroups below.
Note: The corresponding Definition of a “Free Set” would be trivial:
Definition A.20. A Free Set S is defined to be a Set together with a Map α from a chosen Group
(not Set) G to S such that for any other Set S′ with any Mapping α′ from G to S′, there exists a unique
Map ψ which makes the Diagram of figure (11) above commute.
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It is trivial in the sense that one can just choose the identity Map from the underlying Set of the Group G to
the Set S and then for any Map α′ just choose ψ := α′. That shows existence and uniqueness immediately.
However, even though a Free Set is simple and a Free Group will turn out to be much more complicated
(as we will see in the proof of existence below for example), it turns out that a Free Set and a Free Group
are related in Category Theory by the notion of Adjoint Functors. These are somehow something like
“conceptional” (and not algebraic) Inverses.
Proposition A.3. The Free Group (and the abelian Free Group) always exist for any Set S.
Proof
(a) Free Group: Naively, one could think that one could just take the Set, map the elements to positive
integers starting at zero, and then let the result be the additive group of integers.
That would indeed be a valid Group but it does not fulfill that it has a Homomorphism with any other
Group.19
Therefore, if the Set S has elements S ={a, b, c, · · · }, let the Free Group F be the Set of all sequences
that contain the letters ’a’, ’a−1’, ’b’, ’b−1’, ’c’, ’c−1’, . . . but it shall not be allowed that ’a’ appears
next to ’a−1’, ’b’ appears next to ’b−1’ and so on in any sequence.
For example a typical sequence could be ’a’ or ’aa’ or ’aba’ or ’aaccdc−1bba−1cd’ but not ’aa−1’ or
’bcc−1’.
Denote by the Group Product of two sequences the sequence that one obtains when writing the two
sequences one after another into one sequence and then removing any aa−1, a−1a, bb−1, b−1b, . . . and
so on from the new sequence. For example, the Product of ’aba’ and ’acc’ would be ’abaacc’ and the
Product of ’aba−1’ and ’acc’ would be ’abcc’.
Then this Set of sequences forms a Group because the Identity is the empty sequence and the inverse of
each element is the reversed sequence of Inverses. For example, the Inverse of ’abbc−1’ is ’cb−1b−1a−1’.
We then choose α such that a of S is mapped to the simple sequence ’a’ in F and so on. (It is thus an
injective Map).
Furthermore, for any arbitrary Group F ′, we choose ψ such that any sequence is mapped to F ′ like
the following example: ψ(’ca · · · d−1b’) := α′(c)α′(a) · · ·α′(d)−1α′(b) . Then for any two letters of a
sequence (and therefore for any two sequences) ψ(’xy’) = ψ(’x’)ψ(’y’) fulfilling the Definition of a Ho-
momorphism.
Furthermore, the Diagram commutes because by Definition it commutes for α′(s) where s is any el-
ement of S and therefore it also commutes for any Compositions of these Mappings because ψ is a
Homomorphism.
That is the reason why ψ is unique: ψ of sequences with a single entry (or the Inverse of that single
entry) is uniquely fixed by the constraint that the Diagram must commute - and any other sequence is
just a Product of the single sequences and Products are by Definition preserved by a Homomorphism.
Therefore, if ψ is unique for single sequences, it must be unique for all sequences.
We therefore proved that there exists an explicit Group fulfilling all the conditions of our definition for
any Set S.
19For example, if S ={0, 1} is mapped with α = id to F :={0, 1}, then if we choose F ′ ={0, 1, 2, 3}, we must have ψ(1) = α′(1) := 1.
But in that case ψ(1 + 1) = ψ(0) but ψ(1) + ψ(1) = 2, thus ψ can not be a Homomorphism.
This scenario will repeat itself if F has fewer elements than F ′. Thus, we must somehow think of a Group F with infinitely many
elements.
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(b) Abelian Free Group:
The proof can not be repeated word for word because in the previous construction the Product of the
sequences ’aa’ and ’b’ is different from ’b’ with ’aa’.
Therefore, as we want to obtain an abelian Group, it is natural to make the following ansatz. We still
construct sequences as before like ’abaacb−1b−1 · · · ’ but now let all letters commute.
The rest of the proof goes through as before and an abelian free group over a set of n elements is
isomorphic to Zn.
Proposition A.4. The Free Group and the abelian Free Group are unique (for a given Set S) up to
Isomorphisms (bijective Homomorphisms).
Proof
Assume that there are two Free Groups F1 and F2 that fulfill the above Definition.
Then there must be a unique Homomorphism from F1 to F2 and also a unique Homomorphism from F2 to
F1. These have additionally to fulfill the condition that the following two Diagrams commute:
S F1
F2
α
α′
ψ1
S F2
F1
α′
α
ψ2
Figure 12: Uniqueness of a Free Group
We conclude, ψ1 ◦ α = α′ and ψ2 ◦ α′ = α. Insertion yields ψ1 ◦ (ψ2 ◦ α′) = α′ and this holds for all
α′ ⇒ ψ1 ◦ ψ2 = idF2 and ψ2 ◦ ψ1 = idF1 .
Proposition A.5. Let F be the Free Group of the underlying Set of some Group G.
In the Group G, choose the Set P of all the Products that yield the Identity in G. These Products are
not necessarily the Identity in F . But we can make a Group in which they act as the Identity again
by building the Quotient Group F/N where N is the smallest Normal Subgroup of F generated by the
Subset P . Then the resulting Quotient Group F/N is isomorphic with G.
(And thus every Group is isomorphic with the Quotient Group of a Free Group.)
Proof
By construction of the Free Group, we know from figure (11), that for every s ∈ S, there is a Map α(s) ∈ F .
Now we define S as the underlying Set of a Group G. Then the elements of the Subset P of elements in
F that are the Identity in G are defined to look like α(s1)α(s2) · · ·α(sn) in F , where s1s2 · · · sn = e in G.
(And not α(s1s2 · · · sn) = α(e) because then the Subset P would only consist of one element.)
Now for sure ss−1 = e ∈ G ∀s ∈ G, so if we generate a normal Subgroup N in F , then N must contain
α(s)α(s−1) for any s ∈ S and therefore also the Inverse α−1(s−1)α−1(s). (Observe that α is a Map from a
Set and thus not a Homomorphism and therefore α(s−1) 6= α−1(s), otherwise our adventure would be rather
fruitless.)
What we now have to show is that there are exactly as many elements in F/N as in G and that there is a
Homomorphism from F/N to G. We start by considering some element of F/N . All elements in F are of
the form α(si)α
−1(sl)α(sj)α−1(sm) · · ·α(sk)α−1(sn) (where some of the elements can be chosen to be the
Identity). Therefore the simplest element of F/N is f1N = α(s)N with which we can show (by remembering
that α−1(s)α−1(s−1) ∈ N) that α(s)N = α(s)(α−1(s)α−1(s−1)N) = α−1(s−1)N , in other words as there is
an s−1 for each s, all Inverses α−1 are identified with some α in F/N and we only need to consider elements
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of F/N that have the form α(si)α(sj) · · ·α(sk)N .
Furthermore, all α(g)α(h) for which gh = e in G are in N . So for these α(g)α(h)N = N . Now if gh =
f 6= e in G, then as G is a Group, there is a f−1 ∈ G : ghf−1 = e in G and furthermore we know
by construction of N that (α(f−1)α(f)) ∈ N , so for every α(g)α(h) with gh 6= e in G, we have that
α(g)α(h)N = (α(g)α(h)α(f−1))α(f)N = α(f)N . This shows that no matter which two elements of F are
put in front of N , they are always equal to only one element α(s) for some s ∈ S times N (α(e) can be
mapped to eF such that this statement is also true for α(g)α(h)N = N = α(e)N). As a consequence, for an
arbitrary element of F/N holds that fN = α(s1) · · ·α(sn−1)α(sn)N = α(s1) · · ·α(s′n−1)N = · · · = α(s′)N .
As a result, there are not more different elements in F/N than there are α(s) in F and there are exactly
|S| = |G| different α(s), namely one for each different s ∈ S
Thus we finally showed that the number of elements in G and F/N are equal and we only have to construct a
Homomorphism to complete the proof. Consider ϕ : F/N → G, ϕ(α(s)N) := s where s is the element of the
underlying Set S of G (but the Morphism goes to G). Then ϕ((sN)(s′N)) = ϕ(ss′N) = ss′ = ϕ(sN)ϕ(s′N),
thus ϕ is a Homomorphism and this completes the proof.
Remark A.5. In contrast, every vector space is directly equal to some free vector space (because the
basis vectors just correspond to the elements of the set).
5. Representation of a Lie Algebra on a vector space
A representation of a Lie Algebra L defined over the field k in the category LieA on a Vector Space
V in the category Vectk consists of the vector space V together with a morphism ψ : L → L′ where
F (L′) = Mor(V, V ).
The morphism is a Morphism in the Category of Lie Algebras and therefore a homomorphism of Lie Algebras,
that means for all vectors l, l′ ∈ L and all a ∈ k, ψ is
(a) linear: ψ(al + l′) = aψ(l) + ψ(l′),
(b) antisymmetric: ψ([l, l′]) = [ψ(l), ψ(l′)] := ψ(l) ◦ ψ(l′)− ψ(l′) ◦ ψ(l).
A.8.1 Categorical Equivalence of Electromagnetism formulations
· · · AGa AGa ′ · · ·
· · · Fab Fab ′ · · · · · · Aa Aa ′ · · ·
(χ,0) (χ,0)
(1M ,Ga) (1M ,χ∗(Ga))
(χ,0)
χ χ χ (χ,0)
E
(χ,0)
(1M ,Ga) (1M ,χ∗(Ga))
(χ,0)
E
At this point, the definitions of the above subsection A.7 can be used to summarise an example of the concept of
categorical equivalence that was put forward by [Weatherall, 2014]. In Category EM1 let the Objects be models
based on the Faraday Tensors, (M,ηab, Fab), and the Morphisms Isomometries χ : M → M of Minkowski space-
time that preserve the Faraday tensor. One can show that this is a category because Isometries can be composed
and there is an Identity Isometry.
In Category EM2 let the Objects be Vector Potentials Aa and the Morphisms be pairs (χ,Ga) : (M,ηab, Aa) →
(M,ηab, χ∗(Aa + Ga)) of Minkowski spacetime that preserves the gauge transformed Vector Potential. One can
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show that this is a category because composition of pairs turns out to be associative and there is an Identity
(1M , 0).
One can now define a Functor E : EM2 → EM1 that basically maps equivalence classes of vector potentials to
Faraday tensors by the action E(M,ηab, Aa) := (M,ηab,∇[aAb]).
This functor can be shown to be faithful, full and essentially surjective and thus realizes an equivalence.
Back to the introcution 1.6.
A.9 Brouwer fixed point theorem in 1D
Here I present an elementary example of how Category Theory can be used to solve problems in Algebraic Topology.
In particular, below shall be proven the simplest version of a very nice theorem due to Brouwer.20
Proposition A.6. Let Dn :={x ∈ Rn | |x| ≤ 1} be the n−disk. Every continous map f : Dn → Dn has a
fixed point (Brouwer FPT). We will prove that for n = 1.
Definition A.21. Let A be a subspace of a topological space X. Then A is a retract of X if ∃ a continuous
map r : X → A such that r|A = idA, i.e. r(p) = p, ∀p ∈ A. This map r is called a retraction.
Define a concrete retraction r in an arbitrary dimension on Dn as
r(p) := the point on Sn−1 = ∂Dn hit by a vector going from f(p) through p (226)
This is always well-defined iff there is no fixed point. Therefore, if the Brower FPT is true, then there can’t exist
the above mentioned retraction and thus the below diagram must fail to commute for the inclusion map i:
S0 S0
D1
id
i r
Figure 13: Diagram of retraction
But it is difficult to prove something in this setting of Topological Spaces. Now we can apply the functor pi0
defined above to obtain, in the category of path components of topological spaces, a Diagram that looks as follows
pi0(S
0) pi0(S
0)
pi0(D
1)
pi0(id0)
pi0(i) pi0(r)
Figure 14: Diagram of retraction in the Category of path components
And here it is obvious that the diagram can not commute because pi0(S) ={−1, 1} is a set of two elements while
pi0(D
1) ={P (0)} is a set with only one element. This proves the Brouwer FPT in 1D.
This concludes the short survey on Category Theory. I hope the unacquainted reader can be inspired a bit.
20 Though he later in his life rejected proofs by contradiction.
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A.10 Simple example - Dilatations of a first order system
The following will only be a simple example to illustrate the general procedure of section 5.3. Consider the bundle
pi : E := R × R → R =: M with local coordinates (t, u) and its first Jet Bundle J1(1, 1) = J1(pi) with local
coordinates (t, u, ut). On this space, we model again the lovely equation
ut = u (227)
as the kernel of the differential operator Φ : J1(pi)→ F := E, Φ(t, u, ut) := (t, ut − u). The equation is invariant
under so-called dilatations
Sλ : J
1(pi)→ J1(pi), Sλ(t, u, ut) := (t, λu, λut), λ ∈ R. (228)
Sλ is a Lie transformation for every λ and is imposed by the action of a 1-paramater Lie Group G ={λ ∈ R | λ 6= 0}
which is a group under multiplication. The elements λ act as λ · (t, u, ut) = Sλ(u, u, ut). The action of the Group
is a Symmetry of the equation because λut = λu ⇔ ut = u. Therefore, it should thus be possible to express this
equation in terms of all functionally independent invariants.
Now let us find all invariants under this symmetry. To do so, we need to apply equation (108) and for this we
need to know the Lie Algebra of G. It can be found by rewriting Sλ as follows:
Sλ
 tu
ut
 =
 exp[0]texp[ln(λ)]u
exp[ln(λ)]ut
 =
 exp[0∂t]texp[ln(λ)u∂u]u
exp[ln(λ)ut∂ut ]ut
 = exp[ln(λ)(u∂u + ut∂ut)]
 tu
ut
 (229)
As there is only one parameter a := ln(λ) that suffices to generate all transformations, we only have one generator
in our Lie Algebra which is X := u∂u + ut∂ut . Now we can find all functionally independent invariants by finding
the general solution for the equation
0 = X(I) = u
∂I
∂u
+ ut
∂I
∂ut
. (230)
This is solved by I = I(ut/u) (i.e. if I is any function of ut/u) for u 6= 0 or by I = I(u/ut) for ut 6= 0. Let us
define I := ut/u which is a first order invariant. If we do not take into consideration the points where u or ut are
zero, then this is the only functionally independent Invariant because u/ut = 1/I and all other invariants are just
functions of those.
Remark A.6. If we prolonged the Lie transformation S to higher order Jet Spaces, we would end up with
the equation
0 = X(I) = u
∂I
∂u
+ ut
∂I
∂ut
+ · · ·+ ut...t ∂I
∂ut...t
+ · · ·
which implies that I must be a function of the invariants
ut
u
,
utt
u
,
uttt
u
, · · · , utt
ut
,
uttt
ut
, · · ·
However, still only ut/u is functionally independent (where division is possible) because any wild combination
like utttut/(uttutttt) can always be written
utttut
uttutttt
=
uttt
u
ut
u
u
utt
u
utttt
and
utt
u
=
(ut
u
)
t
+
ut
u
ut
u
,
uttt
u
=
(utt
u
)
t
+
ut
u
utt
u
, · · ·
Thus, even on J∞(pi), almost everywhere the only functionally and differentially independent invariant would
be I = ut/u.
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Now that we have obtained our Invariant I, we see that it is of order 1. Therefore, with the definitions of
the previous subsection, N = max(k, n) = max(1, 1) = 1 and so L = 0 = K. Thus let us define the bundle
JL(ξ) = J0(Q) = Q where ξ : Q = R × R → R such that the local coordinates are (t, q). Furthermore, our map
ϕ : J1(pi) → J0(ξ) is given by ϕ(t, u, ut) := (t, I) = (t, ut/u). Now we look for an operator φ such that equation
(111) is fulfilled. A suitable Φ′ defined in terms of I such that ker0(Φ′) = ker0(Φ) is only possible for the situation
when u 6= 0 and ut 6= 0. For suppose we reformulate ut − u as ut/u − 1, then, if u = 0, this is not well-defined
and if ut = 0, then its kernel would also not be well-defined. So only for the subset J
′ of Jk(pi) where ut 6= 0 and
u 6= 0, I define Φ′(t, u, ut) := (t, ut/u− 1). The pullback of φ is ϕ∗φ(t, u, ut) = φ(t, ut/u) which must be equal to
Φ′(t, u, ut). Consequently, the quotient equation in this case is very simple
φ(t, q) := (t, q − 1), EI = ker0(φ) ={(t, q) ∈ Q | q = 1} (231)
and the solution space is a one-dimensional subspace of the bundle J0(ξ) = Q with local coordinates (t, 1). This
line can really be understood as the quotient of ut = u geometrically because all points on the plane ut = u in
J1(1, 1) are retracted to a line when u and λu are identified as representatives of an equivalence class.
Even if J0(ξ) is prolonged to J∞(ξ), the solution lies in the Cartan distribution of J∞(ξ) because the prolongation
of the solutions w(t) = (t, 1) would be w(t) = (t, 1, 0, 0, · · · ).
Now let us prolong the ξ-bundle to J1(1, 1) with local coordinates (t, q, qt) and look at equations fulfilling (113).
The simplest might be an evolution equation ψ for q, i.e. the equation that qt fulfills if I = ϕ
∗qt is restricted to
those θ at which Φ(θ) = (t, 0) and/or its derivatives Dt(Φ)(θ
1) = utt−ut = 0, Dtt(Φ)(θ2) = uttt−utt = 0, and
so on. We obtain for example:
It =
(ut
u
)
t
=
utt
u
− u
2
t
u2
=

ut
u − 1 = I − 1, if u(utt − ut) = u2t − u2,
1− u2tu2 = 1− I2, if utt = u,
ut
u − u
2
t
u2 = I − I2, if utt = ut,
(232)
Thus this already gives us at least three possible equations
ψ1 = q − 1− qt, ψ2 = 1− q2 − qt, ψ3 = q − q2 − qt (233)
and it is true that ϕ∗ψi = 0 if Φ = 0 or its derivatives because all the conditions on the very right-hand side of
(232) are true if ut = u. Observe that the complexity of the q-equations increases if the u-conditions are less strict.
Our general theory now predicts that given any solution u(t) of Φ = 0, ϕ(u(t)) will be a solution of ψi. Let us
check this here. The solution of Φ = 0 is u(t) = A exp(t), A ∈ R. We have q(t) := ϕ(u(t)) = u(t)t/u(t) and thus
q(t) = 1 is a solution of all ψi.
Those are of course not all solutions of the ψi. The reason is that even though every solution of ut = u is also a
solution of, say, u2t = u
2, the converse is not true at all - there is no if-and-only-if relation between those conditions
and Φ = 0.
But what we derived above does contain the if-and-only-if conditions, namely on the very right-hand side of eq.
(232). Finding the solution u(t) of those conditions, we immediately obtain the general solution of the ψi by
mapping those general solutions to q(t) = u(t)t/u(t). Some of the conditions for u, ut, utt in (232) are much
simpler equations than the corresponding equations for q which we can exploit. Let us do this explicitly for all
equations.
1. u(utt − ut) = u2t − u2 has the general solution u(t) = A exp(Bet + t). Thus, the solution of qt = q − 1 is
q(t) = Bet + 1.
2. utt = u has general solution Ae
t +Be−t, so the general solution of qt = 1− q2 is q(t) = (Aet−Be−t)/(Aet +
Be−t) = (e2t − C)/(e2t + C), C := B/A.
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3. utt = ut has general solution Ae
t + B, so the general solution of qt = q − q2 is q(t) = Aet/(Aet + B) =
et/(et + C), C := B/A.
Note that the method is very efficient for the solution of ψ2 and ψ3 which are most interesting. In those examples
we can solve an equation not linear in q by solving a simple linear equation.
And regarding the first equation, note that this method to a certain extend works in both directions. For ex-
ample, if we have the solution q(t) = Bet + 1 of ψ1 and we want to know the solution of the comparatively
complicated, 2nd-order non-linear equation u(utt − ut) = u2t − u2, we can use that we know that u(t) must be
such that q(t) = u(t)t/u(t). Thus, if we make the ansatz u(t) = A exp(f(t)), then we get q(t) = f(t)t and hence
f(t) = Bet + t such that u(t) = A exp(Bet + t) which is something non-trivial.
Along those lines, solutions of equations related to a symmetry of some equation can be studied systematically.
Back to section 6.
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A.11 Axiomatic derivation and formal integrability
The present subsection shall provide a more in-depth understanding of the laws of Electrodynamics by providing
an axiomatic derivation of Maxwell’s equations and it shall provide a basis for later conclusions by establishing
the fact that those equations are formally integrable.
A.11.1 Axiomatic derivation of Maxwell’s equations
One beautiful axiomatic approach to electrodynamics is given by [Zirnbauer, 1998]. He explains in detail why
differential forms are the natural candidates for observables in electrodynamics and provides prescriptions on how
to measure the formal quantities in principle. Below I will follow him and summarise his more detailed account.
1. axiom: There exists a quality that we call (electric) charge and its amount per volume can be quantified in
terms of a space- and time-dependent density.
2. axiom: The spacetime we live in can be modeled as 4-dimensional Lorentzian manifold equipped with a
metric g to measure lengths and angles. Here it will be necessary to refer to both, a 3-dimensional space
M3 equipped with a euclidean metric g3 (with signature (1,1,1)) to discuss electro-/magnetostatics and
a 4-dimensional manifold M4 equipped with a Lorentzian metric g4 (with signature (-1,1,1,1)) to discuss
electrodynamics.
In spacetime (either M3 or M4), charge in an infinitesimal volume can fulfill the first axiom if it is described
as a covariant 3-form (a form is an alternating cotensor field) ρ = ρ123dx1 ∧ dx2 ∧ dx3. In the following, I
will write “d” for an exterior derivative on M3 and “dt” for the exterior derivative on M4.
Similarly, ?t shall denote the Hodge star operator on M4 and ? the operator on M3.
3. axiom: Charge is conserved, that means, whenever charge changes inside a given volume over time, then this
change must be equal to the flow of charge j out of the surface of the volume.
In the above defined terms, charge conservation reads
ρ˙+ dj = 0. (234)
This axiom results, together with the Poincare Lemma, in the inhomogeneous Maxwell equations. The
Lemma states that on any contractible domain, a form is exact iff it is closed.21 As ρ is a 3-form, dρ = 0
which implies, by the Poincare-Lemma that there is a 2-form D (in the spatial 3D subspace) which satisfies
dD = ρ. Thus,
ρ = dD
(234)⇒ d(D˙ + j) = 0 (Poincare Lemma)⇒ D˙ + j = dH.
The forms D and H are called electric excitation and magnetic excitation respectively.22
4. axiom: Existence of E field and Coulomb-force.
Observations show23 that a charged body in a space with other charged bodies is subject to a force K(e).
The cause for this force is attributed to the existence of a space filling quality called the electric field E
(which in turn is related to the charge distribution by the constitutive equations below).
Now if one moves a charged test body in an electric field, one has to spend work/energy−We depending on the
way γ in which the charge is moved and proportional to the amount of charge q. Therefore, −We(γ) = q
∫
γ
E.
As We is a scalar function, this shows that E must be described as a 1-form, E = E1dx1 + E2dx2 + E3dx3.
Using the usual definition of work, relating it to force, We(γ) = −
∫
γ
K(e) (so force is also a 1-form), one
21 On a manifold that is not contractible, de Rham cohomology has to be considered and the equations then only hold locally.
22 Following the precise understanding of the great physicist A. Sommerfeld.
23References for observations are discussed in section (A.12) on empirical phenomena.
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may take an infinitesimal γ to write the force law as K
(e)
p = qEp at a point p. It is also called Coulomb-force.
Experiments reveal that under electrostatic conditions (i.e. no time dependence of the field and the charge
density), Ep can be expressed explicitly in terms of the density: If one denotes the distance of some point p
′
(of our affine space) to a point p by rp′(p) := |p′ − p|, then the unit covector that points from p′ to p is just
drp′(p). For a given charge density ρ
′ = ρ(p′)dx′1 ∧ dx′2 ∧ dx′3, the expression is then given by
K(e)p = qEp, E =
Q
4piε0
drp′
r2p′
=
∑
i qi
4piε0
drp′
r2p′
→
∫
V
ρ′
4piε0
drp′
r2p′
(no integration over dr). (235)
5. axiom: Existence of B field and magnetic Lorentz-force.
Observations also show that moving charges (currents) near magnets are subject to a force. The cause is
thus attributed to the existence of a magnetic field B.24
If one moves a current (e.g. a current carrying wire) in this field, one has to spend work −Wm that depends
on the surface S through which the current (carrying wire) is moved and which is proportional to the amount
of current I. Therefore, −Wm(S) = I
∫
S
B. The expression
∫
S
B is also called magnetic flux through S.
This shows that B must be described as 2-form, B = B1dx2 ∧ dx3 +B2dx3 ∧ dx1 +B3dx1 ∧ dx2.
Now, if one considers an infinitesimal part of the current (carrying wire) described by the vector εu and an
infinitesimal movement in the magnetic field by another vector εu2, then εu and εu2 span the infinitesimal
surface S through which the current moves infinitesimally.
As a consequence, I
∫
S
B = IBp(εu2, εu) +O(ε3). Therefore, the force that acts on the infinitesimal part of
the current is IBp(·, εu). Thus if the wire shape can be parameterised by γ = a(t)∂1 + b(t)∂2 + c(t)∂3, the
force in a B field is given by K
(m)
γ = I
∫
γ
Bγ(·, ∂γ/∂t)25 and if we assume that at a certain point of the wire,
the whole current is given by qv = Iεu, then the force on that point is given by K
(m)
p = qB(·, v) = −qvyB.
This is also called the magnetic Lorentz-force.
6. axiom: Superposition and (total) Lorentz-force.
The forces of the electric and magnetic field add up linearly and the (total) Lorentz-force is given by
Kp = q(Ep − vyBp).
(Because parts of E are transformed into parts of B and vice versa upon Lorentz transformations, such a
linear superposition is also necessary to make the physics the same for all observers.)
7. axiom: Faraday’s law of induction (resulting in the homogeneous Maxwell equations).
Faraday’s law says that magnetic flux is conserved in the sense that whenever flux changes inside a given
surface over time, then this induces a change in field tension E at the border of this surface that acts against26
the change of the flux:
∫
S
B˙ = − ∫
∂S
E, or, in differential form:
B˙ = −dE ⇒ dB = const.
8. Magnetic fields are source-free.
In the regime of classical electrodynamics, it is not possible to find magnetic monopoles. Instead one finds
dB = 0.
24 It is in fact possible to derive the form of Maxwell’s equations for non-accelerated source-charges entirely from Coulomb’s law and
the axioms (and formalism) of Special Relativity. This is done in great detail in the interesting treatment by [Haskell, 2003]. However,
I would not subscribe to his conclusions about accelerated charges because he did not take covariance into account.
25 Note that the result of the integral is a 1-form because one integrates along γ which is 1-dimensional. If one specifies B to be the
field caused by another current-carrying wire, then one obtains Ampe´re’s law.
26The negative sign is crucial to obtain Lenz’s law in combination with dH = j + D˙.
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Alternatively, one can combine the relativity principle with the preceding axiom to obtain the same conse-
quence as follows. The principle states “All laws of nature are the same in all inertial frames.”27
If this is true, then dB = const implies ρm := const = 0 (we can call ρm magnetic density because it
is a 3-form) because otherwise an observer in a moving frame would see a time varying magnetic density
ρm = ρm(t) contradicting the principle ⇒ dB = 0.
9. axiom: Constitutive equations (relating E with D and B with H).
E and D are likely to be related because if E is the cause for forces on charged particles and these only
experience forces in presence of other charged particles, then the excitation D that they cause should in turn
be connected to the cause of their forces E. An analogous argument makes the connection of H and B with
respect to charge currents plausible. In any case, empirically the following equation is found to hold:
D = ε0 ? E, H = µ
−1
0 ? B
where ε0 is the dielectric constant and µ0 is the magnetic (vacuum) permeability. One can show that this is
the only way to relate these quantities if one demands their relation to be linear, local and invariant under
the action of the Poincare group.28
This concludes our axiomatic approach. Combining the equations, we are left with Maxwell’s equations
dD = ρ, dH = D˙ + j
dB = 0, dE = −B˙
D = ε0 ? E, H = µ
−1
0 ? B
K = q(E − vyB)
(236)
A reformulation using dt is very helpful to identify the symmetry groups whose action leaves Maxwell’s equations
invariant. To this end, one can define the Faraday form F := E ∧ dt + B, the Maxwell form G := D − H ∧ dt,
the 4-current J := ρ− j ∧ dt (which is conserved: dtJ = (ρ˙+ dj) ∧ dt = 0), the constant k := −
√
µ0/ε0 and the
relativistic four velocity, u = dx/ds (where ds is the infinitestimal distance between spacetime-points) such that
Maxwell’s equations take the form
dtF = 0, dtG = J, ?t F = kG or dtF = 0, dt ?t F = kJ with force Kt = q uyF. (237)
In practice, it is notationally convenient to set ε0 and µ0 to one. Furthermore, if one only refers to forms on M4,
one will drop the t in dt. As dF = 0, we can invoke Poincare´ lemma again to deduce, on a star shaped region, the
existence of a vector potential A such that dA = F . Using it, we obtain the equations
d ? dA = J ⇒ d ? F = J, dF = 0 (238)
They are called Maxwell’s equations in terms of vector potentials and Faraday tensors respectively. For calculations,
it is also useful to express the above relationships in components. Then F = Fµνdx
µ ∧ dxν , A = Aµdxµ and so on
27The justification for this much stronger assumption is that laws are observed to be invariant in experiments. Note however that
the conclusion, dB = 0, follows from applying the relativity principle to the last axiom that says −dE = B˙. If, for some reason,
nature would provide a way for the law to become −dE = B˙ + jm, analogous to dH = D˙ + j, then these more symmetric Maxwell
equations would be consistent. In that case, one would have magnetic monopoles. In other words, Relativity does not forbid magnetic
monopoles per se, it only does so in combination with −dE = B˙.
28The relation is only true when considering all charges and currents in space. For cases in which one can only describe the
distribution effectively, for example in materials, one finds the relations
D = ε0 ? E + P [E], H = µ
−1
0 ? B −M [B].
However, fields inside materials will not be considered in this treatment.
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and we obtain Fµν = ∇µAν −∇νAµ =: ∇[µAν].29 Thus
∇ν∇[νAµ] = Jµ ⇒ ∇νF νµ = Jµ, ∇[µFνλ] = 0 (239)
Here ∇µ is the covariant derivative of our spacetime. In flat Minkowski space, ∇µ can be replaced by ∂µ.
Now what remains to do is to model the equations on a Jet bundle. Create the bundle pi : E → M where M
is our spacetime with local coordiantes (x0, · · · , x3) and E = TM is an 8-dimensional bundle which locally has
the form U × R4, U ⊂ M with local coordinates (x0, · · · , x3, A0, · · · , A3). We abbreviate those local coordinates
with (xµ, Aµ). Note that now, those Aµ are just coordinate functions on our Jet Space J0(pi) = E, that means
functions Aµ : J0(pi)→ R and they should not be confused with sections Aµ : M → J0(pi), x 7→ Aµ(x). To avoid
confusion, I will always write Aµ(x) when referring to sections and Aµ when referring to coordinate functions.
Now we can prolong J0(pi) to J2(pi) to obtain the local coordinates
(xµ, Aµ, Aµ,ν , Aµ,νλ). (240)
As second derivatives commute, the relation Aµ,νλ = Aµ,λν holds for the corresponding coordinate functions of
the prolongation. Thus J2(pi) = J2(4, 4) is a space with 4 + 4 + 42 + 4 · 4 · (4 + 1)/2 = 24 + 40 = 64 dimensions.
Furthermore, we let g : TM ⊗ TM → C∞(M) be the Riemannian metric of our spacetime M . It is an element of
T ∗M ⊗T ∗M . In local coordinates, it can be written g = gµνdxµ⊗ dxν . If we assume that the metric is given (e.g.
as solution of the Einstein equations) and that the sources Jν : M → R are also given, we can use the coordinates
of the Jet bundle to model equation (239) locally as the kernel of the differential operator
Φ : J2(E)→ E, (xµ, Aµ, Aµ,ν , Aµ,νλ) 7→ (xµ, gνλA[ν,µ]λ − Jµ). (241)
A.11.2 Formal integrability of Maxwell’s equations
In this subsection formal integrability will be shown for equation (241). Suppose Iµ : M → R are given and define
J 2 := ker0(Φ) (242)
The prolongation J 3 only involves new restrictions on 3rd order coordinates. As a result, pi32J 3 → J 2 is surjective.
Let us check if the other two conditions of proposition [4.5] are fulfilled.
σ(Φ) = aρ,κθ
∂Φh
∂Aρ,κθ
∂
∂wh
= aρ,κθ
gνλ∂A
ν,µλ
∂Aρ,κθ
∂
∂wµ
− aρ,κθ gνλ∂A
µ,νλ
∂Aρ,κθ
∂
∂wµ
=
(
aν,µλgνλ − aµ,νλgνλ
) ∂
∂wµ
= gνλa
[ν,µ]λ ∂
∂wµ
(243)
Over pairs of indices is summed and thus those are in total 4 equations. When calculating the rank of the symbol,
those 4 equations impose 4 restrictions. This means (recall that dim(E) = m+ e = 4 + 4)
dim(g2)
(52)
= e
(
m− 1 + 2
2
)
− e (m = 4 = e)= 4
(
5
2
)
− 4 = 4 · 10− 4 = 36. (244)
Next, calculate the prolongation:
µ ◦ σ1(φ) (65)= aν,µλθ ∂(Doφ
h)
∂Aν,µλθ
∂
∂who
= gνλa
[ν,µ]λθ ∂
∂wµθ
(245)
Those are in total 16 equations. However, the rank of the system might be lower if some of them are functionally
dependent. As already mentioned at the end of section 4, the calculation of the rank of such systems at this step is
29 The notation a[µ1...µn] means antisymmetrisation of the indices, e.g. ∇[µFνλ] = ∇µFνλ−∇νFµλ +∇λFµν −∇µFλν +∇νFλµ−
∇λFνµ or ∇µ∇[µAν] = ∇µ∇µAν −∇µ∇νAµ. The Einstein sum convention is used.
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typically quite cumbersome. Therefore, I implemented a small python program that generates the corresponding
matrix and calculates the rank. The code of this program is given in appendix A.13.
Using this program, it delivers the rank 15 for the system above for 4 dimensions This means, one of the functions
depends on the others. Therefore, we obtain
dim(g3) = 4
(
6
3
)
− 15 = 80− 15 = 65. (246)
The dimension is constant for every local neighbourhood and thus g3 is a smooth vector bundle over J 2.
We can use (76) to obtain the dimensions of F 2,jJ 2 .
dim(F 2,jJ 2 ) = e ·
(
m− 1− j + 2
2
)
(247)
Let us give an explicit basis for them
F 2,jJ 2 =
{
span
(
dxl ∨ dxn ⊗ ∂ku
)
| j + 1 ≤ l ≤ n ≤ m
}
(248)
We can obtain the intersection by restricting σ(φ) to F 2,jJ 2 :
g2,j = g2 ∩ F 2,jJ 2 = ker(σ(φ)|F 2,jJ2 ) =
{(
0 = gνλ(a
µ,νλ − aν,µλ) | last two indices ∈{j + 1, · · · ,m}
)}
(249)
For j < m− 1, the above equation always gives rise to e = 4 different conditions on the components aµ,νλ because
the last two indices can be chosen differently. However, for j = m− 1 one obtains the equation
gmma
µ,mm − gνmaν,µmδµ,m (250)
And this means that for µ = m, the last term of the matrix of derivatives of the equation above with respect to
aµ,νλ (whose rank corresponds to the rank of the system) vanishes. Then they impose one condition less.
In accordance with this, the computer program delivers:
rankσ(φ)|F 2,1 = 4, rankσ(φ)|F 2,2 = 4, rankσ(φ)|F 2,3 = 3 (251)
All in all, we obtain
dim(g2) +
3∑
j=1
dim(g2,j) = 36 + 4
(
4
2
)
− 4 + 4
(
3
2
)
− 4 + 4
(
2
2
)
− 3 = dim(g3). (252)
Thus, the system is formally integrable.
I remark that formal integrability of the Yang-Mills-Higgs equations was shown for arbitrary dimensions in 1996
by [Giachetta and Mangiarotti, 1996].
Back to subsection 6.
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A.12 Empirical bounds of Electrodynamics
To conclude the analysis of Electrodynamics, a short overview about how its laws were experimentally verified is
given. No pretension is made that the overview is complete in any way. However, it is in general important to
clarify the validity bounds of a theory to understand the transition from one theory to another. In order to show
how difficult this is in a precise manner, I provide some discussion below.
Here I understand the validity bounds of a physical phenomenon in a classical field theory to be the empirical
bounds of its corresponding law in terms of differential equations.
Importantly, every law that is formulated in terms of differential equations already underwent a process of extrap-
olation. To see this clearly, it is important to realise that experiments are always only conducted under specific
circumstances. What allows the extrapolation to a law is the demand for consistency with a set of many but
finitely many experiments. In Electrodynamics one could validate a law for a specific charge distribution, say on a
cylinder or helicoid. When conducting an experiment for this specification, one could validate Maxwell’s equation
for this particular charge distribution. However, this would not validate Maxwell’s equation in general because
one would have to provide empirical bounds for all the other possible geometries in which charge can be arranged
(and these are uncountable).
Or one could construct a small motor by exploiting Faraday’s law of induction and thus validate the law for a
specific magnet and a specific coil carrying a specific current. But this would not be an experimental validation
of Faraday’s law in general. Facing these issues, it seems in principle impossible to validate a theory as a whole,
or to reduce phenomena to a relevant set. The reason is not only that every measurement has an associated
measurement error but that the range of parameters for which systematic measurement data is available is much
smaller than one might think at first.
However, if we would agree to be satisfied with an estimation of the empirical bounds of the most general formu-
lations of the laws of a theory, then one could take these to be our relevant phenomena (which provide at least an
estimate for the validity of all phenomena, thus being somehow weaker than in the ideal proposal but still useful).
Especially Electrodynamics is experimentally well approachable because the interpolation of the results of a range
of experiments was taken as starting point for the very construction of the theory. That empirical considerations
are at the heart of the formulation, is apparent in the above axiomatic approach where the conservation of charge,
the Coulomb-law, the Lorentz-force law and Faraday’s law are directly referred to as starting points for subsequent
definitions and constructions.
Take, for example, Coulomb’s law (235). It says that the force due to any charge distribution is the sum of the
distribution of the individual charges. This means that an estimate of the validity of Coulomb’s law is also an
estimate for the validity of the principle of superposition for electric fields. This principle breaks down in non-linear
optics and for very strong fields but it is known to be quite accurate in the weak field limit outside of matter.
Furthermore, electrostatics rests on Coulomb’s law, and one can therefore easily show that it is equivalent to the
differential equations in electrostatics. And this in turn means that one does not have to test every single charge
distribution as a separate law in order to obtain an estimate on the validity of electrostatics, it suffices to test
Coulomb’s law with distributions over a sufficiently wide range to estimate the bounds of electrostatics.
Something else that makes Electrodynamics especially tractable is the fact that in free space it has no “non-fixed
parameters” which must be determined by experiment except for ε0 and µ0. That only they are appearing in the
equations is rather special if one compares this situation to, for example, electrodynamics in matter, where every
material has its own special properties and therefore can only be described effectively by introducing additional
fitting parameters, like the resistance of a conductor (which in turn is only approximately constant and depends
on other parameters like temperature). Of course, if one assumes that all materials are themselves made of atoms
that are made of protons and electrons that interact electromagnetically, then one could develop the idea that in
84
the end, if one takes Maxwell’s equation in free space and puts in the charge distribution that is constituted by all
particles in a given material and includes quantum effects, the effective parameters should come out as predictions.
But as this would require the knowledge about the states of billions of particles, this is not (exactly) possible and
even though it is assumed in principle, one can often only validate the description of macroscopic phenomena.
Moreover, for practical purposes the effective models with their fitting parameters remain the best approach.30
For another example, note that the standard model of particle physics also requires a lot of free parameters that
are determined via fits after a complex renormalisation procedure. For such a model, it is far more difficult to
provide actual bounds for its validity because perturbation is involved to obtain (most) results that can be verified
by experiment. In other words, the correspondence between measurable observables (usually related to correlation
functions) and the most general equations (e.g. the path integral formalism) is much less direct as in electrody-
namics.
One could certainly discuss more complexities that arise when determining empirical bounds but here, I shall
content myself now with providing references to some experimental evidence for Maxwell’s equations which shall
act as the underlying laws of our relevant phenomena.
1. Charge conservation: Was already formulated in 1747 by Benjamin Franklin: “It is now discovered and
demonstrated, both here and in Europe, that the Electrical Fire is a real Element, or Species of Matter,
not created by the Friction, but collected only.” [Franklin, 1747]. Faraday provided first solid experimental
evidence for it in 1843 (see [Heilbron, 1979]).
And until today, there is no experiment that states any evidence for non-conservation of charge, even in
regimes where electrodynamics is not used for a description of nature down to scales of particle physics.
There, charge can be destroyed and created but it is always created and destroyed in pairs, i.e. for every
positive charge that is created or destroyed, a negative charge is created or destroyed, see e.g. the particle
physics review by [Nakamura and Group, 2010].
Concrete empirical bounds for charge non-conservation are provided in [Belli and Group, 1999]. For decays
of electrons with a decay time of τe > 2.4 · 1024 years (with a confidence interval of 90%), they predict that
the parameter ε2W , which is the square of the ratio of the coupling that does not conserve charge to the
conserving Fermi coupling, has magnitude ε2W < 2.2 · 10−26.
This puts charge conservation in the macroscopic realm of electrodynamics on a very solid footing. Thus,
if one accepts axiom 2 (stating that spacetime can be modeled as affine space or manifold in which the
Poincare´ lemma is applicable and charge as a 3-form), then the inhomogeneous Maxwell equations dD = ρ
and dH = j+D˙ (note that the equations are not the same as d?E = ρ/ε0 and µ
−1
0 d?B = j+ε0?E˙ which are
also sometimes referred to as inhomogeneous Maxwell equations because ? requies uncertainty bounds on the
metric and the relation between D,H and E,B requires uncertainty bounds on the constitutive equations)
can be viewed as having the same empirical bound as charge conservation (because they are directly derived
from it).
So is axiom 2 well verified? That charge can be modeled as 3-form is merely a consequence of the idea that
space can be modeled as affine space or on a suitable manifold and the existence and form of charge (axiom
1). Axiom 1 is evident by the very existence of the multitude of electromagnetic phenomena. Even if charge
is just an emergent quality of some deeper ramifications of nature that are yet to be discovered, we can define
it as the emergent quality that shows all the effective behaviours that we do observe when manipulating it
30 One can also employ models that act as “mediators” between Maxwell’s equations and equations in matter, e.g. the Drude model
for “deriving” Ohm’s law. There one assumes the force p˙ = qE − p/τ , and looks at the equilibrium state in which p˙ = 0 such that
qE = p/τ which results, together with a current j = nqv, p = mev, E = U/d and j = I/A in a relation U ∝ I. However, τ is clearly a
new fitting parameter, thus making the model also an approximation. For more information see [Mcelroy, 2009].
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according to an understanding of electromagnetism and in this sense it surely does exist as is manifest by
the countless applications of electromagnetism in our daily life.
That space can be modeled as affine space or a suitable manifold is less obvious. Indeed, according to Ein-
stein’s general relativity, it might be the case that the topology of spacetime is such that the Poincare´ lemma
is not applicable globally. Perhaps however, the equations would still always hold locally. Furthermore, one
could justifiably ask why it is a good idea to model spacetime locally as a Euclidean affine or vector space
at all (as is done by definition when using a manifold).
This question is probably not easy to answer and goes back to the philosophers and mathematicians who
created this idea, the ancient greek Euclid himself (who put it up in a synthetic manner using axioms),
Descartes who invented the cartesian coordinates, and scientists like Newton and Leibniz who used these
ideas to formulate their theories. And today all areas of science and engineering use these concepts to pro-
duce well working methods. Thus, the correlation is very well verified and at the same time the correlation
is hard to quantify. There is no experiment known to me that quantifies the “error of local Euclidiness”
Even general relativity is locally euclidean and one would thus need to find some failure of correspondence
between e.g. the number system used and observed data. For example, if space, at some level, turned out
not to be continuous, then the model of a real vector space with its continuous topology could be revised
with regard to that. In any case, no relevant impact on the scales of interest for electrodynamics has been
detected for otherwise one would have noted this behaviour in applications or there would be proposals for
experiments that test these ideas.
Another reason why it is hard to quantify a possible error in space being locally euclidean is that space itself
can only be envisioned by studying the qualities therein and thus can not directly be put to a test.
Hence, even without a quantitative factor, I will take the working applications that were developed with the
model of local Euclidean space as evident enough to trust in axiom 2 as much as in charge conservation and
therefore decide to take as overall empirical bound on the inhomogeneous equations the factor εW .
2. The Coulomb-law: Was first systematically studied by Cavendish in the 1770s. However, he was an extraor-
dinarily shy man and thus did not publish his writings. Coulomb studied the same effect and published
his findings in 1784. Maxwell published Cavendish’s really great writings in 1879, see the new reprinted
edition [Maxwell, 2016]. A more recent (though still nearly 50 year old) account is provided by [Bartlett
and Group, 1970]. Surprisingly, their experimental design was still quite similar (though of course more
precise) to Cavendish’s. They were also testing the validity of the square law by using concentric spheres
and estimated that the force F was proportional to r−2+q where |q| ≤ 1.3 · 10−13. This is a very tight
bound on the inverse square in the law. However, I want to point out that they were not interested (and
it is experimentally very difficult) to test this proportionality for a wide range of varying parameters of the
charge Q and the radius r. Their 5 concentric spheres, just like the 2 concentric spheres of Cavendish, were
placed near to each other. This, as noted above, tests the law for a rather confined set of radii and charges.
Would the same factor q be found if the spheres had radii of several kilometres in extend? It is tempting to
answer with “yes” because it is not obvious what should change if the problem is just scaled up. But if we
were to apply a very rigorous standard, everything that the experiment really shows is the estimate of the
parameter q for their particular spheres.
This is the problem that I outlined at the beginning of the section and the reason why one can only obtain an
estimate for the bounds of all phenomena. It is reasonable that experiments should at least be interpolated
slightly around verified parameters (i.e. other values of Q and r that do not deviate too much) because
if something would suddenly change at some smaller perturbation, then this would probably quickly have
become evident to a careful experimentalist or in later applications.
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But for larger parameter changes such interpolations should be enjoyed with more care. For, example,
increasing the charge very much is known to result in non-linear effects (and was of course also known
to [Bartlett and Group, 1970]) or when making the distance between charges very small, then quantum ef-
fects become important. To make the estimates on the bounds of Coulomb’s law somehow more substantive,
I therefore want to make reference to at least two other sources.
If we acknowledge quantum electrodynamics as the more general theory from which electrodynamics can
be derived, then the experiments that verify quantum electrodynamics (QED) give us another source for
verifying Maxwell’s equations. In particular, it is believed to be possible to estimate the validity of QED by
measuring the fine structure constant α.31 These measurements are said to be among the most accurate in
the world. [Gabrielse et al., 2006] for instance have determined a very precise value that has an error of only
0.7 parts per billion.32 Of course, to really take this value as evidence for the part of QED from which elec-
trodynamics can be derived would require further discussion but this will not be done here. For now, let us
assume that the verification allows us to draw some further conclusions about the validity of Coulomb’s law.
In quantum field theory, one possibility for deriving the coulomb potential for two point charges is to add a
mass parameter m for the photon to the usual lagrangian of electrodynamics, L → −14F∧G+ 12mA∧?A+A∧J
to avoid singularity issues with the propagator resulting from the treatment with the path integral. The
resulting tree level potential then looks like a Yukawa-potential
V =
e−mr
4pir
(natural units employed)
which goes to the usual em-potential V → (4pir)−1 in the limit of m→ 0, see for example [Zee, 2010], section
I.5. Therefore, if we take this derivation to be correct, then an indirect upper bound for large distances
(not for short distances because it only takes into account the tree level order of vacuum polarisation) of
the Coulomb-law is provided by the photon mass - if the photon mass is experimentally verified to vanish,
then the Coulomb law does not decrease in any way at large distances according to quantum field theory
(though this evidence is of course of another quality than a direct measurement of the Coulomb law at
large distances, e.g. using geophysical methods). And there are upper bounds for the photon mass in the
literature, e.g. [Accioly et al., 2010] estimated it to be m < 3.5 · 10−11MeV. ≈ 3.5 · 10−11 · (1.79 · 10−30)kg.33
At small distances, vacuum polarisation becomes important. The general formula for the interaction potential
between two point electric charges which contains the lowest order corrections to the vacuum polarization is
derived in e.g. [Frolov, 2011]. They use a sum of the Uehling and Wichmann-Kroll potentials U(r) +WK(r)
to express these corrections. It is apparent that effects become quite strong close to the compton length of
the electron, λc ∝ 10−12m. Actually it is rather surprising that even at these distances, the Coulomb law is
still taken as an important term in the description.
However, both the above sources were mainly cited to show that neither for large nor for small distances,
quantum field theory imposes strong conceptual restrictions to an inverse square law within the bounds in
which it can be directly measured.
As a direct measurement still provides the most reliable source for empirical bounds, it might be a bit more
secure to finally settle down on the values provided in [Jackson, 1999] who notes after an interesting discussion
in section I.2 (with further references) that “The laboratory and geophysical tests show that on length scales
31 In QED, there is some subtlety in this verification, because theoretical predictions require as input an extremely precise value
of α, which can only be obtained from another precision QED experiment. Because of this, the comparisons between theory and
experiment are usually quoted as independent determinations of α. QED is then confirmed to the extent that these measurements of
α from different physical sources agree with each other.
32Interestingly, it has been proposed and investigated if the fine structure “constant” allows some variation over time and at least
has been found to do so by [Webb et al., 1999].
33Furthermore, on p. 6, they cite other references with even smaller limits.
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of order 10−2 to 107m, the inverse square law holds with extreme precision. At smaller distances we must
turn to less direct evidence often involving additional assumptions.” He also does consider these other
assumptions reasonable and concludes by saying that “The inverse square law is known to hold over at least
25 orders of magnitude in the length scale!” but for now, we just stick with the bounds εC = ([10
−2, 107]m,|q|)
which shall mean that in the intervall from 10−2 to 107, we trust Coulomb’s law to be valid within the error
|q| ≤ 1.3 · 10−13 for the inverse square as described above.
The Coulomb law is not only important for verifying the electro-static force relation Kp = qEp but as
the static equation d ? E = ρ/ε0 follows from Coulomb’s law, I will also take its bound to be the same,
Furthermore, ρ = dD, thus this also establishes a bound for the constitutive relation ε0d ? E = dD in
electro-statics.
3. Lorentz-force law, Faraday’s law, constitutive equations and Amperes circuital law.
The magnetic part of the Lorentz-force law was first formulated in its present form by [Heaviside, 1889]
who inveted modern vector notation to express Maxwell’s equations. In 1895, [Lorentz, 1895] formulated
the law including the electric forces and also showed that Maxwell’s equations are invariant under Lorentz
transformations.34
Faraday’s law of induction is described in detail in the ninth series of his Researches, see [Faraday, 1834].35
However, his description is not formulated using a mathematical formalism. (Maxwell later uses this series
to collect evidence for the fact that fields can carry momentum, see [Maxwell, 1873], Chapter V.)
The meaning of the constitutive equations is usually understood to lie in the fact that they may vary for
Maxwell’s equations in matter. Thus, to account for different constitutive equations was a long lasting
endeavor involving the development of electrodynamics in several subareas of solid state physics, in magne-
tohydrodynamics, plasma physics and others. To handle the equations there, it was necessary to develop
linear response theory and other tools. Therefore, their development can not be dated back to a single con-
tributor.36 Additional information about deviations that may be taken into account are given in e.g. [Mackay,
2010]. Amperes circuital law, µ−10 dB = ε0 ? E˙ + j, (not to be confused with Amperes law), was actually
invented by Maxwell in his treatise as well (using methods of hydrodynamics).
I have introduced all the above named laws together for the reason that it was hard in all cases to find more
recent accounts for their experimental validity. I was rather surprised that it was difficult to find publications
that test Coulomb’s law and that I was not able to find any systematic experimental test that refers to e.g.
Faraday’s law. There are millions and millions of copies of Maxwell’s equations in books, scripts, notes and
websites on electrodynamics but very rarely, almost never, the exact empirical bounds are discussed. There
are even thousands of manuals on how students should construct experiments that test Maxwell’s equations
but these are all descriptions of experiments that can take place in a small lab and are similar in construction.
I have not found reports on experiments that test Faraday’s law or Amperes law on a large scale. Of course,
one could look into the literature that deals with applications, e.g. in the telecommunication or astrophysical
sector. But the interpretation of these applications would be very different in quality compared to an actual
experimental test. And it would use up a lot of time.
Mostly, books and websites will quote that at the quantum level, quantum electrodynamics is the more
precise description. But the transition between electrodynamics and quantum electrodynamics is not at all
34 Interestingly, according to [Huang, 1993], it is not completely clear whether the relativistic Lorentz-force law has been experi-
mentally well tested or not.
35 Faraday was a full-blood experimentalist, among his investigations for induction, he tested the following: “On placing the tongue
between two plates of silver connected by wires with the parts which the hands had heretofore touched (1064.), there was a powerful
shock on breaking contact, but none on making contact.”
36 Of course all contributions are to a certain extend the product of the scientific community as a whole and individuals.
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that clear. The above considerations regarding the Coulomb potential and its transition to the Uehling and
Wichmann-Kroll potentials already show how complicated approximations become and it gets much more
complicated for multiparticle systems. One must always make additional (mostly statistical) assumptions
to derive the simple laws of electrodynamics in the macroscopic limit and a direct grasp of what “really
happens” at the microscopic level is not naturally obtained.
When asking for a database that provides empirical bounds on stackexchange, I obtained the comments that
such a thing should ideally exist but probably does not exist because of the work that would be needed to
curate the data. Others mentioned that one would have to go deep into the history of science and that this
would take a lot of time.
What is interesting about this is that the scientific community does not seem particularly bothered by the
fact that laws are not presented together with their bounds. Instead of providing definite scale intervals of
validity, one (sometimes) finds lists of effects that one theory does describe and another does not. Maybe the
necessity to mention the bounds is not seen until there is some counter-evidence, some effect that requires
the development of another theory. But actually that is not good practice because it makes the transition
between theories blurrier.
Due to the possibility to find some evidence on the bounds of the Coulomb law but not in the same way on
the other laws, it seems to me that it is usually assumed that the laws of electrodynamics must break down
together once certain scales are reached. This might not even be a false assumption because, as already
mentioned in an earlier footnote, [Haskell, 2003] shows how to derive the form of Maxwell’s equations from
Coulomb’s law and the formalism of Special Relativity (SRT). Thus, if one is willing to trust in SRT for
the evidence that has been found regarding the non-additivity of the speed of light, the length contraction
and time dilation phenomena, one could at least argue that the bounds of Coulomb’s law can represent the
bounds of electrodynamics.
I suppose that the above discussion already gives the reader an understanding of the complexities that arise if one
tries to specify the validity bounds of a law. The experimental discoveries, the communication of this understand-
ing, the extrapolation of the laws involved and the theoretical advances are all subject to convoluted historical
developments. There is no centrally organised database that curates data for all kinds of theories and effects. In
particle physics there is the particle database of course but for classical field theories the history is simply too long
and the fields have developed so many subfields that it is hard to summarise all this.
Therefore, if the transition of theories is studied, one can either work on the subject like a historian going through
all those developments or one can stay on a more formal level and consider similarities in the mathematical formal-
ism in the hope of finding deeper consistency conditions that can help to clarify which possible models should be
considered as those that have a tight relationship with reality (which can however itself be subject to philosophical
discussions, see chapter 2).
Back to section 6.5.
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A.13 Program to calculate rank of symbols of tensorial systems
As systems of linear tensorial equations arise in the process of determining formal integrability, I wrote a program
that generates the matrix of the linear system and calculates its rank.
The commutation relations of derivatives require to make use of permutation functions and are what makes the
generation of the matrix a bit complex.
The implementation is sympy-based to facilitate symbolic calculation. This makes it possible to calculate the
rank of the symbol of non-linear equations because (tensorial) coefficients can be taken into account. One can
also set them to an arbitrary value after the generation of the matrix to see how the rank changes. The sympy
implementation is of course not as efficient as a numpy (or C++, Fortran, etc. based) implementation but as the
matrices that arose above have at most a few thousand entries, this is perhaps okay. (Another implementation
would perhaps have made support for symbolic calculations more difficult.)
Below are also given examples of how to execute the code.
1 import itertools
2 from collections import defaultdict # for multidimensional dictionaries
3 from sympy import Symbol
4 from sympy.matrices import ∗
5 from sympy.utilities.iterables import multiset permutations
6 from sympy import simplify
7 from sympy import init printing
8 from sympy import pprint
9 init printing() # for more beautiful formatting
10 import sys
11
12 def mymultirank( equations , printMatrix=True, printColumns=False, subZero=False ):
13
14 # Create Matrix with
15 # rows = number of equations
16 # columns = possible tensor entries
17
18 # Because higher derivatives commute, one must make use of some permutation functions
19 # First generate list of permutations of free indices
20
21 d1 = defaultdict(dict)
22 d2 = defaultdict(dict)
23
24 # Define function that will be used to permute through array of free indices later
25 def derivativeTuple(derivatives , symbolNumber , freeIndices , p1, p):
26 t = []
27 run = 0
28 for q in range(len(p1)):
29 for der in derivatives[symbolNumber]:
30 if(freeIndices[q] == der):
31 t.append(p[run])
32 run = run + 1
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33 else:
34 t.append(p1[q])
35 t = tuple(t)
36 return t
37
38 # create all row and column names
39 for numberOfterm in range(len(equations)):
40
41 # first retrieve data from input
42 eqNumber = equations[numberOfterm][0]
43 tensorName = equations[numberOfterm][1][0][0]
44 nonCoefficientRange = len(equations[numberOfterm][1][0][1])
45 tensorRange = []
46 coefficients = []
47 for i in range(len(equations[numberOfterm][1])):
48 if(i>0):
49 coefficients.append(equations[numberOfterm][1][i][0])
50 for j in range(len(equations[numberOfterm][1][i][1])):
51 tensorRange.append(equations[numberOfterm][1][i][1][j])
52 contractions = equations[numberOfterm][2]
53 freeIndices = equations[numberOfterm][3]
54 derivatives = equations[numberOfterm][4]
55
56 # check if indices are set correctly
57 if(len(contractions)∗2+len(freeIndices)!=len(tensorRange)):
58 print("Free Indices:", len(freeIndices))
59 print("Contraction Indices:", 2∗len(contractions))
60 print("All Indices:", len(tensorRange))
61 print(numberOfterm)
62 sys.exit("Contraction plus free Indices are not equal to number of all Indices of tensor")
63 if(len(contractions)!=0 and len(freeIndices)!=0):
64 if([[f in c] for c in contractions for f in freeIndices][0][0]):
65 print(numberOfterm)
66 sys.exit("Contraction and free Indices should not be equal for tensor")
67
68 # create list of all free index permutations
69 t list1 = []
70 for i in range(len(freeIndices)):
71 t list1.append(range(tensorRange[freeIndices[i]][0],tensorRange[freeIndices[i]][1],1))
72 perm list1 = list(itertools.product(∗t list1))
73 # For each choice of free indeces we have one equation and thus one row
74 # However, we should only take permutations of non−symmetric entries into account
75 i = 0
76 for p1 in perm list1:
77 # check for all symbols in the present term all permutations of its derivatives
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78 for symbolNumber in range(len(equations[numberOfterm][1])):
79 a = []
80 # append each free index that agrees with a derivative for this symbol to an array
81 for j in derivatives[symbolNumber]:
82 for inFree, free in enumerate(freeIndices):
83 if(j == free):
84 a.append(p1[inFree])
85 # if the array is not empty, check if the dictionary d1 already contains any term
86 # that arises due to a permutation of the above created array
87 if(a != []):
88 if all( derivativeTuple(derivatives , symbolNumber , freeIndices , p1,p) not in \
89 d1[numberOfterm].values() for p in multiset permutations(a)):
90 d1[numberOfterm][i] = p1
91 # if not add those index tuples which correspond to different derivatives
92 i=i+1
93 else:
94 # if the array a is empty, then there are no derivative permutations
95 # and the index tuple can be added directly to the dictionary
96 if( p1 not in d1[numberOfterm].values() ):
97 d1[numberOfterm][i] = p1
98 i=i+1
99
100 # Next let us create the columns of our matrix
101 # To this end, create list of all possible permutations
102 # but only of tuples of indices belonging to the variable (and not its coefficients)
103 t list2 = []
104 nonCoefficientRange = equations[numberOfterm][1][0][1]
105 for i in range(len(nonCoefficientRange)):
106 t list2.append(range(nonCoefficientRange[i][0],nonCoefficientRange[i][1],1))
107 perm list2 = list(itertools.product(∗t list2))
108 # shrink list to permutations that are symmetric in the last n−1 indices
109 # and number those in a dictionary
110 # those numbers will number the coulumns of our matrix
111 i = 0
112 for p1 in perm list2:
113 a = []
114 for j in range(1,len(p1)):
115 a.append(p1[j])
116 if a != []:
117 if all( tuple([p1[0]]+p) not in d2[tensorName].values() for \
118 p in multiset permutations(a)):
119 d2[tensorName][i] = p1
120 # add only those entries which correspond to different derivatives
121 i=i+1
122 else:
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123 d2[tensorName][i] = p1
124 # add only those entries which correspond to different derivatives
125 i=i+1
126
127 # find amount of terms that are in one (tensorial) equation
128 # put them in a dictionary
129 dterms = defaultdict(dict)
130 firstEntries = [item[0] for item in equations]
131 differentEntries = set(firstEntries)
132 n1 = 0
133 for i in differentEntries:
134 n2 = 0
135 for j in range(len(equations)):
136 if(equations[j][0] == i):
137 dterms[n1][n2] = equations[j]
138 n2 = n2 + 1
139 n1 = n1 + 1
140
141 # create matrix with as many rows as equations and as many columns as different variables
142 d1 length = 0
143
144 # if different terms in same equation have different number of free indices,
145 # their position in the matrix must be oriented according to the term which has the
146 # highest number of free indices.
147 # this requires the free indices of this term to include the permutations of the other terms
148 # generalizations to terms which can not be ordered in this manner can be implemented in the future
149 termOfEqWithMostFreeIndices = defaultdict(dict)
150 numberOfEq = 0
151 numberOfterms = 0
152 for termkey1 in dterms.keys():
153 l = 0
154 for termkey2 in dterms[termkey1].keys():
155 term = dterms[termkey1][termkey2]
156 eqNumber = term[0] # eqNumber delivers the same result for all terms of one equation
157 ll = len(d1[numberOfterms])
158 l = max(l,ll)
159 if(l==ll):
160 termOfEqWithMostFreeIndices[eqNumber] = d1[numberOfterms]
161 numberOfterms = numberOfterms + 1
162 d1 length = d1 length + l
163
164 d2 length = 0
165 for key in d2.keys():
166 d2 length = d2 length + len(d2[key])
167 M = zeros(d1 length ,d2 length)
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168
169 # Having all dictionaries at hand, we can iterate through them to fill our matrix
170 permutationRowIndex = 0
171 totalRowIndex = 0
172 termIndex = 0
173 for termkey1 in dterms.keys(): # for each different equation
174 for termkey2 in dterms[termkey1].keys(): # for each term of one equation
175 term = dterms[termkey1][termkey2]
176 # retrieve data of term
177 eqNumber = term[0] # eqNumber delivers the same result for all terms of one equation
178 tensorName = term[1][0][0]
179 nonCoefficientRangeLength = len(term[1][0][1])
180 tensorRange = []
181 coefficients = []
182 for i in range(len(term[1])):
183 if(i>0):
184 coefficients.append(term[1][i][0])
185 for j in range(len(term[1][i][1])):
186 tensorRange.append(term[1][i][1][j])
187 contractions = term[2]
188 freeIndices = term[3]
189 derivatives = term[4]
190 # add one row for each permutation over the free indeces
191 for freeIndexPermutation in range(len(d1[termIndex])):
192 # recall that in d1 are stored all permutations of free indices for each term
193 # each free index permutation gives rise to one additional row
194 # the row position depends on the term which has the most free indices
195 for theTuple in termOfEqWithMostFreeIndices[eqNumber].values():
196 if(theTuple == d1[termIndex][freeIndexPermutation]):
197 permutationRowIndex = \
198 list(termOfEqWithMostFreeIndices[eqNumber].values()).index(theTuple)
199 # now add to a list the tuples of numbers that
200 # correspond to the freeIndex permutation and the contractions
201 rowEntries = [] # this is the list of those tuples
202 firstEntriesOfContractions = [item[0] for item in contractions]
203 if firstEntriesOfContractions != []: # if there are contractions
204 secondEntriesOfContractions = [item[1] for item in contractions]
205 t list = [] # create all permutations of contractions
206 for i, trange in enumerate(tensorRange):
207 if( i in firstEntriesOfContractions or i in secondEntriesOfContractions ):
208 t list.append(range(trange[0],trange[1],1))
209 else:
210 t list.append(range(0,1,1))
211 t list = list(itertools.product(∗t list))
212 # but filter out those which are not respecting the contraction rules
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213 # (this might be implemented more efficiently in the future)
214 t list oldLength = len(t list)+1
215 t list newLength = len(t list)
216 while(t list newLength < t list oldLength):
217 t list oldLength = len(t list)
218 for tt in t list:
219 for firstIndex in firstEntriesOfContractions:
220 intervallIndex = firstEntriesOfContractions.index(firstIndex)
221 secondIndex = contractions[intervallIndex][1]
222 if( tt[firstIndex] != tt[secondIndex] ):
223 t list.remove(tt)
224 break
225 t list newLength = len(t list)
226 # now add the free indices to those tuples
227 for row in t list:
228 row = Matrix(row).transpose()
229 # create a matrix to facilitate element assignment
230 for free index in range(len(freeIndices)):
231 try:
232 row[freeIndices[free index]] = \
233 d1[termIndex][freeIndexPermutation][free index]
234 # fill them first with the free indices
235 except IndexError as err:
236 print(err.args)
237 print("Some tensors of one equation do not have \
238 the same amount of Indices.")
239 sys.exit()
240 rowEntries.append(row) # and add them to list of tuples
241 elif(len(tensorRange)==len(freeIndices)): # if there are no contractions
242 row = zeros(1,len(tensorRange)) # create a tuple which has only free indices
243 for k in range(len(freeIndices)):
244 row[freeIndices[k]]=d1[termIndex][freeIndexPermutation][k]
245 rowEntries.append(row) # and add it to list (which in this case has only one entry)
246 columnIndex = 0 # set column index to zero
247 for key2 in d2.keys(): # and then loop over all possible variable names
248 for j in range(len(d2[key2])): # and then over each of their index tuples
249 if(tensorName == key2): # if the variable name agrees with our term name
250 for s in range(len(rowEntries)):
251 # then loop over contraction tuples in our list
252 termTuple = tuple(rowEntries[s]) # this is one tuple of that list
253 syms = [] # create list of symbols of coefficients
254 coefficientRangeStart = 0
255 for coNumber in range(len(coefficients)):
256 # create a sympy symbol for each coefficient of term
257 # to this end, we must find out which indices
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258 # of the termTuple belong to which symbol
259 # this can be done by examining the number
260 # of the indices of the coefficients:
261 CoefficientIndexTupleLength = len(term[1][coNumber+1][1])
262 # now we can create a tuple that corresponds
263 # to the part of the termTuple that belongs to the coefficient:
264 coefficientTuple = \
265 termTuple[nonCoefficientRangeLength+coefficientRangeStart:\
266 nonCoefficientRangeLength+coefficientRangeStart+\
267 CoefficientIndexTupleLength]
268 sym = Symbol(coefficients[coNumber]+" "+\
269 str(coefficientTuple), positive = True, real=True)
270 # set the symbols positive and real to
271 # facilitate efficient computation.
272 # This can be changed later if desired
273 sign = str(coefficients[coNumber])[0]
274 # check for the sign of the coefficient
275 if(sign==’−’):
276 sym = −Symbol(str(sym)[1:], \
277 positive = True, real=True)
278 # convert minus in string in algebraic minus
279 syms.append(sym) # add symbols of coefficients to list
280 # we iterate over all coefficients ,
281 # so we have to keep track of the start of their range
282 coefficientRangeStart = CoefficientIndexTupleLength
283 if(syms != []): # if there are coefficients that are not 1
284 # then create a totalSymbol that is
285 # the multiplication of all coefficients of a term
286 start = True
287 for sym in syms:
288 if(start): # check if there is already a totalSymbol
289 totalSymbol = sym
290 start = False
291 else:
292 totalSymbol = totalSymbol∗sym # if so, multiply
293 if(subZero):
294 totalSymbol = 0
295 # to check what happens when coefficients are set to zero.
296 # this could still be finetuned for different
297 # components of coefficients if desired in the future
298 else: # if there is no coefficient (different to 1)
299 totalSymbol = 1
300 # finally check if the part of the tuple that
301 # corresponds to the tuple of the variable (and not the coefficient)
302 # or any permutation thereof is equal to any column name
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303 a = []
304 for z in range(1,nonCoefficientRangeLength):
305 a.append(termTuple[z])
306 if(a != []):
307 if any( tuple([termTuple[0]]+p) == \
308 tuple(d2[key2][j]) for p in multiset permutations(a)):
309 M[totalRowIndex+permutationRowIndex ,columnIndex]=\
310 simplify(M[totalRowIndex+permutationRowIndex,\
311 columnIndex]+totalSymbol)
312 else: # if there are no permutations
313 if(tuple([termTuple[0]]) == tuple(d2[key2][j]) ):
314 M[totalRowIndex+permutationRowIndex ,columnIndex]=\
315 simplify(M[totalRowIndex+permutationRowIndex,\
316 columnIndex]+totalSymbol)
317 columnIndex = columnIndex + 1 # increase column for each tuple iteration
318 termIndex = termIndex + 1 # needed for d1 which has one entry for each term
319 totalRowIndex = totalRowIndex + len(termOfEqWithMostFreeIndices[eqNumber])
320 # when going to the next (tensorial) equation, the total row index must increase
321 # as much as there are free permutations in term of eq with most free indices
322
323 mr = M.rank(simplify=True)
324 #numberOfEntriesOfMatrix = d1 length∗d2 length
325
326 if(printColumns):
327 columnNameMatrix = zeros(1,d2 length)
328 w = 0
329 for key in d2.keys():
330 for tuples in d2[key].values():
331 columnNameMatrix[w] = key+" "+str(tuples)
332 w = w + 1
333 M = M.row insert(0, columnNameMatrix)
334 if(printMatrix):
335 pprint(M)
336 return str(d1 length)+’ x ’+str(d2 length)+’ Matrix.’, ’Rank: ’+str(mr)
97
A.14 Examples of application of program
A.14.1 Calculation of symbol g2,3 of Maxwell-equations
1 # Maxwell system
2 r1 = 0
3 r2 = 4
4 rj = 3
5
6 equations = [
7 [1, # number of equation
8 [
9 [ "a3", [[r1,r2],[rj,r2],[rj,r2]] ], # variable and range of indices
10 [ "g", [[rj,r2],[rj,r2]] ] # coefficient and range of its indices
11 ] ,
12 [[1,3],[2,4]], [0], [[1,2],[]] # contractions , freeIndices , derivatives
13 ],
14 [1, # number of equation
15 [
16 [ "a3", [[r1,r2],[rj,r2],[rj,r2]] ], # variable and range of indices
17 [ "−g", [[r1,r2],[rj,r2]] ] # coefficient and range of its indices
18 ] ,
19 [[0,3],[2,4]], [1], [[1,2],[]] # contractions , freeIndices , derivatives
20 ]
21 ]
22 mymultirank( equations , True, True, False )
(’4 x 4 Matrix.’, ’Rank: 3’)
A.14.2 Calculation of symbol g3 of the intersection of magneto-statics and hydro-dynamics
1 r1 = 0
2 r2 = 3
3 equations = [
4 [1, # number of equation
5 [
6 [ "at3", [[r1,r2],[r1,r2],[r1,r2]] ] # variable and range of indices
7 ] ,
8 [[0,1]], [2], [[1,2]] #contractions , freeIndices , derivatives
9 ],
10 [2, # number of equation
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11 [
12 [ "att2", [[r1,r2],[r1,r2]] ] # variable and range of indices
13 ] ,
14 [[0,1]], [], [[1]] # contractions , freeIndices , derivatives
15 ],
16 [3, # number of equation
17 [
18 [ "a4", [[r1,r2],[r1,r2],[r1,r2],[r1,r2]] ] # variable and range of indices
19 ] ,
20 [[0,1]], [2,3], [[1,2,3]] # contractions , freeIndices , derivatives
21 ],
22 [4, # number of equation
23 [
24 [ "at3", [[r1,r2],[r1,r2],[r1,r2]] ] # variable and range of indices
25 ] ,
26 [], [0,1,2], [[1,2]] # contractions , freeIndices , derivatives
27 ],
28 [4, # number of equation (same as above because same eq. but different term)
29 [
30 [ "a4", [[r1,r2],[r1,r2],[r1,r2],[r1,r2]] ], # variable and range of indices
31 [ "u", [[r1,r2]] ] # coefficient and range of its indices
32 ] ,
33 [[1,4]], [0,2,3], [[1,2,3],[]] # contractions , freeIndices , derivatives
34 ],
35 [5, # number of equation
36 [
37 [ "att2", [[r1,r2],[r1,r2]] ] # variable and range of indices
38 ] ,
39 [], [0,1], [[1]] # contractions , freeIndices , derivatives
40 ],
41 [5, # number of equation (same as above because same eq. but different term)
42 [
43 [ "at3", [[r1,r2],[r1,r2],[r1,r2]] ], # variable and range of indices
44 [ "u", [[r1,r2]] ] # coefficient and range of its indices
45 ] ,
46 [[1,3]], [0,2], [[1,2],[]] # contractions , freeIndices , derivatives
47 ],
48 [6, # number of equation
49 [
50 [ "attt1", [[r1,r2]] ] # variable and range of indices
51 ] ,
52 [], [0], [[]] # contractions , freeIndices , derivatives
53 ],
54 [6, # number of equation (same as above because same eq. but different term)
55 [
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56 [ "att2", [[r1,r2],[r1,r2]] ], # variable and range of indices
57 [ "u", [[r1,r2]] ] # coefficient and range of its indices
58 ] ,
59 [[1,2]], [0], [[1],[]] # contractions , freeIndices , derivatives
60 ],
61 [7, # number of equation
62 [
63 [ "a4", [[r1,r2],[r1,r2],[r1,r2],[r1,r2]] ] # variable and range of indices
64 ] ,
65 [[1,2]], [0,3], [[1,2,3]] # contractions , freeIndices , derivatives
66 ],
67 [8, # number of equation
68 [
69 [ "at3", [[r1,r2],[r1,r2],[r1,r2]] ] # variable and range of indices
70 ] ,
71 [[1,2]], [0], [[1,2]] # contractions , freeIndices , derivatives
72 ]
73 ]
74
75 mymultirank( equations , False, False )
(’64 x 60 Matrix.’, ’Rank: 44’)
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