Abstract-The definition of an atomic representation of the wavelet transform of a signal allows us to write the evolution law through scales for modulus maxima of the transform. Although this result is very general and useful for various fields of image processing, we focus on its application to signal and image compression. We propose a simple trick for taking advantage from the law without directly solving its corresponding partial differential equation. Preliminary experimental results show that the proposed approach outperforms available compression techniques.
I. INTRODUCTION
Sparse representation is a key point in many fields of Image and Signal Processing. The aim is often reached by providing a transform which carries the main structures of the analysed image or signal. Wavelet bases well attain this task since they work like differential operators at different resolutions. Moreover, in [7] , [8] it has been proved that the amplitude of wavelet coefficients across scales depends on signal regularity, i.e. its Lipschitz order. In particular, for a restricted class of wavelet functions, the right evolution law of modulus maxima can be computed [7] . This property allows to eliminate interscale redundancies. Nonetheless, for complicated signals it could be difficult to estimate the right Lipschitz order. In fact, singularities overlap and the computational effort of the corresponding algorithm increases, resulting somehow unuseful in various applications, such as image compression. The most efficient wavelet based coding techniques, such as EZW [12] , SPIHT [11] , JPEG2000 [13] , try to overcome this problem by empirically exploiting a parent-child relationship between coefficients belonging to different scale levels -for each high amplitude coefficient at the coarsest scale there exists a high amplitude coefficient in the same position at finer scales, with high probability [12] . A further effort for giving a precise rule for chaining wavelet coefficients has been made in [5] . The authors focused on a restricted class of signals and defined space-scale vectors, called footprints, which ---------------------- consist of wavelet coefficients generated by singularities of piecewise polynomial signals. They provide an exact reconstruction of piecewise polynomial signals and a suitable approximation of piecewise smooth functions. Nonetheless, a footprints decomposition strongly depends on the distance between the closest singularities of the analysed signal, since it has some difficulties in separating the contribution of overlapping singularities.
In [2] , [4] , the authors proposed to model wavelet bands as travelling waves which dilate and interfere through scales. Each wave represents a singularity point in the original signal and the interference of two or more of them can be modelled exploiting the overlapping effects principle in the wavelet domain. To reduce the computational effort, a single waveform (atom) is used. Each atom is characterized by the location and the amplitude of its modulus maximum and corresponds to an infinite ramp signal in the spatial domain, as depicted in Fig. 1b . The amplitude of modulus maximum is proportional to the ramp slope 0 . This choice allows a representation by maxima of the wavelet transform and the nice symmetric shape of the atom is helpful in managing interfering waves. More complicated signals are then approximated using 1 st order polynomial functions around each singularity point. Even though this approximation is more rough than the one of footprints, it allows us to manage interfering singularities with a simple and fast algorithm (WISDOW) which works at each scale independently. Therefore, it is able to provide a somewhat faithful approximation of a large class of signals, as shown in [4] .
In this paper a step forward has been done. Taking advantage of the atomic decomposition, the evolution law through scales of wavelet modulus maxima is written and a precise rule for constructing maxima chains along scales is derived. It is proved that wavelet detail bands are the solution, at a fixed scale, of a first order partial differential equation (PDE). It enables to derive significant modulus maxima locations as the solution of an ordinary differential equation (ODE) with suitable initial conditions. Hence, the law allows us to reconstruct wavelet detail bands at successive scale levels just from the atoms of the first level. It is worth outlining that the law gives the wavelet transform at any scale and then it is able to also model interfering waves (singularities whose distance is smaller than the wavelet support at a fixed scale level). In other words, it is not necessary to constrain the distance between two singularity points for reconstructing the original signal, as in [5] .
The law is not well adaptable to multi-resolution. In fact, it cannot include decimators since they do not guarantee a unique and continuous maxima chain along scales. Therefore, it can be used in the continuous wavelet transform domain or in an overcomplete discrete wavelet decomposition. The redundancy of an overcomplete decomposition can be compensated by the sparseness of the atomic representation, as it will be clearer in the following. The law concerns 1D signals, since the atomic representation has been defined for one dimension. In 2D case it is necessary to split the image into independent 1D signals (rows, columns or anything else) and separately process each of them.
As previously seen, it is possible to reconstruct the original signal from wavelet atoms at first scale and the approximation at the coarsest scale. The starting conditions consist of locations of atoms maxima, their amplitude and their growing law too (Lipschitz regularity). It turns out that the law cannot be directly used in image coding since it requires too much information to code along with an intensive computational effort for solving the PDE. In this paper we try to overcome this difficulties by solving the law one step at a time, from coarser to finer scales. Taking advantage of the atomic representation of detail bands, we get an estimate of atoms maxima locations and their corresponding slopes. Then we exploit relations between low and high pass components of an over-complete representation of the signal. This is possible thanks to the frequency intersection of analysis and synthesis filters of the decomposition. Experimental results outperform wavelet based coding techniques and standard JPEG [1] and JPEG2000 [13] , even in a non optimized numerical scheme.
The outline of the paper is the following. Section II briefly presents the atomic representation and a modified expansion algorithm. In Section III atoms evolution law is provided and its adaptation to image compression is described in Section IV. In Section V some preliminary experimental results are shown. Finally, discussions and conclusions are drawn in Section VI.
II. THE ATOMIC REPRESENTATION
Let f be an infinite ramp signal, as the one depicted in Fig. 1a , having the singularity located at t 0 with slope 0 . It can be analytically represented as ft = 0 ,1;t0 t + 0 t,t 0 + 0 t0;+1 t: (1) Let W f u; s be its wavelet transform at time u and scale s using the mother wavelet function , whose support is the interval a; b , that is (3)) computed at a fixed scale s and using the spline biorthogonal wavelet 3/9 [7] . It corresponds to the wavelet transform of the infinite ramp signal. The atom shape is depicted in Fig. 1b , where a spline biorthogonal wavelet has been employed 1 .
Therefore, W f u; s in eq. (2) is composed of a basic atom centered at t 0 with amplitude 0 .
Let us now investigate signals with more than one singularity point. Figs. 2 and 3 represent two signals having two singularity points and their corresponding wavelet transforms. Each of them shows two atoms which independently grow and dilate till they begin to overlap (see s = s = s 3 in Fig. 2 and s = s = s 4 in Fig. 3 ). We The wavelet transform of polynomial ramps can be approximated by a symmetric basic atom and a residual. The latter is negligible if the terms of order greater than one in a linear approximation of ft around the singularity location are negligible with respect to the wavelet support S . Whenever the error increases, the atom shape can be modelled as the superimposition of two or more adjacent atoms. Therefore, piecewise polynomial signals can be represented as interfering basic atoms in the scale space wavelet domain -see [4] for details.
More in general, the overlapping effects principle can where k and t k are respectively the slope and the location of each atom of the representation, while N s is the number of the atoms used for the approximation at scale s.
It is worth outlining that this model allows us to drastically reduce the information which is necessary for reconstructing the original signal. In fact, it consists of atoms locations t k and their slopes k at each scale s. These two parameters contain information about the value of the wavelet transform of the signal at scale s within the support of the atom centered at t k . Hence, it intrinsically preserves the correlation between adjacent coefficients of the wavelet decomposition without having a priori information about the analysed signal (see Figs 2 and 3) . This is a crucial requirement for a successful compression scheme.
In the following section, we provide a fast and effective algorithm for the computation of the slope and the location of each atom of the decomposition.
A. Atoms estimation
The expansion of a generic signal f into a finite number of atoms requires the knowledge of their location. Each atom can be characterized by its modulus maximum, as arises from Fig.1b . Therefore, local extrema of the wavelet transform of the signal f can guide in the search of atoms locations ft k g 1kNs at each scale s.
In [4] , a greedy strategy has been employed. The algorithm works like a matching pursuit [9] , when the rule for selecting the atom in the adopted dictionary is the amplitude of the modulus maximum of the wavelet transform at a fixed scale s. More precisely, at each scale s, the most important modulus maximum of W f u; s is selected. Hence, an atom centered at the found location t 1 is considered and its slope 1 is estimated in the interval At each iteration k, the approximation error is: is related to the fitting of the data, and then to the ability of the atom in approximating the shape of the wavelet transform in the considered range. The second one takes into account the interference with eventual neighbouring atoms. It is obvious that the closer the atoms the more significant is the selection of the domain for the estimation of their slopes -the more sensitive is the last term of u; s.
The latter can be minimized at each iteration if a different strategy is adopted. The aim is to estimate the domain k which is only influenced by the atom centered at t k (see Fig. 5 ) such that the estimation
gives the minimum distortion. In this case, we force the second term of u; s to approach zero at each iteration. It turns out that the only contribution in the error u; s is the one of the atomic representation. In fact, at each scale s, for 0 jt i , t j j b , as, the support of the two interfering atoms do not completely overlap. Hence, it is still possible to distinguish the contribution of each atom. Let S ti and S tj respectively be the support of the atoms centered at locations t i and t j at a fixed scale s: S ti = t i , bs; t i , as and S tj = t j , bs; t j , as . Then, 9 i , j such that i j = ; and i S j = S ti S tj , S ti S tj . The domain i only contains the contribution of the atom at t i , vice versa for j , as depicted Fig. 5 . In that way, the estimation error for atoms weights approaches zero.
Therefore, instead of estimating atoms for decreasing energy, as done in the previous algorithm, they can be selected with respect to their location (for example from the left to the right or viceversa).
If we decide to go from left to right, we are interested in finding the leftmost sidelobe of the atom, since it is less influenced by the next one. Once its contribution is computed, it is subtracted from the signal. Hence, the estimation of the next atom can be performed on the residual signal and so on. In that way, at each iteration we minimize the errors due to k s estimation in the case of significant interference. In Fig. 6 the decay of the approximation error for the two algorithms is depicted while in Fig. 7 the same signal of Fig. 4 has been approximated using the aforementioned algorithm. It can be noticed that this latter is more precise, yielding a lower mean square error.
In the following we briefly give the detailed algorithm.
The Algorithm
Let us consider the wavelet transform [7] W f u; s of a signal f. LetW f u; s its atomic decomposition, which is initialized to zero, and R 0 u; s = W f u; s the residual. Hence, for each scale s: 3) Put k = 
III. ATOMS EVOLUTION THROUGH SCALES
In the previous section the atomic decomposition has been used for approximating the wavelet transform W f u; s of a generic function f at each scale independently. Nonetheless, W f u; s reveals an intrinsic timescale structure, as shown in Fig. 8 . In fact, there is a precise link between modulus maxima at successive scales. Nonetheless, it is difficult to build the modulus maxima chains along scales in a deterministic way; modulus maxima can change their locations and they can assume different appearance whenever the cones of influence of two singularities intersect. For that reason, some empirical constraints have been used for building the chain, such as the persistency of the sign and the definition of one global maximum in the cone of influence of each singularity [8] , [10] . This leads to some false alarms or the missing of important information.
The main contribution of this section consists of providing the trajectories of significant modulus maxima of W f u; s in a theoretical and almost precise manner.
These trajectories model the evolution law of predefined basic atoms whose superimposition approximates W f u; s. For each atom, the significant maximum is the one having the greatest amplitude (see Fig. 1b ) and it does not disappear along scales but it moves from its initial location whenever its relative atom interferes with an adjacent one. In the case of complete interference the two atoms can generate an only one maximum which takes into account both contributions (see Fig. 2 ). Using this representation, we can say that significant modulus maxima characterize the atomic decomposition of the wavelet transform. Notice that the latter gives only an approximation of a signal and not its perfect reconstruction.
As In other words, the larger maximum quickly inglobes the smaller one -see [3] for details.
The equations (6) and (19) can be solved using standard iterative methods for ode with suitable initial conditions. They consists of k s and t k s computed at s = 1 using the algorithm described in the previous section. Choosing a wider set of atoms, for example the family of infinite polynomial ramps, the equation becomes more general while the class of well approximated functions is enlarged. Nonetheless, it would also include the estimation of growing exponent of each k , since polynomial functions of different degrees are considered [3] . Hence, the amount of information to code, along with iterative schemes for solving the equation make it directly not useful for a compression scheme. On the other hand, in general the law cannot be inverted: it predicts coefficients from finer to coarser scale, while it is not possible the opposite, except for not completely interfering waves. In other words, if two waves are interfering but their atoms are still distinguishable, one can predict their location and amplitude in a previous scale. On the contrary, one cannot say anything about their origin for complete interfering waves, as happens in [5] .
Nonetheless, the law combined with the atomic decomposition guarantee a strong and precise relation between maxima at successive scales. This dependence can be translated in a relation between low pass and high pass components at the same scale. In fact, for small increments s of the scale parameter, atoms locations for W f u; s are close to the ones at W f u; s+s (see eqs.
6 and 19). On the other hand, using the wavelet decomposition into low and high pass components, W f u; s+ s can be derived from the approximation band Au; s at scale s. In the next section we show how to exploit information in the low pass component for predicting the high pass one at the same scale.
IV. A PROPOSAL FOR COMPRESSION
In this section we propose a practical way for exploiting previous results for compression purposes. In particular, we will see that the coder will send just low pass information, since the decoder will be able to also predict wavelet details. This is possible thanks to the main peculiarity of WISDOW that approximates any kind of singularity via the atom shown in Fig. 1b .
For the sake of simplicity, suppose to have a signal with just one singularity. We will consider an overcomplete dyadic wavelet decomposition, i.e. s = 2 j , computed up to J th level using biorthogonal filters f ; ;~ ;g. where is the high pass synthesis filter. In fact, by convolving both members with , it holds A J , A J ~ = D J : (9) Hence, comparing (9) and (8) we have E J = D J : (10) On the other hand, the atomic decomposition provides D J u; 2 J = 0 Ft 0 ; u ; 2 J where Ft 0 ; u ; 2 J is eq. (3) computed at s = 2 J . Hence E J = F J ; (11) where F J = Ft 0 ; u ; 2 J .
It is worth outlining that the biorthogonality condition !^ ! + !! = 2 guarantees a not trivial identity -the left side of (9) is non zero. It turns out that F J , which is depicted in Moreover, each Ft k ; u ; 2 J preserves maximum location of Ft k ; u ; 2 J -see Fig. 9 . An example of how E J is strongly correlated to the detail band D J is shown in Fig. 10 .
The recovering algorithm is straightforward. For each significant maximum t k of E J , the corresponding slope k can be estimated using eq. (11) as model function and the expansion algorithm described in Section II. The couples ft k ; k g also characterize atoms in D J . Then, at each t k a wavelet basic atom Ft k ; u ; 2 J (eq. (3)) with slope k is modelled and each contribution is suitably summed exploiting the overlapping effects principle. An example of the reconstructed detail band is depicted in Fig. 11 . A step backward of the transform can be now performed and the algorithm is iterated till the first scale is reached.
The residual information E J can be caught only in a wavelet frame decomposition since its overcompleteness. Unfortunately, this would imply to carry on the undecimated approximation band of the wavelet decomposition. Nonetheless, time frequency decomposition of the wavelet transform allows us to describe the approximation band by means of its first M 2 J DCT (Discrete Cosine Transform) coefficients, since it represents the frequency contribution for the J th level of the wavelet transform while M is the signal length. Indeed, the not perfect cut off frequency of the adopted filters could require few additional components of the DCT. Fig. 12 depicts the low pass component of a signal and its approximation using the first M=2 j coefficients of its discrete cosine transform (S NR= 4 8 :68 db). As it arises from the figure, the two signals are very close.
A. The Algorithm
In the following the coding and decoding algorithms for a single signal will be given. Let M be the signal length.
Coder 1) Perform the undecimated discrete wavelet transform (UDWT) up to J th level of the analysed signal.
2) Perform the DCT of the coarsest approximation band.
3) Extract the first M 2 J coefficients of DCT and indicate the resulting vector with V . 2) Using A J , perform a step backward of the UDWT transform using the low pass synthesis filter~ .
3) From the output of step 2, perform a step forward of the UDWT transform using the low pass analysis filter , as in eq. (7). As we mentioned in the Introduction, the evolution law and atomic approximation are well defined for 1D signals. For that reason, authors' choice has been to independently process each column of an image in order to exploit 1D results. It is obvious that other choices are possible. Nonetheless, since the adopted representation strongly depends on WISDOW approximation, it is reasonable to choose the direction yielding better performances.
V. EXPERIMENTAL RESULTS
The algorithm has been tested on different signals and images. In this section, we give some results achieved on 5125128bits Lena and Baboon images. As mentioned in the previous section, results depend on WISDOW approximation and on the number of completely interfering atoms. For that reason, a three scale level UDWT has been employed. Spline biorthogonal wavelets having 3/9 filters length have been used in all experiments. They are particularly useful since their corresponding basic atoms are easily recognizable, making the algorithm simpler. With regard to images, performances are influenced by the adopted 1D decomposition. For example, Lena image has been processed by columns while Baboon by rows. Even if for Lena image results slightly change, for Baboon the gain is about 1 db since its symmetry.
With regard to quantization, a uniform one can be roughly used for DCT coefficients. Nonetheless, it can be slightly improved by choosing non uniform quantization steps depending on the amplitude of coefficients -the average gain is 0:4db in terms of PSNR (Peaked Signal to Noise Ratio). In the experiments we used the JPEG quantization table expanded to M=2 j blocks, where M is the image size. In other words, more bits are allocated for high value coefficients, while for the others the number of bits decreases according to their amplitude. The quantized coefficients are entropy coded using Huffman algorithm.
Even in a very rough implementation, achieved results are quite promising, as shown in Fig. 13 , where ratedistortion curves of the proposed algorithm and standard JPEG2000 are depicted. Comparisons with JPEG are omitted since the latter is outperformed by JPEG2000. In and Baboon (bpp = 0:4; P S N R = 24:90db) images are shown. It is worth highlighting that for completely interfering atoms it is impossible to separate single contributions, as theoretically proved in Appendix B. In this case, it is necessary to code k s estimation error for decreasing the distortion. To this aim the coder has to work as the decoder and compute the difference between the estimation of k from the detail band using WISDOW and the one from E J using the proposed scheme. This error can be then uniformly quantized and stored. During the decoding phase, it is de-quantized and added to each k after its estimation in step 5 of the decoding algorithm in Section IV.A. For each band the storage of k estimation error is not expensive since the sparseness of the atomic representation. Nonetheless it is required since the decoding algorithm is progressive and than it is subject to the propagation of errors computed at coarsest scales.
We also perform some experiments by processing non overlapping blocks 16 16 of the image expanding them in a circular manner (see Fig. 15 ). Achieved results are comparable to the ones achieved by processing the images by rows or columns, as shown in Fig. 16 . These results confirms that the atomic approximation is a crucial step in the proposed compression scheme, as stated in the last paragraph of Section IV.A. Finally, the algorithm is fast and computationally not expensive, since it requires simple filtering operations. Moreover, the splitting of each wavelet band into independent atoms allows us to provide a representation by maxima of the wavelet transform and then a fast and simple signal reconstruction.
VI. CONCLUSIONS
In this paper, an algorithm for signal and image compression has been presented. It is an attempt to avoid the numerical resolution of the travelling law for modulus maxima coefficients of the wavelet transform of a generic signal. In fact, from the equation regulating the wavelet transform of a given function, it is possible to derive a rule for constructing maxima chains along scales of the transform. In its general version, the proposed equation generalizes time scale laws for wavelet coefficients presented in [7] and [5] . Nonetheless, it becomes easier to solve it if some approximations of the signal are assumed. In particular, a decomposition in single atoms of the wavelet transform noticeably simplifies the equation, making it easier to manage. Although powerful, the equation requires too many initial conditions for being solved and then embedded in a compression scheme. For that reason, a combination of filtering operations has been proposed. It is oriented to achieve a set of oracle data that allows us a suitable atomic decomposition. Each atom predicts both the location and value of the corresponding one in the detail band. Future research will consist of improving the reconstruction algorithm along 
For a signal having more than one singularity point, from the overlapping effects principle and the atomic decomposition, each singularity satisfies eq. (14). Hence, eq. (13) , t k ,u s are zero for d kj greater than the support size of at the analysed scale -see [3] for details.
