INTRODUCTION
Throughout the article K denotes a fixed algebraically closed field. All considered algebras are finite-dimensional associative K-algebras with a unit element. Moreover, they are assumed to be basic and connected if it is Ž . not stated otherwise. For an algebra A we denote by mod A the category Ž . of all finitely generated right A-modules, and mod A denotes the stable Ž . Ž . category of mod A , that is mod A rP P where P P is the two-sided ideal in Ž . mod A of all morphisms that factorize through projective A-modules. Two algebras A and B are said to be stably equi¨alent if the stable Ž . Ž . categories mod A and mod B are equivalent.
The sources of the study of stable equivalent algebras are in modular representation theory of finite groups. One of the main problems in this theory is the question of whether two stably equivalent algebras have the same number of pairwise nonisomorphic nonprojective simple modules. Another motivation for considering stable equivalences comes from the Ž studying of derived equivalences of algebras of finite global dimension see w x.
.
Recall that the algebras stably equivalent to representation-finite self-inw x jective algebras were classified by Riedtmann in 21, 22, 8 . We are interested in algebras which are stably equivalent to standard self-injective Ž representation-infinite algebras of polynomial growth the needed defini-. tions are contained in Section 1 . Because there is given a classification of w x such algebras in 28 hence we can use it to characterize algebras which are stably equivalent to them.
w x
There was introduced by Skowronski in 26 a useful notion of á generalized standard component in the Auslander᎐Reiten quiver of an algebra. From this point of view, the considered class of algebras splits onto three subclasses. The first subclass consists of the algebras whose Auslander᎐Reiten quivers contain only generalized standard components. The second subclass consists of the algebras whose Auslander᎐Reiten quivers contain generalized standard components and components which are not generalized standard. The third subclass consists of the algebras whose Auslander᎐Reiten quivers do not contain generalized standard components. Algebras stably equivalent to the first of the previous subw x classes were characterized in 18 . The second subclass contains the polynomial growth trivial extensions and algebras stably equivalent to them w x were described in 16, 20, 19 . Our objective is to characterize algebras which are stably equivalent to the third subclass of the preceding ones.
In our description of stably equivalent algebras we shall use the idea w x contained in 7 , that is the idea of a degeneration of an algebra. Our main result can be explained in the following way. If a stably equivalent algebra Ž . is not standard then there is its degeneration in the geometrical sense which is standard and shares some representation theoretical properties with the original algebra. The following theorem is the main result of the article. Ž . Ž . ii there is an equi¨alence ⌳: mod C ª mod C which preser¨es simple modules.
THEOREM. Let B be a standard self-injecti¨e representation-infinite K-algebra of polynomial growth whose Auslander᎐Reiten qui¨er does not contain a generalized standard component. If C is a K-algebra which is stably equi¨alent to B then one of the following two conditions holds.

Ž . 1 C is a standard self-injecti¨e representation-infinite K-algebra of polynomial growth.
Ž . 2 C is a representation-infinite self-injecti¨e K-algebra and there is a degeneration C of C which satisfies
Ž . i C is a standard self-injecti¨e representation-infinite K-algebra of polynomial growth and the Auslander᎐Reiten qui¨er ⌫ of C coincides with
Moreo¨er, in both cases B and C ha¨e the same number of pairwise nonisomorphic simple modules.
The main working tool in the proof of this result is the notion of a w x weakly separating family of components introduced in 18 .
In the article we shall use freely all properties of Auslander᎐Reiten sequences, irreducible morphisms and Auslander᎐Reiten quivers which w x can be found in 3, 4, 5 .
1. PRELIMINARIES 1.1. Throughout the article we shall denote by ‫ގ‬ the set of nonnegative 1 Ä 4 integers 0, 1, 2, . . . , and by ‫ގ‬ the set n q ; n g ‫ގ‬ .
1r2
2 w x 1.2. Denote by K X the polynomial K-algebra in one variable. Followw x ing Drozd 10 an algebra A is said to be tame if, for any dimension d, w x there is a finite number n of K X -A-bimodules Q , 1 F i F n , which A w x 1.3. For a locally bounded K-category R in the sense of 11 , we shall Ž . denote by mod R the category of all finite-dimensional covariant functors from R to the category of K-linear spaces. If G is a group of K-linear automorphisms of R acting freely on the objects of R, then RrG denotes w x the quotient category 11 whose objects are the G-orbits of the objects of w x R . It follows from 11; Proposition 3.1 that the quotient RrG exists in the category of locally bounded K-categories. There is a Galois covering functor F: R ª RrG which assigns to each object x its G-orbit G и x and Ž . Ž . to a morphism ␣ g R x, y the family F s F␣ g Ł ␣ h y g x g, hg G h ,g g G Ž . R gx, hy such that F␣ s g␣ if g s h and F␣ s 0 if g / h. h y g x h y g x w x A locally bounded K-category R is called simply connected 1 if it is Ž . triangular its quiver has no oriented cycles and any Galois covering of R is trivial. A locally bounded K-category R is called standard if it admits a Galois covering RЈ ª R with RЈ simply connected. To every algebra A we can attach a locally bounded K-category R whose objects are formed by a A Ž . complete set E of pairwise orthogonal primitive idempotents of A, R e, f s fAe, e, f g E, and the composition of morphisms is induced by the multiplication in A. An algebra A is called standard if the attached locally bounded K-category R is standard.
A Ž 1.4. For a locally bounded K-category R resp., finite-dimensional K-al-. Ž . w x gebra A we shall denote by ⌫ resp., ⌫ its Auslander᎐Reiten quiver 4 .
R A
The Auslander᎐Reiten translation DTr will be denoted by and its inverse TrD will be denoted by y1 . We shall not distinguish between an indecomposable R-module, its isomorphism class and the vertex of ⌫ R corresponding to it. Furthermore, we denote by ⌫ s the stable quiver of ⌫ R R obtained from ⌫ by removing the -orbits of all indecomposable projec-R tive R-modules and the y1 -orbits of all indecomposable injective R-modules and the arrows attached to them. w x 1.5. Recall from 26 that a connected component C C of the Auslander᎐Reiten quiver ⌫ of an algebra A is called generalized standard
. if rad X, Y s 0 for all modules X and Y from C C, where rad mod A is Ž Ž .. the intersection of all powers of the Jacobson radical rad mod A of Ž . mod A .
1.6. The repetiti¨e category of a locally bounded K-category R is thê Ž . self-injective locally bounded K-category R whose objects are pairs n, xŽ 
The set ‫ލ‬ is called T T-induced. Suppose that there is an infinite linearly ordered set ⌬ and an infinite cyclic group G which acts on ⌬ nontrivially. Let ‫ލ‬ and ‫ލ‬ be two 1 2 linearly ordered sets which are obtained as quotient sets of ⌬ _ G и ␦ and 0 ⌬ _ G и ␦ , respectively, for some ␦ , ␦ g ⌬, as they were constructed in 1 0 1 w x 18 . Then ‫ލ‬ and ‫ލ‬ are said to be isomorphic provided that there is an 1 2 automorphism : ⌬ ª ⌬ of ⌬ which is compatible with the action of the Ž . Ž . group G and satisfies ␦ s ␦ . In this way ⌬ ( ⌬ if and 
THEOREM. If B is a standard self-injecti¨e representation-infinite K-algebra of polynomial growth then there is a weakly separating family T T of components in ⌫ with a T T-induced set ‫ލ‬ of one of the following forms:
B ⌬ , i g ‫,ގ‬ ⌬ , i s 1, 2, 3, . . . . 2 iq1 Ž0, i.
Moreo¨er, e¨ery family T T of the partition ⌫ _ T T s "
T T is also a B g ‫ލ‬ weakly separating family of components in ⌫ with a T T -induced set which is B isomorphic to ‫.ލ‬ 2.5. Suppose now that B is a standard self-injective representation-infinite K-algebra of polynomial growth. We shall consider the case when all components of ⌫ are not generalized standard. In the case the T T-induced B w set ‫ލ‬ in Theorem 2.4 is one of the forms ⌬ , ⌬ , ⌬ by 18; Proposi-
x tion 5.5 .
DECOMPOSITIONS OF MORPHISM SPACES
3.1. Throughout this section we assume that B is a self-injective standard representation-infinite K-algebra such that its Auslander᎐Reiten quiver has no generalized standard component. Moreover, we assume that C is an algebra which is stably equivalent to B and we fix an equivalence Ž . Ž . ⌽: mod B ª mod C . We fix a weakly separating family T T of components in ⌫ with T T-induced set ‫.ލ‬ Because the stable Auslander᎐Reiten B s w x quiver ⌫ is an invariant under taking stable equivalences 5 hence we
have a decomposition ⌫ s "
of families of components. Thus we have a decomposition ⌫ s "
Ž .
If YЈ is projective then we can consider f Y instead of f X , where
Ž . The foregoing analysis shows that condition 1 of 2.2 is always satisfied.
Ž . Ž . The same reasoning works in the proofs of 2 and 3 and the proposition follows.
3.3. Let A be a representation-infinite self-injective K-algebra with a weakly separating family T TЉ of components in its Auslander᎐Reiten quiver ⌫ . Let M, N be two indecomposable A-modules. A morphism 0 / f : M A ª N is said to factorize 0-times through T TЉ if one of the conditions in the following text is satisfied:
Ž .
1 M, N f T TЉ and f does not factorize through a module from Ž . add T TЉ .
2 M, N g T TЉ and f does not factorize through a module from Ž . add ⌫ _ T TЉ .
A
We say that a morphism 0 / h: M ª N factorizes i-times through T TЉ, i s 1, 2, 3, . . . , if one of the following conditions is satisfied: Proof. Suppose that 0 / f : M ª N is a morphism between indecomposable nonprojective B-modules which factorizes i-times through T T and f / 0. Let f s f Љ f иии f fЈ be the required in 3.3 decomposition of f with Ž . im g ( soc I . Therefore, there are two indecomposable projective C-Ž . modules PЈ, IЈ such that there is a morphism g Ј: PЈ ª IЈ with im g Ј ( Ž . soc IЈ and g Ј factorizes infinitely many times through T TЈ, because the Ž . subspace in Hom PЈ, IЈ consisting of the morphisms factorizing through C Ž . soc IЈ is one-dimensional. Now consider such a morphism g Ј: PЈ ª IЈ. Then for a decomposition g Ј s g Ј иии h иии h g X sharing the properties of nonzero morphism f : M ª N which factorizes more than m -times
morphisms which factorizes i-times through T TЉ and the zero morphism.
Thus we obtain a decomposition of the K-space
steps we obtain a decomposition of the K-space,
If M, N f T TЉ, then similarly we can construct a decomposition,
If either M f T TЉ and N g T TЉ or M g T TЉ and N f T TЉ, then similarly we are able to construct a decomposition,
Now for every pair of indecomposable A-modules M, N fix the preced-Ž . ing decomposition of Hom M, N . We are interested in the following
The reason is that if for any M, N, L the * -condition is satisfied then
A is standard, which will be shown later.
LEMMA. Let M, N be indecomposable A-modules and i
g ‫ގ‬ j ‫ގ‬ . 1r2 Ž i. Ž .
Ëery nonzero morphism from Hom M, N factorizes i-times through T TЉ
A Ž . and does not factorize i q 1 -times through T TЉ. 
Proof. We start the proof with showing that if f, g factorize i-times through T TЉ then every linear combination
k f q k g, k , k g K, factor- 1 2 1
izes i-times through T TЉ. It is obvious that if f factorizes i-times through T TЉ then kf factorizes i-times through T TЉ for every
This shows that f q g factorizes i-times through T TЉ. Now the lemma is an easy consequence of the previous remark and the 
Under the assumptions and the notations of the lemma suppose y1 Ž . y1 Ž . that gf/ 0. Then clearly g, f / 0 and there are h: 
h factorizes i-times through T T, t factorizes j-times through T T by Lemmas
Observe that by the assumption that f f /0 we may
Ž . Ž . We shall prove condition 1 inductively on l s dim M q dim N .
K K
If l s 2 and f / 0, then f is an isomorphism of simple C-modules and the required condition is satisfied. Suppose that for all M, N, f : M ª N satisfying the assumptions of the lemma and such that l F l , the required condition is satisfied. Consider 
equal to q p by the inductive assumption. Consequently, q must be an 1 epimorphism. Dually one proves that p is a monomorphism. P, r: PªNand P is a projective C-module, which is a projective cover of < < < < Ž . N. Moreover, f f factorizes through a module from add T TЈ . Hence 0 0 2 1 < < < < without loss of generality we may assume that f s f and f s f . Ž . Then we have a commutative diagram in Fig. 1 , where L s im f , p is a monomorphism, and q is an epimorphism. Thus we infer by projectivity and injectivity of P that there are r : P ª Z and s : Z ª P such that 
ZªPª Z
We may assume clearly that s is not a split monomorphism and that r is 1 1 not a split epimorphism because we can choose Z without projective direct summands considering their radicals or factors by socles instead of them. Ž . Consequently, N s im qr N ;N is a maximal submodule of N, 
Finally f / 0. Applying Lemmas 3.5 and 3.6, we obtain that j s i q r
. . , t . Thus f must be an epimorphism. Consequently,
Ž . Ž . The proof of condition 2 is dual to that of 1 and we omit it. 
factorizes i-times through T TЈ, f factorizes j-times through
T TЈ, i, j g ‫ގ‬ j 2 < < < < Ž . ‫ގ‬ ,and f f / 0, then f does not factorize i q j q 1 -times through j i 1 r 2 2 1
T T Ј .
Proof. We shall prove the proposition by induction on i q j. If i q j s 0 1 or i q j s , then the required condition holds by Lemma 3.11.
2
Assume that for all M, N, f : M ª N satisfying the assumptions of the proposition and such that i q j F l our proposition is true. and the canonical epimorphism g :
is a monomorphism, we infer by Lemmas 3.5, 3.6, and 3.10 that there are
by the inductive assumptions we get
. that f f s q h иии h hЈ does not factorize i q a q 1 -times through T TЈ. 
A similar analysis shows that h иии h hЈ is a monomorphism.
Ž . preceding Z , . . . , Z g add T TЈ . Then we obtain the commutative Fig. 2 submodule in N, where P is a maximal submodule in P such that The proof of the inductive step in case l q g ‫ގ‬ is similar to the 1r2 2 previous one and we omit it too. Finally our proposition is proved.
3.14. LEMMA. Let S be a simple C-module, let P be its projecti¨e co¨er and let E be its injecti¨e en¨elope. Then the following conditions are satisfied.
Proof. Let S be a simple C-module. If P is its projective cover, then Ž .
Prsoc P , S and 1 is proved. way. The objects of M M are the indecomposable C-modules. For any two
enlarge bilinearly this composition for arbitrary morphisms. Observe that M M is a well-defined category. Indeed, the only property which should be C checked is the associativity of the composition ( of morphisms in M M . It is C < < < < < < enough to check it for f , g , h , where i, j, t g ‫ގ‬ j ‫ގ‬ . But
is a uniquely determined morphism in mod C . Thus [иии [ P as a right C-module. Define an algebra C s End [ P .
C This algebra will be called a form of C. We are interested in connections of C with C.
PROPOSITION. The algebra C is a finite-dimensional basic and a connected K-algebra.
Proof. Finite-dimensionality of C is clear. First we shall prove that C is Ž . basic. In order to do it we have to show that Crrad C (
It is easy to see that id
id q иии qid q g in End [ P with g g rad End [ P , be-
cause id , l s 1, . . . , n, cannot be a composition of morphisms from
n End [ P is invertible, and so id
ing proves the opposite implication. Ž . Finally Crrad C ( id и K = иии = id и K and C is basic. for every l, s s 1, . . . , n, and the proposition follows. we have that f factorizes j-times through T TЈ and does not factorize Ž . < < j q1 -times through T TЈ. We deduce from Lemma 3.10 that f g factorb 2 Ž . Ž . izes b q j -times through T TЈ and does not factorize b q j q 1 -times < < < < < < through T TЈ, because f g is a monomorphism. Thus f g / 0.
< < < < Further we deduce from Proposition 3.13 applied to g and f g that
factorizes 0-times through T TЈ and does not factorize 1-time through T TЈ. 
< <
Ž . Thus, if fg p factorizes more than j q i -
C
If M contains a projective direct summand P then the restriction f N is P a split monomorphism, hence it is enough to consider the case when Ž . im h ; P. But in this case the required condition holds in an obvious way.
If N contains a projective direct summand such that f is a split epimorphism, where : N ª P is a projection, then as earlier the required condition holds. If f is not a split epimorphism then it is enough inclusion. Thus the required condition holds also for fh, which finishes our proof. 
LEMMA. Let M, N be C-modules and let f : M ª N be a nonzero morphism of C-modules. Then there is a morphism h: C
factorize exactly j-times through T TЈ, j g ‫ގ‬ j ‫ގ‬ . Then we infer by 1r2 < < < < Lemma 3.12 that f is a monomorphism and that g is an epimorphism.
Then we infer j i C < < < < by Lemma 3.10 that g f s 0. Hence there is a projective C-module P j i < < < < and there are morphisms p: M ª P and q: P ª L such that g f s qp. j i < < < < Because g is an epimorphism, there is r: P ª N such that q s g r. j j < < < < Because f is a monomorphism, there is s: N ª P such that s f s p.
.< < morphism. Hence id y rs f is a monomorphism whose image is coni N Ž< < .
Ž . tained in ker g which contradicts our assumption that dim M )
Ž . dim M and we can repeat the preceding arguments. Thus we obtain K 1 < < < < again that g f / 0 in M M and our lemma is proved. Proof. First we shall show that we can omit the assumption that the Ž . considered modules belong to mod C in Proposition 3.13 and this proposition is still true. Let f : M ª N be a nonzero morphism between Ž .
Ž . C-modules and f : M ª im f is the canonical epimorphism, f : im f projective or zero C-modules and N , M are without projective direct 1 1 < < < < summands. Let f s f and f s f as in the proof of Proposition 3.13, In order to prove that we can omit the assumption that the modules are Ž . in mod C in Lemma 4.8, it is enough to consider the case when we have a monomorphism f : M ª P, an epimorphism g: P ª L, and P, M, L are indecomposable with P projective. But then M is a colocal C-module. It is also obvious that we may assume that f, g are not isomorphisms. Observe
Ž . monomorphism. Indeed, f s f Љ f Ј, where f Ј: M ª rad P and f Љ: rad P < < ªP is an irreducible monomorphism. Moreover, f Љ s f Љ . Then we 0 < < < < infer by Lemma 3.12 that f Ј is a monomorphism. Then f Љ f Ј is a i i < < < < monomorphism, and f s f Љ f Ј is a monomorphism. Ž . Ž . is a monomorphism r: Mrsoc M ª rad P rsoc P such that u s wr, Ž . Ž . Ž . where w: rad P rsoc P ª Prsoc P is an irreducible monomorphism. If < X < < < < < x,x ,zg‫ގ‬j‫ގ‬ are minimal such that t / 0, r / 0, and u / property. Therefore, x s z. We know from the shape of the 2 Auslander᎐Reiten sequence containing P in the middle term that there is Ž . Ž . Ž . an irreducible epimorphism q: rad P ª rad P rsoc P . It is clear that < < < < < < < < q fЈ / 0 and i is minimal with this property. Furthermore, q fЈ s
Therefore for an irreducible epimorphism
< < consider now the monomorphism u instead of u and an epimorphism < < < < < < from Proposition 3.13 that g f / 0. But x q y q y s x q j i y qy qx 1 1 2 1
Now we shall prove inductively on
Ž< < < < . < < < < local᎐colocal and im g f is simple. In this case g ( f / 0 by the but L is not colocal, then there is a simple submodule T in L such that for < < < < the natural epimorphism : L ª LrT we have g f / 0. We know j i < < from Lemma 3.12 that we may assume s , where a g ‫ގ‬ j ‫ގ‬ is a 1r2 < < < < < < minimal such that / 0. Thus we infer by Lemma 4.9 that g s a a j
which contradicts the inductive assumption. Therefore 
Indeed, if M does not contain a projective direct summand, then gf/ 0 and we infer by Lemma 4.9 that g ( f/ 0. Hence g ( f / 0. Thus g ( f is an epimorphism because L is simple. If M has a projective direct summand Ž . P such that gf N / 0, then we replace the summand P in M by Prsoc P . Ž . with an irreducible epimorphism p: P ª Prsoc P . We know from the previous considerations that g ( f is an epimorphism. Because every 2 morphisms sourced at P factorizes through p, we obtain that g ( f ( f s
Suppose to the contrary that g ( f is not an epimorphism and M does not contain a projective direct summand. Then there is a simple C-module 
Ž . module which is isomorphic to soc L , then there is a simple submodule S of L such that for the natural epimorphism : L ª LrS it holds gf / 0.
Ž . Then we infer by the inductive assumption that g ( f / 0. Then we Ž . deduce from Lemma 4.9 that There is left to be considered the case when M is a local C-module, Ž . Ž . hence indecomposable, L is colocal and im gf s soc L . We shall prove Ž . this case inductively on l s dim N . g f is a monomorphism. Thus g ( f / 0 by Lemma 4.9. We infer by the 1 1 inductive assumption that g ( g f / 0. Let i g ‫ގ‬ j ‫ގ‬ be minimal such 
Dual arguments to the preceding ones show that if coker
Ž . Consider now the case ker g s f rad M and coker f ( Lrsoc L . Suppose to the contrary that g ( f s 0 in the case. Then we infer by Lemma 3.10 that there is an epimorphism q: P ª L and a morphism p: M ª P such that gf s qp, where P is a projective cover of L. Because g is an epimorphism, there is a morphism r: P ª N such that q s gr. Because f is a monomorphism and P is also injective, there is a morphism Ž . Ž . s: N ª P such that sf s p. Then gf s grsf. But coker g ( Lrsoc L , hence r is an epimorphism. Therefore, there is a submodule R of P such Ž . that the restricted morphism r N has the following properties: r N R s
Ž . Ž Ž .. and so s is a monomorphism, because ker g s f rad M . Consequently, Ž .
rsf N is a monomorphism, hence r is a monomorphism, and so an socŽ M .
Ž . isomorphism. Thus n ( P. Then we have g s g Ј¨, where¨: P ª Prsoc P Ž . Ž. is the natural epimorphism which is irreducible and g Ј: Prsoc P ª L is an epimorphism. We infer by the inductive assumption that for a Ž . Ž . monomorphism u: Mrsoc M ª Prsoc P , which is induced by¨f, it analysis as in the earlier text, we infer by Proposition 3.13 that
Hence g ( f / 0. Consequently, we proved inductively on l that the required condition holds in the considered case, and so we proved inductively on d that our proposition is true. natural epimorphism : L ª LrS we have gh / 0 then we infer by the inductive assumption that g ( hf / 0. Further we deduce from Lemma Ž . 4.11 that ( g is an epimorphism. Then ( g h / 0. Indeed, we infer by the definition of ( that g s ( g q r, where r factorizes through the projective cover P of LrS. Then there is a morphism p: N ª P, and an epimorphism q: P ª LrS such that r s qp. Because ( g is an epimor- that t s t X r . We obtain from Lemma 4.11 that there is a minimal
such that t / 0 and x q x s x. Because hf s 
Therefore ( f s w ( t , and so g ( f s q( w ( t . Thus q( w / 0 with 1 1 < < < < < < qw s 0. Hence 0 s qw s q( w q r, where q( w s Ý q w and i j i qj i qj < < < < < < < < < < < < r s Ý q w . Consequently, Ý q w s u¨iqj i j i q j u q -i q j i q j < < < < < < yÝ q w . Then we infer by Lemma 3.10 that r s 0. But u¨iqj uq¨-iqj r s yg ( f and qw is a monomorphism, hence qw/ 0, because we may assume that L is without projective direct summands. Consequently, g ( f s 0 in the case.
Ž . Ž . Now we shall prove the lemma inductively on 
Consider M, N, L, f, g satisfying the assumptions of the lemma with
Then either there is a simple C-module T such that it is a submodule of If there is the foregoing T then g g( f / 0 contradicts to the inductive 1 1 assumption. Thus g ( f s 0 in this case.
If there is the previous T then g ( ff / 0 contradicts also the inductive 2 1 assumption. Thus g ( f s 0 in this case. Consequently, we proved our lemma.
STABLE EQUIVALENCE OF C AND C
5.1. We shall keep the notations and the assumptions of 3.1 in this section. Let M M denote the stable category of M M modulo projectives.
Ž . We shall prove that mod C is equivalent to mod C . Ž . Ž . Observe that we deduce from Proposition 3.13 and the proofs of Proposition 4.13 and Lemma 4.11 that if i , i g ‫ގ‬ j ‫ގ‬ are minimal such that 1 2 1r2 < < < < r / 0 and r / 0, respectively, then i -i . Thus inductively on the
Now consider the functor Hom
such that r / 0 for the reminder r we con-
C, g and our lemma is proved.
Moreover, we have the following short exact sequence, 
hence we get by Lemma 5.6 that there is f Љ:
monomorphism by Lemma 4.12.
Proof. We know from Proposition 5.3 that our functor is dense. It is also faithful by Lemma 5. Ž . freely on the objects of C by zЈ и P , z s P , z y zЈ for every z, zЈ g ‫ޚ‬ l l Ä 4 and for every l g 1, . . . , n .
LEMMA. The group of integers is a group of K-linear automorphismsõ f C which acts freely on the objects of C and has finitely many orbits of the objects.
Proof. First we shall prove that the group ‫ޚ‬ is a group of K-linear automorphisms of C. For every pair P , P and for every t g ‫ގ‬ j ‫ގ‬ fix ⌬ additively to the whole category. Because ٌЈ is an equivalence hence ⌬ is an equivalence and the proposition follows.
6.10. PROPOSITION. The algebra C is standard.P roof. In order to prove that C is standard it is enough to show that C is triangular. But we infer by Proposition 6.9 that C is stably equivalent tõŵ x E. Thus we obtain by 15, 17 that C ( F, where F is tilting᎐cotilting equivalent to E. Therefore C is triangular, and so C is standard. Proof. The algebra C s End [ P and C s End [ P . We
shall prove that End [ P can be degenerated to End [ P .
We have that Hom P , P s Hom P , P for l, s s 1, . . . , n, and 
