We extend our previous research in Zhou and Wu (2015) to more general jump diffusion processes, whose jumps have rational Laplace transform. We also consider a refracted Lévy process without Gaussian component, which has not been investigated in Zhou and Wu (2015) and under which some interesting results are obtained. We remark that this extension is non-trivial. Actually, to derive our main results in this paper, we should make some modifications on the approach used in Zhou and Wu (2015) . We have to say that the modified method is so novel that some important equations can be obtained without much effort. In addition to deriving formulas that can be used to compute the expectation of the total time of deducting fees as in Zhou and Wu (2015) , we also obtain a very interesting identity. We conjecture that this identity holds for an arbitrary Lévy process, and we believe that this identity will play an important role in the research on occupation times of refracted Lévy processes.
Introduction
A refracted Lévy processŨ = (Ũ t ) t≥0 ( which is proposed in Kyprianou and Loeffen (2010) ) is a stochastic process whose dynamic is given bỹ
where α, b ∈ R, X = (X t ) t≥0 is a Lévy process and 1 A represents the indicator function. For more details about such process, we refer the reader to Kyprianou and Loeffen (2010) . Under the assumption that X is a Lévy process without positive jumps, many results on the occupation times ofŨ have been derived, one can refer to Kyprianou and Loeffen (2010) , Kyprianou et al. (2014) and Renaud (2013) . For example, the joint Laplace transform of (κ has been obtained in Renaud (2013) , where κ − a is the first passage time ofŨ . However, all the above three papers focus on the case that X in (1.1) is a Lévy process with only negative jumps.
In this paper, following the study in our previous one (Zhou and Wu (2015) ), we are interested in the following quantity t 0 1 {Us<b} ds,
( 1.2) with the process U given by dU t = dX t − α1 {Ut<b} dt, t > 0,
where X is a jump diffusion process. Note that if P x (Ũ t = b) = 0 for Lebesgue almost every t ≥ 0 (which holds for most Lévy processes, see Corollary 22 in Kyprianou and Loeffen (2010) ), then the two processesŨ and U are the same in essence. Therefore, this paper and Zhou and Wu (2015) extend the research on refracted Lévy processes to the case that the underlying Lévy process X has two-sided jumps.
For a hyper-exponential jump process X, we have derived formulas for the expectation of the Laplace transform of (1.2) with respect to t in Zhou and Wu (2015) . Now, we consider a more general jump diffusion process X, the jumps of which have rational Laplace transform. We should comment that this extension is not a straightforward work as some problems appear and need to be solved. For instance, it becomes very difficult to deal with the solution of one-sided exit problem for the process considered here by using the approach developed in Zhou and Wu (2015) .
In order to solve the problems encountered under a more general process X, we improve the approach in Zhou and Wu (2015) . Using the improved method, we success in deriving formulas for the Laplace transform of (1.2). When the process X in (1.3) has no Gaussian component, we deduce some interesting outcomes. Moreover, we obtain a very useful identity (see (4.9)). We conjecture that this identity holds for any other Lévy process X not only for a jump diffusion process X with jumps having rational Laplace transform considered in this paper, and we leave the proof of this conjecture to future research.
One immediate application of our results is to compute the total time of charging fees for Variable Annuities with a state-dependent fee structure as in Zhou and Wu (2015) . Such a fee charging method was proposed in Bernard et al. (2014) , under which the insurers deduct fees only when policyholders' account value is lower than a pre-specified level. This fee deducting approach has several advantages, see Bernard et al. (2014) and Delong (2014) for more details. For the background of Variable Annuities, we refer the reader to Bauer et al. (2008) and Bainello et al. (2011) . The reason why we are interested in (1.2) is that it denotes the total time of charging fees under the state-dependent fee structure, that is, how long can the insurers charge fees, see Zhou and Wu (2015) for the details.
The reminder of this paper is organized as follows. Details of our model are introduced in section 2, meanwhile, some important results are given. Then, we derive our main results in section 3. In section 4, a particular case is given and a conjecture is presented. Finally, we draw some conclusions in section 5.
Model assumption and preliminary results

The model.
Let X = (X t ) t≥0 be a jump diffusion process whose dynamic is given by 
.., are independent and identically distributed random variables; moreover, 
In the following, the law of X starting from x is denoted by P x and E x denotes the corresponding expectation, and when x = 0, we write P and E to simplify the notation.
Note that parameters η k , c kj , ϑ k and d kj in (2.2) and (2.3) can essentially take complex values. But if the parameter η 1 (ϑ 1 ) has the smallest real part among η 1 , . . ., η m + (ϑ 1 , . . ., ϑ n − ), then we have
where Re(x) represents the real part of x. Besides, for all i = j, we assume that
Remark 2.1. The process X defined by (2.1) is a Lévy process with jumps having rational Laplace transform, which has been investigated by many papers, see, e.g., Lewis and Mordecki (2008) and Fourati (2010) . The probability density function (2.2) is quite general, including linear combination of exponential distributions and phase-type distributions. Therefore, the process X in (2.1) can be used to approximate any other Lévy process, see Proposition 1 in Asmussen et al. (2004) .
For α ≥ 0 and b ∈ R, we let U t denote the unique strong solution of the following stochastic differential equation:
and we comment that the process U is a strong Markov process (see Remark 3 in Kyprianou and Loeffen (2010) ).
In this paper, we continue the study in Zhou and Wu (2014) to derive formulas for the expectation of the Laplace transform of (1.2) with U given by (2.5), i.e., 6) where q > 0 and e(q) stands for an exponential random variable with mean 1 q and is independent of the process U . Besides, we also investigate the case that σ = 0, which has not been considered in Zhou and Wu (2015) .
In this paragraph, we introduce some notation. Set Y = {Y t := X t − αt; t ≥ 0} and denote byP y the law of Y starting from y and byẼ y the corresponding expectation. When y = 0, we write brieflyP andẼ. For any a, c ∈ R, we introduce the following stopping times of X, Y and U :
Remark 2.2. For x < c, the two stopping times τ 
Some preliminary results.
In this subsection, we give some preliminary outcomes, which will play an important role in deriving our main results in next section.
For the processes X and Y mentioned above, we have
The following lemma characters the roots ofψ(z) = q for q > 0 and is taken from Lemma 1.1 in Lewis and Mordecki (2008) .
Lemma 2.1. For q > 0, the equationψ(z) = ψ(z) − iαz = q has, in the set
The following lemma summaries the results given by Theorem 2.2 and Corollary 2.1 in Lewis and Mordecki (2008) , but uses different notation.
Lemma 2.2. For q > 0 and s ≥ 0, the Laplace transform and the density function ofȲ e(q) := sup 0≤t≤e(q) Y t are given respectively by
and for y ≥ 0,
where δ 0 (dy) is the Dirac delta at y = 0,
(2.14) 15) and for k = 2, . . . , M
A direct application of Lemmas 2.1 and 2.2 to −X yields the following Lemma 2.3.
Lemma 2.3.
(1) For q > 0, the equation ψ(z) = q has, in the set Im(z) > 0,
(2.17)
(2) For q > 0 and s ≥ 0, the Laplace transform and the density function of X e(q) := inf 0≤t≤e(q) X t are given respectively by
and for y ≤ 0,
where δ 0 (dy) is the Dirac delta at y = 0, 
Remark 2.4. ψ + (s) in (2.12) and ψ − (s) in (2.18) can be extended analytically to the half-plane Re(s) > −β 1,q and Re(s) > −γ 1,q , respectively.
Using Lemmas 2.2 and 2.3, one can derive the following Lemma 2.4, which
gives the solutions of one-sided exit problems of X and Y . Although the proof of Lemma 2.4 is easy, we still give the details for the convenience of the reader.
Lemma 2.4.
(1) For q > 0 and x, y ≤ 0, we have
with D 0 (x) and D kj (x) given by rational expansion:
(2.24)
(2) For q > 0 and x, y ≥ 0,
where C 0 (x) and C kj (x) are given by rational expansion:
(2.26) 27) where C 0 (x) and C kj (x) are given by (2.26).
Proof. Formula (2.23) can be proved by using (2.19) and that
, s ≥ 0, (2.28) which can be derived as following (see also Corollary 2 in Alili and Kyprianou (2005)): 29) where the second equality follows from the strong Markov property and the lack of memory property of e(q). Similarly, for the proof of (2.25), one just needs to note that (see also formula (4) in Alili and Kyprianou (2005) )
, f or x, s ≥ 0, (2.30) and then use (2.13). Finally, formula (2.27) follows from the fact thatP τ
Remark 2.5. From Lemmas 2.1, 2.2 and 2.3, for C 0 (x), C kj (x) in (2.26) and In general, the expressions of
in (2.24) are extremely complicated. But fortunately, some straightforward calculations will yield their Laplace transforms in the following lemma.
Lemma 2.5. For any θ > 0 and s ≥ 0 with θ = s,
34)
where the functions ψ + (·) and ψ − (·) are given by (2.12) and (2.18), respectively.
Proof. Note first that
Then using (2.12) and (2.26) will lead to (2.33). The proof of (2.34) is similar, thus we omit the details.
Remark 2.6. In fact, identity (2.33) holds for a general Lévy process, i.e.,
where Y can be assumed to be an arbitrary Lévy process. Formula (2.36) is known as the Pecherskii Rogozin identity, which can be found from section 3.1 in Alili and Kyprianou (2005) or formula (3.2) in Pecherskii and Rogozin (1969) .
Remark 2.7. Compared with our previous paper (Zhou and Wu (2015) ), the most different point in this one is that it is very difficult to deal with the ex-
and D kj (x) in Lemma 2.4. For example, we cannot find an easy approach to compute ∞ 0 e −θx C kj (x)dx. In this paper, we modify our method in Zhou and Wu (2015) and find that results in Lemma 2.5 are enough to derive the final outcomes (see section 3 for the details).
Main results
In this section, we want to compute the expectation of e(q) 0 1 {Us<b} ds, and we first derive its Laplace transform in the following theorem.
Theorem 3.1. For any given p, q > 0, we have
1)
2)
and for
Here, in (3.2) and (3.3), the function f (x) is given by
Proof. In order to present the proof clearly, we divide it into three steps. The first step is similar to step (1) in the proof of Theorem 3.1 in Zhou and Wu (2015) .
Step 1. Define a function of x as
For x < b, it follows from the strong Markov property that 6) where ξ = p + q and in the third equality we have used that {Y t , t < τ + b,Y } under P x and {U t , t < κ + b } under P x have the same law when x < b. Applying (2.27) to (3.6), we will obtain that
Note that C 0 (b − x) and C kj (b − x) in (3.7) depend on ξ.
For x ≥ b, using the strong Markov property again, we can obtain that
where the third equality follows from the fact that {X t , t < τ − b,X } and {U t , t < κ − b } under P x have the same law for x ≥ b; and we have used (2.23) in the fourth equality.
From (2.24), (2.26), (3.7) and (3.8), we can deduce that V (x) must have the following form:
where H kj and G kj do not depend on x. Therefore, the remaining thing is to derive expressions for H kj and G kj in (3.9), which will be done in the next two steps.
Step 2. In this step, we need to distinguish four different cases as follows.
(i) Suppose σ > 0. It is easy to see from (3.7), (3.8) and (2.31) that V (x) is continuous at b, thus
In addition, the derivative of V (x) at b is also continuous (see Remark A.5 in Zhou and Wu (2015) ). This will lead to
Applying the expression of V (x) for x ≥ b in (3.9), we can derive the following expression of V (x) for x < b from (3.7):
(3.12)
Therefore, it follows from (3.9) and (3.12) that the following identity must hold for all x < b:
(3.13)
Next, for given θ > 0, multiplying both sides of (3.13) by e θ(x−b) and integrating with respect to x from −∞ to b will yield
where in the derivation of the left-hand side of (3.14), we have used (2.33) and the fact that V (b) = 1 + N − q n=1 G n1 (which is due to (3.9)). As both sides of (3.14) are rational function of θ, we can extend identity (3.14) to the whole complex plane except at 0, −β 1,ξ , . . . , −β M + ξ ,ξ and γ 1,q , . . . , γ N − q ,q . Then, for any given 1 ≤ k ≤ m + and 0 ≤ j ≤ m k − 1, taking a derivative on both sides of (3.14) with respect to θ up to j order and letting θ equal to −η k , we have
which can be proved by noting that
Similar to derive (3.13), it follows from (3.8) and (3.9) that
From (2.34), (3.16) and
(3.17)
After that, similar to derive (3.15), for any given 1
we take a derivative on both sides of (3.17) with respect to θ up to j order and let θ equal to −ϑ k , then we can derive that
( 3.18) (ii) If σ = 0 and µ > α, it follows from (3.7), (3.8) and (2.31) that V (x) is continuous at b, thus we have (3.10). Similar derivation will leads to (3.15) and respectively in (3.6) and derive that
where we have used the fact that {Y t , t <τ Therefore, we have equation (3.10). In addition, similar computation will yield (3.15) and (3.18).
Until now, we have derived some equations, from which expressions for H kj and G kj in (3.9) can be obtained. In the third step, we will give the details of solving these equations.
Step 3. (i) We first consider the case that σ > 0. Suppose H mi and G ni are solutions of (3.10), (3.11), (3.15) and (3.18). Define a function of x as
For fixed 1 ≤ k ≤ m + and 0 ≤ j ≤ m k −1, (3.15) yields that ∂ j ∂x j (f 1 (x)) x=η k = 0, which means that η k is a root of the equation f 1 (x) = 0 with multiplicity m k . Similarly, from (3.18), for 1 ≤ k ≤ n − , we obtain that −ϑ k is a n kmultiplicity root of f 1 (x) = 0. Therefore, f 1 (x) can be written as (because (3.21) with some proper constants A 1 , A 2 , A 3 .
Formula (3.10) implies that A 1 = 0. For the value of A 2 , we have (3.22) where
n=1 γ n,q and the second equality is due to (3.10) and (3.11). Furthermore, note that lim x→0 f 1 (x)x = p ξ in (3.20). Hence,
Therefore, f 1 (x) equals f (x) given by (3.4). Thus, when σ > 0, (3.2) and (3.3)
are derived from (3.20) by writing f (x) in its fraction expansion.
For the remaining three cases, similar argument will yield the desired results.
One just needs to note that
(3.24)
In the above derivation, we in fact have already established the following interesting corollary.
Corollary 3.1. V (x), defined by (3.5), is continuously differentiable on R except at b. Moreover,
(3.25)
Proof. The first two conclusions in (3.25) have been obtained in the proof of Theorem 3.1, here we just show the third one. Assume that σ = 0 and 0 ≤ µ ≤ α. In the third step of the proof of Theorem 3.1, we have shown that 26) with A 3 given by (3.23). It follows from (3.26) that 27) which, in combination with (3.9), gives
The conclusion of A 3 > 0 can be shown by using that A 3 = p ξĈ 0 D 0 witĥ C 0 =P Ȳ e(ξ) = 0 , D 0 = P(X e(q) = 0) (which is due to (3.23), (2.14) and (2.18)).
Remark 3.1. A very special case of the third results in (3.25) is that α = 0.
In this situation, the process U reduces to X, then
(3.30)
Note that σ = 0 and µ = α = 0 in this special case, so X is a compound Poisson process. Therefore, E e −p e(q) 0 1 {X t =0} dt > 0, which leads to the discontinuity of V (x) at b.
From Theorem 3.1, we can deduce the expectation of e(q) 0 1 {Us<b} ds in the following corollary.
Corollary 3.2. For any given q > 0,
where H 0 mi and G 0 ni are given by rational expansion:
That is,
and
Proof. From (3.1), (3.20) and the fact that f 1 (x) = f (x), for given p, q > 0 and 36) where the function f (·) is given by (3.4) and the second equality follows from (2.12), (2.18) and (3.4). Next, on both sides of (3.36), taking a derivative with respect to p and then letting p ↓ 0 will lead to q) . ( and integrate with respect to x from −∞ to ∞, then we can also obtain the right-hand side of (3.37) after some routine algebra.
Therefore, both sides of (3.31) have the same Laplace (or Fourier) transform.
In addition, note that both sides of (3.31) are continuous on (−∞, b) and [b, ∞) (for the left-hand side of (3.31), one can show this conclusion through similar computations as in (3.7) and (3.8)). Then (3.31) is derived.
Remark 3.2. The method used in deriving Corollary 3.2 in Zhou and Wu (2015) cannot be applied to derive the above Corollary 3.2, because now we cannot make sure that lim p↓0 β m,ξ = β m,q holds.
Applying integration by part yields
Therefore, the probability P x U e(q) < b can be obtained from Corollary 3.2.
More interestingly, we have 39) which can be proved by noting that 1+
n in the numerator of f 0 (x) in (3.33) (which can be seen from (3.23)) and using (2.11) and (2.17).
Remark 3.3. Note that
where
Thus, loosely speaking, we can think that (3.43) In the following, as in Remark 3.1, we again consider the special case that σ = 0 and µ = α = 0 in (3.39). In this case, we have
Because X is a compound Poisson process with jumps having continuous density function, we have P x X e(q) = b = 0 for x = b. Thus, if we denote by T 1 the first jump time of X, then we immediately obtain that (3.45) where the second equality is due to the fact that T 1 is an exponential random variable with parameter λ + + λ − and independent of e(q).
Therefore, we have
(3.46)
Remark 3.4. Formulas (3.46) and (3.39) with σ = 0 and µ = α = 0 are consistent, which will be illustrated in this remark. Recall the function ψ(z)
given by (2.10) with σ = 0 and µ = 0, and observe that ψ(z) =ψ(z) when α = 0. Besides, we have
Thus, from Lemmas 2.1 and 2.3, for given q > 0, ψ(z) − q can be written as
which combined with ψ(0) = 0, leads to
which gives the wanted identity.
A particular case and a conjecture
In this section, we will consider a particular case, under which expressions for 
and for 1 ≤ n ≤ N − q ,
where for 1
. and (4.4) have the same forms as (3.11) and (3.38) in Zhou and Wu (2015) .
Remark 4.2. In Kuznetsov (2012) , for almost all q > 0, the author has showed that equation ψ(z) = q with ψ(z) given by (2.10) only has simple solutions (see Proposition 1 in that paper). Therefore, if someone is only interested in our results for just one q, then he/she can use (4.1) and (4.4) safely. But if one needs the results for many different values of q, e.g., when he/she wants to calculate the expectation of the total time of deducting fees as in Zhou and Wu (2015) , (3.1) and (3.31) are the best choice.
A conjecture
In the proof of Corollary 3.2, for given q > 0 and −γ 1,q < Re(φ) < 0, we have shown that where the second equality is due to (3.31), (3.38) and the condition −γ 1,q < Re(φ) < 0. Thus, it follows from (4.7) and (4.8) that Note that identity (4.9) can be extended to φ with Re(φ) = 0.
Conjecture 1. Identity (4.9) holds for an arbitrary Lévy process X with Re(φ) = 0.
Remark 4.3. To prove Conjecture 1, one needs first to confirm that equation (2.5) exists a unique strong solution U for an arbitrary Lévy process X, and then to establish the identity (4.9). As stated in Remark 2 of Kyprianou and Loedden (2010) , the difficulty of proving the existence of a strong solution to (2.5) lies with the case that X has paths of unbounded variation without Gaussian component. For the second step, as the process X in (2.1) is quite general and can be used to approximate any other Lévy process, identity (4.9) for an arbitrary Lévy process could be established by using an approximating procedure.
The proof of this conjecture is beyond the scope of this paper, and we leave it to future research.
A very special case of Conjecture 1 is α = 0 in (2.5), under which the three processes X, Y and U are equal. In this case, we can confirm this conjecture as follows:
e −φ(x−b) d P x X e(q) < b = E e φX e(q) = E e φX e(q) E e φX e(q) , is the negative Wiener-Hopf factor of X. There are massive papers investigating Wiener-Hopf factors of Lévy process and their applications, see among others, Kuznetsov (2010) and Kuznetsov and Peng (2012) . With the known results on Wiener-Hopf factors, we believe that Conjecture 1 (after being proved) will play a significant role in the investigation and application of occupation times of general refracted Lévy process.
Conclusion
In this paper, we consider the problem of calculating occupation times of a refracted Lévy process. Under a general jump diffusion process with jumps having rational Laplace transform, we have derived formulas for the Laplace transform of occupation times of the corresponding refracted Lévy process. What's more, we obtain a very useful identity, which describes a relationship between occupation times of refracted Lévy processes and Wiener-Hopf factors of Lévy processes. This identity is conjectured to hold for arbitrary Lévy processes, whose proof is left to future research.
