In this paper we study general l p regularized unconstrained matrix minimization problems. In particular, we first introduce a class of first-order stationary points for them. And we show that the first-order stationary points introduced in [11] for an l p regularized vector minimization problem are equivalent to those of an l p regularized matrix minimization reformulation. We also establish that any local minimizer of the l p regularized matrix minimization problems must be a first-order stationary point. Moreover, we derive lower bounds for nonzero singular values of the first-order stationary points and hence also of the local minimizers for the l p matrix minimization problems. The iterative reweighted singular value minimization (IRSVM) approaches are then proposed to solve these problems in which each subproblem has a closed-form solution. We show that any accumulation point of the sequence generated by these methods is a firstorder stationary point of the problems. In addition, we study a nonmontone proximal gradient (NPG) method for solving the l p matrix minimization problems and establish its global convergence. Our computational results demonstrate that the IRSVM and NPG methods generally outperform some existing state-of-the-art methods in terms of solution quality and/or speed. Moreover, the IRSVM methods are slightly faster than the NPG method.
Introduction
Over the last decade, finding a low-rank solution to a system or an optimization problem has attracted a great deal of attention in science and engineering. Numerous optimization models and methods have been proposed for it (e.g., see [15, 32, 27, 34, 36, 28, 18, 23, 26] ). In this paper we are interested in one of those models, namely, the l p regularized unconstrained nonlinear matrix optimization problem min X∈ m×n F (X) := f (X) + λ X p p (1) for some λ > 0 and p ∈ (0, 1), where f is a smooth function with L f -Lipschitz-continuous gradient in m×n , that is,
and f is bounded below in m×n . Here, X p := ( r i=1 σ i (X) p ) 1/p for any X ∈ m×n , where r = rank(X) and σ i (X) denotes the ith largest singular value of X. One can observe that as p ↓ 0, problem (1) approaches the rank minimization problem
which is an exact formulation of finding a low-rank matrix to minimize f . In addition, as p ↑ 1, problem (1) approaches the so-called nuclear (or trace) norm minimization problem
which is a widely used convex relaxation for (3) . In the context of low-rank matrix completion, model (4) has shown to be extremely effective in finding a low-rank matrix to minimize f . A variety of efficient methods were recently proposed for solving (4) (e.g., see [27, 34] ). Since problem (1) is intermediate between problems (3) and (4), one can expect that it is also capable of seeking out a low-rank matrix to minimize f . This has indeed been demonstrated in the context of matrix completion and network localization by extensive computational studies in [23, 21] . One can observe that if f only depends on the diagonal entries of X, problem (1) is equivalent to an l p regularized unconstrained vector minimization problem in the form of
where
1/p for any x ∈ l . Problem (5) and its variants have been widely studied in the literature for recovering sparse vectors (e.g., see [7, 8, 9, 17, 38, 22, 12, 13, 14, 30, 10, 19, 33, 3, 11] ). Efficient iterative reweighted l 1 (IRL 1 ) and l 2 (IRL 2 ) minimization algorithms were also proposed for finding an approximate solution to (5) or its variants (e.g., see [31, 9, 17, 14, 22, 13, 23, 25] ).
Recently, Ji et al. [21] proposed an interior-point method for finding an approximate solution to a class of l p regularized matrix optimization problems arising in network localization. Lai et al. [23] proposed an iterative reweighted least squares (IRLS) method for solving (1) with a convex quadratic function f , which is an extension of the IRL 2 method that was proposed in the same paper for (5) . In addition, Fornasier et al. [18] , and Mohan and Fazel [28] extended the IRL 2 method, which was proposed in [14] for solving the linear constrained l p regularized vector optimization problems, to solve the corresponding matrix optimization problems, that is, min
where A : m×n → l is a linear operator, and b ∈ l . In each iteration, these methods solve a certain convex quadratic programming problem that has a closed-form solution. They are so called iterative reweighted least squares (IRLS) methods in the literature. It is wellknown that the IRL 2 methods when applied to (5) or its variants generally do not produce a sparse solution. Similarly, the IRLS methods usually does not generate a low-rank solution either, and thus a post-processing scheme based on singular value thresholding is often used to obtain a low-rank solution. Unlike the IRL 2 methods, the IRL 1 methods tend to produce a sparse solution when applied to (5) or its variants. One can naturally expect that the iterative reweighted singular value minimization (IRSVM) methods, namely, the counterpart of the IRL 1 methods for (1) , are also capable of yielding a low-rank solution of (1) without the aid of a post-processing. Nevertheless, the extension of the IRL 1 methods to solve (1) or its variants have not yet been studied in the literature.
In this paper we first introduce a class of first-order stationary points to problem (1) . We show that the first-order stationary points introduced in [11] for (5) are equivalent to those of an l p regularized matrix minimization problem. Also, we establish that any local minimizer of problem (1) must be a stationary point. Moreover, we derive lower bounds for nonzero singular values of the first-order stationary points and hence also of the local minimizers of (1). Then we extend two IRL 1 methods proposed in [25] to solve (1) , and the resulting IRSVM methods per iteration solve a weighted singular value minimization subproblem which has a closedform solution. And we show that any accumulation point of the sequence generated by these methods is a first-order stationary point of problem (1) . In addition, we study a nonmontone proximal gradient (NPG) method for solving (1) and establish its global convergence. Finally we conduct numerical experiments to compare the IRSVM and NPG methods with some state-of-the-art methods in the literature. The computational results demonstrate that the IRSVM and NPG methods generally outperform those methods in terms of solution quality and/or speed. Moreover, the IRSVM methods are slightly faster than the NPG method.
The outline of this paper is as follows. In subsection 1.1, we introduce some notations that are used in the paper. In section 2, we introduce first-order stationary points for problem (1) and study some properties for them. In section 3, we extend two IRL 1 methods proposed in [25] to solve (1), and establish their convergence. In addition, we study a nonmontone proximal gradient method for solving (1) in section 4 and establish its convergence. We conduct numerical experiments in section 5 to compare the IRSVM and NPG methods with some state-of-the-art methods proposed in the literature. Finally, in section 6 we present some concluding remarks.
Notation
The set of all n-dimensional nonnegative (resp., positive) vectors is denoted by n + (resp., n ++ ). x ≥ 0 (resp., x > 0) means that x ∈ n + (resp., x ∈ n ++ ). Given any x ∈ n and a scalar α, |x| α (resp., x α ) denotes an n-dimensional vector whose ith component is |x i | α (resp., x α i ). Given an index set B ⊆ {1, . . . , n}, x B denotes the sub-vector of x indexed by B. Diag(x) or Diag(x 1 , . . . , x n ) denotes an n × n diagonal matrix whose diagonal is formed by the vector x. Given any x, y ∈ n , x•y denotes the Hadamard product of x and y, namely, (x•y) i = x i y i for all i.
The space of m × n matrices is denoted by m×n . Given any X ∈ m×n , the Frobenius norm of X is denoted by X F , namely, X F = tr(XX T ), where tr(·) denotes the trace of a matrix. The entry-wise infinity norm of X is denoted by X max , that is, X max = max ij |X ij |. For X ∈ m×n , let σ i (X) denote the ith largest singular value of X for i = 1, . . . , min(m, n), σ(X) = (σ 1 (X), . . . , σ r (X))
T , and
where r = rank(X). Given any X, Y ∈ m×n , the standard inner product of X and Y is denoted by X, Y , that is, X, Y = tr(XY T ). If a symmetric matrix X is positive semidefinite (resp., definite), we write X 0 (resp., X 0). Given a positive definite diagonal matrix D and a scalar α, we define D α as a diagonal matrix whose ith diagonal entry
In addition, for a square matrix X, diag(X) denotes the vector extracted from its diagonal.
Finally, |Ω| denotes the cardinality of a finite set Ω. For any α < 0, we define 0 α = ∞. The sign operator is denoted by sgn, that is,
It follows from the early assumption on f that −∞ < f < ∞.
2 Stationary points of (1) and lower bounds of their nonzero singular values
In this section we first introduce a class of first-order stationary points for problem (1) . Then we show that the first-order stationary points of (5) as defined in [12] are equivalent to those of an l p regularized matrix minimization reformulation. Also, we show that any local minimizer of (1) is a first-order stationary point. Finally, we derive lower bounds for nonzero singular values of the first-order stationary points and hence also of the local minimizers of problem (1) .
Chen et al. [11] recently introduced a class of first-order stationary points for some nonLipschitz optimization problems which include (5) as a special case. Specifically, x * ∈ l is a first-order stationary point of (5) if
where X * = Diag(x * ). It is not hard to observe that (5) is equivalent to the matrix minimization problem min
where h(X) = h(diag(X)) for all X ∈ l×l . As we later show, the aforementioned firstorder stationary points of (5) are equivalent to those given in Definition 1 for the matrix minimization problem (10) . Therefore, our definition of the first-order stationary points for (1) is a natural extension of that introduced in [11] for (5) .
Before proceeding, we establish two technical lemmas that will be used subsequently.
Assume that Z is nonsingular and
Proof. Post-multiplying G on both sides of (11), and using (12) and G T G = I, one has
It follows thatŪ Z = 0, which together with the nonsingularity of Z implies thatŪ = 0. In addition, pre-multiplying E T on both sides of (11) and using a similar argument as above, one can show thatV = 0. Finally, U T U = V T V = I follows from (12),Ū = 0,V = 0 and
Then there hold:
Proof. (i) We first show that DU = U D. Indeed, it follows from (13) and
This relation implies that (
Since D 0, one has D + D 2 ii I 0. Using this and (14), we see that (D − D ii I)U i = 0 for all i and hence DU = U D. This together with (13) implies that
Using this relation and the nonsingularity of D, we obtain U V T = I, which along with V T V = I yields U = V as desired.
(ii) Let 1 ≤ i ≤ r be arbitrarily chosen, and let
Recall from the proof of statement (i) that (D−D ii )U i = 0. Hence, U ij = 0 for all j ∈ J . Using this fact, one can observe that (D α −D α ii )U i = 0, which together with the arbitrarity of i yields
In view of this and
for every scalar α.
We are now ready to establish that the first-order stationary points of (5) are equivalent to those as given in Definition 1 for problem (10 
Since X * satisfies (8) with f replaced by h, there exists some (U, V ) ∈ M(X * ) such that
Note that h(·) = h(diag(·)). Hence, ∇ h(X * ) = Diag(∇h(x * )). Using this and (16), one has
Let U B , V B ∈ r×r and UB, VB ∈ (l−r) × r such that
This, together with (U, V ) ∈ M(X * ), (6) and (15), yields
It then follows from Lemma 2.1 that UB = VB = 0 and U Post-multiplying it by Diag(sgn(x * B )), one can obtain that 
In view of (17), |x * B | = σ(X * ) and UB = VB = 0, one has
Using this relation,V B = Diag (sgn(x * B )) V B and U B =V B , we obtain that
In view of this relation, (20) , and the invertibility of U B , one can conclude that
which, along with the definitions of sgn and X * and the fact that x * i = 0 for i / ∈ B, implies that x * satisfies (9). (⇒) Suppose that x * is a first-order stationary point of (5), that is, x * satisfies (9) . Let X * = Diag(x * ), B = {i : x * i = 0}, and I B the submatrix of the l × l identity matrix I, consisting of the rows indexed by B. Clearly, there exists a permutation matrix Q ∈ r×r such that
Let
Using these and (21), one can observe that U T U = V T V = I, and moreover,
Hence, (U, V ) ∈ M(X * ). In addition, it follows from (9) that
which together with (22) and the definition of I B leads to
Pre-and post-multiplying this equality by Q T and Q, respectively, and using the definitions of U and V , one can obtain that
The conclusion follows from this equality, ∇ h(X * ) = Diag(∇h(x * )), and (U, V ) ∈ M(X * ).
We next show that any local minimizer of (1) is a first-order stationary point of the problem.
Theorem 2.4 Let X
* be a local minimizer of problem (1). Then X * is a stationary point of
and r = rank(X * ). By the assumption that X * is a local minimizer of (1), one can see that 0 is a local minimizer of the problem min
This, together with the relation X * =Ū Diag(σ(X * ))V T , implies that 0 is a local minimizer of the problem min
By [24, Theorem 3.7] and the definition of M(·), the Clarke subdifferential of w at Z = 0 is given by
Since 0 is a local minimizer of problem (23), the first-order optimality condition of (23) yields 0 ∈ ∂w(0). Hence, there exists some (U σ , V σ ) ∈ M(Diag(σ(X * ))) such that
Pre-and post-multiplying it by U T σ and V σ , respectively, and using U
which together with (24) implies that (8) holds at X * .
Before ending this section we derive lower bounds for the nonzero singular values of the first-order stationary points and hence also of the local minimizers of problem (1).
Theorem 2.5 Let X
* be a first-order stationary point of (1) satisfying
, L f and f be defined in (2) and (7) , respectively. Then there holds:
Proof. Since f satisfies (2), it is well-known that
Substituting X = X * and Y = X * − ∇f (X * )/L f into the above inequality, we obtain that
Note that
Using these relations and (26), we have
Since X * is a first-order stationary point of (1), we know that X * satisfies (8) for some (U, V ) ∈ M(X * ). Using (8) and p ∈ (0, 1), we obtain that for every i ∈ B,
Since (U, V ) ∈ M(X * ), we know that U T U = V T V = I. By these relations, it is not hard to see that
which together with (28) yields
Using this relation, (27) , and p ∈ (0, 1), one can see that (25) holds.
3 Iterative reweighted singular value minimization methods for (1)
In this section we extend two IRL 1 methods proposed by Lu [25] for solving l p regularized vector minimization problem to solve problem (1). The resulting methods are referred to as iterative reweighted singular value minimization (IRSVM) methods. Throughout this section, we set l := min(m, n).
We start by reviewing a technical result that was established by Lu and Zhang [26] and will play a crucial role in our subsequent convergence analysis of the IRSVM methods. Let U n denote the set of all unitary matrices in n×n . A norm · is a unitarily invariant norm on
The following result shows that a class of matrix optimization problems over a certain subset of m×n can be solved as lower dimensional vector optimization problems. Its proof is given in [26, Proposition 2.1] .
Lemma 3.1 Let A ∈ m×n be given, l = min(m, n), and let the operator D : l → m×n be defined as follows:
Suppose that · is a unitarily invariant norm on m×n , Θ : m×n → is a unitarily invariant function, and that X ⊆ m×n is a unitarily invariant set. Assume that φ is a nondecreasing function on [0, ∞). Let U ΣV T be the singular value decomposition of A. Then
where x * ∈ l is an optimal solution of the problem
As a consequence of Lemma 3.1, we can show that the following weighted singular value minimization (WSVM) problem, which is in the same form as the subproblems of the IRSVM methods presented subsequently, has a closed-form solution. It thus offers a tool for solving the subproblems of the IRSVM methods.
Let U Diag(d)V T be the singular value decomposition of B − C/L, and
Proof. One can observe that problem (29) is equivalent to
Let x * be defined above. Note that L > 0, and d, s ∈ l + . Using this fact, it is not hard to see that
T is an optimal solution of (30) . Due to the equivalence of (29) and (30), X * is also an optimal solution of (29).
The first IRSVM method for (1)
In this subsection we present the first IRSVM method for (1), which is an extension of an IRL 1 method (namely, [25, Algorithm 5] ) that was proposed for solving l p regularized vector minimization in the form of (5), and study its convergence. DefineF
where l = min(m, n).
n be a sequence of non-increasing positive vectors converging to 0. Choose an arbitrary X 0 ∈ m×n and set
1a) Apply Corollary 3.2 to find a solution to the WSVM subproblem
is satisfied, then go to step 2).
1c) Set L k ← τ L k and go to step 1a).
2) Set k ← k + 1 and go to step 1).
end
The following theorem states that for each outer iteration of the above method, the number of its inner iterations is uniformly bounded. Its proof follows from the fact that { k } is nonincreasing and a similar argument as used in the proof of [25, Theorem 3.7] . Theorem 3.3 For each k ≥ 0, the inner termination criterion (32) is satisfied after at most
We next show that the sequence {X k } generated by the first IRSVM method is bounded, and moreover, any accumulation point of {X k } is a first-order stationary point of (1).
Theorem 3.4 Suppose that {
k } is a sequence of non-increasing positive vectors in n and k → 0 as k → ∞. Let the sequence {X k } be generated by the first IRSVM method. There hold:
(ii) Let X * be any accumulation point of {X k }. Then X * is a first-order stationary point of (1), i.e., (8) holds at X * . Moreover, the nonzero entries of X * satisfy the bound (25)
Proof. (i) Using (32) and an inductive argument, we can conclude thatF k (X k ) ≤F 0 (X 0 ) for all k. This together with (7) , k > 0, and the definition ofF implies that
From the proof of statement of (i) and the assumption that { k } is non-increasing, we know that
Observe thatF (X), viewed as a function of (X, ), is uniformly continuous in Ω. Using this fact, (32), { k } → 0, and a similar argument as used in the proof of [37, Lemma 4] , one can show that X k+1 − X k → 0. LetL k denote the final value of L k at the kth outer iteration. Clearly,L k ≥ L min > 0. Moreover, it follows from Theorem 3.3 that {L k } is bounded. As mentioned in Algorithm 1, X k+1 is the solution of the subproblem (31) with L k =L k found by applying Corollary 3.2. Let
consists of all singular values of Z k arranged in descending order. It then follows from (31) and Corollary 3.2 that
Suppose that X * is an accumulation point of {X k }. Then there exists a subsequence K such that {X k } K → X * . This together with k → 0 and s
1 Notice that {s } is generally not in descending order either. 
By the boundedness of {X
Since d
Using this relation, (33), (36) , and x * 1 ≥ · · · ≥ x * l ≥ 0, it is not hard to show that
Let r = rank(X * ). One can observe from (37) that there exists some k 0 > 0 such that x k+1 i > 0 for all 1 ≤ i ≤ r and k ∈ K 0 = {i ∈ K : i > k 0 }. It then follows from (34) that
Using (33) and
which together with
Substituting it into (38), we obtain that for all k ∈ K 0 ,
Upon pre-and post-multiplying (39) by (Ū k )
T andV k , and using (
Notice that {Ū k } K and {V k } K are bounded. Without loss of generality, assume that {Ū k } K → U * and {V k } K →V * (one can consider their convergent subsequence if necessary). Using (35), the boundedness of {L k }, X k+1 − X k → 0 and X k → X * as k ∈ K → ∞, and taking limits on both sides of (40) as k ∈ K 0 → ∞, we have
Using this relation and (41), we can conlcude that (8) holds at X * with U =Ū * , V =V * . Finally, recall thatF k (X k ) ≤F 0 (X 0 ) for all k. This together with the definition ofF (·) implies that
Taking limits on both sides as k ∈ K → ∞, one has F (X * ) ≤F 0 (X 0 ). The second part of statement (ii) then follows from this relation and Theorem 2.5.
* and K be defined as in the proof of Theorem 3.4. We know that
Using this fact and (42), one can observe that
Therefore, one suitable termination criterion for the first IRSVM method is
for some prescribed accuracy parameterε. 2 In the context of l p regularized vector minimization, a result similar to (40) was derived in the proof of [25, Theorem 3.8] by using the first-order optimality condition of a subproblem similar to (31). It is not hard to observe that under the assumption σ 1 (X k+1 ) > · · · > σ r+1 (X k+1 ), (40) can be derived analogously by using the Clarke subdifferential of singular values (see [24, Corollary 6.4] ) and the first-order optimality condition of (31) . The assumption, however, generally does not hold and thus this traditional approach is not applicable here. Instead, our approach is based on exploiting the structure of (31), which is substantially different from the traditional approach.
The second IRSVM method for (1)
In this subsection we extend another IRL 1 method (namely, [25, Algorithm 7] ) to solve problem (1) and establish a global convergence for the resulting IRSVM method.
Let q be such that 1
For any u > 0, let
Given any > 0, define
where l = min(m, n), and
By a similar argument as in the proof of [25, Proposition 2.6], it can be shown that F is locally Lipschitz continuous, and moreover,
Given any X 0 ∈ m×n , we define
We are now ready to present the second IRSVM method for solving (1), which is an extension of [25, Algorithm 7] proposed for solving l p regularized vector minimization in the form of (5).
Algorithm 2: The second IRSVM method for (1)
Let l = min(m, n), 0 < L min < L max , τ > 1, c > 0, and integer N ≥ 0 be given. Let q be defined in (45). Choose an arbitrary X 0 and ∈ ε(X 0 ). Set k = 0.
k . 1a) Apply Corollary 3.2 to find a solution to the WSVM subproblem
is satisfied, where F is defined in (47), then go to step 2).
end
The following result states that for each outer iteration of the above method, the number of its inner iterations is uniformly bounded. Its proof is similar to that of [25, Theorem 4.2] .
Theorem 3.5 For each k ≥ 0, the inner termination criterion (32) is satisfied after at most
We next establish that the sequence {X k } generated by the second IRSVM method is bounded and moreover any accumulation point of {X k } is a stationary point of (1).
Theorem 3.6 Let the sequence {X k } be generated by the second IRSVM method. Assume that ∈ ε(X 0 ), where ε(X 0 ) is defined in (50). There hold:
(ii) Let X * be any accumulation point of {X k }. Then X * is a stationary point of (1), i.e., (8) holds at X * . Moreover, the nonzero entries of X * satisfy the bound (25).
Proof. (i) Using (52) and an inductive argument, we can conclude that F (X k ) ≤ F (X 0 ) for all k. This together with (49) implies that F (x k ) ≤ F (X 0 ). Using this relation, (1) and (7), we see that X k p p ≤ (F (X 0 ) − f )/λ and hence {X k } is bounded. (ii) From the proof of statement of (i), we know that
Observe that F is uniformly continuous in Ω. Using this fact, (32) , and a similar argument as used in the proof of [37, Lemma 4] , one can show that X k+1 − X k → 0. LetL k denote the final value of L k at the kth outer iteration. It follows from Theorem 3.5 that {L k } is bounded. As observed from Algorithm 2, X k+1 is the solution of the subproblem (51) with
consists of all singular values of Z k arranged in descending order. It then follows from (51) and Corollary 3.2 that
By the definitions of d k and s k , we know that d . This relation and (53) yields
Suppose that X * is an accumulation point of {X k }. Then there exists a subsequence K such that {X k } K → X * . Due to X k+1 −X k → 0 and {X k } K → X * , we also have {X k+1 } K → X * . This along with (55) leads to {x
Let r = rank(X * ). One can observe from (56) that there exists some k 0 > 0 such that x k+1 i > 0 for all 1 ≤ i ≤ r and k ∈ K 0 = {i ∈ K : i > k 0 }. Using this fact, (54), and a similar argument as used in the proof of Theorem 3.4, we can show that for all k ∈ K 0 ,
Without loss of generality, assume that {Ū k } K → U * and {V k } K →V * (one can consider their convergent subsequence if necessary). Using (56), the boundedness of {L k }, X k+1 − X k → 0, and X k → X * as k ∈ K → ∞, and taking limits on both sides of (57) as k ∈ K 0 → ∞, we have
Similar to the proof of Theorem 3.4, one can show that (Ū * ,V * ) ∈ M(X * ). Recall that
Using this relation, the continuity of F and
, which together with (49) yields
Using this relation and similar arguments as for deriving (27) , we see that (27) also holds for such X * . It then follows from (27) , (58), and (Ū * )
We now claim that σ i (X * ) > u q−1 for all 1 ≤ i ≤ r, where u is defined in (48). Suppose for contradiction that there exists some 1 ≤ i ≤ r such that 0 < σ i (X * ) < u q−1 . It then follows from (59) that
Using this relation and (61), we have
which contradicts with the assumption ∈ ε(X 0 ). Therefore, σ i (X * ) > u q−1 for all 1 ≤ i ≤ r. Using this relation, (59) and (45), we see that
Substituting it into (58), we obtain that
Using this relation and (Ū * ,V * ) ∈ M(X * ), we can conlcude that (8) holds at X * with U =Ū * , V =V * . Finally, recall from (60) that F (X * ) ≤ F (X 0 ) + . Using this relation and Theorem 2.5, we immediately see that the second part of statement (ii) also holds.
Remark. Let U k , V k and K be defined as in the proof of Theorem 3.6. By a similar argument as for the first IRSVM method, one can show that (43) also holds for the second IRSVM method with the above U k , V k and K. Therefore, (44) with these U k and V k can also be used as a termination criterion for the second IRSVM method.
Nonmonotone proximal gradient method for (1)
In this section we study a nonmonotone proximal gradient (NPG) method for solving problem (1), which is an extension of the method proposed by Wright et al. [37] for minimizing sum of a Lipschitz continuously differentiable function and a possibly nonsmooth function.
Before proceeding, we establish that the following special l p regularized matrix minimization problem, which is in the same form as the subproblems of the NPG method presented below, can be solved as a lower-dimensional vector minimization problem. Since the latter problem is separable and can be suitably solved, this provides an efficient tool for solving the subproblems of the NPG method.
Lemma 4.1 Given any B, C ∈ m×n , and L, λ > 0, consider the proximal l p regularized matrix minimization problem
Let U Diag(d)V T be the singular value decomposition of B − C/L, l = min(m, n), and
T is an optimal solution to problem (62).
Proof. One can observe that problem (62) is equivalent to
The conclusion immediately follows from Lemma 3.1 with Θ(X) = λ X p p , φ(t) = Lt 2 /2 and · = · F .
We are now ready to present an NPG method for solving problem (1).
Algorithm 3: A nonmonotone proximal gradient (NPG) method for (1) Let 0 < L min < L max , τ > 1, c > 0 and integer N ≥ 0 be given. Choose an arbitrary X 0 ∈ m×n and set k = 0.
1a) Apply Lemma 4.1 to solve the subproblem
end
We first state that for each outer iteration of the above method, the number of its inner iterations is uniformly bounded. Its proof is similar to that of [25, Theorem 4.2] . Theorem 4.2 For each k ≥ 0, the inner termination criterion (64) is satisfied after at most
We next establish that the sequence {X k } generated above is bounded and moreover any accumulation point of {X k } is a stationary point of problem (1).
Theorem 4.3 Let {X k } be the sequence generated by the above NPG method. There hold:
(i) The sequence {X k } is bounded.
(ii) Let X * be any accumulation point of {X k }. Then X * is a stationary point of (1). Moreover, the nonzero entries of X * satisfy the bound (25) with = 0.
Proof. (i) Using (64) and an inductive argument, one can see that F (X k ) ≤ F (X 0 ) for all k. Using this fact and (7), we have
(ii) Using (64) and a similar proof as in [37] , one can show that X k+1 − X k → 0. Let L k denote the final value of L k at the kth outer iteration. It follows from Theorem 4.2 that {L k } is bounded. As observed from Algorithm 3, X k+1 is the solution of the subproblem (63) with L k =L k found by applying Lemma 4.
consists of all singular values of Z k arranged in descending order. It then follows from (63) and Lemma 4.1 that
Suppose that X * is an accumulation point of {X k }. Then there exists a subsequence K such that {X k } K → X * , which together with
Without loss of generality, assume that {x
} is in descending order (one can rearrange the components of x k+1 and d k and the columns of U k and V k if necessary). It then follows from (65) and {X k } K → X * that for all i,
Let r = rank(X * ). One can observe from (67) that there exists some k 0 > 0 such that x k+1 i > 0 for all 1 ≤ i ≤ r and k ∈ K 0 = {i ∈ K : i > k 0 }. By the first-order optimality conditions of (66), we haveL
Using this relation and a similar argument as used in the proof of Theorem 3.4, one can show that for all k ∈ K 0 ,
The rest of the proof follows from (67), (68), and a similar argument as used in the proof of Theorem 3.4.
Remark. By a similar argument as for the IRSVM methods, (44) with U k , V k given in the proof of Theorem 4.3 can be used as a termination criterion for the NPG method.
Numerical results
In this section we conduct numerical experiments to test the performance of the IRSVM methods (Algorithms 1 and 2) and the NPG method (Algorithm 3) proposed in sections 3 and 4 by applying them to solve the matrix completion problem. In particular, we apply these methods to problem (1) with
where M ∈ m×n , Ω is a subset of index pairs (i, j), and P Ω (·) is the projection onto the subspace of sparse matrices with nonzeros restricted to the index subset Ω. For convenience of presentation, we name the IRSVM methods as IRSVM-1 (Algorithm 1) and IRSVM-2 (Algorithm 2), respectively. In addition, the codes of all methods tested in this section are written in MATLAB and all experiments are performed in MATLAB 7.14.0 (2012a) on a desktop with an Intel Core i7-3770 CPU (3.40 GHz) and 16GB RAM running 64-bit Windows 7 Enterprise (Service Pack 1).
We terminate IRSVM-1, IRSVM-2 and NPG according to the criterion (44). In addition, we apply a continuation technique to IRSVM-1, IRSVM-2, and NPG, which is similar to the one used in APGL [34] . In detail, set λ to be the target parameter, and let {λ 0 , λ 1 , . . . , λ = λ} be a set of parameters in descending order. We start with X 0 = P Ω (M ) and apply a method to problem (1) with λ replaced by λ 0 to find an approximate solution, denoted by X (0) . Then we use X (0) as the initial point and apply the same method to (1) with λ replaced by λ 1 to obtain an approximate solution, denoted by X (1) . This process is repeated until the target parameter λ is reached and its approximate solution is found.
For IRSVM-1, IRSVM-2, and NPG, we set L min = 10 −2 , L max = 1, c = 10 −4 , τ = 2, N = 10, and L 0 0 = 1. And we update L 0 k by the same strategy as used in [1, 4, 37] , that is,
. In addition, we set k = 0.5 k e for IRSVM-1, where e is the all-ones vector. For IRSVM-2, is chosen to be the one within 10
to the supremum of ε(X 0 ) that is defined in (50) with f being replaced by 0. Given an approximate recovery X * for M , the relative error is defined as
We adopt the same criterion as used in [32, 5] , and say a matrix M is successfully recovered by X * if the corresponding relative error is less than 10 −3 .
Matrix completion with random data
In this subsection we conduct numerical experiments to test the performance of IRSVM-1, IRSVM-2, and NPG for solving (69) on random data. We also compare our methods with three other related methods, that is, APGL [34] , IRucLq-M [23] , and tIRucLq-M [23] . APGL solves a (convex) nuclear norm relaxation of (69) while IRucLq-M is an iterative reweighted least squares method and tIRucLq-M is a variant of IRucLq-M. We aim to recover a random matrix M ∈ m×n with rank r based on a subset of entries {M ij } (i,j)∈Ω . For this purpose, we randomly generate M and Ω by a similar procedure as described in [27] . In detail, we first generate random matrices M L ∈ m×r and M R ∈ n×r with i.i.d. standard Gaussian entries and let M = M L M T R . We then sample a subset Ω with sampling ratio SR uniformly at random, where SR = |Ω|/(mn). In our experiment, we set m = n = 200 and generate Ω with three different values of SR, which are 0.2, 0.5 and 0.8.
For each sample ratio SR and rank r, we apply IRSVM-1, IRSVM-2, NPG, APGL, IRucLq-M, and tIRucLq-M to solve (69) on 50 instances that are randomly generated above. In particular, we set a limit of 5000 on maximum number of iterations for all methods. In addition, we set tol = 10 −6 , K = 1.5r , λ = 10 −6 , q = 0.5 for IRucLq-M and tIRucLq-M, and set truncation = 1, truncation gap = 10, maxrank = 1.5r , µ 0 = 10
All other parameters for these three methods are chosen by default. For IRSVM-1, IRSVM-2 and NPG, we choose p = 0.5,ε = 10 −3 , λ 0 = 10, and λ = max(0.1λ −1 , 10 −6 ) for ≥ 1. The computational results are presented in Figures 1-3 . In detail, the left and right plots in each figure show the number of successfully recovered matrices and the CPU time (in seconds) of each method, respectively. One can see that the recoverability of IRSVM-1, IRSVM-2, and NPG are generally better than the other three methods. For example, when SR = 0.2 and r = 19, our three methods are capable of recovering almost all instances while APGL and tIRucLq-M recover none of the instances and IRucLq-M only recovers about half of the instances. For the instances that are successfully recovered by all six methods, the CPU time of IRSVM-1, IRSVM-2 and NPG is less than that of other three methods. Nevertheless, for the instances that fail to be recovered by APGL, IRucLq-M or tIRucLq-M, the CPU time of these methods is less than that of our three methods. In addition, we observe that IRSVM-2 is slightly faster than IRSVM-1 and NPG for these instances.
Matrix completion with image data
In this subsection we compare the performance of IRSVM-1, IRSVM-2 and NPG with APGL, IRucLq-M and tIRucLq-M for solving a grayscale image inpainting problem [2] , which was used in [23] for testing APGL and tIRcuLq-M. For an image inpainting problem, the goal is to fill the missing pixel values of the image at given pixel locations. As shown in [35, 29] , this problem can be solved as a matrix completion problem if the image is of low-rank. In our test, we consider two different grayscale images which are "pattern" and "boat" as shown in Figure 4 . In detail, "pattern" is a texture image with 224 × 224 pixels and rank 28. The image "boat" is obtained by first applying the singular value decomposition to the original image with 512 × 512 pixels and then truncating the decomposition so that the resulting image has rank 40.
We first apply all six methods to solve the image inpainting problem with three different sample ratios (SR = 0.1, 0.2, and 0.3). In particular, we set maxrank and K equal to the rank of the testing image, and tol=10 −3 for APGL, IRucLq-M and tIRucLq-M. In addition, we set ε = 5 × 10 −3 for IRSVM-1, IRSVM-2 and NPG. The other parameter settings for all methods are the same as those used in the random data experiment. We present the results of this experiment in Table 1 and Figures 5 and 6 . In Table 1 , the name of the images and the sample ratio SR are given in the first two columns. The results of all the methods in terms of relative error and CPU time (in seconds) are reported in columns three to fourteen. In Figures 5 and  6 , we display the sample images in the first column and the recovered images by different methods in the rest columns. One can observe that IRSVM-1, I RSVM-2 and NPG achieve smaller rel err than the other three methods. The CPU time of these methods is generally less than that of IRucLq-M. Though APGL and tIRucLq-M outperform the other methods in terms of CPU time, their rel err is much higher than that of the other four methods. In addition, we observe that IRSVM-1 and IRSVM-2 are slightly faster than NPG for these instances. 
Concluding remarks
In this paper we studied general l p regularized unconstrained matrix minimization problems (1) . In particular, we introduced a class of first-order stationary points for them. And we showed that the first-order stationary points introduced in [11] for an l p regularized vector minimization problem are equivalent to those of an l p regularized matrix minimization reformulation. Also, we established that any local minimizer of problem (1) must be a first-order stationary point. Moreover, we derived lower bounds for nonzero singular values of the firstorder stationary points and hence also of the local minimizers for problem (1) . The iterative reweighted singular value minimization (IRSVM) approaches were also proposed to solve these problems in which each subproblem has a closed-form solution. We showed that any accumulation point of the sequence generated by these methods is a first-order stationary point of the problems. In addition, we studied a nonmontone proximal gradient method for solving the l p matrix minimization problems and established its global convergence. Our computational results demonstrate that the IRSVM and NPG methods generally outperform some existing state-of-the-art methods in terms of solution quality and/or speed. Moreover, the IRSVM methods are slighly faster than the NPG method. Besides l p regularizer, there are some other popular nonconvex regularizers for producing a sparse solution of a system or a vector optimization problem (e.g., see [16, 6, 39, 40, 20] and references therein). They can be extended to find a low-rank solution of a matrix optimization problem. Though we only studied the l p regularized matrix minimization problems, most of the results and methods presented in this paper can be moderately modified for the matrix minimization problems with other regularizers by using the similar techniques developed in this paper.
