Many tracking applications need to deal with the randomly sampled measurements, for which the traditional recursive estimation method may fail. Moreover, getting the accurate dynamic model of the target becomes more difficult. Therefore, it is necessary to update the dynamic model with the real-time information of the tracking system. This paper provides a solution for the target tracking system with randomly sampling measurement. Here, the irregular sampling interval is transformed to a time-varying parameter by calculating the matrix exponential, and the dynamic parameter is estimated by the online estimated state with YuleWalker method, which is called the closed-loop estimation. The convergence condition of the closed-loop estimation is proved. Simulations and experiments show that the closed-loop estimation method can obtain good estimation performance, even with very high irregular rate of sampling interval, and the developed model has a strong advantage for the long trajectory tracking comparing the other models.
Introduction
Target tracking is the most important preliminary step for many higher-level analysis applications. Nowadays, some new sensors have been used in the tracking systems, such as the radio frequency identification (RFID) readers. The RFID stores and retrieves data through the electromagnetic transmission to an RF compatible integrated circuit. Once the tag gets close to the readers, the distance between the readers and tags can be got and sent to the data processing center. The measurements of RFID are randomly sampled [1] because of the data-driven measurement mechanisms. Datadriven approach has been used in many applications [2] , and the irregular sampling is one of the important issues in this approach.
In general, the video tracking system has to extract the visual information at each frame [3] , which costs much computing amount. In [4] , the target is tracked by some selected frames to reduce the calculation cost and achieve the real-time tracking, which also results in the randomly sampled tracking problem. If the output measurements are obtained at a set of irregular sampling times, the traditional recursive estimation from to + 1 may fail in general [5] . Both the model and the estimation method should be reconsidered.
Reference [6] transformed the randomly sampled measurement tracking to some time-varying parameters and used the current model to describe the processing model [7] [8] [9] [10] [11] , which assumes a priori probability density of the acceleration as Rayleigh density. Due to the randomly sampled measurement, this assumption is no longer satisfied.
Except the current model, there were several other models used in the tracking, such as constant-velocity (CV) model, constant acceleration model (CA), and Singer model (zero mean first-order Markov model) [12, 13] . The CV models [1] emphasize that the accelerations are small. In maneuvering target tracking, the inclusion of acceleration in the state vector would degrade tracking performance. The main attractive feature of this model is its simplicity. It is sometimes used in the maneuvering target tracking techniques, such as the so-called noise-level adjustment, when the maneuver is quite small or random. It is also simply referred to as the CA model or more precisely the nearly CA model. The Singer model regards the target acceleration 2 Mathematical Problems in Engineering as a first-order semi-Markov process with zero mean, which is in essence a priori model since it does not use online information on the target maneuver. Again because of the irregular sampling time, the priori model does not meet the actual dynamic model of the target.
The approach to update the system model online has attracted great interest of the researchers. For example, the interacting multiple model (IMM) [14, 15] method considers the change of the system dynamics as a Markovian parameter, whose transition probability is set based on the online estimation and then fusions several models for the tracking, while IMM suffers heavy computational burden on condition that the maneuvering target has complex motion. Moreover, the complex movement can also lead to frequent switch between different models, which can cause the tracking performance to decline. Another model [16, 17] estimated the state of a power system, where the bus voltages are transformed to a system parameter. But the works of this closed-loop estimation have not yet been involved in the randomly sampled tracking system. This paper will develop a joint state-and-parameter estimation method for the target tracking system with randomly sampled measurements, where the estimation problem is reformulated as two loosely coupled linear subproblems. This paper is organized as follows. Section 2 derives the system dynamic model under the random sampling time and gives the estimation method based on Kalman filter. The convergence of the algorithm is proved in Section 3. The simulations and experiments are provided in Section 4. Finally, some concluding remarks are given in Section 5.
System Model and Closed-Loop Estimation Method
We begin with the continuous dynamic model of the moving target. Let ,, and̈be the target location, velocity, and acceleration along a generic direction, and the state is expressed as = [ ,,] . Assume the nonzero mean acceleration satisfies( ) = ( ) + ( ), where ( ) is the mean of acceleration in the interval [0 ] and ( ) is a zero mean first-order stationary Markov process with variance 2 . We have( ) = − ( ) + ( ); is maneuver frequency and ( ) is zero mean processing white noise with variance 2 = 2 2 . The parameter = 1/ is the reciprocal of the maneuver time constant and thus depends on how long the maneuver lasts. For example, for an aircraft ≈ 60 s for a lazy turn and ≈ 10-20 s for an evasive maneuver. The parameter 2 = [ 2 ( )] is the "instantaneous variance" of the acceleration.
Then, we can obtain the acceleration satisfying( ) = −( ) + ( ) + ( ) and the following state-space representation of the continuous time model can be obtained:
where
and ( ) is process noise with the covariance matrix given by ( ) ∼ (0, 2 2 ). Assume the measurement data is obtained at the sampling time and the measurement equation is as follows:
where ( ) is measurement matrix and V( ) is measurement noise with the known variance ; that is, V( ) ∼ (0, ).
Model Discretization.
We can get the following by the differential equation (1):
We can see that for any known integration interval [ 0 , ], ( ) can be gotten at any time if the initial state ( 0 ), the parameters , , , ( ), and ( ) in [ 0 , ] are known.
Consider the time interval from −1 to and assume
we can have
Set th = − −1 ; we have the system matrix as
and the
( −1 ) with the covariance
Because the process matrix in (2) is not a full-rank matrix, we cannot calculate the matrix exponential th by the Lagrange-Hermite interpolation. Here, we use Laplace transform and have
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The matrix exponential th can be gotten by the inverse Laplace transform as
and by the similar approach, we can get the system parameter
and the variance of ( −1 ) as 
Then, we get the discrete state-space model of the tracking system as
] is the state of the system to be estimated and whose initial mean and covariance are known as 0 and 0 , ( ) and V( ) are white noise with zero mean and independent of the initial state 0 , ( ) is the measurement vector, ( ) is measurement matrices, and V( ) is measurement noise with known variance . Until now, the irregular sampling is turned to the varying-parameter system. We can see the same sampling interval is just a particular case of the random sampling problem. Therefore, the model of the randomly sampling tracking is a general one.
System Parameters Estimation.
Here, we assume the maneuver frequency and the variance of the acceleration 2 are not constant but variable and expressed as and 2 . From the processing model of (12), we have the discrete time equation of the acceleration as
where = − th and ( −1 ) is a zero mean white noise sequence with the variance
is the maneuver frequency at the sampling time . ( −1 ) is the mean of one interval, so we have ( ) = ( −1 ). Set ( ) =( ) − ( ); then we can obtain
Consider the estimation of acceleration̂( ) is a random process; we have
where is the number of data. For a first-order stationary Markov process (15), we have the statistics relation between the autocorrelation functions (0), (1) with the parameters and 2 by the Yule-Walker method [18] (0) = 1
Next, we can get and 2 by 2 = 2 /(1 − 2 ), = ln / − th , and then get the system parameters ( −1 ), ( −1 ), and ( −1 ) in process function (12).
Algorithm
Summary. Now we summarize the closedloop estimation algorithm for the randomly sampled measurements as follows. Mathematical Problems in Engineering
(2) Recursion ( := + 1) (a) System update: set th = − −1 and the system parameter aŝ
and the variance of the ( −1 ) aŝ 
(b) State prediction: consider
(c) State update: consider
( )
(d) Parameter adaptation: the mean of the acceleration
When ≤ 0 , the maneuver frequency is set to 0 and the covariance of the noise 2 is gotten by the following:
When > 0 , the parameter is updated by the followinĝ
The irregular sampling time −1 , and the interval th reflect in the time-varying parameters of the system, so we can conclude that the Kalman filter shown in (23)-(33) based on system (12) with system parameters (19)- (22) 
Proof of the Convergence
Based on the closed-loop estimation algorithm (18)-(33), we can see that the parameter used to estimate state is an estimated one and similarly the estimated states to calculate parameters and 2 have estimation errors too. Therefore, it is important to guarantee the convergence of the estimation of the states and parameters.
From (27), (29), and (33), we know if the estimation̂( | ) increased suddenly,̂( ) will increase greatly because the mean changes less than̂( | ), and 2 becomes large too.
Then, a very large positive 2 will be obtained, and̂( ) will also contain a large number of elements (here, we call it a big matrix). From the Riccati equation of Kalman filter
we find that ( +1 | ) will be a big matrix if̂( ) is a big one, and ( +1 ) will increase greatly. As a result, the esti- Then, we consider the solution of Riccati equation (34) on the condition that the system parameter matrix has errors, such aŝ=̃+Δ and̂=̃+Δ , wherẽandã re the actual system parameters and Δ and Δ are the errors of the system parameter. Unlike the research about the uncertainty system, here we do not know the actual system matrices̃and̃, but we can know the upper bound of the system parameterŝ( −1 ) and̂( −1 ), when 2 ≤ 
The perturbed discrete algebraic Riccati equation is as follows:
We know that (37) is equal to
Then, for any vector , we have
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That is,
We have
Then, by (41) and (42), we have
Next, by the relation of Hermite matrix and its eigenvalue, we have
Then, we have
Assume that ( ( ) ( ) ( )) > 0 and set
We have the following solution of (45):
Therefore, we can conclude that the maximum eigenvalue of estimation covariance has the upper bound shown as (47) if 2 ≤ 2 0 . If one step predictive covariance is bounded, that is, | ( | −1 )| ≤ 0 , then we know ( +1 | ) must be bounded by (47) with the fact that |̂( )| ≤ 0 . And based on (25), we know ( +1 ) must be a bounded matrix and̂( +1 | +1 ) must be bounded too.
Simulations and Experiments

The Estimation by Different Extraction Rate and Irregular
Rate. The method here is applied to a two-dimensional planar video tracking. Here, as a tracking problem, we just use the simple background and one target. The video gotten by the Image Capture Test Bed is shown in Figure 1 .
We control the car maneuvering on the test bed and catch the images of target movement by a stationary camera. For every image of the video, the target is extracted based on the color and then we get the measurement data of maneuvering target on the Image Capture Test Bed like Figure 2 .
We know that the camera catches the image under the same interval, and that will produce large amounts of image data. If we can use some of images in the video for tracking, the image storage and computation cost will greatly reduce. But "using some of images" means that the measurements no longer have the same sampling interval. Here, define the Extraction Rate as EXrate = extracted number of images from the video total number of images in the video × 100%
to describe the image compression rate. And define the Irregular Rate to measure the sampling interval as
The state for the target in the 2D space is ( ) = [ ( )( )( ) ( )( )( )]. The initial state estimate 0 and covariance 0 are assumed to be 0 = [ (0) 0 0 (0) 0 0] and 0 = diag (10, 10, 10, 10, 10, 10) .
We extract 243 images from a video with 491 images where EXrate = 49.49% and IRrate = 0.1043 and by the algorithm developed with the initial parameters 0 = 1/20, 2 0 = 10, 0 = 0, = 3, 0 = 3, we get the estimation of trajectory with estimation covariance 10.0881 along the horizontal axis and 8.1660 along the vertical axis, shown in Figure 3 . The estimation trajectories of horizontal and longitudinal axis is shown in Figure 4 and the estimation error are shown in Figure 5 .
To illustrate how the irregular rate affects estimation performance, the algorithm is used to estimate the target [12] , CA model [12] , Singer model [13] , current model [8] , and IMM [14] . We set the process noise covariance as = 1 for the CV and CA model and Table 2 and Figure 8 show RMSE 2D under the different IRrate and EXrate. We can see that the model here can get the better estimation performance than CV, CA, Singer model, current model, and IMM for almost all EXrate and IRrate. We also note that the current model needs the right parameter, or else the performance will become worse.
We note that in Figure 7 (f), the tracking error of the developed model is larger than current models II, III, and IMM, even CA. We find that there is a big estimation error at 5th second. The reason is that there are not enough data gotten to update the parameter at 0 = 4. Therefore, the estimation error is bigger. But we also note that the estimation error declined quickly, so the developed model has a strong advantage for the long trajectory tracking comparing the other models.
Another fact we also noticed is that though IRrate almost does not affect the tracking performance, it is obvious that low EXrate can decline the tracking performance. This is because the lower EXrate means less measured data gotten and less useful information that can be provided; therefore, the estimate is more inaccurate.
As to the sampling interval th , the lower EXrate means larger th . If the sampling interval th is large enough to break Shannon Sampling Theorem, the estimation performance will decline.
The Estimation of Video Target.
At last, we use the developed method to track a target in real scene. In order to decrease the calculation cost, we select some frames from the video according to the characteristics of the movement. That is, if we find that the target is stationary or moves slowly, then we discard these frames. We use a threshold to test whether a target makes a big maneuver or not. Obviously, a large threshold can make the calculation cost lower, but lower EXrate will make the performance decrease too.
So the threshold should be carefully selected to balance the calculation cost and performance. Here, we select 95 frames from 245 frames; EXrate and IRrate are 38.77% and 0.1367, respectively. Figure 9 gives the tracking results of number 1, 27, 40, 65, 74, 97, 128, 129, 158, 181, 189, and 226 frames in the video. The estimation of target is marked by "black" dot. The estimation covariance of RMSE 2D as 1.034 mm is obtained (the tracking area is 300 * 300 mm 2 ).
Conclusions
The main contribution of this paper is to model the realtime system dynamics at the random sampling points.
(1) By calculating the matrix exponential with inverse Laplace transform, the irregular sampling interval is transformed to time-varying parameters matrix of the system. (2) Based on the statistics relation between the autocorrelation function and the covariance of Markov random processing, the system model with online parameter is developed. The proof and the experimental results show that the developed method can get good tracking performance.
As an example, the developed method is used for the video tracking problem. According to the motion characteristics of the target, some frames are selected for the tracking purpose. The tracking results show that good tracking performance is obtained by a smaller amount of calculation.
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