We consider a symmetric positive definite weakly exchangeable infinite random matrix whose elements take a finite number of values and we prove that if the distribution of the matrix satisfies the Ghirlanda-Guerra identities then it is ultrametric with probability one.
Introduction and main result.
Let us consider an infinite random matrix R = (R l,l ′ ) l,l ′ ≥1 which is symmetric, nonnegative definite in a sense that (R l,l ′ ) 1≤l,l ′ ≤n is nonnegative definite for any n ≥ 1, and weakly exchangeable, which means that for any n ≥ 1 and for any permutation ρ of {1, . . . , n} the matrix (R ρ(l),ρ(l ′ ) ) 1≤l,l ′ ≤n has the same distribution as (R l,l ′ ) 1≤l,l ′ ≤n . We assume that diagonal elements R l,l = 1 and non-diagonal elements take only a finite number of values, P R 1,2 = q l = m l+1 − m l (1.1) for 1 ≤ l ≤ k and for some −1 ≤ q 1 < q 2 < . . . < q k ≤ 1 and 0 = m 1 < . . . < m k < m k+1 = 1. We say that the matrix R satisfies the Ghirlanda-Guerra identities ( [7] ) if for any n ≥ 2, any bounded functions f n = f (R l,l ′ ) 1≤l =l ′ ≤n and ψ : R → R,
Ef n ψ(R 1,n+1 ) = 1 n Ef n Eψ(R 1,2 ) + 1 n n l=2
Ef n ψ(R 1,l ). (1.2) In other words, conditionally on (R l,l ′ ) 1≤l =l ′ ≤n the law of R 1,n+1 is given by the mixture n −1 L(R 1,2 ) + n −1 n l=2 δ R 1,l . By the positivity principle of M. Talagrand (Theorem 6.6.2 in [15] , see also [10] ), the Ghirlanda-Guerra identities imply that R 1,2 ≥ 0 with probability one and, therefore, from now on we can assume that q 1 ≥ 0. However, this a priori assumption is really not necessary since it will also be clear from the proof that q 1 must be nonnegative. The main result of the paper is the following.
Theorem 1 Under assumptions (1.1) and (1.2), the matrix R is ultrametric, P R 2,3 ≥ min(R 1,2 , R 1,3 ) = 1.
(1.3)
Another way to express the event in (1.3) is to say that
This type of question originates in the setting of the Sherrington-Kirkpatrick model [14] where the matrix R corresponds to the matrix of the overlaps, or scalar products, of i.i.d. replicas from the random Gibbs measure. The ultrametricity property (1.3) was famously predicted by G. Parisi in [9] as a part of complete description of the expected behavior of the model, and it still remains an open mathematical problem. The Ghirlanda-Guerra identities are contained in the Parisi theory, but they were first proved rigorously in [7] in the sense that one can slightly perturb the parameters of the model such that on average over the perturbation (or for some specific choice of perturbed parameters, see [16] ) the Ghirlanda-Guerra identities hold in the limit. Here we look at an idealized thermodynamic limit situation and assume that the Ghirlanda-Guerra identities hold precisely as in (1.2) . In some sense, the main result of this paper is nothing but a reversal of the proof of the Ghirlanda-Guerra identities. The Ghirlanda-Guerra identities arise from the information provided by the "stochastic stability" of the system to small perturbation of the parameters. Our main technical contribution, the invariance principle of Theorem 3, is a very specific form of the stochastic stability of the system which as we show is implied by the Ghirlanda-Guerra identities. This paper was motivated by a recent result of L.-P. Arguin and M. Aizenman [2] and, in particular, by a beautiful application of the Dovbysh-Sudakov representation theorem [6] for weakly exchangeable symmetric positive definite arrays that played a crucial role there. In [2] , the authors prove ultrametricity in a slightly different setting as a consequence of what they call the "robust quasi-stationarity property". The main inductive argument in [2] relies on the robust quasi-stationarity in order to prove "quasi-stationarity under free evolution" at each step of the induction which is exactly the invariance property of Theorem 3 below. As in [2] , this form of invariance implies weak exchangeability of certain overlap matrices and induces ultrametric clustering (1.4) via the application of the result of Dovbysh-Sudakov. We give a new proof of the fact that invariance implies exchangeability in Theorem 2 below; our proof is based on a very explicit control of the mixing induced by the random permutation in the invariance principle.
The Parisi theory for the Sherrington-Kirkpatrick model also predicts that the distribution of the overlap R 1,2 has a nontrivial continuous component and, thus, our assumption (1.1) is rather restrictive. However, Theorem 1 suggests a possibility that (1.3) holds even without the finiteness assumption (1.1).
Simultaneously with the present work, M. Talagrand developed a different approach to Theorem 1 in [16] based on the Ghirlanda-Guerra identities and a form of invariance. Theorem 3 below shows that sufficient invariance is already contained in the GhirlandaGuerra identities, and now one can find a new more direct proof of Theorem 3 in [16] . In addition, [16] clarifies the physicists' idea of decomposing the system into pure states and explains how both the Ghirlanda-Guerra identities and invariance arise in the SherringtonKirkpatrick model.
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2 Proof.
As in [2] , one of the main tools of the proof will be the Dovbysh-Sudakov representation theorem for symmetric nonnegative definite weakly exchangeable matrices. [8] ) There exists a random probability measure η on B × [0, 1], where B is the unit ball of some Hilbert space H, such that
where (x l , a l ) is an i.i.d. sequence from η and x · y denotes the scalar product on H.
Remark. In the equality in distribution in (2.1), it is understood that the right hand side implicitly depends on the randomness of the measure η as well as the explicit i.i.d. sampling from this measure. For example, entries x 1 · x 2 and x 3 · x 4 are not independent, since their joint distribution is a mixture over the randomness of η.
According to the terminology introduced by D. Aldous [1] , η is called the directing measure of the weakly exchangeable matrix (R l,l ′ ). Let us consider an immediate consequence of this result in the case where condition (1.1) is satisfied. Let µ be the marginal of η on the unit ball B.
Lemma 1 Under (1.1) the marginal µ of the directing measure η is discrete with probability one,
for some distinct sequence ξ(l) ∈ B and w 1 ≥ w 2 ≥ . . . > 0. Moreover, ξ(l) 2 ∈ {q 1 , . . . , q k } for all l ≥ 1.
Proof. If a point x belongs to the support of µ in a sense that µ(B ε (x)) > 0 for all ε > 0 then in the i.i.d. sequence (x l ) from this distribution there will be infinitely many elements from B ε (x). Since by (1.1) the scalar product x l · x l ′ of these elements belongs to {q 1 . . . , q k } with probability one, letting ε → 0 proves that x 2 ∈ {q 1 , . . . , q k }. If y is another point in the support of µ such that y ∈ B ε (x) then y 2 ∈ {q 1 , . . . , q k } and, therefore, y 2 = x 2 if ε is small enough. The same argument also proves that x · y ∈ {q 1 , . . . , q k } which implies that x = y. This proves that the measure µ is discrete.
Let us introduce some notations that will be convenient throughout the paper. Given the measure µ in (2.2), consider i.i.d. random variables
that take any value l ≥ 1 with probability w l which is the weight corresponding to the index l in the directing measure (2.2). Let us denote by · the expectation in these random indices for a given measure µ, that is, for any n ≥ 1 and a function h :
Since ξ(σ l ) are i.i.d. from distribution µ, by Proposition 1 and Lemma 1, the non-diagonal elements of the matrix R can be generated by generating a random measure µ first and then sampling indices (2.3) and setting
If E denote the expectation in the randomness of the measure µ then, with these notations, the Ghirlanda-Guerra identities (1.2) can be rewritten as
and (1.1) can be rewritten as
and we get ultrametricity at the last level k,
This is already a serious achievement based, in addition to (1.1), only on the weak exchangeability of the matrix R and the resulting application of the Dovbysh-Sudakov representation. Bringing this idea to light was one of the main contributions of [2] . Next, we will utilize the Ghirlanda-Guerra identities to provide additional information about the directing measure µ that will play important role in the proof.
Lemma 2 All points in the support of the measure µ in (2.2) satisfy ξ(l) 2 = q k .
The argument in [2] had no analogue of Lemma 2, which is why an additional technical assumption of "indecomposability" was required. [15] that proves Ghirlanda-Guerra's identities for the so called Poisson-Dirichlet distribution and describes how it is completely determined by these identities. Let us explain how this result applies in our setting. The idea is that, in combination with Lemma 1, equation (2.6) implies a set of identities for the sequence of weights (w l ) l∈I on the set of indices
which coincide with the identities of Chapter 1 in [15] and, as a consequence, (w l ) l∈I has the Poisson-Dirichlet distribution P D(m k ) for which l∈I w l = 1 and, hence, I = N. More precisely, let us take any m ≥ 1 and n 1 , . . . , n m ≥ 1 and for n = n 1 + . . . + n m consider a function f which is the indicator of a set
The key point is that by Lemma 1, R l,l ′ = q k if and only if σ l = σ l ′ and σ l ∈ I in (2.10), so
Similarly, if we take
. For these quantities (2.6) coincides with equation (1.52) in [15] and, as explained there, can be used recursively to compute E f in terms of
The set of numbers E f identifies the distribution of (w l ) l∈I as the Poisson-Dirichlet distribution P D(m k ) and this finishes the proof.
Lemma 2 implies that in (2.1) all a l = 1 − q k and, therefore, we can safely omit the term
for all l, l ′ ≥ 1 so that from now on the diagonal elements are equal to q k . The crucial part of the proof, which will allow us to utilize the Dovbysh-Sudakov representation (2.1) in order to make an induction step, is the following.
Theorem 2 With the notation of (2.2), the matrix
is weakly exchangeable conditionally on w = (w l ).
Of course, this means that R is also weakly exchangeable unconditionally, which is what will be used in the proof of Theorem 1, but the proof of the stronger statement of conditional exchangeability is exactly the same. The proof of Theorem 2 will be based on a certain invariance property of the joint distribution of w and R that will follow from the GhirlandaGuerra identities. Consider i.i.d. Rademacher random variables (ε l ) l≥1 independent of the measure µ. Given t ≥ 0, consider a new sequence of weights
defined by a random change of density proportional to e tε l . Of course, these weights are not necessarily decreasing anymore so let us denote by (w 
(2.14) the probability measure µ after the change of density proportional to e tε l and the matrix R rearranged according to the reordering of weights. Analogously to (2.4), let us denote by h n π the average
and let E now denote the expectation in the randomness of the measure µ and the Rademacher sequence (ε l ). Theorem 2 is a consequence of the following invariance principle.
This invariance property is at the center of our induction argument and, as we mentioned in the introduction, it is the analogue of quasi-stationarity under free evolution in [2] . The difference here is that the change of density (2.13) is in terms of Rademacher sequence rather than Gaussian and the invariance will follow from the Ghirlanda-Guerra identities in a way very different from the one based on robust quasi-stationarity in [2] . The very important technical reasons for why we use Rademacher instead of Gaussian change of density will be explained in the proof of Theorem 3. Of course, as we will show in the proof of Theorem 2, Theorem 3 for Rademacher change of density (2.13) implies the result for Gaussian change of density as well. Let us first show how Theorem 2 implies the main result.
Proof of Theorem 1. By definition, matrix R is symmetric and nonnegative definite. By Lemmas 1 and 2, R l,l = q k and non-diagonal elements R l,l ′ ∈ {q 1 , . . . , q k−1 }. By Theorem 2, R is weakly exchangeable. Therefore, using Proposition 1 and Lemma 1, there exists a random probability measure η ′ on B ′ × [0, 1], where B ′ is the unit ball of some Hilbert space
It is also true that ξ ′ (l) 2 = q k−1 for all l ≥ 1; however, this information is not needed and will not be used here, and below we will explain the reason behind this only in order to make a connection to the bigger picture of the Parisi theory. Notice that (2.17) guarantees that q k−1 ≥ 0 and by upcoming induction one can similarly conclude that all q l ≥ 0, which means that we did not need to invoke Talagrand's positivity principle and assume that q 1 ≥ 0.
It remains to make an induction step. If x − = min(x, q k−1 ) then the truncated matrix
is symmetric, weakly exchangeable and, obviously, automatically satisfies the Ghirlanda-Guerra identities. Also, since
− is nonnegative definite whenever R − is, and the fact that R − is nonnegative definite can be seen as follows. By (2.16) and (2.17), and using the fact that R l,l = q k by Lemma 2, we get
Since y l 2 ≤ q k−1 , the right hand side is obviously nonnegative definite. Therefore, R − is nonnegative definite. Finally, the elements of R − take k − 1 values {q 1 , . . . , q k−1 },
and, for l ≤ k − 2,
By induction on k, the matrix R − is ultrametric and together with (2.8) this finishes the proof of Theorem 1.
Let us now address the question we mentioned right after (2.17), namely, that ξ ′ (l) 2 = q k−1 for all l ≥ 1. Once expressed differently, this fact describes a very important feature of the matrix R. The ultrametricity in (1.4) is equivalent to saying that for any 1
defines a (random) equivalence relation ∼ p on N. Any ∼ p equivalence class is obviously a union of some ∼ p+1 equivalence classes and it turns out that it is a union of infinitely many such equivalence classes. This is a well-known consequence of the generalization of the result of M. Talagrand for Poisson-Dirichlet distribution that was used in Lemma 2 to the DerridaRuelle probability cascades (see the argument of A. Bovier and I. Kourkova, Theorem 1.13 in [5] ). This result proves that the Ghirlanda-Guerra identities together with ultrametricity uniquely determine the joint distribution of all equivalence classes, or clusters, defined by (2.21) for all p and it can be described by the Derrida-Ruelle probability cascades, [12] , for which each ∼ p equivalence class is split by construction into infinitely many ∼ p+1 equivalence classes. Let us explain why for p = k − 1 this is the same as ξ ′ (i) 2 = q k−1 for all i ≥ 1. By (2.16) and (2.17), R l,l ′ = R σ l ,σ l ′ ≥ q k−1 if and only if one of the following holds:
Since each ξ ′ (i) appears infinitely many times in the i.i.d. sequence (y l ), the ∼ k equivalence class of any l ∈ N coincides with its ∼ k−1 equivalence class if and only if
Appealing to the connection with the Derrida-Ruelle probability cascades proves that ξ
Next, we turn to the proof of the invariance property of Theorem 3. Proof of Theorem 3. Given n ≥ 2 let us consider a function
and suppose that f n ∞ ≤ 1. Consider a function ϕ(t) = E f n π . The central idea of the proof is to show that
which means that a weakly exchangeable matrix (R l,l ′ ) l,l ′ ≥1 has the same distribution under the directing measures µ π and µ. After we prove (2.22), we will explain how this implies that the configurations of random measures µ and µ π have the same distribution which is precisely the statement of the theorem. If for l ≥ 2 we denote
(we write ε(l) instead of ε l ) then it is easy to see that ϕ ′ (t) = E f n ∆ n+1 π and, more generally,
for k ≥ n and letting k → +∞ implies that ϕ(t) = ϕ(0) for t < (4e) −1 . This is a good time to mention why we used Rademacher sequence in the change of density (2.13) instead of the more expected Gaussian. In the latter case, using Gaussian integration by parts it is very easy to show that the Ghirlanda-Guerra identities imply ϕ (l) (0) = 0. However, the problem of controlling the derivatives |ϕ (k) (t)| becomes extremely difficult. Using bounded Rademacher random variables in the change of density gives us control of these derivatives for free but it transfers the difficulty to showing that ϕ (l) (0) = 0, which we address now. To complete the proof it remains to show that for all k ≥ 1,
Since for t = 0, µ π = µ and, thus, it is independent of the Rademacher sequence (ε l ),
where E ε denotes the expectation in Rademacher random variables only. If k is odd then the derivative is zero by changing (ε l ) → (−ε l ). From now on we will assume that k is even. Let us expand the product ∆ n+1 . . . ∆ n+k . Each term in the expansion corresponds to a collection I of n + k disjoint sets I 1 , . . . , I n+k such that {n + 1, . . . , n + k} = I 1 ∪ . . . ∪ I n+k and such that I describes the fact that we pick each ε(σ j ) for 1 ≤ j ≤ n + k from factors ∆ l with indices l ∈ I j . We will call such collection I a partition of {n + 1, . . . , n + k} even though some of the sets I 1 , . . . , I n+k can be empty. Therefore, we can write
for some constants c I that, of course, depend on the partitions I. Next, for any partition P of {1, . . . , n + k} let us write l ∼ P l ′ ⇐⇒ l and l ′ belong to the same element of P and let us denote by I P = I P (σ 1 , . . . , σ n+k ) the indicator of the event
Using that 1 = P I P let us write for any partition I in (2.24),
Each term on the right hand side is either I P when
i.e. when for each set of the partition P the number of factors ε(σ j ) (with their multiplicities) with indices j inside this set is even, or 0 otherwise, since in this case at least one independent factor ε(σ j ) will remain and
Therefore, if we denote by P(I) the collection of partitions P of the first type for which (2.26) holds then
Since f n is a function of the overlaps (R l,l ′ ) which take only finite number of values (1.1), it can be written as a linear combination of indicator functions of sets of the type
for any symmetric nonnegative definite matrix (q l,l ′ ) 1≤l,l ′ ≤n with q l,l ′ ∈ {q 1 , . . . , q k } and diagonal elements q l,l = q k . Therefore, we can assume that f n is the indicator of the set (2.28). By Lemma 2, or by (2.9), we can assume that the constraints (q l,l ′ ) in (2.28) induce a partition Q on the set {1, . . . , n} according to the rule
and constraints q l,l ′ depend on l, l ′ only through the partition elements in Q they belong to. If partition Q consists of sets Q 1 , . . . , Q p and l j = min{l : l ∈ Q j } is the smallest index in each set then f n can be written as
In this representation we separate constraints which describe how coordinates group together in the partition Q from constraints between representatives l 1 , . . . , l r of each element of the partition, defined by f
Going back to (2.27), if a partition P of {1, . . . , n+k} does not agree with Q on {1, . . . , n} then f n I P = f ′ n I Q I P ≡ 0. This means that in (2.27) we can redefine P(I) to include only partitions P that agree with Q, i.e. I Q I P = I P . For such partitions, we will now compute E f n I P = E f ′ n I P a little bit more explicitly. Suppose that
(we will abuse the notations and write a partition as a union of its elements) where P l ∩ {1, . . . , n} = Q l for 1 ≤ l ≤ p and P l ⊆ {n + 1, . . . , n + k} for p < l ≤ r. Of course, it is possible that r = p. Our immediate goal will be to demonstrate that the Ghirlanda-Guerra identities imply that E f
for some function Φ(P ) that depends only on the configuration of the partition P. The exact formula for Φ(P ) will not be important, but what will be important is to notice that it does not depend on the constraints in (2.30) that define f ′ n . For 1 ≤ j ≤ r, we denote by
the smallest index in the set P j . Obviously, this definition agrees with the previous definition of l j for Q j . Let us consider one of the sets in the partition that contains at least two points, for example, P r . Let l be the largest index in P r and let P ′ be the restriction of the partition P to the set {1, . . . , n + k} \ {l}. Then we can write I P = I P ′ I(σ lr = σ l ). By Lemma 2, {σ l = σ l ′ } = {R l.l ′ = q k } and we can treat I(σ l = σ l ′ ) as a function of R l,l ′ when using the Ghirlanda-Guerra identities. Therefore, (2.6) implies
The only nonzero terms in the last sum correspond to j ∈ P r \ {l r , l} and for such j the constraint σ lr = σ j is already included in P ′ , so I P ′ I(σ lr = σ j ) = I P ′ , and we get
Recursively, we can remove one by one all coordinates with indices in P r except σ lr . If we consider the partition
We can carry out the same computation on each of the partitions P 1 , . . . , P r−1 . As a result, if we consider the partition
and denote
Finally, let us simplify E f
n . If p < r, then we continue and consider a partition
Then I P ′ = I P ′′ − r−1 j=1 I P ′′ I(σ lr = σ l j ) and using the Ghirlanda-Guerra identities
Recursively, we can remove all coordinates σ l p+1 , . . . , σ lr to get
In this last term we do not need to write the indicator of the partition {l 1 } ∪ . . . ∪ {l p } since these constraints are already contained in the definition of f ′ n . Therefore, we proved (2.31) with
and equation (2.27) becomes
It seems difficult to show algebraically that I c I P ∈P(I) Φ(P ) = 0. However, as we mentioned above, one can notice that the computation leading to (2.37) depends on f n only through I Q in (2.30) since we only used the fact that partitions P ∈ P(I) should agree with Q on {1, . . . , n}. Therefore, (2.37) takes exactly the same form for f n = I Q for which f ′ n is the indicator corresponding to the partition
Another way to see this is to simply add up (2.37) for all f n corresponding to the same partition Q. Therefore, since E I Q 0 = 0, we will finish the proof if we can show that
But this is the k th derivative of the function ϕ Q (t) = E I Q π at t = 0 and the result will follow if we can show that ϕ Q (t) ≡ ϕ Q (0). The crucial observation here is that E I Q π depends only on the sequence (w π l ) because
provided that all the weights in (w π l ) are different with probability one. Since it follows from the proof of Lemma 2 that the sequence (w l ) has Poisson-Dirichlet distribution P D(m k ), it is well known that its distribution is invariant, up to rearrangement in decreasing order, under any change of density of the type (2.13) (see, for example, Proposition 2.3 in [12] or Proposition 6.5.15 in [15] ). Therefore, all the weights w π l are different with probability one, (w π l ) and (w l ) have the same distribution and by (2.38), E I Q π = E I Q . This finishes the proof of (2.22). If R and R π are infinite overlap matrices generated by the random directing measures µ and µ π correspondingly then (2.22), obviously, implies that R
This will follow from a very intuitive fact that the configuration (w, R) of the directing measure µ can be uniquely reconstructed from an overlap matrix R of an infinite sample from this measure, i.e. (w, R) is a measurable function of R. Each coordinate of w, R and R is a random variable on [0, 1] with Borel σ-algebra B and we think of (w, R, R) as taking values in the corresponding product space with product σ-algebra equal to the Borel σ-algebra generated by the topology of pointwise convergence. Let ν be the law of (w, R, R). Let us show that (w, R) = f (R) ν-a.s. for some measurable function f. Notice that by (2.9) the matrix R is ultrametric at the level k in a sense that the relation l ∼ k l ′ defined by R l,l ′ = q k is an equivalence relation on N and for any two equivalence classes N 1 and N 2 the coordinates R l,l ′ are equal for all l ∈ N 1 and l ′ ∈ N 2 . Let w n (R) be the vector of frequencies of the equivalence classes restricted to the set {1, . . . , n} arranged in the decreasing order and then extended to an infinite vector by adding all zeros. Let R n (R) be the matrix of overlaps between the equivalence classes defined by
for any representatives i and j of the equivalence classes corresponding to non-zero w n (l) and w n (l ′ ) and extended to an infinite matrix by setting q k on the diagonal and zeros everywhere else. Define f (R) as the coordinatewise limit
if such limit exists and some fixed value otherwise. Conditionally on (w, R), w n (R) converges a.s. to w coordinatewise, by the strong law of large numbers. All coordinates of w are different a.s. since by the proof of Lemma 2 the sequence (w l ) has Poisson-Dirichlet distribution. For any such w, given (w, R), R n (R) converges to R coordinatewise because asymptotically each equivalence class corresponds to a unique ξ(i) in the support of µ. This proves that (w, R) = f (R) with probability one and, since by (2.22) the distribution of R is the same under the directing measures µ or µ π , we get w π , R π D
= (w, R).
Finally, it remains to prove that the invariance principle of Theorem 3 implies exchangeability of the matrix R.
Proof of Theorem 2. Even though the underlying idea of our proof is the same as the proof of Proposition 3.3 in [2] , the argument in [2] utilizes a combination of other results, whereas we give a direct and self-contained argument based on a very explicit control of the mixing induced by the random change of density (2.13). Let us start with an observation that Theorem 3 also holds if we replace a Rademacher sequence in the change of density (2.13) by an i.i.d. standard Gaussian sequence (g l ). Proof. This follows from the fact that the invariance provided by Theorem 3 will be preserved if we iterate the process of making the change of density (2.13) k times. Namely, if (ε ) l≥1 converges in distribution to the standard Gaussian as k → +∞. Therefore, we can choose these sequences for all k ≥ 1 on the same probability space with some i.i.d. Gaussian sequence (g l ) l≥1 so that k −1/2 S k l → g l almost surely for each l. It is easy to check that the sum
possibly, over some subsequence (k(n)). Then (v t l ) converges almost surely to the sequence (2.40) and, as a result, (w π , R π ) also converges almost surely to the corresponding configuration defined in terms of (g l ). Since, by Theorem 3, the distribution of (w π , R π ) remains the same along this sequence, the distribution of the limiting configuration (w π , R π ) defined in terms of (g l ) is equal to the distribution of (w, R). Now, given n ≥ 1, let us consider a fixed permutation ρ of {1, . . . , n} and a measurable subset
To prove that conditionally on w the overlap matrix R is weakly exchangeable we need to show that
does not depend on the permutation ρ. Without loss of generality, we can assume that m = n, by redefining the sets A and B and permutation ρ. Also, to simplify the notations, we will write w ∈ B instead of (w l ) l≤m ∈ B. Let π be a permutation of indices induced by the rearrangement of the sequence (2.40), i.e. w
Intuitively, when t goes to infinity the order of π (1), . . . , π(n) becomes completely random because it is determined by the order of log w π(l) +tg π(l) for 1 ≤ l ≤ n which is asymptotically, for t → +∞, determined by the order of g π(1) , . . . , g π(n) . Therefore, in the limit the distribution of R π•ρ n and, thus, of R ρ n should not depend on ρ which means that R is weakly exchangeable. However, since a priori we do not control the dependence of w and R, turning this intuition into a rigorous argument requires some work. Let us denote by j = (j(1), . . . , j(n)) a generic vector with all indices j(l) different, and let π • ρ = (π • ρ(1), . . . , π • ρ(n)). With these notations the right hand side of (2.42) can be written as
where we also introduced the notation R j n = (R j(l),j(l ′ ) ) 1≤l,l ′ ≤n . Conditionally on w = (w l ), the events {R j n ∈ A} and {w π ∈ B, π • ρ = j} are independent since the latter depends only on the sequence (g l ) and, therefore,
If τ is another fixed permutation of {1, . . . , n} then (2.42), (2.43) and (2.44) imply
where Λ is the distribution of w. Let us express one of the events C ρ = {w π ∈ B, π • ρ = j} in terms of the sequence (g l ). If we denote
then, by definition of π, the event {π • ρ = j} expresses the fact that for 1 ≤ l ≤ n the number w k(l) exp tg k(l) occupies the position l among all the elements of (w i exp tg i ) arranged in the decreasing order. If we introduce the notations
then the event C ρ can be written as
Let us first consider the probability of C ρ conditionally on w and (g i ) i ∈j , i.e. for fixed x, y and (γ k(l) ). Since (z l ) are independent and z l has normal distribution N(γ k(l) , 1) we can write
Since the event (2.47) does not explicitly depend on ρ, the last integral depends on ρ only through the term Therefore, the probability P(C ρ |w, (g i ) i ∈j ) is maximized on the permutation ρ for which the sequence k(l) = j(ρ −1 (l)) in (2.46) is increasing, i.e. ρ and j are similarly ordered. This is, obviously, equivalent to π • e = j + where e is the identity permutation, e(l) = l, and j + is the increasing rearrangement of j. Similarly, P(C ρ |w, (g i ) i ∈j ) is minimized on the permutation ρ for which the sequence in (2.46) is decreasing which is equivalent to π • e ′ = j + for the inverse permutation, e ′ (l) = n − l + 1. Averaging over (g i ) i ∈j , we proved that P w π ∈ B, π • e ′ = j + w ≤ P w π ∈ B, π • ρ = j w ≤ P w π ∈ B, π • e = j + w and, therefore, P w π ∈ B, π • ρ = j w − P w π ∈ B, π • τ = j w ≤ ≤ P w π ∈ B, π • e = j + w − P w π ∈ B, π • e ′ = j + w for any ρ, τ and j. Plugging this into (2.45) gives 1 n! P R ρ n ∈ A, w ∈ B − P R τ n ∈ A, w ∈ B ≤ ≤ P w π ∈ B, ∃j : π • e = j + − P w π ∈ B, ∃j : π • e ′ = j + . (2.48)
We divide by n! because each j + corresponds to n! different j. It remains to show that the right hand side goes to zero when t in (2.40) goes to infinity. Let us recall the definition w π l = w t π(l) and let us similarly define g π l = g π(l) . Then the event {∃j : π • e = j + } can be expressed in terms of (w π , g π ) as follows. On one hand, this event simply means that π(1) < . . . < π(n). On the other hand, (2.40) implies that, if we denote κ = p≥1 w p e tgp , w π(l) = κw 
