Abstract. We consider a two-degree-of-freedom model for turning processes which involves a system of differential equations with state-dependent delay. Depending on process parameters (e.g., spindle speed, depth of cut) the cutting tool can exhibit unwanted vibrations, resulting in a nonsmooth surface of the workpiece. In this paper we propose a feedback law to stabilize the turning process for a large range of system parameters. The feedback law introduces a generic nonhyperbolic stationary point into the model, which generates the main technical challenge of this work. We establish the stability equivalence between the differential equations with state-dependent delay and a corresponding nonlinear system with the delay fixed at its stationary value. Then we show the stability of that nonlinear system with constant delay by computing its normal form. Finally, we obtain conditions on system parameters which guarantee the stability of the state-dependent delay model at the nonhyperbolic stationary point.
Introduction.
The cutting process is the most relevant mechanical application of state-dependent delay differential equations. The basis of a regenerative cutting model is that either the tool, or the workpiece, or both are flexible and that the chip thickness varies due to the relative vibrations of the tool and the workpiece. The tool cuts the surface that was formed in the previous cut, and the chip thickness is determined by the current and a previous positions of the tool/workpiece. The time (delay) between two succeeding cuts depends on the period of the workpiece rotation and on the workpiece surface generated by the earlier cut. Note that the vibrations of the tool and the workpiece severely limit the productivity of the turning process since one has to stop and restart the process to avoid damage to the tool and the workpiece during large amplitude vibrations.
It is then a natural and interesting question: how can one stabilize turning processes? In [17] , a system of differential equations with state-dependent delay governed by an algebraic equation (see (2.5)) was derived, stability analysis of the linearized system was performed analytically, and it was shown that the incorporation of the state-dependent delay into the model slightly affects linear stability properties of the system in the practical parameter domains. However, state-dependent delay governed by an algebraic equation turns out to exhibit singularities in certain scenarios and makes it difficult to capture the main characteristics of the system with statedependent delay.
In this paper, we propose a stabilizing control of the spindle velocity which avoids the issue of singularity for the state-dependent delay and stabilizes the turning process. oscillations in directions x and y. The governing equations read mẍ(t) + c xẋ (t) + k x x(t) = F x , (2.1) mÿ(t) + c yẏ (t) + k y y(t) = −F y . (2. 2)
The x and y components of the cutting process force can be written as (2.4) where m is the mass of the tool; K x and K y are the cutting coefficients in the x-and y directions; k x , k y are stiffness; c x , c y are damping coefficients; ω is the depth of cut; h is the chip thickness; and q is an exponent with empirical value 0.75. It is assumed that the tool never leaves the workpiece; that is, h > 0 during the cutting process.
If the turning velocity Ω (expressed in rad/s) is constant, the time delay τ between the present and the previous cut is determined by the equation (see [17] ) RΩτ = 2Rπ + x(t) − x(t − τ ), (2.5) where R is the radius of the workpiece. Then the time delay τ is implicitly determined by the oscillation in the x direction. However, it has been shown in [17] that the incorporation of the state-dependent delay makes limited improvements on the stability properties of the system, compared with the constant delay assumption in the system.
From the point of view of well-posedness of the system, there exist certain singularities in (2.5) which can be seen by taking derivatives on both sides of (2.5),
τ (t) = 1 − RΩ −ẋ(t) RΩ −ẋ(t − τ (t))
. (2.6) From (2.6) we can see that τ exhibits a singularity at time t when RΩ−ẋ(t−τ (t)) = 0 andẋ(t) = RΩ. This fact contributes a great complexity for the analysis of the system (2.1)-(2.5) and necessitates improvements in the modeling of the turning process.
One can remove the singularity exhibited in (2.6) by seeking conditions to ensure that RΩ >ẋ(t) for all t ≥ −τ (0), where τ (0) > 0 is the initial value of τ . However, our main concern is to control the vibration of the tool when the workpiece is turning at a high speed. A more straightforward approach is to control the turning speed Ω. Namely, instead of assuming that Ω is a constant, we suppose that Ω is a function of the time, t. Then we can rewrite (2.5) as
Ω(s)ds = 2Rπ + x(t) − x(t − τ (t)). (2.7)
Assuming that [0, t e ), 0 < t e ≤ +∞, is the maximal interval of existence of the solutions of system (2.1)-(2.4) coupled with (2.7) for given initial conditions, then taking derivatives (if possible) on both sides of (2.7) yieldṡ
In order to find a stabilizing control of the turning process using variable spindle speed, Ω, we assume that (2.9) where c ∈ R is a parameter. Then by (2.7) we have
By (2.10) we can show that if τ is continuous and x is differentiable with x(t−τ (t)) = 0 for all t ∈ [0, t e ), then τ is also differentiable witḣ
Recall that for state-dependent delay differential models in mathematical biology (see, e.g., [1, 2, 3] ), a natural condition is thatτ < 1 for all t ∈ [0, t e ), which means that the underlying population cannot be overcrowded. In the turning process, this condition indicates that the system is evolutionary and has a fading memory. From (2.11) we know thatτ (t) < 1 if x(t) > 0 for all t ∈ [0, t e ), as desired.
In mathematical biology, delay implicitly given in the form of (2.10) is usually called state-dependent delay of threshold type. There are some references about threshold-type delay equations; see, e.g., [23] , where Smith and Kuang studied the existence of periodic solutions for differential equations with threshold-type statedependent delay, and [22] , where Smith investigated a structured model with threshold-type delay and determined the stability properties of the steady states of the resulting equation. 
Otherwise, there exists t 0 so that τ (t 0 ) = 0 and
which is a contradiction to (2.10).
The chip thickness h is determined by the feed motion, the current tool position, and the earlier position of the tool and is given as follows: (2.12) where ν is the speed of the feed.
Using (2.9) to control the spindle velocity, we have a system of equations modeling the turning process:
x(s)ds = 2πR c , (2.15) where h is given by (2.12).
The unique stationary point of system (2.13)-(2.15) is 
, where ∝ means "proportion to." This indicates that if the stationary point is stable and the system is running near the stationary point, we can increase the control parameter c to reduce the vibrations in the x and y directions. Note that if the system is running near the stable stationary point, the spindle velocity satisfies Ω ∝Ω = cx/R, which means that the spindle control can be implemented near the stabilizing velocityΩ. Furthermore, since we havex ∝ c −q/(q+1) , we obtain thatΩ
Therefore, the stability control for a high speed turning process is achievable when the parameter c is large, as long as the system is running near a stable stationary point.
3. Stability equivalence. We note that system (2.13)-(2.15) contains an integral equation (2.15) . Taking derivatives on both sides of (2.15), we have the corresponding system of differential equations:
where h is given by (2.12) . This system has equilibria
which form a line of stationary points in R 3 with τ 1 ∈ R an arbitrary constant. If τ 1 = τ 0 , then by (2.16) and (3.4) we have (x,ỹ,τ ) = (x,ȳ,τ ). Assuming τ is differentiable for all t ∈ [0, t e ), we notice that every solution of system (2.13)-(2.15) is also a solution of system (3.1)-(3.3). Therefore, the stability of system (2.13)-(2.15) with an integral equation can be analyzed through the system of differential equations (3.1)-(3.3). That is, we can infer local stability of (x,ȳ,τ ) through that of the stationary point (x,ỹ,τ ) of system (3.1)- (3.3) 
We now analyze the stability of the state-dependent delay system through a formal linearization of the system at the stationary point (x,ȳ,τ ). The technique of formal linearization has been widely used in state-dependent delay differential equations; see, e.g., [6, 13, 14, 15] . The idea of the formal linearization is to freeze the state-dependent delay at its stationary point, then linearize the resulting nonlinear differential equations with constant delay. System (3.1)-(3.3) can be rewritten as
Now we freeze the state-dependent delay in the arguments of y(t − τ (t)) atτ and linearize the nonlinear system at (x,ỹ,τ ). Put
and introduce the notation
; then we have the following formal linearization:u
Assuming that the tool is symmetric with k x = k y and c x = c y , namely, β x = β y and γ x = γ y , we have the following characteristic equation:
The characteristic equation (3.10) has a generic (in the sense that it is independent of particular parameter values) zero eigenvalue. The work of Cooke and Huang [6] has confirmed the stability equivalence of a system of state-dependent delay differential equations and the linear system obtained through its formal linearization at hyperbolic stationary points. However, system (2.13)-(2.15) has an integral equation, (2.15) , and the corresponding system of differential equations (3.1)-(3.3) always has a zero eigenvalue at the stationary point (x,ȳ,τ ). This means that the conclusion in [6] does not apply to the system investigated here.
We note that, in general, a system of differential equations with state-dependent delay has the same set of stationary points and corresponding characteristic equations as an associated system of nonlinear differential equations obtained by freezing the state-dependent delay at its stationary value. If the stability of a stationary point is equivalent for both systems, we only need to study the stability of the stationary point of the associated nonlinear system with constant delay. As an answer to the stability equivalence of stationary points of the aforementioned systems, we have the following.
Lemma 3.1. Suppose that the maps f :
Consider the following systems of delay differential equations:
and
S(t) = g(R(t), R(t −Ŝ), S(t)), (3.12)
where P, R ∈ R N , Q, S ∈ R, and (R,Ŝ) ∈ Ω 1 × Ω 2 is a stationary point of both systems. If the solutions of both systems exist on [0, t e ), t e ≤ +∞, with initial data
where r >Ŝ > 0 is a constant and (R,Ŝ) is a stationary point of (3.12), then the stability of (R,Ŝ) is equivalent for both systems.
Proof. The idea of the proof is to show that for every initial data in a small neighborhood of the stationary point the solutions of both systems remain in the same neighborhood on their maximal interval of existence. We accomplish this by establishing an estimate on the difference of corresponding solutions of the two systems. In the following we prove only that the stability of a stationary point of system (3.12) implies that of system (3.11). The proof for the converse is similar and is omitted.
We assume that the common maximal interval of existence of the solutions of the two systems is [0, t e ), t e ≤ +∞. Since (R,Ŝ) is a stable stationary point of (3.12), there exists a neighborhood of (R,Ŝ),
for all t ∈ [0, t e ).
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Fix (φ, τ 0 ) ∈ B δ . By continuity there exists α 0 ∈ (0, t e ) such that
for all t ∈ [0, α 0 ]. For notational simplicity, we ignore the initial data in the arguments and define
Denote byŴ α0 andÛ α0 the convex hulls of W α0 and U α0 , respectively. Then we havê 
For all t ∈ [0, α 0 ], we obtain by using the triangle inequality that
we obtain by using the integral mean value theorem (see [18, p. 341] ) that Then by (3.14), (3.19) , (3.18) , and (3.20) we obtain from the previous inequality term by term that
· |R(s − Q(s)) − R(s − S(s))|ds
+ t 0 1 0 ∂f ∂θ 2 (R(s), R(s −Ŝ) + ν(R(s − S(s)) − R(s −Ŝ))) dν
· |R(s − S(s)) − R(s −Ŝ))|ds
+ t 0 1 0 ∂g ∂γ 1 (R(s) + ν(P (s) − R(s)), P (s − Q(s)), Q(s)) dν|P (s) − R(s)|ds + t 0 1 0 ∂g ∂γ 2 (R(s), R(s − Q(s)) + ν(P (s − Q(s)) − R(s − Q(s))), Q(s)) dν · |P (s − Q(s)) − R(s − Q(s))|ds + t 0 1 0 ∂g ∂γ 2 (R(s), R(s − Q(s)) + ν(R(s − S(s)) − R(s − Q(s))), Q(s)) dν · |R(s − Q(s)) − R(s − S(s))|ds + t 0 1 0 ∂g ∂γ 2 (R(s), R(s − S(s)) + ν(R(s −Ŝ) − R(s − S(s))), Q(s)) dν
· |R(s −Ŝ) − R(s − S(s))|ds
Inequalities (3.19) and (3.23) yield that 
We prove the claim inductively. By (3.24), there exists α 1 > α 0 so that
Using the same procedure as in the derivation of (3.21) and (3.22), we integrate (Ṗ ,Q)(t) − (Ṙ,Ṡ)(t) on the interval ∈ [α 0 , α 1 ] for t and obtain that
Then by (3.27) and (3.29) we have
For the purpose of induction, we assume that we have constructed the sequence
and b k is defined by
By continuity we can choose α k+1 small enough so that
where
|S(t) −Ŝ|. (3.36)
By induction we can construct an infinite sequence
|S(t) −Ŝ|. (3.38)
If the sequence {α i } +∞ i=1 satisfies that lim i→+∞ α i = t e , then by (3.37) we have (P, Q)(t) < δ for all t ∈ [0, t e ) and hence (P, Q) t (φ, τ 0 ) ∈ B δ for all t ∈ [0, t e ). Then we are done.
Otherwise, there exists α * ∈ (0, t e ) and a * > 0 so that [7] .
Distribution of the eigenvalues.
For convenience, the positive parameters defined throughout the paper are summarized in Table 4 .1. We note that the first term of (3.10) always has roots with negative real part. So we need only consider the zeros of the following exponential polynomial (see [5] ):
Then we write the coefficients explicitly in terms ofτ and obtain h 0 (λ,τ ) :
It is clear that λ = 0 is a generic zero in the sense that h 0 (0,τ ) = 0 for allτ > 0 and h 1 (λ,τ ) :
is analytic at λ = 0 in the complex plane. Moreover, we have
which implies that λ = 0 is an isolated zero of h 0 (·,τ ) for allτ > 0. Distribution of the zeros of exponential polynomials has been extensively studied by many scholars. See [21] for an introduction. Among many other results, the work of Ruan and Wei in [19] and [20] is the most relevant for discussing the exponential polynomial in this paper. The idea of [19] However, in our case we haveτ > 0, and hence the method of Ruan and Wei [19] cannot be applied directly. Nevertheless, we noticed that whenτ goes to infinity the exponential polynomial h 1 (λ,τ ) becomes an ordinary polynomial of λ, and all the roots have negative real parts. This observation indicates that we can trace the roots of h 1 (λ,τ ) parameterized byτ backward fromτ = +∞. Assuming continuity of the parameterized roots, we show in Theorem 4.6 that there is no root with real part persistently positive asτ goes to infinity, which implies that the real part of every root either becomes positive from negative asτ decreases from infinity, or remains negative for allτ > 0. Then forτ larger than the critical value for the occurrence of purely imaginary roots, the real parts of all the roots of h 1 (λ,τ ) are negative.
We first consider the occurrence of purely imaginary roots of h 1 (λ,τ ). Suppose that λ = iρ, ρ > 0, is a root of h 1 (λ,τ ). Then we obtain
It follows that
Using the identity sin 2 ρτ + cos 2 ρτ = 1 and the assumption that ρ > 0, we have
(4.5) By (4.4) we have
We consider the following three cases. 
, and hence (4.4) has positive solutions.
We have arrived at the following lemma.
Lemma 4.1. Let κ(τ ) and η(τ ) be defined in (4.5). (i) If η(τ ) < 0, (4.4) has one positive solution. (ii) If η(τ ) ≥ 0 and κ(τ ) ≥ 0, (4.4) has no positive solution. (iii) If η(τ ) ≥ 0 and κ(τ ) < 0, (4.4) has a positive solution if and only if κ(τ ) ≤ −2 η(τ ). Lemma 4.2. Let κ(τ ), η(τ ) be defined in (4.5). There exists τ
* ∈ (0, +∞) so that
and if c 
We notice that q ∈ (0, 1) implies that the left-hand side of (4.9) is increasing and continuous with respect toτ ∈ (0, +∞) and
Therefore (4.7) is proved. Now we consider (4.8). By (3.4) and (4.5), η(τ ) ≥ 0 gives
which leads toτ
We notice the left-hand side of (4.11) is increasing and continuous with respect tõ τ ∈ (0, +∞). Then by (4.9) we have
By (4.5) and by the definitions of γ x , β x , and p y given in Table 4 .1, κ(τ ) < 0 is equivalent toτ By (4.13) and (4.14), we complete the proof.
In the following we seek a constant s > 0 so that h 1 (λ,τ ) has no purely imaginary roots for allτ > s, using Lemma 4.1(iii). Define
where κ(τ ), η(τ ) and τ * are defined in (4.5) and (4.7), respectively. 
Then by the definitions of γ x and β x given in Table 4 .1, we obtain c 2 x = 4k x m, which contradicts the assumption c 2 x < 2k x m. This completes the proof of (i).
(ii) If Γ = ∅ and
where we have max Γ < ∞ from (i). Otherwise, by continuity of κ 2 (τ ) − 4η(τ ) with respect toτ , there exists T > max Γ so that κ 2 (T ) − 4η(T ) = 0, which contradicts the maximality of max Γ. Then we know that for everyτ ∈ Γ 0 withτ > max Γ, we have κ 2 (τ ) − 4η(τ ) < 0, and hence by Lemma 4.1(iii), h 1 (λ,τ ) has no purely imaginary roots.
(iii) For everyτ ∈ Γ 0 , it follows from Lemma 4.2 that κ(τ ) < 0 and
. By Lemma 4.1 we have that h 1 (λ,τ ) has no purely imaginary roots forτ ∈ Γ 0 . [8, 15, 16] for more details. Now we consider the continuous differentiability of the roots of h 1 (λ,τ ) with respect toτ , assuming that the functions describing the roots parameterized byτ exist for allτ > 0. We notice that h 1 (λ,τ ) is analytic in λ, and hence the set of all possible roots is bounded for every fixedτ > 0. It follows that every differentiable solution can be extended to the boundary of the parameter space ofτ . In light of the implicit function theorem, which ensures local existence and differentiability of λ(τ ), it is sufficient to assume the following: In that case the domain ofτ is restricted to (T 0 , +∞), where T 0 > 0 is the maximal value ofτ in the solutions of (4.17). By (S) and the implicit function theorem, the roots of h 1 (λ,τ ) are continuously differentiable with respect toτ > 0. Then we are in the position to show the following result. Theorem 4.6. Assume that (S) holds; then there is no root of h 1 (λ,τ ) with positive real part which does not cross the purely imaginary axis in C asτ → +∞.
Remark 4.4. If the partial derivative of the real part of a root of h 1 (λ,τ ) with respect toτ is nonzero near the critical values for the occurrence of purely imaginary roots, then h 1 (λ,τ ) has at least one root with positive real part, which implies that the stationary point is unstable for the nonlinear system obtained by freezing the state-dependent delay of system (3.1)-(3.3) at its stationary value. However, Hopf bifurcation is possible under certain conditions. See
Proof. By the implicit function theorem, we know from (S) that every root of h 1 (λ,τ ) is continuously differentiable with respect to the parameterτ in the interval (0, +∞). Suppose the statement of the theorem is not true; then there exists a root λ(τ ) of h 1 (λ,τ ) with positive real part for allτ ∈ [T, +∞) with some T > 0. Taking limits asτ → +∞ on both sides of (4.2), we have
, which has a negative real part. By continuity, there exists τ ∈ [T, +∞) so that the real part of λ(τ ) is zero. This is a contradiction.
Then by Theorems 4.3 and 4.6, we have the next result. 
then all the nonzero roots of the characteristic equation of system (3.1)-(3.3) have negative real parts for allτ ∈ Γ 0 withτ > max Γ.
Normal form of the center manifold.
We know from section 4 that under certain conditions the hyperbolic eigenvalues of the characteristic equation have negative real parts. Then the long-term behavior of solutions of system (5.1) is determined by the flow on the center manifold, which is attracting, and the normal form of the differential equation for the flow will give the long-term dynamics of the system. In the following we use the normal form theory due to Faria and Magalháes [9, 10] to calculate an approximation of the center manifold near the nonhyperbolic stationary point so that we can determine its stability and find the region of stability.
Freezing the state-dependent delay in x(t − τ (t)) at its stationary state in system (3.1)-(3.3), we obtain a nonlinear system with constant delay:
We rescale the system by using t → t/τ , introduce u by (3.6), and then rewrite the nonlinear system (5.1) in the following form:
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where F j (u(t), u(t − 1)), j = 4, 5, is the jth coordinate of F (u(t), u(t − 1)) and is not calculated explicitly since it does not contribute to the normal form of the center manifold. It is worth noting that the expression of the Taylor expansion at u = 0 of 1 − u1(t)+x
Consider the linear part of (5.2) at its stationary state u = 0,
The characteristic equation of (5.5) is
We solve the equation
for v ∈ R 5 with λ = 0 and conclude that the normalized eigenvector associated with λ = 0 is given by
Let P be the corresponding generalized onedimensional eigenspace; then
is the basis vector for P . Then by center manifold theory for delay differential equations (see [12] ) we assert that there exists a one-dimensional center manifold W c for (5.1), namely,
where V is a neighborhood of 0 ∈ R and is tangent to the generalized eigenspace P .
Let
, where R 5 * is the five-dimensional space of row vectors. We consider the adjoint bilinear form on C * × C,
which is a function of bounded variation. Let A be the infinitesimal generator for the C 0 -semigroup defined by the flow of (5.5), and A * be the formal adjoint operator of A which is defined as the infinitesimal generator for the solution operator of the adjoint equation in C * ,v
Then, using adjoint theory (see [12] ), the phase space
where Q = {ϕ ∈ C : (ψ, ϕ) = 0 for all ψ ∈ P * } with the dual space, P * , which is the generalized eigenspace for A * associated with λ = 0. By (5.9) and direct calculations we obtain a normalized basis of P * , By the normal form theory in [9, 10] one needs to enlarge the phase space C to the space BC of functions of bounded variation:
with the supremum norm. The elements of BC have the form ψ = ϕ + X 0 α, ϕ ∈ C, α ∈ R 5 , where
The space BC can be identified with C × R 5 with the norm ϕ + X 0 α = |ϕ| C + |α| R 5 . Then the bilinear form on C * × C can be extended on C * × BC by defining
Define an extension of the infinitesimal generator A on BC, denotedÃ,
where Domain(Ã) = C 1 def = {ϕ ∈ C :φ ∈ C}. System (5.2) then can be written as an abstract ordinary differential equation in BC:
In order to decouple the abstract ordinary differential equations (5.13), we extend the canonical projection of C onto P , associated with
to a canonical projection on BC,
The projection π yields a topological direct sum of BC, BC = P ⊕ ker π, (5.16) which means that we can write v ∈ C 1 in the form v = Φξ + η, where ξ ∈ R,
2) can be decomposed as a system of abstract ODEs in R × ker π ≡ BC as (5.17) where A Q 1 is a restriction ofÃ to Q 1 and Bξ = 0 since we have B = [0]. Therefore, there is no linear term in the first equation of (5.17) .
By (5.3), (5.4), (5.7), and (5.10), the first equation of (5.17) with y = 0 can be written asξ
where G 4 (Φ(ξ)) and G 5 (Φ(ξ)) are the fourth and fifth components of G(Φ(ξ)), respectively. Therefore, the solution on the center manifold is given bẏ
It is clear that ξ = 0 is a stable equilibrium of (5.18 
then every stationary point (x,ỹ,τ, 0, 0) of system (3.5) withτ ∈ Γ 0 and τ > max Γ is stable. Recall that the stationary state of system (2.13)-(2.15) is 
6. Numerical simulations. In this section we present some numerical simulations to illustrate system dynamics in the neighborhood of the nonhyperbolic stationary point. We are using a finite difference scheme with parameters given in Figure 6 .1. This set of parameters is comparable with that in [4] .
We obtain that max Γ = 2.1334 × 10 −2 . If we haveτ ≤ max Γ, then purely imaginary characteristic values arise. If we haveτ > max Γ, then all the characteristic values have negative real parts. In the simulation, we choose a stationary solution (xτ ,ỹτ ,τ , 0, 0) of system (3.5), whereτ ≥ max Γ; then the system is simulated with initial state (xτ +δ ,ỹτ +δ ,τ +δ, δ, δ), where δ is the perturbation. δ is equal to 1×10 −8 in Figure 6 .1(a), and 1 × 10 −4 in (b), (c), and (d). Figure 6 .1 shows that, taking small perturbations at the values ofτ ≥ max Γ, the system stabilizes around a stationary point, while, taking small perturbations at values ofτ less than and close to max Γ, the system goes to a periodic solution. We note that system (3.5) has a line (foliation) of stationary states and that the stationary values of τ are in the set of all positive numbers. For this reason, there is a small deviation between each unperturbed value ofτ ≥ max Γ and the stabilized value of τ which has an initial value equal toτ + δ. 7. Conclusions. In this paper, we have proposed a feedback law to control the spindle velocity and stabilize the turning process for a range of system parameter values. The model of the turning process with feedback is a system of state-dependent delay differential equations with a generic nonhyperbolic stationary point. In order to investigate the stability of the state-dependent system at this nonhyperbolic stationary point we considered the stability of an associated nonlinear system with constant delay. In a general setting, we established the stability equivalence between a class of state-dependent delay differential equations and the associated nonlinear system with constant delay, which enabled us to discuss the stability of the controlled turning process via the nonlinear system with constant delay.
The characteristic equation of the nonlinear system with constant delay is an exponential polynomial with singularity atτ = 0. We gave a sufficient condition to guarantee that all the nonzero roots of the characteristic equation have negative real parts. Then we showed the existence of an attracting center manifold near the nonhyperbolic stationary point of the nonlinear system with constant delay. We calculated the normal form of the differential equation of the solutions projected onto the center manifold which provided the long-term dynamics of the system. Using the normal form, we obtained conditions on system parameters which imply the stability of the state-dependent delay model at the nonhyperbolic stationary point. when the system is near a stationary state. Note that τ 0 ∝ c −1 , and the larger the control parameter c becomes, the smaller is the corresponding stationary value of τ . Therefore, the achievability of high speed in the turning process is largely dependent on the upper bound of Γ (see (4.15)), which is determined by system parameters. Thus one needs to have an upper bound of Γ as small as possible. Numerical simulations show that when the stationary value of τ is larger than and close to the upper bound of Γ, the system stabilizes slowly at a stationary state where the amplitude of vibration is small. This also justifies the prediction in (2.16) that the larger the control parameter c is, the smaller the amplitude of vibration.
Since q ∈ (0, 1), the upper bound of Γ and the evaluation of the derivative in (4.18) involve solving algebraic equations with a fractional order where numerical methods are expected in practice.
