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Abstract 
A bisequence of complex numbers {pLn}Ea determines a strong moment functional Y satisfying Y[x”] =pL,. If _Y 
is positive-definite on a bounded interval (a,b) c Iw\{O}, then 44 has an integral representation 6P[xn]=~~_xn d$(x), 
n = 0, f 1,312,. ., and quadrature rules {w,i, x,,} exist such that ,,& = cI”i xilwnl. This paper is concerned with establishing 
certain extremal properties of the weights wnr an d using these properties to obtain maximal mass results satisfied by 
distributions $(x) representing 2 when only a finite bisequence of moments {,&};,l, is given. 
Keywords: Moment functional; Strong distribution; Maximal mass; Quasi-orthogonal Laurent polynomials 
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1. Introduction 
The study of strong moment problems began in 1980 with an examination of the strong Stieltjes 
moment problem [lo]. In [7], strong moment functionals and orthogonal Laurent polynomials were 
introduced in connection with the strong Hamburger moment problem. Since then, the general theory 
surrounding these problems has developed rapidly. Several survey articles [5, 8, 9, 1 l] link many of 
the advances in the quickly growing field, and important contributions are still being made. In the 
analysis of classical moment problems, truncated moment problems are investigated and maximal 
mass results developed [ 1, 131. Analogous studies in the strong setting would contribute new results 
to the theory. In this paper, we develop extremal properties of quadrature weights corresponding to a 
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new sequence of quasi-orthogonal Laurent polynomials associated with a strong moment functional 
positive definite on a bounded interval (a, b) c R\(O). Th ese extremal properties are then applied to 
related truncated strong moment problems in order to obtain maximal mass results satisfied by the 
solutions. 
By a strong moment problem on (a, b) we mean the following: Given a bisequence of complex 
numbers {all}?,,, does there exist a bounded, nondecreasing function a(x) with infinitley many 
points of increase in (a,b) such that 
b 
Pin = 
s 
xm da(x) 
a 
for m=O,fl,f2 , . . .? Two solutions a(x) and $(x) are said to be substantially equal if there exists 
a constant C such that $(x)= U(X) + C at all common points of continuity. A moment problem is 
determined if all solutions are substantially equal, otherwise it is said to be indeterminate. There 
are three types of strong moment problems, distinguished by restrictions on a and b. If a and b 
are finite, then the moment problem is termed the strong Hausdorff moment problem. If a=0 and 
b= 00, then we have the strong Stieltjes moment problem and finally, for a = - cc and b= co, the 
problem is called the strong Hamburger moment problem. The truncated strong moment problem is 
similar in definition to the strong moment problem. Given a finite bisequence {pk}S,, 7,s >O, of 
complex numbers, the truncated strong moment problem seeks a bounded, nondecreasing function 
a(x) on (a, b) such that 
s 
b 
PIi? = xm da(x), m= -r,-r+ l)...) s. 
(2 
It is clear that strong moment problems and truncated strong moment problems are closely related. 
A solution a(x) to the strong moment problem is a solution to the truncated strong moment problem, 
though the converse does not necessarily hold. One important difference between the two problems is 
that in the truncated setting we are allowing solutions a(x) that may have only finitely many points 
of increase in (a, b). This parallels the development of the classical truncated moment problems in 
[ 1, 131. The theory developed for the strong moment problem will be of assistance in examining the 
truncated strong moment problem. 
One of the objectives of this paper is to demonstrate maximal mass bounds for solutions of 
certain truncated strong moment problems. In particular, let {pk}n_51l be a truncated bisequence of 
real moments associated with a positive-definite truncated strong moment functional on a bounded 
interval [a, b] which does not contain zero and let z E R\(O). There exist solutions to the moment 
problems 
s b pk = xkda(x), k= -p,-p+ l,..., q, a 
where p and q, are nonnegative integers satisfying -n < - p-c q < n - 1 and depending on z and 
these solutions all satisfy a(r + 0) - a(r - 0) d C(r) where C(z) is a constant which will be given 
explicitly. 
We begin this paper in a more general setting, with an infinite bisequence of moments {,u~}?~, 
such that the associated strong moment functional 9 is positive definite on a bounded interval 
(a, b) c R\(O). In Section 3, we work with a sequence of quasi-orthogonal Laurent polynomials 
S. C. Cooper, P.E. Gustafson I Journal of Computational and Applied Mathematics 80 (1997) 197-208 199 
associated with 3 and develop Gaussian quadrature rules. In Section 4, extremal properties satisfied 
by the quadrature weights are determined, and in Section 5 we apply these extremal results to the 
truncated setting to obtain the maximality results outlined above. 
2. Preliminaries 
In this section, we review pertinent terminology and notation, and recall certain results from the 
literature. A Laurent polynomial, or L-polynomial, is a rational function of a nonzero, real variable 
x with the form R(x)= C:=, rixi, where m, n E Z with m 6 n and r, complex for i=m, . . . , n. R(x) is 
said to be real if rjE[W for i-m,..., n. We use the notation 8 to represent the vector space of all 
Laurent polynomials and gm,n the set of all Laurent polynomials of the form R(x)= CF=, rjx’. Two 
classes of L-polynomials that are particularly important are 
&,, = (R E &,,,, : the coefficient of xM is nonzero} 
and 
w 2m+1 = (R E g-(m+~),m: the coefficient of X-cm+‘) is nonzero} 
for all integers m 3 0. For every L-polynomial, R(x), there exists a unique n such that R(x) E &. 
This number II is called the L-degree of R(x) and is denoted by L-deg(R(x))=n. If R,(x) E .Blrn 
and the coefficient of XC” is nonzero, then R,(x) is said to be regular. Similarly, R,(x) is reg- 
ular provided R,(x) E g2m+l and the coefficient of x”’ is nonzero. Furthermore, R,(x) is 
manic if the coefficient of x”’ is one, while R,(x) is manic if the coefficient of x-(~+‘) 
is one. 
For {Y,}?~ a bisequence of complex numbers, the complex-valued function 3 defined by 
Z[R(x)]= Cyz, ri,ui where R(x)= Cyz, rixi, is called the strong moment functional determined 
by the bisequence of moments {Y,}:~. A sequence of L-polynomials {R,(x)},OO=~ is an orthog- 
onal Laurent polynomial sequence (OLPS) with respect to 3 if Rk(x) E 9$ for each k 2 0 and 
_Y[R,(x)R,(x)] =K,J,,, for all m, n 2 0, where K,, # 0 for all n 3 0 and 6,,, is the Kronecker delta 
function. 
A strong moment functional _Y is said to be positive-definite if _Y[R(x)] > 0 for all R(x) E 92 such 
that R(x) is not identically zero and R(x) 2 0 for all x E [w\(O). ._Y is positive dejinite on E c R\(O) 
if 9[R(x)] ~0 for all R(x) E 92 such that R(x) $ 0 on E and R(x) 3 0 on E. A positive-definite 
strong moment functional has several useful properties associated with it. For example, a positive- 
definite strong moment functional _Y has a corresponding sequence {R,(x)}Eo of real orthogonal 
L-polynomials [4-91. Other properties of a positive definite moment functional include the following. 
If {Rn(x)}Eo is an OLPS corresponding to 3, then for each n 3 0, R,(x) has v, real, distinct, simple 
zeros x,,i, i= 1,. . . , v, such that x,, , <x,,~ < . . cx,,,, where v, =n, if R,(x) is regular, and v, =n - 1, 
otherwise [4, 5, 7, 111. Furthermore, if _Y is positive definite on an interval (a, b) not containing 
the origin, then {R,(x)},OO=~ is regular [5, 7, 91 and all of the zeros x,,~ are contained in (a, b) 
with 
Xn+l,i ---n,i --n+l,i+l (1) 
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for n > 1 [5]. If .3? is positive definite on (a,b) not containing the origin, the elements of the 
corresponding OLPS, {R&c)}~~, can be expressed as RI,,,(x) = Cy=_,,, rZm,i~’ and Z&+,(x)= 
CL_ Cm+l) r~~+l,ix~ where 
~2~,-~ . r2m,m . ~2~+1,-(~+1) . r2m+b #O (2) 
[4-91. 
When 3 is positive definite on (0, co), it follows from (1) that {xn,i}Ei is a decreasing sequence 
for all i >O, while {xn,,_j+l}Ej is an increasing sequence. The limits li= lim,,, xn,i and qj = 
lim,,, x,,,_~+~ therefore exist (although qj could be infinite) for each i,j>O. It has been shown 
[4, 51 that 0 d i”, < t2 < .. < q2 < yl < 00 and also that [[i, y,] is the smallest closed interval 
on which Y is positive definite. This property has lead [t ,, yl] to be called the true interval of 
orthogonality for 3. 
Associated with a positive definite 2 are Gaussian quadrature rules. These rules have various 
forms depending on the underlying sequence of L-polynomials. Most sources concentrate on those 
associated with the orthogonal L-polynomials, [4-91. Quadrature rules have also been developed 
for para-orthogonal L-polynomials [2] and quasi-orthogonal L-polynomials [7, 1 I]. In the case of 
general positive definiteness, the quadrature rules associated with the OLPS {R,(x)}zO break down 
into several cases, depending on the number of zeros of R,(x), [7]. In the Stieltjes setting, when 3 
is positive definite on (0, oo), {R,(x)}go is a regular OLPS, and the quadrature rules state that if 
F(x) E gZn_, , then 
-%F(x)l = ~F(xn,i)l.n,i 
i=l 
where An,i > 0 are positive constants, [4-9, 111. If we define step functions a,(x) by 
( 
0, x<x,,1 
a,(x)= &,,+...+&J, x,,p<.=x,,p+l, l<pdn-1 
PO> x 2 &l,?l 
then 
/&?I= O” J x”’ da,(x)0 
for m= - n , . . . , n - 1. Using limiting arguments involving Helly’s selection Theorems [7], it has 
been shown [4, 5, 7, 1 l] that there exists a strong distribution function a(x) with infinitely many 
points of increase in (0, co) such that 
J 
cc 
pcl, = lim x”’ da,(x) = xm dcr(x) n-CC 0 
and thus 3 has an integral representation. Similar results exist 
Hamburger and Hausdorff cases, see [7, 141. A strong distribution 
of 3? is called a representative of 3, and a distribution obtained 
natural representative of dp. 
for the positive definite strong 
giving an integral representation 
in the above manner is called a 
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3. Quasi-orthogonal Laurent polynomials 
This section is devoted to the definition of quasi-orthogonal L-polynomials and an examination of 
their zeros and associated Gaussian quadrature rules. The quasi-orthogonal L-polynomials introduced 
here are slight modifications of those found in [7, 111. The fact that we restrict out attention to 
strong moment functionals that are positive definite on a bounded interval that does not include zero 
allows us to obtain more precise information about the location of the zeros than is possible in the 
general strong Hamburger case. Also, the quadrature rules are very similar to those found in [7, 111, 
but again we are able to give more information in the form of two extra cases. 
Throughout the remainder of the paper, we will assume _9? is a positive definite strong moment 
functional with a bounded true interval of orthogonality, [4r, v,-l] c R\(O). Clearly, in the case of pos- 
itive definiteness on (O,oo), [[r, y,] c (0, co) while in the case of positive definiteness on (-co,O), 
[[, , yr] c( -co, 0). Let {R,(x)},OO=~ be the sequence of manic orthogonal Laurent polynomials corre- 
sponding to 9, and let r E R\(O). Then we define the sequence {R,(x, r)},oC=, of quasi-orthogonal 
Laurent polynomials by 
&m(x,r) = ~R2,7-,(7Y72rn(X) -XR2m(~)R2m-,(X), 
R2m+,(X,7) = ~-1R2mWR2m+,(X) -X-‘R2m+,WR2m(X). 
Then R2,,,(x, z) and R2,,,+, (x, z) can be expressed as 
&(x, r) = rR2mP~(r)~2m,-,~-m + . . . + (~&-I(T) - &m(~)r2m--l,mp~ lx” 
(3) 
(4) 
= B2,,,(x, zk-” (5) 
and 
Rz~+,(x,z) = (7-‘&,47) - R2m+l(~)r2,,-m)x-m-1 + . . . + ~-‘Rd~hm+~,mxm 
= BZm+, (x, z)x~+‘. (6) 
Note that r is a zero of R,(x,z) for all ~1. Also, by (1) and (2), ]Rz~--~(z)] + ]R~~(r>l # 0 and 
r. Y2m-,,m-, . Y2m,-nl # 0, from which it follows that BZm(x, z) $ 0. Similarly, BZm+r(x, r) $ 0. 
We now gather information about the zeros of R,(x,z). 
Theorem 3.1. Let {R,(x,z)}gO be the quasi-orthogonal L-polynomials dejined in (3) and (4) and 
B,(x, z) as given in (5) and (6). Then the degree of B,(x, z) is either n or n - 1, and at least n - 1 
of its zeros are real, simple and contained in [<,, y,]. From (5) and (6), it follows that the zeros of 
R,(x, z) consist of the nonvanishing zeros of B,(x, z), and hence R,(x, Z) has n or n - 1 real zeros, 
with at least n - 1 of them contained in [<,, y,]. 
Proof. Let t,, . . . , t, denote the distinct real zeros of B,(x, Z) that are of odd order and contained in 
[51,Yd. 
First assume that iz = 2m and define 
T2m(X ~)=(X-tl)...(X--ti’~~,,) 
9 
X” 
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(If p2m =O, we adopt the convention that the numerator is 1.) Then we have T2&, z) E ~-m,p2,,,--m. If 
p2m <2m-1, then p2,,,--m<m-1, and hence T2m(~,r) ~94_~,~_~ C &,,m--l and~T~,,,(~,r)~~_,,,+,,~-i 
= k%__(,,_i )+,. Therefore Tzm(x, r) has L-degree 2m - 1 and xT~~(x, z) has L-degree 2m - 2 or 2m - 3. 
Then by orthogonality and definition (3) of &&x,z), Z’[T2m(~, r)&,,(x,r)]=O. 
=W2m(X, 7)R2m(X, r)l 
= ~~2m_1(t)~[T2m(~,~)R2m(~)I - R2,(~)~[xT2,(x,~)R2m-1(~)1 
= 0. 
Let 
P2&, z) = T2m(x> 7)R2m(x> 7) = B2$ z)(x - t1) . . . (x - tpz,,,). 
Then &&,T.) $ 0 on [CI,YI] and P2&,7) 2 0 on [51,rll or &(x,7) d 0 on [CI,Q]. Therefore, 
by positive definiteness of SC on [<i, yi], 9’[&(x, r)] # 0. It follows that p2m 2 2m - 1 and 
hence the degree of B2&x, 7) is 2m - 1 or 2m. If deg B2&x, z)=2m - 1, then all of its zeros 
are real, simple, and contained in [ti, ~~1. If deg B2,4x, z)=2m, then at least 2m - 1 of its zeros 
are real, simple and contained in [tl, vi]. The last zero, also real and simple, may or may not lie 
in [51,~11. 
As the case n =2m + 1 is completely analogous, we will omit its proof. 0 
Let the zeros of R,(x, z) be denoted by tn,i, i= 1,. . . , v,, where t,,, 1 < t,,2 < . ’ . < t,,“,, and v, =n or 
n - 1. Note that since R,(z, z) = 0, there exists a j, 1 <j < v,, such that z = tn,j. 
In preparation for the developing the Gaussian quadrature rules, we define the fundamental 
L-polynomials tn,i(X, Z), i = 1 ,...,v,, by 
e2m,i(x, z)= 
R2&, 7) 
&m(t2m,i, 7)(X - t2m,i)’ 
e 2m+l,iCX, z>= 
xR2m+1(4 z> 
t 
2m+l,i . RL+, tt2m+l,i, z)(x - t2m+l,i)’ 
Note that 
tfn,i(tn,k,T)=6k,i, k,i= 1,. . .,v,. 
Using Theorem 3.1, it is not hard to show that 
(a) 822m,i(X, 7) E 9-m,m--l, if v2m =2m; 
(b) kzm,i(x, Z) E .~4_,,,~__2, if v2m=2m - 1 and B40, Z) # 0; 
(c) e2m,i(X,z)E~_(,_,X,_,, if v2m=2m - 1 and B2m(0,r)=0; 
(d) &+l,i (x,7) E .C4_m,m, if v~~+i=2rn + 1; 
(e) /2m+l,i (x, 7) E 8-,,,,,,-I, if ~2~+1 =h and B2m+~(0,~) # 0; 
Cf > /22m+l,i (x,7) E ~--(m_l~,m, if vZmfl =2m and B2m+1(0,~)=0. 
(7) 
(8) 
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Theorem 3.2 (Gauss quadrature). Let {R,,(x, z)}?=, be the quasi-orthogonal Laurent polynomials 
dejined in (3) and (4) and let t,,i, i=l,. . . , v,, be the zeros of R,(x,z). Then there exist weights 
A(,ti, i= 1,. . . , v,,, such that 
i=l 
for all F E S? satisfying 
(a) F E 9)--~,+-2~ when m>l, v2,,,=2m, 
(b) F E =2m,2m-3~ when m > 1, v2m = 2m - 1 and B2m(0, z) # 0, 
(c) FE &C2m_1),2m_2, when m> 1, v2m=2m - 1 and B2m(0,~)=0, 
(d) F E %2,,,,2,,,, when m 30, 15,,+1=2m + 1, 
(e) F E &m,2m-~J when m>l, ~~,,,+~=2rn and B2m+1(0,~)#0, 
(f) F E K(2m_1),zm, when m > 1, v2,,,+r =2m and B2m+1(0, z)=O. 
Furthermore, the weights A$ are positive for i= 1,. . . , v, and 
(10) 
Proof. For an arbitrary L-polynomial F(x), the corresponding Lagrange interpolating L-polynomials 
L,(x,z) are defined by 
vu 
L(x>~)= ~F(t,,iYn,i(x,~). 
i=l 
BY (7) Ln(tn,k, T)=F(t,,k), h= 1,. . . , v,. Also, L,(x, r) belongs to the same L-space as the &;(a~, r). 
(a) Suppose ~~~=2rn and let F E B__2m,2m_2. Then F(x) - &(x, z) E ~__2m,2m_2 and F(x) - 
L2m(~,~)=R2m(x, z)Q(x) where Q(x) E Rm,m_2. Then xQ(x) E ~_-(m_-l~,m_-l, and therefore, by 
orthogonality, 
zP[F(x) - L2rn(x, z)l= =97[R2&, z>Q(x>l 
= zR~~-~(z)~[R~~(x>Q<x>I - R~~(~>~[xQ(x>Rz~-I(x>I 
= 0. 
Thus 
~[F(x)l=~[~zm(~,~)l=~F(tz,,,i)~~~;j. 
i=l 
Now from (8) we see that &$Jx, r) E &2m,2m_2, and hence when we apply the above result to 
F(x)=&&, r), we obtain Y[&Jx, r)]=I~~,k. By (7), k&i(t2m,I, z)= 1, and hence t)Z2,,;(t2m,i7 z)$O 
on [t,, ~~1. Since 3 is positive definite on [<r, rr], A:;,, >O. This proves (a). 
We omit the proofs for the remaining cases, as they are very similar. To establish (lo), let 
F(x) E 1. Then for any integer n, we can apply (9) to obtain po= CF:, Iz(nTi, which completes the 
proof of the theorem. 0 
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4. Extremal properties of the Gaussian weights 
One advantage of using Gaussian quadrature rules associated with the quasi-orthogonal Laurent 
polynomials is that we are allowed some input into the construction of these rules. In particular, 
for a given r E R\(O), z will be a zero of R,(x, Z) for all IZ. Important extremal properties resulting 
from this fact are developed in this section. In preparation for these results we define 
p,(x)= 1 I (11) k=O 
where {&(X)} is the orthonormal OLPS associated with 9’. 
Theorem 4.1 (Minimization property). Let {R,(x, z)}rYo be the quasi-orthogonal Laurent polyno- 
mials dejnzed in (3) and (4), pn( x ) as defined in (11) and let j be such that z = tn,j, where 1 <j f v,. 
Then 
At;.= min{.9[]F/2]: F(x) E .9?r,s and F(z)= l} (12) 
with 
where 
(a) ~~,s=~_,,,_,, k=2m - 1 when m>l, n=2m and v2,,,=2m, 
(b) .?$)r,s=8_m,m_2, k=2m - 1 when m31, n=2m and v2,=2m - 1, Bz~(O,Z)#O, 
(c) ~)r,s=~_-(m_l~,m-,, k=2m - 2 when m>l, n=2m and vzm=2m - 1, Bz,,,(O,Z)=O, 
(d) By,, = g-m,,, k=2m when m>O, n=2m + 1 and vZm+l =2m + 1, 
(e) .g,,=&,,,_,, k=2m - 1 when m31, n=2m + 1 and v2,,,+1=2m, B~~+1(0,7)#0, 
(f) %,S = Q?-l),m, k=2m when mal, n=2m + 1 and v2,,,+,=2m, &,,+1(0,~)=0. 
(13) 
Proof. We will prove (12) and (13) for case (a). Let n=2m, v2m =2m and F(x) E &,,m_-l with 
F(r)= 1. Then IF(x E 9- 2m,2m_2, and by Theorem 3.2(a), 
9[]F]*]= 2 IF(t2,,i)12ATA,i 3 IF(t2,,j)12i~~,j=~~~,j. 
i=l 
For F(x)=&,~(x,z), we have 54’[k’~~,j(x,r)]=/z~~,j. Thus (12) holds. To show (13), we return to 
F(x) E K,,,_i with F(z)= 1. There exists constants co, cl,. . . , ~-1 such that F(x)= ET_,’ Cjkj(X) 
with F(z)= ~~Y?~’ cjkj(r)= 1. It follows that _Y[]F]2]= x:2;’ ICj12. From the Cauchy-Schwartz in- 
equality, 
2m-1 
[ 
2m-I 2m-1 1 
112 
1 = C CjI?j(Z) < C Icj12 C lkjC2)12 
j=O j=O /=o 
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and therefore Y[lF12] >pZ,,-r(r) with equality if EJ=kj(r)[C~~~’ lki(r)12]-1. For this choice of cj, 
(13) follows. Thus the minimality properties (12) and (13) hold for case (a). The proofs of the 
other cases are completely analogous. [? 
Note that for a fixed x, {p,(x)} is a nonincreasing sequence. From this fact and the above theorem, 
we obtain the following result. 
Corollary 4.2. Let z be an arbitrary nonzero real number and let {R,(x,z)},“=, be the correspond- 
ing quasi-orthogonal Laurent polynomials defined in (3) and (4). Let j be such that z= tu,j. Then 
{AI,T;};=, is an nonincreasing sequence. 
The different cases for the quadrature rules and minimization properties simplify greatly when 
r@[-k&M], M=max{l(l/,IqlI}. By Theorem 3.1, &(x,7) can have at most one zero outside of 
[<r, ql], from which it follows that when z +Z [-k&M] either r= t,,, I for all n or z= tn,n for all n. Thus 
R,(x, r) has n distinct real zeros in this case, so vn = n, and therefore only cases (a) and (d) of the 
above results apply. The following theorem shows that for z @’ [-M,M], the result of Corollary 4.2 
can be extended. 
Theorem 4.3. Let {R,,(x,~)}~=~ be the quasi-orthogonal Laurent polynomials dejined in (3) and 
(4), with the n zeros of R,(x, z) denoted by {t,,i}r= ,. Let z # [-k&M] and assume that z= t,,, for 
all n or z= t,,, for all n. Fix j such that Z= tn,j. Then 
(14) 
Proof. From Theorem 4.1, it suffices to construct a sequence of polynomials pn(x) satisfying 
p,(r)=1 and lim,,, _Y[p~(x)] =O. We do this by defining 
p,(x)= [(s!$E _)’ (A!$ _x)l’. 
Then p,(r)= 1 and for x E [cr, r,], 
with 0 < 8 < 1. Let a(x) be a natural representative of 9. Then 0 < .Z[pi(x)] < 02n Jz’ da(x) and 
hence lim,,, S?[pi(x)]=O and thus (14) holds. 0 
5. Maximal mass results for truncated strong moment problems 
In this section we use Theorem 4.1 to establish maximal mass results satisfied by solutions E(X) 
of certain truncated strong moment problems. That is, we examine bounded, nondecreasing 
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functions a(x) on (a, b) for which the moments 
J’ 
b 
pk= xkda(x), k= -n,-n+l,..., n- 1, 
D 
all exist, where IZ is a positive integer. We refer to the functional 9 defined by _5?[xk], k= - n,. . . , 
n - 1 as the truncated strong moment functional determined by the truncated bisequence {pk}L;i. 
Assume that {,&)X1 is real and (a,b) is a bounded interval contained in [w\(O). Furthermore, 
assume that 9 is positive definite on (a,b), meaning that 9[R(x)] ~0 for all R(x) E 9&-, such 
that R(x) $0 on (a,b) and R(x)>0 on (a,b). 
The analyses and results of the preceding sections readily apply to 2. It can be shown in the same 
manner as for a strong moment functional that there exists a regular OLPS {&(x)}~=~ associated 
with 2, and that the zeros {xk,i}fE1 of &(x) satisfy a <x,Q <xk__l,j <xk,i+i <b for 1 <k<n. With 
{&(x)};,O we can build the quasi-orthogonal L-polynomials {&(x, r)};=, as defined in (3) and 
(4). As in Theorem 3.1, Rk(x, z) has k or k - 1 distinct, real zeros, with at least k - 1 of these 
zeros contained in (a, b). Also, the Gaussian quadrature rules and minimization property can readily 
be shown to hold for {R_+(x,z)}$=, as for the full sequence {Rk(x,~)}~zO. 
Recall that by a truncated strong moment problem we mean the following: given a finite bisequence 
’ o complex numbers, does there exist a bounded, nondecreasing function a(x) on (a, b) such ;m$ f 
kn= b J x”du(x), m=r,...,s? a 
Assume p and 4 are positive integers satisfying --y1< - p <q d n - 1 and define A_,, to be the 
set of all nondecreasing functions c!(x) on (a, b) for which j& = Jab xk da(x) for all -p < k <q. Any 
element of &-p,4 is a solution to the truncated strong moment problem for the finite bisequence 
{,&}!_p. Th e o f 11 owing theorem determines the maximal possible mass concentrated on a nonzero 
point x = r by any distribution a(x) solving particular truncated moment problems related to the finite 
bisequence {,&}!;’ . 
Theorem 5.1. Let {uk}?;’ be a finite, real bisequence 
strong moment functional determined by the bisequence. 
an arbitrary nonzero real number. Let {Rk(x, z)};=~ be 
corresponding to 9 and let PA(X) for k =O, . . . , n be as 
and 
max{$(z + 0) - $(z - 0) : $ E d-p,q}=pk(z) 
f or 
(a) 4-P,y =~--~~,2~--2, k=n - 1, when m3 1, n=2m 
(b) A-P,4 =A-2m,2m-33, k=n - 1, when ma 1, n=2m 
(c) Jff&,q=~-2m,2m, k=n - 1, when m>O, n=2m$ 
of moments and let 3? be the truncated 
Assume 9 is positive dejinite and let z be 
the quasi-orthogonal Laurent polynomials 
dejined in (11). Then 4_P,4 is nonempty 
and v2,,, = 2m, 
and v2,,,=2m - 1, B2,,,(0, r) # 0, 
1 and vZm+l =2m + 1, 
Cd) ~-p,q=~-~2m--1~,2m, k=n - 1, when m> 1, n=2m + 1 and vZm+l=2m, &,,+1(0,~)=0, 
(e) ~-p,q=42m-1~,2m-2, k=n - 2, when m> 1, n=2m and v2,,,=2m, Bzm(0,7)=0, 
(f) ~-p,q=~-2m,2m-11 k=n-2, when m>l, n=2m+ 1 and v2,,,+,=2m, B2,,,+1(0,~)#0. 
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Proof. Case (a) Let n=2m, v 2m =2m. By the quadrature rules (9) we have 
2m 
207 
pk=L!?[~k]=~t~,,,i~~~i, k= -2m ,..., 2m-2. 
i=o 
If we let CI,(X, r) be the step function defined by 
1 
0, x < t2m, 1 
~n(x, z)= 12m,~ +...+12m,p, t2m,p<x<t2m,p+l, l<p<2m- 1 
PO, x 2 t2m, 2m 
then 
yk= O” J xk da,(x) -03 
for k= - 2m,..., 2m - 2, and hence c(,, E ~-2m,2m-2. Note that z= t2m,j for some 1 <j < 2m with 
a,(z + 0,~) - a,,(~ - 0,r)=l~~,~=p2,_l(r). Therefore 
max{$(r + 0) - ti(r - 0): $ E d-2m,2m-2} >~2~-1(7). (15) 
Now for any $ E A!-2m,2m-2 and FE i4?--m,m_l such that F(T)= 1, we have 
Z[lF/2]= Jm IF(t)12d~(t>~lF(2)12[~(2+o) - $(z - o>]=$(z+o> - $(z- 0). (16) -cc 
Combining (15) (16) and Theorem 4.1, it follows that 
~2~-1(7)= max{ti<T +  0) - ti(z - 0): rl/ E J-2m,2m-2}. 
This proves case (a). 
We omit the proofs for the remaining cases, as they are similar. 0 
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