Abstract | David Payton and Ken Rosenblatt have recently proposed a command fusion method for combining outputs of multiple behaviors in a mobile robot navigation system such that information loss due to command fusion can be reduced. Using linguistic fuzzy rules to explicitly capture heuristics implicit in the Payton-Rosenblatt approach, we have extended their approach to a fuzzy logic architecture for mobile
: Which way to turn? Obstacle avoidance does not know robot navigation in dynamic environments, which is simpler and easier to understand and modify. We have also developed and empirically tested a new defuzzi cation technique for alleviating di culties in applying existing defuzzi cation methods to mobile robot navigation control.
I. Introduction
The ability for a mobile robot to navigate intelligently in a dynamic environment is needed if robots are to be used in areas other than strictly controlled environments. In order to navigate in a dynamic environment, the robot must be able to deal with the issue of uncertainty and incomplete information about the environment in a timely manner. Several approaches have been developed to address this important issue at various levels in mobile robot planning and control.
One approach at the level of intelligent mobile robot control is to use multiple behaviors to generate several control suggestions, one of which is selected by a command arbitrator based on the behaviors' priorities. The term behavior comes from biology and refers to the reaction of an agent to a given situation. Therefore, a behavior in a mobile robot navigation system usually represents a concern of the robot, such as follow the path or avoid obstacles. To avoid collisions, the obstacle avoidance behavior is usually given a higher priority than other behaviors.
Even though this command arbitration scheme is simple and e ective under most situations, Payton and Rosenblatt have found a serious problem with this approach, which is demonstrated in Figure 1 1 ]. The priority{based arbitration scheme would only have a 50% chance to make the correct turn (i.e. left), since the information regarding path following is not available once the command arbitrator selects the collision avoidance behavior. What we need is a way to fuse multiple control commands recommended by di erent behaviors.
Observing the limitation of a xed priority arbitration scheme, Payton and Rosenblatt developed a command fusion architecture that allows control recommendations of di erent behaviors to be directly combined to form multiple control recommendations with di erent weights, from which a nal control command is chosen. This paper describes an extension of their work using fuzzy logic 2, 3].
In the next section, we will rst brie y review major approaches to mobile robot navigation and, in particular, Payton and Rosenblatt's command fusion scheme. A brief introduction to fuzzy logic and a discussion on its relationship to the Payton-Rosenblatt (P-R) approach is then given. Section III presents our fuzzy logic based architecture for mobile robot navigation that extends the P-R approach. We describe the simulation results of an implementation of the architecture in Section IV. Finally, we summarize the bene ts of our approach and outline the directions of our future work.
II. Background

A. Approaches to Mobile Robot Navigation
The basic problem of autonomous mobile robot path planning and control is to navigate safely to one or several target locations. 1 Existing approaches to mobile robot navigation can be classi ed into three categories: model-based approaches, sensor-based approaches, and hybrid approaches. Modelbased approaches use a model of the environment to generate a path for the robot to follow. Techniques for model-based path generation include road mapping 4, 5], cell decomposition 5, 6], and potential elds 5, 7] . All of these methods are able to nd a path from an initial point to a goal point using a model of the environment. Some of these techniques (e.g. road mapping) can be used to nd the shortest path between a starting location and a target location, if such a path exists. However, these methods rely on an accurate model of the environment to generate a safe path (i.e., a path that does not go through or near any obstacles). Since it is usually di cult to obtain an accurate model of a Sensor based approaches to mobile robot navigation generate control commands based on sensor data. A promising architecture for sensor-based approaches is the behavioral architecture, which consists of multiple behaviors, each one of which reacts to sensor input based on a particular concern of the navigation controller 8, 9] . Examples of typical behaviors include goal-attraction, wall-following, and obstacle-avoidance. The main advantage of sensor-based approaches is that the robot can navigate safely in a dynamic environment, because it can easily react to obstacles detected by sensors in realtime. The major limitation of purely sensor-based approaches is that the robot my not reach the goal, even if a path to the goal exists.
Model-based approaches and sensor-based approaches can be combined into hybrid approaches to mobile robot navigation 1]. As shown in Figure 2 , a hybrid approach usually uses a model-based planner to generate a path from an incomplete model of the environment. The path is used by a sensor-based controller to navigate the robot such that it follows the path while avoiding obstacles unknown to the model. This approach is thus able to achieve the optimality of model-based approaches and the reactivity of sensor-based approaches. One important issue of hybrid approaches is how the path information is combined with the sensor data. One way to address this issue is to rst generate a set of control commands (e.g. some using the path information and others using the sensor data), which are then fused to an appropriate nal control command to be executed by the mobile robot. A suitable scheme for fusing the control commands thus is critical for a hybrid approach to be successful. This need leads to the command fusion technique developed by Payton and Rosenblatt. . The approach is motivated by their observation that a xed-priority-based command arbitration usually results in loss of information, which makes decision making much more di cult, as illustrated by the example situation in Figure 1 . In this example, the path following behavior suggests to turn left, while the obstacle avoidance behavior suggests to turn either left or right to avoid the obstacle. The priority{based arbitration scheme would only have a 50% chance to make the correct turn (i.e. left), since the information regarding path following is not available once the command arbitrator selects the collision avoidance behavior. Payton and Rosenblatt therefore developed a command fusion method that allows the information conveyed by the sensor data and the path information to be available in choosing the nal control command.
In the Payton-Rosenblatt (P-R) method, the output of each behavior is a set of nodes, each of which corresponds to a possible control decision. The con dence and desirability of each control decision is represented by the activation level of the node. To illustrate this, Figure 3 (which duplicates Figure 7 in 1]) shows a P-R network for combining two behaviors, Turn{for{Obstacle and Track{Road{Edges, for the situation given in Figure 1 . The size and color of each node in Figure 3 represents the behaviors' activation for that command. A node's size represents the magnitude of its activation. Solid black color represents positive activation, while white color represents negative activation. For example, the Turn{for{Obstacle behavior in Figure 3 has a large positive activation level for the \hard left" node, and a large negative activation for the \straight ahead" node.
To obtain the result of combining two behaviors, the activation strengths of the corresponding nodes are combined using a weighted sum scheme, as illustrated by the middle layer in Figure 3 . The weight associated with a behavior re ects the degree of importance of the behavior's suggestion. For instance, the Turn{For-Obstacle has a higher weight than the Track{Road{Edges behavior because it is more important to avoid hitting obstacles than to follow the track. The nal control command is the node with the largest positive activation in the combined behavior based on the winner-take-all selection strategy.
C. Fuzzy Logic
Motivated by the observation that many concepts in the real world do not have well de ned sharp boundaries, Lot A. Zadeh developed fuzzy set theory that generalizes classical set theory to allow objects to take partial membership in vague concepts (i.e. fuzzy sets) 10]. The degree an object belongs to a fuzzy set, which is a real number between 0 and 1, is called the membership value in the set. The meaning of a fuzzy set, is thus characterized by a membership function that maps elements of a universe of discourse to their corresponding membership values. Figure 4 shows the membership function of the fuzzy set NEAR in the context of mobile robot navigation control. In this Figure, d represents the distance of the closest obstacle detected by a sensor, and represents the membership value in the fuzzy set NEAR. As the Figure depicts, an object that is 15 units away has a full membership in NEAR, while one that is 46 units away has a membership value of 0.8. Capturing vague concepts such as NEAR using fuzzy sets can improve the robustness of a navigation control system in the presence of sensor noise, because noise in the sensor data can only slightly change the membership degree in NEAR and therefore a ects the nal control command in a minor way.
Based on fuzzy set theory, fuzzy logic generalizes modus ponens in classical logic to allow a conclusion to be drawn from a fuzzy if{then rule when the rule's antecedent is partially satis ed. The antecedent of a fuzzy rule is usually a boolean combination of fuzzy propositions in the form of \x is A" where A is a fuzzy set. The strength of the conclusion is calculated based on the degree to which the antecedent is satis ed. A fuzzy logic controller uses a set of fuzzy if-then rules to capture the relationship (i.e. the control law) between the observed variables and the controlled variables. In each control cycle, all fuzzy rules are red and combined to obtain a fuzzy conclusion for each control variable. Each fuzzy conclusion is then defuzzi ed, resulting in a nal crisp control command. An overview of a fuzzy logic controller and its applications can be found in 11].
Other researchers have also applied fuzzy logic to mobile robot navigation with di erent focus. Ruspini and his colleagues have developed a fuzzy logic based approach to the explicit representation and execution of complex navigation plan, which was implemented in SRI's award winning robot { Flaky 12] . The use of VLSI fuzzy inferencing chips for implementing sensor-based fuzzy behaviors has also been demonstrated by Pin and Watanabe 13].
D. Relationship between Payton-Rosenblatt Approach and Fuzzy Logic
Even though Payton and Rosenblatt's (P-R) method was not presented as a fuzzy logic approach, it is similar to fuzzy systems in several ways. First, the activation level of nodes in the P-R network corresponds to membership degrees in fuzzy sets. A high positive activation level, for example, corresponds to a high membership degree in a desirable fuzzy control decision, and a high negative activation level corresponds to a high membership degree in an undesirable fuzzy control decision. Second, the set of nodes representing one behavior, together with their activation levels, corresponds to a discrete fuzzy set. For instance, the nodes of Turn{For-Obstacle behavior in Figure 3 represents a discrete fuzzy set not forward. Third, the process of command fusion is analogous to the combination of fuzzy conclusions in fuzzy inference. In particular, the winner{take{all method in the P-R approach for choosing the nal control command is similar to the mean{of{maximum defuzzi cation technique in fuzzy logic controllers. There are several major di erences, however, between the Payton-Rosenblatt approach and a fuzzy system. First, linguistic terms are explicitly used in a fuzzy system, making it easier for designers to understand and modify linguistic fuzzy rules than to comprehend link connections in the P-R command fusion network. Second, the combination of activation levels in the P-R approach can implement combining operations that are di cult to achieve using a single fuzzy operator. However, we will demonstrate in the next section that the same e ect can often be achieved using a combination of multiple fuzzy operators. Third, fuzzy logic o ers several defuzzi cation techniques beyond the winner{take{all method. Furthermore, it facilitates the designer to develop new defuzzi cation techniques suitable for certain applications by extending existing ones. Section III.E describes a new defuzzi cation technique we developed for applications such as mobile robot navigation control that need to deal with prohibitive information (e.g. traveling directions that should be avoided due to the presence of near obstacles). Like other behavioral approaches, the fuzzy logic based architecture of our mobile robot navigation system consists of several behaviors. Each behavior represents a concern in mobile robot control, and relates sensor data, robot status data and path information to control recommendations, as shown in Figure 5 . Unlike other behavioral approaches, however, a behavior in our architecture has two components: (1) a set of fuzzy rules, and (2) a fuzzy inference module. A behavior's fuzzy rules explicitly capture the control strategy of the behavior in the form of linguistic rules. A behavior's fuzzy inference module implements a fuzzy inference scheme appropriate for the behavior. As illustrated in Figure  5 , multiple behaviors could share a common fuzzy inference module. Fuzzy control recommendations generated by all the behaviors are fused and defuzzi ed to generate a nal crisp control command.
III. Our Methodology
Based on the architecture, we have implemented a mobile robot controller, shown in Figure 6 , that consists of two behaviors: one for obstacle avoidance and one for path following. The basic algorithm performed every control cycle by the architecture consists of the following four steps: (1) The path following behavior determines the desired turning directions. (2) The obstacle avoidance behavior determines the disallowed turning directions. (3) The command fusion module combines the desired and disallowed directions. (4) The combined fuzzy command is converted into a crisp command through a defuzzi cation process. It is worthwhile to note that the desired and disallowed directions are maintained in fuzzy set form to reduce possible loss of information in command fusion. Figure 7 shows an example of a situation in which the path following behavior suggests the robot to turn left, but the robot must go straight a little longer to avoid the obstacle on the left (i.e. obstacle 
B. Path Following Behavior
The path following behavior generates a desired turning direction based on the robot's current location, its current heading and an imperfect path generated from an incomplete and uncertain model of the environment using a simpli ed road map type method 14]. The path following behavior determines the desired turning direction in three steps. First, it locates a target point, which serves as a near term goal, by projecting forward along the path for a predetermined distance d starting from the point on the Figure 7 . Second, the behavior computes the target angle, which is the angle between the current heading of the robot and a vector from the robot's current location to the target point. For the example given, with the robot heading toward north, the target angle is ?30 degrees. Third, the behavior uses a set of fuzzy rules to broaden the speci c target angle into a general desired direction, which gives the robot more exibility in avoiding obstacles while following the path. Two fuzzy rules used by the path following behavior, R1 and R2, are shown in Figure 8 .
The path following behavior's fuzzy inference module combines desired directions recommended by all path following fuzzy rules using weighted sum. This process is illustrated in Figure 9 for a target angle of ?30 degrees using rules R1 and R2 in Figure 8 . The antecedent membership functions (i.e.
Around 0 degrees, Around -45 degrees, etc.) are designed such that the sum of their membership values for an angle is exactly one. 2 We chose weighted sum fuzzy composition instead of other fuzzy reasoning methods (e.g., max-min) for the path following behavior because the behavior performs, in e ect, a linear interpolation between rules whose antecedent membership functions are adjacent.
C. Obstacle Avoidance Behavior
The obstacle avoidance behavior uses sonar sensor data to generate a fuzzy set that represents the disallowed directions of travel (i.e. directions that lead into or near any obstacles in the short term). The behavior operates by rst comparing each sensor input, which measures the distance of the closest obstacle detected by the sensor, to a fuzzy set NEAR associated with the sensor. Based on the result of the comparison, the behavior determines the degree to which the general direction of the sensor is considered disallowed. Examples of fuzzy rules used by the obstacle avoidance behavior are shown in Figure 10 . Note that the membership function of disallowed direction of the rule R3 is not symmetric with respect to ?45 degrees. More precisely, the ?45 degree sensor has less in uence in the forward direction than in the left direction. This is due to the presense of a ?20 degree sensor towards the front, while there is no sensor between ?45 degrees and ?90 degrees. Because the sensors are not uniformly distributed, we have designed the membership function of disallowed turning directions associated with a sensor such that (1) it partially overlaps those of neighboring sensors, and (2) it has a major in uence on the sensor's direction.
Once all the fuzzy rules associated with the obstacle avoidance behavior have been red, their fuzzy conclusions are combined using the MAX operator. Figure 11 shows an example of this combination with sensor inputs based on the situation in Figure 7 . The behavior's fuzzy inference module uses the MAX operator instead of other t-conorm operators (i.e. other union operators in fuzzy set theory) because it is consistent with the intuition that the degree a travel direction is disallowed should be determined by the sensor source that has the strongest opinion about it.
It is worthwhile to point out that the membership functions NEAR for di erent sensors are di erent, as illustrated in Figure 10 . This is because an obstacle in the robot's traveling direction poses more of a threat than an obstacle that is on the side. From an obstacle avoidance viewpoint, an obstacle of distance d, detected by the front sensor, is thus considered \closer" to the robot than an obstacle of distance d detected by the left side sensor. In fuzzy logic, the meaning of a linguistic term is always associated with the context in which the term is used. A term could therefore have di erent meanings in di erent contexts. This exibility o ered by fuzzy logic makes it possible to capture the desired meanings of the term NEAR for various sensor directions by associating with them the appropriate membership functions.
D. Command Fusion
The third component of the mobile robot navigation controller fuses the fuzzy conclusions about the desired-direction and the disallowed-direction into a combined fuzzy control command. Since the nal turning angle should be both desired from the path following viewpoint and not disallowed from the obstacle avoidance consideration, the command fusion module uses the MIN operator in fuzzy logic to form a conjunction of the two behaviors' output as follows:
For the convenience of our discussion, we will refer to the negated Disallowed Direction as the Allowed Direction of travel.
Returning to our example situation in Figure 7 , Figure 12 illustrates the command fusion step under the situation. Even though the target angle in the example is approximately ?30 degrees, most of the combined fuzzy command for turning direction is around 0 degrees, which is the correct direction for the 
E. Defuzzi cation
Defuzzi cation is the process of converting a fuzzy command into a crisp command, (e.g. turn 4.3 degrees to the right). The two major methods of defuzzi cation are (1) the Mean of Maximum (MOM) method and (2) the Center of Area (COA) method. The MOM defuzzi cation method computes the average of those values with the highest membership degree in the fuzzy command. The COA method computes the center of gravity of the entire fuzzy command.
As we have pointed out in Section IID, the Mean of Maximum (MOM) method is similar to the winner{take{all command arbitration scheme in Payton and Rosenblatt's approach. The major drawback of the MOM method for our application is that it does not use all of the information conveyed by the fuzzy command, and thus has di culty in generating commands that turn the robot smoothly over time.
The COA defuzzi cation method also has problems when applied to mobile robot control. Let us consider the situation shown in Figure 13 . The combined fuzzy command for the mobile robot's turning direction in this situations has a twin-peak membership function. Applying the COA defuzzi cation technique to this twin-peak fuzzy set yields a bad command that will bring the robot even closer to the obstacle. In general, the COA method could create problems when it is applied to applications that involve prohibitive information, for COA does not ensure that the defuzzi ed decision avoids those regions that are prohibited.
To alleviate this di culty, we have developed a new defuzzi cation method, called Centroid of Largest Area (CLA), that partitions a multiple-peak fuzzy command into several disjoint fuzzy subsets, each corresponding to a feasible fuzzy command 16] . The fuzzy subset with the largest area is then selected and defuzzi ed using the COA method. This new defuzzi cation technique is illustrated in Figure 13 . The twin-peak fuzzy control command is partitioned into two fuzzy subsets, one corresponding to each feasible fuzzy command. The fuzzy subset on the right is then chosen because its area is larger than the left one. Applying COA defuzzi cation to the right fuzzy subset results in a turn of 42 degrees to the right. Consequently, the robot will go around the obstacle while maintaining its proximity to the path at the same time. 
IV. Simulation Results
We have implemented the mobile robot controller and tested it through extensive simulations. One of these simulations is shown in Figure 14 . These simulations show that the robot can safely navigate in the environment even if the path goes through or near obstacles. The simulations demonstrated in Figure 14 uses a robot with 7 simulated sonar sensors. We have conducted two experiments to evaluate the system. The rst experiment tests the robustness of the system in the presence of sensor noise. The second experiment compares the performance of our defuzzi cation technique with MOM and COA defuzzi cation methods.
A. Experiment 1
The rst experiment tested the controller's robustness in the presense of various degrees of sensor noise. We tested the controller using 90 imperfect paths. The robot was asked to navigate along each path using seven di erent sensor noise rates (0, 0.1, 0.2, 0.4, 0.6, 0.8 and 1.0). The simulated sensor noises are characterized by a uniform probability distribution in the interval ?d n; d n] where d is the actual distance, and n is the sensor noise rate. We use the following two metrics to measure the performance of the mobile robot controller. The result of our empirical evaluation is summarized in Table 1 , which shows a graceful degradation of the smoothness and safety of the mobile robot controller as the amount of sensor noise increases. Even when the sensor noise rate is as high as 100 percent, the controller is still able to avoid obstacles in most cases. These results suggest that the controller can successfully navigate to the goals using imperfect path information and noisy sensor data.
B. Experiment 2
We have also compared our defuzzi cation technique, Centroid of Largest Area(CLA), with the Mean of Maximum (MOM) and the Center of Area (COA) technique in a similar way using 270 imperfect paths and a sensor noise rate of 0.1. The result of this evaluation is shown in Table 2 , which indicates that our CLA defuzzi cation technique achieves a safer and smoother control of the mobile robot than MOM or COA does. Our fuzzy logic based extension to Payton-Rosenblatt's command fusion scheme o ers three important bene ts: simplicity, extensibility and understandability.
1. Simplicity: The fuzzy logic based navigation controller only needs a small number of rules. In our current implementation, the path following behavior uses seven rules, and the obstacle avoidance behavior uses one rule for each sonar sensor. The simplicity of the system is due to its modular design and the interpolative reasoning capability of a fuzzy system.
2. Extensibility: Our approach is easily extensible. For instance, we have successfully modi ed the controller using 7 sensors into one using fteen sensors in an hour. This is because the desired interaction between sensors is easily achieved by (1) designing the membership functions of the sensors' disallowed directions such that they partially overlap, and (2) choosing the appropriate fuzzy inference scheme (i.e., the max-min inference).
3. Understandability: The knowledge of each behavior is easy to comprehend because it is captured in linguistic form by fuzzy rules.
VI. Conclusion
We have used fuzzy logic to extend Payton and Rosenblatt's behavioral architecture for mobile robot control. By using fuzzy rules to explicitly capture heuristics implicit in Payton and Rosenblatt's behaviors, we obtain a mobile robot controller that is simple, extensible and understandable, yet can e ectively cope with unknown obstacles and imperfect paths in a dynamic environment. We have also developed the CLA defuzzi cation technique that solves a problem in applying existing defuzzi cation methods to mobile robot navigation control. The simulation results of our system indicates that it is able to navigate safely and smoothly in the presence of sensor noise. The simulation also shows that our defuzzi cation technique is superior to existing ones for mobile robot navigation and control.
