Abstract-The Weather Research and Forecasting (WRF) is a next-generation mesoscale numerical weather prediction system. It is designed with a dual purpose, forecasting and research. The WRF software infrastructure consists of a number of components such as dynamic solvers and physical simulation modules. Dynamic solvers are intensive computational components of the WRF model. In this paper, the Horizontal Diffusion method, which is part of the ARW (Advanced Research WRF) dynamic solver, is accelerated using GPUs. The performance of the GPUbased method was compared to that one of a CPU-based singlethreaded counterpart on a computational domain of 433x308 horizontal grid points with 35 vertical levels. Thus, the achieved speedup is 19x on a NVIDIA Tesla M2090, without considering data I/O.
I. INTRODUCTION
Graphics accelerators originally developed for video processing, have evolve into fully programmable Graphics Processing Units (GPUs) with thousands of processing cores and several TFlops of computational power. This tremendous computational power and the emergence of programming languages for writing GPU applications have consolidated the adoption of GPU technology as an alternative for accelerating general-purpose applications, opening a new application field to GPUs called General Purpose Computation on GPUs (GPGPU) [1] .
Compute Unified Design Architecture (CUDA) is a proprietary GPGPU language developed by NVidia that adds extensions to the C programming language to allow all functions from a standard C program to run on the GPUs. Thus, GPGPU has attracted more and more scientists and engineers to use it as a cost effective, high-performance computing platform by converting their existing program codes to run on GPUs [2] .
There are reports of successful implementation of scientific and enginnering applications exploiting GPU acceleration [1] , [2] . These applications range on a variety of fields, such as: financial analysis, database acceleration, climate analysis, and, in general, in the High Performance Computing (HPC) Industry.
Weather and climate models have plenty of fine-grained data parallelism, which has been exploited by vector processors [3] and the Single Instruction Multiple Data (SIMD) supercomputers of the 1990s [4] . Modern large microprocessorbased clusters are unable to exploit finer parallelism than one sub-domain, because CPUs lack the memory-bandwidth and functional units needed. However, GPUs, like SIMD systems, are designed to exploit massive fine-grain parallelism [5] .
There is a growing need for more accurate climate and weather simulations to be delivered in shorter time periods, in particular to guard against severe weather events such as hurricanes and heavy rainfalls [6] . Hardware Acceleration using GPUs has the computational power to accomplish results in reduced runtimes with even higher accuracy simulations [7] .
The Weather Research and Forecast (WRF) model is the most widely used weather forecast and research software model in the world [8] . WRF is a numerical weather prediction system designed to support both forecasting and atmospheric research needs for a broad spectrum of applications across scales ranging from meters to thousands of kilometers [9] .
In this work, we aim to optimize the advanced research version of WRF, called WRF-ARW (Advanced Research WRF), by accelerating the horizontal diffusion method, which is part of the Dynamic Solvers of the WRF. The selection of this method is validated through a profiling analysis of the WRF. The horizontal diffusion method is optimized for running on GPUs using CUDA C, in a standalone development environment. The optimized GPU version is then validated and its performance is compared to the original CPU version. The optimization and validation were executed in an iterative fashion, following the APOD design cycle [10] .
The rest of the paper is organized as follows. Section II reports the related work. Section III describes the basic concepts related with the horizontal diffusion process. Next, Sections IV and V, present the profiling analysis of WRF model and the GPU acceleration approach applied on the target method. Finally, Section VII presents the conclussions.
II. RELATED WORK
Previous work on GPU acceleration of the WRF model focus on dynamical core modules and physics modules. In the microphysics category, i.e part of physics modules; the WSM5 module was accelerated by 20x by Michalakes and Vachharajani [8] , and later by 357x on four GPUs by Mielikainen et al. [11] ; the Kessler cloud microphysics scheme was accelerated by 132x by Mielikainen et al. [12] . Some studies are focused on radiation modules: Lu et al. used a hybrid approach to accelerate Long-wave Radiation Physics module (LWRP) introducing a MPI+OpenMP/CUDA programming model for large GPU clusters [13] ; the RRTM long-wave radiation physics was accelerated, by Ruetsch et al., with CUDA Fortran achieving a 10x performance improvement [14] ; the Goddard shortwave radiation scheme was accelerated by Mielikainen et al. by 116x on four GPUs [5] ; Price et al. accelerated the Long-wave Radiation Scheme of the Rapid Radiative Transfer Model for General Circulation Models (RRTMG) by 127x [2] . Additionally, the scalar advection module, which is part of the dynamical core, is ported to use GPUs by Vanderbauwhede and Takemi obtaining a speedup of 7x [7] .
Although several studies have been conducted on GPU acceleration of WRF modules, a full GPU port of WRF has not yet been undertaken, due to its size and complexity [7] . Some of the GPU acceleration works have been collected by the WRF development team and are available in [15] . In this context, the contribution of this paper is to accelerate the horizontal diffusion method, which is one of the most computationally intensive methods of the WRF, and so far, there are no acceleration studies using GPUs.
III. HORIZONTAL DIFFUSION BACKGROUND
All numerical weather models need some form of diffusion, either explicitly specified or inherent in the chosen numerical schemes for the spatial and temporal discretizations. This diffusion typically serve either of two purposes: 1) to parameterize the influence that unresolved scales of motion have on resolved scales; or, 2) to control problems of numerical origin, e.g. undesirable noise due to poor initialization, poorlyresolved small-scale forcing from parametrization schemes, and computational stability. The terms "diffusion", "dissipation" and "viscosity" are often used interchangeably in the literature [16] , [17] .
ARW dynamical core includes three formulations for explicit spatial diffusion: 1) diffusion along coordinate surfaces, 2) diffusion in physical (x, y, z) space, and 3) a sixth-order diffusion applied on horizontal coordinate surfaces [18] . The Horizontal Diffusion method i.e. the acceleration target of this study, implements the first formulation: diffusion along coordinate surfaces, which is presented in this section.
The model grid of ARW solver uses a C grid staggering, as shown in Fig. 1 , where variable indices (i, j, k) indicate variable locations with (x, y, η) = (iΔx, jΔy, kΔη), and the points where θ is located represents the mass points [18] .
For a model variable a, horizontal and vertical spatial filtering on model coordinate surfaces is considered part of the RHS (right-hand-side) terms in the continuous equations, i.e. the main equations solved in the ARW, and can be expressed as follows
In the Equation 1, the subscripts t, x, y and η denote differentiation, the quantity μ d represents the mass of the dry air column between the base and top of the atmosphere, α is the inverse density taking into account the full parcel density, m x and m y are the ratio of the distance in computational space to the corresponding distance on the earth's surface: (m x , m y ) = (Δx, Δy)/(distance on the earth). K h and K v are the horizontal and vertical eddy viscosities or exchange coefficients [17] - [19] .
For the horizontal and vertical momentum equations, 1 is spatially discretized for a scalar q, defined at the mass points, as
where the discrete operator a x denotes a linear interpolation operator, the discrete operator δ x a = Δx −1 (a i+1/2 − a i−1/2 ) with the operators δ x and δ η similarly defined.
K h can vary in space for mixing on coordinate surfaces, but K v does not vary in space. Hence there is no need for any spatial averaging of K v . Further details can be found on [18] , [19] .
IV. PROFILING THE WRF MODEL
In order to accelerate the WRF model this paper focuses on the horizontal diffusion method, which is a computationally intensive method of the dynamical core of the model. Thus, the profiling analysis presented in this section shows a list of the ten most computationally intensive methods of the WRF Fig. 2 . U.S. Forecast for 3 hours using 12 Km resolution. Frame 1 of Vis5D [9] . model, where Horizontal Diffusion method appears as number six.
First, the workload that is used in the experiments carried out in this study, i.e. the CONUS-12-KM, is introduced. Then the profiling analysis is described.
A. CONUS 12 Km
The dataset used in this section and in the remaining of this paper, is the CONtinental United States (CONUS) dataset, which is a single domain, medium size dataset with a spatial resolution of 12 Km. The simulation period is 3 hours from October 24, 2001, starting from the end of hour 24. The size of its domain is 433x308 horizontal points with 35 vertical levels. Fig. 2 presents the simulation of this use case, that captures the development of a strong cyclone over the U.S [9] .
B. Profiling
We profiled the WRF model using a single-threaded run to evaluate its performance without optimizations related to parallel computing methods (MPI, OpenMP). Thus, a runtime for every method of the WRF, and thereby a list of the ten most computationally intensive methods was obtained. TABLE I shows this result, where each method is accompanied with its module, functionality group, and the runtime percentage respect to the whole single-threaded simulation runtime. According to this analysis, nine out of the ten most computationally intensive methods of WRF, are part of the dynamical core module, and only one is part of a physics module. This result is consistent with those found on [7] .
As reviewed in the Related Work (Section II), a number of studies about GPU acceleration of WRF modules have been performed. However, up to date no research has exploited parallelization of the Horizontal Diffusion method.
V. GPU IMPLEMENTATION AND IMPROVEMENT OF
GPU-BASED HORIZONTAL DIFFUSION METHOD As mentioned in Section III, the Horizontal Diffusion method implements diffusion along coordinate surfaces for- Development and testing were done standalone (outside the WRF model), by creating two independent schemes or versions of the Horizontal Diffusion method: a FORTRAN and a CUDA scheme. The first was created by isolating the method from the code base and its purpose is to serve as starting point for conversion and reference for benchmarking of the CUDA-C scheme. The CUDA scheme is the main workspace where efforts of conversion, validation, debugging and optimization took place. Test datasets were extracted from an execution of the CONUS-12-KM workload by modifying the source code of WRF to save the input and output parameters of the method at each call. Therefore, running a single scheme consisted in: 1) loading the input parameters from an input file; 2) calling the Horizontal Diffusion with the input parameters; and, only in the case of a GPU scheme, 3) comparing the calculated output with the original calculated output.
Conversion of the Horizontal Diffusion method (roughly 300 lines of FORTRAN 90) into a CUDA C kernel, was done using some simple directives aimed to manage the GPU memories and do some common operations like transferences to/from GPU main memory. Structure of the source code is divided by an if clause into four blocks. Each if-block calculates the diffusion for a model variable (field parameter) over a velocity component: east-west (u), north-south (v), down-up (w), or the default case (m). Fig. 3(a) presents a snippet of the block that process the diffusion tendency on the u component. Since, tendency(i, k, j) is calculated based on its current value and the read-only input parameters, the method is suitable for parallel processing. Likewise Fig. 3(b) shows a fragment of the corresponding CUDA C source code, where directives S2 and P3 are used to index into a tile, i.e. rectangular portion of an array, stored on shared memory and device memory, respectively, by means of thread indexes.
Since many parallel threads have to be launched on the GPU for effective parallel implementation, the two outer loops were replaced by index computations using thread and block indexes (See Fig. 3) . Thus, for the CONUS-12-KM workload, a thread-per-column (k-level) decomposition yields 133, 364, i.e. 433 * 308 threads.
As it can be seen in Fig. 3(a) , the Horizontal Diffusion method has good data locality. For instance, in line 6 and 7 the array msftx is used once per line, i.e. temporal data locality; and, since these lines are inside a loop, it also has spatial data locality. Most of array parameters utilized by the Horizontal Diffusion method show a behavior similar to msftx. Thus, data locality facilitated the conversion to CUDA C, because no major changes on the source code were required for achieving coalesced accesses. This behavior is shown in Fig. 4 , where the data access pattern related with lines 6 and 7 of Fig. 3(b) is depicted. The pattern on those lines applies to most of the array parameters of the method.
mkrdxm = ( m s f t x s [ S2 ( t i −1, t j ) ] / m s f t y s [ S2 ( t i −1, t j ) ] ) * mu s [ S2 ( t i −1, t j ) ] * xkmhd [ P3 ( t i −1,k , t j ) ] * r d x ; 7 mkrdxp = ( m s f t x s [ S2 ( t i , t j ) ] / m s f t y s [ S2 ( t i , t j ) ] ) * mu s [ S2 ( t i , t j ) ] * xkmhd [ P3 ( t i , k , t j ) ] * r d x ; 8 / / . . . 9 t e n d e n c y [ P3 ( t i , k , t j ) ]= t e n d e n c y [ P3 ( t i , k , t j ) ] + ( 10 mrdx * ( mkrdxp * ( f i e l d [ P3 ( t i +1 , k , t j ) ]− f i e l d [ P3 ( t i , k , t j ) ] )
Specific considerations about the hardware architecture of GPUs must be taken into account for performing GPUcode optimizations. Factors such as memory-access, latency, Fig. 4 . Access pattern of lines 6 and 7 of horizontal diffusion kernel of Fig.  3(b) . The access pattern is the same for each 2d Array. However most of the arrays reside on shared memory (i.e. s suffix). Gray area represents the portion used by a warp. Arrow number 1 represent access for line 6, while arrow number 2 is for line 7. occupancy, and branch divergence, jointly determine the performance and a trade-off between these factors should be made for achieving better performance [13] , [20] . We focus on efficiently programming the memory hierarchy, maximizing the occupancy, and avoiding the effect of branch divergence [21] . Thus, beginning from the first version of the GPU-based CUDA code, several optimizations were made. In each step presented below, it was verified that the CUDA codes produce the same outputs as those generated from the FORTRAN codes. Speedup was calculated as the GPU runtime compared to the runtime of original FORTRAN code executed over one single-threaded CPU. The main optimizations made to the CUDA C code are as follows: 1) adjusting block size; 2) moving some 2D array parameters to shared memory and using preferL1 configuration; and, 3) applying compiler option -use fast math for faster but less accurate computation.
Among the three optimizations, the first was the most simple and relevant improvement. It aimed to increase occupancy, by changing the block dimensions. Occupancy is an indicator of GPU computing resources utilization, and therefore, a good optimization target for starting. Several sizes were tested (8x8, 16x8, 16x16, 32x8, 32x16) and based on runtime measurements, 32x8, i.e. 256 threads, was the optimum block size.
In the second optimization, five of the most accessed 2D parameters were moved to shared memory and the configuration preferL1 was applied as a complementary configuration. Since accesses to shared memory are much faster than accesses to global memory, moving the most used arrays to shared memory is a common way to improve a CUDA kernel. However, as explained in this section, it is not always an straightforward task and it does not always result in performance improvement. Moving data to shared memory was not an easy task, because the access pattern of the Horizontal Diffusion method establish that in order to calculate a tile of size Bx * By of the output parameter a tile of size (Bx + 2) * (By + 2) of each input parameters is used. It is because for computing the output at cell (i, k, j), a thread with index (i, j) performs several mathematical operations using 2D parameters on (i ± 1, j ± 1) indexes, i.e. to calculate a cell its neighbors cells on input parameters are used. This issue was tackled by using redundant loads, i.e. each thread loads the diagonal cells, leading that some cells of the tile to be loaded several times. After solving the extra-border requirement, two approaches for moving data to shared memory were used: 1) moving the most referenced 3D parameter, and 2) moving the most referenced 2D parameters. The first approach decreased performance because moving a 3D parameter to shared memory using a 2D block decomposition had a substantial processing overhead that included operations for moving the tile and its extra border, and the loop for loading this data for k-dimension. The second approach arose as an alternative to the unsuccessful first approach and consisted in moving the five most accessed 2D parameters to shared memory. These five 2D parameters jointly used only 6.8 KB of the available 48 KB in the default configuration. Thus, a significant performance improvement was accomplished despite of the extra-border requirement. GPU Fermi provides 64KB on-chip memory and two configuration modes to programmers: 48KB L1 cache and 16KB shared memory for preferL1, or 16KB L1 and 48KB shared memory for prefershared [22] . The former configuration was chosen because, as mentioned, only 6.8 KB of shared memory were used, and because a bigger L1 could increase the number of hits and therefore result in a gain of performance.
In the third optimization, the -use-fast-math-compiler and O3 optimization options were used. The first option makes use of fast math library, flushes to zero denormalized numbers, and uses less precise division and square root operations [10] . Although these optimizations affect precision of mathematical calculations, the differences between GPU-based output and CPU-based output were not greatly affected.
TABLE II presents the original FORTRAN implementation and the CUDA kernels implemented in this study, with a description of the optimization used, the runtime, and the corresponding speedup accomplished.
A. Transfer of 2D Parameters to shared memory
Since a thread block share variables loaded into shared memory, only the amount of data that will be used for block's calculations should be moved to that space of memory. For instance, in a kernel using a 2D parameter, usually only the corresponding portion of size Bx * By is moved, where Bx and By are the dimensions of the block. However, this depends on the access pattern of the kernel and structure of the array.
In the horizontal diffusion source code, for calculating tendency in the cell (i, k, j), one thread with index (i, j) performs several mathematical operations using 2D parameters referenced with (i±1, j±1) indexes, which means that the cell (i, k, j) requires information of its neighbor cells. This leads to an extra border that must be loaded before calculations. Thus, the posed issue is: how to load in shared memory a portion of size (Bx + 2) * (By + 2) for the 2D referenced parameters using a thread block of size Bx * By. There are two common approaches to tackle this issue: 1) conditional loads, where only the threads in the border do additional loads, while the rest of the threads perform a single load; and, 2) redundant loads, where all threads of a block performs several loads, causing that some cells to be loaded several times, see Fig. 5 . In this study, both approaches were evaluated, being redundant loads was the most efficient approach. The first approach produced branch divergence which resulted in an increase of runtime. In contrast, the second approach avoid branch divergence by using redundant copy, which increases the amount of data transfered from global to shared memory. 
B. Validation and performance
The CUDA accelerated version of the Horizontal Diffusion method has been evaluated to ensure that its outputs are correct with respect to the original implementation. Validation was performed using color contour plots and difference plots i.e. color contour plots of the point-wise arithmetic difference between output from the GPU implementation and the original code [8] . The point-to-point differences were small, showing a maximum absolute error of 9.765E − 04.
Ten sets of runs were performed to measure runtime of the original and accelerated methods. Runtimes for the GPU kernel were measured using CUDA events. As shown in TABLE II, the average runtime per invocation of the original FORTRAN method running on an Intel i7 CPU-based computer was 24 ms. Meanwhile, on the NVIDIA Tesla M2090 GPU, the average runtime for the final accelerated GPU version without I/O was 1.24 ms.
Not taking into account I/O transfer is not an unpractical scenario. GPU acceleration usually involves accelerating a complete module. In a complete acceleration version of the dynamical core, I/O operations are performed at the beginning, then kernels are executed (e.g. the Horizontal Diffusion kernel), and finally the GPU output is transfered back to the CPU main memory. Therefore, in that case I/O transfers are executed only twice: at the beginning and at the end.
The final GPU-based implementation of the Horizontal Diffusion method shows a 19x GPU speed advantage relative to the host CPU on an NVIDIA Tesla M2090 GPU. This acceleration leads to a 4% of performance improvement on the WRF model, without greatly affecting the meteorological output (called tendency) in comparison with the CPU version.
VI. CONCLUSIONS
In this work, the Horizontal Diffusion method was accelerated by 19x relative to a CPU-based single-thread execution, using a NVIDIA Tesla M2090 GPU. Achieving maximum occupancy depends on the number of registers and amount of shared memory utilized by each thread block [20] . In this work, the biggest performance-limiting factor found during the development of the kernel scheme, was the low occupancy caused by the high number of registers utilized per thread. Each thread uses the maximum number of registers, i.e. 63, which limited the number of active warps to only 16 out of the 48 maximum allowed. This led to a theoretical occupancy of only 33.33%. However, despite the low occupancy, porting only the Horizontal Diffusion method still brings significant overall benefit: the 19x acceleration in this method translates into 1.04x increase in total application performance.
The Horizontal Diffusion method proved to be suitable for parallel computing. The process of converting from FOR-TRAN to CUDA C was greatly facilitated by the data locality shown by this method. Thus, no major efforts were required to accomplish coalesced accesses. This is a benefit related with nature of WRF calculations and the CUDA thread mapping.
To accelerate the GPU scheme from the first version, we carried out three main optimizations: 1) adjusting block size; 2) moving some 2D array parameters to shared memory and using preferL1 configuration; and, 3) applying compiler option -use fast math. The first two stages were the most relevant in achieving a performance improvement and provided an increment on occupancy and reduction of I/O latency, respectively. The correctness of the outputs was verified in each optimization. The final kernel version provided an output which is similar to the original CPU-processed output. In the point-wise difference comparison the maximum absolute error was 9.765E − 04.
