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Introduction
In the early 1970’s was introduced a notion of homotopy-coherent diagram (Segal [64],
Leitch [52], Vogt [78] and Mather [54]). This is a way of using cubical homotopies to deal
at once with all of the higher homotopies of coherence involved in a diagram of spaces
which “commutes up to homotopy”. This notion was subsequently studied by Vogt [78]
[79] and others (for example Hardie and Kamps [38]—see also the references therein), and
especially by Cordier and Porter [13] [14] [15], [16] [17] [18] [19] [20] [21], [61] [62].
In v1 of the present paper, unaware of all of the references cited above, I looked at
homotopy-coherent diagrams of spaces over a Grothendieck site X , calling them “flexible
functors” or “flexible presheaves”. The present revision is designed to correct the problem
of inadequate references; however, we retain the terminology “flexible functor”.
One of the main results which one shows is that a homotopy-coherent diagram can be
replaced by an equivalent strictly commutative diagram. This “rectification” was done by
Segal in [64] at the same time as he introduced the notion of homotopy-coherent diagram.
A similar theorem is that of Dwyer and Kan [27]. This is also discussed by Cordier and
Porter [17]. See §3 below for our version. (In fact, the whole story dates back to SGA 1
where a fibered category is replaced by an equivalent split one.)
As noticed early on by Vogt [78], the advantage of the homotopy-coherent point of view
over that of strictly-commutative diagrams, is that it allows one to get a hold on the space
of morphisms between two diagrams R and T , in an explicit way: a morphism from R to
T is just a homotopy-coherent diagram (flexible presheaf) on X × I which restricts to R
and T on X ×{0} and X ×{1}. These morphism spaces don’t have a natural composition
but are naturally organized into a “Segal category”, i.e. a simplicial space satisfying the
condition that the Segal maps are equivalences (see [64], [1], [28], [72]). A version of
this observation occurs in Vogt [78], where the morphism sets are not topologized but
where the resulting simplicial set satisfies the restricted Kan condition ([5]). Vogt proved
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that the resulting category of morphisms up to homotopy, is equivalent to the homotopy
category of diagrams obtained by inverting the level-wise homotopy equivalences [78], see
Cordier-Porter [17].
One of the main steps in Vogt’s argument, also taken up by Cordier and Porter [17],
was to show invertibility of level-wise weak equivalences as homotopy-coherent maps.
Below, we show a refined version, that the space of homotopy-coherent diagrams indexed
by the category I having two isomorphic objects 0, 1, is contractible. (It is not clear
whether this contractibility was known to Vogt; in any case it is clearly not present in
[17].) Crucial to our treatment of the Segal condition for the morphism spaces, and this
invertibility, is an obstruction theory first developed by Cooke [12] and Dwyer-Kan-Smith
[28]. Our treatment of this obstruction theory is at the end of §1. The applications to
morphisms are in §2.
What seems (according my present state of knowledge of the literature, at least) to
be the main new contribution of the present paper is a generalization of Vogt’s theorem
to the case of a site X with nontrivial Grothendieck topology. We show how to obtain
the morphisms in Illusie’s derived category [43] (obtained from the category of simpli-
cial presheaves on X by inverting the Illusie weak equivalences) as homotopy classes of
homotopy-coherent morphisms. For this, it is natural to introduce the notion of flexible
sheaf (§4). This is a diagram which satisfies an additional descent condition, analogous to
the usual descent condition for sheaves of sets, or similarly analogous to the descent con-
dition for 1-stacks. In §4 we treat this condition and start to define an operation T 7→ HT
related to the process of taking the associated sheaf. In particular, T is a flexible sheaf if
and only if T → HT is an (object-by-object) equivalence. After some further materiel in
§5 and the start of §6 generalizing standard constructions for spaces (e.g. homotopy group
sheaves, fiber products), we get to the construction of the flexible sheaf associated to an
n-truncated flexible presheaf T , given as Hn+2T . This is the analogue of the classical
construction of the sheaf associated to a presheaf of sets (the case n = 0), as obtained
by applying a natural operation twice. In §7 we get to the statement of the analogue of
Vogt’s theorem: up to homotopy, morphisms from R to T in Illusie’s derived category can
be represented as homotopy-coherent morphisms from R to T under the condition that
T be a flexible sheaf.
Starting from §8 on, we treat some standard things from topology in this “relative”
case. In §10 we draw the relationship between the objects we study here and classical
1-stacks: this is the case where the values of the diagram T are of the form K(π, 1).
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In the original version (1993) there were several unfinished chapters at the end of
the paper heading towards some applications of these ideas e.g. to nonabelian de Rham
cohomology. These chapters were left out in the electronic preprint v1, because they were
unfinished (and partly wrong). These things may now be found in [66], [67], [68], [69],
and the reader in quest of motivation is refered there.
Another recent preprint concerning these questions is [41] (joint with A. Hirschowitz).
There we present a more modern approach based on closed model categories. The condi-
tion which we call below “flexible sheaf” is the same as the condition of being a stack in
[41]. The generalization of Vogt’s theorem in §7 below is essentially the same as the result
of [41] Lemme 9.2 stating that a simplicial presheaf is fibrant for the site X if and only if
it is a stack (i.e. flexible sheaf in the terminology of the present paper), and fibrant for
the category X with the coarse topology.
In a similar vein, the version of invertibility of homotopy equivalences which we give
below (cf [78], [17]) occurs in a somewhat different guise as Theorem 2.5.1 of [71].
I apologize to all of the authors whose work was not correctly referred to in the first
preprint version v1. I hope that the references in the present version are substantially
correct and complete; but if anybody knows of other references or comments which need
to be added, I would appreciate it if they could let me know.
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1. Flexible functors
We define what we call a “flexible functor”. This is what is known in the literature
as a “homotopy-coherent functor”. This fundamental notion is due (c. 1973) to G. Segal
[64], R. Leitch [52], R. Vogt [78] [79], M. Mather [54] and has been extensively investigated
by these authors, by J.-M. Cordier and T. Porter [13] [14] [15] [61] [62] [16] [17] [19] [21],
Edwards and Hastings [29], W. Dwyer and D. Kan [27] [28] and others. The approaches
of Segal and Leitch [64] [52], Vogt [78], and Dwyer-Kan [24] were compared by Cordier in
[13] [14] and shown to be the same. Our approach is the same as these.
A continuous category C is a category enriched over the category Top of topological
spaces [51], i.e. a category in the category of topological spaces, where the space of
objects is given the discrete topology. In other words, it consists of a set of objects, and
for any two objects a space of morphisms C(X, Y ), such that composition is given by a
continuous map, and containing the identity. There is an obvious notion of continuous
functor between two continuous categories, including the condition that the image of the
identity is the identity.
A continuous semi-category C is a semi-category (that is, an object like a category but
without the existence of identity morphisms presupposed) in the category of topological
spaces, again where the space of objects is a discrete set. In other words, it consists
of a set of objects, and for any two objects a space of morphisms C(X, Y ), such that
composition is given by a continuous map. There is an obvious notion of continuous
functor between two continuous semi-categories, or from a continuous semi-category to a
continuous category. This is different from the notion of continuous functor between two
continuous categories, in that the latter notion includes the condition of respecting the
identities.
We keep the natural structure of topological space inherited by the set of functors
Hom(C,D) between two continuous semi-categories.
The category Top of topological spaces has a structure of continuous category: the
mapping spaces are given the compact-open topology.
The following definition underlies the Segal-Leitch-Vogt approach to homotopy coher-
ent diagrams [78], [52], see also [64]. Suppose X is a category. We define a continuous
semi-categoryMX to be the category whose objects are the objects of X , but where the set
of morphisms from X to Y is replaced by a topological space of morphisms, M(X, Y ) (de-
noted MX (X, Y ) if there is risk of confusion), defined as follows. The points of M(X, Y )
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consist of pairs (φ, t) where φ = (φ1, . . . , φn) is a composable sequence of morphisms in X
with X0 = Y and Xn = X , and t = (t1, . . . , tn−1) ∈ [0, 1]n−1. The points are identified by
an equivalence relation: if ti = 0 then (φ, t) ∼ (φ′, t′) where ti is removed to obtain t′ and
φi and φi+1 are composed to obtain φ
′. The space is given the obvious topology which is
the quotient of the usual topology on the disjoint union of the hypercubes, modulo the
equivalence relation. Composition is defined by concatenating the sequences φ, and by
concatenating the sequences t with a tj = 1 added in between. This gives an associative
composition where the law M(X, Y )×M(Y, Z) is a continuous map.
There is a distinguished object (1X) in M(X,X), which does not act as the identity,
however. If C is a continuous category, a flexible functor (or “homotopy coherent diagram”
[64] [52] [78] [54] [13] [14])
T : X → C
is a continuous functor (of semicategories) from MX to C such that T (1X) = 1TX . In
particular, for C = Top we obtain the notion of flexible functor T → Top. In principle we
may consider covariant or contravariant functors (note that M(X o) = (MX )o). For our
purposes, we make the convention that we always speak of contravariant flexible functors
and drop the word contravariant. We can also use the term flexible presheaf (of topological
spaces) for a flexible functor T → Top.
We give a more explicit description (which follows directly from the definition ofMX ).
See [52] [64]. A flexible functor T : X → Top consists of the following data. For each
object X ∈ X , a topological space TX ; and for each n-tuple of morphisms (ϕ1, . . . , ϕn)
with ϕi : Xi → Xi−1 (for objects X0, . . . , Xn), a morphism
T (ϕ1, . . . , ϕn) : [0, 1]
n−1 × TX0 → TXn
denoted T (ϕ1, . . . , ϕn; t1, . . . , tn−1) : TX0 → TXn , such that for each i = 1, . . . , n− 1,
T (ϕ1, . . . , ϕn; t1, . . . , ti−1, 0, ti+1, . . . , tn−1) =
T (ϕ1, . . . , ϕiϕi+1, . . . , ϕn; t1, . . . , ti−1, ti+1, . . . , tn−1)
and
T (ϕ1, . . . , ϕn; t1, . . . , ti−1, 1, ti+1, . . . , tn−1) =
T (ϕi+1, . . . , ϕn; ti+1, . . . , tn−1)T (ϕ1, . . . , ϕi; t1, . . . , ti−1).
Finally, T (1X) = 1TX . Note that for n = 1, T (φ1) is simply a morphism from TX0 to
TX1 , while for n = 2, T (φ1, φ2; t1) is a homotopy between T (φ1φ2) and T (φ2)T (φ1). For
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n ≥ 3 the data consists of homotopies between the homotopies, etc., fitting together in a
natural way.
We say that T is multi-identity normalized if T (1X , . . . , 1X; t) = 1TX . (We will not
use this notion very often.) For example, if X is a category with one element, then a
multi-identity normalized flexible functor to Top is the same as a topological space.
There is a functor Ξ : MX → X obtained by forgetting the t’s and composing the
composable sequences φ. It is continuous if the morphism sets of X are given the discrete
topology. Furthermore, if f : X → Y is a morphism in X then Ξ−1(f) is a nonempty
contractible set in M(X, Y ) (the contraction sends all ti to zero by multiplying by λ ∈
[0, 1]). In fact, MX is universal for this property.
Proposition 1.1 Suppose C is a continuous category (i.e. where the morphism sets are
topological spaces), and suppose Φ : C → X is a continuous functor (where the morphism
sets of X are given the discrete topology). Suppose that for each morphism f : X → Y in
X , the space Φ−1(f) is nonempty and contractible (resp. weakly contractible). Then the
space of continuous functors F :MX → C such that ΦF = Ξ is nonempty and contractible
(resp. weakly contractible).
Proof: Look at the ways of defining F , by induction on the dimension of primitive cells
in MX (that is, the hypercubes that make up MX in the above definition). The space of
ways of determining F on each primitive cell ofMX (given the values already specified on
the boundary) is contractible (resp. weakly contractible). The space of ways of determin-
ing F can be seen as the inverse limit of maps where the fibers are (weakly) contractible,
so it is (weakly) contractible. ✷
Functoriality
If G : X → Y is a functor, and T : Y → C is a flexible functor, then we obtain naturally
a flexible functor G∗T : X → C. This satisfies the strict associativity H∗G∗T = (GH)∗T .
In fact there is a natural continuous functor MG :MX →MY , and G∗T = T ◦MG.
Postnikov tower for continuous categories
The notion of continuous category is an example of a more general notion of enriched
category see Kelly [51]. If Z is a category admitting products and an initial object, we can
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define the notion of Z-category C: here the “set of morphisms” C(A,B) is an object of
Z, and the composition law is a morphism in Z; associativity is given by equality of two
morphisms in Z and the identities are morphisms from the initial object to the morphism
objects ([51]). A continuous category is just a Top-category.
Lemma 1.2 Suppose F : Z → Z ′ is a functor compatible with products. Then we obtain
a functor C 7→ FC from the category of Z-categories to the category of Z ′-categories. If
F and F ′ are two such functors and η : F → F ′ is a natural transformation compatible
with products, then η induces a natural transformation ηC : FC → F ′C (that is, ηC is a
Z ′-functor from FC to F ′C).
Proof: Keep the same object sets. Put FC(A,B) := F (C(A,B)). From compatibility
with products, applying F to the multiplication
C(A,B)× C(B,C)→ C(A,C)
gives a multiplication
FC(A,B)× FC(B,C)→ FC(A,C).
Given a natural transformation η, put ηC(A) = A and define
ηC,A,B := ηC(A,B) : FC(A,B)→ F
′C(A,B).
Via the isomorphisms FC(A,B) × FC(B,C) ∼= F (C(A,B) × C(B,C)) and the same for
F ′, we have
ηC(A,B) × ηC(B,C) = ηC(A,B)×C(B,C)
(definition of compatibility of η with products), and from the naturality of η with respect
to the morphism
C(A,B)× C(B,C)→ C(A,C)
we get a commutative diagram
F (C(A,B)× C(B,C)) → FC(A,C)
↓ ↓
F ′(C(A,B)× C(B,C)) → F ′C(A,C),
which when composed with the previous statement gives the commutative diagram
FC(A,B)× FC(B,C) → FC(A,C)
↓ ↓
F ′C(A,B)× F ′C(B,C) → F ′C(A,C)
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needed to give ηC a structure of functor. ✷
Now we use the Postnikov decomposition in Top to get a Postnikov decomposition for
a continuous category C. We need to make the Postnikov decomposition functorial and
compatible with products; for this it is necessary to pass through the simplicial point of
view.
We will define a functor τ≤n : Top → Top which is compatible with products, and
which induces the coskeleton on homotopy (that is, truncates homotopy groups πi for
i > n). This gives a functor C → τ≤nC from the category of spacial categories to itself.
We will have natural transformations τ≤n → τ≤n−1 and an auxiliary functor τ∞ with
natural transformations
C ← τ∞C → τ≤n,
all compatible with products. The first is a weak equivalence and the second induces
isomorphisms on homotopy groups πi for i ≤ n. Furthermore, the composition
τ∞C → τ≤n → τ≤n−1
is equal to the projection for n− 1.
In order to define the τ≤n in a way compatible with products, we pass through the
category of simplicial sets SplSet. Let Sing : Top→ SplSet denote the singular complex
functor; let Re : SplSet→ Top denote the realization functor; and let coskn : SplSet →
SplSet denote the nth simplicial coskeleton functor. Each of these functors is compatible
with products. For Sing and coskn this is clear (cf Artin-Mazur [3] for the coskeleton; it is
adjoint to the skeleton, and the adjunction formula implies compatibility with products).
For Re, this is the theorem about dividing a product of simplices into simplices.
For Kan complexes, the simplicial coskeleton functor coskn truncates homotopy groups
πi for i ≥ n. This is not true for complexes which are not Kan. However, applying Sing
to a space automatically give a Kan complex. Put
τ≤n := Re ◦ coskn+1 ◦ Sing.
This has the required effect on homotopy groups. We have a natural transformation
coskn+1 → coskn compatible with products and the initial object, which gives rise to a
natural transformation τ≤n → τ≤n−1. Put
τ∞ := Re ◦ Sing.
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We have natural transformations S → coskn+1S, and hence
Re ◦ Sing(X)→ Re ◦ coskn+1 ◦ Sing
giving
τ∞ → τ≤n.
On the other hand, we have a natural transformation (weak equivalence)
Re(Sing(X))→ X,
giving the weak equivalence τ∞X → X . Finally, note (by the adjunction formula [3]) that
the projection S → cosknS is equal to the composition
S → coskn+1S → cosknS.
This gives the same result for the τ .
Applying Lemma 1.2, we obtain a sequence of functors C 7→ τ≤n ◦ C from the category
of topological categories to itself:
Homτ≤n◦C(X, Y ) := τ≤nHomC(X, Y ).
We have natural transformations
C ← τ∞ ◦ C → τ≤n ◦ C
as well as
τ≤n ◦ C → τ≤n−1 ◦ C
giving a commutative triangle with the morphisms
τ∞ ◦ C → τ≤n ◦ C and τ∞ ◦ C → τ≤n−1 ◦ C.
This collection of functors and natural transformations is the Postnikov tower for C.
Remark: What we obtain as τ≤n ◦ C in the above discussion is equivalent to the
truncation τ≤n+1C of [75] [70] [41] etc. (this is because here we are applying the truncation
operation to the morphism spaces in what is already a 1-category enriched over Top).
For example we obtain a Postnikov tower for Top itself. The stage τ≤1◦Top = τ≤2(Top)
occured in Gabriel-Zisman [32].
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Functors from free continuous categories
The “obstruction theory” that follows (in the next several sections) is due to Cooke
[12] and Dwyer-Kan-Smith [28]. See also Schwa¨nzl and Vogt [65], Baues and Wirsching
[4], Edwards and Hastings [29].
We go to a general situation. Let N be a continuous category and suppose that F → G
is a morphism of continuous categories. Suppose G0 ∈ Hom(N ,G). We can form the fiber
square
P → F
↓ ↓
N → G
where the horizontal map on the bottom is G0 and where
Ob(P) = Ob(N )×Ob(G) Ob(F),
and for two objects (X,A) and (X ′, A′) in Ob(P) (mapping to Y and Y ′ in Ob(G) we have
P((X,A), (X ′, A′)) := N (X,X ′)×PathG(Y,Y ′) F(A,A
′).
Here the path-space fiber product of f : R→ S and g : T → S is defined by
R×PathS T := {(r, t, γ) : r ∈ R, t ∈ T, γ ∈ PathS(f(r), g(t))}.
Notation: We can denote this path-space fiber product spacial category by
P = N ×PathG F .
Lemma 1.3 In the above situation, the homotopy fiber of the map
Hom(N ,F)→ Hom(N ,G)
over G0 is equal to the space of sections N → P of the fibration P → N , where P =
N ×PathG F is defined as above, compatibly with the map
Sect(P/N )→ Hom(N ,F).
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Proof: The homotopy fiber of Hom(N ,F) → Hom(N ,G) is equal to the space of pairs
(F1, {Gt}) where F1 : N → F and Gt is a continuous family of functors from N to
G indexed by t ∈ [0, 1], with G1 the projection of F1 and G0 as given. On the other
hand, a section of P/N associates to each X ∈ Ob(N ) an A ∈ Ob(F) projecting to the
same Y ∈ Ob(G), and to each r ∈ N (X,X ′) a triple (r, t, γ) such that t ∈ F(A,A′)
and γ is a path of elements in G(Y, Y ′) joining the images of r and t. The associations
X 7→ Y and r 7→ γ(t) provide a continuous family of functors Gt (and vice-versa), while
the associations X 7→ A and r 7→ t provide a functor F1. The family Gt has G0 the
given functor and G1 the projection of F1. Thus, the homotopy fiber of Hom(N ,F) →
Hom(N ,G) over G0 is equal to Sect(P/N ). ✷
Suppose that the morphism F → G induces an isomorphism on the set of objects.
Then P → N also induces an isomorphism on the set of objects, and we can denote
objects of N and P by the same letter X (and their images in F or G by Y ). The
map P(X,X ′) → N (X,X ′) is a fibration whose fiber over r ∈ N (X,X ′) is equal to the
homotopy fiber of F(Y, Y ′)→ G(Y, Y ′) over G0(r).
Definition: We say that a continuous category N is CW-free if it is an increasing union
of subcategories Ni indexed by an ordinal I, such that putting Ni−1 :=
⋃
j<iNj we have
that Ni is obtained from Ni−1 by attaching a cell αi ⊂ Ni(Xi, Yi) and taking the free
category over Ni−1 and αi. (Precisions ???) We can suppose that the whole boundary
∂αi is contained in Ni−1 (by treating one skeleton at a time, except for the stuff generated
by smaller skeleta ...).
This definition is basically the same as the corresponding notion for simplicially en-
riched categories underlying the approach of Dwyer-Kan to homotopy coherence cf [24]
[25] [26] [27].
SupposeM→ X and N → X are functors to a discrete category X , inducing isomor-
phisms on the set of objects, and suppose N → M is a continuous functor compatible
with the projection to X . Suppose that for each morphism φ in X the inverse imageM(φ)
is weakly contractible. Suppose that N is CW-free. Suppose P →M is an isomorphism
on the set of objects and induces fibrations on the morphism spaces. Let Sect(N ,P/M)
denote the space of morphisms from N to P yielding the same composition N →M, and
let HomX (N ,P) denote the space of morphisms commuting with the projections to X .
Lemma 1.4 In the above situation, the map
Sect(N ,P/M)→ HomX (N ,P)
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is a weak homotopy equivalence.
Proof: We can form the fiber product Q = P ×X M (since X is discrete, this is the same
as the path fiber product). The map Q →M is a fibration, and we have
Sect(N ,Q/M) = HomX (N ,P).
There is a morphism P → Q of fibrations over M sending r to (r, ϕ(r)) where ϕ(r) is the
image of r in M. This induces the map
Sect(N ,P/M)→ Sect(N ,Q/N ) = HomX (N ,P).
Thus it suffices to prove that P → Q induces an equivalence on the space of sections.
Note first of all that for any φ : X → X ′ in X we have that P(φ)→ Q(φ) = P(φ)×M(φ)
is a weak equivalence, and hence a weak equivalence in each fiber. Then we have a
Sublemma: If N is CW-free and P → Q is a morphism of fibrations over M inducing a
weak equivalence in each fiber, then Sect(N ,P/M)→ Sect(N ,Q/M) is a weak equiva-
lence.
The sublemma evidently will complete the proof. We prove the sublemma by transfinite
induction on the sequence of subcategories involved in the definition of CW-free. For each
j let Pj → Nj (resp. Qj → Nj) be the fibration pulled back fromM to N and restricted
to Nj. Let i be the first index where Sect(Pi/Ni) → Sect(Qi/Ni) is not a weak equiva-
lence. Note that Sect(Pi−1/Ni−1) is a projective limit of a sequence of fibrations (we shall
see below that the maps are fibrations); and projective limit of fibrations commutes with
taking homotopy groups, so the morphism
Sect(Pi−1/Ni−1)→ Sect(Qi−1/Ni−1)
is a weak equivalence. But now the fact that Ni is freely generated over Ni−1 by the cell
αi implies that the map
Sect(Pi/Ni)→ Sect(Pi−1/Ni−1)
is a fibration, and the fiber over σi−1 is the space of sections of the pullback of P over the
cell αi, compatible with σi on the boundary ∂(αi). The map between the fibers for P and
Q is equal to the map induced by the map of fibrations pulled back to α. Since this map
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of fibrations is a weak equivalence on the fiber, the map between the space of sections is
a weak equivalence. Now we have a morphism of fibrations
Sect(Pi/Ni) → Sect(Pi−1/Ni−1)
↓ ↓
Sect(Pi/Ni) → Sect(Pi−1/Ni−1)
which is a weak equivalence on the base and on the fiber. From the long exact homotopy
sequence and the 5-lemma, it is a weak equivalence on the total space, contradicting our
inductive hypothesis. This proves the sublemma, and hence the lemma. ✷
Suppose N is CW-free, and that we have a functor N → X where X is a discrete cat-
egory, an isomorphism on objects, and with weakly contractible N (φ) for each morphism
φ in X . Suppose N ′ ⊂ N is a CW-free cellular subcategory. Suppose C is a contin-
uous category. We use the Postnikov tower of continuous categories τ≤nC, to analyze
Hom(N , C)→ Hom(N ′, C).
First of all, we note that Hom(N , C)→ Hom(N ′, C) is a fibration. This is because N
can be obtained from N ′ by a (transfinite) sequence of additions of cells; thus N ′ appears
as one of the Nj in the above argument. We have seen that Hom(N , C) → Hom(Nj, C)
is a fibration.
We have a diagram
Hom(N , τ∞C) → Hom(N , C)
↓ ↓
Hom(N ′, τ∞C) → Hom(N ′, C)
where the vertical arrows are fibrations and the horizontal arrows are weak equivalences
(because the homotopy groups can be calculated by looking at an inductive process of
adding cells to obtain N or N ′, and τ∞C → C is a weak equivalence). In this situation
the fibers of the vertical fibrations are weakly equivalent. We would like to analyse the
fiber over an element G ∈ Hom(N ′, τ∞C). Let Hom(N , τ∞C;G) denote the space of
morphisms restricting to F on N ′. The composition with τ∞C → τ≤nC induces elements
which we also denote by G ∈ Hom(N , τ≤nC;G).
Note that all of the morphisms in the Postnikov tower for C induce isomorphisms on
the set of objects.
The homotopy fiber of
Hom(N , τ≤nC;G)→ Hom(N , τ≤n−1C;G)
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over F is equal to the space of sections of the fibration Pn → N given by path fiber
product
Pn := N ×
Path
τ≤n−1C
τ≤nC,
and equal to the given section G over N ′.
By the previous lemma, we have
Sect(Pn/N ) = HomX (N ,Pn),
and
Sect(N ′,Pn/N ) = HomX (N
′,Pn).
Furthermore, the square made up of these two maps and the restrictions, commutes. Thus
the fiber of
Sect(Pn/N )→ Sect(N
′,Pn/N )
is equal to the fiber of
HomX (N ,Pn)→ HomX (N
′,Pn)
over the corresponding element (which we also denote by G).
On the other hand, the fiber of Pn(X,X
′) over r ∈ N (X,X ′) is equal to the homo-
topy fiber of τ≤nC(FX, FX ′) → τ≤n−1C(FX, FX ′) over F (r). This homotopy fiber is a
K(G(φ), n) where G(φ) is a group depending only on the morphism φ in X which is the
image of r. Since N (φ) is weakly contractible, Pn(φ) is weakly a K(G(φ), n). We have
obtained the following situation:
The homotopy fiber of
Hom(N , τ≤nC;G)→ Hom(N , τ≤n−1C;G)
over F is equal to the fiber of
HomX (N ,P)→ HomX (N
′,P)
over G, where P → X is a morphism of spacial categories such that P(φ) is weakly a
K(G(φ), n) for each φ ∈ X .
(We say that P is an Eilenberg-MacLane category over X in the above situation.)
In the next subsection we will investigate conditions for the map
HomX (N ,P)→ HomX (N
′,P)
to be a weak equivalence; note that it is a weak equivalence if and only if the fiber is
nonempty and weakly contractible.
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Functors to Eilenberg-MacLane categories
Suppose that N is a CW-free continuous category with a functor to a discrete category
X ; and suppose that P → X is an Eilenberg-MacLane category over X . Suppose for now
that P(φ) = K(G(φ), n) for n ≥ 2. The groups G(φ) are then well defined, and form a
system (see below).
Let Σk(φ) denote the set of primitive (cubic) cells in degree k in N (φ). For σ ∈ Σk(φ)
can write
∂σ =
∑
i
(
∏
j
αji (σ))βi(σ)(
∏
k
γki (σ)) +
∑
l
δl(σ)
where βi(σ) ∈ Σk−1(ψi(σ)) and α
j
i (σ) ∈ Σ0(ξ
j
i (σ)) and γ
k
i (σ) ∈ Σ0(ζ
k
i (σ)), whereas the
δl(σ) are decomposable into products of at least two positive-degree pieces.
Let N k denote the subcategory generated by all cells in degrees ≤ k. We have a
fibration
HomX (N
k,P)→ HomX (N
k−1,P),
and the fiber Fibk(Fk−1) over Fk−1 is the space of ways of mapping each cell σ ∈ Σk(φ)
into P(φ) coinciding with the map Fk−1 on the boundary. If k ≥ n+ 2 then the space of
ways of mapping σ into P(φ) relative to the boundary, is weakly contractible. If k ≤ n
then there exists a way of mapping each σ coinciding with the given map on the boundary
(since πk−1(F (φ)) is trivial in that case), and the space of such maps for a given σ is a
K(G(φ), n− k) (it is a principal homogeneous space over G(φ) for n = k). If k = n + 1
the space is nonempty and weakly contractible if a certain obstruction in G(φ) vanishes,
otherwise it is empty.
We obtain:
Fibn+1(Fn) =
 ∅ obs(Fn) 6= 0 in
∏
σ∈Σn+1(φ)G(φ)
∗ obs(Fn) = 0 in
∏
σ∈Σn+1(φ)G(φ)
and
Fibk(Fk−1) =
∏
σ∈Σk(φ)
K(G(φ), n− k) = K(
∏
σ∈Σk(φ)
G(φ), n− k)
for k ≤ n.
In such a situation (a sort of reverse Postnikov tower of fibrations, where the homotopy
degrees decrease in the tower instead of increasing), the homotopy groups of the total space
are calculated by a complex whose elements are the homotopy groups of the components.
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We treat this generally for the moment (note that the discussion below is also a special
case of the spectral sequence for towers discussed in §5).
Suppose we have a sequence of fibrations Uk → Uk−1, with nonempty weakly con-
tractible fiber for k ≥ n− 2. The limit U is then weakly equal to Un+1. Suppose u ∈ Un.
Suppose that the fiber of Uk → Uk−1 over the image of u, is a K(Gk, n − k) (and here,
we can fix the groups Gk because we have the basepoint u for the fiber). The long exact
homotopy sequence (dropping the basepoint, which will always be the image of u) gives
πi(Uk) = πi(Uk−1)
unless i, i − 1 = n − k, that is unless i = n − k or i = n − k + 1. We obtain πi(Un) =
πi(Un−i+1), and πi(Un−i−1) = 0. We have
0→ πi(Un−i+1)→ πi(Un−i)→ Gn−i+1
and
πi+1(Un−i−1)→ Gn−i → πi(Un−i)→ πi(Un−i−1) = 0.
The compositions
Gn−i → πi(Un−i)→ Gn−i+1
give the morphisms for a complex, and from the two exact sequences above, we have that
πi(Un) is the cohomology of this complex. The complex is
G·(u) = G0 → G1 → . . .→ Gn−1 → Gn,
and
πi(U, u) = H
n−i(G·(u)).
If, furthermore, the obstruction for the existence of u˜ in Un+1 mapping to u ∈ Un is an
element of a group Gn+1 then we can think of Gn+1 as being the next term in the complex;
this is not quite rigorous because the complex depends on the choice of u.
The part of the complex
G0 → . . .→ Gn−1
depends only on the choice of u ∈ Un−1 and Un−1 is contractible, so this part of the
complex is fixed. In general, Gn could be only a set, and Gn−1 a nonabelian group. The
obstruction is a boolean variable. The group Gn−1 acts on Gn, preserving the boolean
value of the obstruction.
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Return now to our previous situation, and suppose that n ≥ 2. Then the groups G(φ)
are well defined and abelian, and for two composable morphisms φ and ψ we have
G(φ) → G(φψ)
a 7→ aψ
and
G(ψ) → G(φψ)
b 7→ φb
giving
G(φ)×G(ψ) → G(φψ)
(a, b) 7→ aψ + φb.
The actions a 7→ aψ and b 7→ φb are compatible with the multiplication in X and commute.
We obtain a complex CP· of abelian groups defined by
PCk =
∏
σ∈Σk(φ)
G(φ).
The end of this complex goes into degree n+1 (and past, even), and the action of PCn−1
on PCn is by translation via the morphism PCn−1 → PCn, and the boolean variable is
determined by the morphism PCn → PCn+1.
The differentials are given (in terms of the formula for the boundary of a cell σ) by
(dg)σ =∑
i
(
∏
j
ξji (σ))gβi(σ)(
∏
k
ζki (σ)).
(With appropriate signs.) For the one-dimensional cells, note that the boundary is a sum
of products of zero dimensional cells. Corresponding to a certain product here, there is
included above one term for each term in the product.
The proofs of the statements claimed in the two previous paragraphs are left to the
reader.
If N ′ ⊂ N is a cellular subcategory with the same properties, then there is a morphism
of complexes
PC·(N , G(·))→ PC·(N
′, G(·)).
If this induces an isomorphism on cohomology, then the map
HomX (N ,P)→ HomX (N
′,P)
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is a weak equivalence.
Leaving aside the cases n = 0 and n = 1 for the moment, if N ′ ⊂ N induces isomor-
phisms on cohomology of the complexes PC· for all systems of abelian groups G(φ) as
above, then it induces weak equivalences of the homotopy fibers of
Hom(N , τ≤nC)→ Hom(N , τ≤n−1C),
and so by induction (except we haven’t yet treated the initial cases), we get that for any
n,
Hom(N , τ≤nC)→ Hom(N
′, τ≤nC)
is a weak equivalence. If, furthermore, C is n0-truncated, then the fact that a morphism
of continuous categories inducing weak equivalences on the Hom spaces, induces a weak
equivalence on morphisms from N (which can be seen by looking at the inductive con-
struction of N obtained by adding primitive cells one after the other), implies that
Hom(N , C)← Hom(N , τ∞C)→ Hom(N , τ≤nC)
are weak equivalences, and hence in our situation
Hom(N , C)→ Hom(N ′, C)
is a weak equivalence.
Suppose now that N is a cellular subcategory ofM, the free spacial category over X .
Thus N is determined by the subsets
Σk(N ) ⊂ Σk(M)
where Σk(M) is the set of all composable k+1-tuples of morphisms in X . These subsets
are subject to some conditions to insure that N is generated by these primitive cells.
We can denote a cell by its composable sequence (φ0, . . . , φk). The primitive cells in
its boundary are
(φ0, . . . , φ̂i, . . . , φk),
φ0(φ1, . . . , φk),
and
(φ0, . . . , φk−1)φk.
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In this case,
PCk(N , G(·)) =∏
(φ0,...,φk)∈Σk(N )
G(φ0 · · ·φk).
An element will be denoted by a function
g(φ0, . . . , φk),
and the differential becomes
(dg)(φ0, . . . , φk+1) = φ0g(φ1, . . . , φk+1)
+(−1)k+1g(φ0, . . . , φk)φk+1
+
k∑
i=1
(−1)ig(φ0, . . . , φ̂i, . . . , φk+1).
We will interpret this in a more abstract way.
For each morphism φ in X , let ΛN (φ) denote the simplicial complex whose simplices
in degree k are expressions of the form α(φ1, . . . , φk)β such that αφ1 · · ·φkβ = φ, with
(φ1, . . . , φk) a primitive cell in N and α and β morphisms in X . The boundary simplices
are given by forgetting elements φi; if φ1 or φk are forgotten then they are put into α or
β. If u, φ, v is a composable triple, then we obtain a morphism of simplicial complexes
α(φ1, . . . , φk)β 7→ uα(φ1, . . . , φk)βv.
Let F l(X ) denote the category of morphisms of X , where a morphism from ψ to φ is an
expression ψ = uφv. Then
φ 7→ ΛN (φ)
is a contravariant functor from F l(X ) to the category of simplicial sets. On the other
hand, our system of groups G(·) is just a contravariant functor from F l(X ) to the category
of abelian groups.
We have
PC·(N , G(·)) = Tot(HomX (ΛN , G)))(±1).
Here HomX (ΛN , G)) is the simplicial abelian group obtained by taking the space of mor-
phisms of presheaves in each degree. The operation Tot is just the operation of combining
the face maps into a differential to obtain the total complex. This identification comes
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about because an element of PC·(N , G(·)) is a function g(φ0, . . . , φk) but which may be
considered as a function g(α(φ0, . . . , φk)β) on ΛN satisfying the rule
g(uα(φ0, . . . , φk)βv) = ug(α(φ0, . . . , φk)β)v
This rule gives
g(α(φ0, . . . , φk)β) = αg(φ0, . . . , φk)β.
Note the shift by one, between ΛN and PC· (I never know which direction for these shifts,
thus indicated by ±1!!!).
Lemma 1.5 Suppose N ′ is a cellular subcategory of N ′ with the required properties dis-
cussed above. If, for each φ ∈ F l(X ), the morphism (inclusion) of simplicial complexes
ΛN ′(φ)→ ΛN (φ)
induces an isomorphism on cohomology with integral coefficients, then for any system of
abelian groups G(·),
PC·(N , G(·))→ PC·(N
′, G(·))
is an isomorphism on cohomology, and consequently for any P → X with Eilenberg-
Maclane fibers K(G(φ), n) for n ≥ 2, we have that
HomX (N ,P)→ HomX (N
′,P)
is a weak equivalence.
Proof: The set of morphisms between presheaves may be interpreted as the global sections
of a presheaf of morphisms,
HomX (U, V ) = Γ(Hom(U, V )).
For any G we can choose a resolution by presheaves of the form
∏
η Ind(H
i
η, η) where each
H iη is an injective group and
Ind(H iη, η)(ψ) :=
∏
(α,β):η→ψ
H iη.
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Applying the functors Tot(HomX (ΛN , ·)) or Tot(HomX (ΛN ′, ·)), we obtain a morphism
of double complexes corresponding to the inclusion of N ′ in N . In the columns, we have
the morphisms of the total complexes
Tot(HomX (ΛN ,
∏
η
Ind(Hη, η)))→
Tot(HomX (ΛN ′,
∏
η
Ind(Hη, η))).
But
HomX (ΛN , Ind(H, η)) =
Hom(ΛN (η), H)
and the same forN ′. Our morphism in the ith column is therefore a product of morphisms
of complexes of the form
Hom(ΛN (η), H)→ Hom(ΛN ′(η), H);
by hypothesis these induce isomorphisms on cohomology. Thus the product is an isomor-
phism on cohomology so in the cohomology of the columns of our double complexes, the
morphism induces an isomorphism in cohomology. Therefore the morphism between dou-
ble complexes is an isomorphism in cohomology. On the other hand, take the cohomology
in the rows. In the kth row we have the functor Hom(ΛN ,k, ·) applied to the resolution
of G. We claim that this functor is exact in the argument G.
The functor HomX (ΛN ,k, ·) decomposes as a product over the elementary cells denoted
(φ1, . . . , φk) ∈ N (with the composition denoted φ := φ1 · · ·φk):
HomX (ΛN ,k, G) =
∏
(φ1,...,φk)∈N
G(φ).
Each factor in the product is exact in G, so the product is exact in G.
Now in the cohomology of the row we obtain only Hom(ΛN ,k, G) in the first column.
From this follows that the cohomology of the double complex is the same as the cohomol-
ogy of the complex for the presheaf G; and the same being true for N ′, we can conclude
that we obtain an isomorphism in cohomology of the complexes for the presheaf G (that
is, the statement of the lemma—note that the second part has been discussed previously).
✷
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Specifying flexible functors on subcategories
We apply the above analysis to a more concrete situation, which arises in practice.
Suppose {Xα}α∈A is a family of subcategories of a category X . Suppose that
Ob(X ) =
⋃
α∈A
Ob(Xα).
Suppose that T α : Xα → C are flexible functors to a continuous category C, which agree
exactly on the intersections Xαβ := Xα ∩Xβ (the intersection is the subcategory obtained
by taking the intersections of the object and morphism sets). We would like to investigate
the space of flexible functors T : X → C which restrict to the T α on the Xα. Note that
this space is well defined, since the objects TX are already fixed for all X ∈ X (due to
the fact that any X appears in at least one Xα). The space of such T is thus a subset of
a product of spaces of maps between the fixed objects.
Put Xα1,...,αn be the intersection of Xα1 , . . . ,Xαn . Let Nα1,...,αn denote the free cel-
lular category on Xα1,...,αn (considered as a subcategory of M = MX ). Let N be the
subcategory of M generated by the Nα.
The set of primitive cells of N is the union of the sets of primitive cells of the Nα.
More precisely, let Σα1,...,αn(φ) denote the complex of primitive cells in Nα1,...,αn(φ) for
φ ∈ Xα1,...,αn. We form a complex of presheaves of abelian groups on F l(X ),
ZΛα1,...,αn)
whose value on a morphism ψ in X is freely generated by the symbols f ∗(σ) where
f : ψ → φ is a morphism in F l(X ) (for an arrow φ in Xα1,...,αn) and σ ∈ Σ
α1,...,αn(φ).
There is a long exact sequence of complexes of presheaves of abelian groups,
. . .→
⊕
α1,...,αn
ZΛα1,...,αn)→
. . .→
⊕
α
ZΛα → ZΛN ,
where ZΛN denotes the complex of sheaves of free abelian groups generated by the ΛN .
(Again the proof is left to the reader—the last term is because the primitive cells of
N are the union of the primitive cells of the Nα ...).
Our complex PC·(N , G(·)) is just HomF l(X )(ZΛN , G), which is the same as
ExtF l(X )(ZΛN , G)
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since the complex ZΛN is co-induced. From the above long exact sequence, we get a
spectral sequence
Ei,n1 (???) =
⊕
α1,...,αn
Exti(ZΛα1,...,αn, G)⇒ Exti+n(ZΛN , G).
Note finally that
HomF l(X )(ZΛ
α1,...,αn , G)
= HomF l(Xα1,...,αn )(ZΛMXα1,...,αn , G|F l(Xα1,...,αn ))
and recall that ZΛMXα1,...,αn associates to each arrow φ the free abelian group complex
associated to the nerve of the category of objects inside φ.
We treat the case where there is only one index α. Then our spectral sequence is
trivial, becoming just
ExtiF l(X )(ZΛN , G) = Ext
i
F l(X )(ZΛMXα , G|F l(Xα)).
For an arrow φ in X , we can define a category InsXα/X (φ) to be the category whose
objects are objects of Xα lying inside φ in the sense of X , and whose morphisms are those
coming from morphisms in Xα between the objects. The criterion of Lemma 1.5 is that
if, for any morphism φ of X , the inclusion of nerves
N InsXα/X (φ) ⊂ N InsX (φ)
induces an isomorphism on cohomology with abelian group coefficients, then the fiber of
HomX (M,P)→ HomX (N ,P).
is weakly contractible.
The case n = 0
For any continuous category C, the construction above with the functor π0 : Top→ Set
gives a discrete category π0C whose sets of morphisms are the sets of path components of
the morphism sets of C. There is a natural functor C → π0C inducing an isomorphism on
object sets. For a morphism φ in π0C, the inverse image C(φ) is just the path-component
corresponding to φ in the morphisms of C.
We say that a map A→ B between topological spaces is weakly continuous if, for any
CW complex Z and continuous map Z → A, the composed map Z → B is continuous.
A weakly continuous map induces maps on homotopy groups. We say that it is a weak
equivalence if it induces isomorphisms on homotopy groups.
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Lemma 1.6 Suppose C is a 0-truncated continuous category (that is the path components
of the morphism spaces are weakly contractible). LetM be a CW-free continuous category.
Then the functor π0 induces a map
Hom(M, C)→ Hom(π0M, π0C),
the Hom on the left denoting the space of continuous functors. This map is a weakly
continuous weak equivalence if the Hom on the right is given the discrete topology.
Proof: It is clearly weakly continuous. We have to show that the fibers are nonempty and
weakly contractible. We do this by transfinite induction on the generating cells of M, as
usual. Fix an element
F ∈ Hom(M, C)→ Hom(π0M, π0C),
and for any subcategory N ⊂M let HomF (N , C) denote the space of morphisms G such
that for φ ∈ N , G(φ) is in the path component which is the image by F of the path
component of φ. Express M as an increasing union of subcategories Mj such that Mj
is generated over M<j by a single cell αj . Then
HomF (Mj, C)→ Hom
F (M<j, C)
is a fibration with weakly contractible fiber. Furthermore, HomF (M<j, C) is an inverse
limit of fibrations with weakly contractible fiber, over any HomF (Mi, C) for i < j; thus
HomF (Mj , C)→ Hom
F (Mi, C)
is a fibration with weakly contractible fiber for any i < j. Finally note that for the first
value of i, HomF (Mi, C) is weakly contractible. Thus HomF (M, C) is weakly contractible
as desired. ✷
Corollary 1.7 Suppose C is 0-truncated and N ⊂ M is a cellular subcategory. The
restriction morphism
Hom(M, C)→ Hom(N , C)
has fibers whose path-components are weakly contractible. The path-components in the
fiber over F correspond to the functors π0M → π0C extending π0F . In particular, if
there exists a unique such extension, then the fiber of the restriction morphism is weakly
contractible.
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Proof: Note that the restriction morphism is a fibration, by our standard arguments. To
find the weak type of the fiber, we can compare the weak type of the two spaces. ✷
Suppose M is the free continuous category over X and N is the cellular subcategory
generated by a family of subcategories Xα ⊂ X . Then π0N is the free category generated
by the Xα, amalgamated over Xαβ . We explain this more precisely. The object set of π0N
is the union of the object sets of Xα. In order to determine π0N , it suffices to consider
the 0-cells and 1-cells. The 0-cells of N are formal products of composable sequences
of morphisms each coming from one of the Xα. There is a 1-cell linking φ1 · · ·φn to
φ1 · · · (φiφi+1) · · ·φn whenever φi and φi+1 are in the same subcategory Xα. The morphisms
in π0N are equivalence classes of formal products of morphisms coming from the Xα,
modulo the equivalence relation generated by the 1-cells described above.
Lemma 1.8 In the above situation, if A is any category, a functor F : π0N → A is the
same thing as a family of functors Fα : Xα → A such that Fα|Xαβ = Fβ|Xαβ .
Proof: Given a family of such functors, and given a composable sequence φ1 · · ·φn, let
φi ∈ Xαi . We put
F (φ1 · · ·φn) := Fα1(φ1) · · ·Fαn(φn).
This is compatible with the equivalence relation given by the 1-cells of N , so it defines a
functor π0N → A. On the other hand, note that we have functors iα : Xα → π0N such
that iα|Xαβ = iβ|Xαβ . If F : π0N → A, set Fα := F ◦ iα. These two constructions are
inverses. ✷
Corollary 1.9 In the above situation, suppose C is 0-truncated. The path components of
the fiber of
Hom(M, C)→ Hom(N , C)
over an element F on the right corresponding to {Fα : Xα → π0C}, are weakly connected,
and correspond to the functors G : X → π0C such that G|Xα = Fα.
Proof: Put together Corollary 1.7 and the previous lemma. ✷
The case n = 1
Now suppose M is the free continuous category over X , and that we have a functor
ρ : P → X of continuous categories such that ρ induces an isomorphism on the set of
objects, and for each morphism φ ∈ X , the inverse image P(φ) is a connected K(π, 1)
space.
We do not assume that there is a privileged choice of base point in P(φ). We investigate
this question first.
Lemma 1.10 Suppose N ⊂M is a cellular subcategory, and suppose that there exists a
continuous functor q : N → P over X . Suppose that for each φ ∈ X , the inverse image
N (φ) is connected, and the map q(φ) : N (φ) → P(φ) is homotopic to a constant map.
Then there exists a functor p :M→ Φ extending q.
Proof: Let M1 be the subcategory of M generated over N by the primitive 0 and 1-
cells of M which are not in N . Let M2 be the subcategory generated over N by the
primitive cells of dimension ≤ 2. Since each N (φ) is connected, we can choose a functor
r :M1 → N equal to the identity on N . We obtain a functor
p1 := qr :M1 → P.
On the other hand, if α is a primitive 2-cell of M, then p1|∂α is homotopic to a con-
stant map, from the second hypothesis. Therefore p1|∂α extends to a map defined on α.
Choosing one such extension for each primitive 2-cell, we obtain a functor p2 :M2 → P
extending p1. Now we can do the same for all other primitive cells, since the higher
homotopy groups of the P(φ) vanish. We obtain the desired p. ✷
Remark: Note that the hypotheses of the lemma are automatically satisfied if the
N (φ) are connected and simply connected.
We now suppose given a functor p :M→ P. For each φ ∈ X , put
G(φ) := π1(P(φ), p(φ)).
For a composable pair φ, ψ we obtain a path p(φ, ψ) going from p(φψ) to p(ψ)p(φ) in
P(φψ). On the other hand, the multiplication map from the structure of P,
m : P(ψ)× P(φ)→ P(φψ)
gives a map
G(ψ)×G(φ)→ π1(P(φψ), p(ψ)p(φ)).
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Conjugating with the path p(φ, ψ) we obtain a map (of groups)
µ : G(ψ)×G(φ)→ G(φψ).
The precise formula, with the convention that a composition of paths αβ indicates α on
the interval [0, 1/2] then β on [1/2, 1], is
µ(α, β) = p(φ, ψ)m(α, β)p(φ, ψ)−1.
We construct a category G together with a functor ̟ : G → X such that ̟ is an
isomorphism on the set of objects, and such that G(φ) is identified with G(φ). The
composition in G is defined by the multiplication µ. To verify that this defines a category,
we must check that the composition defined by µ is associative. Suppose α ∈ G(φ),
β ∈ G(ψ), and γ ∈ G(τ) with φ, ψ, τ a composable sequence in X . Then
µ(α, µ(β, γ)) =
p(φ, ψτ)m(α, µ(β, γ))p(φ, ψτ)−1 =
p(φ, ψτ)m(α, p(ψ, τ)m(β, γ)p(ψ, τ)−1)p(φ, ψτ)−1
p(φ, ψτ)m(p(φ), p(ψ, τ))m(α,m(β, γ))m(∗p(φ), p(ψ, τ)
−1)p(φ, ψτ)−1
Am(α,m(β, γ))A−1
where
A = p(φ, ψτ)m(p(φ), p(ψ, τ)).
Similarly,
µ(µ(α, β, γ) =
Bm(m(α, β), γ)B−1
where
B = p(φψ, τ)m(p(φ, ψ), p(τ)).
Since the composition m of P is associative, we have
m(α,m(β, γ)) = m(m(α, β, γ),
so it suffices to show that A = B. But the homotopy p(φ, ψ, τ) is exactly a map of a
square to P(φψτ) such that two of the sides go to A and two go to B. Thus A and B are
homotopic, giving the associativity of the composition µ.
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The structure of group on G(φ) is compatible with the multiplication, so the category
G is a group in the category of categories over X . In other words, we have a product
G ×X G → G
which is associative in the sense that the diagram
G ×X G ×X G → G ×X G
↓ ↓
G ×X G → G
commutes; and there is a morphism i : G → G over X giving the inverse, as well as a
section X → G giving the identity.
A G-torsor J over X is a category J with a functor J → X inducing an isomorphism
on the set of objects, and a functor
G ×X J → J
such that the diagram
G ×X G ×X G → G ×X G
↓ ↓
G ×X G → G
commutes, and such that G(φ) acts simply transitively on J (φ) for all morphisms φ in X .
A trivialization of a G-torsor J is a functor u : G → J compatible with the left action
of G on itself. This is necessarily an isomorphism. Note that a trivialization is the same
thing as a section X → J : the section corresponding to u is φ 7→ u(1φ).
If J is a G-torsor, we define another relative group Ad(J ) → X as follows. An
element of Ad(J )(φ) is an expression of the form j−1gj for j ∈ J (φ) and g ∈ G(φ). Such
an expression is equivalent to another (j′)−1g′j′ if j′ = hj and g′ = hgh−1 for h ∈ G(φ).
The multiplication of the group law is given by formally multiplying after putting the two
elements into a form with the same element j. On the other hand, the multiplication in
the category is given by the formula
(j−1gj) · ((j′)−1g′j′) := (j · j′)−1(g · g′)(j · j′).
This is evidently associative, and it is compatible with the above equivalence relation (and
the structure of group) since
(hj) · (h′j′) = (h · h′)(j · j′).
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Note that Ad(J )(φ) is equal to the group of automorphisms of J (φ) considered as a
left G(φ)-set, with the automorphisms acting on the right by the rule
j(j−1gj) = gj.
Lemma 1.11 Suppose N ⊂ M is a cellular subcategory. Let q denote the restriction of
p to N . The space of continuous functors M → P over X , restricting to q on N , is a
union of path-components T(J ,t) parametrized by pairs consisting of a G-torsor J over X
and a trivialization t of the pullback of J to π0N . The path component T(J ,t) has trivial
homotopy groups in degrees ≥ 2, and its fundamental group is isomorphic to the group of
sections X → Ad(J ) pulling back to the identity section on π0N (which is also the group
of automorphisms of the pair (J , t)).
Proof: Suppose f : M → P is a continuous functor. Put J (φ) equal to the space
of paths from p(φ) to f(φ), with composition of arrows defined as above. We get a
category J over X with structure of left G-torsor. This is clearly an invariant of the path
component containing f , and if f restricts to q (the restriction of p) on N then we obtain
a trivialization of J over π0N . Note that Ad(J ) is now the same relative group as would
have been obtained by starting with the basepoint f . We claim that the trivializations
of (J , t) trivial on N are in one to one correspondence with the homotopy classes of
homotopies from f to p. Given such a homotopy, we obtain a trivialization. Conversely,
given a trivialization corresponding to a section s : X ∼= J (equal to the identity over
π0N ), use the path s(φ) from p(φ) to f(φ) to make a homotopy between p and f . Such
a homotopy will exist and be unique (up to homotopy), if the two paths
p(φ, ψ)m(s(φ), s(ψ))
and
s(φψ)f(φ, ψ)
from p(φ · ψ) to f(φ) · f(ψ) are homotopic. This is the case because s is a section (in
view of the category multiplication in J , defined analogously to that of G but using the
paths p(φ, ψ) and f(φ, ψ)). The existence and uniqueness statements from here are due
to the fact that maps of two-cells into the P (φψ) are unique up to homotopy, and exist
if and only if the boundary is a trivial path (and maps of n-cells exist and are unique
for n ≥ 3). This statement shows that the fundamental group of the path component
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containing p is equal to the space of sections of G (trivial on N ); and that any functor f
giving a pair (J , t) isomorphic to (G, e), lies in the same path component. In particular,
since the relative group associated to any f is Ad(J ), the fundamental group of the path
component containing f is the space of sections of Ad(J ) trivial on N . To finish, it
suffices to see that f and f ′ are in the same path component if their torsors (J , t) and
(J ′, t′) are isomorphic. For this it suffices to note that there is a construction for the
torsor (J ′f , t
′
f) of f
′ from the point of view of f , and the same for the torsor (Jf , tf) of
f from the point of view of f (and this construction depends only on the isomorphism
class of the original torsor, so (J ′f , t
′
f)
∼= (Jf , tf)); but as f is in its own path component,
(Jf , tf) is trivial; thus (J ′f , t
′
f) is also trivial so the above proof shows that f
′ is in the
path component of f . ✷
Corollary 1.12 Suppose that for any relative group G over X and any G-torsor J , we
have
HomX (X ,J )→ HomX (π0N ,J ).
Then for any relative degree 1 Eilenberg-MacLane category P over X with a section p :
M→ P, the fiber of
Hom(M,P)→ Hom(N ,P)
over the restriction q of p to N , is weakly contractible.
Proof: The fiber is path-connected, since by hypothesis any pair (J , t) is trivial; and the
fundamental group is trivial since the space of trivializations restricting to t has exactly
one element. ✷
Finally, we return to the case where N is generated by a family of subcategories
Xα ⊂ X . We don’t answer the question of the existence of a section p restricting to a
given one q any further than in Lemma 1.11 above. We consider the criterion of the
corollary. If J is a G-torsor over X , the space of sections HomX (π0N ,J ) is equal to the
space of families of sections
{uα : Xα → J s.t. uα|Xαβ = uβ|Xαβ}.
The criterion is therefore that this space of sections be equal to the space of sections
u : X → J .
30
2. Morphisms
We define the space of morphisms from one flexible functor T 0 to another one T 1.
This leads to a “Segal category” (cf Segal [64], Dwyer-Kan-Smith [28]) of flexible functors.
This is probably closely related to the simplicial category Coh(X , T op) defined by Cordier
and Porter [21] although we don’t prove this relationship. It is also very similar to the
original approach of Vogt [78] where he obtained a restricted Kan simplicial set. In the
present paper we topologize the morphism sets so we obtain a simplicial space rather than
simplicial set, and the Segal condition is analogue to the restricted Kan condition. See [41]
for a somewhat different approach. As we shall see later (in a reworking of Vogt’s original
theorem [78]), we get the same answer as the simplicial category of fibrant simplicial
presheaves [45] [49].
We denote by I the category with two objects, denoted 0 and 1, and one morphism
1 → 0 (aside from the identities). We denote by In the cartesian product, and I(n)
the symmetric product. We denote the objects of I(n) by 0, 1, . . . , n; there is exactly
one morphism i → j when i ≥ j (and none if i < j). We denote by I the category with
objects 0 and 1, and morphisms 0→ 1 and 1→ 0 (whose compositions are the identities).
Again, I
n
is the cartesian product and I
(n)
is the symmetric product with objects denoted
0, . . . , n (and one isomorphism between each pair of objects). We consider I, In, I(n) as
subcategories respectively of I, I
n
, I
(n)
.
Suppose T 0 and T 1 are flexible functors from X to a continuous category C. A mor-
phism from T 0 to T 1 is a flexible functor F from X ×I to C such that F |i = T i for i = 0, 1.
This is the same definition as used by Vogt [78]. Note that there is no obvious natural way
of composing morphisms; we will treat this in more detail during this section. However,
there are natural notions of composable sequences of morphisms of flexible functors. A
composable sequence of length n of morphisms of flexible functors is a morphism
F : X × I(n) → C
(again this definition was originally made by Vogt [78]). Note that for any 0 ≤ i ≤ j ≤ n
we have an inclusion
κ(n; i, j) : I(j−i) → I(n)
sending the object k to the object k + i. If F is a composable sequence of length n then
for any 0 ≤ i ≤ j ≤ n we obtain the composable sequence Fij := κ(n; i, j)∗F of length
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j − i. In particular, we obtain flexible functors Fi : X → C and morphisms Fi i+1 from Fi
to Fi+1.
An equivalence from T 0 to T 1 is a flexible functor F from X×I to C such that F |i = T i
for i = 0, 1. Note that an equivalence induces morphisms from T 0 to T 1 and from T 1 to
T 0.
If T 0, . . . , T n are fixed flexible functors, then the set of composable sequences F of
length n with Fi = T
i forms a topological space which we denote by Hom(T 0, . . . , T n).
If M is the free continuous category on X × I(n) and if N is the cellular subcategory
generated by the subcategories X ×{i}, then Hom(T 0, . . . , T n) is the fiber of Hom(M, C)
over the element of Hom(N , C) corresponding to T 0, . . . , T n.
Similarly, the set of equivalences between T 0 and T 1 forms a topological space which
we denote Equiv(T 0, T 1). If M is the free continuous category on X × I and N the
subcategory generated by the X × {i}, then Equiv(T 0, T 1) is the fiber of Hom(M, C)
over the point of Hom(N , C) corresponding to T 0, T 1. We can also define a space of
composable n-tuples of equivalences Equiv(T 0, . . . , T n) as above.
The following theorem is almost the same as what Vogt did [78]; he didn’t topologize
the spaces of composable n-uples, and he obtained the restricted Kan condition for the
resulting simplicial set. See Dwyer-Kan-Smith [28].
Theorem 2.1 Suppose T 0, . . . , T n are flexible functors from X to a continuous category
C. Suppose Gi ∈ Hom(T i−1, T i) for i = 1, . . . , n. Then the space of composable n-tuples
F ∈ Hom(T 0, . . . , T n) such that Fi−1,i = Gi is weakly contractible.
Proof: LetM be the free continuous category on Y := X × I(n) and let N be the cellular
subcategory generated by the subcategories Yi := X × (κ(n; i − 1, i)(I)). We apply the
criteria developed in the first chapter.
First claim: For any φ in Y , N (φ) is contractible.
We give the proof in the case n = 2, for now. The points of N (φ) may be written in
the form (W, ǫ, t) where W = (φ1, . . . , φk) is a word of composable morphisms in X , with
composition equal to φ; ǫ = (ǫ0, . . . , ǫk) is an increasing sequence of elements of {0, . . . , n};
and t = (t1, . . . , tk−1) is a point in [0, 1]
k−1. These points are subject to the usual relations
for ti = 0. Define a map
F : N (φ)× [0, 3]→ N (φ)
as follows. For s ∈ [0, 1], put
F (W, ǫ, t; s) = (W, ǫ, t′)
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where t′i = ti if ǫi ≥ 1, and t
′
i = (1− s)ti if ǫi = 0. Put
F ′(W, ǫ, t; 1) = (W, ǫ′, t′)
where t′ is as defined above for F (W, ǫ, t; 1), and ǫ′i = max(1, ǫi) for all i except i = 0
(where ǫ0 = 0). Note that F (W, ǫ, t; 1) ∼ F ′(W, ǫ, t; 1) because of the rules for changing
the ǫi. Put
F ′′(W, ǫ, t; 1) = (W ′′, ǫ′′, t′′)
where
W ′′ = I ·W
(this denotes concatenation, putting I at the front of W );
ǫ′′0 = 0,
ǫ′′i = max(1, ǫi−1), i > 0;
and
t′′i = t
′
i−1,
but with t′′1 := 0. Note again that F
′′(W, ǫ, t; 1) ∼ F (W, ǫ, t; 1), because with t′′0 = t
′′
k′′−1 =
0, the addition of I at the beginning of W ′′ doesn’t change anything. For s ∈ [1, 2], put
F (W, ǫ, t; s) = (W ′′, ǫ′′, t3)
where t31 = s−1; t
3
i = t
′′
i if ǫi = 2; and t
3
i = (2− s)t
′′
i if ǫi = 1, i > 1. Finally, for s ∈ [2, 3],
put
F (W, ǫ, t; s) = (W ′′, ǫ′′, t4)
where t41 = 1; t
4
i = 0 if ǫi = 1 but i > 1; and t
4
i = (3 − s)t
3
i if ǫi = 2. Note that
F is continuous on N (φ) × [0, 3] (it is compatible with the relations corresponding to
ti = 0 because we have only changed the ti by multiplying by a function of s); and that
F (W, ǫ, t; 3) ∼ (W 0, ǫ0, t0) where
W 0 = (I, φ1, φ2, . . . , φn),
ǫ0 = (0, 1, 2),
and
t0 = (1).
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This gives the desired contraction in the case n = 2.
In general, by using the same type of contraction as the F for s ∈ [0, 1] we can contract
N (φ) to the subspace consisting of those points for which ǫ1 = 1, u1 = I and t1 = 0.
Then contract to the subspace consisting of points with ǫ1 = 1, φ1 = I, t1 = 1, and ti = 0
for any other i with ǫi = 1. Then change this to a point with ǫ1 = 1, u1 = I, t1 = 1, and
ǫ2 = 2; add an identity, so that ǫ1 = 1, φ1 = I, t1 = 1, ǫ2 = 2, φ2 = I, t2 = 0; then change
to t2 = 1 and ti = 0 for any other ti with ǫi = 2; and so on.
From this claim, note that for any continuous category C and any functor u : N → C,
there exists an extension to v : M → C restricting to u on N (by Proposition 1.1).
In particular, this solves the existence problems for degrees 0 and 1 in the Postnikov
induction.
Note also that the claim gives π0N = Y .
We now treat the case of degree 0. If C is a 0-truncated homotopy category, then the
fiber of Hom(M, C) → Hom(N , C) is weakly contractible, since π0N = π0M = Y (see
Corollary 1.7).
For the case of degree 1, note that for any relative group G → Y and any G-torsor
J , the set of trivializations of J over π0N is the same as the set of trivializations over
Y , since π0N = Y . By Corollary 1.12, for any functor P → Y where the P(φ) are
Eilenberg-MacLane spaces of degree 1, the fiber of
HomY(M,P)→ HomY(N ,P)
is weakly contractible (it is nonempty as a corollary of the claim above).
Finally, we consider the case of a functor P → Y whose fibers P(φ) are Eilenberg-
MacLane spaces of degree m ≥ 2. We would like to see that the fiber of
HomY(M,P)→ HomY(N ,P)
is weakly contractible. By the criterion of Lemma 1.5, it suffices to see that the subcomplex
ΛN (φ) has the same cohomology with abelian group coefficients, as ΛM(φ) = N(InsY(φ)).
For this, we may assume that φ = (ψ, 0← n) where ψ is a morphism in X (for otherwise
it amounts to the same statement for a smaller n). Then
InsY(φ) = InsX (ψ)× InsI(n)(0← n).
But InsI(n)(0 ← n) = I
(n). Let N0,n denote the nerve of I
(n) and for any i let Ni−1,i
denote the nerve of κ(n; i− 1, i)(I) ⊂ I(n). Then
N(InsY(φ)) = N(InsX (ψ))×N0,n
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and
ΛN (φ) =
n⋃
i=1
N(InsX (ψ))×Ni−1,i.
= N(InsX (ψ))×
(
n⋃
i=1
Ni−1,i
)
.
Notice, however, that (
n⋃
i=1
Ni−1,i
)
⊂ N0,n
induces an isomorphism on cohomology (both sides are contractible). By the Kunneth
formula, the inclusion ΛN (φ) ⊂ ΛM(φ) induces an isomorphism on cohomology with
integer coefficients, hence with any abelian group coefficients. By Lemma 1.5, the fibers
of
HomY(M,P)→ HomY(N ,P)
are weakly contractible.
Now if C is any continuous category, then by the Postnikov tower for C explained in
the previous chapter, the fibers of
Hom(M, C)→ Hom(N , C)
are weakly contractible. This completes the proof of the theorem. ✷
For n = 2 this theorem permits us to speak of the composition of two morphisms of
flexible functors G1 : T
0 → T 1 and G2 : T 1 → T 2. In effect, the space of composable
pairs F restricting to (G1, G2) is weakly contractible, so there is not too much ambiguity
in speaking of “the” composable pair defined by (G1, G2). For any such composable pair
F , we obtain a morphism T 0 → T 2 (from the third inclusion I → I(2)), which we think
of as “the” composition.
More generally, the above theorem says that we obtain a “Segal category” [64] [28]
[72] of flexible functors F lex(X , T op), by setting the object-set F lex(X , T op)0 to be the
set of flexible functors and setting
F lex(X , T op)n/(T
0, . . . , T n) := Hom(T 0, . . . , T n)
(in the notation of [72]). One expects that F lex(X , T op) is equivalent to the Segal category
obtained by taking the nerve of Cordier’s and Porter’s Coh(X , T op) or Jardine’s simplicial
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category of simplicial presheaves on X . In fact, the arguments in [21], [23], [45], the present
paper, and [70] [41] probably serve to prove this (but I haven’t verified the details).
In spite of the ambiguity in the actual choice of composition in the general case, there
is a canonical choice in the case of the composition of a morphism of flexible functors
with a morphism of functors, or vice-versa. These canonical compositions may be viewed
as obtained by simply transporting structure of the morphism of flexible functors, by the
morphism of functors on one side or the other. In terms of formulas, if F is a morphism
of flexible functors and G a morphism of functors, we can set
(FG)(φ, ǫ, t) = F (φ, ǫ, t) ◦GX0
when ǫ0 = 0 (here X0 is the target of the first morphism φ1 in the word φ). Similarly, if
F is a morphism of functors and G a morphism of flexible functors then we can set
(FG)(φ, ǫ, t) = FXn ◦G(φ, ǫ, t)
for ǫn = 1, where Xn is the source of the last φn in φ.
The following theorem is a refinement of a theorem of Vogt [78] (see also Cordier-
Porter [17] for the generalization to coherent diagrams in any simplicial category) stating
that a morphism of diagrams which is level-wise a homotopy equivalence, has an inverse.
We prove here that a suitably defined “space of inverses” is contractible.
One can remark that our space of inverses is somewhat similar to the space of “strong
homotopy inverses” mentionned by Cordier-Porter in [17], however their notion involved
only a first-order homotopy; our strong homotopy inverses are actually coherent diagrams
indexed by the category I, and thus include all higher-order homotopies.
A similar later result is Theorem 2.5.1 of [71].
Theorem 2.2 Suppose T 0 and T 1 are flexible functors from X to C and G is a morphism
from T 0 to T 1. The space of equivalences F from T 0 to T 1 restricting to the morphism
G is nonempty if and only if the morphisms G(1X , 0 → 1) are invertible in π0C for all
X ∈ X . If the space of F is nonempty, then it is weakly contractible.
Proof: Let Y = X ×I and let Y1 = X ×I ⊂ Y . LetM be the free continuous category on
Y and let N be the cellular subcategory defined by Y1 (it is the free continuous category
on Y1). The morphism G is a functor from N to C, and the space of F restricting to G
is the fiber of Hom(M, C) over G.
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It is clear that if F exists then the morphisms G(1X , 0 → 1) are invertible in π0C.
Conversely, if C is 0-truncated and if the morphisms G(1X , 0 → 1) are invertible in π0C,
then there exists F : M→ C restricting to G on N (and the space of such F is weakly
contractible by Lemma 1.6). To see this, note that to give F is the same as to give
π0F : Y → π0C. Put
aX := (1X , 0→ 1)
and
bX := (1X , 1→ 0).
A morphism in Y is either a morphism of Y1 or else can be written as bXf where f is a
morphism in X × {1}. If f is a morphism in Y1, put F (f) = G(f). Our hypothesis says
that G(aX) is invertible; note that the inverse is unique. We put F (bXf) := G(aX)
−1G(f).
We have to check that this defines a functor. A morphism from (X, 0) to (Y, 1) may be
written as gaX ; then
F (gaX)F (bXf) = G(g)G(aX)G(aX)
−1G(f) = G(gf) = F (gf) = F (gaXbXf).
If g is a morphism from (X, 0) to (Y, 0), then we have
aY g = g
′aX
for g′ : (X, 0)→ (Y, 0) corresponding to the same morphism in X . This gives
gbXf = bY g
′f,
so
F (gbXf) = G(aY )
−1G(g′f),
while
G(g) = G(aY )
−1G(g′)G(aX).
Thus
F (g)F (bXf) = G(g)G(aX)
−1G(f) = G(aY )
−1G(g′)G(f) = F (gbXf).
The verifications for multiplication on the other side are similar.
Suppose now that P → Y is a relative Eilenberg-MacLane category of degree 1, such
that there exists a section q over N . We claim that there exists a section p : M → P.
For each object X , choose p(bX) ∈ P(bX). Put p(aX) = q(aX). Choose paths uX
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from p(1X,0) = eX,0 to p(bX)p(aX). Then we obtain a path p(aX)uX from p(aX) to
p(aX)p(bX)p(aX). Choose paths vX from p(1X,1) = eX,0 to p(aX)p(bX) such that the
path vXp(aX) from p(aX) to p(aX)p(bX)p(aX) is homotopic to p(aX)uX . For making this
choice, note that multiplication by p(aX) is a homotopy equivalence from P(f) to P(aXf)
and similarly for p(bX) (since PX,1 is path-connected, so multiplication by p(aX)p(bX)
is homotopy equivalent to multiplication by p(aXbX) = eX,1 and vice-versa). Now for
morphisms f in X × {0}, put
p(aǫY fb
δ
X) := p(aY )
ǫq(f)p(bX)
δ
for ǫ and δ equal to 0 or 1. Put
p(aǫZfbY , aY gb
δ
X) :=
p(aZ)
ǫ[q(f, g) ∗ (q(f)uY q(g))]p(bX)
δ.
Put
p(aǫZf, gb
δ
X) :=
p(aZ)
ǫq(f, g)p(bX)
δ.
(here the ∗ denotes composition of paths, while juxtaposition denotes composition in P).
We have to check that a certain diagram commutes up to homotopy, in the case of three
morphisms. We treat the case where the three morphisms are
aǫZfbY , aY gbX , aXhb
δ
W .
The other cases are similar.
Two sides of the diagram compose as
p(aǫZfgbX , aXhb
δ
W )∗
[p(aǫZfbY , aY gbX)p(aXhb
δ
W )]
= [p(aZ)
ǫ[q(fg, h) ∗ (q(fg)uXq(h))]p(bW )
δ]
∗p(aZ)
ǫ[q(f, g) ∗ (q(f)uY q(g))]p(bX)p(aXhb
δ
W )
= [p(aZ)
ǫ[q(fg, h) ∗ (q(fg)uXq(h))]p(bW )
δ]
∗p(aZ)
ǫ[q(f, g) ∗ (q(f)uY q(g))]p(bX)p(aX)q(h)p(bW )
δ.
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We may remove the outer p(aZ)
ǫ and p(bW )
δ from the rest of the calculation (putting
them back in at the end), since in general
(uγv) ∗ (uγ′v) = u(γ ∗ γ′)v.
Our composition becomes
q(fg, h) ∗ (q(fg)uXq(h)) ∗ [[q(f, g) ∗ (q(f)uY q(g))]p(bX)p(aX)q(h)]
= q(fg, h) ∗ (q(fg)uXq(h)) ∗ (q(f, g)p(bX)p(aX)q(h)) ∗ (q(f)uY q(g)p(bX)p(aX)q(h)).
Note that the operation ∗ is associative up to homotopy. The square
q(f, g)uXq(h)
is a homotopy between
(q(fg)uXq(h)) ∗ (q(f, g)p(bX)p(aX)q(h))
and
(q(f, g)q(h)) ∗ (q(f)q(g)uXq(h)).
Thus we may make this replacement above. Our expression becomes
q(fg, h) ∗ (q(f, g)q(h)) ∗ (q(f)q(g)uXq(h)) ∗ (q(f)uY q(g)p(bX)p(aX)q(h)).
Similarly, the square
q(f)uY q(g)uXq(h)
is a homotopy between
(q(f)q(g)uXq(h)) ∗ (q(f)uY q(g)p(bX)p(aX)q(h))
and
(q(f)uY q(g)q(h)) ∗ (q(f)p(bY )p(aY )q(g)uXq(h)),
and making this replacement our expression becomes
q(fg, h) ∗ (q(f, g)q(h)) ∗ (q(f)uY q(g)q(h)) ∗ (q(f)p(bY )p(aY )q(g)uXq(h)).
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Next, q(f, g, h) is a homotopy between q(fg, h) ∗ (q(f, g)q(h)) and q(f, gh) ∗ (q(f)q(g, h));
the expression becomes
q(f, gh) ∗ (q(f)q(g, h)) ∗ (q(f)uY q(g)q(h)) ∗ (q(f)p(bY )p(aY )q(g)uXq(h)).
Finally, with the homotopy given by the square
q(f)uY q(g, h)
as before, and after putting in the outer elements dropped above, our expression becomes
p(aZ)
ǫ[q(f, gh) ∗ (q(f)uY q(gh))
∗(q(f)p(bY )p(aY )q(g, h)) ∗ (q(f)p(bY )p(aY )q(g)uXq(h))]p(bW )
δ
= p(aZ)
ǫ[q(f, gh) ∗ (q(f)uY q(gh))]p(bW )
δ
∗p(aZ)
ǫ[(q(f)p(bY )p(aY )q(g, h)) ∗ (q(f)p(bY )p(aY )q(g)uXq(h))]p(bW )
δ
= p(aǫZfbY , aY ghb
δ
W )
∗p(aǫZfbY )p(aY gbX , aXhb
δ
W ),
which is the composition of the other two sides of the diagram. Verification of the other
diagrams is similar.
In fact, the definition of p needs to be modified slightly, because of the condition
p(1X,1) = eX,1. We enforce this condition by decree. We need to change the definition of
the paths to take this into account. Paths p(u, v) where one of u or v is the identity, are
defined as in the following example:
p(eX,1, aXf) := p(aX)q(1X , f).
Suppose f : Y → X and g : X → Y such that fg = eX . Then we put
p(aXfbY , aY gbX) := vX ∗ p(aX)[q(f, g) ∗ (q(f)uY q(g))]p(bX)
and
p(aXf, gbX) := vX ∗ (p(aX)q(f, g)p(bX)).
Finally, one should check the commutativity of the above diagram in the cases where one
of the morphisms is the identity. These are verified as before, inserting vX or vY where
necessary and using the condition established at the start.
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We treat the case where the three morphisms are
aXfbY , aY gbX , aXh,
with fg = eX (but no other composition equal to the identity). Two sides of the diagram
compose as
p(eX,1, aXh)∗
[p(aXfbY , aY gbX)p(aXh)]
= (p(aX)q(eX , h)) ∗ [vX ∗ p(aX)[q(f, g) ∗ (q(f)uY q(g))]p(bX)]p(aXh)
= (p(aX)q(eX , h)) ∗ (vXp(aX)q(h)) ∗ [p(aX)[q(f, g) ∗ (q(f)uY q(g))]p(bX)p(aX)q(h)].
The property vXp(aX) = p(aX)uX allows us to take the first factor of p(aX) outside to
give
p(aX)[q(fg, h)) ∗ (q(fg)uXq(h)) ∗ (q(f, g)p(bX)p(aX)q(h)) ∗ (q(f)uY q(g)p(bX)p(aX)q(h))].
Note that we have inserted q(fg) = 1X,0 and replaced eX by fg. This expression is the
same as in the previous argument (but note that there, we had already taken the front
p(aX) out temporarily). The rest of the calculation is the same. Note that in our example,
no other compositions are the identity so the other composition of two sides of the square
is the same as above. (In the case fg = eX and gh = eY (in which case f = h!) the
same calculation is done at the start and at the end; they meet at the same formula in
the middle.)
We have now verified that if there exists a section q : N → P then there exists a
section p : M → P. The section p we have constructed does not restrict to q on N . In
fact, we have only used the existence of q over the cellular subcategory N ′ generated by
X × {0}, and p is equal to q over N ′.
We now show that every section over N extends to a section overM. For this, we use
Lemma 1.11. Let G → Y be the relative group corresponding to P with section p. Let G1
denote the restriction of G to Y1. We have to show that every G1-torsor J1 extends to a
G-torsor J over X . Suppose J1 → Y1 is a G1-torsor. For each X ∈ X , choose an element
αX ∈ J1(aX). Put J (u) = J1(u) for morphisms u in Y1. For a morphism fbX in Y (with
f : (X, 0)→ (Y, 0)), put
J1(f) ∼= J (fbX)
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with this isomorphism written as j 7→ jβX . Introduce the convention αXβX = eX,1 and
βXαX = eX,0. The action of G(fbX) given as follows. An element of G(fbX) can be
written uniquely as u1bX for u ∈ G(f), where 1bX is the identity of G(bX). Then put
(u1bX) ∗ (jβX) := (u ∗ j)βX .
Define the horizontal compositions as follows:
k(jβX) := (kj)βX
for k ∈ J1(g) with g : (Y, 0)→ (Z, 0);
(αZk)(jβX) := l
for the element l : (X, 1)→ (Z, 1) in J1 such that
lαX = αZkj
(note that composition with αX gives an isomorphism
HomJ1((X, 1), (Z, 1))
∼= HomJ1((X, 0), (Z, 1))
because if u0 is an element on the left, then an arbitrary element on the right can be
written uniquely as
(w1aX ) ∗ (u0αX)
for w1aX ∈ G, and this in turn is equal to (w ∗ u0)αX);
(jβX)(αXk) := jk
for k : (W, 0)→ (X, 0) in J1; and finally
(jβX)(αXkβW ) := jk,
noting that any morphism (W, 1)→ (X, 1) in J1 can be written as αXkβW by an argument
similar to that parenthetized above. The composition defined in this way is associative
and compatible with the action of G, so we obtain a G-torsor J restricting to J1. This
translates to the statement that any section q over N extends to a section p over M. To
show that the path component containing p is uniquely determined by the path component
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containing q, and that the fundamental groups of these path components are isomorphic,
we have to show that for a G-torsors J over Y , the set of sections t of J over Y is the
same as the set of sections t1 over Y1 (then see a previous argument of changing points of
view, to see that the set of isomorphisms between two torsors is the same over Y and Y1).
Fix a section t1 over Y1; we have to show that there exists a unique section t restricting
to t1. The uniqueness follows from the fact that any morphism in Y (but not in Y1) can
be written as fbX ; if t is a section restricting to t1 on Y1 then
t(fbX) = t(f)t(bX);
but t(aX)t(bX) = eX,1 and this uniquely determines t(bX); another would be of the form
u ∗ t(bX) for u ∈ G(bX), and then
eX,1 = t(aX)(u ∗ t(bX)) = (1aXu) ∗ (t(aX)t(bX)) = 1aXu
so 1bX = 1bX1aXu = u. Similarly, for existence of t we define t(bX) to be the unique
element such that t(aX)t(bX) = eX,1, and we put
t(fbX) := t1(f)t(bX).
This is a section—the formulas can be verified by using formulas for t1, and the fact that
certain formulas have unique solutions in J .
We have now completed the treatment of the degree 1 case: the morphism
HomY(M,P)→ HomY(N ,P)
is a weak equivalence, so its fibers are nonempty and weakly contractible.
We turn to the criterion established in Lemma 1.5 for degree m ≥ 2. We need to show
that for any morphism φ in Y , the inclusion
ΛN (φ) ⊂ ΛM(φ)
induces an isomorphism on cohomology. But ΛM(φ) is the nerve of the category of objects
inside φ. If we write φ = (ψ, c) for ψ a morphism in X and c a morphism in I, then InsY(φ)
is homotopic to InsX (ψ) (it is the product of this with the nerve of InsI(c)
∼= I which
is contractible). On the other hand, ΛN (φ) is the nerve of the category InsY1/Y(φ) of
objects of Y1 which are Y-inside φ. This category splits as a product
InsY1/Y(φ) = InsX (ψ)× InsI/I(c).
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The nerve is therefore the product of nerves. Since there is exactly one morphism in I
between any two objects,
InsI/I(c)
∼= I
and its nerve is contractible. Thus ΛN (φ) is also homotopic to InsX (ψ). The inclusion is
compatible with these homotopies, so it is a homotopy equivalence. By Lemma 1.5, the
maps
HomY(M,P)→ HomY(N ,P)
are weak equivalences for any relative Eilenberg-MacLane category P → X of degree
m ≥ 2. By Postnikov induction, for any continuous category C, the fiber of
HomY(M, C)→ HomY(N , C)
over an element F as in the theorem, is nonempty and weakly contractible. This completes
the proof of the theorem. ✷
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3. A canonical homotopy equivalence
In this section we show how to “strictify” a flexible functor. The first result of this
type was the strictification result for fibered categories in SGA 1 [35]: any fibered category
can be replaced by an equivalent split one. This result essentially concerns homotopy-
coherent diagrams of K(π, 1)’s. The next occurrence of such a result was in Segal’s paper
[64] where it is mentionned very rapidly in an appendix. While this is not altogether
evident, Segal’s method is actually the same as the method of SGA 1 (and it is this
method which we shall present below). The next occurrence in the literature is the result
of Dwyer-Kan, in the context of their “free simplicial category” approach to the notion
of homotopy coherence [27]. As noted above, Cordier has shown that the Dwyer-Kan
approach to homotopy-coherence is the same as the Segal-Leitch-Vogt approach [13] [14],
so in a certain sense Segal’s result subsumes that of Dwyer-Kan. See also Cordier-Porter
[17] where Segal’s strictification result is taken up with more details.
Our treatment, which is based on the idea of SGA 1, is of course the same as these
previous ones (so there is nothing new in the present section). Nonetheless, it will be
helpful to treat explicitly the necessary homotopy equivalences involved.
Suppose X is a category and T : X → Top is a flexible functor. We will define a
flexible functor K ′T : X → Top which is in fact a functor.
For each object X ∈ X , let (X /X)∗ denote the category obtained by adding an initial
object denoted ∗ to X /X . Define (K ′T )X to be the space of contravariant flexible functors
P : (X /X)∗ → Top such that P |X = T and P |{∗} = ∗ is the unique flexible functor with
values in the subcategory of Top consisting of the space with a single point (choose one
such space once and for all!). More concretely, (K ′T )X is the space of ways of specifying
a function
P (φ1, . . . , φk; t0, . . . , tk−1) ∈ TXk
for a composable sequence φ in X /X , satisfying: the usual relations for ti = 0 (for t0 = 0
we drop off φ1—note that there is really another morphism, the morphism to the initial
object, which should be considered as at the beginning of the word φ); and the relation
of composition for ti = 1 but where the composition is of the map T (φ
′′, t′′) applied to
the point P (φ′, t′) (here φ′, t′ are the parts before the ti = 1 and φ
′′, t′′ the parts after).
We will now define a homotopy equivalence M between K ′T and T .
First, some notation for homotopy equivalences. Recall that a homotopy equivalence
between S and T is a flexible functor M : I × X → Top, whose restrictions to {0} × X
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and {1} ×X are S and T , respectively. We write this out more explicitly. A composable
sequence of maps in I × X consists of a composable sequence φ1, . . . , φn in X , together
with a specification for each Xi of either 0 or 1. We make this specification with a
supplementary list ǫ1, . . . , ǫn−1 with ǫi = 0 or 1, as well as the specification of ǫ0 and
ǫn (also equal to 0 or 1). If ǫi = 0, it means that the object 0 is specified to go with
Xi, whereas if ǫi = 1 it means that object 1 is specified to go with Xi. A homotopy
equivalence M then consists of the specification of
M ǫ0,ǫn(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)
where
M0,0 : SX0 → SXn;
M0,1 : SX0 → TXn ;
M1,0 : TX0 → SXn ;
and
M1,1 : TX0 → TXn.
This is subject to the following conditions. First of all, if ǫ0 = . . . = ǫn = 0 then M agrees
with S, and if ǫ0 = . . . = ǫn = 1 then M agrees with T . If ti = 0 then
M ǫ0,ǫn(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)
= M ǫ0,ǫn(φ1, . . . , φiφi+1, . . . , φn; ǫ1, . . . , ǫ̂i, . . . , ǫn−1)(t1, . . . , t̂i, . . . , tn−1).
And if ti = 1 then
M ǫ0,ǫn(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)
=M ǫi,ǫn(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
◦M ǫ0,ǫi(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1).
Now we would like to define a homotopy equivalence between K ′T and T . Note that an
element of K ′TXn consists of a function P (ξ0, ξ1, . . . , ξk)(s1, . . . , sk), satisfying the usual
properties with respect to T , where the arguments ξi : Yi → Yi−1 form a composable
sequence in X and ξ0 : Y0 → Xn (thus, ξ0 gives ξ1, . . . , ξk a structure of composable
sequence in X /Xn). Note that
K ′T (φ1, . . . , φn)(t1, . . . , tn−1)(P )(ξ0, . . . , ξk)(s1, . . . , sk)
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:= P (φ1 · · ·φnξ0, ξ1, . . . , ξk)(s1, . . . , sk).
We define our homotopy equivalence M as follows, with P denoting a point of K ′TX0 and p
denoting a point of TX0 .
M0,0(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(P )(ξ0, . . . , ξk)(s1, . . . , sk)
:= P (φ1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫ1t1, . . . , ǫn−1tn−1, s1, . . . , sk).
M0,1(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(P )
:= P (φ1, . . . , φn−1, φn)(ǫ1t1, . . . , ǫn−1tn−1).
M1,0(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(p)(ξ0, . . . , ξk)(s1, . . . , sk)
:= T (φ1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫ1t1, . . . , ǫn−1tn−1, s1, . . . , sk)(p).
M1,1(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(p)
:= T (φ1, . . . , φn−1, φn)(ǫ1t1, . . . , ǫn−1tn−1)(p).
We have to check the properties of the points in K ′T resulting from M , in the first and third
cases; and in all cases we have to check the properties of M . Note that the required properties
for si = 0 or for ti = 0 are easily verified by looking at the formulas (note that with our new
notation for P , the relationship between the places of the φi and the ti is the same as for T , M ,
etc.). The required properties for si = 1 are similarly easily verified.
The case of M0,0, with ti = 1 and ǫi = 0: In this case we have
M0,0(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(P )(ξ0, . . . , ξk)(s1, . . . , sk)
= P (φ1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫ1t1, . . . , ǫn−1tn−1, s1, . . . , sk)
= P (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫ1t1, . . . , ǫ̂iti, . . . , ǫn−1tn−1, s1, . . . , sk).
On the other hand,
M0,0(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
◦M0,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P )(ξ0, . . . , ξk)(s1, . . . , sk)
= M0,0(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
(M0,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P ))(ξ0, . . . , ξk)(s1, . . . , sk)
= M0,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P )
(φi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫi+1ti+1, . . . , ǫn−1tn−1, s1, . . . , sk)
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= P (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)
(ǫ1t1, . . . , ǫi−1ti−1, ǫi+1ti+1, . . . , ǫn−1tn−1, s1, . . . , sk)
= P (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)
(ǫ1t1, . . . , ǫ̂iti, . . . , ǫn−1tn−1, s1, . . . , sk)
as desired.
The case of M0,0, with ti = 1 and ǫi = 1: In this case we have
M0,0(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(P )(ξ0, . . . , ξk)(s1, . . . , sk)
= P (φ1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫ1t1, . . . , ǫn−1tn−1, s1, . . . , sk)
= T (φi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫi+1ti+1, . . . , ǫn−1tn−1, s1, . . . , sk)
(P (φ1, . . . , φi)(ǫ1t1, . . . , ǫi−1ti−1)).
On the other hand,
M1,0(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
◦M0,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)
(P )(ξ0, . . . , ξk)(s1, . . . , sk)
= M1,0(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
(M0,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P ))(ξ0, . . . , ξk)(s1, . . . , sk)
= T (φi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫi+1ti+1, . . . , ǫn−1tn−1, s1, . . . , sk)
(M0,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P ))
= T (φi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫi+1ti+1, . . . , ǫn−1tn−1, s1, . . . , sk)
(P (φ1, . . . , φi)(ǫ1t1, . . . , ǫi−1ti−1))
as desired.
The case of M0,1, with ti = 1 and ǫi = 0: In this case we have
M0,1(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(P )
= P (φ1, . . . , φn−1, φn)(ǫ1t1, . . . , ǫn−1tn−1)
= P (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φn)(ǫ1t1, . . . , ǫ̂iti, . . . , ǫn−1tn−1).
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On the other hand,
M0,1(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
◦M0,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P )
= M0,1(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
(M0,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P ))
= M0,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P )
(φi+1, . . . , φn−1, φn)(ǫi+1ti+1, . . . , ǫn−1tn−1)
= P (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φn)
(ǫ1t1, . . . , ǫi−1ti−1, ǫi+1ti+1, . . . , ǫn−1tn−1)
= P (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φn)(ǫ1t1, . . . , ǫ̂iti, . . . , ǫn−1tn−1)
as desired.
The case of M0,1, with ti = 1 and ǫi = 1: In this case we have
M0,1(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(P )
= P (φ1, . . . , φn)(ǫ1t1, . . . , ǫn−1tn−1)
= T (φi+1, . . . , φn−1, φn)(ǫi+1ti+1, . . . , ǫn−1tn−1)
(P (φ1, . . . , φi)(ǫ1t1, . . . , ǫi−1ti−1)).
On the other hand,
M1,1(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
◦M0,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P )
= M1,1(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
(M0,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P ))
= T (φi+1, . . . , φn)(ǫi+1ti+1, . . . , ǫn−1tn−1)
(M0,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(P ))
= T (φi+1, . . . , φn)(ǫi+1ti+1, . . . , ǫn−1tn−1)
(P (φ1, . . . , φi)(ǫ1t1, . . . , ǫi−1ti−1))
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as desired.
The case of M1,0, with ti = 1 and ǫi = 0: In this case we have
M1,0(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(p)(ξ0, . . . , ξk)(s1, . . . , sk)
= T (φ1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫ1t1, . . . , ǫn−1tn−1, s1, . . . , sk)(p)
= T (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫ1t1, . . . , ǫ̂iti, . . . , ǫn−1tn−1, s1, . . . , sk)(p).
On the other hand,
M0,0(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
◦M1,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p)(ξ0, . . . , ξk)(s1, . . . , sk)
= M0,0(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
(M1,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p))(ξ0, . . . , ξk)(s1, . . . , sk)
= M1,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p)
(φi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫi+1ti+1, . . . , ǫn−1tn−1, s1, . . . , sk)
= T (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)
(ǫ1t1, . . . , ǫi−1ti−1, ǫi+1ti+1, . . . , ǫn−1tn−1, s1, . . . , sk)(p)
= T (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)
(ǫ1t1, . . . , ǫ̂iti, . . . , ǫn−1tn−1, s1, . . . , sk)(p)
as desired.
The case of M1,0, with ti = 1 and ǫi = 1: In this case we have
M1,0(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(p)(ξ0, . . . , ξk)(s1, . . . , sk)
= T (φ1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫ1t1, . . . , ǫn−1tn−1, s1, . . . , sk)(p)
= T (φi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫi+1ti+1, . . . , ǫn−1tn−1, s1, . . . , sk)
(T (φ1, . . . , φi)(ǫ1t1, . . . , ǫi−1ti−1)(p)).
On the other hand,
M1,0(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
◦M1,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p)(ξ0, . . . , ξk)(s1, . . . , sk)
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= M1,0(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
(M1,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p))(ξ0, . . . , ξk)(s1, . . . , sk)
= T (φi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫi+1ti+1, . . . , ǫn−1tn−1, s1, . . . , sk)
(M1,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p))
= T (φi+1, . . . , φn−1, φnξ0, ξ1, . . . , ξk)(ǫi+1ti+1, . . . , ǫn−1tn−1, s1, . . . , sk)
(T (φ1, . . . , φi)(ǫ1t1, . . . , ǫi−1ti−1)(p))
as desired.
The case of M1,1, with ti = 1 and ǫi = 0: In this case we have
M1,1(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(p)
= T (φ1, . . . , φn−1, φn)(ǫ1t1, . . . , ǫn−1tn−1)(p)
= T (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φn)(ǫ1t1, . . . , ǫ̂iti, . . . , ǫn−1tn−1)(p).
On the other hand,
M0,1(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
◦M1,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p)
= M0,1(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
(M1,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p))
= M1,0(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p)
(φi+1, . . . , φn−1, φn)(ǫi+1ti+1, . . . , ǫn−1tn−1)
= T (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φn)
(ǫ1t1, . . . , ǫi−1ti−1, ǫi+1ti+1, . . . , ǫn−1tn−1)(p)
= T (φ1, . . . , φi−1, φiφi+1, . . . , φn−1, φn)
(ǫ1t1, . . . , ǫ̂iti, . . . , ǫn−1tn−1)(p)
as desired.
The case of M1,1, with ti = 1 and ǫi = 1: In this case we have
M0,1(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)(p)
= T (φ1, . . . , φn)(ǫ1t1, . . . , ǫn−1tn−1)(p)
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= T (φi+1, . . . , φn−1, φn)(ǫi+1ti+1, . . . , ǫn−1tn−1)
(T (φ1, . . . , φi)(ǫ1t1, . . . , ǫi−1ti−1)(p)).
On the other hand,
M1,1(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
◦M1,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p)
= M1,1(φi+1, . . . , φn; ǫi+1, . . . , ǫn−1)(ti+1, . . . , tn−1)
(M1,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p))
= T (φi+1, . . . , φn)(ǫi+1ti+1, . . . , ǫn−1tn−1)
(M1,1(φ1, . . . , φi; ǫ1, . . . , ǫi−1)(t1, . . . , ti−1)(p))
= T (φi+1, . . . , φn)(ǫi+1ti+1, . . . , ǫn−1tn−1)
(T (φ1, . . . , φi)(ǫ1t1, . . . , ǫi−1ti−1)(p))
as desired.
Finally we have to check that M restricts to K ′T and T . At ǫ = 0 we have
M0,0(φ1, . . . , φn; 0, . . . , 0)(t1, . . . , tn−1(P )(ξ0, . . . , ξk)(s1, . . . , sk)
= P (φ1, . . . , φnξ0, . . . , ξk)(0, . . . , 0, s1, . . . , sk)
= P (φ1 · · ·φnξ0, . . . , ξk)(s1, . . . , sk)
= K ′T (φ1, . . . , φn)(t1, . . . , tn−1)(P )(ξ0, . . . , ξk)(s1, . . . , sk)
as required. At ǫ = 1 we have
M1,1(φ1, . . . , φn; 1, . . . , 1)(t1, . . . , tn−1)(p)
= T (φ1, . . . , φn)(t1, . . . , tn−1)(p)
as required.
This completes the verification thatM provides a homotopy equivalence between K ′T
and T . We obtain the conclusion that every flexible functor is homotopy equivalent to a
functor.
Equivalence between K ′(G∗T ) and G∗(K ′T )
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Suppose G : Y → X is a functor, and T : X → Top is a flexible functor. We obtain
two functors, K ′(G∗T ) and G∗(K ′T ), from Y to Top. We would like to see that they are
equivalent, together with their natural morphisms from T .
There is a natural morphism of functors Ψ : G∗(K ′T )→ K ′(G∗T ) defined by
ΨS(P )(ξ0, . . . , ξn)(s1, . . . , sn)
:= P (G(ξ0), . . . , G(ξn))(s1, . . . , sn)
for S ∈ C, P ∈ K ′TG(S), ξ0 : Y0 → S, and ξi : Yi → Yi−1 a composable sequence in Y
(giving G(ξ0) : G(Y0) → G(S), and G(ξi) : G(Yi) → G(Yi−1) a composable sequence in
X ). This gives a morphism of flexible functors in a trivial way. We have equivalences
M between K ′(G∗T ) and G∗T , and G∗N between G∗(K ′T ) and G∗T . We would like to
define a flexible functor Ξ : C × Iu←v × Ia↔b → Top such that Ξa is the identity of G∗T ,
and Ξb is the morphism Ψ defined above; and Ξ
u is the homotopy equivalence G∗N , while
Ξv is the homotopy equivalence M .
Define maps
Ξǫ0,ǫnδ0,δn(φ, ǫ
′, δ′)(t)
where φ = φ1, . . . , φn, ǫ
′ = ǫ1, . . . , ǫn−1, δ
′ = δ1, . . . , δn−1 and t = t1, . . . , tn−1. The indices
ǫi and δi indicate the functor as follows:
ǫ = 0, δ = 0 : G∗(K ′T )
ǫ = 0, δ = 1 : K ′(G∗T )
ǫ = 1, δ = 0 : G∗T
ǫ = 1, δ = 1 : G∗T.
There is the constraint on δ that δi ≥ δi−1 (in other words, δ consists of a string of 0’s
followed by a string of 1’s). In particular, there is no map of the form Ξǫ0,ǫn1,0 .
In defining the maps Ξ, use the same formulas as above, but noting that the arguments
are a composable sequence in Y ; apply G if necessary to obtain a composable sequence in
X . In the case of morphisms finishing at G∗(K ′T ), there are some arguments consisting of
a composable sequence in X . In this case, the condition on δ implies that the input cannot
consist of a point P ∈ K ′(G∗T )X0—which would take as argument only a composable
sequence in Y . The definitions and verifications otherwise follow the same pattern as for
M defined above.
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Thus the natural morphism Ξ is equivalent to the identity morphism via the equiva-
lences M and G∗N .
Remark: The identity morphism I : T → T is defined by
Iǫ0,ǫn(φ1, . . . , φn; ǫ1, . . . , ǫn−1)(t1, . . . , tn−1)
:= T (φ1, . . . , φn)(t1, . . . , tn−1).
Philosophical remarks
The results of this section show that, in a certain sense, it wasn’t necessary to consider
flexible functors, since a flexible functor can always be replaced by an equivalent functor.
However, the notion of flexible functor was used in defining the notion of morphism of
flexible functors. For two given functors, the space of morphisms of functors will probably
not be the same as the space of morphisms of flexible functors—it seems clear that the
latter is the right choice. We could, of course, say that we will only look at functors, but
look at morphisms between them which are morphisms of flexible functors. By the results
of this section, this will give an equivalent theory. In fact, we often need to use the fact
that a flexible functor can be replaced by a functor, in the arguments to follow.
The best justification for introducing the notion of flexible functor is that it leads
the way in finding out the right properties, definitions, and arguments: for example, the
notion of morphism of flexible functor is the obvious one which goes with the notion of
flexible functor, but it would not necessarily have been obvious if we started out looking
only at functors.
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4. Descent conditions and sheaves
In this section we give a treatment of descent and “higher sheaves” which is alternative
to the closed-model-category treatment started by K. Brown [10] an mostly due to Joyal
[50], Jardine [45] [46], and Thomason [76]. The end result is basically the same as in those
references.
∞-truncation
Recall that τ∞ : Top → Top denotes the functor sending a topological space A to the
realization of the simplicial set of singular simplices of A. There is a natural morphism
τ∞A→ A, inducing an isomorphism on homotopy groups (in other words, a weak equiv-
alence). Recall also that τ∞ is compatible with products (since the realization of the
product of two simplicial sets is the product of the realizations).
If T is a functor from X to Top then we obtain a functor τ∞T . By the results of the
previous section, we can replace a flexible functor T by the functor KT and then take
τ∞KT .
We often use a subscript ∞ to denote the result of applying the construction τ∞. For
example,
Mor∞(S, T ) := τ∞Mor(S, T ).
The interest of this construction is that if A is a topological space, then τ∞A provides
a CW-complex with the same weak homotopy type as A, in a canonical way.
Global sections
Let X ∗ denote the category obtained by adding an initial object denoted ∗ to X . Sup-
pose T : X → Top is a contravariant flexible functor (we sometimes call this a flexible
presheaf). We define a first version of the space of global sections Γ′(X , T ) to be the space
of contravariant flexible functors T ′ : X ∗ → Top such that T ′|X = T and T ′|{∗} = ∗ is the
unique flexible functor with values in the subcategory of Top consisting of the space with
a single point.
Put Γ′∞(X , T ) := τ∞Γ
′(X, T ).
This space is the “homotopy-limit” or holim [7] [78] [79] of the homotopy-coherent
diagram T .
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Let ∗X denote the unique flexible functor from X into the subcategory of Top consisting
of the space with a single point. There is a functor ρ : X × I → X ∗ sending X × {0}
isomorphically to X and X ×{1} to ∗. If η ∈ Γ′(X , T ) then ρ∗η is a morphism of flexible
functors from ∗X to T .
Lemma 4.1 The map η 7→ ρ∗η induces a weak equivalence
ρ∗ : Γ′(X , T )→Mor(∗X , T )
to the space of morphisms of flexible functors from ∗X to T . In particular, it induces an
equivalence Γ′∞(X , T )→Mor∞(∗X , T ).
Proof: Let Y denote the category X × I ∪{e} where e is a final object with no morphisms
to other objects. Let X0 and X1 denote the two subcategories of X × I isomorphic to X ,
and let X ′ = X0 ∪ {e} and X ′′ = X1 ∪ {e}. Note that X ′ ∼= X ′′ ∼= X ∪ {e}. Let
F lexR(Y ′, T op)
denote the space of flexible functors from a subcategory Y ′ ⊂ Y satisfying the following
restrictions: that on Y ′ ∩ X1, it should be equal to T ; and that elsewhere it should be
equal to ∗. We consider the following maps
F lexR(X ′′, T op)
A
← F lexR(Y , T op)
B
→ F lexR(X × I, Top).
We will show that they are weak equivalences. The pullback via the morphism Y → X ′′
which sends X ′ to e, is a half-inverse to A, so if we show that A is a weak equivalence
then this pullback will be too; and the morphism in question is the composition of B with
this pullback. Thus this will complete the proof.
We treat the map A first. Suppose that F ′′ ∈ F lexR(X ′′, T op). We would like to show
that the space of elements in F lexR(Y , T op) restricting to F ′′ is weakly contractible. Let
Yo denote the subcategory of Y which has the same objects, but whose set of morphisms is
the union of the sets of morphisms of X ′ and X ′′. We have a flexible functor F o : Yo → Top
given by F ′′ on X ′′ and ∗ on X ′, and we are looking at the space of flexible functors
F : Y → Top restricting to F o. For this we apply the theory developed in Section 1. We
treat the case n ≥ 2 first. Let Λ denote the presheaves on F l(Y) which was called ZΛ
in Section 1, and let Λo denote the analogously defined complex of presheaves on F l(Yo).
Let p : F l(Y) → F l(Yo) denote the natural morphism. Let G denote the presheaf of
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groups on F l(Y) which arises in the problem. Due to the fact that our topological spaces
are points over X ′, the presheaf G has the following property. Let s : F l(Y)→ Y denote
the functor taking an arrow to its source. There is a presheaf of groups H on Y and a
morphism s∗H → G such that the kernel and cokernel are supported on the category
F l(X1). Furthermore, H is supported on X1 (i.e. its value is the trivial group on all other
objects).
We have to show that the morphism
Hom(Λ, G)→ Hom(Λo, p∗G)
is a quasi-isomorphism. Note that the complexes Λ and Λo are already complexes of
acyclic objects, so these Homs are also RHoms. If f is a functor from a category A to
another category B then there is a functor f† from presheaves (of abelian groups) on A
to presheaves on B defined by
f†M(X) =
⊕
X→f(Y ), Y ∈AM(Y )
∼
where ∼ is the equivalence relation generated by the condition thatmY ′ (corresponding to
X → f(Y ′)) is equivalent to its restriction from f(Y ′) to f(Y ), for X → f(Y ), whenever
there is a morphism Y → Y ′. This is an adjoint to the pullback:
HomB(f†M,N) = HomA(M, f
∗N).
Now back to our proof. Let C be the cone on the map p†Λ
o → Λ and let D be the cone
on the map s∗H → G. To prove the desired quasiisomorphism, it suffices to show that
Hom(C,D) and Hom(C, s∗H) have vanishing cohomology (this implies that Hom(C,G)
does, giving the desired quasiisomorphism). We treat Hom(C,D) first. Since C is a
complex of Hom-acyclic objects, the functor Hom(C, ·) is exact. Thus it suffices to prove
that Hom(C,Ki) has vanishing cohomology for Ki equal to the cohomology presheaves
of D (that is, the kernel and cokernel of s∗H → G). These are supported on F l(X1). Let
q : F l(X1)→ F l(Y) be the inclusion. For any pair of presheaves J,K on F l(Y) such that
K is supported on F l(X1), one can check that
Hom(J,K) = Hom(q∗J, q∗K).
A similar statement holds with Y replaced by Yo (and denoting the corresponding map
by qo). To get the acyclicity of Hom(C,Ki) it suffices to show that
Hom(Λ, Ki)→ Hom(Λ
o, p∗Ki)
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is a quasiisomorphism. For this, we apply the above criterion. Since q∗op
∗Ki = q
∗Ki, it
suffices to show that
Hom(q∗Λ, q∗Ki)→ Hom(q
∗
oΛ
o, q∗Ki)
is a quasiisomorphism, and for this it suffices to show that q∗oΛ
o → q∗Λ is aquasiisomor-
phism of complexes of presheaves on F l(X1). In other words, we have to show that if
u ∈ F l(X1) then Λo(u)→ Λ(u) is a quasiisomorphism. But the first is the total complex
of the nerve of the category of objects of Yo inside u, while the second is the total com-
plex of the nerve of the category of objects of Y inside u. These categories are the same,
since any factorization of u in Y is in fact a factorization in Yo (once a morphism goes
out of X1 it can’t get back in). This completes the proof that Hom(C,D) has vanishing
cohomology.
Now we treat Hom(C, s∗H). For this it suffices to show that
Hom(s†Λ, H)→ Hom(s
o
†Λ
o, H)
is a quasiisomorphism, where so : F l(Yo)→ Y is the natural source map. Use the formula
Λ =
⊕
(ϕ1,...,ϕk)
(Iϕ1···ϕk)†Z
where (ϕ1, . . . , ϕk) is a composable sequence and
Iϕ1···ϕk : ∗ → F l(Y)
is the inclusion of a one point category sending it to the composed morphism ϕ1 · · ·ϕk.
There is a similar formula for Λo. From these and the compatibility of the operation lower-
dagger with composition (following from the adjoint property and this compatibility for
pullbacks), we find that (s†Λ)(X) is the total complex of the nerve of the category of
objects in Y below X , while (so†Λ
o)(X) is the total complex of the nerve of the category of
objects of Yo which are belowX in the category Y . These two nerves are both contractible,
because Y has a final object shared with Yo (giving a final object of the two categories
of objects below X). Thus the morphism between the complexes is a quasiisomorphism.
This completes the proof that Hom(C, s∗H) has vanishing cohomology, so this completes
the verification of the desired quasiisomorphism for the morphism A in the case n ≥ 2.
The case n = 0 is easy and is left to the reader. For the case of n = 1, the first
question is from extendability of the section of a relative category P → Y , from Yo to Y .
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This works because any P which can arise is a pullback of one over X ′′, by the projection
Y → X ′′. Any section over Yo will also be a pullback, so just extend it to the pullback
section over Y . Now suppose we have a relative group G → Y . Note that π0(N ) = Yo in
this case, since N is generated by the subcategory Y0. The path components of the space
of sections of the corresponding P are parametrized by pairs (J , t) where J is a G-torsor
over Y and t is a trivialization over Yo. But the trivialization of J over X ′′ already gives
an element of J (φ) for each arrow φ going from X ′′ to X ′ (note that G(ψ) has only one
element if ψ is an arrow in X ′, so J (ψ) also has only one element, and composition with
this element gives an isomorphism between J (φ) and J (ψφ)—thus the J (φ) depend only
on the source of φ if φ has target in X ′). These arrows are the only ones which need to
be added to Yo to get Y , so this gives a trivialization of J over Y . Thus there is only
one path component (corresponding to the trivial torsor). The fundamental group is the
space of sections of G which are trivial on Yo. By the same consideration as above, it is
easy to see that any such section must be trivial. Thus the fundamental group of our path
component is trivial (and it is 1-truncated in any case), so the space of sections is weakly
contractible. This completes the case n = 1 and since we have treated n ≥ 2 above, we
conclude that A is a weak equivalence.
We turn now to B. In this case, let N denote the subcategory of the full free category
M over Y , consisting of cells from X × I or from X ′. We claim, first of all, that for
any φ, N (φ) is contractible. We only need to treat the case where φ is a map from an
object X ∈ X1 to the final object e. The points in N correspond to pairs (ψ, t) where
ψ = (ψ1, . . . , ψk) is a composable sequence with composition φ, and t is a collection of
parameters such that ti = 1 for at least one of the objects Xi which is in X0. To contract
this space (keeping at least one such t and keeping the relations for tj = 0), first scale down
to 0 all of the t’s corresponding to objects in X1. Then replace the composable sequence
with an equivalent one (making k smaller), such that Xk−1 is in X0. Then change to an
equivalent sequence with X ′k added between Xk−1 and Xk, where X
′
k is the same object
as Xk (the source of φ) but considered as being in X0. The last map is the identity cross
the map 1→ 0, and the parameter corresponding to X ′k is 0. Then scale this parameter
up to 1, then scale the rest of the parameters down to zero. The result is in a normal
form, giving the contraction.
With this contraction, the cases n = 0 and n = 1 are trivial since π0(N ) = Y . To treat
the cases n ≥ 2 we use the theory of section 1, particularly the part at the end for the
case where N is generated by several subcategories (in this case, two). From the exact
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sequence given there, in order to show that the complex ΛN is contractible, it suffices
to show that the complexes corresponding to the subcategories X ′, X × I, and X0 are
contractible. For each of these categories Y ′, the presheaf of complexes associates to a
morphism φ the nerve of the category of objects of Y ′ which are inside φ with respect to
Y . We can assume that φ goes from an object (X, 1) in X1 to the final object e. Then
the category of objects inside φ is the same as the category of objects of Y ′ which are
under (X, 1) with respect to Y . If Y ′ = X × I then this category has an initial object
(X, 1); if Y ′ = X ′ then it has a final object e. If Y ′ = X0 then it also has an initial
object, namely (X, 0) (compare with the proof of contractibility of N (φ) given above). In
all three cases, the nerve is contractible as required This completes the proof that B is a
weak equivalence. ✷
In view of this lemma, and to make future arguments more convenient, we define
Γ(X , T ) := Mor(∗X , T ),
and
Γ∞(X , T ) := Mor∞(∗X , T ).
From the above lemma (and the fact that weak equivalences between CW complexes are
equivalences), the map η 7→ ρ∗η induces a homotopy equivalence
Γ′∞(X , T )→ Γ∞(X , T ).
This has the advantage of making it easy to define the functoriality with respect to
morphisms of flexible functors. If T 0 and T 1 are flexible presheaves then we obtain a
weak equivalence
a :Mor(∗X , T
0, T 1)→ Γ(X , T 0)×Mor(T 0, T 1),
giving an equivalence
a∞ :Mor∞(∗X , T
0, T 1)→ Γ∞(X , T
0)×Mor∞(T
0, T 1).
Taking the “third side of the triangle” gives a morphism
b :Mor(∗X , T
0, T 1)→Mor(∗X , T
0) = Γ(X , T 1)
and hence
b∞ :Mor∞(∗X , T
0, T 1)→ Γ∞(X , T
1).
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Let P be the space of flexible functors I → Top extending the functor I → Top which
corresponds to the morphism a∞ considered above. Taking the arrow in the other direction
in I (for each point of P) and composing with b∞ yields
P ×Mor∞(T
0, T 1)× Γ∞(X , T
0)→ Γ∞(X , T
1),
hence
P ×Mor∞(T
0, T 1)→ Hom(Γ∞(X , T
0),Γ∞(X , T
1)).
The fact that P is a weakly contractible space (Theorem 2.2) means that we obtain a
“very well defined” map from Mor∞(T
0, T 1) to Hom(Γ∞(X , T
0),Γ∞(X , T
1)).
We also note a stricter functoriality with respect to the variable X . Namely, if F :
Y → X is a functor, then we obtain a morphism
F ∗ : Γ(X , T )→ Γ(Y , F ∗T ).
Similarly, we obtain
F ∗ : Γ∞(X , T )→ Γ∞(Y , F
∗T ).
These satisfy (FG)∗ = G∗F ∗.
We say that a flexible functor T is multi-identity normalized if T (1X , . . . , 1X ; t) = 1TX
for all t.
Suppose X is a category with a final object e. Then there is a functor p : X × I → X
which sends X × {0} to X by the identity, and which sends X × {1} to e. If T is a
(multi-identity normalized) contravariant flexible functor from X to Top, then p∗T is a
morphism (of flexible functors) from the constant functor Te (whose value on any object
X ∈ X is Te) to T . There is a canonical map Te → Mor(∗X , Te) sending x to the
morphism of functors which sends ∗ to x (considered as a morphism of flexible functors).
The fiber of Mor(∗X , Te, T ) over p∗T ∈ Mor(Te, T ) maps to Mor(∗X , Te) by a weak
equivalence. There is a canonical weakly contractible space parametrizing inverses to this
weak equivalence (that is, maps from Mor∞(∗X , Te) to the fiber). Thus we obtain a very
well defined map from τ∞Te into this fiber, and by projection we obtain a map
τ∞Te → Γ∞(X , T ).
In fact, there is a canonical way to get a map Te → Γ(X , T ): to a point x ∈ Te, associate
the morphism of flexible functors obtained by looking at the subspace of p∗T given by {x}
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in the values Te over objects of X ×{1}, and equal to the values over objects of X ×{O}.
This gives an element of Γ(X , T ), which varies continuously with x. One can see that this
canonical map yields, under τ∞, a representative for the map displayed above.
Note that if Y ⊂ X is a subcategory, we obtain by the second functoriality above
Γ(X , T )→ Γ(Y , T |Y), so composing we get a canonical morphism Te → Γ(Y , T ). Similarly
we obtain τ∞Te → Γ∞(Y , T )
Finally, we note that the functorialities in the two arguments are compatible, up to
homotopy.
Suppose R, S and T are flexible functors from Z to a continuous category C, and
suppose p : Y → Z is a functor. Then the functor Y × I(2) → Z × I(2) induces a pullback
morphism
p∗ :MorZ,∞(R, S, T )→MorY ,∞(p
∗R, p∗S, p∗T ).
This is compatible with the maps to MorZ,∞(R, S) etc. and the similar pullbacks for
those spaces of morphisms. Thus p∗ commutes with the (weak ??) equivalence
MorZ,∞(R, S, T )→MorZ,∞(R, S)×MorZ,∞(S, T ).
Inverting this equivalence commutes with p∗ up to homotopy, so we obtain a diagram
MorZ,∞(R, S)×MorZ,∞(S, T ) → MorZ,∞(R, T )
↓ ↓
MorY ,∞(p
∗R, p∗S)×MorY ,∞(p
∗S, p∗T ) → MorY ,∞(p
∗R, p∗T )
which commutes up to homotopy.
Applying this to the case C = Top and R = ∗ we find a diagram
Γ∞(Z, S)×MorZ,∞(S, T ) → Γ∞(Z, S)
↓ ↓
Γ∞(Y , p
∗S)×MorY ,∞(p
∗S, p∗T ) → Γ∞(Y , p
∗T )
commuting up to homotopy.
The definition of flexible sheaf
Suppose X is a site, that is a category with products and fibered products, and a notion
of covering family {Uα → X} of any object X (satisfying certain axioms). Recall that a
sieve over X is a subcategory B ⊂ X /X of the category of objects of X over X , such that
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if Y → X is in B and if Z → Y is a morphism in X , then the composition Z → X is in
B; and such that B contains a covering family of X .
We say that a contravariant flexible functor T : X → Top is a flexible sheaf (resp.
weak flexible sheaf) if for any object X ∈ X and any sieve B ⊂ X /X , the morphism
TX → Γ(B, T |B)
is a homotopy equivalence (resp. weak homotopy equivalence). Note that X is a final
object of X /X—the morphism in question here is the one defined above.
Note that T is a weak flexible sheaf if and only if, for any object X ∈ X and any sieve
B ⊂ X /X , the morphism
τ∞TX → Γ∞(B, T |B)
is a homotopy equivalence.
It turns out (cf [41]) that the notion of being a flexible sheaf corresponds (via the
above construction K for example) with the notion of a simplicial presheaf being flasque
with respect to the objects of the site X in the terminology of Jardine [45]. This property
is also often known as the “Mayer-Vietoris property” cf Brown-Gersten [11], and also as
the property of “cohomological descent” (Thomason [76] [80]).
Direct limits
Suppose J is a category and F : J → Top is a contravariant functor. The direct limit
(see Bousfield-Kan [7], Vogt [78] [79]) lim→ F is the space obtained by glueing together
∆n × F (T0) for each composable sequence
T0
φ1← T1 . . . Tn−1
φn← Tn
in J . The glueing is obtained by identifying the face (∂i∆n)× F (T0) with the cell corre-
sponding to the composable sequence obtained by replacing the pair φi−1, φi by the com-
position φi−1φi. For i = 0, the face (∂0∆
n)× F (T0) is glued to the simplex ∆n−1 ×F (T1)
via the map F (φ1).
Suppose λ : Y → X is a functor. Recall that λ is cartesian if, for every morphism φ :
X ′ → X in X and every Y ∈ λ−1(X), there is a universal pair (Y ′, ψ) where Y ′ ∈ λ−1(X ′)
and ψ ∈ λ−1(φ). We say that λ is supercartesian if the pullback (Y ′, ψ) is unique (and
not just unique up to isomorphism, as is a consequence of the cartesian property). Note
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that a supercartesian functor is necessarily split cartesian, that is there is a contravariant
functor X → Cat defined by X 7→ λ−1(X); and the splitting is unique.
Suppose λ : Y → X is supercartesian, and suppose F : Y → Top is a contravariant
functor. Then we can define the relative direct limit
lim
→
(Y/X , F ),
a contravariant functor from X to Top, as follows. For X ∈ X , put
lim
→
(Y/X , F )(X) := lim
→
(F |λ−1(X).
If φ : X ′ → X is a morphism in X , we obtain a functor φ∗ : λ−1(X) → λ−1(X ′) from
the supercartesian property. Furthermore, the fact that F is a functor gives a natural
morphism
F (Y )→ F (φ∗Y ).
Using these morphisms, we obtain a morphism from the set of composable sequences in
λ−1(X) to the set of composable sequences in λ−1(X ′) sending {Yi, φi} to φ∗Yi, φ∗φi}, and
also morphisms of spaces
∆n × F (Y0)→ ∆
n × F (φ∗Y0).
These preserve the data used in glueing the cells together to form the direct limit, so we
obtain a morphism of direct limits
lim
→
(F |λ−1(X) → lim→ (F |λ
−1(X′).
This gives the morphism of functoriality lim→(Y/X , F )(φ), which satisfies the required
associativity.
Construction of HT
Suppose T is a contravariant flexible functor from a site X to Top. If B is a sieve
over X then we obtain, for each object f : Y → X in X /X , a sieve BY in X /Y (the
set of objects U → Y such that the composition U → Y → X is in B). We have a
natural functor (composition with Y → X) going from BY to B, which gives the pullback
morphism
f ∗ : Γ(B, T |B)→ Γ(BY , T |BY ).
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If g : Z → Y is a morphism, we obtain a functor BZ → BY , hence the same pullback for
g is
g∗ : Γ(BY , T |BY )→ Γ(BZ , T |BZ).
This system of pullbacks is strictly associative, g∗f ∗ = (fg)∗.
Let Sv(X ) be the category whose objects are pairs (X,B) with X ∈ X and B ⊂ X /X
a sieve. The morphisms from (X,B) to (X ′,B′) are the morphisms f : X → X ′ such that
B ⊂ f ∗B′. We obtain a functor
ΓSv(T ) : (X,B) 7→ Γ(B, T |B)
from Sv(X ) to Top. Put
HT := lim
→
(Sv(X )/X ,ΓSv(T )).
This is a contravariant functor from X to Top which associates to each X ∈ X the direct
limit
(HT )X = lim
→,B
Γ(B, T |B)
over sieves B of X /X .
We also obtain functors
ΓSv∞ (T ) : (X,B) 7→ Γ∞(B, T |B)
from Sv(X ) to Top, and we can put
H∞T := lim
→
(Sv(X )/X ,ΓSv∞ (T )).
This is a contravariant functor from X to Top which associates to each X ∈ X the direct
limit
(H∞T )X = lim
→,B
Γ∞(B, T |B)
over sieves B of X /X .
Caution: The functor τ∞ does not commute with direct limits, so H∞T is not equal to
τ∞(HT ). However, the following lemma implies that there is a very well defined homotopy
equivalence between them.
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Lemma 4.2 There is a commutative diagram
τ∞H∞T → τ∞(HT )
↓ ↓
H∞T → HT
where the top and left arrows are homotopy equivalences and the bottom and right arrows
are weak equivalences over each object.
Proof: This is a general statement about the way τ∞ commutes with homotopy direct
limits (we could have stated the same lemma for any direct limit of topological spaces
but we have given here the form we will use). To see that the bottom arrow is a weak
equivalence, use the fact that the homotopy groups of a direct limit are the direct limit of
the homotopy groups. The facts that the bottom and right arrows are weak equivalences,
and that the left arrow is an equivalence (since H∞T is already of CW type), imply that
the top arrow is a weak equivalence, hence an equivalence since the two sides are of CW
type. ✷
Recall that the functor K ′T : X → Top is defined by K ′T (X) := Γ′(X /X, T |X/X)
(recall the definition of Γ′ from above). Put KT (X) := Γ(X /X, T |X/X). The morphism
Γ′(X /X, T |X/X) → Γ(X /X, T |X/X) is functorial in the first argument, so we obtain a
morphism of functors K ′T → KT . This is a homotopy equivalence, by Lemma 4.1. As
X /X is a sieve over X , KT (X) appears naturally as a subspace of HT (X). This gives
an inclusion of functors KT →֒ HT .
In the appendix to this section, we define a morphism of flexible functorsM : T → K ′T
(in fact,a homotopy equivalence). By composition we get a morphism
T → HT
(note that there is a canonical choice for the composition of a morphism of flexible functors
and a morphism of functors—cf the remark below ???).
If T is a functor, then the morphism T → KT is a morphism of functors, so we obtain
a morphism of functors T → HT . We also obtain a morphism of functors τ∞T → H∞T .
The main proposition
As explained above, the spaces Γ(BY , T |BY ) vary functorially in Y ∈ X /X . We obtain
a functor HBT : X /X → Top defined by
HBTY := Γ(BY , T |BY ).
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The morphism
Γ(X /Y, T |X/Y )→ Γ(BY , T |BY )
is functorial in Y → X , so it gives a morphism of functors
KT |X/X → HBT.
We can compose this with the morphism of flexible functors T → KT to get a morphism
of flexible functors
T |X/X → HBT.
Similarly, we obtain HB,∞T : X /X → Top defined by
HB,∞TY := Γ(BY , T |BY ).
Lemma 4.3 The two maps Γ(B, T |B)→ Γ(B, (HBT )|B), one defined by the composition
Γ(B, T |B) = (HBT )X → Γ(B, (HBT )|B)
and the other induced (as described in ???) by the morphism F : T |X/X → HBT , are
homotopic.
Proof: This statement is conserved by functoriality in terms of equivalences of flexible
functors T . Since any T is equivalent to a functor, we may assume from now on that T
is a functor.
We describe explicitly the points of Γ((B, (HBT )|B) (we leave it to the reader to see
that this description follows from the definitions). Such a point U consists of the following
data: for each composable sequence
(φ, η, ψ) = (φ1, . . . , φa, η, ψ1, . . . , ψb)
of morphisms in B (with φi : Xi → Xi−1, ψj : Yj → Yj−1, and η : Y0 → Xa); each
(ǫ, ξ) = (0 = ǫ0, . . . , ǫa = 1, 0 = ξ0, . . . , ξb = 1)
with ǫi, ξj ∈ {0, 1} and these being increasing sequences; and each
(s, t) = (s1, . . . , sa−1, t1, . . . , tb−1);
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we have a point
U(φ, η, ψ; ǫ, ξ; s, t) ∈ TYb .
This is subject to the following axioms: the standard ones for si = 0 or tj = 0; if si = 1
with ǫi = 0 then
U(φ, η, ψ; ǫ, ξ; s, t) = U(φ′, η, ψ; ǫ′, ξ; s′, t)
where the prime denotes throwing away everything below the object Xi; if si = 1 with
ǫi = 1 then
U(φ, η, ψ; ǫ, ξ; s, t) = U(φ′, η′, ψ; ǫ′, ξ; s′, t)
where φ′, ǫ′, s′ have everything thrown away above the object Xi, and
η′ = φi+1 · · ·φaη;
and similar cases for ψ, ξ, t: if ti = 1 with ξi = 1 then
U(φ, η, ψ; ǫ, ξ; s, t) = (ψi+1 · · ·ψb)
∗U(φ, η, ψ′; ǫ, ξ′; s, t′)
where the prime denotes throwing away everything above the object Xi, and (ψi+1 · · ·ψb)∗
is the restriction for the functor T ; and finally, if si = 1 with ξi = 0 then
U(φ, η, ψ; ǫ, ξ; s, t) = U(φ, η′, ψ′; ǫ, ξ′; s, t′)
where ψ′, ξ′, t′ have everything thrown away below the object Xi, and
η′ = ηψ1 · · ·ψj .
Recall that a point V of Γ(B, T |B) can be described in a similar way. It is a function
V (φ; ǫ; t) for a composable sequence φ in B, a sequence of indices ǫi ∈ {0, 1}, and a
sequence of ti ∈ [0, 1]. It satisfies similar axioms (which we don’t repeat here).
The images of V by the two maps in the lemma are the points U0 and U1 given by
U0(φ, η, ψ; ǫ, ξ; s, t) = (ηψ1 · · ·ψb)
∗V (φ; ǫ; s)
and
U1(φ, η, ψ; ǫ, ξ; s, t) = V (ψ; ξ; t).
To prove the lemma, it suffices to construct a continuous function
Ur(φ, η, ψ; ǫ, ξ; s, t)
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for r ∈ [0, 1], satisfying the properties given above with respect to the inner variables, and
giving U0 and U1 for r = 0 and r = 1 respectively.
Put
U1/2(φ, η, ψ; ǫ, ξ; s, t) :=
V (φ1, . . . , φi, ζ, ψj+1, . . . , ψb; β; s1, . . . , si−1, tj+1, . . . , tb−1)
where i is the largest with ǫi = 0 and j the smallest with ξj = 1; the map in the middle is
ζ = φi+1 · · ·φaηψ1 · · ·ψj ;
and the index β is the one which makes ζ the map between index zero and index one.
Let ǫ˜ denote the index for the composable sequence (φ, η, ψ) obtained by taking ǫ for
the part φ and adding on 1’s in the remaining places. For r ∈ [0, 1/2] we will put
Ur(φ, η, ψ; ǫ, ξ; s, t) := V ((φ, η, ψ); ǫ˜; σ(ǫ, ξ, r, s, t))
for a function
σ(ǫ, ξ, r, s, t) ∈ Qǫ˜([0, 1]
a+b)
satisfying the properties necessary to give a homotopy between U0 and U1/2. Here
Qǫ˜([0, 1]
a+b) is the quotient of [0, 1]a+b obtained by identifying points σ and σ′ if they
formally act the same way in the argument of V , that is if they agree between the last
1 with ǫ˜i = 0 and the first one with ǫ˜i = 1. The function V (α, ǫ˜, σ) factors through a
function on the quotient Q([0, 1]a+b). We will denote points in the quotient by the same
a+ b-tuples as for points in [0, 1]a+b. Note also that if s, t is a point in the argument of U
then for x, y ∈ [0, 1], the concatenation (s, x, y, t) is a point in [0, 1]a,b.
Note that we obtain U0 by putting
σ(ǫ, ξ, 0, s, t) = (s, 1, 1, t),
whereas we obtain U1/2 by putting
σ(ǫ, ξ, 1/2, s, t) = (s′, 0, 0, t′),
where s′j = (1− ǫj)sj and t
′
j = ξjtj. The properties which we need are:
(1) If si = 0 then σi = 0 (up to equivalence in the quotient).
(2) If tj = 0 then σa+2+j = 0 (again, up to equivalence in the quotient).
(3) If si = 1 for ǫi = 0 then (as points in the quotient)
σ = (. . . , 1, σ(ǫ′, ξ, r, s′, t))
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where ǫ′ and s′ are obtained by throwing away everything up to and including ǫi and si.
(4) If si = 1 for ǫi = 1 then (as points in the quotient)
σ = (σ′(ǫ′, ξ, r, s′, t))
where ǫ′, s′ are obtained by throwing away everything from ǫi, si on, and σ
′(. . .) is obtained
from σ(. . .) by adding a sequence of zeros from the place σi to the place σa.
(5) If ti = 1 for ξi = 0 then (as points in the quotient)
σ = (σ′(ǫ, ξ′, r, s, t′))
where ξ′, t′ are obtained by throwing away everything up to and including ξi, ti, and σ
′(. . .)
is obtained from σ(. . .) by adding a sequence of zeros from the place σa+1 to the place
σa+1+i.
(6) If ti = 1 for ξi = 1 then (as points in the quotient)
σ = (σ(ǫ, ξ′, r, s, t′), 1, . . .)
where ξ′ and t′ are obtained by throwing away everything from ξi, ti on.
These conditions (including the expressions for r = 0 and r = 1/2) give boundary
conditions for the function σ(ǫ, ξ, r, s, t) (they are defined inductively in terms of the
choices of σ for smaller (a + b)—we make our choices of σ by induction). The boundary
conditions are compatible (it is for this compatibility that we have to take the quotient
Qǫ˜), giving a continuous function defined on the boundary of the space of r, s, t. To
show that such a function σ exists, it suffices to see that the target space Qǫ˜([0, 1]
a+b) is
contractible.
We can define a contraction
Fq : [0, 1]× ([0, 1]
a+b)→ ([0, 1]a+b)
which preserves any coordinate which is equal to 1, by setting (x, σ) = σ′ with σ′i =
1 − (1 − x)(1 − σi). This passes to the quotient to give a map (retraction to the point
(1, . . . , 1))
F : [0, 1]×Qǫ˜([0, 1]
a+b)→ Qǫ˜([0, 1]
a+b).
Thus Qǫ˜([0, 1]
a+b) is contractible. This allows us to construct the homotopy between U0
and U1/2.
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Next, we need a homotopy between U1/2 and U1. For this, put ξ˜ := (0, . . . , 0, ξ), and
for r ∈ [1/2, 1], set
Ur(φ, η, ψ; ǫ, ξ; s, t) := V ((φ, η, ψ); ξ˜; τ(ǫ, ξ, r, s, t))
for a function
τ(ǫ, ξ, r, s, t) ∈ Qξ˜([0, 1]
a+b)
satisfying the properties necessary to give a homotopy between U0 and U1/2. Here
Qξ˜([0, 1]
a+b) is again the quotient of [0, 1]a+b obtained by identifying points σ and σ′
if they formally act the same way in the argument of V , that is if they agree between the
last 1 with ξ˜i = 0 and the first one with ξ˜i = 1.
As before, the properties required of τ (analogous to those listed above for σ) may
be interpreted as boundary conditions given by a continuous function from the boundary
of the space of r, s, t into the space Qξ˜([0, 1]
a+b) (again, this function is defined by our
inductive choice of τ for smaller values of a+ b). Since Qξ˜([0, 1]
a+b) is contractible, there
exists a choice of τ as required. This completes the proof of the lemma. ✷
Lemma 4.4 Suppose F : S → T is a morphism of flexible functors over a category Y
with initial object e. Then the diagram
Se → Γ(Y , S)
↓ ↓
Te → Γ(Y , T )
commutes up to homotopy.
Proof: The statement is preserved by homotopy equivalences of the morphism F , and F
is equivalent to a morphism of functors. Then we may take as the morphism Γ(Y , F ) the
morphism induced in the usual way. The diagram in question becomes commutative. ✷
Corollary 4.5 Suppose F : S → T is a morphism of flexible functors from the site X to
Top. Suppose X ∈ X and B is a sieve over X. Then the diagram
SX → Γ(B, S|B)
↓ ↓
TX → Γ(B, T |B)
commutes up to homotopy.
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Proof: By the lemma, the diagram
SX → Γ(X /X, S|X/X)
↓ ↓
TX → Γ(X /X, T |X/X)
commutes up to homotopy. On the other hand, the diagram
Γ(X /X, S|X/X) → Γ(B, S|B)
↓ ↓
Γ(X /X, T |X/X) → Γ(B, T |B)
commutes up to homotopy, by the compatibility discussed at the beginning of the chap-
ter. The morphism SX → Γ(B, S|B) is obtained by composing the top rows of the two
diagrams, and the same for T with the bottom rows. Putting together the two homotopy-
commutative diagrams, we get the corollary. ✷
Proposition 4.6 Suppose X is a site and T : X → Top is a contravariant flexible
functor. Then T is a flexible sheaf if and only if the morphism T → HT is a homotopy
equivalence.
Proof: Suppose that H is a flexible sheaf. Then, for each X ∈ X and each sieve B over
X , the morphism
TX → Γ(B, T |B)
is a homotopy equivalence. But this implies that if B′ ⊂ B is a smaller sieve, then
Γ(B, T |B)→ Γ(B
′, T |B′)
is a homotopy equivalence. In other words, all of the maps in the direct limit
(HT )X = lim
→,B
Γ(B, T |B)
are homotopy equivalences. Note that the direct limit is over a directed set. In that
case, the direct limit is homotopy equivalent to the first element, which is (KT )X . As
TX → KTX is a homotopy equivalence, we conclude that TX → (HT )X is a homotopy
equivalence. Since this is true for all X , by Theorem 2.2 the morphism of flexible functors
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T → HT extends to a homotopy equivalence (note also that the space of such extensions
is weakly contractible). This provides the first half of the proposition.
Suppose that T → HT extends to a homotopy equivalence, so there is a morphism of
homotopy functors HT → T providing a homotopy inverse at each object (that is, the
morphism provided by the homotopy equivalence). We obtain a diagram
Γ(B, T |B) ← TX
↑ ↑
Γ(B, (HT )|B) ← (HT )X
↑ ↑
Γ(B, (HBT )|B) ← (HBT )X
↑ ր ↑
Γ(B, T |B) ← TX
where we claim that all squares and triangles are homotopy commutative.
(NB—we need to discuss the notion of homotopy between two morphisms, and homo-
topy commutative diagrams, in the section on morphisms...???)
The first and second squares commute by the previous corollary.
The first triangle commutes by Lemma 4.3.
The second triangle trivial—note that the diagonal arrow is equality.
The compositions along the sides are homotopic to the identity.
For the right side, this follows from the fact that the composition of the bottom two
arrows is homotopic to the natural inclusion TX → HTX (second of the above lemmas),
and the fact that the other part of the homotopy equivalence provides a homotopy inverse.
On the left side, we first claim that the composition of morphisms of flexible functors
T |X/X → HBT → (HT )|X/X is homotopic to the natural morphism T |X/X → (HT )|X/X.
To verify this, note that both morphisms factor through T |X/X → (KT )|X/X , so it suffices
to verify that the composition of morphisms of functors
(KT )|X/X → HBT → (HT )|X/X
is homotopic to the morphism (KT )|X/X → (HT )|X/X . Suppose Y ∈ X /X . Then
(KT )Y = Γ(X /Y, TX/Y ) whereas
(HT )Y = lim
→,B′
Γ(B, TB′).
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Since the sieves X /Y and BY appear in the direct limit, there is, corresponding to the
inclusion of sieves BY ⊂ X /Y , a morphism
Γ(X /Y, TX/Y )× [0, 1]→ lim
→,B′
Γ(B, TB′)
sending Γ(X /Y, TX/Y ) × {0} in by the natural inclusion, and at {1} giving the pullback
map Γ(X /Y, TX/Y )→ Γ(BY , TBY ). Note that if Z → Y is a morphism, then the pullback
of BY to Z is BZ . Thus this collection of morphisms gives a morphism of functors
(KT )|X/X × [0, 1]→ (HT )|X/X ,
restricting to the natural morphism on (KT )|X/X × {0}. It restricts to the composition
with HBT → (HT )|X/X on (KT )|X/X × {1}, because HBT associates to each Y ∈ X /X
the subspace Γ(BY , TBY ) of the direct limit (HT )Y . This morphism of functors gives a
homotopy between the natural map (KT )|X/X → (HT )|X/X and the composition
(KT )|X/X → HBT → (HT )|X/X,
giving the claimed statement.
It follows that the composition of the morphisms of flexible functors (over X /X) occur-
ing on the left side is homotopic to the identity (by the usual properties of compositions).
We obtain the same thing after restricting to B. To conclude, note that if the composition
of a sequence of morphisms of homotopy functors is homotopic to a morphism f , then the
composition of the induced morphisms on Γ(B, ·) is homotopic to the morphism induced
by f . (This follows from the definition of Γ as a space of morphisms, and the properties
of composition of morphisms.)
Finally, it follows from the form of this diagram and the homotopy commutativity
that the morphism Γ(B, T |B) → TX obtained by composing the diagonal arrow and the
two upper right arrows, is a homotopy inverse to the map TX → Γ(B, T |B). This is true
for every X and every sieve, so T is a flexible sheaf. ✷
The following lemma is needed for the next proposition.
Lemma 4.7 Suppose A is a contravariant functor on a category Y. Then the morphism
Γ(Y , τ∞A)→ Γ(Y , A)
is a weak equivalence.
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Proof: More generally, if B → A is a morphism of functors inducing weak equivalences
over each object of Y , then the induced morphism on the spaces of global sections is a
weak equivalence. This is because the space of global sections is defined in terms of maps
from CW complexes into the spaces. ✷
Proposition 4.8 Suppose T : X → Top is a contravariant functor of CW type. Then
T is a weak flexible sheaf if and only if the morphism τ∞T → H∞T is a homotopy
equivalence.
Proof: The first half of the proof goes through as before. For the second half, suppose
τ∞T → H∞T is a homotopy equivalence. Look at the diagram
Γ∞(B, τ∞T |B) → Γ(B, τ∞T |B) ← τ∞TX
↑ ↑ ↑
Γ∞(B, (H∞T )|B) → Γ(B, (H∞T )|B) ← (H∞T )X
↑ ↑ ↑
Γ∞(B, (HB,∞T )|B) → Γ(B, (HB,∞T )|B) ← (HB,∞T )X
↑ ↑ ↑
Γ∞(B, τ∞T |B) → Γ(B, τ∞T |B) ← τ∞TX
similar to the one in the previous proof. Here the diagonal arrow on the bottom is
Γ∞(B, τ∞T |B)→ (HB,∞T )X .
Since the horizontal arrows on the left are weak equivalences, we can lift the leftward-
pointing horizontal arrows on the right side to obtain a diagram
Γ∞(B, τ∞T |B) ← τ∞TX
↑ ↑
Γ∞(B, (H∞T )|B) ← (H∞T )X
↑ ↑
Γ∞(B, (HB,∞T )|B) ← (HB,∞T )X
↑ ր ↑
Γ∞(B, τ∞T |B) ← τ∞TX .
One can check that it is commutative by using the commutativity of the diagram in
the proof of the previous proposition. In order to do this, one needs to know that the
morphism
Γ(B, HB,∞T |B)→ Γ(B, HBT |B)
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is a weak equivalence. This follows from the previous lemma. After we know that the
diagram is commutative, the same argument as for the previous proposition, implies that
the morphism
τ∞T → Γ∞(B, τ∞T |B) (†)
is a homotopy equivalence. Since T is of CW type, the morphism (of functors) τ∞T → T
is a homotopy equivalence. We get an exactly-commutative diagram
TX → Γ(B, T |B)
↑ ↑
τ∞TX → Γ(B, τ∞T |B)
where the vertical arrows are homotopy equivalences. Note that our morphism (†) is just
a lifting to a diagonal map from the upper left to the lower right, in the diagram obtained
by applying τ∞ to this diagram. The fact that (†) is an equivalence implies then that
τ∞TX → Γ∞(B, T |B)
is an equivalence. This is the necessary statement. ✷
Covering families
Suppose X is a site, and U = {Uα} is a covering family of an object X . If T is a con-
travariant flexible functor from X to Top we define a space Γ(U , T ) homotopy equivalent
to Γ(BU , T ) where BU is the sieve defined by U (consisting of all morphisms V → X which
factor through some Uα in U).
We denote fiber products of elements in U by
Uα0···αn := Uα0 ×X . . .×X Uαn .
The following definitions and considerations are due to Boardman and Vogt [5] see
also the Stasheff polytopes [73], and [74].
A tree diagram of width n is a tree embedded in the plane, with n+2 strands hanging
down from a certain point (the “top”). The strands are infinitely long. The edges between
the vertices or between the vertices and the top are assigned lengths in (0,∞], and when
the length approaches 0 the two vertices should come together. Choose the embedding so
that the length of an edge is equal to the vertical distance between the vertices. Constrain
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the lengths so that the vertical distance between two vertices is≤ 1 (even if the vertices are
not on the same edge). Call the bands between horizontal lines which contain vertices,
the intervals of τ ; the lengths of edges should really be thought of as lengths of these
intervals.
If α = α0, . . . , αn is an index and τ is a tree diagram of width n, then we assign αi to
the region in the plane between the ith and i+ 1st strand. For each interval ǫ, we obtain
an index α(τ, ǫ) corresponding to a horizontal slice in the band ǫ (take all the αj which
appear in regions which intersect the slice).
Cutting at an interval ǫ, we obtain a tree diagram τ ′ which is the part above ǫ (the
strands in ǫ are made into the infinite ends of the new diagram), and a disconnected tree
diagram τ ′′ corresponding to the part below ǫ (with the strands in ǫ becoming the various
top points). If ǫ1, . . . , ǫk are the bands below ǫ := ǫ0 (with ǫk being the bottom) then we
obtain a sequence of fiber products with projection maps
Uα(τ ′′,ǫi−1)
φi← Uα(τ ′′,ǫi),
and the lengths of ǫi provide a sequence t1, . . . , tk−1. Note that the first space is Uα′ where
α′ is the bottom index of τ ′, and the last is Uα. Our flexible functor thus gives a map
T (α′′, τ ′′) := T (φ1, . . . , φk; t1, . . . , tk−1) : TUα′ → TUα.
The space Γ(U , T ) is defined to be the space of all collections of functions
Q(α0, . . . , αn; τ) ∈ TUα0···αn
where τ is a tree diagram of width n. Q is assumed to be continuous in the variable τ and
to satisfy the following axiom: if an interval ǫ in the tree diagram τ has width 1, then let
τ ′ be the tree diagram truncated at ǫ and let τ ′′ be the part below ǫ. Let α′ be the index
corresponding to the bottom of τ ′ and let α′′ be the indexation of τ ′′. Then we require
that that
T (α′′, τ ′′)(Q(α′, τ ′)) = Q(α, τ).
If U = {Uα}α∈J is a covering family in X /X , let J denote the category of all formal
products of elements of J . In other words, the objects of J are of the form Bα1,...,αk for
α1, . . . , αk ∈ J , with morphisms corresponding to projections and diagonal maps. The
covering U gives a functor
ξU : J → X /X
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defined by
ξU(Bα1,...,αk) := Uα1,...,αj .
(Note: the category J is defined to be the universal one such that we get ξU for any
covering indexed by J in any site.) The functor ξU actually has image in the sieve BU
determined by U .
Lemma 4.9 We have
Γ(U , T ) = Γ′(J , ξ∗UT ).
Proof: This follows immediately from the definition of the space of sections Γ′(J , ξ∗UT ).
✷
The boundary of a tree diagram consists exactly of those trees with an edge of length
one.
Lemma 4.10 (Boardman and Vogt) The space of tree diagrams of width n is topologically
an n-disk, with boundary topologically an n− 1-sphere.
Proof: [5]. One can see how this works by checking the cases of small values of n (there is
a subdivision of the n-disk whose cells correspond to the cells in the space of tree diagrams
of width n). ✷
Lemma 4.11 If U is a finite covering family and T is of CW-type, then Γ(U , T ) is of
CW-type.
Proof: If T is m-truncated, then the space of choices of Q on the cells of dimension n > m
is contractible (that is we get a sequence of fibrations with contractible fiber; the inverse
limit has contractible fiber). Hence Γ(U , T ) is the space of ways of specifying Q for tree
diagrams of width ≤ m. Since U is finite, there are a finite number of cells. The space
of ways of mapping each cell, given the boundary, is of CW type; as there are a finite
number of cells, the space is of CW type. ✷
Lemma 4.12 The pullback morphism
ξ∗U : Γ
′(BU , T |BU )→ Γ
′(J , ξ∗UT ) = H(U , T )
is a homotopy equivalence. The composition TX → Γ′(BU , T ) → H(U , T ) is equal to the
usual map.
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Proof: The composition is equal to the usual map TX → Γ′(J , ξ∗UT ), and this corresponds
to the usual map into H(U , T ) via the equality of Lemma 4.9. We need to provide the
homotopy inverse H(U , T )→ Γ(BU , T ).
We start with some observations similar to those in Section 1. For Y ∈ BU , let
NBU (Y ) be the space of pairs (φ, t) where φ = φ1, . . . , φk) is a composable sequence of
maps φj : Xj−1 ← Xj with Xk = Y , and t = (t0, . . . , tk−1) ∈ [0, 1]
k, subject to the
standard identifications for ti = 0. This collection of spaces is endowed with maps
NBU (Y )×MBU (φ)→ NBU (Z)
whenever φ : Z → Y , compatible with the composition in MBU (this action of M on
N is obtained, as was the case for the composition in M , by inserting a tj = 1 in the
appropriate place). The space of sections Γ′(BU , T ) may be identified with the space of
ways of mapping each NBU (Y ) into TY compatibly with the action ofMBU (via the functor
T ).
Now for any Y ∈ BU , let N ′(Y ) ⊂ NBU (Y ) denote the subset consisting of pairs
(φ, t) where there is a j0 such that tj0 = 1 and for j ≤ j0 the space Xj is one of the
Uα1...αm and the morphism φj : Xj−1 ← Xj is a standard projection. We have a morphism
H(U , T ) → Γ(BU , N ′;T ) (in fact, this is an isomorphism). We claim that N ′(Y ) is
contractible. It will follow from Proposition 1.1 that there is a natural contractible space
parametrizing morphisms Γ(BU , N ′;T ) → Γ(BU , T ), so we obtain a natural contractible
space of morphisms from H(U , T ) to Γ(BU , T ).
The map Γ(BU , T ) → H(U , T ) = Γ(BU , N ′, T ) is induced by the inclusions N ′(Y ) ⊂
N(Y ). Our system of maps N(Y ) → N ′(Y ), composed with this system of inclusions,
gives a system of maps N(Y ) → N(Y ) compatible with the action; this system of maps
is homotopic to the identity (by applying the same type of argument as in Proposition
1.1, using the fact that the N(Y ) are contractible), so the composition
Γ(BU , T )→ Γ(BU , N ′, T )→ Γ(BU , T )
is homotopic to the identity. On the other hand, the spaces N ′(Y ) are unions of standard
cells of N(Y ), and this collection of cells is closed under the operation of taking the
boundary of a standard cell. Hence, in the inductive construction of Proposition 1.1, we
may use the identity in N ′(Y ) when it is available as a solution to the extension problem
for a given cell; thus we may assume that the system of morphisms N(Y )→ N ′(Y ) is the
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identity on N ′(Y ). Thus the composition
Γ(BU , N ′, T )→ Γ(BU , T )→ Γ(BU , N ′, T )
is the identity. This proves that the map we construct is a homotopy inverse to the
standard one.
We construct the contration of N ′(Y ). Fix a morphism f : Y → Uβ (this exists
because Y ∈ BU). Suppose (φ, t) ∈ N ′(Y ) with φ = (φ1, . . . , φn). Define a sequence of
points (ψs, ts) in N ′(Y ) inductively on s ∈ [0, 1] as follows. Set m = t1 + . . . + tn−1; this
depends continuously on (φ, t), and m ≥ 1 since by hypothesis there is at least one ti = 1.
Let Xsi denote the sequence of spaces involved. For s = si+1 := (ti+1 + . . .+ tn−1)/m, we
will have Xsj = Xj−1 × Uβ for j ≥ i + 1 and X
s
j = Xj for j ≤ i − 1. We will have the
corresponding values of tj; but also ti = 0 and X
s
i is either equal to Xi or to Xi × Uβ
(it doesn’t matter which, because of the equivalence relation and the fact ti = 0). The
morphisms are given by the φ in the first factor, and the identity in the second factor;
except at the end where Xsn = Y for all s and the morphism to X
s
n−1 is given by the
φn in the first factor, and the morphism f in the second factor if necessary. As s passes
from si to si + ti/2m, the value of t
s
i increases linearly from 0 to ti (with derivative 2m);
the rest of the tsj stay the same. As s passes from si + ti/2m to si+1 = si + ti/m, the
value of tsi+1 decreases linearly from ti to 0. This defines the homotopy on the interval
[si+1, si]; continue in the same way for the interval [si, si−1] and so on (note that sn = 0
and the si are decreasing since we go backwards; this is because we have numbered
the composable sequence in the direction opposite to that of the arrows). This process
depends continuously on (φ, t) modulo the equivalence relations, since if a ti = 0 then
si = si+1 and nothing is changed in the interval. Grouping these together, we obtain a
homotopy indexed by s ∈ [0, 1]. Note furthermore that we have preserved the conditions
for inclusion in N ′(Y ), because our changes consist of adding on a factor of Uβ, preserving
the condition on the form of the first part of the series; and we have taken care not to
destroy the condition tj0 = 1 (the tj0 can be changed only after replacing it by another
one which would take the value one in this case).
At the end, we have X1j = Xj × Uβ for j = 0, . . . , n − 1. This is equivalent to the
sequence of length n + 1 where we add on X−1 = Uβ and put φ0 = pr2 and t−1 = 0.
Then, for s ∈ [1, 2], increase t−1 linearly from 0 to 1. Finally, for s ∈ [2, 3], multiply the
tj by 3 − s for j ≥ 0; the point rests in N ′(Y ) because of t−1 = 1. At s = 3 the point is
equivalent to the point (f, 1) (with X−1 = Uβ , X0 = Y , and t−1 = 1). This completes our
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contraction of N ′(Y ) to the point (f, 1).
For the last statement of the lemma, note that the map TX → H(U , T ) is induced by
the fact that the Uα1...αm are in B
U . Thus the composition in question is equal to this
map. ✷
Corollary 4.13 A flexible functor T is a flexible sheaf (resp. weak flexible sheaf) if and
only if, for all coverings U of objects X ∈ X , the morphism TX → H(U ,X ) is a homotopy
equivalence (resp. weak equivalence).
Proof: This follows from the previous lemma and the fact that the BU are cofinal in the
set of all sieves B (note that if the condition of the corollary is satisfied for all coverings,
the map from TX to the telescope (HT )X over all sieves is a (weak) homotopy equivalence
because the map to the telescope over a cofinal subset is a (weak) homotopy equivalence).
✷
We say that the site X is quasi-compact if any sieve B contains a finite covering
family {Uα}α=1,...,k. Recall that a homotopy functor T of CW type if each TX is homotopy
equivalent to a CW-complex. We say that a homotopy functor T of CW type is n-truncated
if for every point x ∈ TX we have πi(TX , x) = 0 for i ≥ n+ 1.
Corollary 4.14 Suppose X is a quasi-compact site and T is an n-truncated flexible func-
tor of CW-type. Then HT is an n-truncated flexible functor of CW-type. In particular,
HT and H∞T are homotopy equivalent.
Proof: We have
(HT )X = lim
→,B
Γ(B, T |B),
but this limit is homotopy equivalent to the limit over the cofinal subsystem of sieves of the
form BU , where the U are finite covering families (this is cofinal since X is quasi-compact).
By the previous lemma, Γ(BU , T ) ∼ Γ(U , T ) and by Lemma 4.11, this is of CW-type. A
direct limit of spaces of CW-type is again of CW-type, so (HT )X is of CW-type. Note
that HT is also n-truncated. One can see that each Γ(B, T ) is n-truncated, by looking
at the fibrations for the sequence of primitive cells—these are fibrations where the fibers
are all mapping spaces into n-truncated spaces, hence the fibers are n-truncated; and the
limit of the sequence of fibrations is n-truncated. Finally, the fact that HT is of CW type
implies that it is equivalent to τ∞HT , and by Lemma 4.2 this is equivalent to H∞T . ✷
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Remark: If X is not quasi-compact, then HT will not, in general, be of CW type. For
example, suppose X is an infinite discrete topological space. If Σ denotes the constant
presheaf of sets whose value on each element is a set with two elements, then Γ(X ,Σ) is
the space of dyadic numbers with its Tychonoff topology, which is not a CW complex. If
T is a flexible functor of CW type and HT is not of CW type, then T cannot be a flexible
sheaf; it could still be a weak flexible sheaf, though.
Corollary 4.15 If X is a quasi-compact site and T is a truncated flexible functor, then
T is a flexible sheaf if and only if it is a weak flexible sheaf.
Proof: Combine Corollary 4.14 and the characterizations of Propositions 4.6 and 4.8. ✷
The associated flexible sheaf on a quasi-compact site
We suppose, for the rest of this section, that X is quasi-compact. We will construct the
flexible sheaf associated to a truncated flexible functor T of CW type. In the next section
we will give a different construction of the weak flexible sheaf associated to a truncated
flexible functor on any site (not necessarily quasi-compact). Thus, for quasi-compact sites
we will have given two different constructions.
It should be noted that in the “closed model category” approach (Jardine [45]), one
obtains the associated flexible sheaf quite easily by taking the fibrant replacement (which
is constructed using the small object argument).
Remark: Suppose T is a functor. Then the morphism F : T → HT is a morphism of
functors, since it is the composition T → KT →֒ HT .
Suppose f : S → T is a morphism of functors. Then f induces a morphism Hf :
HS → HT of functors. This is given by an induced morphism
Γf : Γ(B, S|B)→ Γ(B, T |B)
for each sieve B over Y ∈ X . This induced morphism is defined by
(Γf(P ))(φ1, . . . , φn, t0, . . . , tn−1) := fXn(P (φ1, . . . , φn, t0, . . . , tn−1))
for P ∈ Γ(B, S). Note that if ti = 1 then we have
(Γf(P ))(φ, t) := fXn(P (φ, t))
82
= fXn(S(φ
′′)(P (φ′, t′)))
= T (φ′′)fXn(P (φ
′, t′))
= T (φ′′, t′′)(Γf(P ))(φ′, t′),
where φ′, t′ refer to the first parts of the sequences, and φ′′, t′′ to the second parts. This
shows that (Γf(P )) satisfies the required conditions (the conditions for ti = 0 being
obvious). The morphisms Γf are compatible with restriction to smaller sieves, so we get
a morphism of direct limits (Hf)Y (HS)Y → (HT )Y .
Suppose Z → Y is a morphism in X . If B is a sieve over Y then we obtain a sieve BZ
over Z consisting of all the morphisms to Z which, when composed with the morphism
to Y , are in B. There is an obvious functor BZ → B and the pullback of S|B or T |B by
this functor is S|BZ or T |BZ . We obtain the pullback morphisms
Γ(B, S|B)→ Γ(BZ , |BZ)
and similarly for T ; and the morphisms Γf are compatible with these pullbacks. As the
restriction from Y to Z for the functor HT is given by these pullback morphisms, the
morphisms (Hf)Y fit together to give a morphism of functors Hf .
Lemma 4.16 Suppose T is a functor. Then we obtain a natural morphism of functors
iT : T → HT , and similarly iHT : HT → H(HT ). On the other hand, by the above
remarks we have an induced morphism H(iT ) : HT → H(HT ). For any X ∈ X , the two
morphisms iHT,X and H(iT )X from (HT )X to (H(HT ))X are homotopic.
Proof: This is more or less the same statement as Lemma 4.3. ✷
Suppose Gi is a sequence of functors, with morphisms gi : Gi → Gi+1. Suppose that
the Gi are all n-truncated and of CW-type. Then we obtain a sequence of functors HGi
with morphisms Hgi.
We claim that the natural morphism Tel(HGi) → H(Tel(Gi)) is a homotopy equiv-
alence. Note first of all that both sides are n-truncated of CW-type. Thus it suffices to
prove that it is a weak equivalence at each X ∈ X . Note then that both sides may be
considered as telescopes over all sieves B over X , homotopy equivalent to telescopes over
sieves BU . It suffices to prove that for any covering U of X , the morphism
Tel(H(U , Gi))→ H(U , T el(Gi))
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induces isomorphisms of homotopy groups. But since the Gi are n-truncated, we may
replace the H(U , Gi) by H≤n(U , Gi) (which has the same definition as H(U , Gi) but
looking only at tree diagrams of width ≤ n), and the same for Tel(Gi).
Thus it suffices to prove that the morphism
Tel(H≤n(U , Gi))→ H
≤n(U , T el(Gi))
induces an isomorphism on homotopy groups. On the left, the homotopy groups are just
the direct limit of the πiH
≤n(U , Gi), while on the right the πiH≤n(U , T el(Gi)) may be
viewed as the inverse limit over a finite diagram where the elements are spaces of maps
from a finite CW complex into the component spaces of Tel(Gi) (and the maps in the
diagram are fibrations). But the set of homotopy classes of maps of a compact space into
a mapping telescope is just the direct limit of the space of homotopy classes of maps from
that space into each component; thus on the right we obtain the same direct limit as
on the left, so we get an isomorphism. We obtain the desired isomorphism of homotopy
groups, proving that Tel(HGi)→ H(Tel(Gi)) is a homotopy equivalence.
We apply this to the sequence of functors defined inductively by G1 = HT and Gi+1 =
H(Gi) with gi := iGi the natural inclusion. Note that, since the Gi are functors, the gi
are morphisms of functors. Put
FT := Tel(Gi) = Tel(HT → H(HT )→ H(H(HT ))→ . . .).
We would like to show that the natural morphism FT → H(FT ) is a homotopy equiva-
lence. Note first of all that FT is n-truncated and of CW-type. Thus it suffices to prove
that (FT )X → (H(FT ))X induces an isomorphism of homotopy groups for all X ∈ X .
For simplicity, we ignore base points in the following discussion.
Note that
πj(FT ) = lim
→
πj(Gi).
We will consider the map πj(Gi) → πj(H(FT )) induced by the map Gi → FT . The
composed map
Gi → H(FT ) = H(Tel(Gi))
is equal to the composition
Gi → H(Gi)→ Tel(H(Gk))→ H(Tel(Gk)).
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Note that in the Tel(H(Gk)) the maps are the H(iGk). The composed map Gi → Gi+1 →
Tel(H(Gk)) is homotopic to the map from Gi, by the nature of the telescope construction.
In fact, the constructionH is natural on functors, and the natural inclusion i is natural,
that is if f : S → T is a morphism of functors, then it ◦ f = H(f) ◦ iS. Thus we obtain a
morphism of telescopes
Tel(Gi)→ Tel(H(Gk)).
The composition into H(Tel(Gk)) is equal to the natural inclusion iTel(Gi). Thus (in view
of the above claim) it suffices to prove that the morphism
Tel(Gi)→ Tel(H(Gk)).
induces an isomorphism of homotopy groups. Equivalently, we have to show that
lim
→
πi(Gk)→ lim
→
πi(H(Gk))
is an isomorphism.
We will show that, for any k, if η ∈ πi(HGk) then there is η
′ ∈ πi(Gk+1) such that
the image of η in πi(HGk+1) (by the morphism Hgk) is equal to the image of η
′ by the
morphism iGk+1. And we will show that if ζ ∈ πi(Gk) such that iGk(ζ) = 0 in πi(HGk),
then gk(ζ) = 0 in πi(Gk+1). From these two statements, it follows that the morphism of
direct limits is an isomorphism. To prove the two statements, recall that Gk+1 = HGk
and gk = iGk . The second statement follows immediately, since the two maps in question
are the same. For the first statement, let η′ be the same element as η; from Lemma 4.16,
we get Hgk(η) := H(iGk)(η) = iHGk(η) =: iGk+1(η
′).
We have proved that the morphism iFT : FT → H(FT ) (which is a morphism of
functors), is a homotopy equivalence, under the assumptions that T is an n-truncated
homotopy functor of CW type, and X is quasi-compact. By the characterization of
Proposition 4.6, FT is a flexible sheaf. We call FT the flexible sheaf associated to T . We
have the following universal property.
Theorem 4.17 Suppose X is quasi-compact and T is an n-truncated homotopy functor
of CW type. Then for any homotopy sheaf R and any morphism A : T → R, the space of
ways of completing this to a homotopy commutative triangle T → FT → R is nonempty
and weakly contractible.
The proof is the same as for the case which will be treated in the next section, so we
refer there for the proof.
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5. Homotopy group sheaves
Suppose T is a flexible functor from X to Top, and suppose i ≥ 1. Suppose t ∈
Γ(X , T ). Then we define
πprei (T, t)
to be the presheaf which associates to each object Y ∈ X the group πi(TY , tY ). Note that
the higher homotopies in the definitions of T and t yield natural restriction morphisms
πi(TY , tY )→ πi(TZ , tZ)
whenever Z → Y is a morphism in X . These are strictly compatible with composition,
giving a contravariant functor from X to the category of groups (abelian groups if i ≥ 2).
This gives the desired presheaf. Similarly, for i = 0 define a presheaf of sets πpre0 (T ) on
X (which doesn’t depend on a choice of basepoint).
Suppose X is a site. Then let πi(T, t) be the sheaf associated to the presheaf π
pre
i (T, t)
(dropping the basepoint if i = 0).
Suppose T → S is a morphism of flexible functors, and ∗ → T → S is a diagram of
flexible functors (that is, a flexible functor from X × I(2) to Top restricting to the given
ones, and to the given morphism T → S). Let t denote the point ∗ → T and let s denote
the point ∗ → S. Then we obtain a morphism of presheaves
πpre(T, t)→ πprei (S, s),
sheafifying to give a morphism of sheaves if X is a site. Again, there is no need for the
stuff concerning the basepoints if i = 0.
Recall the following definition from [43] (although he didn’t use the same terminol-
ogy!): a morphism T → S of flexible functors on a site X is an Illusie weak equivalence if
it induces isomorphisms on all homotopy group sheaves. We will show below that if S and
T are (truncated?) weak flexible sheaves of CW-type, then an Illusie weak equivalence is
in fact an equivalence.
Lemma 5.1 Suppose T is a flexible functor on a site X . Then the morphism T → HT
is an Illusie weak equivalence.
Proof: ??? ✷
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Towers
A tower of topological spaces is a sequence of spaces Ai indexed by i ∈ N, together with
maps τi : Ai → Ai−1. This may be considered as a contravariant functor A from the
category N (consisting of one object for each natural number and one morphism from i
to j whenever i ≤ j) to Top. The limit of the tower is the space Γ(N , A). Note that if the
maps τi are fibrations, then this limit is homotopic to the usual projective limit. We say
that the tower is vertically truncated if the maps τi are weak equivalences for i≫ 0. We say
that it is horizontally truncated if each space Ai is truncated, and uniformly horizontally
truncated if there is an n such that each Ai is n-truncated. Note that vertically truncated
plus horizontally truncated implies uniformly horizontally truncated; in this case we say
A is completely truncated.
The fibers of the tower are
Fi(η) := fiber of τi : Ai → Ai−1 over η ∈ Ai−1.
If η ∈ Γ(N , A) then we obtain the fibers Fi(η) for all i (using as basepoint the projection
of η in Ai−1).
Nonabelian spectral sequences
The usual notion of spectral sequence involves abelian component groups. This can be
generalized slightly as follows. (I assume that this materiel is well-known but don’t give
a specific reference.)
A nonabelian complex ending at i = n (perhaps it would be better to replace this
notion by the notion of “crossed complex” ?) is a sequence of groups Gi for i < n with
maps di : Gi → Gi+1, a pointed set (Gn, p) with an action dn−1 of Gn−1 on Gn, and a
boolean function dn : Gn → {0, 1}, subject to the following axioms. The group Gi is
abelian for i ≤ n − 2. The compositions didi−1 are zero for i ≤ n − 2, dn−2(Gn−2) is
a normal subgroup of the stabilizer of p under the action dn−1, the action preserves the
boolean function, and dn(p) = 0. The cohomology H
i of such a complex is the kernel of
di modulo the image of di−1 for i ≤ n− 2; Hn−1 it is the stabilizer of p modulo the image
of dn−2, and H
n is the quotient of d−1n (0) ⊂ Gn by the action of Gn−1.
A nonabelian spectral sequence in p + q ≤ n consists of the following data, subject to
the axioms given afterwards. The data consist of families of nonabelian complexes
{Ep,qr , dr : E
p,q
r → E
p+r,q+1−r
r }
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for integers r ≥ 2, such that the complexes Ep,qr end at p+ q = n; together with isomor-
phisms
Hp,qr
∼= Ep,qr+1
between the cohomology of the complexes Er and the next terms Er+1.
Note that for p+ q = n− 1 the cohomology groups are nonabelian, and for p+ q = n
they are sets, pointed by the image of the basepoint in the previous set.
We say that a nonabelian spectral sequence abuts to a collection {Ki}i≤n, if Ki is a
set for i = n, a group for i ≤ n−1, abelian for i ≤ n−2, if for each i there is a cofiltration
(that is, a collection of quotients) {Ki → FjKi} such that at each (p, q) the sequence Ep,qr
eventually stabilizes, and the stabilized value is
Ep,q∞ = ker(FqK
p+q → Fq+1K
p+q).
For p + q = n − 1, the quitients are quotient groups, and for p + q = n, the quotients
are pointed sets. In the last case, the kernel denotes the set of elements mapping to the
base point. When the spectral sequence starts with a certain term E2 and abuts to K
i
we commonly write
Ep,q2 ⇒ K
p+q.
Proposition 5.2 Suppose A is a vertically truncated tower of spaces, and suppose η ∈
Γ(N , A). Then there is a (nonabelian) spectral sequence in p+ q ≤ 0 with
Ep,q2 = π−p−q(F−q, η)⇒ π−p−q(Γ(N , A), η).
The filtration on π−p−q(Γ(N , A)) is
Fqπ−p−q(Γ(N , A), η) := the image in π−p−q(A−q, η).
Proof: Left to the reader.(??? ref ???) ✷
Remark: The spectral sequence degenerates in the case of a tower with only one
nontrivial fiber, or in the case of a Postnikov tower. A fibration may be considered as
a tower with two nontrivial fibers, and here the spectral sequence gives the long exact
sequence of homotopy. In the case of a tower where Fi a K(G, n − i) space, then the
E2 term is nonzero for p = 2q − n, which form a line along the d2 differential. The d2
differential gives a complex, and the cohomology of the complex is the end of the spectral
sequence. This gives the result discussed in §1.
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6. Fibrations and fiber products
Suppose f : A→ C and g : B → C are two maps of topological spaces. We define the
pathwise fiber product A ×pathC B to be the space of triples (a, b, γ) where a ∈ A, b ∈ B,
and γ is a path in C from f(a) to g(b). We obtain a diagram
A×pathC B → A
↓ ↓
B → C
with a homotopy of commutativity (given by the paths γ).
Suppose R, S, and T are three contravariant flexible functors from a category X to
Top. Suppose we have morphisms F : R → T and G : S → T . We say that a diagram
(that is a flexible functor from X × I2 to Top)
Q → R
↓ ↓
S → T
is path-cartesian if for each object X ∈ X , the diagram
QX → RX
↓ ↓
SX → TX
together with its homotopy of commutativity (given by the structure of diagram above)
is homotopic to the diagram plus homotopy
RX ×
path
TX
SX → RX
↓ ↓
SX → TX .
Notation: For brevity, we sometimes denote a commutative square as above by
Q→ R× S
→
→ T.
Lemma 6.1 If Q → R × S
→
→ T is a path-cartesian diagram of flexible functors, and if
U is a flexible functor, then this induces a path-cartesian diagram of spaces
Mor∞(U,Q)→Mor∞(U,R)×Mor∞(U, S)
→
→ Mor∞(U, T ).
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Idea of proof: The statement of the lemma amounts to saying that the morphism from
the space of diagrams
U → Q→ R× S
→
→ T
(that is, flexible functors on (I2)∗×X where the asterisk denotes the category with a final
object—corresponding to the U—added), to the space of diagrams
U → R× S
→
→ T,
is a weak equivalence. This is shown by the same type of argument as outlined in §2,
using the Postnikov tower for Top. In the following paragraph we indicate the idea for
the higher part (not for the first two stages). I have not checked the details.
At each stage, we look at the space of flexible functors from (I2)∗ × X into τ≤nTop,
restricting to the given ones on the subcategories isomorphic to (I2) × X corresponding
to the given diagrams (with Q and U). However, the space of morphisms is not weakly
contractible at each stage in the Postnikov tower; instead, this tower yields a spectral
sequence by the discussion at the beginning of the next section (note that there is no
circularity!). In each row of the spectral sequence is the cohomology of the mapping cone
of the map on complexes PC· corresponding to the inclusion N ⊂M of continuous semi-
categories involved in the argument (M is the one for (I2)∗ × X and N corresponds to
the union of the two subcategories in question). In turn, the cohomology in the row can
be calculated by a spectral sequence: it becomes the spectral sequence for the presheaf
(Cˇech) cohomology on F l(X ) of the complex of presheaves
(φ : X0 ← Xn) 7→
πn(Hom(UX0, QXn))→ πn(Hom(UX0 , (R× S)Xn))→ πn(Hom(UX0 , TXn)),
which is exact in the middle. Denote by Fn the kernel, and note that the cokernel is then
Fn−1. The differential d3 comes from the class in Ext
3
F l(X )(Fn−1, Fn)—a class which can
be seen as coming from the long exact sequence of homotopy. Somewhat surprisingly,
this class vanishes: this is a consequence of the fact that we have maps of flexible sheaves
Q → R × S, and not just the long exact sequence. Thus d3 vanishes and the spectral
sequence degenerates. The result is that the cohomology of the complex PC· for the nth
row in the first spectral sequence, is an extension of the cohomology of Fn on F l(X ), by
the cohomology of Fn−1 on F l(X ) shifted by two. Now back to the first spectral sequence:
the differential d2 is an isomorphism between the quotient equal to the cohomology of Fn−1
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in the n − 1st row, and the subobject equal to the cohomology of Fn−1 in the nth row.
Thus the differential d2 kills off everything, so we obtain a weak equivalence in the limit
of the tower. ✷
Corollary 6.2 If Q → R × S
→
→ T and Q′ → R × S
→
→ T are two path-cartesian
diagrams, then the space of homotopies between them (i.e. functors from X × I2 × I to
Top) is nonempty and weakly contractible.
Proof: This follows from the previous lemma by a composition-type argument (one may
have to reprove that the space of certain compositions of diagrams is weakly contractible,
but this will be the same as usual). ✷
Remark: If R, S, and T are functors (and the morphisms F and G, morphisms of
functors) then the pathwise fiber product R ×pathT S is also a functor, and the diagram
(NB this is a flexible diagram because of the path ...) is path-cartesian. On the other
hand, we can always replace the diagram R×S
→
→ T by a homotopic diagram of functors.
The above construction gives a path-cartesian diagram. Thus, for any pair of morphisms
of flexible functors F : R→ T and G : S → T there exists a path-cartesian diagram. The
above lemma says that it is essentially unique.
In a slight abuse of notation, we call the flexible functor Q the pathwise fiber product
of R and S over T .
There is probably a canonical choice for this pathwise fiber product even in the flexible
case—we leave this to the reader.
Fibrations
A fibration diagram is a path-cartesian diagram of the form
R → S
↓ ↓
∗ → T .
We say that R is the fiber of the morphism S → T over the point x ∈ Γ(X , T ) correspond-
ing to the morphism ∗ → T . From the above discussion, if F : S → T is any morphism
of flexible functors, and if x ∈ Γ(X , T ), then there exists a fibration diagram (which we
denote more briefly by R→ S → T with the point understood). Any two such diagrams
are homotopic by a very well defined homotopy. Thus we may speak of the fiber of a
morphism over a point.
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Path and loop spaces
We can define path spaces and loop spaces. If x, y ∈ Γ(X , T ) we define the path space
P x,yT to be the pathwise fiber product of ∗ and ∗ over T , via the morphisms x and y.
We have a path-cartesian diagram
P x,yT → ∗
↓ ↓ y
∗
x
→ T .
If x = y then we call this the loop space ΩxT := P x,xT .
Lemma 6.3 If
Γ(X , Q) → Γ(X , R)
↓ ↓
Γ(X , S) → Γ(X , T )
is a path-cartesian diagram of flexible functors on a category X , then the induced diagram
Γ(X , Q) → Γ(X , R)
↓ ↓
Γ(X , S) → Γ(X , T )
is a path-cartesian diagram of spaces. If X is a site then the diagram
HQ → HR
↓ ↓
HS → HT
is a path-cartesian diagram of flexible functors; and the same for H∞.
Proof: The statement for global sections follows directly from Lemma 6.1 applied with
U = ∗X . The second statement follows by taking the direct limit over sieves. ✷
Corollary 6.4 Suppose
Q → R
↓ ↓
S → T
is a path-cartesian diagram of flexible functors on a site X . If R, S and T are weak
flexible sheaves, then so is Q.
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Proof: The morphism Q → HQ fits into a morphism of path-cartesian diagrams, where
by hypothesis the other three morphisms (R→ HR etc.) are weak equivalences on each
object. This implies that QX → (HQ)X is a weak equivalence for each object X . ✷
In particular, if T is a weak flexible sheaf and x, y ∈ Γ(X , T ) then the path space P x,yT
is a weak flexible sheaf. In the next subsection, we give a sort of converse to this. For the
moment, note the following consequence of the lemma (which works for loop spaces, too,
of course).
Corollary 6.5 Suppose T is a flexible functor on a site X and x, y ∈ Γ(X , T ). Then
P x,y(HT ) is weakly equivalent to H(P x,yT ). Similarly, if x, y ∈ Γ(X , τ∞T ) and if x′, y′
denote their images in Γ(X, T ) then P x,y(H∞T ) is weakly equivalent to H∞(P
x′,y′T ).
Proof: By the lemma, H(P x,yT ) fits into a path-cartesian diagram with ∗, ∗ and HT . ✷
Flexible functors whose path spaces are weak sheaves
Suppose that T is a flexible functor from a site X to Top. We say that the path spaces of
T are weak sheaves if for any object X ∈ X and any pair of points x, y ∈ TX , the path
space P x,y(T |X/X) is a weak flexible sheaf on the site X /X .
Lemma 6.6 Suppose that the path spaces of T are weak sheaves. Then for each object
X ∈ X , the morphism π0(TX) → π0((HT )X) is injective. For each object X ∈ X and
each point x ∈ TX , the morphisms πi(TX , x)→ πi((HT )X, x) are isomorphisms for i ≥ 1.
Similarly, for each X ∈ X and nested pair of sieves B ⊂ B′ over X, the morphism
π0(Γ(B′, T |B′)) → π0(Γ(B, T |B)) is injective; and for x ∈ Γ(B′, T |B′), the morphisms
πi(Γ(B′, T |B′), x)→ πi(Γ(B, T |B), x) are isomorphisms for i ≥ 1.
Proof: The fact that P x,x is a weak sheaf means that the map
πi(TX , x) = πi−1((P
x,xT )X , x)→
πi−1((HP
x,xT )X , x) = πi−1((P
x,xHT )X , x) = πi((HT )X, x)
is an isomorphism. For x, y ∈ TX , the fact that P
x,y is a weak sheaf means that
π0(P
x,yTX)→ π0((HP
x,yT )X) = π0(P
x,y(HT )X)
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is an isomorphism; but this space is nonempty if and only if x and y are in the same
path component (of TX on the left, of (HT )X on the right). This implies that π0(TX)→
π0((HT )X) is injective. The statements in the second paragraph are the same. ✷
Note that the second paragraph applies in particular to the case B′ = X /X ; then we
can replace Γ(B′, T |B′) by TX in the statement.
Lemma 6.7 Suppose that the path spaces of T are weak sheaves. Then the path spaces
of HT are weak sheaves.
Proof: Suppose a, b ∈ (HT )X. By the direct limit construction of (HT )X, we may assume
that there is a sieve B0 over X and sections a′, b′ ∈ Γ(B0, T ) yielding the points a, b in
(HT )X. Using Lemma 4.3, we may suppose that the images of a, b in Γ(B0, HT ) are the
same as the images of a′, b′ obtained from the morphism T → HT . For any Y ∈ B0 we
obtain a sequence of weak equivalences
(P a
′,b′T )Y ∼ H(P
a′Y ,b
′
Y T |X/Y )Y ∼
(P a
′
Y ,b
′
YH(T |X/Y ))Y = (P
a′Y ,b
′
YHT )Y ∼ (P
a,bHT )Y .
The first is since the path spaces of T are weak sheaves; the second by Corollary 6.5; the
third since the construction HT over the object Y depends only on T |X/Y ; and the last
using Lemma 4.3 as mentioned above. Composing these, we obtain a weak equivalence
P a
′,b′T ∼ P a,bHT
of flexible functors over B0. Now suppose B ⊂ B0. Then
P a
′,b′Γ(B, T ) = Γ(B, P a
′,b′T ) ∼ Γ(B, P a,bHT ),
and taking the direct limit (over sieves B ⊂ B0) we obtain
(P a,bHT )X ∼ lim
→
P a
′,b′Γ(B, T ) ∼ lim
→
Γ(B, P a,bHT ) ∼ H(P a,bHT )X.
For the first and last, note that the construction H may be obtained (up to equivalence)
by taking the limit over any cofinal set of sieves, in particular over the sieves contained
in a given one. Thus the morphism
P a,bHT → H(P a,bHT )
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is a weak equivalence. This implies that P a,bHT is a weak sheaf. ✷
Remark: The proof above is much easier if the points a, b come from TX , but this is
not necessarily the case.
Theorem 6.8 Suppose that T is a contravariant flexible functor on a site X , such that
the path spaces of T are weak sheaves. Then HT is a weak flexible sheaf.
Proof: By replacing X by X /X we may assume that X has a final object X and we prove
that for any sieve B over X , the morphism (HT )X → Γ(B, HT ) is a weak equivalence.
By Lemma 6.7, the path spaces of HT are sheaves; then by Lemma 6.6, to prove the weak
equivalence it suffices to prove that (HT )X → Γ(B, HT ) induces a surjection on π0.
Suppose y ∈ Γ(B, HT ). Then for each U ∈ B there is a sieve B′U over U such that
for V ∈ B′U , yU |V is in a path component of (HT )V which contains a point of TV . This
follows from the construction of HT : (HT )U is the direct limit of the Γ(B′, T |B′), so any
point yU occurs in the space corresponding to one of the sieves B′U . By one of the axioms
for a site, the union of all of the B′U forms a covering family of X , generating a sieve D.
If V ∈ D then yV is in a path component of (HT )V containing a point zV of TV . We can
now construct a point z ∈ Γ(D, T ) mapping to the path component of y in Γ(D, HT ).
To do this, proceed by transfinite induction on the primitive cells (of dimension ≥ 1)
in the continuous category M associated to X . Each time we add a cell, we can map
it into the space TV involved, in a way homotopic to the original map into (HT )V plus
the previous homotopies on the boundary pieces, because the inclusion from the union of
components of TV containing the boundary into the path component of (HT )V containing
the original cell is a weak equivalence (note that the boundary is nonempty since the cells
are of positive dimension, which in turn is due to the fact that we have already chosen
the zero-dimensional cells zV ).
We have shown that the image of our point y in Γ(D, HT ) is in a path component
coming from a point in Γ(D, T ), hence in particular from a point z in (HT )X. (Here there
is also the question of the homotopy between two maps from Γ(D, T ) to Γ(D, HT ), the
one factoring through (HT )X and the other coming from the morphism T → HT—this
is essentially the main lemma above the main proposition in the section on descent.)
Finally, note that by Lemma 6.6, Γ(B, HT ) is weakly equivalent to a union of some
path components of Γ(D, HT ). Thus, if there is a path from y to z in Γ(D, HT ) then
there is a path from y to z in Γ(B, HT ). This completes the proof of surjectivity on π0.
We obtain the theorem. ✷
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Corollary 6.9 Suppose T is an n-truncated contravariant flexible functor from a site X
to Top. Define inductively HkT := H(Hk−1T ). Then Hn+2T is a weak flexible sheaf. If
X is quasi-compact and T is of CW-type (i.e. takes values in TopCW , the subcategory of
spaces homotopy equivalent to CW complexes) then Hn+2T is a flexible sheaf.
Proof: First we treat the case n = 0. If T is a 0-truncated flexible functor, it is a flexible
sheaf if and only if π0(T ) is a sheaf. And HT is again a 0-truncated flexible functor with
π0(HT )X = lim
→,B
Γ(B, π0(T )).
In other words, the operation H reduces, on the level of π0, to the usual operation used
to construct the sheaf associated to a presheaf of sets. As is well known, applying this
operation twice gives a sheaf. Thus π0(H
2T ) is a sheaf of sets, so H2T is a flexible sheaf.
For n > 0 we proceed by induction on n. Now, note that the operation H commutes
with taking path spaces. The path spaces P x,yT are n− 1-truncated, so by the inductive
hypothesis P x,y(Hn+1T ) ∼ Hn+1(P x,yT ) are weak flexible sheaves. The theorem implies
that Hn+2T is a weak flexible sheaf.
For the second statement, note that if X is quasi-compact and T is of CW-type, then
HT is also of CW-type. A weak flexible sheaf of CW-type is a flexible sheaf. ✷
Remark: Since Hn+2∞ T and H
n+2 are weakly equivalent, under the hypotheses of the
previous corollary, Hn+2∞ T is a flexible sheaf of CW-type.
Corollary 6.10 Put F∞T := lim→,mH
m
∞T (with the morphisms in the direct system being
the same as those used at the end of the previous section). If T is an n-truncated flexible
functor of CW-type then F∞T is a flexible sheaf of CW type, with a standard morphism
T → F∞T .
Proof: The morphisms from Hn+2∞ T on are equivalences, so F∞T ∼ H
n+2
∞ T . The standard
morphism τ∞T → F∞T yields a morphism from T , if T is of CW type. ✷
Remark: Here, as below, we allow ourselves to pick an inverse when the inverse is
“very well defined”, that is the set of choices is parametrized by a weakly contractible
space. We ignore what needs to be said to account for the fact that the choices made in
various places aren’t compatible, but only up to very well defined homotopy.
94
Theorem 6.11 Suppose T is an n-truncated contravariant flexible functor of CW type
and S is a weak flexible sheaf on a site X . Then the space of composable pairs of mor-
phisms T → F∞T → S such that the morphism T → F∞T is the standard one, maps to
Mor(T, S) by a fibration with weakly contractible fiber.
Proof: The operation T 7→ Γ∞(B, T |B) is functorial with respect to morphisms of the
flexible functor T ; thus T 7→ H∞T and even T 7→ F∞T are functorial in T ; and the
morphism T → F∞T is a natural transformation (all of this being in a “very well defined”
sense). We show that the space of homotopy classes of composable pairs T → F∞T → S
restricting to the given morphism T → S, is nonempty and has only one path component.
Note that we may assume that S is of CW type. To see that the set of diagrams in
question is nonempty, apply the functoriality of F∞ to the morphism T → S: we get a
commutative diagram
T → F∞T
↓ ↓
S → F∞S,
where the bottom arrow is an equivalence (since S is a weak sheaf). Composing the right
vertical arrow with this inverse of the bottom equivalence gives the desired diagram. To see
that there is only one path component, suppose that we have a diagram T → F∞T → S.
Apply F∞ to get a morphism of commutative triangles (we write the triangles vertically):
T → F∞T
↓ ↓
F∞T → F∞(F∞T )
↓ ↓
S → F∞S.
Here the middle and bottom horizontal arrows are equivalences, as is the upper right
vertical arrow. The composition of the middle horizontal equivalence and that of the
upper right is homotopic to the identity of F∞T (this is essentially Lemma 4.3 again).
The composition of the two vertical arrows on theright is the morphism obtained from
T → S by functoriality. The commutativity of the diagram (up to homotopy) implies
that the diagram on the left is homotopic to the diagram constructed above, so there is
only one path component.
The same argument works if we have a morphism of weak flexible sheaves S → S ′ and
want to find a diagram T → F∞T → S having composition with this morphism equal
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to a certain fixed diagram for T → F∞T → S ′. Apply this to the diagonal morphism
S → S × S, and note that the space of diagrams T → S → S × S restricting to a
morphism (η, ξ) : T → S×S is the path space P η,ξMor(T, S). We find that all the higher
path spaces of the space of diagrams as desired in the lemma, have exactly one connected
component. This implies that the space of diagrams in question is weakly contractible. ✷
Remark: If T is an n-truncated flexible functor on a quasi-compact site, then FT =
F∞T . The above theorem implies Theorem 4.17. Alternatively, note that the same proof
works for Theorem 4.17.
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7. An analogue of Whitehead’s theorem
In this section, we discuss some properties of the ∆-categories of flexible functors and
flexible sheaves, and the relationship with what is known in Illusie’s thesis and the work
of Jardine.
The following notion is now called “Segal category” in [72] and [41] for example.
This notion (which is of course implicit in the work of Segal) first appeared explicitly in
the paper of Dwyer-Kan-Smith [28]. They prove that the homotopy categories of Segal
categories and simplicial categories (both localized by inverting the “equivalences”) are
equivalent.
We keep here the original notation of v1.
A ∆-category is a functorM from the category ∆ of standard simplices, to the category
of topological spaces, such that the space M0 is discrete, and for any n the morphism
Mn → M1 ×M0 . . .×M0 M1
is a weak equivalence. This is modelled on Segal’s machinery for loop spaces [1] [64].
We say that the set M0 is the set of objects, and for any objects X0, . . . , Xk the fiber of
Mk over the point (X0, . . . , Xk) (via the map associating to a k-simplex the k + 1-tuple
of its vertices), is the space of composable k-tuples of morphisms between the spaces
X0, . . . , Xk. The condition above means that the space of composable k-tuples maps to
the space of k-tuples of morphisms, by a weak equivalence. We write M1(X0, X1) for this
space of morphisms, in case k = 1.
A ∆-functor between two ∆-categoriesM andN , is just a morphism of flexible functors
from M to N .
If X is a category, then we obtain a ∆-category in the obvious way (it is just the
simplicial nerve of X with all sets given the discrete topology). Similarly we can do this
for a continuous category C.
Note (v2: the following statement from v1 should be rephrased, it is basically the
statement we are conjecturing above; it should concern the Segal category of flex functors
F lex(X , T op)...???
Lemma 7.1 The space of ∆-functors from X to a ∆-category M associated to a contin-
uous category C is “the same” (?) as the space of flexible functors from X to C.
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Proof: ??? ✷
IfM is a ∆-category then we can define the homotopy category π0M to be the category
whose nerve is the simplicial set π0(M). The following theorem is a generalization of Vogt’s
theorem [78] [17]: Vogt’s theorem is the same statement without a Grothendieck topologi
(i.e. in the case where the site X has the coarse topology). The present statement shows
that the “flexible sheaf” condition is exactly what is needed to make Vogt’s theorem work
for obtaining the localization of simplicial presheaves by Illusie weak equivalence.
Theorem 7.2 There is a natural equivalence of categories between π0F lex(X ) (where
here F lex(X ) is the ∆-category of truncated weak flexible sheaves on a site X ) and the
full subcategory of Illusie’s derived category of the category of simplicial presheaves on X ,
consisting of the truncated ones.
Proof: To each simplicial presheaf P on X we can take the flexible sheaf associated to
the realization, FRP . This provides a functor from the category of simplicial presheaves
to π0F lex(X ). We have to show that it factors through the derived category—to show
this it suffices to show that it takes Illusie’s weak equivalences to homotopy equivalences
in F lex(X ). Suppose that F : P → Q is an Illusie weak equivalence, that is it induces
isomorphisms on the homotopy group sheaves. This implies that the morphism between
associated sheaves of realizations satisfies the same property; so we may assume that
P → Q is a morphism of functors which are weak sheaves and of the form weak sheaf as-
sociated to the realization of simplicial presheaves. We have to show that it is a homotopy
equivalence. Suppose q ∈ QX , and let F be the fiber of the morphism P |X/X → Q|X/X
over the point q. We will show that F is weakly contractible (that is, its value on ev-
ery object is weakly contractible). First of all, the fact that the morphism of sheaves
π0(P )→ π0(Q) is surjective means that there is a sieve B over X such that for all U ∈ B,
FU is nonempty. If p ∈ FU , and if F |X/U is n-truncated, then the homotopy group presheaf
πn(F |X/U , p) is already a sheaf (by an argument similar to that of 6.9). By hypothesis, this
sheaf is zero (from the long exact homotopy sequence and the isomorphism of homotopy
sheaves of P and Q ). Thus F |X/U is n − 1-truncated. By induction, it is 0-truncated.
Hence FU is weakly contractible. This being true for all elements of the sieve B, we can
easily construct a point in Γ(B, F |B) ∼ FX . The same argument then gives FX weakly
contractible. Thus P → Q is a weak equivalence on each fiber. But the realization of a
simplicial presheaf is of CW-type, and the operation of taking the associated weak sheaf
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preserves CW type, so P and Q are of CW type. Thus the morphism is objectwise a
homotopy equivalence. We have seen (Theorem 2.2) that this implies that it extends to
an equivalence of flexible functors, that is it is invertible in π0F lex(X ).
We get a factorization to a functor from Illusie’s derived category to π0F lex(X ). To
see that it is essentially surjective, note that any flexible functor can be replaced by an
equivalent functor. We will see below that there exist functors T (the CW-free ones)
such that for any other functor S, the space of morphisms of functors from T to S is
equal to the space of morphisms of flexible functors. Furthermore, any flexible functor
is equivalent to a CW-free one. From this, if P → Q is a morphism of flexible functors,
we can choose a CW-free functor T with an equivalence of flexible functors T → P ; if
P was a functor then this can be chosen to be a morphism of functors, and it is then a
quasi-isomorphism in Illusie’s sense (say on the singular simplicial presheaves associated).
The composed morphism T → Q can, if Q was a functor, be replaced by a homotopic
morphism of functors, giving a morphism of singular simplicial presheaves. The diagram
P ← T → Q is exactly a morphism in Illusie’s derived category, and this maps to the class
of our original morphism in π0F lex(X ). Finally we have to show injectivity. It suffices to
consider the case of two morphisms f1, f2 : P → Q where P is CW-free. They are equal
in the derived category if there is a quasiisomorphism g : T → P such that f1g = f2g.
Call this map h. There is an inverse g′ : P → T , a priori a morphism of flexible functors
but since P is CW free we may replace it by a morphism of functors. Then f1 and f2 are
both homotopic (in the space of morphisms of flexible functors) to the morphism hg′. By
the result about morphisms from CW-free functors to be given below, this means that
they are homotopic as morphisms of functors. This shows that f1 = f2 in the homotopy
category.
One last remark: the localization of the category of simplicial presheaves by Illusie
weak equivalence, is the same as the localization of the homotopy category of simplicial
presheaves by weak equivalence. This can be seen from [63] using the existence of a closed
model structure [45]. (Admittedly it would be better to have a proof here which doesn’t
rely on the existence of a closed model structure...???) ✷
CW-free functors
The “CW-free” functors we discuss below are the elementary cofibrations in the closed
model structure on the category of simplicial diagrams defined by Bousfield-Kan [7] (using
99
an argument due to Quillen [63]) and later taken up by Hirschhorn [40]. In view of these
origins, in [41] we call these the elementary cofibrations for the “HBKQ model category
structure”.
Recall that we say that a functor T : X → Top is obtained from R : X → Top by a
free addition of an n-cell if there is an object Y ∈ X and a decomposition
TX = RX ∪∼
⋃
φ:X→Y
Bnφ
where the equivalence relation comes from an attaching map α : Sn−1 → RY and where
T (ψ) : Bnφ
∼= Bnφψ is the identity on the ball. The attaching map for B
n
φ is R(φ)α : S
n−1 →
RX .
We say that a functor T is CW-free if there is an increasing union of closed subfunctors
Ti indexed by a well ordered set I, such that for any i, Ti is obtained from T<i by free
addition of an ni-cell for some ni. We may proceed by skeleta, and assume that the ni is
an increasing function of i if we wish.
Lemma 7.3 Suppose T is a CW-free functor from a category X to Top. Suppose S is
a functor. Then the space of morphisms of functors Morstrict(T, S) maps to the space of
morphisms of flexible functors Mor(T, S) by a weak equivalence.
Proof: We may proceed by induction on the sequence of subspaces used to define T . It
suffices to show that the map on relative morphism spaces
Morstrict(Bn+1X/Y , S
n
X/Y , S; f)→Mor(B
n+1
X/Y , S
n
X/Y , S; f)
is a weak equivalence. We know in both cases that this is the fiber of the morphism space
from Ti to S, over an element in the morphism space from T<i to S (and that the map
of restricting morphisms is a fibration, and so on). The first question is, if the second
space is nonempty then is the first space nonempty? This can be answered by asking a
question about whether two points are in the same connected component in the space of
morphisms from SnX/Y to S sending the basepoint (north pole, say) to a point η in SY .
Given that both spaces are nonempty, we can complete the map from the ball to a map
from the sphere by adding a given map on the other hemisphere. The space of morphisms
on the ball relative the boundary is homotopic to the space of morphisms from the sphere
relative the base point. We are reduced to showing that the map of morphism spaces for
pointed morphisms
Morstrict((SnX/Y , o), S; η)→Mor((S
n
X/Y , o), S; η)
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is a weak equivalence. But this is equivalent to the map of loop spaces
Morstrict(∗X/Y , (Ω
η)nS)→Mor(∗X/Y , (Ω
η)nS).
These are (exactly) equal to the morphism spaces from ∗ to the loop space, over the
category X /Y . The first is clearly equal to (Ωη)nSY , while the second is equal to the
space of sections Γ(X /Y, (Ωη)nS|X/Y ). By Lemma 4.1 and the discussion in §3, the
morphism from the space over the object Y to the space of sections over X /Y is a weak
equivalence. This completes the proof of the lemma. ✷
Note that this lemma takes care of what we needed for the previous proof. It gives,
as a corollary, an analogue of Whitehead’s theorem in our case.
Theorem 7.4 Suppose T is a truncated CW-free functor, and suppose S is a truncated
CW-free functor which is a weak flexible sheaf. Suppose that f : S → T is a morphism
of functors which induces isomorphisms on all homotopy group sheaves. Then there is a
morphism of functors g : T → S such that gf is homotopic to the identity. If, furthermore,
T is a weak flexible sheaf and S is of CW type then the other composition fg is homotopic
to the identity.
Proof: The composed morphism τ∞S → F∞T to the associated sheaf is a weak equivalence
in the sense of Illusie, between sheaves of CW type. By the same argument as above, it
is a weak equivalence on each point, so it is a homotopy equivalence on each point, and
so it extends to an equivalence of flexible sheaves. The resulting inverse map from T to S
can be replaced by a map of functors g, by the previous lemma, and the composition gf
is homotopic to the identity as a map of flexible functors. Applying the previous lemma
to the space of maps from S to itself, we get that gf is homotopic to the identity as a
map of functors. If T is already a flexible sheaf then there is no need to look at F∞T ,
and we get also that fg is homotopic to the identity (first as a map of flexible functors
then as a map of functors, again by the previous lemma). ✷
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8. Mapping sheaves
Suppose S and T are contravariant flexible functors from X to a continuous category
C. We define the functor Map(S, T ) : X → Top by
Map(S, T )(X) := MorX/X(S|X/X , T |X/X).
This is functorial in X : if f : Y → X then we have a functor X /Y → X /X and the
pullback for X /Y × I → X /X × I gives a map
f ∗ :MorX/X(S|X/X , T |X/X)→MorX/Y (S|X/Y , T |X/Y ),
satisfying the strict associativity f ∗g∗ = (gf)∗.
For example, Map(∗X , T ) is the functor we called KT in previous sections.
Suppose A ⊂ B is an inclusion of contravariant functors from X to Top, and suppose T
is a flexible functor from X to Top. Suppose G ∈MorX/X(B|X/X , T |X/X). We can define
the restriction of G to A as the composition of G with the inclusion A|X/X → B|X/X .
Note that this composition can be defined canonically, since the inclusion is a morphism
of functors. If F ∈MorX (A, T ), define the relative mapping space
Map(B, T ;F )(X) := {G ∈MorX/X(B, T ) s.t. G|A = F}.
Suppose B is a contravariant functor from X to Top. Define the suspension ΣB to
be the contravariant functor assigning to X ∈ X the suspension of BX . If A ⊂ B is an
inclusion, then we get an inclusion ΣA ⊂ ΣB.
If η ∈ Γ(X , T ) and S is any contravariant functor, denote by ηS the composition of
η ∈Mor(∗, T ) with S → ∗.
Lemma 8.1 If A ⊂ B is an inclusion of functors and η ∈ Γ(X , T ) then
Map(ΣB, T ; ηΣA) ∼Map(S,Ω
ηT ; cηA)
where cη ∈ Γ(X ,ΩηT ) is the section corresponding to the constant path.
Proof: ??? (we need a more concrete definition of the loop space ... ???) ✷
Let Y = X /X with its functor ρ to X . For any n, define a contravariant functor SnY
on X which assigns to each object U ∈ X a disjoint union of n-spheres with one for each
object of Y over U . In effect, there is one sphere for each morphism U → X . Note that
the 0-sphere S0 is a disjoint union of two points. Let AnY ⊂ S
n
Y denote the union of eastern
hemispheres in the spheres. (These are homotopic for any n.)
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Corollary 8.2 If η ∈ Γ(X , T ) then
MorY(S
n
Y , T ; ηAnY ) ∼ Γ(Y , ρ
∗((Ωη)nT ))).
Proof: Note first of all that
Map(S0Y , T ; ηAnY ) =MapY(∗, ρ
∗T ) ∼ ρ∗T.
Applying the lemma n times (and noting that (SnY , A
n
Y) = Σ
n(S0Y , A
0
Y)) we get
Map(SnY , T ; ηAnY) ∼Map(S
0
Y , (Ω
η)nT ; ηA0
Y
).
Taking global sections gives the desired statement. ✷
Now suppose that the pair A ⊂ B is equivalent by excision to the pair AnY ⊂ S
n
Y for
some Y = X /Y . Then we get
Mor(B, T ; ηA) ∼ Γ(Y , ρ
∗(Ωη)nT ).
Proposition 8.3 Suppose that A ⊂ B is also equivalent by excision to the pair Sn−1Y ⊂
DnY where D
n
Y denotes the union of one n-disk for each object of Y. Suppose that T is a
flexible sheaf; suppose X ∈ X and F ∈ MorX/X(A, T ); then for a sieve B in X /X, the
map
MorX/X(B|X/X , T |X/X ;F |X/X)→MorB(B|B, T |B;F |B)
is a weak equivalence.
Proof: Note that the restriction DnY |X/X is the same as D
n
Y ′ where Y
′ = X /X×Y → X /X
(and the same for the Sn−1· ). Thus we may replace X by X /X , so it suffices to give the
proof in the case where X is a final object in X . With this reduction, our map is equivalent
by excision to
MorX (D
n
Y , T ;F |Sn−1
Y
)→MorB(D
n
Y |B, T |B;F |Sn−1
Y
|B).
We claim that this is equivalent to
MorY(D
n, ρ∗T ;F |Sn−1
Y
)→ MorB′(D
n, T |B′;F |Sn−1
Y
|B′),
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where B′ is the sieve over Y induced by B. This can be seen by following precisely the
definition of morphism: a morphism consists of the data, for each composable sequence
in X × I, going from (Xn, 1) to (X0, 0), of a map from (DnY)X0 to TXn ; but since (D
n
Y)X0
is the union of one disk for each morphism X0 → Y , we can think of this as a morphism
from Dn to TXn for each composable sequence in X /Y ; note that the TXn can then be
interpreted as (ρastT )Xn.
Denote F |Sn−1
Y
by F ′. Let η ∈ Γ(Y , ρ∗T ) be the image of a basepoint σ ∈ Sn−1 by F ′.
If the right hand side of our morphism is empty then there is nothing to prove. Thus we
may assume that this is not the case, and choose
G ∈MorB(D
n, T |B′;F
′|B′).
The map
MorY(S
n−1, ρ∗T ; ησ)→MorB′(S
n−1, ρ∗T |B′; ησ|B′)
is equivalent, via Corollary 8.2, to
Γ(Y , (Ωη)n−1(ρ∗T ))→ Γ(B′, (Ωη)n−1(ρ∗T )|B′),
which is a weak equivalence because ρ∗T is a sheaf on the site Y (it follows immediately
from the definition of sheaf on X that the restriction to X /Y is also a sheaf), so the nth
loop space is a sheaf (Corollary 6.4). But G provides a homotopy between the element
F ′|B′ ∈MorB′(S
n−1, ρ∗T |B′; ησ|B′)
and ηSn−1
B
. Therefore there exists a homotopy G′ between F ′ and ηSn−1 over Y . More
precisely, there exists an element
G′ ∈MorY(D
n, ρ∗T ; ησ)
mapping to
F ′ ∈MorY(S
n−1, ρ∗T ; ησ),
or equivalently an element
G′ ∈MorY(D
n, ρ∗T ;F ′).
Now by excision, we have the equivalence
MorY(D
n, ρ∗T ;F ′) ∼MorY(S
n, ρ∗T ;G′An)
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where G′An is the element G
′ considered as a map on the hemisphere An ⊂ Sn. (Note
that when we write Dn, Sn, An without subscripts we mean the constant functors on the
category Y .) The same holds over the sieve B′, and the restriction to B for the left side
of the previous equation is equivalent to the restriction for the right side. Thus it suffices
to show that
MorY(S
n, ρ∗T ;G′An)→MorB′(S
n, ρ∗T |B′;G
′
An|B′)
is a weak equivalence. By Corollary 8.2, this is equivalent to
Γ(Y , (Ωη)n(ρ∗T ))→ Γ(B′, (Ωη)n(ρ∗T )|B′),
which is a weak equivalence since (Ωη)n(ρ∗T ) is a sheaf on Y . This completes the proof
of the proposition. ✷
Suppose B : X → Top is a contravariant functor. We say that B is obtained by a
sequence of free additions of cells if there is a filtration of B by subspaces Aj indexed by
a well-ordered set J , such that (with the usual notations) for any j, the pair (Aj , A<j) is
equivalent by excision to some (DnY , S
n−1
Y ) for some Y = X /Y ; and such that the first A0
is empty. Note that we can assume that there is a final object e in J with B = Ae (at
this step, we might not add anything to A<e).
Theorem 8.4 If S is a contravariant flexible functor of CW-type on X then S is homo-
topy equivalent to a functor B obtained by a sequence of free additions of cells.
Proof: We may assume S is a functor. We start with A0 empty and add the cells by
induction on the dimension n, so as to get a map B → S inducing an isomorphism on
homotopy group presheaves. In each dimension, proceed in two steps. First add cells so
as to kill off the kernel of the map in the homotopy groups of degree n− 1; then add cells
so as to get a surjection in the homotopy groups of degree n. We add a cell corresponding
to category Y = X /Y every time we need to kill an element or add a new element in
the homotopy over Y . This gives cells for all objects of Y , but if there are too many
they will be taken care of at the next step. Each step does not disturb the previous step.
Finally, note that we obtain a map between functors of CW type inducing isomorphisms on
homotopy, so it is a homotopy equivalence on each object, hence a homotopy equivalence.
✷
Theorem 8.5 Suppose S is a contravariant flexible functor of CW-type on a site X , and
suppose T is a flexible sheaf. Then Map(S, T ) is a weak flexible sheaf.
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Proof: By the previous theorem, we may suppose S = B is obtained by a sequence of free
additions of cells. Let Aj be the corresponding sequence of subfunctors. Suppose X ∈ X
and B ⊂ X /X is a sieve. We prove by transfinite induction that the maps
MorX/X(Aj|X/X , T |X/X)→MorB(Aj|B, T |B)
are weak equivalences. Let j be the first element where this is not the case. We have the
diagram
MorX/X(A<j |X/X , T |X/X) → MorB(A<j |B, T |B)
‖ ‖
lim←MorX/X(Aj′|X/X , T |X/X) → lim←MorB(Aj′|B, T |B)
where the inverse limits are over j′ < j. These are inverse limits of a sequence of fibrations.
By the inductive hypothesis, the map on the bottom is a map of inverse limits induced by
an inverse system of weak equivalences, so it is a weak equivalence. On the other hand,
we have the diagram
MorX/X(Aj|X/X , T |X/X) → MorB(Aj|B, T |B)
↓ ↓
MorX/X(A<j |X/X , T |X/X) → MorB(A<j |B, T |B)
where the vertical maps are fibrations. Furthermore, by Proposition 8.3 applied to the
pair (Aj , A<j), the map between the fibers of the vertical maps is a weak equivalence. As
we have seen, the map on the bottom is a weak equivalence, therefore the map at the top
is a weak equivalence, contradicting our supposition that the inductive hypothesis wasn’t
true for some j. Therefore it is true for all j, including the final object e. We obtain the
statement that
MorX/X(S|X/X , T |X/X)→MorB(S|B, T |B)
is a weak equivalence. To complete the proof of the proposition, note that
MorX/X(S|X/X , T |X/X) = Map(S, T )(X) ∼ Γ(X /X,Map(S, T )|X/X),
so it suffices to show that
MorB(S|B, T |B) ∼w.e. Γ(B,Map(S, T )|B).
This follows from the following lemma (noting thatMap(S, T )|B = Map(S|B, T |B)). Note
that it suffices to treat the case of sieves given by covering families. ✷
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Lemma 8.6 Suppose S and T are flexible functors on a category X with final object, with
S of CW-type. Suppose that Z is a sieve over the final object in X , given by a covering
family U = {Uα}α∈J . Then the natural morphism
MorZ(S, T )→ Γ(Z,Map(S, T ))
is a weak homotopy equivalence.
Proof: We may assume that S is a functor. The homotopy groups of both sides may be
interpreted as homotopy classes in the same functors applied to the pairs S×Sn, S×An).
To prove injectivity, it suffices to prove surjectivity for the pairs S×Dn, S×Sn−1). Thus
it suffices to prove that for any pair A ⊂ B of functors, and any F ∈ MorZ(A, T ), the
map
MorZ(B, T ;F )→ Γ(Z,Map(B, T ;F ))
is surjective on π0. Since our original S was of CW-type, we may write B as a transfinite
union of cells (starting with A); thus it suffices to prove the above surjectivity in the case
where (B,A) is equivalent under excision to (DnY , S
n−1
Y ), for a Y = Z/Y with Y ∈ Z. But
the surjectivity here is equivalent to injectivity in the case of the pair ((Sn)Y , A
n
Y) (here
we have replaced n− 1 by n for convenience in what follows). Then as discussed above,
MorZ(B, T ;F ) ∼MorY(S
n, T ; ηAn)
where η ∈ Γ(Y , T |Y) is the point homotopic to the restriction of F to the An over Y .
Similarly, for any X ∈ Z we have
Map(B, T ;F )(X) =MorZ/X(B|Z/X , T |Z/X ;F |Z/X)
∼MorZ/X×Y (S
n, T |Z/X×Y ; ηAn|Z/X×Y ).
On the other hand, by Corollary 8.2,
MorY(S
n, T ; ηAn) ∼ [(Ω
η)n(T |Y)]Y = (Ω
ηY )n(TY ),
and
MorZ/X×Y (S
n, T |Z/X×Y ; ηAn|Z/X×Y ) ∼ [(Ω
η)n(T |Y)]X×Y = (Ω
ηX×Y )n(TX×Y ).
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Let W be the flexible functor on Z defined by WX = TX×Y . Then ηY ∈ TY corresponds
to a point η′ ∈ Γ(X ,W ), and our question is to show that
(ΩηY )n(TY )→ Γ(Z, (Ω
η′)nW )
is an equivalence.
We claim that the map TY → Γ(Z,W ) is an equivalence. From this, the desired equiv-
alence will follow because taking the loop space commutes with taking global sections.
Here is where we use the hypothesis that Z is the sieve associated to a covering family
U = {Uα}α∈J . Let J denote the free category with products on the index set J . Let
ξU : J → Z be the morphism determined by the covering U . Recall from Lemma 4.9
(applied to the sieve Z over the final object e of X , determined by the covering U), that
the pullback map
ξ∗U : Γ(Z,W )→ Γ(J , ξ
∗
UW )
is a homotopy equivalence (note that W comes from a flexible functor on X ). On the
other hand, our covering family U gives a covering family U ′ = {Uα×e Y }α∈J of Y . Since
the index set is still the same, we obtain a functor
ξU ′ : J → X /Y,
with the property that the pullback
ξ∗U ′ : Γ(X /Y, T |X/Y )→ Γ(J , ξ
∗
U ′T )
is a homotopy equivalence—again by Lemma 4.9 applied this time to T . Note here that
the sieve over Y generated by the covering family U ′ is equal to X /Y since Y is a member
of the sieve Z generated by U . Recall that
Γ(X /Y, T |X/Y ) = TY .
On the other hand, for an object Bα1,...,αk of J ,
(ξ∗UW )Bα1,...,αk = WUα1×e···×eUαk ,
whereas
(ξ∗U ′T )Bα1,...,αk = T(Uα1×eY )×Y ···×Y (Uαk×eY ).
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Now
(Uα1 ×e Y )×Y · · · ×Y (Uαk ×e Y ) = (Uα1 ×e · · · ×e Uαk)×e Y,
and in view of the definition of W this means that
ξ∗UW = ξ
∗
U ′T.
From our two applications of Lemma 4.9, we obtain the homotopy equivalence
Γ(Z,W ) ∼ Γ(X /Y, T |X/Y ) ∼ TY .
This equivalence is homotopic to the map in question (??? verify ???), so we get the claim
and hence the lemma. ✷
Remark: For the lemma, it suffices that Z admits products and fibered products—
then construct X by adding a final object. Take for covering family the set of all objects
of Z.
Relative mapping functors
Suppose X admits products. Then it satisfies the hypotheses of Lemma 8.6 above, so
Mor(S, T ) = Γ(X ,Map(S, T )).
Suppose R→ T and S → T are morphisms of flexible functors on a category X . Let
MorT (R, S)
denote the space of diagrams
R → S
ց ↓
T .
Let Sect(T,R) := MorT (T,R). Note that Sect(S, S ×T R) ∼MorT (S,R). If V → T is a
morphism then there is a natural map
MorT (R, S)→ MorV (R×T V, S ×V T ).
(Properties ???)
The following theorem establishes the existence of relative mapping spaces.
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Theorem 8.7 There exists a flexible functor over T ,
U → T,
together with an element
ξ ∈MorU(R ×T U, S ×T U)
such that for any morphism V → T , then the map induced by ξ
MorT (V, U)→MorV (R×T V, S ×T V )
is a weak equivalence. Consequently, the pair (U, ξ) is unique up to very well defined
equivalence. We denote this pair (or the underlying space U) by Mor(R/T, S/T ).
Proof: ??? ✷
We can also define a space of equivalences over T , denoted IsoT (R, S), and an associ-
ated relative space of equivalence
Equiv(R/T, S/T )
with a similar universal property.
Corollary 8.8 The spaceMor(R/T, S/T ) is preserved under restriction of the underlying
category. If X admits products, thenMor(R/∗, S/∗) is naturally equivalent toMap(R, S).
If Thus if X admits fiber products and if t ∈ TX , the fiber of Mor(R/T, S/T )|X/X over t
is equivalent to Map(Rt, St) where Rt and St are the fibers of the restrictions of R and S
to X /X, over t.
Proof: ??? ✷
Corollary 8.9 If X is a site, and if R, S and T are truncated weak flexible sheaves, then
Map(R/T, S/T ) is a weak flexible sheaf.
Proof: Denote Map(R/T, S/T ) again by U . We have a map U → T and we know that T
is a truncated weak flexible sheaf and Ut is a truncated weak flexible sheaf for any t ∈ TX
(since, by the previous corollary, Ut ∼ Map(Rt, St) and we have shown this to be a weak
sheaf in Theorem 8.5). The degrees of truncations are uniform in X and t. This implies,
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first of all, that U is truncated (by the long exact sequence of homotopy). We claim that
this implies that U is a weak sheaf. For this we may assume that U and T are of CW-type.
There is a map U → H∞U over T (since T → H∞T is an equivalence). Furthermore,
since the construction H∞ commutes with taking fiber products, the induced morphisms
on fibers are weak equivalences. This implies (from the long exact homotopy sequence
and the five lemma—checking the low degree cases by hand) that U → HU is a weak
equivalence. Thus U is a weak sheaf. ✷
Classifying spaces
Suppose T is a flexible functor on a site X . We say that a flexible sheaf U on X /X is
locally equivalent to T if there exists a sieve B ⊂ X /X such that for each Y ∈ B, the
restriction U |X/Y is equivalent to T |X/Y . We say that a morphism R → S has fibers
locally equivalent to T if for any object X ∈ X and any section η ∈ Γ(X /X, S), the fiber
Fib(R/S, η) is locally equivalent to T .
Proposition 8.10 Suppose T is a flexible sheaf on X , and suppose R→ Z is a morphism
of flexible sheaves, such that
EquivZ(T × Z,R)→ Z
is a weak equivalence. Then the fibers of R→ Z are locally equivalent to T . Furthermore,
for any morphism U → S with fibers locally equivalent to T , the space of diagrams
U → R
↓ ↓
S → Z
ccc
inducing an equivalence between U and R×Z S, is weakly contractible.
Proof: ??? ✷
In the situation of the proposition, we say that Z is a classifying space for T , and
that R → Z is the universal fibration. Note that the morphism T → ∗ corresponds to
a basepoint ζ ∈ Γ(X , Z). The fiber of EquivZ(T × Z,R) → Z over ζ is equivalent to
Equiv(T, T ). Hence, we have
ΩζZ ∼ Equiv(T, T ).
Remark: There is a weakly defined multiplication on End(T, T ); this coincides with
composition of paths in the loop space. (????).
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Universal characterizations and completions
Suppose X is a site and F is a class of flexible functors on X closed under the operations
T 7→ Map(U, T ) for finite CW-complexes U (considered as constant flexible functors on
X ).
(NB In fact, we would need to do the following for classes which are only closed under
the operations of taking pointed maps of connected CW complexes...???)
Suppose ψ : R → S is a morphism of flexible functors on X . We say that ψ is an
equivalence relative to F if, for any T ∈ F, the map
Mor(S, T )→Mor(R, T )
(obtained by composition with ψ) is a weak equivalence. An equivalent condition is that
for any R→ T with T ∈ F, the space of diagrams
R → S
ց ↓
T
is weakly contractible.
Similarly, we say that ψ is universally an equivalence relative to F if, for any T ∈ F,
the map
Map(S, T )→Map(R, T )
(obtained by composition with ψ) is a weak equivalence of flexible functors. Note that
this implies the first condition when X is a site, since Mor(S, T ) = Γ(X ,Map(S, T )) by
Lemma 8.6, and Γ preserves weak equivalences (???).
If R → S is an equivalence relative to F (resp. universally an equivalence relative
to F) and if S ∈ F then we say that S is the F-completion of R (resp. the universal
F-completion of R).
Lemma 8.11 Suppose ψ : R → S is a morphism of flexible functors on X , with the
property that for any morphism T → T ′ of flexible functors in F, and for any η ∈
Mor(S, T ′), the map from the fiber of
Mor(S, T )→ Mor(S, T ′)
over η, to the fiber of
Mor(R, T )→ Mor(R, T ′)
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over the image of η, induces a surjection on the set of path components. Then ψ is
universally a weak equivalence.
Suppose that for any morphism T → T ′ of flexible functors in F, any X ∈ X , and any
η ∈Map(S, T ′)X , the map from the fiber of
Mor(S|X/X , T |X/X)→ Mor(S|X/X , T
′|X/X)
over η, to the fiber of
Mor(R|X/X , T |X/X)→ Mor(R|X/X , T
′|X/X)
over the image of η, induces a surjection on the set of path components. Then ψ is
universally a weak equivalence.
Proof: ??? ✷
We can give an easier criterion if we don’t need to worry about the fundamental group.
Lemma 8.12 Suppose R is a flexible functor such that for any T ∈ F, the fundamental
group of every path component of Mor(R, T ) (resp. Map(S, T )X for all X ∈ X ) is abelian
and acts trivially on the higher homotopy groups. Suppose ψ : R → S is a morphism of
flexible functors such that for every T ∈ F, the morphism
Mor(S, T )→Mor(R, T )
induces an isomorphism on the set of path components (resp.
Map(S, T )→Map(R, T )
induces an isomorphism on the homotopy presheaf πpre0 ). Then ψ is an equivalence relative
to F (resp. universally an equivalence relative to F).
Proof: We prove the first case (??? for the universal case). Under the hypotheses of the
lemma, the union over all path components of the nth homotopy groups of Mor(R, T )
are just Mor(R,Map(Sn, T )). As Map(Sn, T ) is also in F, the principal hypothesis
implies that the maps induced by Mor(S, T ) → Mor(R, T ) on all homotopy groups of
all path components, are surjective. On the other hand, putting T ′ = Map(S1, T ) we
obtain Mor(S, T ′) equal to the set of conjugacy classes in the fundamental groups of
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path components of Mor(S, T ). We obtain the result that the maps on fundamental
groups are injective on the sets of conjugacy classes, but this implies that the kernels of
the morphisms consist of one conjugacy class, necessarily that of the identity; thus the
kernels of the morphisms on fundamental groups are trivial, that is the morphisms on
fundamental groups are injective and hence isomorphisms. Similarly, the morphisms on
higher homotopy groups of path components are injective on the spaces of orbits under
the fundamental groups. Again, this implies that the kernel has only one orbit, necessarily
the orbit of the trivial element (which consists only of the trivial element), so the kernel is
trivial. Thus the morphisms on homotopy groups of path components are isomorphisms,
giving a weak equivalence. ✷
Suppose G = {Gi} is a collection classes of sheaves (resp. sheaves of groups for i = 1
and sheaves of abelian groups for i ≥ 2) on X , and suppose that Gi ⊂ Gi−1. Let F
be the class of flexible functors T such that all homotopy group sheaves ̟i are in Gi.
Suppose that F satisfies the closure hypothesis above (or at least what is necessary to
apply the lemmas). In this case we also use the terminology equivalence relative to G or
G-completion.
Lemma 8.13 In the situation of the previous paragraph, if ψ : R→ S is a morphism of
functors inducing an isomorphism
ψ∗ : H i(S,G) ∼= H i(R,G)
for all G ∈ Gi, then ψ is an equivalence relative to G.
Proof: ??? ✷
The Leray spectral sequence
Suppose G is a sheaf of groups (abelian for n ≥ 2) on X . Suppose S → T is a morphism
of flexible sheaves, and suppose that ̟0(T ) = ∗. Let
Map≤jT (S,K(G, n)× T )
denote the tower obtained by applying the relative Postnikov truncation (relative to T )
to MapT (S,K(G, n)× T ). We obtain a tower of spaces
Mor≤j/T (S,K(G, n)) := Sect(T,Map
≤j
T (S,K(G, n)× T ))
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whose limit is Mor(S,K(G, n)). Suppose η ∈ Mor(S,K(G, n)) projects to an element
which we denote by ηj−1, of Mor
≤j−1
/T (S,K(G, n)). The fiber Fj(η) over η is equal to
Sect(T, F ibj(η)) where Fibj(η) is the pullback of
Map≤jT (S,K(G, n)× T )→Map
≤j−1
T (S,K(G, n)× T )
by the section ηj−1 : T → Map
≤j−1
T (S,K(G, n) × T ). The fiber of S → T is locally well
defined, that is there is a covering of X (we assume X has a final object) with sections
of T on each element of the covering, and we can look at the fibers over these sections;
these are locally isomorphic over the fiber products of elements in the covering. With this
understanding, we can say that Fibj(η) → T is a fibration with fiber which is locally of
the formK(A, j) where A is the n−jth cohomology of the fiber of S → T with coefficients
in G.
We get a spectral sequence
Ep,q2 = π−p−q(Sect(T, F ib−q(η)), ηj)⇒ π−p−q(Mor(S,K(G, n)).
This is the Leray spectral sequence in our case; note that Fibj(η)→ T are the analogues
of local systems of coefficients on T , and the πi(Sect(T, F ibj(η)), ηj) are the analogues of
cohomology of T with coefficients in these local systems. The spectral sequence converges
to cohomology of the upper space S.
We introduce some notation to suggest this analogy. Put
Ri(S/T,G;n) := (Fibn−i(η)→ T )
(locally a fibration with fiber K(A, n− i) where A is H i of the fiber of S/T ), and define
Hk(T,Ri(S/T,G;n)) := πn−i−k(Sect(T,R
i(S/T,G;n)), η).
Then our spectral sequence (with −p − q = n − i − k and −q = n − i, thus p = k and
q = i− n) becomes
Ek,i−n2 = H
k(T,Ri(S/T,G;n))⇒ Hk+i−n(S,G).
This shows the analogy with the Leray spectral sequence; note that it is just shifted by
decreasing q by n.
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Corollary 8.14 Suppose
S → S ′
↓ ↓
T → T ′
is a diagram with T and T ′ connected (in the sheaf-theoretic sense). Suppose that the
morphism on fibers (which is defined locally) induces an isomorphism on cohomology with
coefficients G in a certain classG, and that the morphism T → T ′ induces an isomorphism
on cohomology with all local coefficient systems which can arise. Then S → S ′ induces an
isomorphism on cohomology with coefficients G in G.
Proof: The morphism induces an isomorphism on the E2 term of the Leray spectral
sequence, so it is an isomorphism on the limit. (??? basepoints ???) ✷
Local systems
Suppose T is a contravariant flexible functor on X . A local system L over T consists
of the data, for each X ∈ X , of a local system LX (of abelian groups or other objects)
over TX ; and for each φ : Y → X , a morphism L(φ) : LX → T (φ)∗(LY ); such that for a
composable pair Z
ψ
→ Y
φ
→ X , the diagram
LX
L(φψ)
→ T (φψ)∗(LZ)
↓ L(φ) ↓ ∼=
T (φ)∗(L(Y ))
T (φ)∗(L(ψ))
→ T (φ)∗T (ψ)∗(LZ)
commutes, where the vertical arrow on the right is the isomorphism given by the homotopy
T (φ, ψ). Note that if T is a functor, then this isomorphism is the identity and we can
write the condition more easily as
T (φ)∗(L(ψ)) ◦ L(φ) = L(φψ).
Suppose T is a contravariant functor and L is a local system of abelian groups on T .
Then we can define the presheaf of complexes
C ·,pre(T ;L)X := C
·
sing(TX ;LX),
whose values are the singular cochain complexes on TX with coefficients in the local
systems LX . Let C
·(T ;L) be the sheafification of C ·,pre(T ;L). We define the cohomology
116
of T with coefficients in L to be the sheaf hypercohomology H ·(T ;L) of X with coefficients
in C ·(T ;L) (that is, take an injective resolution of C ·(T ;L), take the global sections over
X and take the cohomology).
We can make the complex which calculates this cohomology, canonical, as follows:
let V denote the functor direct limit over all hypercoverings, of the associated Verdier
(hyper-Cˇech) complex. Then V C ·(T, L) is a complex whose cohomology is H ·(T, L).
This is compatible with restrictions, and in fact if f : S → T is a morphism of functors
then we obtain a morphism of complexes V C ·(T, L)→ V C ·(S, f ∗L). (???)
??? sheaf condition on L ???
We may think of L as a flexible functor by looking at its “espace e´tale´” Lee with
morphism to T . Note that here, the higher homotopies for T are lifted to give those of
Lee, and the morphism is really a morphism of structures of flexible functor.
We obtain a local system Γ(X , L) over Γ(X , T ), defined by the condition that its
espace e´tale´ is Γ(X , Lee).
We say that L is a sheafy local system if for any X ∈ X and any sieve B over X , the
morphism
LX → p
∗
BΓ(B, L)
is an isomorphism, where pB : TX → Γ(X, T ) is the natural map.
If L is a local system over T , we can define L′ by
(L′)X := lim
→,B
p∗BΓ(B, L)
and L′′ by repeating this operation. Then L′′ is a sheafy local system, and we have a map
L→ L′′. We call this the sheafification of L.
(Universal property of L′′??)
Eilenberg-MacLane fibrations
Suppose T is a contravariant functor which is a flexible sheaf. An Eilenberg-MacLane
fibration of degree n over T is a morphism ζ : E → T of flexible sheaves such that for any
X ∈ X and any η ∈ TX , the fiber of ζ over η is an Eilenberg-MacLane sheaf of degree n
(that is, the homotopy group sheaves are trivial except in degree n).
For the moment, fix n ≥ 2. Suppose ζ : E → T is an Eilenberg-MacLane fibration
of degree n. Then we define a local system Lpre on T by setting LpreX to be the local
system on TX corresponding to the n-th homology of the fibers of ζX . Then let L be the
sheafification of Lpre.
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Proposition 8.15 There is a canonical class κ ∈ V Cn+1(T, L) with the property that for
any morphism of functors f : S → T , the homotopy classes of sections of the pullback
S ×pathT E over S are in one-to-one correspondence with the elements u ∈ V C
n(S, f ∗L)
such that d(u) = f ∗(κ).
Proof: ??? ✷
Given a local system L over a flexible functor T , we should be able to associate an
Eilenberg-MacLane fibration K(L, n) → T with a section o and associated local system
L.
Then for any Eilenberg MacLane fibration ζ : E → T of degree n with local system
L, we should get a section κ of K(L, n + 1) and equivalence between ζ and the relative
path-space
P o,κ/T (K(L, n+ 1))→ T.
Projection formulas
Suppose X and J are categories, and suppose Σ is a presheaf of sets over X ×J . Suppose
T : X → Top is a flexible sheaf. Let S = limX×J /XΣ be the contravariant functor from
X to Top defined by
SX := lim
→
(Σ|{X}×J ).
Lemma 8.16 There is a natural (weak ??) homotopy equivalence
MorX (S, T )→ MorX×J (Σ, pr
∗
1T ).
Proof: ??? ✷
Suppose a : Y → X is a functor, and suppose S and T are flexible presheaves on Y .
Then we can make a flexible presheaf
MapY/X (S, T )
on X whose value on X is the space
MorY/X(S|Y/X, T |Y/X).
118
Here Y/X is the category of pairs (Y, f) where Y ∈ Y and f : a(Y )→ X is a morphism
in X . Note that for X ′ → X we have a functor Y/X ′ → Y/X , so we obtain a pullback
MorY/X(S|Y/X, T |Y/X)→MorY/X′(S|Y/X′, T |Y/X′).
This is strictly associative, so MapY/X (S, T ) becomes a contravariant functor (which can
be considered as a flexible functor by taking the higher homotopies to be constant).
Lemma 8.17 The morphism given by functoriality for Y/X → Y is a (weak ?) homotopy
equivalence
MorY(S, T )→ Γ(X ,MapY/X (S, T )).
Proof: ??? ✷
Lemma 8.18 In the situation of the start of this subsection, there is a natural (weak ??)
homotopy equivalence
MorX×J (Σ, pr
∗
1T )→ Γ(J ,MapX×J /J (Σ, pr
∗
1T ).
Proof: ??? ✷
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9. More homotopy group sheaves
We begin with some lemmas relating the homotopy group sheaves and presheaves.
Lemma 9.1 If T is an n-truncated weak flexible sheaf on X , and η ∈ Γ(X , T ), then the
presheaf πpren (T, η) is a sheaf.
Proof: By taking loop spaces, it suffices to prove this when n = 0. But if T is a 0-
truncated flexible functor, then for any sieve B over an object X , Γ(B, T ) is 0-truncated
and π0Γ(B, T ) = Γ(B, π
pre
0 (T )). Thus T is a weak sheaf if and only if π
pre
0 (T ) is a sheaf.
✷
Corollary 9.2 If T is an n-truncated weak flexible sheaf, and for i > m the homotopy
group sheaves πi(T |X/X , x) vanish for all x ∈ TX , then T is m-truncated.
Proof: By induction it suffices to prove this when m = n− 1; but in that case
πn(T |X/X , x) = π
pre
n (T |X/X , x)
by the above lemma, so the vanishing of the homotopy group sheaves implies that the
homotopy groups over each object vanish, and T is n− 1-truncated. ✷
Corollary 9.3 If T is a truncated weak flexible sheaf such that the homotopy group
sheaves are all trivial, then T is weakly equivalent to ∗.
Proof: In this case T is 0-truncated and π0(T ) = ∗. The unique morphism T → ∗ is a
weak equivalence. ✷
Local systems
Suppose X is a category and S is a flexible functor on X . We say that a morphism
L→ S of flexible functors is relatively n-truncated if the induced morphisms of homotopy
group presheaves πprei (L|X/X , y)→ π
pre
i (S|X/X , s) (where s is the image of y in the sense
described in Section ???), are isomorphisms for i ≥ n+2 and injective for i = n+1. This
is equivalent to saying that for any point s ∈ SX , the fiber of L|X/X → S|X/X over s is
n-truncated.
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Suppose X is a site and L and S are truncated weak flexible sheaves. Suppose that the
induced morphism on homotopy group sheaves is injective for i = n+1 and an isomorphism
for i ≥ n + 2. Then this implies that the homotopy group sheaves of the fiber of L|X/X
over a point s ∈ SX vanish above degree n (by the long exact sequence of homotopy group
sheaves coming from a fibration). This implies that the fiber is n-truncated (because the
fiber is also a weak flexible sheaf, by ???). Therefore the morphism L → S is relatively
n-truncated. Thus we may measure relative truncation using homotopy group sheaves.
Keep the hypotheses that X is a site and S is a truncated weak flexible sheaf. A
covering of S is a relatively 0-truncated morphism L → S such that L is a truncated
weak flexible sheaf (in which case its degree of truncation is no worse that that of S).
The condition that L be a weak flexible sheaf should be emphasized here since we will
not repeat it.
If L→ S and L′ → S are two coverings, the space of morphisms from L to L′ over S
is 0-truncated, so we can be a little bit less careful about defining things precisely. The
fiber product L×S L′ of two coverings is again a covering.
A binary operation on a covering L over S is a morphism L ×S L → L over S (that
is, a diagram including this morphism and the two morphisms to S). To be precise, the
choice of path-cartesian diagram
L×S L→ L× L
→
→ S
is part of the data of a binary operation. But any two choices are equivalent by a very well
defined equivalence, so the definition of the operation for one choice leads to a definition
for every other choice, and these definitions are all compatible with each other up to
very well defined homotopies, under the equivalences between choices of fiber products.
Suppose L and L′ are coverings of S with binary operations. A morphism L → L′ is
compatible with the binary operations if the two resulting morphisms L ×S L → L
′ are
homotopic. Note that this condition does not depend on the choice of fiber products or
on the choice of the map L ×S L → L′ ×S L′ induced by L → L′. We say that two
binary operations on the same covering L are equivalent if the identity morphism L→ L
is compatible with them (putting one operation on each of the copies of L).
A binary operation on L is associative if the two resulting maps L×S L×S L→ L are
homotopic (in the space of maps over S). Again, this condition does not depend on the
choice of fiber products, and is preserved by equivalence of binary operations. Similarly,
a binary operation is commutative if the two maps L ×S L → L are homotopic. Given
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two operations, we say that they satisfy the distributive law if the two morphisms
L×S L×S L×S L→ L
corresponding to (a+ b)(c+ d) and ac + ad+ bc+ bd are homotopic.
Finally, an associative binary operation admits an identity if there is a section e :
S → L such that the morphism L→ L corresponding to multiplication by this section, is
homotopic to the identity. If an associative binary operation admits an identity, then the
identity is unique up to very well defined homotopy (by the usual proof of multiplying
two different identities together). Suppose given an associative binary operation which
admits an identity. We say that it admits an inverse if there is a morphism L→ L over
S such that the resulting morphism L → L (composition of a with the supposed inverse
of a) is homotopic to the composition L→ S
e
→ L.
If L is a covering of S and if s ∈ SX then the fiber Ls of L over s is defined to be
the set π0(LX ×SX ∗). A morphism between coverings induces a morphism between fibers
over any point. If L×S L→ L is a binary operation on a covering L, we obtain a binary
operation on each fiber Ls.
Lemma 9.4 Suppose L is a covering of S with a binary operation. Suppose L and S
are of CW-type. The operation is associative (resp. is commutative, resp. is associative
and admits an identity, resp. is associative and admits an identity and an inverse) if and
only if, for all X ∈ X and all point s s ∈ SX , the resulting binary operation on Ls is
associative (resp. is commutative, resp. is associative and admits an identity, resp. is
associative and admits an identity and an inverse). Given two operations, they satisfy
the distributive law if and only if, for any X ∈ X and any s ∈ SX , the resulting two
operations on Ls satisfy the distributive law.
Proof: We analyse the notion of morphism of coverings. Suppose L → S and L′ → S
are two coverings, with L, L′, and S weak flexible sheaves of CW type. The space of
morphisms from L to L′ over S is the space of flexible functors X × I(2) → Top which
restrict to the morphism L→ S over the subcategory X × {0← 2} and which restrict to
the morphism L‘→ S on the subcategory X × {1← 2}. There is a subcategory A ⊂ I(2)
consisting of all the objects, and all the morphisms except 0← 1. The triple S, L, L′ with
the pair of morphisms L→ S and L′ → S corresponds to a flexible functor X ×A→ Top,
and a morphism of coverings is an extension of this to a flexible functor on X × I(2). By
the invariance of such things under homotopy equivalences, we can replace the flexible
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functor X ×A→ Top by a functor, which is homotopy equivalent. The space of ways of
completing this new functor to a flexible functor on X × I(2) will be the equivalent to the
old one, and this equivalence preserves the morphisms between the fibers (note that S
itself is replaced by an equivalent functor, so there are a few things which need to be said
about fibers over points in the old S versus the new one—these can safely be left to the
reader). We can now replace L by τ∞L and we can replace L
′ by the path fibration over
S, so we may assume that L→ S and L′ → S are morphisms of functors, with LX a CW
complex for all X and L′X → SX a fibration for all S. Now the canonical composition of
morphisms of flexible functors L → L′, with the morphism of functors L′ → S, gives a
map
Mor(L, L′)→ Mor(L, S).
One can see that it is a fibration, using the fact that the values of L are CW complexes
and the values of L′ → S are fibrations. The canonical composition gives an equivalence
between Mor(L, L′) and the fiber of Mor2(L, L′, S) over the given element ofMor(L′, S).
Our space of morphisms in question is the fiber of Mor2(L, L′, S) over the given point
in Mor(L, S) × Mor(L′, S) (this map is a fibration). This fiber can be calculated by
first taking the fiber over the point in Mor(L′, S) and then taking the fiber over the
point in Mor(L, S). Via the equivalence given by the canonical composition, this is
equivalent to the homotopy fiber of Mor(L, L′) over the given point in Mor(L, S). But
since this map is a fibration, the homotopy fiber is equal to the actual fiber. Thus the
space of morphisms from L to L′ over S is equal to the fiber of Mor(L, L′) over the given
element of Mor(L, S). We can now make this explicit. An element here consists, for each
composable sequence φ1, . . . , φk in X , each increasing sequence ǫ· of numbers 0 or 1, and
each sequence t1, . . . , tk−1, of a commutative diagram
LX0 → L
′
Xk
↓ ↓
SX0 → SXk
satisfying the required properties of continuity in t, and the required properties for ti = 0
or ti = 1. The space of such diagrams, for a given morphism X0 ← Xk, is 0-truncated,
because L and L′ are 0-truncated over S. Thus the required family of maps exists (and
the space of them is weakly contractible) for composable sequences of length k ≥ 3. For
k = 2, the space of choices is either empty or weakly contractible. For k = 1 the space
of choices is 0-truncated. The space of all choices (for all composable sequences) is equal
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to the space of choices for all composable sequences of length one, such that for the
composable sequences of length two the required map exists. In particular, the space of
choices is 0-truncated, and two choices are homotopic if and only if they are homotopic
for each composable sequence of length one. By analysing this a bit more closely (using
the fact that each morphism in X × I decomposes as a morphism in X times a standard
horizontal morphism), one sees that the space of choices is equal to the space of choices
of a diagram
LX → L
′
X
↓ ↓
SX → SX
for each X ∈ X , subject to a compatibility condition: for each morphism X → Y in X ,
the diagram
LX → L′X
↓ ↓
LY → L′Y
commutes up to homotopy relative to SX .
It is now easy to see that if two morphisms f, g : L→ L′ of coverings over S induce the
same morphism on all fibers, then they are homotopic; because the diagrams as above over
each X are then homotopic. This implies the statement of the lemma for associativity,
commutativity, and distributivity.
For the existence of the identity, suppose that an associative binary operation admits
an identity on each point. Then over each SX we obtain a covering with associative binary
operation admitting an identity in each fiber; since the identity element in each fiber is
unique, it is fixed under the action of the fundamental group of the path component of
SX , so there is a section eX : SX → LX . This is the unique section restricting to the
identity elements in the fibers. We have to check that these sections satisfy the required
compatibility condition. Suppose X → Y is a morphism. The identity element in the
fiber of LY over s ∈ SY maps to the identity element in the fiber of LX over the image
sX , since the map LY,s → LX,sX is a map of sets with binary operation. This allows us to
verify commutativity of the required diagram (using the fact that a morphism of coverings
is determined up to homotopy by the morphisms on the fibers). We obtain the required
section e : S → L.
A similar argument gives the construction of the involution L → L sending an ele-
ment to its inverse for the operation (again, the restriction maps on fibers preserve the
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operations, so they send the inverses of an element to the inverses of the image of that
element). ✷
Similar considerations hold for operations among several coverings (which will be used
in the case of modules over a ring, for example).
A local system of groups over S is a covering L→ S together with a binary operation
which is associative, and admits an identity and an inverse. It is an abelian local system
if, in addition, the operation is commutative. A local system of rings is a covering A→ S
together with two associative binary operations denoted · and +, both admiting identities
denoted 1 and 0 respectively, such that + admits an inverse, and such that they satisfy
the distributive law. If A is a local system of rings, then we can similarly define the notion
of a local system of A-modules M .
Suppose S = ∗, and L is a covering of S. Then π0(L) is a sheaf of sets on X .
Any operations on L as defined above give corresponding operations on the sheaf π0(L),
and conversely, given any operations on π0(L) we get corresponding (very well defined)
operations on L. Similarly for morphisms of coverings and morphisms of sheaves. By
these constructions, we shall think of the theory of coverings of ∗ as being equivalent to
the theory of sheaves on X .
Suppose A is a local system of rings on S, and suppose that L, M , and N are local
systems of A-modules. A map of coverings L×M → N is A-bilinear if the map on fibers
Ls×Ms → Ns is As-bilinear for all points s ∈ SX , all X ∈ X . The tensor product L⊗AM
is a local system of A-modules with an A-bilinear map L × M → L ⊗A M satisfying
the universal property that for any A-bilinear map L ×M → N there is a factorization
L ⊗A M → N which is unique up to homotopy. This characterizes the tensor product
up to an isomorphism which is unique up to homotopy (and note that the homotopy is
very well defined since the space of maps between coverings is 0-truncated). The tensor
product may be constructed as above, by taking the tensor product of the local systems
of modules over each space; this satisfies a universal property in terms of things which
are like coverings but which are not sheaves (and this universal property also provides the
uniqueness needed to make the construction); then sheafify, and this satisfies the universal
property for coverings (which are, by definition, sheaves).
If f : S → T is a morphism of weak flexible sheaves, and if L is a covering of T , then
put
f ∗(L) = L×T S.
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It is a covering of S. If L comes with some binary operations satisfying certain axioms,
Relative truncation
Suppose T → S is a morphism of flexible functors. We define the relative presheaf
truncation
τpre≤n (T/S)→ S
by replacing this morphism with a morphism of functors, then applying a canonical fiber-
wise truncation over each object. To define a canonical fiberwise truncation of a morphism
A → B of topological spaces, consider the following operation (k-killing): for each mor-
phism Sk → A and Bk+1 → B such that the composition of the first with the map A→ B
is the boundary of the second, add a cell Bk+1 to A with the given boundary, and with
map to B as given. Note that this is natural with respect to morphisms of the diagram
A→ B. To obtain the truncation τpre≤n , apply this operation for k = n, k = n + 1, and so
forth, then take the union of all of the spaces.
There is a commutative diagram (that is, a flexible functor from X × I × I to Top):
T → τpre≤n (T/S)
↓ ↓
S = S.
The relative truncation is relatively n-truncated over S, and has the property that
for any morphism R → S which is relatively n-truncated, the map from the space of
morphisms τpre≤n (T/S) → R over S, to the space of morphisms T → R over S, is a weak
equivalence. (Proof ???). In particular, the space of morphisms (over S, and with the
map from T ) between any two relative truncations is weakly contractible and weakly
equivalent to the space of equivalences (over S and with the map from T ) which maps to
it.
If T → S is a morphism of truncated weak flexible sheaves, define
τ≤n(T/S)
to be the sheafification of τpre≤n (T/S). There is again a morphism T → τ≤n(T/S) over S.
This sheafified relative truncation is again relatively n-truncated over S (proof ???) and
satisfies the same universal property as above, for relatively n-truncated morphisms of
weak sheaves R→ S (this comes from the universal property of sheafification).
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Relative truncation commutes with pathwise fiber products, that is there is a canonical
equivalence (very well defined by the universal properties)
τ≤n(T/S)×S S
′ = τ≤n(T ×S S
′/S ′).
In particular, the fiber of the relative truncation over a point s ∈ SX is the relative
truncation of the fiber of T over s.
Relative homotopy groups
Suppose T → S is a morphism of weak flexible sheaves on a site X , and suppose
S
σ
→ T → S is a section. Put
Ωσ(T/S) := S ×pathT S
with its map to S (fix the second projection, for example, but note that both projections
are homotopic). We call this the relative loop space. There is a map
Ωσ(T/S)×pathS Ω
σ(T/S)→ Ωσ(T/S)
easily obtained from the definition, and which corresponds to concatenation of loops. If
s ∈ SX then the fiber of Ωσ(T/S) over s is the loop space of the fiber of T over s, based
at σ(s). The operation restricts to the operation of concatenation of loops on this fiber.
In particular, after taking the relative 0-truncation, we obtain an associative operation
with identity and inverse.
Define
π0(T/S) = τ≤0(T/S)
and for i ≥ 1 put
πi(T/S, σ) := τ≤0((Ω
σ)i(T/S)).
We call these the homotopy local systems of T over S based at σ. They are local systems
of groups, and abelian groups for i ≥ 2. (Note that the commutativity holds by checking
it on the fibers.) If s ∈ SX then the fiber of the homotopy local system over s is the
homotopy group sheaf of the fiber of T over s, that is
πi(T/S, σ)s = πi(T |X/X ×S|X/X ∗, σ(s))
where product is by the morphism s : ∗ → S|X/X .
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Formation of the homotopy local systems commutes with fiber products: if f : S ′ → S
and T → S are morphisms of truncated weak flexible sheaves, and if σ : S → T is a
section, then
πi(T ×S S
′/S ′, σ|S′) = f
∗πi(T/S, σ).
A morphism T → S between truncated weak flexible sheaves is relatively n-truncated
if and only if the homotopy local systems
πi(T ×S T/T, 1)
formed using the identity section T → T ×S T , vanish for i > n. (proof ???)
Relative Eilenberg-MacLane sheaves
Suppose S is a truncated weak flexible sheaf of CW type, suppose G is a local system
of groups over S, and n a positive integer. If T → S is a morphism, σ : S → T is a
section, and η : G→ πn(T/S, σ) is a morphism of local systems of groups over S, then we
say that (T/S, σ, η) is a K(G/S, n) if T is a truncated weak flexible sheaf of CW type,
if π0(T/S) = S, if πi(T/S, σ) = 0 for i 6= n, and if η : G ∼= πn(T/S, σ). If this exists for
n ≥ 2 then G must be abelian.
We say that (T/S, σ) is a relative Eilenberg-MacLane sheaf of degree n over S if, when
we put G = πn(T/S, σ) and η equal to the identity, then (T/S, σ, ψ) is a K(G/S, n).
Note that a relative Eilenberg-MacLane sheaf of degree n over S is relatively n-
truncated over S (apply Corollary 9.2 to the fibers).
We make a similar definition for any covering G, for n = 0.
Theorem 9.5 Suppose G is a local system of groups (abelian for n ≥ 2) over a trun-
cated weak flexible sheaf of CW type S. Then there exists a triple (T/S, σ, η) which is
a K(G/S, n). If (T/S, σ, η) and T ′/S, σ′, η′) are two such, then the space of morphisms
T → T ′ over S and compatible with η and η′ is weakly contractible; and the space of
equivalences over S is also weakly contractible (and hence every morphism extends to an
equivalence).
We will prove this theorem in several steps. First of all, we treat the case where S = ∗.
We speak of Eilenberg-MacLane sheaves instead of relative Eilenberg-MacLane sheaves,
in this case.
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For any covering G of S (n = 0), local system G of groups (n = 1) or local system G
of abelian groups (n ≥ 2) we can construct a standard Eilenberg-MacLane sheaf Kst(G, n)
as follows: there is a construction of the Eilenberg-MacLane space K(G, n) which is
functorial in G; use this to construct a presheaf Kpre(G, n) with a sectoin denoted o,
whose homotopy group presheaves are trivial except for G in degree n; then put
Kst(G, n) := F∞K
pre(G, n).
(is the next lemma actually contained somewhere else ???)
Lemma 9.6 If S → T is a morphism of truncated weak flexible sheaves of CW type
and if t ∈ Γ(X , T ) then this can be completed to a fibration diagram Q → S → T with
basepoint t, such that Q is a weak flexible sheaf. This fibration diagram induces a long
exact sequence of homotopy group sheaves (for a basepoint q ∈ Γ(X , Q) and its image s
in S).
Proof: We can complete the morphism into a fibration diagram Q → S → T with t as
the basepoint in T . Applying the functor F∞ preserves the property of having a fibration
diagram, and it preserves S and T ; thus we obtain a fibration diagram with F∞Q as
the fiber, which is a flexible sheaf. By uniqueness of the fibration diagram (Lemma 6.2),
Q ∼ F∞Q, so Q was a flexible sheaf. The fact that the fibration diagram is homotopic to
a fibration over every object gives a long exact sequence of homotopy group presheaves
. . . πprei (Q, q)→ π
pre
i (S, s)→ π
pre
i (T, t)→ π
pre
i−1(Q, q)→ . . .
for any q ∈ QX and s, t the images in S and T . Sheafifying we get a long exact sequence
of homotopy group sheaves
. . . πi(Q, q)→ πi(S, s)→ πi(T, t)→ πi−1(Q, q)→ . . .
as desired. ✷
Lemma 9.7 Suppose (S, s, η) and (T, t, ζ) are Eilenberg-MacLane sheaves K(G, n) and
K(G ′, n). Suppose we have a morphism ψ : G → G ′. Then the space
MorψX ((S, s, η), (T, t, ζ))
of pointed morphisms compatible with ψ via the isomorphisms η, ζ is a nonempty con-
tractible space.
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Proof: We first prove this in the case where S is the standard Eilenberg-MacLane sheaf
constructed above. By Theorem 6.11, it suffices to prove that the space of pointed
maps from (S ′, s′) = (Kpre(G, n), o) to (T, t) is nonempty and contractible. But since
the values TX are n-truncated, and the values S
′
Y are obtained by attaching cells of
dimension ≥ n, the spaces of choices of higher homotopies for the morphism S ′ → T
are weakly contractible, and the space of choices in any case is 0-truncated. Thus,
MorψX ((S, s, η), (T, t, ζ)) is 0-truncated. Its homotopy group π0 is equal to the set of
choices of morphisms fϕ : S
′
Y → TX for each ϕ : X → Y in X , subject to the conditions
f(αβ) = f(β)S ′(α) = T (β)f(α).
The set of choices of a morphism S ′Y → TX is the same as the set of group homomorphisms
GX → G ′Y . The set of choices of f becomes equal to the set of choices of f(1X) : GX → G
′
X
such that
f(1X)S
′(ϕ) = T (ϕ)f(1Y )
for ϕ : X → Y ; this is just HomX (G,G ′). This completes the case where S is a standard
Eilenberg-MacLane sheaf.
Apply this to the case where G = G ′. This shows that for any Eilenberg-MacLane
sheaf (T, t) of the form K(G, n) there is a morphism from the standard (S, s) to (T, t)
inducing an isomorphism on the unique nontrivial homotopy group sheaf. Complete this
to a fibration diagram Q → S → T with Q being the fiber over t. By the long exact
sequence for homotopy group sheaves, the homotopy group sheaves of Q are trivial. By
Corollary 9.3, this implies that Q is weakly contractible. As S and T are of CW-type,
this implies that the morphism (S, s) → (T, t) is an equivalence. This shows that any
Eilenberg-MacLane sheaf is equivalent to a standard one. Our argument above thus
applies to any (S, s). ✷
In the situation of the above lemma, the functor
Y 7→ MorψX/Y ((S, s, η)|X/Y , (T, t, ζ)|X/Y )
is a weak sheaf denoted Mapψ((S, s, η), (T, t, ζ)). By applying the above lemma to each
X /Y we find that it is weakly equivalent to ∗.
Proof of Theorem 9.5We now turn to the situation of Theorem 9.5. Suppose (T/S, σ, η)
and (T ′/S, σ′, η′) are respectively K(G/S, n) and K(G′/S, n). Suppose ψ : G → G′ is a
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morphism of local systems on S. Then we can define a relative mapping space
Mapψ((T/S, σ′, η), (T ′/S, σ′, η′)),
with the same properties as in the standard case developed in section ???. But the fiber
of this over any point t ∈ SX is the mapping sheaf Mapψ((Ts, σ(s), η), (T ′s, σ
′
s, η
′) which
we have seen to be equivalent to ∗. This implies that the morphism
Mapψ((T/S, σ′, η), (T ′/S, σ′, η′)),→ S
is a weak equivalence, and by the defining property of the relative mapping space, (applied
to S) this implies that the space of morphisms over S
MorψS ((T, σ, η), (T
′, σ′, η′))
is weakly contractible. If G = G′ and ψ is the identity, the same argument goes through
to prove that the space of equivalences over S, respecting base point and η, is weakly
contractible. This gives the second statement of the theorem. To complete the proof, we
just have to note that there is a functorial construction of a relative Eilenberg-MacLane
space over each SX , for any local system GX over SX . Piece these together to get the
desired Eilenberg-MacLane presheaf, then sheafify. ✷
Armed with this existence and uniqueness result, we can speak of “the” Eilenberg-
MacLane space K(G/S, n). Denote by o the basepoint, and by η the isomorphism of
homotopy group sheaves.
The abelian category of local systems on S
If S is a truncated weak flexible sheaf of CW type, then the category of pre-local systems
of abelian groups (that is, local systems in the trivial topology) over S forms an abelian
category in an obvious way. Here we take π0 of the morphism spaces as the morphism
sets. The kernels and cokernels are obtained just by taking kernel and cokernel over each
object.
Lemma 9.8 The category of local systems of abelian groups over S forms an abelian
category, and the functor “sheafification” from the category of pre-local systems to the
category of local systems is exact. In particular, the kernel and cokernel of a morphism
of local systems are obtained by sheafifying the pre-local system kernels and cokernels.
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Proof: ??? ✷
Lemma 9.9 (Suppose the site X has enough points.) The category of local systems of
abelian groups over S has enough injectives.
Proof: ??? ✷
Because of this lemma, we obtain derived functors Exti(L,M) of the functor L,M 7→
Hom(L,M), with a long exact sequence.
Homology
Suppose T → S is a morphism of truncated weak flexible sheaves of CW type. We
define the homology local systems Hi(T/S) on S as follows. For each X let H
pre
i (T/S)X →
X be the local system of homology groups of the homotopy fibers of TX → SX . The
structure of morphism of flexible functors on T gives the information necessary to give this
the structure of flexible functor. Then let Hi(T/S) be the weak flexible sheaf associated
to Hprei (T/S).
Note that if f : S ′ → S is a morphism of truncated weak flexible sheaves of CW type
then
Hi(T ×S S
′/S ′) = f ∗Hi(T/S).
If p : S ′ → T is a morphism then there is an obvious map of local systems on S ′,
Huri : πi(T ×S S
′/S ′, p)→ Hi(T ×S S
′/S ′),
which we call the “Hurewicz map”. It is compatible with the previously mentioned base
changes.
We can also define homology with local coefficients. If L is a local system of abelian
groups on S and if S → T is a morphism then we obtain local systems H i(S/T, L) over
T . These are obtained by taking the pre-local systems of homology of the fibers with
coefficients in L, and sheafifying. Note that if L′ is any pre-local system we can define a
pre-local system of homology Hpre(S/T, L′).
Lemma 9.10 Suppose S → T is a morphism of truncated weak flexible sheaves of CW
type. Suppose L′ is a pre-local system on S and let L′ → L be the morphism to its
sheafification. Then the induced morphism
Hpre( S/T, L
′)→ Hpre(S/T, L)
gives an isomorphism of sheafifications.
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Proof: ??? ✷
Corollary 9.11 Let Z denote the sheafification of the constant local system Z. Then
there is a natural isomorphism
Hi(S/T ) ∼= Hi(S/T,Z).
Proof: Note that Hprei (S/T ) = H
pre
i (S/T,Z). This induces an isomorphism between
Hi(S/T ) and the sheafification of H
pre
i (S/T,Z). By the lemma, this sheafification is
isomorphic to Hi(S/T,Z). ✷
We have a Serre spectral sequence for homology. Suppose R→ S → T are morphisms
of truncated weak flexible sheaves of CW type, and L is a local system on R. The Serre
spectral sequence over each object X ∈ X is functorial and independent of homotopy, so
it gives a spectral sequence of pre-local systems on T ,
Ei,j2 = H
pre
i (S/T,H
pre
j (R/S, L))⇒ H
pre
i+j(R/T, L).
The sheafification of a spectral sequence remains a spectral sequence (by Lemma ???,
exact sequences of pre-local systems are turned into exact sequences of local systems,
under sheafification). The Ei,j2 -term may be calculated using the previous lemma: first
taking the sheafification of the local system Hprej (R/S, L) and then taking the sheafified
homology, gives the same thing as sheafifying the whole term at once. Thus we get a
spectral sequence
Ei,j2 = Hi(S/T,Hj(R/S, L))⇒ Hi+j(R/T, L).
Note that, by the previous corollary, putting L = Z gives a spectral sequence
Ei,j2 = Hi(S/T,Hj(R/S))⇒ Hi+j(R/T ).
Suppose T → S is a morphism of truncated weak flexible sheaves of CW type, and
suppose that π0(T/S) is trivial (equal to S), and for any morphism p : S
′ → T and any
i ≤ n, the relative πi(T ×S S ′/S ′, p) is trivial (equal to S ′). Then we say that T → S is
relatively n-connected.
Lemma 9.12 Suppose f : S → T is a relatively 1-connected morphism of truncated weak
flexible sheaves of CW type. Then any local system on S is pulled back from T , or more
precisely for any local system L on S, if we put M := H0(S/T, L) we have a natural
isomorphism L ∼= f ∗M . Furthermore, M ∼= H0(S/T, f ∗M).
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Proof: ??? ✷
We have the following “Hurewicz theorem”.
Lemma 9.13 Suppose T → S is a morphism of truncated weak flexible sheaves of CW
type, which is relatively 1-connected. Suppose Hi(T/S) = 0 for i < n. Then T → S is
relatively n − 1-connected, and for any morphism p : S ′ → T the Hurewicz map is an
isomorphism
πn(T ×S S
′/S ′, p) ∼= Hn(T ×S S
′/S ′),
Proof: By an inductive argument, we may assume that T → S is relatively n−1-connected,
and it suffices to show that the Hurewicz map is an isomorphism. We may also suppose
that S = S ′ = ∗, since a map of local systems which is an isomorphism over each point
is an isomorphism. Then p becomes a point in Γ(X , T ). Let q denote the image of p in
Γ(X , τpre≤n−1(T ), and let T
′ be the fiber of the map T → τpre≤n−1(T ) over q. The hypothesis
that T is n− 1-connected means that the morphism T ′ → T induces an isomorphism on
associated weak flexible sheaves. Therefore the horizontal maps in the diagram
πpren (T
′, p) → πpren (T, p)
↓ ↓
Hpren (T
′) → Hpren (T )
induce isomorphisms on associated sheaves. But for every X ∈ X , T ′X is n− 1-connected,
so the vertical map on the left is an isomorphism. This implies that the vertical map on
the right induces an isomorphism on associated sheaves, as desired. ✷
These homology local systems behave functorially with respect to morphisms S ′/T ′ →
S/T : given such a morphism (which is really a diagram, that is to say a flexible functor
X × I2 → Top) we get a morphism Hi(S ′/T ′) → f ∗Hi(S/T ), where f is the morphism
from T ′ to T . For fixed f , this is invariant under homotopy of the rest of the diagram.
Under a composition of morphisms, this induced morphism for the composition is equal
to the composition of the induced morphisms for the components. All of the construc-
tions done so far are compatible with this induced morphism on homology. There are
similar statements for homology with coefficients in a local system, and the Serre spectral
sequence is compatible with these pullbacks.
Unpointed Eilenberg-MacLane spaces
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Suppose n ≥ 2 and suppose L is a local system of abelian groups on S. Suppose
T → S is a morphism, with S and T truncated weak flexible sheaves of CW type. Suppose
ψ : Hn(T/S) → L is a morphism of local systems. We say that the pair (T/S, ψ) is a
relative unpointed Eilenberg-MacLane space K∗(L/S, n) if T → S is relatively n-truncated
and relatively n− 1-connected, and if ψ is an isomorphism.
Note that in the above case, if σ : S → T is a section, then (T/S, σ, ψ ◦ Hur) is a
relative Eilenberg-MacLane space K(L/S, n).
If (T/S, ψ) is a relative unpointed Eilenberg-MacLane space K∗(L/S, n) and if S ′ → S
is a morphism of truncated weak flexible sheaves of CW type, then the induced map
ψ′ : Hn(T ×S S ′/S ′) → L ×S S ′ gives (T ×S S ′/S ′, ψ′) a structure of relative unpointed
Eilenberg-MacLane space K∗(L×S S ′/S ′, n).
We give a classification (analogue of the standard thing in topology) of relative un-
pointed Eilenberg-MacLane spaces. Fix n ≥ 2. Suppose S is a truncated weak flexible
sheaf of CW type, and suppose L is a local system of abelian groups on S. Then the
morphism
S
o
→ K(L/S, n + 1) =: B
is a relative unpointed Eilenberg-MacLane space K∗(L ×S B/B, n). The next lemma
essentially says that relative unpointed K∗(L/S, n) are classified by sections of B/S.
This, of course, gives a similar statement for spaces K∗(L×S S ′/S ′, n) using base changes.
Lemma 9.14 With this notation, suppose T → S is a relative unpointed Eilenberg-
MacLane space K∗(L/S, n). Then the space of pairs (f, g) where f : S → B = K(L/S, n+
1) is a section and g : S ×o,B,f S ∼ T is an isomorphism over S (the first being over S
via the second projection), is weakly contractible.
Proof: ??? ✷
Note that the space T will have a section if and only if f is homotopic to the basepoint
section o.
Postnikov towers
By using the same definitions as in Section ???, we obtain notions of towers of flexible
functors, or of (weak) flexible sheaves.
If A is a tower of flexible functors from X to Top then Γ(X , A) is a tower of spaces.
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Lemma 9.15 A tower of flexible functors may be considered as a flexible functor on
X × N . We obtain Γ(X , A) on N and Γ(N , A) on X . These commute up to homotopy
in the sense that
Γ(X ,Γ(N , A)) ∼ Γ(N ,Γ(X , A)) ∼ Γ(X ×N , A).
Proof: Left to the reader. ✷
Recall that we have a truncation operation for a weak flexible sheaf of CW type
S, yielding a weak flexible sheaf of CW type τ≤n(S) with a morphism from S; and a
relative truncation for a morphism S → T yielding a weak flexible sheaf over T , denoted
τ≤n(S/T )→ T , with a morphism from S relative to T .
Note that the absolute case is a special case of the relative case, where T = ∗.
In what follows, we concentrate on these truncation operations for sheaves; there are
similar but easier statements for the operations τpre≤n .
We have morphisms τ≤n(S/T ) → τ≤n−1(S/T ), so we obtain the sheafified Postnikov
tower τ(S/T ) for S over T . This is horizontally relatively truncated and if S and T were
truncated to begin with then the sheafified Postnikov tower is completely truncated.
Lemma 9.16 Suppose S is a truncated weak flexible sheaf over another one T , and sup-
pose σ : T → S is a section. We obtain a section also denoted by σ of τ≤n(S/T ). The
natural morphism induces isomorphisms of homotopy local systems
πi(S/T, σ) ∼= πi(τ≤n(S/T )/T, σ)
for i ≤ n. Note that the homotopy local systems on the right are zero for i > n.
Proof: The natural morphism induces isomorphisms of homotopy group pre-coverings
(the obvious modification of the definition of covering to allow things which are not
sheaves) πprei (S/T, σ)
∼= πprei (τ
pre
≤n (S/T )/T, σ) for i ≤ n, and hence of the associated
sheaves of groups. As the homotopy local systems are preserved by the operation of
taking associated flexible sheaf (this is the local system version of the statement that
homotopy group sheaves are preserved by taking associated flexible sheaves), we obtain
the result. ✷
It follows from this lemma that the morphism τ≤n(S/T ) → τ≤n−1(S/T ) is relatively
n-truncated and relatively n− 1-connected. Suppose n ≥ 2. Let
Qi := Hi(τ≤n(S/T )/τ≤n−1(S/T ))
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be the relative homology sheaf. The morphism from the nth truncation to the n−1st trun-
cation is a relative unpointed Eilenberg-MacLane space of the formK∗(Qi/τ≤n−1(S/T ), n).
Note that by Lemma ???, the local system Qi is the pullback of a local system Pi on
τ≤1(S/T ). Also, by Lemma ???, the morphism τ≤n(S/T )→ τ≤n−1(S/T ) is classified by a
map
τ≤n−1(S/T )→ K(Pi/τ≤1(S/T ), n+ 1)
over τ≤1(S/T ). In the terminology below, this is the cohomology invariant of the nth
stage in the Postnikov tower.
In general, if T → S is a relatively 1-connected morphism then we define πn(T/S) to
be the local system on S whose pullback to τ≤n−1(T/S) is the homology
Hn(τ≤n(T/S)/τ≤n−1(T/S)).
If σ : S → T is any section, then πn(T/S, σ) is canonically isomorphic to πn(T/S) (but
this latter is defined even if no such section exists).
If R→ T → S is a pair of relatively 1-connected morphisms, then we write πn(R/T/S)
for the local system on S whose pullback to T is πn(R/T ).
Lemma 9.17 Suppose {Tn/S, Tn/S → Tn−1/S} is a vertically truncated tower of trun-
cated weak flexible sheaves of CW type which are relatively 1-connected over a base S.
Then the limit T∞ is truncated and relatively 1-connected over S, and there is a spectral
sequence of local systems on S,
Ep,q2 = π−p−q(T−q/T−q−1/S)⇒ π−p−q(T∞/S).
Proof: ??? ✷
Of course, this gives nothing new when applied to the Postnikov tower itself.
Cohomology
Suppose S → T is a morphism of truncated weak flexible sheaves of CW type. Suppose
L is a local system of abelian groups on S. For any n we obtain the relative Eilenberg-
MacLane space K(L/S, n) → S, with base section o. We have natural isomorphisms
Ωo(K(L/S, n)/S) ∼= K(L/S, n− 1). Define the cohomology local systems
H i(S/T, L) := π0(Sect(S/T,K(L/S, i)/T ), o)
over T . These have structures of local systems of abelian groups given by the following
lemma.
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Lemma 9.18 For any n there is an isomorphism
H i(S/T, L) ∼= πn(Sect(S/T,K(L/S, i+ n)/T ), o)
of local systems on T , induced by the isomorphisms
K(L/S, i) ∼= (Ωo)n(K(L/S, i+ n)/S);
and for various n these induce the same structure of abelian group on the cohomology local
system.
Proof: ??? ✷
Suppose
S ′
g
→ S
↓ ↓
T ′
f
→ T
is a diagram, and suppose L and L′ local systems on S and S ′ respectively. Suppose
φ : g∗L→ L′ is a morphism of local systems. Then φ induces a morphism
f ∗H i(S/T, L)→ H i(S ′/T ′, L′).
These morphisms satisfy a functoriality when there is a composable diagram of diagrams;
and they depend only on the homotopy class of the diagram above a fixed f .
(construction—proof ???)
Theorem 9.19 (Universal coefficients theorem) (Suppose that X has enough points.)
Suppose f : S → T is a morphism, and suppose L is a local system on T . Then there is
a spectral sequence of local systems on T ,
Ei,j2 = Ext
i(Hj(S/T ), L)⇒ H
i+j(S/T, f ∗L).
This is compatible with the morphisms of functoriality established above.
Proof: ??? ✷
The Leray-Serre spectral sequence
138
Theorem 9.20 Suppose R → S → T is a composable pair of morphisms of truncated
weak flexible sheaves of CW type. Suppose L is a local system on R. Then there is a
spectral sequence (called Leray-Serre)
Ei,j2 (R/S/T, L) = H
i(S/T,Hj(R/S, L))⇒ H i+j(R/T, L).
Proof: ??? ✷
We need to know that the Leray-Serre spectral sequence is compatible with morphisms.
Suppose
R′
g
→ R
↓ ↓
S ′ → S
↓ ↓
T ′
f
→ T
is a morphism of collections of data which go into the Leray-Serre spectral sequence, and
suppose L and L′ are local systems of abelian groups on R and R′ respectively. Suppose
φ : g∗L→ L′ is a morphism of local systems.
Lemma 9.21 In the above situation, there is a morphism of spectral sequences
f ∗Ei,jr (R/S/T, L)→ E
i,j
r (R
′/S ′/T ′, L′)
which is the morphism induced by φ on the E2 and the E∞ terms.
Proof: ??? ✷
Calculation of the space of global sections
So far, everything we have done has stayed inside the realm of flexible sheaves on X .
We now discuss what happens when we take global sections to recover some information
of topological spaces. Recall that the space of morphismsMor(S, T ) is equal to the global
sections of the mapping space Map(S, T ). Similarly, the space of sections of a morphism
T → S is the global sections of the section space Sect(S, T ). Thus it suffices to treat the
case of taking global sections of one particular flexible sheaf. (Although there might be
some other nicer statements in the other cases...???.) We restrict to the absolute case,
and speak of Eilenberg-MacLane spaces instead of relative ones, for example.
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Corollary 9.22 The fibers Fi(η) in the sheafified Postnikov tower for X are locally Eilen-
berg MacLane sheaves locally of the form K(Gi, i) where Gi are the homotopy group sheaves
of T based at a point η ∈ Γ(X , τ≤i−1T ).
Proof: Where basepoints exist, the long exact sequence for homotopy group sheaves, and
the previous lemma, imply that the homotopy group sheaves of the fibers Fi(η) vanish,
except in degree i. ✷
We obtain a tower of spaces
Pi(X , T ) := Γ(X , τ≤iT ),
with fibers Fi(X , T ; η) = Γ(X , Fi(η)). If T is truncated then this tower is completely
truncated, and the limit is Γ(X , T ). We obtain a spectral sequence
Ep,q2 = π−p−q(Γ(X , F−q(η)), η)⇒ π−p−q(Γ(X , T ), η).
We use the following lemmas to calculate the E2 term.
Remark: In the Postnikov tower, the fibers are locally of the form K(G, i). Thus
there is no guarantee that the space Γ(X , Fi(η)) is nonempty. But if it is nonempty, then
choosing a point will give a basepoint o for the Eilenberg-MacLane sheaf, so in this case
we can assume that the fiber is K(G, i) (note however that the sheaf of groups G can
change with choice of different connected component).
Remark: By taking the Postnikov tower of flexible functors (not sheafifying), we obtain
a spectral sequence which we call the Cˇech spectral sequence,
Ep,q2 = π−p−q(Γ(X , F
pre
−q (η)), η)⇒ π−p−q(Γ(X , T ), η).
Here F pre−q (η) denotes the fiber of the non-sheafified Postnikov tower. It is a flexible functor
whose value on X ∈ X is K(πi(TX , ηX), i). We write this as
F prei (η) = K
pre(πi(TX , ηX), i).
Lemma 9.23 Suppose G is a presheaf of groups on a site X and F = Kpre(G, i). Let o
be the basepoint section of F over X . Suppose B is a sieve of X /X corresponding to a
covering U . Then πj(Γ(B, F ), o) is equal to the Cˇech cohomology group Hˇ i−j(U ,G) on the
category X (this can be nonabelian cohomology if i = 1, and is a pointed set for i = 0).
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Proof: The description of Γ(B, F ) in terms of the covering family U (given toward the
end of the section on descent) immediately gives the Cˇech complex for the covering U as
calculating the homotopy groups. ✷
Remark: The Cˇech cohomology group is the same as the right derived functor of the
global section functor on the category of presheaves. We could have stated, in the lemma,
that for any category X we have
πj(Γ(X , F ), o) = R
i−jΓ(X ,G).
Lemma 9.24 Suppose G is a sheaf of groups which is Cˇech-acyclic (for sieves and for
global sections) in dimensions ≤ n. Then the homotopy functor T defined by TX =
K(G(X), n) is a homotopy sheaf. In particular, T is an Eilenberg-MacLane homotopy
sheaf, and we get
K(G, n)X = K(G(X), n).
Furthermore, we have
Γ(X , K(G, n)) = K(Γ(X ,G), n).
Proof: Suppose X ∈ X and B is a sieve over X given by a covering family U . We apply
the Cˇech spectral sequence to calculate the homotopy groups of Γ(B, T |B). All the terms
except one vanish, giving
Γ(B, T |B) = K(Γ(B,G), n).
The sheaf condition for G insures that Γ(B,G) = G(X), so the map
TX → Γ(B, T |B)
is a homotopy equivalence. The same argument works for global sections. ✷
Lemma 9.25 If I is an injective sheaf on a site X then I is Cˇech-acyclic (for sieves and
for global sections). Suppose {Ij}j=0,...,n is a complex of sheaves of groups of length n on a
site X . Suppose that it is exact except at the first place, and suppose that Ij are injective
for j < n. Then In is Cˇech-acyclic (for sieves and for global sections) and acyclic for
sheaf cohomology, in degrees ≤ n.
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✷The following result is basically K. Brown’s result of [10], translated into our “homo-
topy coherent” situation.
Lemma 9.26 (K. Brown [10]) Suppose G is a sheaf of groups on a site X and F =
K(G, n). Let o be the basepoint section of F over X . Then πj(Γ(X , F ), o) is zero for
j > n and for j ≤ n is equal to the sheaf cohomology group Hn−jsh (X ,G) on the site X
(this can be nonabelian cohomology if n = 1, and is a pointed set for n = 0).
Proof: First we treat the case n ≥ 2 where G is abelian. Then G admits a possibly
infinite injective resolution in the category of sheaves on X . By the previous lemma,
we can truncate this to obtain a finite resolution by sheaves which are Cˇech-acyclic and
acyclic for sheaf cohomology in degrees ≤ n. Proceed by induction on the length of this
resolution (note that the inductive argument given next works also to start the induction).
By taking the first stage of the resolution and splitting off an exact sequence, we obtain
a short exact sequence
0→ G → I → F → 0
where I is Cˇech-acyclic and acyclic for sheaf cohomology in degrees ≤ n, and where F
admits a resolution of length shorter than that of G. By induction, we may suppose that
the lemma is true for F . The lemma is true for I because of Lemma 9.24 (giving the
vanishing of most of the homotopy groups) and since the same cohomology groups vanish
because I is acyclic. We obtain a fibration
K(G, n)→ K(I, n)→ K(R, n),
yielding a long exact sequence of homotopy groups
. . .→ πj(Γ(X , K(G, n)), o)→
πj(Γ(X , K(I, n)), o)→ πj(Γ(X , K(F , n)), o)→ . . . .
On the other hand, the exact sequence of sheaves gives the long exact sequence of sheaf
cohomology groups
. . .→ Hn−jsh (X ,G)→
Hn−jsh (X , I)→ H
n−j
sh (X ,F)→ . . . .
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By the inductive hypothesis and the acyclicity of I these exact sequences coincide at all
places involving F and I (the isomorphism we are constructing inductively will be compat-
ible with morphisms—this is shown below). Comparing, we get the desired isomorphisms
for G. The acyclicity of I means that the exact sequences give isomorphisms
Hn−jsh (X ,F)
∼= H
n+1−j
sh (X ,G)
(and similarly for the homotopy groups) when n− j ≥ 1. Furthermore, we have a map
Hn−jsh (X , I)→ H
n−j
sh (X ,F),
of which H0sh(X ,G) is the kernel and H
1
sh(X ,G) the cokernel. Again, the same goes for
the homotopy groups. Hence the isomorphisms between the homotopy groups and the
cohomology groups are canonically determined by the isomorphisms for I and F .
We have to check that our isomorphisms are compatible with morphisms of sheaves
of groups G (this was used in comparing the above exact sequences). Given a morphism
G → G ′ we may extend it to a morphism between injective resolutions (and hence between
their truncations used above). We get morphisms I → I ′ and F → F ′ between the exact
sequences used above. By induction, we may suppose that F → F ′ induces the same
morphisms on homotopy and cohomology groups. In order to treat the first case of the
induction, we have to show that this is so for I → I ′. But here the homotopy groups
and cohomology groups are both naturally equal to Γ(X , I) or Γ(X , I ′), and the maps
are both the induced map here. This gives the statement for I → I ′.
Finally we have to treat the cases n = 0 and n = 1. In the case n = 0 we may suppose
that F is equal to the sheaf of sets G; then the isomorphism is clear. Suppose G is a
sheaf of nonabelian groups and n = 1. In terms of the operation H considered in previous
sections, we have
K(G, 1) = H ·Kpre(G, 1)
since the path spaces of Kpre(G, 1) are of the form K(G, 0) which are already sheaves (see
Theorem 6.8). We may assume that X embedds into a site with a final object e and that
G extends to G ′ (and hence F to F ′); furthermore in this case X appears as a sieve over
e. Thus
Γ(X , F ) = F ′e = (H ·K
pre(G ′, 1))e
= lim
→
Γ(B, Kpre(G ′, 1)),
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where the limit is taken over the sieves B over e. Thus
πj(Γ(X , F ), o) = lim
→
πj(Γ(B, K
pre(G ′, 1)), o).
But for sieves BU generated by coverings U (note that we may suppose B ⊂ X ) we have
π0(Γ(B
U , Kpre(G ′, 1)), o) = H1(U ,G),
while
π1(Γ(B
U , Kpre(G ′, 1)), o) = H0(U ,G).
The direct limits (over all U) of these Cˇech cohomology groups are the same as the sheaf
cohomology groups (for n = 0 and n = 1 in the abelian case, we define sheaf cohomology
to be the same as Cˇech cohomology—for want of a better definition). We get the desired
statements. ✷
Corollary 9.27 Suppose ζ ∈ Pi(X , T ), and let η ∈ Γ(X , τ≤i−1T ) be the image. Then
πj(Fi(X , T ; η), ζ) = H
i−j
sh (X , ̟i(T, ζ)).
Proof: This follows from the previous lemma because the fiber Fi(η) with basepoint section
ζ is an Eilenberg-MacLane sheaf K(G, i) with G = ̟i(T, ζ). ✷
Corollary 9.28 The E2 term in the spectral sequence for the tower Pi(X , T ) at a point
ζ ∈ Γ(X , T ) is
Ep,q2 = H
−p
sh (X , ̟q(T, ζ))⇒ πp+q(Γ(X , T ), ζ)
(in particular, it is concentrated in the second quadrant).
✷
Corollary 9.29 Suppose G → G ′ is a morphism of groups (abelian for n ≥ 2) with kernel
G ′′. Then there exists a fibration triple of homotopy sheaves
K(G ′′, n)→ K(G, n)→ K(G ′, n).
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Proof: There exists a morphism K(G, n)→ K(G ′, n) by Theorem 9.7; and by Lemma 9.6
this can be completed to a fibration triple. The long exact sequence of homotopy group
sheaves implies that the fiber is K(G ′′, n). (Note that if the total space in the fibration
triple is pointed, then the fiber is pointed.) ✷
Homology and cohomology
(CHUCK THIS ?????)
We can define the homology presheaves and sheaves of a flexible functor in the same
way as for homotopy. Put Hprei (T )(X) := Hi(TX ,Z). This is a presheaf. Let Hi(T ) be
the sheaf associated to the presheaf Hprei (T ).
Suppose that T is a functor. Then the singular chain complexes form a functorial
presheaf of complexes C·(T ) on X . If G is a sheaf of abelian groups on X , choose an
injective resolution G → I · in the category of sheaves over X , and put
H i(T,G)(X) := H i(HomX/X(C·(T ), I
·).
Theorem 9.30 Suppose G is a sheaf of abelian groups on X . Suppose (K(G, n), o) is a
pointed flexible sheaf with homotopy groups G in degree n and trivial otherwise. Then
πi(Mor(T,K(G, n)), o) = H
n−i(T,G).
Proof: ??? ✷
Corollary 9.31 There is a spectral sequence
Ei,j2 = Ext
i(Hj(S),G)⇒ πi+j+n(Mor(S,K(G, n)), o).
Proof: By definition, cohomology is calculated by the double complex Hom(C·(S), I ·).
Taking one of the spectral sequences of this double complex, we get a spectral sequence
Exti(Hj(S),G)⇒ H
i+j(S,G),
which gives the claimed one according to the theorem. ✷
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We consider the following condition:
(Rat) For i ≥ 2 and for any X ∈ X , the homotopy groups πi(S) are rational vector
spaces.
We call a flexible presheaf satisfying this condition, rational.
Note that if G is a sheaf of rational vector spaces, then K(G, n) is rational.
We recall the calculation of the cohomology of a rational Eilenberg-MacLane space.
Lemma 9.32 Suppose G is a rational vector space. Then if n ≥ 1 we have
Hi(K(G, n)) =

Symk
Z
(G) i = kn, n even∧k
Z
(G) i = kn, n odd
0 otherwise.
Proof: It is left to the reader to find the references. ✷
Corollary 9.33 Suppose G is a sheaf of rational vector spaces. Then if n ≥ 1 we have
Hi(K(G, n)) =

Symk
Z
(G) i = kn, n even∧k
Z
(G) i = kn, n odd
0 otherwise.
Proof: The homology sheaves are the sheaves associated to the presheaves given by the
previous lemma; these are, by definition, the sheaves on the right. ✷
Combining the above results, we obtain a spectral sequence converging to the homo-
topy groups
πi(Mor(K(G, n), K(G
′, m)), o),
with the E2 term consisting of groups of the form
Extj(Symk
Z
(G),G ′)
or
Extj(
k∧
Z
(G),G ′).
Below we will calculate these in the case where X is the category of schemes over a field
of characteristic zero, with the faithfully flat finite type topology.
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10. Stacks
In this section, we will make somewhat more precise the statement that “a stack of
groupoids is the same thing as a 1-truncated flexible sheaf”.
Suppose that X is a site. Recall that a fibered category over X is a category C with
a functor a : C → X such that for each morphism u : X0 → X1 in X and each object
Y ∈ C such that a(Y ) is the target X1 of u, there exists a cartesian lift of u to a morphism
v = v(u, Y ) in C—that is, a morphism v with a(v) = u and such that any morphism w
with a(w) = u factors uniquely as
w = vz
for z a morphism in C such that a(z) is the identity for the starting X0 of u.
If we choose a lift v(u, Y ) for each pair (u, Y ) then we obtain a functor u∗ : a−1(X1)→
a−1(X0), and a natural isomorphism of ξu,v : v
∗u∗ ∼= (uv)∗ satisfying a pentagonal axiom.
This gives a pseudofunctor from X to Cat (cf [46]), and conversely given a pseudofunctor
we obtain a fibered category with choice of liftings.
A functor of fibered categories from a : C → X to a′ : C′ → X is a functor b : C → C′
such that a′b = a. A natural transformation between two such functors is a natural
transformation ξ : b→ b′ such that the resulting natural endomorphism a′ξ of a is trivial.
The set of fibered categories over X is made into a strictly associative 2-category with
this set of functors and natural transformations.
A category fibered in groupoids over X is a fibered category a : C → X such that the
fibers are groupoids (that is, their morphisms are all isomorphisms). A stack of groupoids
over X is a category fibered in groupoids a : C → X which satisfies a certain descent
condition (see [34] [2] [22]). We obtain strictly associative 2-categories of categories fibered
in groupoids over X , and of stacks of groupoids over X (there are no extra conditions on
the functors and natural transformations).
Going from stacks to 1-truncated weak sheaves
Suppose that a : C → X is a category fibered in groupoids, and suppose v(u, Y ) is a
choice of cartesian lifting for each u, Y . We will associate to this the nerveN = N(C/X , v),
a flexible functor from X to Top, as follows. Let NX be the realization of the nerve
of the groupoid a−1(X). For u : Y → X let N(u) : NX → NY be the morphism
induced by the functor u∗. If u1, . . . , un is a composable sequence of morphisms, define
N(u1, . . . , un, t1, . . . , tn−1) as follows ... ???
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Note that the NX are 1-truncated CW complexes—this is generally true of the real-
ization of the nerve of a groupoid. Hence the nerve N is a 1-truncated flexible functor of
CW type.
We leave the following verification as an exercise for the reader.
Lemma 10.1 Suppose C/X is a stack of groupoids, with choice of cartesian liftings
v(u, Y ). Then C/X satisfies the descent condition to be a stack of groupoids, if and
only if the nerve N(C/X , v) is a weak flexible sheaf.
✷
Going from 1-truncated weak sheaves to stacks
Suppose that T is a 1-truncated flexible functor of CW type over X . We will define a
category fibered in groupoids P(T )→ X with a distinguished choice of cartesian liftings
p(u, Y ) —this is a generalization of the construction of the Poincare groupoid.
The category P(T ) has one object for each pair (X, s) where X ∈ X and s ∈ TX . The
morphisms from (X, s) to (X ′, s′) are the pairs (f, γ) where f : X → X ′ is a morphism
in X and γ is a homotopy class of paths in TX from s to T (f)(s′). The composition of
morphisms from (X, s) to (X ′, s′) and then to (X ′′, s′′) is defined by
(f ′, γ, )(f, γ) := (f ′f, γ′′)
where γ′′ is the homotopy class of paths obtained by starting with γ (from s to T (f)(s′))
then adding T (f)(γ′) (from T (f)(s′) to T (f)T (f ′)(s′′)) and finally taking the path defined
by T (f ′, f, t)(s′′) as t runs backward from 1 to 0 (which goes from T (f)T (f ′)(s′′) to
T (f ′f)(s′′)). The associativity of this composition law is provided by the homotopies
T (f ′′, f ′, f, t1, t2).
Lemma 10.2 This P(T ) is a category fibered in groupoids over X (via the forgetful func-
tor). The assignment p(f, (X ′, s′)) = (f, 1) where 1 denotes the identity path from ??? to
??? is a cartesian section. The fibered groupoid P(T ) is a stack if and only if T is a weak
flexible sheaf.
Proof: ??? ✷
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Comparison of these constructions
These constructions N(C/X , v) and P(T ) are clearly not inverses. However, they
provide a sort of equivalence between the 2-category of stacks over X and the ∆-category
of 1-truncated weak flexible sheaves of CW type over X . We need to describe what this
means.
A strictly associative 2-category is a category with an additional structure of set of nat-
ural transformations between the morphisms (we call the morphisms functors) satisfying
the same properties as satisfied in the case of Cat, the set of categories.
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11. Classifying spaces
Suppose X is a site. Fix a universe U (basically, a cardinality bound). Then there
is a morphism of weak flexible sheaves of CW type E → B on X with the following
universal property: for any morphism S → T of truncated weak flexible sheaves of CW
type in the universe U , the space of pairs (f, φ) where f : T → B is a morphism and
φ : S/T ∼= E ×B T/T is an isomorphism over T , is weakly contractible.
Note that E → B is not in U itself (this is ruled out by Russell’s paradox).
We call B the big classifying space. It is essentially a union of all possible classifying
spaces.
The defining property of E → B implies that for any morphism f : T → B, the
loop space Ωf (B× T/T ) is equivalent to the relative space of equivalences Equiv∞(E×B
T/T, E×B T/T ) (this should even be true with the multiplicative structure—to state this
one would have to develop a loop space machinery for weak flexible sheaves).
The construction of E → B
This section not finished...
Classifying spaces for local systems
Suppose L is a type of local system (e.g. local system of abelian groups, of rings,
of groups, or just of sets). Then there is a classifying space BL with a local system
EL → BL of the required type, such that for any S and local system L on S of the
required type, the space of pairs (f, ψ) where f : S → BL and ψ : L ∼= f ∗(EL) is an
isomorphism of the required type of local system over S, is weakly contractible.
Construction not finished...
In this case, BL is 1-truncated (since the space of relative equivalences of local systems
of typeL is 0-truncated).
We describe π0(BL). Let Ipre(L) denote the presheaf on X which associates to each
object Y the set of isomorphism classes of sheaves of type L on X /Y (that is local systems
over the flexible sheaf represented by Y ). Let I(L) denote the associated sheaf. We claim
that there is a natural isomorphism I(L) ∼= π0(BL). Proof ???
Suppose L→ S is a local system of type L over S, and suppose that γ ∈ Γ(X , I(L)).
We say that L is of similarity γ if the image of the classifying map for L/S projects to
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π0(BL) by a map which factors through the point γ. Note that if S is 0-connected then
there will always be such a γ.
Suppose that G is a sheaf over X of type L. Then we say that a local system L/S is
similar to G if it is of similarity equal to the point which is the image of the classifying
map for G/∗ (we will denote this point by 〈G〉).
We have the following characterization: a local system L/S is locally similar to G if
and only if, for every object X ∈ X and every point s ∈ SX , there exists a sieve B over X
such that for any g : Y → X in B, the fiber of L|X/Y over the point g
∗(s) is isomorphic
to G.
(proof ???)
If L and M are two local systems over S, we say that L is similar to M if the
composition of the classifying maps S → π0(BL) for L and M are the same.
If γ ∈ I(L) let BγL denote the fiber of the morphism
BL → π0(BL) = I(L)
over the point γ. If G is a sheaf over X of type L then AutL(G) (or just AUt(G) for
short) is a sheaf of groups over X and we have
B〈G〉L = K(Aut(G), 1)
with basepoint corresponding to the classifying map of the local system G→ ∗.
In particular, if L/S is a local system which is locally similar to G then the classifying
map is a map
f : S → K(Aut(G), 1).
There is a morphism
∗ = {f, ψ} → {f} =Map(S,K(Aut(G), 1))
where the fiber over a particular mapping f is the space of choices of ψ, that is the
space of choices of isomorphism L/S ∼= f ∗EL. This is a principal homogeneous space for
Map(S,Aut(G)) which is the space of automorphisms of f ∗EL. This morphism is just
the path space fibration where the point is that corresponding to the classifying map f
for L.
(Several unfinished sections from 1993 and 1995 supressed)
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