This paper studies the equivalence of exponential ergodicity and L 2 -exponential convergence mainly for continuous-time Markov chains. In the reversible case, we show that the known criteria for exponential ergodicity are also criteria for L 2 -exponential convergence. Until now, no criterion for L 2 -exponential convergence has appeared in the literature. Some estimates for the rate of convergence of exponentially ergodic Markov chains are presented. These estimates are practical once the stationary distribution is known. Finally, the reversible part of the main result is extended to the Markov processes with general state space.
Introduction
Let Q=(q ij ) be a regular, irreducible Q-matrix on a countable set E. Assume that the corresponding transition probability matrix (also called the Q-process to indicate the connection with the matrix Q) P(t) = (p ij (t): i; j ∈ E)) is stationary with distribution = ( i ). Refer to Anderson (1991) or Chen (1992) for general terminology and notations. Note that the Q-matrix and Q-process are replaced by q-matrix and q-function, respectively, in Anderson (1991) . A traditional topic in the study of Markov chains is exponential ergodicity. The Q-process P(t) is said to have exponentially ergodic convergence to its stationary distribution , if there is an ¿ 0 such that for all i; j ∈ E, there exists a constant C ij so that |p ij (t) − j |6C ij e − t for all t¿0:
(1.1)
The parameter is called an exponentially ergodic convergence rate. It is well known that (1.1) is equivalent to exponential decay of p i· (t) − Var as t → ∞ (cf. Chen, 1992, Theorem 4:43(2) ), where · Var is the total variation ( Var = + (E)+ − (E)= sup |f|61 | f d |). About the convergence in total variation, there is a great deal of publications, see for instance Down et al. (1995) , Lund et al. (1996) , Meyn and Tweedie (1993) and Nummelin (1984) and references within.
A transition probability matrix P(t) deÿnes in a natural way a strongly continuous, contractive semigroup, denoted by {P(t)} t¿0 , on the space L 2 ( ). A recent topic in the study of Markov processes is L 2 -exponential convergence. A Markov semigroup {P(t)} t¿0 is said to have L 2 -exponential convergence if there exists an ¿ 0 such that P(t)f − (f) 6 f − (f) e − t ; t¿0; f ∈ L 2 ( );
( 1.2) where · denotes the usual L 2 -norm and (f) = f d . The parameter is called an L 2 -exponential convergence rate. The two convergences in (1.1) and (1.2) look like rather di erent, but they are proved in the paper to be nearly equivalent for continuous-time Markov chains.
Before moving on, let us review some notation (cf. Chen, 1992, Corollary 6:62 and Chapter 9) . Let (·; ·) denote the usual inner product on L 2 ( ). Deÿne two operators on L 2 ( ): D(f) = lim t↓0 t −1 (f − P(t)f; f) provided the limit exists and D * (f) = This may also holds for irreversible Markov chains but it remains unproven. Let q i = −q ii for i ∈ E. In general, a simple su cient (but not necessary) condition for (1.3) is that Chen, 1992, Lemma 9:7) . In the irreversible situation, one often adopts the following symmetrizing procedure. LetP(t) = (p ij (t)) be the dual of P(t):p ij (t) = j p ji (t)= i . It ÿrst deduces the dual Q-matrixQ = (q ij ) and then leads to a reversible Q-matrix Q = ( q ij ) as follows:
(1.5)
We now introduce the ÿrst main result of the paper. The further results including some estimates of convergence rates are presented in Sections 3 and 4. In the discrete-time case, the reversible part of the result below was proved in a recent paper (Roberts and Rosenthal, 1997) . We believe that the result is more or less known, though it may not have previously been stated explicitly. Theorem 1.1. Let Q = (q ij ) be a regular; irreducible Q-matrix on a countable set E and the corresponding Q-process is stationary. Then (1) L 2 -exponential convergence implies exponentially ergodic convergence. (2) If the Q-process is reversible; then the two convergences are equivalent. (3) Assume that the Q-process is not reversible but K is dense in D(D * ). If the Q-process is exponentially ergodic; then the Q-process is not only exponentially ergodic but also L 2 -exponentially convergent.
Note that part (3) of the theorem is somewhat di erent from the inverse statement of part (1). This is a technical point in our proof. However, as we will show in the next section, it is often true that exponential ergodicity of the Q-process implies that of the Q-process. In that case, we do have the inverse implication.
In view of Theorem 1.1, the study of one type of convergence may beneÿt from the study of the other type of convergence. For instance, in the reversible case, the well-known criteria for exponential ergodicity (cf. Anderson, 1991 , Chen, 1992 or (2:1)) now become criteria for L 2 -exponential convergence. Until now, no criterion for L 2 -exponential convergence has appeared in the literature. Note that on the one hand, some nice progress has been made recently in the study on the spectral gap for Markov processes (refer to the survey article (Chen, 1997) for the present status of the study and for a comprehensive list of references). On the other hand, this paper presents some explicit comparisons between the drift constant used in Criterion (2.1) below, the spectral gap and the exponential convergence rate (cf. Theorems 3.1, 4.1, 4.3-4.5 given in Sections 3 and 4). Based on these facts, whenever the stationary distribution is known, one may deduce immediately many new bounds for exponentially ergodic convergence rate. Certainly, when is not known, the use of the Dirichlet forms has no advantage, and one must adopt di erent approach (the coupling methods for instance, cf. Chen, 1992 Chen, , 1997 .
Of course, Theorem 1.1 is meaningful for more general Markov processes. Here we consider only the reversible case (refer also to the last paragraph of Section 4). The discrete-time analog of the next result was presented in Roberts and Rosenthal (1997) . Theorem 1.2. Let {P(t)} t¿0 be a Markov semigroup on a measurable state space (E; E); reversible with respect to a probability measure . Then L 2 -exponential convergence (1:2) is equivalent to the following statement:
For each probability measure with d =d ∈ L 2 ( ); there is C ¡ ∞ such that P(t) − Var 6C e − t ; t¿0: (1.6)
For discrete state space, by setting = i in (1.6), it follows that Theorem 1.2 generalizes the reversible part of Theorem 1.1. Next, by Theorem 1.2 again, the equivalence of the two convergences also holds once the transition probability p(t; x; ·) satisÿes that for some h ¿ 0; p(h; x; ·) and dp(h; x; ·)=d ∈ L 2 ( ) for all x ∈ E. In view of this, it follows that the equivalence holds for a large class of reversible Markov processes. However, in the inÿnite-dimensional situation, the restriction on given in (1.6) cannot be removed. For instance, when there exist several Gibbs states corresponding to the same semigroup {P(t)}, it can happen that for each Gibbs states , (1.2) holds but there is no hope to remove the restriction on since the Gibbs states may be singular each other. In other words, assertion (1.6) does not necessarily imply ergodicity of the corresponding process in the inÿnite-dimensional situation.
The proof of Theorem 1.1 is delayed until Sections 3 and 4. In the next section, we recall some known results which will be used in the later proofs and explain some background which leads to Theorem 1.1. In Section 5, the application of the results obtained in the paper is illustrated by some examples. The proof of Theorem 1.2 is given in the last section.
Preliminaries and background
In this section, we recall some known facts and some motivation for the present study. In particular, a formula of the L 2 -exponential convergence rate is given. The complication of the relationship between the drift constant used in Criterion (2.1) below and the convergence rates are illustrated. Besides, part (3) of Theorem 1.1 is proved.
First, we make a remark about the relation of the dense condition (1.3) and the regularity of Q. By Chen (1992, Theorem 4:69) , the Q-matrixQ is regular and has the same stationary distribution . Recall that the largest L 2 -convergence rate max in (1.2), denoted by gap(Q) or gap(D) according to our convenience, is given by the following variational formula:
here is at the moment regarded as the generator of P(t) with domain D( ) in L 2 ( ). Actually, this formula of max holds for any reversible Markov semigroup {P(t)} t¿0 if we use the notations (D; D(D)) and ( ; D( )) to denote the Dirichlet form and the generator of {P(t)} t¿0 , respectively (cf. Chen, 1992, Theorem 9:1). Thus, the rate in (1.2) and (1.6) can be simultaneously replaced by gap(D). When E is ÿnite and Q is reversible, gap(Q) is the smallest non-trivial eigenvalue of −Q, i.e., the gap between the ÿrst two eigenvalues of −Q. See also the remark at the end of this section.
Under the dense condition (1.3), the study on L 2 -exponential convergence in the irreversible case can be completely reduced to the reversible one since gap(D) = inf {D * (f): (f) = 0; f = 1} and furthermore gap(D) = gap(D) = gap( D). We now show that part (3) of Theorem 1.1 is a simple consequence of the ÿrst two parts of the theorem. Since Q is reversible, by part (2) and the assumption, the Q-process is L 2 -exponentially convergent and so is the Q-process since gap(Q) = gap( Q). Exponential ergodicity of the Q-process then follows from part (1) of the theorem.
Next, denote byˆ =ˆ (Q) the supremum of the possible exponentially ergodic convergence rate in (1.1). Unfortunately, there is no variational formula forˆ . We only know some criteria for the positivity ofˆ . The most practical criterion is:ˆ ¿ 0 i for some=every ÿnite set A, there exists a function ' and constants ¿ 0; C¿0 such that '¿1 and '6 − ' + CI A (2.1) (cf. Anderson, 1991 , Section 6:6, Theorem 6:5 or Chen, 1992 or Down et al. (1995) ; see also the comment above Lemma 4.2 in Section 4).
Here and in what follows, the operator is deÿned on the set {f:
Clearly, the operator and the form (D * ; D(D * )) are both determined by the Q-matrix Q = (q ij ). The next two examples show that (2.1) is not enough to determine eitherˆ or gap(D). Hence the equivalence of the convergences is not obvious.
Example 2.1. Consider the birth-death process on Z + = {0; 1; : : :} with birth rates b i = i + 2 for i¿0 and death rates a i = i 2 for i¿1. Then condition (2.1) holds for every ¿ 0 whenever A is large enough.
, where A ⊃{0; 1; 2; 3}. Thus, for A = {0; 1; : : : ; m} with m¿3, (2.1) holds with = m=2 which can be as large as we want.
However, for this example, it is known thatˆ = gap(D) = 2 (cf. Chen, 1996, Section 1).
Clearly, the large in the last example comes from the large size of A. The next example shows that the constant can be arbitrarily small if the set A is taken to be a singleton.
Example 2.2. Let ( i ¿ 0) be an arbitrary distribution on a countable set E and let q ij = j for j = i. Then,ˆ ¿gap(D) = 1. But, when A = {i}; (2:1) holds i ¡ i which can be arbitrarily small for inÿnite E.
Proof. It is rather straightforward to check that gap(D) = 1 and every non-constant function ' with (') = 0 is an eigenfunction of 1 = gap(D).
Fix a reference point, say 0 ∈ E to simplify the notation. Solving the equation
we get 16 (') := i i ' i 6(1 − ÿ)' i ; i = 0. This implies that ÿ ¡ 1 and
. Deÿne ' i = c=(1 − ÿ); i = 0 and ' 0 = 1. Then, (2.2) holds for these '; ÿ and every
Finally, since the reference point 0 is arbitrary, we obtain the required assertion.
The above two examples are both reversible. Irreversible Markov chains are much more complicated and up to now there is still no e ective tool to estimate the exponentially ergodic convergence rateˆ . A recent approach is studying the stronger L 2 -exponential convergence (i.e., the spectral gap) instead of studying exponential ergodicity directly. However, it often happens thatˆ ¿ gap(D) as illustrated by the following simple example.
Example 2.3. Let
Then the eigenvalues of Q 1 are 0; − A natural question arises: for inÿnite E, canˆ be positive yet gap(Q) = 0? To answer this question, we need some preparation. Recall that the dualQ-process (p ij (t)= j p ji (t)= i ) has the same stationary distribution . Thus, the Q-process is exponentially ergodic i so is theQ-process and they have the same convergence rateˆ . These facts may be enough to conclude exponential ergodicity of the Q-process but we are unable to prove it at the moment and there is still no counterexample either. The problem is that when we look at Criterion (2.1), the function ' and constant used there for Q andQ may be di erent. The same problem appears in the opposite implication: exponential ergodicity of the Q-process implies the one of the Q-process. But this is overcome in a rather technical way, stated as part (3) of Theorem 1.1. We now mention a simpler su cient condition:
Note that only a single function ' is used here andˆ is allowed to be positive! Then we have
and so the Q-process is exponentially ergodic. Condition (2.3), which will be further weakened in (4.4), often holds for Markov chains (see Example 5.3 for instance) and we have no counterexample of a Markov chain for which condition (2.3) does not hold. Thus, by Theorem 1.1, it is often true thatˆ ¿ 0 ⇔ gap(D) ¿ 0, and so we are safe in using the above symmetrizing approach when (2.3) holds at least. Another motivation of the study comes from Markov Chain Monte Carlo. In this context, we are given a distribution, say 0 = 1 2 , 1 = 2 = 1 4 . The problem is to construct a Markov chain whose law converges rapidly to . It is natural to construct a reversible one. For instance
Then we have gap(Q 2 )=(7− √ 17)=4 ≈ 0:72 ¡ 1. On the other hand, one may regard Q 1 as a perturbation of Q 2 with the same equilibrium distribution . Then, the irreversible Q 1 has a faster exponentially ergodic convergence rate than the reversible Q 2 . However, even for inÿnite E, any local perturbation does not change exponential ergodicity by (2.1). Thus, for every local perturbation Q 1 of a reversible Q 2 (which is the main interest in practice), whenever is kept, condition (2.3) holds and henceˆ (Q 1 ) ¿ 0 ⇔ gap(Q 2 ) ¿ 0 by Theorem 1.1. In view of this observation, we can just consider the class of reversible processes.
To conclude this section, we make a remark on the term "gap". In the irreversible case, the term is not necessarily closely related to the spectrum of as illustrated by Example 2.3. Next, recall the reversible Q-matrix Q given by (1.5). Under (1.3), we have gap(D) = gap( D) = inf spec(− Q)| 1 ⊥ (cf. Chen, 1992, Theorem 9:9) . In this sense, it has some spectral meaning.
3. Proof of the ÿrst part of Theorem 1.1
In this section, we prove that L 2 -exponential convergence implies exponential ergodicity, without using the dense condition (1.3). The ÿrst proof below is the shortest one but its conclusion is weaker than the second proof, which is meaningful in a more general setup (cf. Chen, 1998) .
The ÿrst proof. The proof is rather easy as shown in Chen (1992, Proposition 9:20) .
and arbitrary i 0 and j 0 . Hence
t for all i; j, which proves (1.1). In other words, the spectral gap always lower bounds exponentially ergodic convergence rate.
The second proof. As mentioned in the ÿrst section, (1.1) is equivalent to exponential decay of p i· (t) − Var as t → ∞. But the convergence rate in the total variation may be smaller than the one in (1.1). The next result shows that we still have the same lower bound.
Theorem 3.1. For every probability measure ; whenever the function i = i belongs to L 2 ( ); we have P(t) − Var 6 = − 1 e −gap(D)t for all t¿0; In particular;
Proof. The proof is similar to Chen (1998, Theorem 1.1), where the assertion was proved in the reversible case. Recall thatp ij (t) = j p ji (t)= i and gap(D) = gap(D). Assume that = − 1 ¡ ∞. Then, we have
Because the function = − 1 ∈ L 2 ( ) has mean zero, by (1.2) and deÿnition of gap(D) (cf. Chen, 1992, Theorem 9:1), the right-hand side is governed by
It was also proved in Chen (1998) that the convergence rate given in Theorem 3.1 is indeed sharp for birth-death processes.
Proof of the second part of Theorem 1.1
This section is devoted to proving that exponential ergodicity implies L 2 -exponential convergence. The proofs given in this section are very technical. The organization goes as follows. First, we deal with the reversible case, for which two di erent proofs are presented (Theorems 4.1 and 4.3). Another di erent proof will be presented in Section 6. Then, we reduce the irreducible case to the reversible one (Theorem 4.4). Finally, a criterion for the positivity of gap(D) is presented (Theorem 4.5).
Reversible case. Let (X t ) be a Markov chain with transition probability P(t). Deÿne A = inf {t¿0: X t ∈ A}. When A is a singleton, say 0 ∈ E for simplicity, we write 0 instead of {0} . The ÿrst assertion in the next result is due to Sokal and Thomas (1988) in the discrete-time case. Proof. (a) To prove the ÿrst assertion, ÿx t ¿ 0 and consider the discrete-time chain (X nt ) n¿0 with transition probability P = P(t). For n¿0 and i = 0, deÿne
Thus, following the proof of Sokal and Thomas (1988, Lemma 3:11) (roughly speaking, the lemma says that for discrete-time Markov chains, P D L 2 ( ;E\{0}) 6 r −1 whenever E i r 0 ¡ ∞ for some r ¿ 1), we know that the operator norm P D in L 2 ( ; E \{0}) is bounded above by e −ÿt . At this point, we need not only the reversibility but also (1.3). However, condition (1.3) is automatic in the reversible case as mentioned before. By Sokal and Thomas (1988, Lemma 3:12) , the operator norm of P(t) on L 2 ( ; E \ {constants}) is bounded above by P D . Hence, for every f with (f)=0 and f =1, we get (f; P(t)f)6 P D 6e −ÿt . Therefore, for all i = 0. Hence, the required assertion follows by using the transform' i = ÿy i + 1, i ∈ E.
It should be pointed out that the continuous-time version (i.e. the ÿrst assertion of Theorem 4.1) was mentioned in Landim et al. (1996, Proposition 4 :1) without proof. Moreover, condition (4.1) was replaced by a stronger one (Landim, 1996 , Proposition 4:2) which is usually less e ective since it fails for the simplest chain with two states. An estimate of the exponential convergence rate for stochastically ordered jump processes with continuous state space [0; ∞) was obtained in Lund et al. (1996) .
To present an improved result with a simpler proof, we need some preparation. Consider an exponentially ergodic chain. First, we show that for every ÿnite set A, there exists a function ' and a constant ¿ 0 such that (4.3) below holds.
By Anderson (1991, Section 6:6, Theorem 6:5) or Chen (1992, Theorem 4:45(2)), a Markov chain is exponentially ergodic i for every ÿnite set A, there exists some 0 ¡ ¡ q i for all i and a ÿnite non-negative sequence (y i ) such that j ∈A∪{i} q ij y j 6(q i − )y i − 1; i ∈ A;
As we mentioned before, this well-known criterion does not say anything about the convergence rate. By using the transform ' i = y i + 1, (4.2) can be rewritten in the simpler form (2.1) (but (4.2) and (2.1) are indeed equivalent). By replacing ' with 'I A c in (2.1), we obtain the following condition. Proof. (a) Choose ÿnite sets E n containing A such that E n ↑ E. Let n = inf {t¿0 : X t ∈ E n \A}. Note that for every function f with ÿnite support, {e t f(X t )} t¿0 is a P i -martingale with respect to the operator @=@t + . Since (4.3) also holds for ' n := 'I En\A on E n \A and where (m) is the mth jump time of the chain), we have
Letting n ↑ ∞ and using Fatou's Lemma, we get
The restriction '| A = 0 implies that E i [e t '(X t∧ A )]6' i and hence
(b) Next, since E n \A is ÿnite, there exists a function u n with unit norm and u n | (En\A) c =0 satisfying D(u n )= 0 (E n \A)=inf {D(f): f| (En\A) c =0 and f =1}. Because D(|f|)6D(f), u n must be non-negative. Furthermore, u n should be an eigenfunction of on the ÿnite set E n \A: u n = − 0 (E n \A)u n on E n \A. The reversibility of Q is required at this point. In the irreversible case, one obtains the equation u n =− 0 (E n \A)u n rather than u n = − 0 (E n \A)u n , which may have no solution at all (cf. Example 5.4). We now follow the proof given in Chen and Wang (1998, Proof of Theorem 3:2) . Since E n \A is ÿnite, there exists a positive c 1 such that u n (X t∧ n )6c 1 '(X t∧ A ). Thus,
This implies that 0 (E n \A)¿ . Finally, because (1.3) holds in the reversible case, it is easy to show that 0 (E n \A) ↓ 0 (A c ) as n → ∞ and so the required assertion follows. 
This means that gap(D)¿ 0 (A c ). Irreversible case: A condition parallel to, but weaker than (2.3) is as follows: General estimate: As we have seen from Example 2.2 the lower bound given by Theorems 4.1, 4.3 and 4.4 may be very small. On the other hand, as we have seen from Example 2.1, Criterion (2:1) is much more practical than (2:2). Thus, it is natural to use (2:1) instead of (2:2). That is the goal of this subsection. For any subset B of E, deÿne a restricted form D * B on B and the associated measure B as
The spectral gap of D * B is gap(D * B ) = inf {D * B (f) : B (f) = 0; B (f 2 ) = 1}: For ÿnite B, since D * B coincides with the form generated by the symmetrized Q-matrix ( q ij ), it follows that gap(D * B ) ¿ 0 even though the new Q-matrix can be reducible when restricted to B (cf. Chen, 1992, Theorem 9:9), Chen and Wang, 1998) . Let (C) = j∈C j and M A = max i∈A (q i + j ∈A q ij ). In the reversible case, M A can be replaced by 2max i∈A j ∈A q ij . For ÿnite A, M A 62max i∈A q i ¡ ∞. Thus, whenever 0 (A c ) ¿ 0 for some ÿnite A, we can make B large enough so that the right-hand side of (4.5) below is positive.
Theorem 4.5. Assume that (1:3) holds in the irreversible case. Then; for any A ⊂ B with 0 ¡ (A); (B) ¡ 1; we have
Proof. The proof is a slight modiÿcation of a much more general result (Chen and Wang, 1998, Theorem 3 .1) applied to Q = ( q ij ). We sketch the proof here. We must keep in mind that i q ij may not be symmetric. For the upper bound, noticing that for every f with norm one and f| A = 0, we have (
. Then, it follows that gap(D)6 0 (A c )= (A) as required.
For the lower bound, the original proof is based on Cheeger's splitting technique and consists of two estimates:
for every f with (f)=0 and (f 2 )=1, here = (
Once (4.6) and (4.7) have been proved, we obtain two lower bounds of D(f), say g 1 ( ) and g 2 ( ). Then D(f)¿inf ∈[0; 1] max{g 1 ( ); g 2 ( )}. Optimization of this lower bound with respect to ∈ [0; 1] produces the lower bound in (4.5).
We now prove inequality (4.6).
This can be done by using the inequality: (fI B ) 2 = (fI B c ) 2 6 (f 2 I B c ) (B c ) = (1 − ) (B c ). The inequality (4.7) is based on
The coe cient M A comes from the following calculation:
In the second equality, we used the stationary property of the process (cf. Chen, 1992, Theorem 4:17) .
To conclude this section, we mention that the irreversible part of Theorem 1.1 can also be extended to a more general setting, because the analogs of Theorem 3.1, Criterion (2:1) and Theorem 4.5 have been obtained in Chen (1998) , Down et al. (1995) and Chen and Wang (1998) , respectively.
Examples
In this section, we discuss four examples. The ÿrst two examples are reversible, they illustrate the application of Theorems 1.1 and 4.5. The last two examples are irreversible, they illustrate the application of Theorem 4.4; they also show the e ectiveness of condition (4:4) and the independence of the convergence rates and the eigenvalues of the operator .
Example 5.1. Let E = Z + . Consider the birth-death process with death rates a i and birth rates b i : a i = b i = i (i¿1) for some ¿ 0; a 0 = 0 and b 0 = 1. The process is exponentially ergodic i ¿2.
Proof. It is well known that the chain is ergodic i ¿ 1. Moreover gap(D) ¿ 0 i ¿2 (cf. Chen, 1996 or Chen and Wang (1998) , Example 4:5). Thus, by part (2) of Theorem 1.1, the process is exponentially ergodic if ¿2. The assertion is well known when ¿ 2 but is new for ∈ (1; 2] (cf. Anderson, 1991 , Proposition 6:6 or Chen, 1992 . We remark that i i q i = ∞ for this example. We have the following dual variational formula (Chen, 1999, Theorem 3:2) where 0 = 1; n = b 0 · · · b n−1 =a 1 · · · a n ; 16n6N and W is the set of all strictly increasing sequences (w i ) with N i=0 i w i ¿0. The result is valid even for inÿnite N (cf. Chen, 1996 Chen, or 1999 . Note that (when N ¡ ∞) each w ∈ W gives us a non-trivial lower bound of gap(D * B ) and then we obtain a non-trivial lower bound of gap(D) (and furthermore ofˆ ) by Theorem 4.5 (and Theorem 3.1).
For general Markov chains with Q-matrix Q = (q ij ) and stationary distribution , once the elements q i; i+1 and q i; i−1 of the symmetrizing matrix Q = ( q ij ) are positive, the Dirichlet form D(f) is bounded below by a form of birth-death process with birth rates b i = q i; i+1 and death rates a i = q i; i−1 . Thus, the procedure used in Example 5.1 is still applicable. In other words, it is now often easy to obtain a non-trivial lower bound ofˆ once is explicit.
Next, we consider the irreversible case. A Markov chain on Z + is called a single death process if q i; i−1 ¿ 0 for all i¿1 but q ij =0 for all i¿2 and 06j6i −2. There is no restriction on the rates q ij for j ¿ i. Such a process has an advantage: its stationary distribution is computable by an iterative procedure: 1 = 0 q 0 q 10 ; n+1 = n q n q n+1;n − n−1 k=0 k q kn q n+1;n ; n¿1:
This provides us a chance to apply the estimate from Theorem 4.4. However, in order to illustrate some idea and make the computation possible by hand, we consider here two very particular examples only.
Example 5.3. Let q 0k ¿ 0; q k = q k; k−1 ¿ 0 for all k¿1; q 0 = k¿1 q 0k and q ij = 0 for all other j = i. Suppose that 0 ¡ c 1 = inf i¿1 q i 6sup i¿1 q i = c 2 ¡ ∞. Then the process is exponentially ergodic i {q 0k } has geometric decay: q 0k 6cÂ k for some constants c and Â ¡ 1.
Proof. (a) First, we compute the stationary distribution. From the iterative procedure (5.1) plus some computations, it follows that the Q-matrix Q = (q ij ) has a stationary distribution i (b) We now prove the conclusion. By solving the inequality '(i)6−ÿ' i for i¿1, we get ' i ¿ i j=1 q j =(q j − ÿ)' 0 for i¿1 whenever ÿ ¡ c 1 . Let ' 0 = 1. Then, condition
i : Thus, (5.3) holds only if {q 0k } has geometric decay. From this, one can easily construct some examples ({q 0k } has only polynomial decay for instance) for whichˆ = 0 and so gap(Q) = 0 by Theorem 1.1. Thus, Theorems 4.1 and 4.3 fail since conditions (4.1) and (4.3) (with A = {0}) do not use the sequence {q 0k }.
Conversely, if {q 0k } has geometric decay, then
3) holds and so we have thus proved the required conclusion.
Example 5.4. Everything is the same as in Example 5.3 but q k =1 and q 0k =Â k (k¿1) for some Â ¡ 1. Then (2.3) and (4.4) hold. Moreover, gap(Q)¿1 − √ Â. However, the operator has no non-zero eigenvalues in the ordinary sense: f(i) = − f i for some f = 0 and all i ∈ E.
Proof. (a) First, we prove (2.3). By (5.1), we have
Moreover, ' i := (1 − ÿ) −i (i¿0) satisÿes '(i) = −ÿ' i (i¿1) and (5.3) for all ÿ ¡ 1 − Â. On the other hand, for the dual matrixQ = (q ij ), we haveq 0i = 1 − Â and q i; i+1 = Â (i¿1). Thus,
We now prove thatÿ :
These two facts imply (2.3). Letÿ = 1 − ÿ. Then,ÿ ∈ (Â; 1). To prove the last inequality, it su ces to show that (2 − Â)ÿ 2 − 2ÿ + Â ¡ 0. Solving this equation, we get two roots:ÿ 1 = Â=(2 − Â)
andÿ 2 = 1. The inequality now follows by conÿrming thatÿ 1 ¡ Â.
(b) We show that the operator has no non-zero eigenvalues. That is, f = − f has no non-trivial solution ( = 0 and f = 0). Thus, it is no hope to estimateˆ by using the eigenvalues of . Solving the equation f(i) = − f i (i¿1), one gets (1 − )f i = f i−1 (i¿1). From this, it follows that f i ≡ 0 once = 1. Otherwise, f i = (1 − ) −i f 0 for all i¿1 and f 0 = 0. From f(0) = − f 0 , it follows that we must have ¡ 1 − Â and 
Maximizing ÿ with respect to ÿ ¡ √ 1 − Â, we get ÿ = 1 − √ Â. Thus, by Theorem 4.4, we obtain gap(D)¿ 0 ({0} c )¿ ÿ and henceˆ ¿ ÿ ¿ 0 by part (1) of Theorem 1.1.
We remark that the lower bound produced by Theorem 4.1 is the same for this example. If one uses (2.3) instead of (4.4), then the resulting lower bound is 1 − Â(2 − Â) which is smaller than 1 − √ Â. As we mentioned before, the lower bound provided by Theorems 4.1, 4.3 and 4.4 may be rather rough. A possible way to improve the estimate of gap(D) is by directly using the methods developed in the study on the spectral gap for reversible processes (cf. Chen, 1997 Chen, ,1999 . We now illustrate one of the methods. where ∈ (0; 1) is a constant to be determined later. Next,
∈ (Â; 1):
Minimizing =(1 − )( − Â) with respect to , we get the minimum (1 − √ Â) −2 . Thus, Comparing this with the estimate given in Example 5.4, since 1 − √ Â¿(1 − √ Â) 2 =2, we see that this usually quite e ective method does not make any improvement.
Proof of Theorem 1.2
To prove Theorem 1.2, we need some preparation. As an analog of the usual L p -space of functions, we deÿne some space of ÿnite signed measures as follows (Roberts and Rosenthal, 1997) : 
) is a Hilbert space with inner product ; = (d =d )(d =d ) d . Due to the reversibility of P(t), it is easy to check that the action of P(t) on ∈ L 2 ( ) is equivalent to the action of P(t) on f ∈ L 2 ( ). Moreover, ∈ L p ( ) ⇒ P(t) ∈ L p ( ) for all t¿0. In particular, the L 2 -exponential convergence can be restated as follows:
For every signed measure ∈ L 2 ( ) with (E) = 0; P(t) L 2 ( ) 6 L 2 ( ) e −jt ; t¿0: (6.1)
Proof of Theorem 1.2. Because of the above discussions, we need only to show that (1.6) ⇔ (6.1). (6.1) ⇒ (1.6). The proof is very much the same as the proof of Theorem 3.1. Note that Var 6 L 1 ( ) 6 L 2 ( ) . By (6.1), we have for every probability measure ∈ L 2 ( ), P(t) − Var = ( − )P(t) Var 6 − L 2 ( ) e −jt . This gives (1.6) with C = − L 2 ( ) = ( L 2 ( ) − 1) 1=2 . (1.6) ⇒ (6.1). By using spectral theory of bounded self-adjont operators, it was proved in (Roberts and Rosenthal (1997, Theorem 2:1) that for a reversible Markov operator P, the following statements are equivalent. (i) There is ¡ 1 such that for every signed measure ∈ L 2 ( ) with (E) = 0, P L 2 ( ) 6 L 2 ( ) . (ii) There is ¡ 1 such that for every probability measure ∈ L 2 ( ), there is C ¡ ∞ such that P n − Var 6C n for all n¿1. Now, we ÿx t ¿ 0. From (1.6), it follows that assertion (ii) holds with P = P(t) (and then P n = P(nt) for all n) and = e − t . Therefore, assertion (i) holds with the same P and . That is (6.1).
