The Height and Shoe Size dataset contains information on height (in inches), dress shoe size, and gender for 408 college students. The information was collected to provide an interesting initial example for the study of correlation and regression in a business statistics class. Students don't mind providing this information (unlike weight, about which they are often more sensitive) and seem to enjoy seeing how accurate the resulting prediction is for their particular height or shoe size. Once each semester's values are added to the file, it is posted and used for a series of assignments. We begin with correlation, move on to a series of simple linear regression assignments, and finish by incorporating a dummy variable for gender. This data set could also be used for frequency distributions, histograms, or inference.
Introduction
Although text books are filled with data sets for use with correlation and regression, we have found that students are always more engaged if the data they use are closely connected to their personal experience. The students in this class are usually sophomores who have yet to enroll in business courses in finance or marketing, so data that is closer to their frame of reference makes more sense to them. We frequently use examples that deal with consumer products commonly used by college students, but we find there is even more relevance when they have supplied or collected the data themselves. One of the simplest ways to accomplish this is to send a sheet around the classroom asking each student to record height, shoe size, and gender. Entries have been saved over the years and we now have records on 408 students.
Incorporating real data, particularly that generated by the students themselves, is noted as a valuable tool for engaging students in their learning. The GAISE College report (2010) has as its second recommendation the use of real data, stating "It is important to use real data in teaching statistics to be authentic, to consider issues related to how and why the data were produced or collected, and to relate the analysis to the problem context. Using real data sets of interest to students is also a good way to engage them in thinking about the data and relevant statistical concepts." Many other authors echo this recommendation. See, for example, Auster and Wylie (2006) , who wrote about approaches to active learning, Page and Mukherjee (2000) who emphasized the importance of making material relevant to the student experience, and Kottemann and Salimian (2008) , whose experiment was prompted by the notion that "students rarely, if ever, have meaningful prior business experience. With the approach outlined above, students are dealing with data about themselves, which provides a context they can appreciate and that they understand, which in turn enables them to better grasp the concepts and methods being taught."
At our university, all business majors are required to complete a two-course introductory (noncalculus based) business statistics sequence, typically in their sophomore year. The first course covers data presentation, random variables and probability distributions, and inference. The second course covers tests of independence, ANOVA, correlation, regression, forecasting, and decision analysis as well as providing a brief unit on business applications of calculus. Our students are encouraged to use statistical software (e.g. JMP, Minitab, or StatCrunch), Excel, or applets to ease their calculations, but only after they have come to understand the concepts behind the calculations.
Typical business statistics texts include coverage of correlation and regression analysis (see, for example, Anderson, Sweeney, & Williams 2010; Bowerman & O'Connell 2011; Groebner, Shannon, Fry, & Smith 2011; and Levine, Berenson, Krehbiel, & Stephan 2011) . Although these texts have made it a point to include large data sets for examination, we find that we are always looking for more examples. Using real data increases student interest in the topics we teach in business statistics courses, and we anticipate that this would be the case in other statistics courses as well.
Specific analytical questions for use with this data set are provided in the assignments that appear in the Pedagogical Uses section of this article. Appendix B provides solutions to these questions.
Data Sources
The data in the Height and Shoe Size dataset were collected over several years from college students enrolled in our second required business statistics class.
The data file is available for download in an Excel file at: http://www.amstat.org/publications/jse/v20n3/mclaren/shoesize.xls A documentation file describing the data set and its uses is available for download in Word format at: http://www.amstat.org/publications/jse/v20n3/mclaren/documentation.doc.
Description of the Data
The data file contains an index value labeled Index that counts the students and then three variables: a variable for gender (Gender, coded as F for female and M for male), dress shoe size (Size, to half sizes), and height in inches (Height, shown to two decimal places).
In the interest of time in a large class section, we chose to have students self-report their shoe sizes rather than the length of their feet. However, the use of shoe size raises issues about data level of measurement and the error introduced by sizing systems. Bowing to time constraints, we have chosen to treat the shoe size variable as numerical for the purposes of this exercise, and we consider an increase of one shoe size as, for example, going from 7 to 8 rather than from 7 to 7 1/2. Clear instructions for reporting height should be given. In the data that accompany this article, students were asked to record their height in inches; no further instructions were given. Only one student reported to the half inch, and another reported his height in centimeters (subsequently converted to inches by the instructor). It may be more practical to specify that students report and round heights to the nearest half inch. 
Pedagogical Uses
This dataset is used for a series of exercises that support the introduction to correlation and regression chapters found in many business statistics textbooks. (See, for example, the texts listed in Section 1.) We begin, on the day that the information is collected, by reviewing crosssectional data with the students. Up until this point, most of the course work has involved a single variable and it is important to remind students why analysts often want several measures on the same item, whether it is a store, a person, a real estate property, or something else.
After the data are collected, a file that appends the data from this class to all of the historical data (the dataset used for this article) is posted for their access. We usually sort the data by gender and then by either height or shoe size, but if it is important for your students to practice manipulating the data, you could certainly randomize the order. The first exercise, given as an in-class quiz or a take-home exercise, asks the students to consider correlation as preparation for learning about simple linear regression. Note that we are a laptop campus and students have access to statistical software during class and off campus. They are asked to calculate correlation coefficients for height and shoe size for the men and, separately, for the women, and to conduct a hypothesis test for the significance of the correlation coefficient. The value of the test statistic is ____________. There are ________ degrees of freedom.
Using the Critical Value Method Using the p-value Method The critical value of the t statistic is
What is the conclusion and why?
The p-value is What is the conclusion and why?
Helpful Hint: We have found that it is worthwhile to continue to ask students to express their conclusions from hypothesis tests as full explanations and not accept a simple "reject" or "reject H 0 " as the conclusion. Encourage your students to describe the test that is used, its assumptions, and the implications that result from the conclusion.
The second assignment uses the shoe size data to examine simple linear regression concepts. By the time this exercise is assigned, students have worked their way through the introductory regression analysis material in their text and understand how to interpret their results. The designation of predictor and response variables is left to the students, creating results that very clearly illustrate what parts of the regression results stay the same regardless of which variable is the predictor (x) and which is the response (y).
In this exercise we begin by considering all of the data. Students calculate correlation and compare the correlation between height and shoe size for all observations with the correlations found for each gender. The reason for aggregating the data is to motivate the use of gender as an indicator variable in the regression model.
Exercise 2: Simple Linear Regression
Open To what can you attribute the fact that the correlation for all observations is larger? 4. Using the choices for the predictor (x) and response (y) variables that you indicated in question 1 develop a regression model using all the observations. Write your regression equation here using the variable names Height and Size. Explain the meaning of the values of the intercept and regression coefficient. 5. One of the students in the dataset is 64 inches tall and wears a size 8 shoe. What is the error associated with your model's prediction for this student? 6. From your analysis, determine whether a statistically significant relationship exists between Height and Size. Provide an explanation that supports your decision. 7. What percentage of the variation in the response (y) is explained by the regression model?
When the students' papers are returned, we spend some time examining the regression results from the two models they could have developed for this assignment. We find that this is a good way for students to check their understanding of the workings of regression. For those who have relied only on software and have not understood the algebraic relationships that create the ANOVA table and various other key portions of their output, we find that comparing the outputs is a revelation and assists their understanding of regression. 1. No distinction was drawn between male and female students in Exercise 2. Rerun your model for male students alone and then for female students alone, using the same choices for dependent and independent variables that you did in Exercise 2. Are these two new models "better" than the model than combines males and females? Explain.
2. Create an indicator variable for the Gender column. You will need to decide which gender will be represented by a "1" and which by a "0. The set of three exercises provides consistency in the introduction of correlation and regression concepts. By using the same data for each of the three assignments, students begin to understand the connections between answers that often are the result of a software command. 
Conclusion
The Shoe Size data set provides an interesting example to illustrate correlation, simple linear regression, and the use of indicator variables. The data set is large enough that it also generates useful residual plots. We have found that students are intrigued to see how well the models predict their results. They seem to appreciate working with the large number of observations and being included in the collection. Although we have used this data set only during coverage of correlation and regression, it could be used earlier in an introductory statistics class to illustrate frequency distributions and histograms and for confidence intervals and hypothesis testing.
