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ON THE SMOOTHNESS OF SEVERI VARIETY
XIAO YANG
Abstract. In this paper, we aim at giving a rigorous proof of the state-
ments on the smoothness and the dimension of Severi varieties where
there are gaps in the proofs in some standard literature. The method is
a mixture of algebraic and analytic methods.
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0. Introduction
Throughout, the base field is C. A variety is a quasiprojective, integral
and separated scheme of finite type over Spec(C). A curve is a projective
one-dimensional scheme. Hence, all curves are irreducible and reduced.
In the Appendix F in the lecture script [SEV21], F. Severi tried to establish
the theory of parametrization space of degree d plane curves in which each
point is associated to a principal homogeneous ideal of degree d in C[X,Y,Z].
Two principal homogeneous ideals are the same if and only if the generators
are associated. Explicitly,
 ∑
i+j+k=d
i,j,k∈N
cijkX
iY jZk

 7−! [cijk] ∈ PLd ,
where Ld =
d(d+3)
2 . He then specified a closed subset Vd,g in the parametriza-
tion space correspond to the Zariski closure of the collection of all plane
curves of degree d with geometric genus g. The statement that he tried
to prove was Vd,g is an algebraic variety of dimension 3d − 1 + g which is
nowadays known as the Severi variety.
Despite the direct and natural definition of the Severi varieties, the state-
ment is, however, not at all easy to show. This is one of the typical math-
ematical problem which seems innocuous but actually has led to a lot of
dilemmas. He considered the subset Dd,n of Vd,g which consists of plane
curves with only n nodes where n is linked to g by the degree-genus for-
mula. We also refer Dd,n as Severi variety. He claimed that Dd,n is open,
dense in Vd,g, and smooth of dimension 3d + g − 1. Effectively, he claimed
that Dd,n was connected. However, his proof did not convince the public.
It had remained unproven until the paper [HAR86] was published where J.
Harris continued the proof idea of Severi. But this will not be concerned as
the goal of this paper although it is interesting and highly nontrivial.
This author of this paper was motivated by the literature [HAM98] P24
where the argument for the smoothness and the dimension of Dd,n is not
clear or cogent, either. Possibly, a crucial step is missing. The proof of
smoothness and the dimension of Dd,n is actually a step stone of the claim
that Severi wanted, hence, crucial. Therefore, the aim of this paper is to
explain where the gaps in [HAM98] are and to fill them.
This paper is arranged as allowing: in Chapter 1, we will review some notions
and compute the geometric genus of nodal plane curves; in Chapter 2, we will
define some sets related to the problem, prove that they are constructible,
address the smoothness of these sets, and eventually compute the dimension;
in Chapter 3, we will discuss what is missing in the literature [HAM98] and
try to fill the gaps.
1. Genus of Nodal Plane Curves
Definition 1.1. A numerical polynomial is a polynomial p ∈ Q[T ] such
that for all n ∈ Z, p(n) ∈ Z.
In [HAR77] the definition is different but actually the same because:
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Lemma 1.2. f ∈ Q[T ] is numerical if and only if there exists N ∈ N such
that f(n) ∈ Z for all n ∈ N with N 6 n 6 N + deg(f).
Proof. A numerical polynomial must satisfy the condition. 
For the other direction, prove by induction on the degree of f . When degree
is 0 it is clear. Set g(n) := f(n+ 1)− f(n). Then deg(g) 6 deg(f)− 1 and
g(n) ∈ Z for all integers N 6 n 6 N + deg(f) − 1. Thus g(n) ∈ Z for all
n ∈ Z. Hence, once f(n) ∈ Z, we will have f(n± 1) ∈ Z. But f(N) ∈ Z, so
f(n) ∈ Z for all n ∈ Z. 
Definition 1.3. Let R := C[X0, ...,Xn] be the polynomial ring over a field
C. Given a finitely generated R-module M , the Hilbert polynomial of M
is a numerical polynomial hM such that hM (n) = dimC(Mn) for all n ∈ Z.
The Hilbert polynomial of a projective variety X over Spec(C) is a numerical
polynomial hX such that hX(n) = dimC(S(X)n) for all n ∈ Z where S(X)
is the homogeneous coordinate ring of X.
Apparently for X := Pm, due to some basic results in combinatorics,
hX(n) =
(
n+m
m
)
.
Definition 1.4. Let C be a curve, we define its arithmetic genus to be
p := dimC(H
1(C,OC)).
The geometric genus of C is defined to be the arithmetic genus of the nor-
malization of C.
Remark 1.5. Note that for any smooth curve C, the geometric and arith-
metic genera coincide. Another way to compute the (geometric) genus of C
which is smooth can be
g = dimC(Γ(C,ωC))
where ωC is the canonical sheaf of C. More details can be found in [HAR77]
Chapter II.8 and Chapter IV.1.
Proposition 1.6. Let C be a curve in P2k of degree d. Then its arithmetic
genus is
p =
(d− 1)(d − 2)
2
.
And 1− hC(0) = p.
Proof. Assume C generated by f does not pass through [1 : 0 : 0]. We
partition the curve into two parts A := {X1 6= 0}∩C and B := {X2 6= 0}∩C.
Compute the Cˇech complex of
0 −−! Γ(A,OC)⊕ Γ(B,OC)
ϕ
−! Γ(A ∩B,OC) −−! 0
which will give
dimC(H
0(C,OC )) = 1
and
dimC(H
1(C,OC)) =
(d− 1)(d− 2)
2
.
On the other hand, there is an exact sequence of graded R-modules
0 −−! R(−d)
·f
−! R −−! R/(f) −−! 0
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with R := k[X0,X1,X2]. Hence, the Hilbert polynomial of S(C) := R/(f)
is
hS(C)(n) =
(
n+ 2
2
)
−
(
n− d+ 2
2
)
.
which is the same as the Hilbert polynomial of C. Hence,
1− hC(0) =
(
−d+ 2
2
)
=
(2− d)(1 − d)
2
=
(d− 1)(d − 2)
2
= p.
Hence, the result. 
Proposition 1.7. Let C be a nodal plane curve of degree d. Let E −−! C be
the normalization of C. Resolution of singularity will branch out each node
to two preimages for each node. A divisor ∆ :=
∑
pi on E is summing up
these. Embed C −֒! P2. Then by successive composition of these two maps,
we have a closed immersion µ : E −−! P2.
There is an adjunction formula
µ∗OP2(d− 3)⊗ OE(−∆) ∼= ωE
or written more compactly
OE(d− 3)(−∆) ∼= ωE .
Then the geometric genus of C is
g =
(d− 1)(d − 2)
2
− n. (1.1)
Proof. Compute the Poincare´ residue. Details refer to [ACG98] P50. 
Because the normalization of curves always exists and give a non-negative
geometric genus. Therefore, the number of nodes of a nodal plane curve has
an upper bound.
2. The Parametrization Spaces
We continue what we have discussed in the introduction.
Definition 2.1. Let PLd be the equation space of polynomial of degree
d. And let Ad be the set of all irreducible curves; let Ad,g be the set of
all irreducible reduced curves of geometric genus g; let Bd,n be the set of
all irreducible reduced curves with at least n (distinct) nodes; let Dd,n be
the set of all irreducible reduced curves with exactly n (distinct) nodes, cf.
[HAR77] P32.
g, n can not be negative and have an upper bound. One can show that
the genus or the number of nodes can be any arbitrary as long as they
do not exceed the upper bound. So throughout, we assume n, d, g are all
non-negative and satisfy Equation (1.1). Apparently given d we have
Dd,n ⊆ Ad,g ⊆ Ad ⊆ P
Ld ,
and
Dd,n = Bd,n rBd,n+1
for appropriate g and n.
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Our goal is to show that Dd,n is smooth and of dimension Ld − n at each
point. By dimension or smoothness at a point in a (constructible) set, we
mean that in the closure of the set.
Claim 2.2. Let C ⊆ P2 be a plane curve defined by an equation f and x ∈ C
is a node if and only if Hess(f) is invertible at x.
Proof. Without loss of generality, we can prove this at the origin on an affine
chart (X,Y ). By definition, f = aX2+ bXY + cY 2+(high degree terms). If
a or c is non-zero, say a 6= 0, aX2+ bXY + cY 2 = has discriminant b2−4ac.
The determinant of Hessian matrix of f is 4ac− b2. Hence, the invertibility
of the Hessian matrix is exactly the same as the condition of (0, 0) being a
node. And if a = c = 0 and b 6= 0, bXY is factorized into two directions,
i.e., along X and Y . 
Proposition 2.3. Retain the notations in Definition 2.1, Ad is open in P
Ld.
Proof. If a polynomial is reducible or non-reduced. Then we can factor it into
polynomials of strictly smaller degrees. This will gives a morphism of pro-
jective varieties PLd1 × PLd2 −−! PLd , ([aij ], [blk]) 7−! [
∑
i+l=r,j+k=s aijblk].
Hence, the image is closed due to Chevalley’s theorem. Ad corresponds to
the image taken away all these closed subsets. 
Definition 2.4. Given d, n we use the space PLd× (P2)n to indicate the the
coefficients of curves with the first component and the second one denotes
the possible singular points. Consider the following equations

ϕk(cij ,Xk, Yk) =
∑
ij cijX
i
kY
j
k
!
= 0
ψk(cij ,Xk, Yk) =
∑
ij icijX
i−1
k Y
j
k
!
= 0
θk(cij ,Xk, Yk) =
∑
ij jcijX
i
kY
j−1
k
!
= 0
(2.1)
where 1 6 k 6 n. We denote the closed set defined by these equations in
PLd × (P2)n by Ed,n. Let
Hd,n := {(C, p1, ..., pn)|C ∈ Bd,n and with distinct nodes p1, ..., pn}
and
Kd,n := {(C, p1, ..., pn)|C ∈ Dd,n and with distinct nodes p1, ..., pn}.
Proposition 2.5. Hd,n, Kd,n, Bd,n and Dd,n are constructible.
Proof. On a patch of affine charts of (P2)n, Equation (2.1) can be translated
as the condition that points passing through the curve, and the points are
singular. But we do not get all desired curves. First, we should consider all
affine charts and the total number of equation is added up to 3n. Second,
we should also carve out the diagonals on (P2)n since the points are chosen
to be distinct. Precisely, for each n set
E′d,n := Ed,n ∩ (P
Ld × ((P2)n rDiagonals))
which is the set of (C, p1, ..., pn) with C singular at these pairwise distinct
points.
6 XIAO YANG
Continue writing another other equation
∑
i,j
i(i− 1)ci,jX
i−2
k Yk



∑
i,j
j(j − 1)ci,jXkY
j−2
k

−

∑
i,j
ijcijX
i−1
k Y
j−1
k


2
!
= 0
to carve out further closed sets in order to get Hd,n. We have only imposed
open relations. Therefore, Hd,n is locally closed and the closure of Hd,n is
Ed,n. Project Hd,n+1 to P
Ld × (P2)n by omitting the last coordinate and
take the difference between Hd,n and the image of Hd,n+1. Thus, we get the
constructible set Kd,n. Finally, project Hd,n and Kd,n to P
Ld . Consequently,
we get Bd,n,Dd,n which are all constructible. 
Now that they are constructible sets, then the smoothness or dimension are
enough to be checked on the closed points which is mentioned in [HAR77]
P177. And the smoothness is coincide with the version in differential geom-
etry.
Proposition 2.6. Kd,1 ⊆ P
N × P2 is smooth of dimension Ld − 1.
Proof. Any (C, p) is a curve with a node at p which satisfies Equation (2.1).
Pick a chart such that the node is at (0, 0). The Jacobian matrix at the
point with respect to only (c00,X1, Y1) is(
1 0
∗ Hess(C)p
)
.
It defines a codimension 3 condition in PLd × P2 since the Hessian is invert-
ible. Indeed, on a small enough analytically open ball around that curve
along the manifold, they all correspond to curves has singular points with
non-degenerating Hessian. Then along each point the dimension of tangent
space is constantly of dimension Ld +2− 3 = Ld − 1. Hd,1 is locally closed,
actually open in Ed,n. Hence, we can apply constant rank theorem which
gives the desired dimension. 
Proposition 2.7. Let p1, ..., pn be nodes on a nodal plane curve of degree
d. They will impose independent condition on system |OP2(d− 3)| of plane
curves of degree d− 3.
Proof. Let S be the vector space of all plane curves determined by degree
d − 3 homogeneous polynomials which passing through p1, ..., pn. The
dimension of S is at least (d−2)(d−1)2 − n. Due to a statement in [FUL98]
P165, the vector space is a subspace of Γ(C,OC(d−3)(−∆)). Per definition
OC(d− 3) is the pullback sheaf of OP2(d− 3) and O(−∆) gives the sheaf of
those sections vanishing at these specific point. On the other hand,
Γ(C,OC(d− 3)(−∆)) ∼= Γ(C,OC (d− 3)(−∆)) ∼= H
0(C,ωC) := g.
Equation (1) gives exactly the same bound. Hence, the result. 
Proposition 2.8. Retain the notations in Definition 2.1, Kd,n is smooth
and the dimension of tangent space at each point is Ld − n.
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Proof. By Proposition 2.5, we know Kd,n is constructible. Therefore, it
suffices to show that it is of dimension Ld − n. Pick any nodal plane curve
(C, p1, ..., pn) with n nodes. We will work on an affine chart of P
2 such that
all points are given by pl = (xl, yl) on the affine plane and take an affine
chart of PLd such that the coefficient of the polynomial which determines
the curve is give by cij . Set
c˜l :=
∑
i,j
xily
j
l cij .
Due to Proposition 2.7, this is surjective. Then we can extend this to a
bijective linear map by introducing more variables to the list of {c˜l}. This
gives a map
F : (c˜l,X, Y ) 7−! (cij ,X, Y ) 7−! (ϕk, ψk, θk) ∈ C
3n.
One computes the Jacobian,
J(C,p1,...,pn)(F ) =


1 0 0 0
∗ Hess(f)p1 ∗ 0 ...
0 0 1 0
∗ 0 ∗ Hess(f)p2
...

 .
∂c˜lϕk = δlk because we can rewrite∑
i,j
cijX
i
kY
j
k =
∑
i+j>0
c¯ij(Xk − xk)
i(Yk − yk)
j + c˜k
where c¯ij is uniquely determined by cij , hence, by c˜l.
Apply Gauss elimination, we get

1 0 0 0
∗ Hess(f)p1 0 0 ...
0 0 1 0
0 0 ∗ Hess(f)p2
...

 .
We can see that this is full rank, i.e., 3n. By constant rank theorem, Kd,n
is smooth and the tangent space is of dimension Ld + 2n− 3n = Ld − n. 
3. Resolve the Problem
But we are not done yet: what we proved was the space Kd,n not Dd,n. An
educated intuition leads to that Dd,n is smooth and of dimension Ld − n
because Kd,n is nothing but an (n!)-fold covering of Dd,n by permuting all
nodes. But a very a bad thing will happen: even an injective immersion can
fail to be an embedding. This was the problem in [HAM98] P31 where the
author simply claimed that the local isomorphism on tangent would implies
global embedding. The treatment of the author for local isomorphism was
correct. But he still assumed the smoothness of Dg,n. A priori, it is not
given! Till this point, we have not show it the smoothness yet.
It seems that π : Ed,n −−! Dd,n is e´tale at each point in Kd,n. π is locally of
finite presentation. Fiber at each point just has finitely many points. Re-
main to show is the flatness of the morphism. However, without smoothness
at the points Dd,n, it seems to be impossible to deduce. Indeed, consider the
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normalization of a curve with just one node and remove one of the preimage
of the node. The morphism is not e´tale, but the fiber of morphism always
have one point.
In order to cover the missing point, we will adapt to the differential geometry
reflection of this problem. Consider the famous Hopf-fibration
U(1) ∼= S1 −−! S2n+1
p
−! CPn.
Precisely, p : (z0, z1, ..., zn) 7−! [z0 : z1 : ... : zn] with a fiber S
1 since
(z0, z1, ..., zn) and (e
iθz0, e
iθz1, ..., e
iθzn) both lie on the curve and will cor-
respond to the same point in CPn. Multiplying by eiθ is a Lie group action.
The Lie group U(1) acts properly, freely and isometrically on S2n+1 which
gives a quotient manifold structure on CPn.
In the way, thinking (S2n+1, gsph) as Riemmanian manifold, we have a unique
way to let CPn carry a metric h making p into a Riemmanian submersion
which is the Fubini-Study metric, dFSn . Rather than computing the distance
by the metric, we should think of it more geometrically. S2n+1 −−! CPn is
a Riemannian submersion. Because The fiber at each point (e.g., [1 : 0 :
... : 0]) has a Hopf fiber diffeomorphic to S1, locally we can lift a geodesic
of CPn upon S2n+1. The geodesic is always perpendicular to the Hopf
fiber and is always a minimizing geodesic locally. The exponential map
expp : TpCP
n
−−! CPn gives a local diffeomorphism within the ball of radius
π/2. But outside ball it fails to be injective which means there are multiple
geodesics hitting the same point on the equator.
Lemma 3.1. For any point p ∈ CPn, the cut locus of p is {q ∈ CPn |
dFSn (p, q) = π/2} which is isometric to CP
n−1. Explicitly, if p = [a0 : ... :
an], then
Cut(p) =
{
[b0 : ... : bn] ∈ CP
n
∣∣∣ ∑ aibi = 0} .
And the distance between [1 : a1 : .... : an] and the hyperplane {[0 : b1 : .... :
bn] ∈ CP
n} is
arccos
(√
|a1|2 + ...+ |an|2
1 + |a1|2 + ...+ |an|2
)
.
Proof. In order to prove the two statements rigorously, one needs to compute
the Jacobi field (details can be found in [BES78] P82). But geometrically,
we have already described the geodesics of the manifold: we lift the geodesic
of CPn upon S2n+1 where we can compute the distance easily.
S2n
p
S2n+1
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The arclength can be easily computed can be computed through Euclidean
geometry. 
The significance of the lemma above shows the on the parametrization space
of curves, if there is a sequence of curves {Ci} converging to a curve C (under
dFSn ) and the coefficient of a term of C is non-zero, then there exists a N
and all i > N the coefficient of the that term of Ci must be also non-
zero. In the following, “near” simply means the “lying in a sufficiently small
neighborhood” which can be circumspectly formulated by ǫ-δ language of,
albeit pedantic. And for now on, a curve is just synonym to the polynomial
defining it.
Definition 3.2. Let C1, C2 be two curves of degree d in P
Ld . The distance
between two curves is defined to be the distance between the corresponding
points in the complex projective space given by the underlying metric above,
dFSLd .
Lemma 3.3. For any Cauchy sequence of curves degree d curves {Ci}i∈I
with limi!∞Ci ! C, we have for big N , Ci and C can be contained on the
same chart and all terms in C appear also in Ci for all i > N . Hence, fix
a choice of coefficients on C the coefficients of Ci, by some rescaling, the
coefficient of each term of Ci is near (in the Euclidean sense) to the same
term of that of C for all big i.
Proof. If either the first two statements is not true, by Lemma 3.1 we have
the distance between infinitely many Ci and C must be always greater than
a positive value.
Now, we can study the curves on an affine chart. Then the last statement
is automatically true because the induced topology are equivalent. 
The lemma above just says if a sequence of curves converges to a curve, then
their coefficients must be “close” to each other by an appropriate scaling and
all terms of the limit must always appear in the sequence after some point.
Lemma 3.4. f ∈ C[z] be a polynomial of degree n. Say f(z) = anz
n +
an−1z
n−1 + ... + a0 (an 6= 0) has the set of roots R(f) := {p1, ..., pn} (need
not be distinct). Then for every m > n and every ǫ > 0, there exists δ > 0
such that every polynomial g(z) = bmz
m + bm−1z
m−1 + ... + m0 (bm 6= 0)
having the set of roots R(g) = {q1, ..., qm} (need not be distinct, either). If
assume for all k = 1, ..., n, |ak − bk| 6 δ and all k > n, |bk| < δ, we then can
find S ⊆ R(g) such that card(S) = n and∑
q∈S
d(q,R(f)) 6 ǫ.
In particular, if m = n, in a small neighborhood the numbers of roots count-
ing multiplicities of f, g are the same.
Proof. Take any point p ∈ R(f). For ease we think it is 0. Take a circle
B with center 0 and radius r < 1 and at most ǫ/n to separate it from the
other (distinct) roots. Let 0 < M := max∂B |f(z)| since there is no root on
this circle. Set
h(z) := δmz
m + δm−1z
m−1 + ...+ δ0.
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Now,
|h| 6 |δm|r
m + |δm−1|r
m−1 + ...+ |δ0| < |δm|+ |δm−1|+ ...+ |δ0|.
Choose 0 < δ < M/m. Therefore, for any choice of δi < δ, we have |h| < |f |
on B. Now, apply Theorem A.1 for f and f +h which states that they have
the same amount of roots in B. Apply this procedure for all distinct points
in R(f). We will get the desired δ and S. 
Proposition 3.5. Let C1, C2 be two curves of degree d1, d2 intersect transver-
sally at smooth points p1, ..., pn. Then perturbations on coefficients leave the
intersection points staying in a small neighborhood. That is to say for any
ǫ > 0 there exists δ > 0 so that for all curves C ′1, C
′
2 of degree d1, d2 with
dFSLd1
(C1, C
′
1) < δ, d
FS
Ld2
(C2, C
′
2) < δ we have∑
i
dFS2 (C
′
1 ∩C
′
2, pi) < ǫ.
Proof. Without loss of generality, we can assume C1, C2 intersect in an affine
chart. Then we will study the affine equation. Pick n small open balls Bn of
radius at most ǫ centered at p1, ..., pn such that they are disjoint from each
other. Pick any of these ball and assume its center is (0, 0) for simplicity.
C1 r ∪iBi and C2 r ∪iBi are compact. Cover C1 and C2 with with finitely
many small cubes to separate them which is possible because the space
satisfies separation axiom T4.
We claim the two curves will stay in the union of the small enough cubes
(δ-neighborhood). Otherwise, we assume there is a sequence of curves C1,i
such that limi!∞C1,i = C1. But there are always points qi ∈ C
(i)
0 such that
qi lies outside the union of these cubes. Say there is a cluster point of {qi}
being q∗ lying outside the union of these cubes. The existence is guaranteed
by the (sequentially) compactness of the space. There must be one leading
term on which the all curves does not vanish (for i big enough).
qˆ
q∗
We draw a thin channel around the point q∗. The direction of the channel is
chosen in the way that drawing parallel lines passing through these qi’s along
the channel will intersect all these curves and keep the degree of these curves
{Ci} and C. This is possible because the number fail to keep the degree will
have measure 0 on the complex plane. The univariate complex equations of
resulting polynomials cutting C1,i will converge to the univariate complex
polynomial defining by cutting the C1 by the passing through q
∗. But these
polynomials give a root does not converge to any other roots of the original
polynomial. This is a direct contradiction to Lemma 3.4.
Now, all intersection points must be retained in these balls Bk. We want
to show the nodes can not be “teleported”. Assume the point is (0, 0).
We may then write the two curves as aX + bY + higher degree and cX +
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dY +higher degree by assumption we have ad− bc 6= 0. This means: under
perturbation the curves remain smooth and transversal if intersect at all in
the small neighborhood. Again by the channel method described above we
can show that the number of nodes will not increase in each ball: assume
there is a sequence of pairs of curves C1,i and C2,i with limi!∞C1,i = C1 and
limi!∞C2,i = C2. Such in some ball Bk containing node pk, the number of
nodes must be more than one. Assume there are two sequences {qi} and {si}
approaching to the node and each pair (pi, si) are the intersection points of
the two curves C1,i and C2,i in the neighborhood and can be assume to be
distinct. Choose a thin channel so that the line in the range is transversal
to C1 at pi. Then draw lines Qi in the following way: First, determine a
line l which passing through the node pk whose direction is around tangent
direction of C2 such that l and C1 are transversal the polynomial resulted
by intersection between C1 and a line keeps the degree of the C1. We will
get a line passing through pk. Second, draw a line l
′
i through qi and si whose
direction should be around the direction of the tangent line of C1, re-orient
l′i in a small range to get a new line li such that its direction is around the
direction of l within 1/i, the resulting polynomial preserves the degree of
C1,i, and the intersection between li and C1,i will be near to qi and si, i.e.,
still in the ball Bi. This is possible due to Lemma 3.4. For all C1,i and li
the line intersects at two points (at least), but the limit is C1 and l which is
transversal to a line passing through pk. All the resulting polynomials are
of the same degree and having coefficients sufficiently near. Apply Lemma
3.4, we get the case is not possible. But the total number of intersection
points is constant due to Theorem A.2. We can conclude. 
Hypothesis 3.6. Let C1, C2 be two curves of degree d1, d2 intersect points
p1, ..., pn. The perturbation on coefficients leave the intersection number
staying in a small neighborhood.
Proposition 3.7. Dd,n is smooth of dimension Ld − n.
Proof. We consider PLd and PLd×(P2)n as Riemannian manifolds naturally.
Now, π˜ : Kd,n/Sn −−! CP
Ld is bijective onto the image and smooth.
It is further an immersion. Ascribed by the matrix in the proof of Proposi-
tion 2.8, we can see that after projection the tangent space of Kd,n is mapped
injectively – Kd,n is written locally as the variables in the kernel of the F in
Proposition 2.8. Locally, the tangent maps isomorphically onto the tangent
space of the locus of curves that passing through p1, ..., pn.
The inverse is continuous. Pick any curve C ∈ CPLd . Let ∂xC and ∂yC
be the two partial derivatives, also curves, of the curve. They are smooth
and intersect transversally at each node. For any curve C ′ in a small neigh-
borhood of C, its derivatives are also near to the original ∂xC and ∂yC.
The intersection of derivatives lies in a sufficient small neighborhood of the
node due to Proposition 3.5. However, there will not be more. Hence, the
nodes will be around the original nodes. Of course, there can be less nodes.
But in our case, the manifold represents only the curves with less nodes.
Therefore, the number of nodes will not decrease. For any ǫ > 0, it is easy
to see that there exists a neighborhood of C in Dd,n such that all curves lie
in that neighborhood have nodes near to the nodes of C. Take the product
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metric on PLd × (P2)n. Then the continuity is proved.
This means π˜ is an embedding, namely, the image Dd,n is an embedding sub-
manifold of CPLd. As a subset of a (Zariksi) closed set Dd,n in the projective
space PLd , each point in Dd,n is smooth. 
Proposition 3.8. Let f : X −−! Y be a morphism of two regular quasi-
projective schemes. If dimx(X) = dimf(x)(Y ) + dimx(Xy), then f is flat at
x.
Proof. A quasi-projective scheme is of finite type, hence, Noetherian. Then
each stalk is a Noetherian local ring. Take the stalk at x, f(x). Set R := OX,x
and S := OY,f(y) with maximal ideals m and n respectively. Because the
schemes are regular, then R and S are regular with dim(R) = dimx(X) and
dim(S) = dimf(x)(Y ). But we will weaken the assumption on S to be a
Cohen-Macaulay ring. And due to the condition, we have
dim(R) = dim(S) + dim(R/mR).
To show is the induced morphism fx : S −−! R is flat. We prove it by
induction on dimension of S.
If dim(S) = 0, then S is a field. Then it is trivial.
Assume the statement is true for any such S whose dimension is less than
n. Now, for the case where dim(S) = n + 1, take v ∈ m r m2. A :=
S/vS and B := R/vR are still Noetherian local rings with maximal ideals a
and b. Let (s1, ..., sdim S) be a system of parameter of S and (r1, ..., rdimR)
be a system of parameters of R. Apparently, dim(A) = dim(S) − 1 with
a system of parameter (a1, ..., adim(A)). And the number of elements in
the system of parameters (b1, ..., bdim(B)) of B must be at least dimR − 1,
i.e., dim(B) > dim(R) − 1. On the other, choose c1, ..., cs ∈ B so that
([c1], ..., [cs]) form a system of parameter of B/aB. For a sufficient large
power, bk ⊆
∑
biB +
∑
cjB. This means dim(B) 6 dim(A) + dim(B/aB).
By the isomorphism theorem, R/mR ∼= (R/vR)/(mR/vR) ∼= B/aB. Hence,
dim(B) 6 dim(A) + dim(B/aB) = dim(A) + dim(B/aB) =
dim(S)− 1 + dim(R/mR) = dim(R)− 1.
Put all together dim(B) = dim(R)− 1. Now, we still have A is regular and
B is Cohen-Macaulay with the same equality. Therefore, B is flat over A.
Hence, TorS1 (S/mS,R)
∼= TorA1 (S/mS,B)
∼= 0. Then R is flat over S. 
Theorem 3.9. π : Ed,n −−! Bd,n is e´tale at each point in Kd,n.
Proof. It follows right away from a proposition in [GRO67] P71 that a flat
morphism f : X −−! Y satisfies that for all point x ∈ X whose fiber at each
point f(x) = y ∈ Y is a disjoint union of finite separable extension of the
residue field κ(y). Due to Proposition 3.7 the dimension at each point Dd,n
is the same as the dimension of each point in Kd,n and they are smooth.
Apply Proposition 3.8, we get the desired flatness. Hence, it is e´tale. 
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Appendix A. Cited Statements
Theorem A.1. (Rouche´) Given Dr(z0) ⊆ Ω ⊆ C and f, g : Ω −−! C
holomorphic, if |g| < |f | on ∂Dr(z0) then the number of solutions counting
multiplicities of f and f + g are the same.
Theorem A.2. (Be´zout) Let C,D be two plane curves determined by two
(homogeneous) polynomial equations of degree c and d respectively. Then
they intersect at cd points counting with multiplicities or transversally.
Appendix B. Notation
N := {0, 1, 2, 3, ...}
Z+ := N+ := {1, 2, 3, 4, ...}
R+ := {r ∈ R | r > 0}
R+0 := {r ∈ R | r > 0}
R×: group of units of R
Br(z) := {x | d(z, x) < r}
Dr(z) := {x | d(z, x) 6 r}
Jp(f): Jacobi matrix of f at p
• : image or preimage of a subset
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