Abstract. The stability of an Auto-Regressive (ar) time sequence of finite order L, is determined by the maximal modulus r ⋆ among all zeros of its generating polynomial. If r ⋆ < 1 then the effect of input and initial conditions decays rapidly in time, whereas for r ⋆ > 1 it is exponentially magnified (with constant or polynomially growing oscillations when r ⋆ = 1). Persistence of such ar sequence (namely staying non-negative throughout [0, N ]) with decent probability, requires the largest positive zero of the generating polynomial to have the largest multiplicity among all zeros of modulus r ⋆ . These objects are behind the rich spectrum of persistence probability decay for arL with zero initial conditions and i.i.d. Gaussian input, all the way from bounded below to exponential decay in N , with intermediate regimes of polynomial and stretched exponential decay. In particular, for ar3 the persistence decay power is expressed via the tail probability for Brownian motion to stay in a cone, exhibiting the discontinuity of such power decay between the ar3 whose generating polynomial has complex zeros of rational versus irrational angles.
Introduction
The estimation of persistence probability, that is, the probability that a sequence of random variables stay positive, p N = P(Ω + N ) := P(X n 0, ∀n ∈ [0, N )) , is one of the central themes of research in the theory of probability. This topic goes back more than fifty years, to the seminal works by Rice [24] and Sleipan [28] , that ushered and motivated some of the most widely used general tools in the study of Gaussian processes. See also the influential early contribution [23] on persistence probabilities for Gaussian processes and [22] listing a host of applications in diverse areas of physics and engineering. Indeed, there is much interest in this phenomena in theoretical physics (e.g. [16] , or the review [27] and references therein), and in the mathematical literature (see the survey [3] and the many references therein). One focal theme has been the study of p N for a centered Gaussian Stationary Process (gsp), either in discrete or continuous time, where of particular note is the recent progress, beginning with [17, 20] , on conditions for the exponential decay of p N for such case. The law of a gsp is completely determined by its spectral measure and naturally, the persistence probability is often studied by spectral techniques (often in combination with tools from harmonic analysis), see [17, 19, 18] . Another line of research focuses on p N for nearly stationary, Markov sequences and processes. Here too, one expects an exponential rate of decay of p N . This direction, which falls within the classical general theory of quasi-stationary distributions, has been explored successfully in [2, 6, 5] , advancing our understanding of the relation between the Markov chain parameters and − lim N log p N . The key here is the ability to express the latter limit in terms of the leading eigenvalue of a suitable sub-Markov operator (c.f. the review of such a relation in [6] ). We mention in passing the related active research on large holes in the distribution of zeros for certain families of complex-valued Gaussian random analytic functions, and the work on persistence exponents in models of random environment, media, or scenery (e.g. [4] where time-reversibility compensates for the loss of Markov and Gaussian structure).
Our focus here is on the persistence probability for auto-regressive processes. More precisely, for a (random) sequence {ξ n } and
we define the ar(Q), an auto-regressive process {X n } generated by Q(z) and {ξ n }, by
a j X n−j + ξ n = n j=0 h n−j ξ j , ∀ n 0, (1.2) where the right equality holds for zero initial conditions, namely with X −L = . . . = X −1 = 0. Further, let r ⋆ := max{|λ| : λ ∈ Λ} , Λ := {λ : Q(λ) = 0} (1.3) denote the maximum modulus among the L zeros of Q(z). Recall that the corresponding linear system is stable, namely with |h n | → 0, if and only if r ⋆ < 1. Taking hereafter for {ξ n } i.i.d. variables yields an R L -valued Markov chain, which for a stable ar admits a stationary distribution. Assuming also light-tails for {ξ n }, an exponential decay of the persistence probability ensues for such processes. Indeed, the study of properties of lim N {− log p N } for stable ar processes is used by [6] to showcase the main themes of this operator-based approach. However, among the unstable ar sequences one finds a host of stochastic processes of much interest. Perhaps the most prominent one is the random walk (ie. ar(z − 1) sequence), for which sharp decay rate p N ∼ N −1/2 is well known to hold under minimal conditions on the law of the increments ξ n (c.f. [3] ). Going further, [14] establishes a persistence power exponent for integrated random walk (ie. ar((z − 1) 2 )), universally over all mean-zero, square-integrable ξ n . A different extension is provided in [1] which utilizes the invariance principle to establish the persistence power exponent for weighted random walks. However, not much is known beyond these isolated special cases, with this paper being the first systematic study of the rich persistence behavior across the unstable Gaussian ar processes. Specifically, assume wlog that a L = 0 and let m(λ) 1 denote the multiplicity of each value λ in the set Λ of zeros of Q(z), now represented as walk, and small order terms. The persistence probability decay is then determined by the interaction between the first two parts.
• When r ⋆ > 1, |h n | → ∞ exponentially, yielding a highly unstable process. In particular, if m(r ⋆ ) m(λ) for all λ ∈ Λ ⋆ , then h n stay positive for n large enough, with a significant contribution to (X n ) from the first ξ n 's yielding a non-decaying in N persistence probabilty.
In contrast, when m(λ 0 ) > m(r ⋆ ) 1 for some λ 0 ∈ Λ ⋆ , the oscillatory component competes well with the unstable zero-angle part, resulting with a roughly polynomial decay of p N .
More precisely, our first theorem describes the qualitative behavior of p N for the different regimes of the set of zeros of Q(·). Remark 1.2. Theorem 1.1 does not establish the existence of exponents in part (b) and (e). In the stable case of part (b) with r ⋆ < 1, starting the process at stationary initial conditions, one has the existence and formula for the exponent from [2] . While a power exponent is to be expected in part (e), its existence in such full generality remains an open problem.
Part (a)-(e) of Theorem 1.1 are established in Section 2-6 respectively.
Recall that a flexible condition for the continuity of the persistence exponent of centered gsp's is derived in [15] . In contrast, our next theorem demonstrates the possibly highly discontinuous nature of the power exponent in part (e), by analyzing the special case of ar(Q) processes with Λ = {1, e iθ , e −iθ }. Its proof in Section 7, further elaborates the connection in this case between p N and the probability that a Brownian motion stays for a long time in a generalized cone. Theorem 1.3. Denote by Q the collection of real polynomials Q(z) = (z − 1)(z − e iθ )(z − e −iθ ), where Q ℓ → Q in Q if the corresponding angles converge. To each Q ∈ Q corresponds a finite β Q > 0 such that the persistence probabilities of the Gaussian ar(Q) process satisfy
Furthermore, if the angle θ for Q is such that θ/2π ∈ Q, then there exist some Q ℓ ∈ Q with Q ℓ → Q such that lim inf ℓ→∞ β Q ℓ > β Q . In contrast, for θ/2π ∈ Q any Q ℓ → Q results with β Q ℓ → β Q .
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2. Bounded persistence probability: Theorem 1.1 (a)
Using throughout the convention λ := |λ|e iθ λ , with θ λ ∈ [0, 2π) denoting the angle of λ ∈ C, we start with a few standard linear algebra facts (e.g. see [10, Section 3.6] ).
Lemma 2.1. (a). The solution of the difference equation
with {a j } the coefficients of the polynomial Q(·) of (1.1), is for Λ of (1.4), of the form
where β λ,j ∈ C are uniquely chosen so (2.2) matches the initial conditions
for some a λ,j ∈ C and θ λ,j ∈ R that are determined by Q(·), such that a λ,m(λ)−1 = 0, a λ,j = aλ ,j , θ λ,j = −θ λ,j and wlog we set θ λ,j = 0 if θ λ = 0.
Equipped with Lemma 2.1, we next show that p N is uniformly bounded away from zero when r ⋆ > 1 and m(r ⋆ ) = m ⋆ of (1.5).
Proof of Theorem 1.1(A). Denote b n,i := h n−i . From (2.3)
for a constant C < ∞. wlog we assume that a r ⋆ ,m(r ⋆ )−1 > 0 and θ r ⋆ ,m(r ⋆ )−1 = 0. With Lemma 2.1 and Lemma A.1, we can verify that for n n 1
which further implies that there exists n 1 sufficiently large such that
Applying Lemma 2.1, we have that for some C < ∞,
We start by an easy exponential lower bound.
Proof. Conditioned on {0 X i 1 for all 1 i n}, the Gaussian variable X n+1 has mean µ with |µ| L i=1 |a i | and variance 1. Therefore,
for a constant c > 0. Recursively applying this inequality yields the desired lower bound.
Briefly, there are two forces resulting in an exponentially persistence probability upper bound: negative dependence with archetype X n = −X n−1 + ξ n , which we handle in Lemma 3.2; and almost independence with archetype X n = ξ n , which we deal with in Corollary 3.4.
3.1. Negative dependence: r ⋆ > 1 and m(r ⋆ ) = 0 . For a polynomial
we define the operation P on a sequence x = (x n ) by P (x) n = L i=0 c i x n−L+i . We claim that (P 1 P 2 )(x) = P 1 (P 2 (x)), since if we denote P j (z) = L j i=0 c ji z i for j = 1, 2, then it is straightforward to verify that the coefficients of x n−L+i in (P 1 P 2 )(x) n and in P 1 (z)P 2 (z) are same for all 0 i L 1 + L 2 . We say a polynomial is a non-negative polynomial if it has non-negative coefficients for each term. Now we are ready to prove the main result in this subsection.
Compared with Lemma 2.1, we could write X n = Y n + Z n where Y n = λ∈Λ ⋆ Y n,λ and Var(Z n ) Cr 2n for constants C < ∞ and 1 < r < r ⋆ . We first claim that
To this end, we apply Corollary A.3 and deduce that for each λ, there exists a polynomial P ′ λ,m(λ)
such that P λ,m(λ) P ′ λ,m(λ) is non-negative. We can further request that for all λ, P λ,m(λ) P ′ λ,m(λ) 's equal to the same non-negative polynomial P , because if this doesn't hold, we can consider the following polynomials which achieve this request,
i=0 c i ξ n−i for some K and c i 's, it follows that there exist {b i : i = 1, . . . , K} such that
for j = ⌈N/2K⌉, ⌈N/2K⌉ + 1, . . . , ⌊N/K⌋. If b i 's are all 0, obviously the probability that ζ j > 0 is 0 for all j. If b i 's are not all 0, since ζ j are i.i.d. centered Gaussian variables, it is easy to see that (3.1) holds. Choosing r with r < r < r ⋆ , then the fact that Var(Y n ) C 1 (r ⋆ ) 2n for some C 1 > 0 and Var(Z n ) Cr 2n implies that for some constants c 0 and
Combining now (3.1), (3.3) and
completes the proof of the lemma.
3.2.
Nearly independence:
Lemma 3.3. Let {Z n : n = 1, . . . , N } be a mean zero Gaussian process with non-negative correlation coefficients {ρ i,j } 1 i,j N such that
Proof. wlog we assume that Var(Z i ) = 1. For convenience of notation, denote by
Noting that
it thus suffices to show that
To this end, by FKG we know that P(A N ) 2 −N . Hence, recalling that υ N :=Var(S N ) ∆N , we get by simple Gaussian calculation that
Further, by (3.5), 
In view of (3.7) and (3.8) yields (3.6).
We record here the following comparison result of Slepian [28] , which will be used repeatedly. Slepian's Lemma Let {U i : 1 i n} and {V i : 1 i n} be centered zero Gaussian variables with Var(U i ) = Var(V i ), and Cov(U i , U j ) Cov(V i , V j ) for all 1 i, j n . (3.9) Then for all real numbers λ 1 , . . . , λ n , Proof. First write Q = Q 1 Q 2 where Q 1 has no positive zeroes and Q 2 has only positive zeroes. By Corollary A.3, there exists a non-negative polynomial P 1 such that P 1 Q 1 is non-negative. Now, let (ζ n ) be an auto-regressive process generated by Q 2 and (ξ n ). Then (X n ) can be viewed as an auto-regressive process generated by Q 1 and (ζ n ), since Q 2 (Q 1 (X n ) n ) n = ξ n and Q 2 (ζ n ) n = ξ n imply that(easy to verify the boundary) Q 1 (X n ) n = ζ n . Analogues to the proof of Lemma 3.2, there exist k > 0 and {b i : 1 i k} such that
where
If b i 's are all 0, then this corollary is automatically true by (3.10). If b i 's are not all 0, since Q 2 has only positive zeroes strictly less than 1, it is easy to verify that there exists constants c < ∞ and 0 < r < 1 such that the correlation coefficients of {χ i } satisfy
Note that we can find a positive integer k 0 such that the matrix A n := (a ij ) n×n with a ij = cr |i−j|k 0 is positive definite for each n, thus we can construct a Gaussian vector (Z ′ 1 , ..., Z ′ n ) whose covariance matrix is A n . Since 0 < r < 1, we can apply Lemma 3.3 to (Z ′ 1 , ..., Z ′ n ), and it completes the proof with (3.11) and Slepian's Lemma, by noting that Ω 
For a Gaussian random variable Z and n 1 n 2 , we denote the contribution of {ξ n : 
Define the event Ξ N := Ξ (0)
N where
Note that under Ξ N , |ξ n | √ N , by (4.5), (4.6), (4.7) and the fact that
c for all N large enough, so it suffices to prove
and
and Var(ξ n ) = 1, having 2α < 1, (4.8) follows by a union bound. Next we show (4.9). Define the rotation matrix
Notice that by (4.4) and our assumption on θ j,k 's in Lemma 2.1, we have
and for n ′ n, iterating over i = 1, ..., k we get from (4.3) that
Further iterating over n ′ = n, n + 1, ..., n + s − 1, s ∈ Z + yields the identity
as in (A.6), for P s (·) as in (A.7). Thus, letting
by Lemma A.5
Since M is a constant independent of N , by a union bound we have P(
, it is easy to see that
Thus we obtain that there exists 0 < ε < 1 such that
Recalling that γ 1 = m − 1/2 + α, we get (4.9), completing the proof on the upper bound.
Lower bound.
The intuition for the lower bound comes from the fact that the event of persistence will present if the irw sits above a certain curve while the rotated (integrated) random walk sits below it. Furthermore, the probability for the intersection of the two events is close to the product of each of the probabilities. The latter claim requires a careful justification, to which end we use the following lemma.
is a multivariate Gaussian random vector, with mean (µ U 1 , ..., µ V d ) and correlation matrix (not the covariance matrix)
Write Σ U i ,V as the ith row of Σ U,V for i = 1, 2. Then for the conditional expectation we have
What's more, for the conditional covariance we have
Proof. Recall that from the conditional multivariate Gaussian formula we have
Lemma 4.1 is a direct result from (4.16) and (4.17).
It is easy to check that for
To see this, we can choose
For convenience of notation, we write T j,r,s = T j,n k +rn
Lemma 4.2. Using the above definitions, there exists a constant C > 0 such that for all 1 k [log 2 N ],
Proof. It suffices to consider K 0 k log 2 N for a large number K 0 independent of N . Fix such a k. From the definition of T j,r,s we can verify that Var T j,r,s O(N 2m j −2 ) ∀s ∈ [m j ] − 1, thus we can verify that there exists C > 0 such that for any
Similarly for some C 0 > 0 and any 
By normalizing T j,r,s and Z p,r,s to have variance 1 and using the above argument, we have that
for some C 1 > 0. By independence we further see that for some C > 0,
By (4.22) , considering the conditional distribution blockwisely for (n k + (r − 1)n
, with Lemma 4.1, we can verify that there exist constants c, C > 0 (independent of N ) such that for all s ∈ [m] − 1,
Combined with (4.21), this completes the proof of the lemma. Now, we further define Ω ⋆ k to be the intersection of Ω k and Ω k,R , where
and κ is a small positive constant independent of N . By calculating blockwisely the correlation and using Lemma 4.1, it is easy to verify that: (1) Conditioned on F T , the conditional correlation matrix (1) and (2) above and (4.16), regarding
, we can notice that the second term in the right hand side of (4.16) is positive, thus for some
Writing r t := max{ℓ :
t}. With similar method to above analysis, for any n k + r t n β k
, and then condition on Ω k,0 , we can verify that there exists C < ∞ independent of N such that for any n k t 0 < n k+1 ,
From (4.23) and (4.24), with (4.13) it is easy to check that for some C 1 < ∞ independent of N ,
Combined with the fact that β < 1 and
) (since conditional variance is always smaller than variance), we have
It is easy to check that Corr( 26) where the last step is due to
Similarly we can show that
Combined with Lemma 4.2 and (4.25), it follows that for a constant C < ∞ independent of N and all k K 0 ,
where r n
, then by the definition of Ω ⋆ , with (4.19) it is direct to check Ω ⋆ ⊆ Ω + N when κ is a sufficiently small constant. Using (4.27) and independence, we deduce that P(Ω ⋆ ) e −N 1−β+o(1) +N 2α+o (1) , and it completes the proof of the lower bound.
Dominating unstable oscillatory mode: Theorem 1.1 (d)
We first establish an important lemma below, and then give the proofs for the lower bound and the upper bound in Subsection 5.1 and 5.2 respectively.
Let Λ = {λ/r ⋆ , λ ∈ Λ}, Λ 1 = Λ ∩ ∂D and Λ 2 = Λ\∂D. Denote by Q(z), Q 1 (z), Q 2 (z) monic polynomials with zero set Λ, Λ 1 , Λ 2 respectively. In addition, write X n = X n (r ⋆ ) −n , ξ n = ξ n (r ⋆ ) −n and let (ζ n ) be an auto-regressive process generated by Q 2 and ( ξ n ). Since all the zeroes of Q 2 has norm less than 1, there exist C ′ < ∞ and r > 1 such that
, we see that ( X n ) is an auto-regressive process generated by Q 1 (z) and (ζ n ). Obviously the persistence of the process (X n ) is equivalent to the persistence of ( X n ), thus in what follows we will only consider the process ( X n ), and for convenience we drop the "hat" in the notation. That is to say, in the rest of this subsection we assume (X n ) is an auto-regressive process generated by Q 1 (z) and Gaussian sequence (ζ n ), where Λ ⊆ ∂D and Var ζ n C ′ r −n for a certain r > 1. Assume that the degree for
, and denote by Σ n the covariance matrix of Y n . For a degree-ℓ polynomial
The following lemma provides estimates on λ min (Σ n ) and λ max (Σ n ), the minimum and maximum eigenvalues for Σ n .
Lemma 5.1. Write m ⋆ = max{m(λ) : λ ∈ Λ 1 }. There exist constants C, c > 0 such that
Proof. Let A (1) := A(Q 1 ) as in (5.2) and note that
where e L 1 ∈ R L 1 is a vector with a unique nonzero entry in the first coordinate (whose value is 1). Note that the set of eigenvalues of A (1) is exactly Λ 1 . Thus by (5.1) and (5.3), we get that for any 0 i, j L 1 , there is a constant C ′ < ∞ such that
where in the last inequality we use the fact that A k (1) ∞ = O(1)k L 1 due to Lemma A.6. This gives the upper bound λ max (Σ n ) Cn 2L .
For the lower bound, we just need to show that there exists c > 0 such that for any ν = (ν 1 , ..., ν L 1 ) with ν 2 = 1,
Notice that it is enough to prove it for n large enough. Since X n = n j=1 b n,j ξ j , we have
which implies that for any fixed K, when n is large enough we have Var(
If we denote
which implies that
Now, applying Lemma A.4, we can see that there exists K 1 > 0 such that for any n, there exists
which gives the desired result.
Upper bound.
We now provide the proof of the upper bound on the persistence probability.
Proof of the upper bound: case (d).
Continue to write A (1) = A(Q 1 ). We note that since Q 1 (1) = 0, it follows that λ = 1 is an eigenvalue of A (1) with eigenvector 1. In light of (5.1), we can choose n ′ := κ log N with κ > 0 a large enough constant such that Var ζ n N −13L for all n n ′ , combined with (
for some C ′ < ∞. Therefore, we deduce that for a suitably large constant C < ∞ 5) which suggests that the persistence of the process until time N is mainly determined by Y n ′ . Let {v λ,j : λ ∈ Λ 1 , j ∈ [m(λ)]} be a basis (of unit norm) for A (1) as in the statement of Lemma A.6, then for y ∈ R L 1 , there exists a unique {c λ,r (y) :
Then by Lemma A.7, there exists a constant c > 0 and
Denoting by 1 ∈ R L 1 where each coordinate takes value 1. Noting that v λ,r ∞ v λ,r 2 = 1 and c λ,r (log N ) 4L , by Lemma A.6 we have that for all
where the " " means entry-wise less than or equal to. For each λ ∈ Λ 1 \ {1} we can write
, recalling thatc λ,j = cλ ,j , applying Lemma A.4 and using (5.8), with (5.9) we deduce that for large enough N there exists a
From the fact that Var X n = O(n 2L ) and Gaussian estimate, we have P(Y n ′ ∈ B (log N ) 4L ) C ′ e −(log N ) 2 /2 for some C ′ < ∞, thus combined with (5.10) and (5.5), it follows that there exists C < ∞ such that
It remains to bound the last term on the right hand side. Using (5.7), we deduce that
Combined with Lemma 5.1, by writing the probability as an integral against Gaussian density, it follows that
Plugging the preceding inequality into (5.11) completes the proof on the upper bound.
Lower bound.
We next turn to the proof of the lower bound. For C 0 1 and 0 < δ < 1/r ⋆ to be selected, define N 1 := C 0 log log N and N 2 := C 0 log N , and the event
Recall that 1 is an eigenvalue of A(Q) of eigenvector 1. With the fact that Var ξ n = (r ⋆ ) −n it is easy to verify that for some C 1 , C 2 > 0 we have
which implies that for N large enough we have
In addition, we denote by Σ ⋆ N 2 the conditional covariance matrix of Y N 2 given the σ-field F N 1 generated by {ξ 1 , . . . , ξ N 1 }. Denote by X n := X n+N 1 − E[X n+N 1 | F N 1 ] and ξ n = ξ n+N 1 . Then X n is a regressive process generated by Q and { ξ n }. In addition by (5.1) we have Var( ξ n ) = (r ⋆ ) −(n+N 1 ) with r ⋆ > 1. Revoking the proof of Lemma 5.1 and using the aforementioned information, it is easy to see that we can keep the same upper bound of λ max (Σ ⋆ 
for some c ′ < ∞, and consequently for some C < ∞ we have
(5.13)
where we use the expansion of y as in (5.6) and c 1,1 is the coefficient of 1 for y in the expansion.
We are now ready to provide
Proof of the lower bound: Case (d).
Using the same method of (5.5), with the definition of N 1 , N 2 we see that there exists C < ∞ such that
Expanding Y N 1 − 1 in the basis of eigenvectors {v λ,r } of A (1) as
we have that under Ω N 1 ,δ ,
consequently for any λ ∈ Λ 1 and r
For any N 1 < n N 2 , in light of Lemma A.6 we have that
Hence, with the fact that |λ| 1 and (5.17) we see that
At this point, we choose δ = e m ⋆ −L 1 −2−c ′ /2 ∧ e −2 and consequently
Hence when N is large enough, under Ω N 1 ,δ , for any N 1 < n N 2 we have ||A
and consequently A n−N 1 (1) Y N 1 1/2 × 1. Similarly, under Π N 2 of (5.14), for any N 2 < n N we
Y N 2 1/2 × 1. Therefore, we deduce from (5.16) that for N large enough
From (5.13), (5.14), (5.19) and (5.20), we observe that for any
as N is large enough
Hence, there exists C > 0 such that the conditional density of Y N 2 restricted to Π N 2 given y N 1 with in Ω N 1 ,δ satisfies
where the last inequality is due to
Therefore, from (5.12), (5.13) and (5.15) we see that for a constant C > 0
Thus (5.21) completes the proof.
Approximately irw: Theorem 1.1 (e)
We first show the upper bound in Subsection 6.1, by comparing the process with an order m irw. For the lower bound, we prove it for two different cases: the case with dominant zeroangle component, and the case with competing oscillatory components, in Subsection 6.3 and 6.2 respectively. 6.1. Upper bound. Next lemma states that the persistence probability for an irw of any order has polynomial decay, which we need later.
Lemma 6.1. Let {Y n : n = 1, . . . , N } be ar((z − 1) m+1 ), and assume K is a fixed positive integer. Then there exist constants c,C > 0 such that for any N K,
Proof. It is obvious that we just need to show (6.1) for N large enough. We denote n k = 2 k , and notice that {Y n 0 for all K n N } implies {Y n k 0 for all [log K] + 1 k [log N ]}. We calculate the correlation between Y n i and Y n j (i < j) as follows,
From (6.2) we see that there exists K 0 > 0 such that ρ(Y n i , Y n j ) > 0 for all i, j > K 0 , and
Combined with Lemma 3.3, we see that there exist c, C > 0 such that
Since K 0 is independent of N , the proof is completed.
Now we give an upper bound on the persistence probability. Proof. By our assumption, the zero set Λ for the generating polynomial Q(z) satisfies that Λ ⊆ D. Let m = max λ∈Λ m(λ), and let (Y n ) be ar((z − 1) m+1 ). It is then straightforward to apply Lemma 2.1 and verify that for a number K > 0 (independent of N ),
Combined with Slepian's Lemma, it follows that p N P(Y n 0 for all K n N ) , which completes the proof together with Lemma 6.1.
Lower bound with competing oscillatory components.
Here we show the lower bound of first case in part (e), where r ⋆ = 1 and ∃λ ∈ Λ ⋆ \ {1} such that m(λ) = m(1). In the proof the key is Lemma 6.3. Before stating the lemma let's introduce some notations. Suppose that
. By Lemma 2.1, we could write
In addition, for k 1 we write
The difference between (6.5) and (4.4) is that here we replace θ λ j ,k by θ λ j ,m j −1 . Due to (4.3) it is easy to see that for all k 2 6) by noting that T j,n = T j,n,m j −1 , especially
Write T n as a 2ℓ-dimensional vector such that T n = [T 1,n , . . . , T ℓ,n ] T , and in the similar manner
The following lemma is stronger than what we need in the current section, and will be used later in establishing the power law. Lemma 6.3. Assume ∃λ ∈ Λ ⋆ \{1} such that m(λ) = m(1). Let {T 0,· } and {T j,· } (for j = 1, . . . , ℓ) be independent while {T 0,· } has the same distribution as {T 0,· } and {T j,· } has the same distribution as {T j,· }. Then for any ε > 0 and K ∈ N, there exists C > 0 such that for any N ∈ N,
Proof. We first prove the upper bound. Define Λ 0 := {λ ∈ Λ ⋆ , m(λ) = m(1)}. With Lemma 2.1 and Lemma A.1 we get (6.9) and similarly
For any ε > 0, because
combining with (6.9) and (6.10) it follows that there exists n 1 ∈ N and κ ε < 1 such that for all n n 1 , we can find ε n < κ ε ε such that W n := ((1 + ε)c 0T0,n + ℓ j=1 c jTj,n )/(1 + ε n ) has the same variance as X n . Furthermore by Lemma 2.1 and Lemma A.1 it is not hard to verify that there exists n ε n 1 such that
Therefore, by Slepian's Lemma we obtain that P(X n 0 for n ε n N ) P(W n 0 for n ε n N ) .
(6.11)
Consider N large enough such that log N n ε . Denote by
Note that under F c , for any log N n N − K and i K, by (6.7) we have
Choose c such that cℓ max 1 j ℓ {|c j |} < 1/2. Combining with (6.12), the definition of W n and the definition of φ K , it follows that E c ∩ F c ⊆ {W n 0 for log N n N } c , which implies that {W n 0 for log N n N } ⊆ E ∪ F . A simple union bound gives that P(F ) e −C(log N ) 2 for some C > 0, yielding the desired upper bound together with (6.11).
We next turn to the proof of the lower bound. With the similar method to the proof of the upper bound, we can show that for any ε > 0, there exist n ′ ε ∈ N and κ ′ ε < 1 such that for all n n ′ ε , we can find ε n < κ ′ ε ε such that U n = ((1 − ε)c 0T0,n + ℓ j=1 c jTj,n )/(1 − ε ′ n ) has the same variance as X n , and
Therefore, by Slepian's Lemma we obtain that
Denote by E := A B,
By (6.13) and a union bound on {|X n | (log N ) 2/3 }, we get that
14)
for some C 2 > 0. For i ∈ {1, ..., L} denote h n,i as the solution to (2.1) with initial condition h i,i = 1, h j,i = 0 for j ∈ {1, ..., L} \{i}. Then by Lemma 2.1 we have h n,i = O(n m(1)−1 ), and by the regressive relation we can see that starting from {X n :
Denote by n ⋆ = (log N ) 3/4 . For some M, δ > 0 to be determined later, define
From Lemma 2.1 and the fact that 1 is a root of Q, for n > L there exists
. By Lemma 2.1 and Lemma A.1, it is easy to see that there exists C 2 , C 3 > 0 and
Lemma 6.4. For any constant C > 0, there exist c, C ′ > 0 such that for all j ℓ
Proof. Applying (6.7) and the triangle inequality, we see that
By (6.7) we have that
and therefore
Noting that Var(S 1,n ) = n + o(n), by the independence of S 1,γ k+1 − S 1,γ k and S 1,γ k , it is easy to see that there exists a γ > 1 just depending on C and a constant C 0 > 0, such that P(Γ k | S 1,γ k = z) > C 0 for each k and any z with |z| C γ k /4. We can check that
Γ k ) as the multiplication of a sequence of conditional probability, with previous upper bound of the conditional probability we see that there exist c, C ′ > 0 such that
Same applies for P(|S 2,n | C √ n/4 for all 1 n N ). By Gaussian correlation inequality (see [25] , and weaker versions in [21, 26] which would also work for our proof), we have µ(A B) µ(A)µ(B) for all convex symmetric sets A and B , (6.22) where µ is a Gaussian measure on Euclidean space. Applying (6.22) with
Similar argument applies to show that P(
. Using (6.21) and applying (6.22) again gives a desired lower bound for the probability of the event in the right hand side of (6.20) . Hence with (6.20) , the desired estimates follows.
Write T 0,n,0 = n i=1 ξ i . For a Brownian motion B and a constant C > 0, we consider the following intervals [2 k , 2 k+1 ], k = 0, ..., [log N ], which obviously cover [1, N ] . Define the following events for each k,
By scaling, it is easy to see that there exists a C 0 > 0, such that for any k we have P(Λ k ) > C 0 . Noting that by the definition of Λ k 's we can check that
With the independence of Λ k 's and the fact that we can regard T 0,n,0 as a Brownian motion at integer times, we see that there exists c > 0 such that
Observing that {T 0,n,0 2Cm(1)! √ n for all 1 n N } ⊂ {T 0,n Cn m(1)−1/2 for all 1 n N }, combined with (6.23) we get
Noting that φ K (t) − ℓ−1 j=2 c j t j , with Lemmas 6.3 and 6.4, we complete the proof on the lower bound. By Lemma 2.1 we can write
Denote by
be an auto-regressive process generated by (z − 1) m and ξ n 1 n n ⋆ , then obviously S (m) n ⋆ +k has the same distribution as S
C 2 n γ log N for all n ⋆ n N }, thus with (6.25) and (6.26) we get
Choosing C 5 = 1/C 3 , with the similar argument to (6.27) we see that 28) for some c 3 , C 3 > 0. Let
Recalling the definition of E p (6.16), it is easy to see that E n ′ ⊂ E 3 for n ′ large enough, thus
Further define
Then by simple union bound there exist C 6 , C 7 > 0 such that
By definition it is straightforward to see that
n ⋆ , j ∈ [m]}, and the similar holds for E 2 . Plugging (6.27), (6.28), (6.29) and (6.30) into (6.31), we see that the lemma is true in this case.
Now if m(1) = 1, then according to the condition we get Λ ⋆ = {1}, and thus by Lemma 2.1 we can write X n = c 0 S
n + Y n , where Var(Y n ) C 0 for some C 0 < ∞. Consider
Then by the similar argument to above, there exist c 2 , C 2 , c 3 , C 3 , C 4 > 0 such that
Thus the proof is completed by
7. Persistence power exponent for ar 3 : Theorem 1.3
First, in Subsection 7.1 we reduce the persistence probability for regressive processes considered in Theorem 1.3 to the probability for a 3-dimensional Brownian motion to stay in a generalized cone. Then, in Subsection 7.2, we show the existence of the persistence power exponents in the case Λ = {1, e √ −1θ , e − √ −1θ } for θ ∈ (0, π), and analyze the continuity and discontinuity of the power exponents depending on θ is rational or not. 7.1. AR processes and the Brownian motion in a cone. We start with the following lemma.
n ) of order m, and an arbitrary deterministic sequence (f n ), there exist c ε → ε→0 0 such that the following holds for all N ∈ N,
Proof. Let Ξ := {S (m) n f n for all 1 n N }. Let P 0 be the original law of an i.i.d. sequence of (ξ n ), and let P ε to be the law of independent sequence (ξ ′ n ) such that ξ ′ n ∼ N (Cεn −1/2 , 1) for each n. Then it is easy to check that there exists C > 0 depending only on m such that
Using the fact that
, for any δ > 1 we get
By Hölder inequality and Radon-Nikodym theorem, we obtain that for all 0 < δ < 1,
Setting δ = √ ε and plugging (7.2) into (7.3), by (7.1) we complete the proof of the lemma.
In the rest of the paper, we assume that Λ = {1, e 
Then, for all ε > 0, there exists a coupling of (W, T) and c > 0 depending only on ε such that for all N ,
. Writing I as an identity matrix of size 2, by Lemma A.1 and the definition of T n we see that the covariance matrix B k of (T n k+1 − T n k ) satisfies
I ∞ C, where C is a constant depending only on θ. Therefore, there exists C ′ > 0 such that
where A k is a positive definite matrix with A k ∞ C ′ . Let ζ k be an independent Gaussian vector in R 2 with covariance matrix A k , and let Y n = n k=1 ζ k . Therefore, we see that
where W is independent of Y. By a simple union bound, for a constant c ′ > 0 we have that
From (7.4) and the fact that |(1 − x) 1/2 − 1| < x for x ∈ (0, 1), we see that
Thus combined with (7.5) and (7.6) we get
Similarly, by a union bound again it is easy to verify that for some constant c ′′ > 0,
Combined with (7.7) and (7.8), it completes the proof of the lemma.
Recall the definition of φ K (·) in (6.8) , where in what follows we specify ℓ = 1. We denote by φ(t) = lim K→∞ φ K (t) for all t ∈ R 2 . Lemma 7.3. Let W be a planar Brownian motion independent of a Brownian motion B. Then for K ∈ N large enough independent of N , we have
Proof. Obviously it is enough to show that there exist c, c ε > 0 with c ε → ε→0 0, such that for any N ∈ N,
2 ) , (7.9)
Let T n be defined as in Lemma 7.2 and let T 1,n be defined as in Lemma 6.3 . By the definition we can construct a coupling such that T 1,n = (R θ ) n T n and thus φ( T 1,n ) = φ(T n ). By the definition of φ(t), we see that for any ε 1 > 0, we can choose K large enough such that φ K (t) = φ(t) if θ ∈ Q, and φ K (t) (1 − ε 1 )φ(t) if θ / ∈ Q. Furthermore, by the definition of φ K , for any K we have that
Note that there is a natural coupling of B n and T 0,n defined in Lemma 6.3. Therefore for any ε > 0, letting ε 1 = ε and ε 2 = ε/(3C 1 ), by (7.12) we have that when N is large enough, for any n (log N ) 9
By Lemma 6.3 and Lemma 7.2 we see that there exists c > 0 such that
Clearly, for N large enough a union bound gives
Combining the last two inequalities and with Lemma, 7.1 (7.9) is implied directly.
Denote by n ⋆ := (log N ) 9 . Define
Recall that for any ε > 0, when K is large enough φ K (t) (1 − ε)φ(t) for any t. Similar to the above analysis, with Lemmas 6.3, 7.2 and (7.12) we obtain that there exists C > 0 such that
Note that by the definition of φ we have
Under {A, D c } it is easy to see that
combined with (7.14) and the fact that 2
Note that φ(t) −c t for some c > 0. Thus by Lemma 6.4 and (6.24), we see that P(A) c 1 (n ⋆ ) −C 1 for some c 1 , C 1 > 0. Noting that P(A, D c ) P(A) − P(D), combined with (7.13), (7.15), Lemma 7.1 and Lemma 7.2, the proof is completed. 7.2. Continuities and discontinuities of the power with no multiple zeroes. In this subsection, we will use estimates on the probability for a Brownian motion to stay in a generalized cone to deduce persistence probability of our regressive process. Let M be a domain in the unit sphere S 2 of R 3 . Denote by λ(M) the principle eigenvalue for Laplace-Beltrami operator on M with Dirichlet boundary condition. In addition, define the generalized cone C(M) be the set of all rays emanating from the origin 0 and passing through M. It was proved in [7] (see also [11, 12, 13, 8] ) that for a 3-dimensional Brownian motion B and any compact set M in the interior of M 16) where ≍ means the lhs and the rhs are up to a constant. Furthermore, we have
where C M is a constant depending only on M. In view of the preceding estimates and Lemma 7.3, we define
It is clear that M Λ,ε converges to M Λ , so we have (see, e.g., [9] )
Applying Lemma 7.3, (7.16) and (7.17), sending ε → 0 and with (7.18) we obtain that
This establishes the existence of the power decay for the persistence probability. In what follows, we address the continuity and discontinuity issues for the power. First consider θ/2π ∈ Q, then for any sequence Q ℓ → Q denote by Λ ℓ the zero set of Q ℓ and by θ ℓ the angle of the complex zero in Λ ℓ . We have
K is defined as in (6.8) but with respect to θ ℓ (instead of θ).
Combined with (7.19) , the continuity of the power follows.
Next, we consider θ/2π ∈ Q. Take Q ℓ → Q such that θ ℓ /2π ∈ Q. We see that φ (ℓ) (t) = t for all ℓ while we have φ(t) > − t for almost surely all t ∈ R 2 . This implies that M Λ ⊂ M Λ ℓ and the Lebesgue measure of the set M Λ ℓ \ M Λ is lower bounded by a positive number for all ℓ. By [9, Theorem 2.4], we deduce that lim ℓ→∞ λ(M Λ ℓ ) < λ M Λ . Combined with (7.19) , the discontinuity of the power follows.
Appendix A. Elementary facts
We collect here elementary facts from linear algebra and analysis that we use in this paper.
Lemma A.1. Fix 0 < θ < 2π and k 0. There exists a constant C < ∞ such that for all θ 0 ∈ R,
Proof. We first consider the case θ 0 = 0, in which obviously the lemma holds for θ = π, and thus we assume in what follows θ = π. Because Recalling that c > 0, it follows from (A.4) that Q n 0 (z) = c + b n 0 z n 0 +2 − b τ cz τ , having all terms non-negative. Thus, it remains to show that τ < ∞. By our assumption that b 2 < 4c, we see that the polynomial cx 2 + bx + 1 has two conjugate zeroes, for which we denote by λ andλ. A standard analysis on our recursive procedure on b k yields that
where a 1 and a 2 are determined by the boundary conditions b 0 = 1 and b 1 = −b/c. Since λ ∈ C \ R, it is clear that τ < ∞, as desired.
The next corollary is an immediate consequence of Lemma A.2.
Corollary A.3. Suppose that a polynomial Q(z) has no positive zero. Then, there exists a nonnegative polynomial P (z) such that Q(z)P (z) is also a non-negative polynomial.
Proof. By assumption, we can write Q(z) =
such that a i 0 and b 2 i < 4c i for all i. By Lemma A.2, for each i there exists non-negative polynomial P i (z) such that P i (z)(z 2 + b i z + c i ) has non-negative coefficients for all terms. Letting P (z) = (cos(i(θ j 1 ± θ j 2 ) + γ j 1 + γ j 2 )) C for all j 1 , j 2 ∈ {1, ..., ℓ} with j 1 = j 2 .
(A.5)
Note that if θ j = π then K i=0 cos(2iθ j + 2γ j ) = K + 1. Choosing K = 12ℓ 2 (C ∨ 1) 2 , by (A.5) and direct expansion we have (cos(i(θ j1 + θ j2 ) + γ j1 + γ j2 ) + cos(i(θ j1 − θ j2 ) + γ j1 − γ j2 ))
Combined with the fact that K i=0 α i Crℓ, with the method of contradiction, the conclusion of the lemma easily follows.
Lemma A.5. Let θ j 's, θ j,k 's be within [0, 2π) such that θ λ j 1 ,k = −θ λ j 2 ,k if θ j 1 = −θ j 2 , θ λ,j = 0 if λ = 0 or π, and let real c j 1 ,k 's satisfy c j 1 ,k = c j 2 ,k if θ j 1 = −θ j 2 . There exist M and C > 0 depending only on θ j 's, c j,k 's, θ j,k 's and m ′ , such that for any { − → S j,n+s,k , s ∈ N} with − → S j,n+s,k := [S j,n+s,k , S ′ j,n+s,k ] and − → S j,n+s,k = R θ j s ( k=0 || − → S j,n,k || for some C ′ depending only on θ j 's, c j,k 's, θ j,k 's and m ′ . We use induction on m ′ = max j 1 m j to show this. By our condition on c j,k 's, if θ j 1 = −θ j 2 then c j 1 ,k S j 1 ,n+s,k = c j 2 ,k S j 2 ,n+s,k . Thus we can just consider those θ j 's ∈ (0, π]. Due to P s (1) = 1 for all s, it is easy to see that when m ′ = 1 this lemma is implied by Lemma A.4. Assume that the lemma holds for m ′ − 1. Define 
− → S

