Abstract-Bases in the complex field, along with direct-sums defined by rings of imaginary quadratic integers, induce algebraic lattices. In this work, we examine the properties and reduction of such lattices. Focusing on algebraic Lenstra-Lenstra-Lovász (ALLL) reduction, we show that to satisfy Lovász's condition requires the ring to be Euclidean. The proposed algorithm can be used to design network coding matrices in compute-and-forward (C&F).
I. INTRODUCTION
In cooperative communication, the compute-and-forward (C&F) protocol [1] built over lattice codes is one of the main approaches in physical layer network coding. An important aspect in C&F is to design network coding matrices [2] . Since algebraic lattice codes have brought more flexibility in the coding part of C&F [3] , [4] , the corresponding algorithms for network coding over imaginary quadratic fields have to be addressed. Though the underlying problem is no more than finding short lattice vectors, performing lattice reduction is non-trivial because the lattices are algebraic in the sense that direct-sums are defined by rings of imaginary quadratic integers.
There has been some work in generalizing Lenstra-LenstraLovász (LLL) reduction to lattices over a number field K [5] - [8] . Napias's work [5] extends LLL to over Euclidean rings contained in a CM number field or a quaternion field. Fieker and Pohst's approach [6] defines LLL over Dedekind domains, and Fieker and Stehlé's approach [7] is to apply LLL to an equivalent higher dimensional Z-module and return this to a Z K -module. Quite recently, Kim and Lee [8] presented algorithms for arbitrary Euclidean domains. While the above approaches can efficiently find short generators for number field lattices in cryptography, the bases of lattices in C&F (and similarly in detection and precoding [9] , [10] ) lie in the complex field C. For such lattices, LLL w.r.t. Gaussian integers was presented in [9] , and [10] had considered a variant w.r.t. Eisenstein integers. To the best of our knowledge, no systematic study on lattice reduction w.r.t. rings of quadratic fields has been conducted.
In this paper, we contribute to the literature in the following aspects. i) We analyze the characteristics of lattices over imaginary quadratic fields, including Hermite's constant and Minkowski's first and second theorems. These characteristics provide upper bounds for the successive minima of algebraic lattices, which describe how short a reduced basis can be. ii) We present an algebraic Lenstra-Lenstra-Lovász (ALLL) algorithm, and examine the proper definitions of Lovász's conditions and size reduction conditions. In addition, we emphasis that lattice reduction based approaches are advantageous in C&F as they can always generate full rank matrices over finite fields.
Notations: Matrices and column vectors are denoted by uppercase and lowercase boldface letters, respectively. The real and imaginary parts of a complex number are denoted as R (·) and
, Q, R and C are used to denote the set of integers, Gaussian integers, Eisenstein integers, rational, real, and complex numbers, respectively. F p denotes a finite field with size p. (·) † refers to the conjugate transpose of either a scalar or a matrix. |·| 2 and · 2 respectively denote Euclidean norm of a scalar and a vector. V n refers to the volume of a unit ball in R n . We define log + (x) max(log(x), 0).
II. PRELIMINARIES
Definition 1 (Quadratic fields). A quadratic field is an algebraic number field K of degree [K : Q] = 2 over Q. In particular, we write
Definition 2 (Algebraic integers). An algebraic integer is a complex number which is a root of some monic polynomial whose coefficients are in Z. The set of all algebraic integers forms a subring S of C. For any number field K, we write O K = K ∩ S and call O K the ring of integers of K.
Regarding the ring of integers of a quadratic field
We define the algebraic norm map as Nr : 
is the smallest real number r such that its embedded Z-lattice through a bijection σ contains i linearly Z [ξ]-independent vectors of length at most r:
where B(t, r) denotes a ball centered at t with radius r. 
A. Hermite's Constant and OD
To proceed, we first show the Z-basis (real generator matrix) of lattice
and if ξ =
Define the function Ψ : C n → R 2n that maps the complex vector [v 1 , . . . , v n ] to the real vector:
For any lattice point Bx ∈ Λ Z[ξ] , after applying the mapping function Ψ (·) to Eqs. (2) and (3), we have
According to Eq. (1), the generator matrix of
where
is referred to as the generator matrix of
It follows that we can define the volume of an algebraic lattice as Vol Λ
. With the definition of volumes, we extend the definition of Hermite's constant to over algebraic lattices. Previously, the supremum of λ 2 1 (Λ Z )/Vol Λ Z 2/n for all rank n Z-lattices Λ Z is often denoted by γ n and called Hermite's constant [11] .
Definition 6 (Algebraic Hermite's constant, [11] ). We denote by γ
and call the supremum of λ
Obviously an algebraic lattice Λ Z[ξ] (B) of dimension n can always be described by a real lattice
we arrive at the following result:
for all positive integers n, in which the last inequality is from [11] . This upper bound behaves independently of the chosen ring. The actual Hermite's factor, λ
Similarly, we introduce the orthogonality defect (OD) for algebraic lattices:
which quantifies how close the basis is to being "orthogonal".
For a Z [i]-lattice, its lower bound is η Z[i] (B)
The volume of a lattice is fixed, so the smallest η Z[ξ] (B) is achieved only when each b j is minimized.
B. Minkowski's Theorems
Minkowski's first and second theorems are crucial for analyzing the performance of a lattice reduction algorithm. These theorems over real lattices are well known. For an algebraic lattice where the basis does not belong to a number field, we need the following theorem:
Theorem 7 (Minkowski's first and second theorems over
Sketch of Proof: (8) is from (6), and (9) is obtained by first using Minkowski's second theorem over a Z-lattice and then discuss the independence of 2n vectors.
III. ALGEBRAIC LLL
We now present the definition of algebraic LLL for algebraic lattices. Let Q Z[ξ] (·) be a quantization function for a point x ∈ C that returns its closest algebraic integer in Z [ξ]:
Definition 8 (Algebraic LLL). An n × n complex matrix B ∈ C n×n is called an ALLL-reduced basis of lattice Λ Z[ξ] (B) if its QR-decomposition B = QR satisfies the following two conditions: , which is consistent with [9] that generalizes the definition in [5] .
A. Lovász's parameter
We first explain how the lower bound of δ should be chosen based on the covering radius
Theorem 9 (Covering radius). Based on the Voronoi region partition, we have
Sketch of Proof:
Enumerate all the Voronoi relevant vectors using the method in [12] . Then the points in the corners of a Voronoi region partition are found as the intersections of lines perpendicular to relevant vectors.
Since the so called Siegel's condition based on rephrasing (11) is
it suffices to choose δ > ρ Such rings are all the norm-Euclidean ones in imaginary quadratic fields. As a comparison, one of the reasons that [8] requires the rings to be norm-Euclidean is to find the nearest ring element efficiently when doing the size reduction step. In our case, the quantization of an element in C to Z [ξ] does not impose any constraint. Though Prop. 10 implies we still cannot get rid of Euclidean rings, implementing an ALLL algorithm that sacrifices the constraint of ρ 2 Z[ξ] < δ is possible (without performance bounds). Of independent interests, we observe the condition to check the norm-Euclideanity [8] 
B. Performance
In the following, we set δ = ρ
. The overall performance of algebraic LLL can also be described as follows.
Theorem 11. LetB = [b 1 , . . . ,b n ] be an ALLL-reduced basis w.r.t. an input B ∈ C n×n . ThenB admits the following properties:
Sketch of Proof: Both (13) and (14) are essentially the same as those of real LLL, while (15) considers factors from ring Z [ξ] since its analysis involves volumes and covering radiuses.
C. Implementation
Regarding the implementation of Q Z[ξ] (·), for a TYPE I ring we have 
2 . In summary, for a TYPE II ring we have:
Algorithm 1: The algebraic LLL algorithm. Input: lattice basis B ∈ C n×n , Lovász's parameter δ, primitive element ξ. Output: reduced basisB ∈ C n×n , unimodular matrix
The QR decomposition of B; 2 j = 2, U = I n ; 3 while j ≤ n do 4 for k = j − 1 :
Ring quantization;
11 swap R 1:n,j and R 1:n,j−1 , U 1:n,j and U 1:n,j−1 ;
Left rotation; Now we present the pseudo-code of algebraic LLL in Algorithm 1. Compared with the LLL algorithm over Gaussian integers in [9] , the major differences are: i) The rounding function in Step 5 is generalized from over Z [i] to over Z [ξ] . ii) Formulas (7)-(15) in [9] are simplified as a rotation by quaternions, which is shown in Steps (10)- (13) 
IV. LATTICE REDUCTION AND C&F
In this section, we apply the proposed algebraic lattice reduction algorithm to the C&F paradigm in [4] , in which the network coding coefficients should be chosen judiciously so as to optimize the computation rate.
Theorem 12 (Computation rate [4] ). At a relay with channel coefficients h ∈ C n and combination coefficient a ∈ Z [ξ] n , a computation rate of
where P denotes signal to noise ratio (SNR), is achievable.
By using LDL decomposition to get I n +P hh † = LDL † in (16), the denominators (16) represents the square distance of a lattice vector in
The optimal solutions for them require solving a shortest vector problem (SVP). In this work, we concentrate on using lattice reduction algorithms to reduce the basis B D 
B. Practical advantages
For C&F in multiple access channels (MACs), the optimization domain for the best coefficients are defined as
n×n and rank (A) = n. The optimization is independent of the prime number p in Construction A, since p is set to grow to infinity as T → ∞, where T is the length of lattice codes. In practical implementations, the size of p should be limited, so an algebraic lattice reduction algorithm has to ensure that the coefficient matrix A is not only full rank over Z [ξ], but also full rank over a finite field F p after applying a ring homomorphism f :
The full rank over F p requirement can be easily met if the coefficient matrix A is found by using lattice reduction such that A ∈ GL n (Z [ξ]). × . Since it respects the multiplication in both groups, the function det (·) defines a group homomorphism. Second, the determinant function respects the morphism f : GL n (Z [ξ]) → GL n (F p ), so we have f (det (A)) = det (f (A)) .
As shown in the commutative diagram in Fig. 3 , we always have rank (f (A)) = n if A ∈ GL n (Z [ξ]). Fig. 3 . The commutative diagram of groups and units.
In summary, we have revisited the properties of algebraic lattices and investigated the proper design of lattice reduction operating in the complex domain. While constructing a network coding matrix with full rank over rings is generally not sufficient for making it injective over finite fields, the lattice reduction-based scheme can always do so.
