Abstract. Koml os has devised a way to use a linear number of binary comparisons to test whether a given spanning tree of a graph with edge costs is a minimum spanning tree. The total computational work required by his method is much larger than linear, however. We describe a linear-time algorithm for verifying a minimum spanning tree. Our algorithm combines the result of Koml os with a preprocessing and table look-up method for small subproblems and with a previously known almost-linear-time algorithm. Additionally, we present an optimal deterministic algorithm and a linear-time randomized algorithm for sensitivity analysis of minimum spanning trees.
1 tree can be computed deterministically in linear time on a unit-cost random access machine. These results are incomparable with ours because of the stronger computation model used.
2. Verication of Minimum Spanning Trees. Let G = (V; E) be a connected, undirected graph with vertex set V of size n and edge set E of size m. Suppose every edge fv; wg 2 E has a real-valued cost c(v; w). A minimum spanning tree of G is a spanning tree whose total edge cost is minimum. The minimum spanning tree verication problem is that of determining whether a specic spanning tree T is a minimum spanning tree. Since G is connected, m n 0 1. To simplify time bounds, we assume that m n; otherwise, G itself is a tree.
Several results concerning the minimum spanning tree verication problem are known. There are many ecient algorithms for nding a minimum spanning tree, given only the graph G and the edge costs; see the survey paper by Graham and Hell [10] or the monograph by Tarjan [19, Chapter 6] . The fastest known algorithm for nding a minimum spanning tree is that of Gabow, et al. [7] , which runs in O(m log (m; n)) time, where (m; n) = minfi j log (i) n m=ng, and log (i) n is dened recursively by log (0) n = n ; log (i+1) n = log log (i) n. The verication problem was considered by Tarjan [17] and subsequentlyby Koml os [14] . Tarjan proposed a verication algorithm running in O(m(m; n)) time, where is a functional inverse of Ackermann's function. Koml os showed that a minimum spanning tree can be veried in O(m) binary comparisons between edge costs. Unfortunately, his method requires nonlinear time to determine which comparisons to make. Here we describe an algorithm that veries a minimum spanning tree in O(m) time.
Let T be a spanning tree whose minimality we wish to test. For any pair of vertices v; w, we denote by T (v;w) the path in T from v to w. T is minimum if and only if, for every nontree edge fv; wg, c(v; w) maxfc(x; y) j fx;yg 2 T (v;w)g. In order to eciently verify this condition, we replace each nontree edge fv; wg by a set of up to six replacement edges, each of cost c(v; w). This replacement leaves invariant the minimality of T . Edge replacement is a two-stage process. To begin the rst stage, we choose an arbitrary vertex r and root T at r. We denote by p(v) the parent of vertex v in the rooted version of T . For each nontree edge fv;wg, we compute the nearest common ancestor of v and w in T , say u. If v and w are unrelated in T (i.e., u 6 2 fv; wg), we replace fv; wg by the pair of edges fu; vg ; fu; wg, each with cost c(v; w). Such replacement leaves invariant the minimality of T , at most doubles the number of nontree edges, and results in a graph such that every nontree edge joins two related vertices in T . The time to perform this replacement is O(m) using either of the known linear-time algorithms for computing nearest common ancestors [12] , [16] .
We can now assume that each nontree edge fu;vg is such that vertex u is an ancestor of vertex v. In the second stage, we replace each such edge by a set of up to three edges. In order to determine the edge replacements, we partition T into a collection of edge-disjoint subtrees. Let g 1 be an integer parameter, whose value we shall specify later. The subtrees have two properties: (i) there are at most (n 0 1)=g + 1 subtrees; and (ii) deletion from any subtree of its root and all edges incident to the root leaves a collection of smaller subtrees, called microtrees, each containing at most g vertices. We compute the collection of subtrees in O(n) time, as follows. We process all the vertices except r in postorder [19] . (This order guarantees that a parent is processed after all of its children.) When processing a vertex v, we compute an integer value s(v) for it; and, in addition, we may mark it as a subtree root. The computed value of s(v) is the number of descendants of v in T (including v itself) that are in the same microtree as v. Initially all vertices are unmarked. The vertex processing step is as follows: Once the vertex processing is completed we mark r, the root of T , as a subtree root. Condition (ii) is immediate from the denition of the vertex processing. Condition (i) is also immediate: each subtree, except possibly the one rooted at r, contains more than g vertices and hence contains at least g edges, which means that there are at most (n 0 1)=g + 1 subtrees. Let T 0 be the tree whose vertices are the marked vertices of T , with v the parent of w in T 0 if v is the deepest marked proper ancestor of w in T (i.e., the rst marked vertex encountered on the path from w to r in T ). We call T 0 the macrotree. By (i), T 0 has O(n=g) vertices. Tree T 0 can be computed in O(n) time by doing a depth-rst traversal of T and maintaining the set of marked proper ancestors of the currently visited vertex on a stack; when the search visits a vertex v, the deepest marked proper ancestor of v, which we denote by p 0 (v), is on top of the stack. (We adopt the convention that p 0 (r) is undened.)
We use the macrotree to dene the replacement edges for each nontree edge. 3 ; vg, deleting any of these edges that is a loop (an edge of the form fx; xg for some x). Each new edge has a cost of c(u; v). This replacement leaves invariant the minimality of T and at most triples the number of nontree edges.
We can compute the replacement edges for every nontree edge in a total of O(m) time, as follows.
A depth-rst traversal of T as described above allows us to compute p 0 (v) for each vertex v 6 = r. This gives r1 and r3 in the edge replacement construction. It remains to compute the r2-vertices in the edge replacement construction. The computation of these vertices requires answering O(m) queries of the following form on T 0 : given a vertex z and another vertex y that is a proper ancestor of z, determine the child of y that is an ancestor of z. These queries can be answered in O(m) time by performing a depth-rst traversal of T 0 , maintaining a stack of the ancestors of the currently visited vertex, and answering the query for a pair y; z when visiting z during the search, by reporting as the answer to the query the vertex just above y on the stack.
Having computed all the replacement edges, we must test, for each replacement edge fw;xg, whether c(w; x) maxfc(y; z) j fy; zg 2 T (w;x)g. In the rest of this section we describe how to perform this test for all replacement edges.
For each vertex v 6 = r, we compute a value high(v) equal to the maximum cost of an edge on the path T (p 0 (v); v). These values can be computed for all vertices by doing a separate depth-rst traversal of each of the subtrees of T that were determined by the partitioning process described previously. During the traversal of the subtree rooted at a vertex u, we maintain the path of edges from u to the currently visited vertex as a stack with heap order [19] ; the values that are heap-ordered are the edge costs, and the high-values are computed using nd-max operations. This data structure requires O(1) amortized time per push, pop, or nd-max operation [19] . Hence the total time to compute all highvalues is O(n). The high-values suce to perform the required test for each of the fr 3 ; vg-replacement edges, in O(1) time per edge: for such an edge, high(v) = maxfc(y; z) j fy; zg 2 T (r 3 ; v)g.
We deal with the fr 2 ; r 3 g-replacement edges by adding all of these edges to T 0 to form a graph [19] . Thus verifying the minimality of T 0 takes O(m) time.
The remaining edges that must be tested are the fu; r2g-replacement edges. Each such edge has u and r 2 in the same microtree. Let T 1 ; T 2 ; : : : ; T k be the microtrees. For 1 i k, we form a graph G i by adding each fu; r 2 g-replacement edge to the tree T i such that u and r 2 are in T i . Together the graphs G1; G2; : : : ; G k contain n vertices and O(m) edges. By (ii), each G i contains at most g vertices. We complete the task of verifying the minimality of T by verifying that T i is a minimum spanning tree of G i , for each i in the range 1 i k.
To verify the minimality of the microtrees, we use a preprocessing and table look-up technique. For each possible connected graph with no more than g vertices and specied spanning tree, we construct a short integer encoding by numbering the vertices consecutively from 1, encoding each edge by the pair of numbers of its end vertices, and concatenating the encodings of the edges, listing the spanning tree edges rst. (It does not matter that this encoding is not unique.) The encoding for a graph-tree pair contains at most dloggeg 2 =2 bits, since there are fewer than g 2 =2 edges. The total number of possible code strings (not all of which are legal encodings of graphs) is not more than 2 dlog geg 2 =2 . We will choose g such that each graph encoding ts into one computer word and such that there are at most pa n possible code strings. Choosing g c 2 (logn) 1=3 for a suitably small value of c2 more than suces for this purpose.
Consider a connected graph with at most g vertices and e < g 2 =2 edges and having a specied spanning tree T 3 . The result of Koml os [14] implies that there is a decision tree D whose nodes represent binary comparisons of edge costs that will verify the minimality of T 3 and has a depth of at most c 1 e, for some suciently large c 1 . The number of nodes in D is at most 2 c1 e+1
. Furthermore, an inspection of the construction of Koml os shows that D can easily be constructed in O(g 2 ) time per node, for a total of O(g 2 2 c 1 g 2 =2 ) time.
Choosing g c 2 (log n) 1=3 for a suitably small value of c 2 guarantees that the construction time for one decision tree is O( pa n), and the total time required to construct decision trees for all possible graphs with at most g vertices is O(n). Furthermore, the space needed to store all the decision trees is O(n).
We construct one decision tree for each possible graph with at most g vertices and then build a table that maps code strings for graphs to the corresponding decision trees. Then we use the table to verify the minimality of the microtrees T i in the respective graphs G i , by computing a code string for each G i ; T i pair, accessing the decision tree corresponding to the code string, and following the path through the decision tree determined by the edge costs of G i . The total time to perform all the verications is O(m). This completes the verication of T .
The only constraints imposed on the choice of g in this construction are g = (log (i) n) for some xed positive integer i and g c3(log n) 1=3 for c3 = minfc0; c2g. Thus it suces to choose g = c 3 (logn) 1=3 . 3 . Sensitivity Analysis of Minimum Spanning Trees. An extension of the minimum spanning tree verication problem is the sensitivity analysis problem. Let G be an undirected graph with edge costs and let T be a minimum spanning tree of G. The sensitivity analysis problem is to compute, for each edge fv; wg of G, by how much c(v; w) can change without aecting the minimality of G. Tarjan [18] has extended his verication algorithm to an algorithm that solves the sensitivity analysis problem in O(m(m; n)) time. For the special case of planar graphs, Booth and Westbrook [2] have given an algorithm running in O(m) time. We shall describe a randomized O(m)-time algorithm and a deterministic algorithm that runs in time minimum to within a constant factor, although all that we can say for sure about the running time of the latter algorithm is that it is O(m(m; n)) and (m). Our technique is the same as that of Section 2; namely, we reduce the original problem in O(m) time to a collection of subproblems, each of which is small enough to solve by using a decision tree selected from a precomputed set of such trees. Let fv;wg be a nontree edge. Let a(v; w) = maxfc(x;y) jfx; yg 2 T (v; w)g. Then T remains minimum until the edge cost of fv; wg decreases by more than c(v; w) 0 a(v; w). Similarly, let fv; wg be a tree edge. Let b(v; w) = min fc(x; y) j fx;yg is a non-tree edgesuch that fv; wg 2 T (x;y)g. Then T remains minimum until the edge cost of fv; wg increases by more than b(v; w)0c(v; w). (See [18] .)
The value of a(v; w) for every nontree edge fv;wg can be computed in O(m) time by a simple extension of the verication algorithm in Section 2: instead of verifying that c(v; w) a(v; w), we compute a(v; w) explicitly. Explicit computation of the a(v; w) values can be done by computing, for each of the six replacement edges for an original edge fv; wg, the maximum-cost tree edge on the path in T joining the endpoints of the edge. These maxima can be computed by slightly modifying the algorithm of Section 2; the algorithm of Koml os actually computes the maxima along tree paths needed to handle the replacement edges within the microtrees.
Computing b(v; w) for every tree edge fv; wg is harder. We rst replace the nontree edges exactly as in Section 2: each nontree edge fx;yg is replaced by a set of up to six nontree edges, each of cost equal to fx; yg, in a way that preserves b(v; w) for every tree edge fv; wg. In the process of performing this replacement, we choose a root r of T and compute subtree roots, subtrees, and microtrees exactly as in Section 2. After the replacement, each nontree edge fx;yg is such that x and y are related in T , say x is an ancestor of y. In addition, such an edge is of exactly one of three types: Type 1: x is a subtree root, y is not a subtree root, and x = p 0 (y), where p 0 is dened as in Section 2: p 0 (y) is the deepest ancestor of y that is a subtree root. Type 2: x and y are subtree roots. We compute the b 2 -values in three steps. First, we form the graph G 0 as in Section 2 by adding to the macrotree T 0 each type-2 edge. Second, we compute, for each tree edge fv; wg of the macrotree T 0 , the value b 0 (v;w) = min fc(x;y) j fx;yg is a type-2 edge such that (v; w) 2 T 0 (x;y)g. All the b 0 -values can be computed in O(m(m; n 0 )) time by applying the sensitivity analysis algorithm of Tarjan [18] to the graph G 0 and the tree T 0 . Choosing g (the size parameter for the macrotrees) to be (log (i) n) for any xed positive integer i results in an O(m) time bound for this computation. All that remains is to compute the b 3 -values. Since the denition of a type-3 edge fx;yg implies that x and y are in the same microtree, we can compute the b3-values by adding the type-3 edges to the appropriate microtrees to form graphs G 1 ; G 2 ; : : : ; G k as in Section 2 and then process each G i ; T i pair separately. We again use preprocessing to construct a fast decision-tree algorithm for each possible graph-tree pair and then use table lookup to select the correct algorithm for each actual pair G i ; T i . It is only in the construction of the decision trees that the randomized and deterministic algorithms dier. We rst consider the deterministic case. A decision tree for the sensitivity analysis problem consists of a binary tree, each internal node of which species a comparison between the costs of two edges, and each leaf x of which provides a mapping f x from the tree edges of the problem graph to the nontree edges, such that the b3-value of any edge e is c(fx(e)), assuming that the edge costs are consistent with the outcome of the comparisions leading to leaf x. The algorithm of Tarjan [18] implies the existence of an O(m(m; n))-depth decision tree for the sensitivity analysis of an n-vertex, m-edge graph and given spanning tree. Since (g 2 ; g) = O(1) [19] , these decision trees have depth O(g 2 ).
For each possible connected graph with no more than g vertices and specied spanning tree, we construct a minimum-depth decision tree for sensitivity analysis by brute-force enumeration. We restrict our attention to complete binary trees, enumerating all possible decision trees of each possible depth in increasing order by depth until nding a correct one. A complete binary decision tree of depth d has 2 If we choose g = c 4 (loglog n) 1=4 for some suciently small constant c 4 , then the time to nd minimum-depth decision trees for all possible graph-tree pairs is O(n), as is the space needed to store them in a table.
We compute the b3-values for all tree edges in a microtree T i by indexing the lookup table with the code string of the pair G i ; T i to get a decision tree and evaluating the decision tree with the given edge costs.
The total time needed for sensitivity analysis is O(m) plus time proportional to the sum of the minimum numbers of comparisons needed to perform sensitivity analysis for all of the G i , T i pairs. Performing sensitivity analysis for all of the G i , T i pairs is at most a constant factor more timeconsuming than performing sensitivity analysis for a worst-case n-vertex, m-edge graph. Thus the sensitivity analysis algorithm runs in time minimum to within a constant factor, assuming that only binary comparisons between edge costs are used as tests.
In the randomized case, we replace the deterministic decision trees used for sensitivity analysis of the microtrees by randomized decision trees. In a randomized decision tree, each internal node corresponds either to a comparison of two edge costs or to a test of a distinct random bit. As in the deterministic case, we require every path of the decision tree to give the correct answer, but as a measure of the complexity of the tree we use the weighted average depth of a leaf, rather than the worst-case depth, taking the weight of a leaf to be 1=2 i , where i is the number of tests of random bits along the path from the root to the leaf.
Goddard, King and Shulman [9] have found a randomized algorithm to compute the maxima of n subsets of an ordered universe of size n in O(n) comparisions on the average. Their result, together with the observation of King [13] that their algorithm needs only O(n) random bits on the average, implies the existence of a randomized decision tree of average depth O(m) for the sensitivity analysis problem. Such a decision tree can be converted into a decision tree of O(m) average depth 5
and O(m logm) worst-case depth by trimming the decision tree at depth m logm and replacing each subtree that was cut out by a decision tree that merely sorts by cost the edges of the problem graph. A brute-force enumeration can be used to nd minimum-average-depth randomized decision trees for all possible microtree problems. The details mimic the deterministic case, so we omit them. The Goddard-King-Shulman result then implies that the resulting randomized sensitivity analysis algorithm runs in O(m) expected time, for a suitable choice of the microtree size bound g. 4. Concluding Remarks. We have illustrated by means of two related examples a general technique of speeding up divide-and-conquer algorithms by a preprocessing and table lookup technique. A curious phenomenon is that the technique can give algorithms running in time minimum to within a constant factor, but for which we can not presently oer a tight asymptotic time analysis. This is the case for our deterministic minimum spanning tree sensitivity analysis algorithm and for Larmore's convex matrix searching algorithm [15] ; both have running times somewhere between linear and an inverse Ackerman function times linear. Providing tight analysis of these algorithms amounts to bounding the number of comparisons needed to solve the corresponding problems. Obtaining tight bounds remains open. A related question is whether the randomized maxima-nding algorithm of Goddard, King, and Shulman can be made deterministic. Another question is whether our model for computations not involving edge costs can be weakened from a random-access machine to a pointer machine. The only feature of a random-access machine we have actually used is the ability to make multiway branches to look up the special-purpose algorithms for processing the microtrees. It may well be the case that binary branching suces for this purpose, and hence that our results hold for pointer machines with binary comparison of edge costs (and edge cost subtraction for sensitivity analysis).
The technique we have illustrated is not limited to comparison-based problems. We can allow arithmetic operations in the decision trees used to solve the subproblems. Testing the correctness of such a decision tree amounts to testing the validity of a rst-order sentence about the real numbers. Such sentences can be tested in double-exponentialtime [1] , which suces for the use of the method: we merely reduce the size of the subproblems to double-logarithmic,triple-logarithmic, or further, as needed. As an example, the technique can be applied to the O(n log 3 n)-time algorithm of Chazelle [3] for triangulating a simple n-sided polygon, to produce an algorithm running in time minimum to within a constant factor. The bound for this algorithm is in fact O(n), because of the even more recent result of Chazelle [4] giving an explicitly linear-time algorithm. Further applications remain to be discovered.
