change is still open to discussion and that alternative clustering neural-network approaches should be developed to pursue during training: 1) monotone reduction of the neurons' learning rate and 2) monotone reduction of the overlap among neuron receptive fields.
I. INTRODUCTION
T HE soft competitive self-organizing map (SOM) algorithm has been extensively studied and applied successfully for different applications [1] , [2] . The algorithm is based on heuristics derived from neurophysiological studies and implemented as empirical user-defined functions of time [1] , [2] . The first Kohonen heuristic rule requires that learning rates decrease monotonically with time according to a cooling schedule, i.e., as the number of processing epochs increases, all learning rates (winner as well as nonwinners) decrease toward zero, so that SOM, rather than convergence to a local minimum of a cost function, reaches termination. This Kohonen constraint was originally developed for the hard competitive Kohonen's vector quantization (VQ) algorithm [1] . It has been proven that, to avoid possible oscillations of the template estimate, hard clustering VQ should satisfy the following Publisher Item Identifier S 1045-9227(98)06255-9.
recommendations [3] , [4] : 1) as , then and 2) , where is the iteration counter and is the learning rate. A possible expression of that satisfies these two conditions is the harmonic sequence . In this case VQ becomes equivalent to McQueen's -means [5] . Another possible expression of is an exponentially decaying learning rate, e.g.,
, where are the initial and final learning rates and is the iteration limit. Experiments comparing McQueen's -means and VQ exploiting an exponentially decaying learning rate indicate that the latter method is less susceptible to poor initialization and for many data distributions gives lower mean square error [5] .
The second Kohonen heuristic rule requires that the size of the update (resonance) neighborhood centered on the winner neuron must decrease monotonically with time, such that a soft competitive bubble strategy converges to a hard competitive winner-takes-all (WTA) learning paradigm. This is tantamount to stating that the overlap among neuron receptive fields must decrease monotonically with time, until receptive fields become Voronoi polyhedra [6] . This soft competitive approach is well known in the field of data compression, where the vector quantization problem requires the minimization of a cost function, the distortion error, which, in general, has many local minima [7] . Traditional -means clustering algorithms, either off-line (Lloyd or Forgy's [5] , [8] ) or on-line (McQueen's [5] , [8] , [9] ), employ a WTA learning strategy to minimize the distortion error. Since purely local adaptations may not be able to get the system out of a poor local minimum when this lies in the proximity of the status where the system was started [5] , -means clustering algorithms are sensitive to initialization of templates, i.e., different initializations may lead to very different minimization results. To avoid confinement to local minima during the adaptation procedure, a common approach is to introduce a soft competitive learning scheme that not only adjusts the winning cluster but also affects all cluster centers according to their input pattern proximity [7] . In general, soft competitive learning not only decreases dependency on initialization but also reduces the presence of dead units [5] . One interesting approach of this kind is the "maximum entropy clustering" whose approximate solution is provided by deterministic annealing [10] . Deterministic annealing can be interpreted as a Gaussian mixture estimation by the expectation-maximization (EM) approach [11] where Gaussian variances are fixed [9] . Deterministic annealing interprets Gaussian variances as the temperature and shows that by starting the adaptation process at a high temperature which must be slowly lowered to zero, then local minima in the distortion error are avoided [7] .
Despite its many successes in practical applications, SOM suffers from some major deficiencies, many of which are highlighted in [2] and listed below.
• Termination is not based on optimizing any model of the process or its data [12] . Indeed it has been proven that an objective function cannot exist for the SOM algorithm, i.e., there exists no cost function yielding Kohonen's adaptation rule as its gradient [13] . SOM rather features a set of potential functions, one for each neuron, to be independently minimized following a stochastic gradient descent [13] .
• The final weight vectors are affected by the order of the input sequence [12] .
• The final weight vectors are affected by the initial conditions [12] .
• The learning rate, the size of the resonance neighborhood and the strategy to alter these two parameters during learning must be varied from one data set to another to achieve "useful" results [12] .
• Topology preserving mapping is not guaranteed [6] .
• Probability density function (pdf) estimation is not achieved [14] . Attempts have been made to interpret the density of codebook vectors as a model of the input data distribution but with limited success [5] , [14] - [16] .
• Prototype parameter estimate may be severely affected by noise points and outliers. This is due to the fact that the learning rate is computed by SOM as a function of the number of processing epochs and of the neuron position in the grid, while it is independent of the actual distance separating the input pattern from the cluster template. To ameliorate problems suffered by both VQ and SOM, several clustering algorithms have been proposed in recent years. Among these, the fuzzy learning vector quantization (FLVQ) algorithm [20] , which was first called fuzzy Kohonen clustering network (FKCN) [12] , has quickly gained popularity as a fairly successful batch clustering algorithm.
In this paper the effectiveness of the FLVQ model in overcoming the SOM limitations is investigated by analytical and experimental approaches. The analytical section explores the FLVQ asymptotic behaviors when the weighting exponent is moved to its extremes. This analysis stresses some minor discrepancies between our findings and those proposed in the literature. Unfortunately, no analytical tool but only heuristic rules are provided to optimize the range of change of weighting exponent . The experimental section involves the classification of low-and high-dimensional remote sensed data, obtained by using FLVQ as an unsupervised module in a twostage classification system [17] . Specifically, the investigation is focused on the FLVQ sensitivity to changes in parameters and termination criterion. Our experimental findings: 1) confirm the theoretical analysis about FLVQ sensitivity to changes in the range of change of the weighting exponent; 2) reveal that FLVQ features instability when its traditional termination criterion is employed; and 3) provide empirical recommendations which can enhance FLVQ robustness. It is therefore suggested that new neural-network approaches enforcing cooperative/competitive learning strategies should be investigated to overcome FLVQ deficiencies in satisfying Kohonen's constraints.
II. REVIEW OF FLVQ
FLVQ combines the on-line Kohonen weight adaptation rule with the fuzzy set membership function proposed by the batch fuzzy -means (FCM) algorithm [12] , [20] . This allows FLVQ to employ less user defined parameters than SOM by computing the learning rate and the size of the update neighborhood directly from the data as a function of a weighting exponent , where time is defined as the number of processing epochs. Unlike SOM, FLVQ is a batch clustering method and employs metrical neighbors in the input space rather than topological neighbors belonging to an output lattice. It is worth noting that we refer implicitly to FLVQ as the descending FLVQ algorithm [20] . Descending FLVQ features a monotonically decreasing weighting exponent , as recommended in [20] .
Limiting behaviors of FLVQ and FCM have been extensively studied in [12] and [20] , as well as in recent papers [21] - [23] . In this section, we intend to highlight FLVQ trivial learning behaviors as limiting properties. Discrepancies between our analysis and that proposed in the existing literature are stressed wherever necessary.
A. Input Parameters
FLVQ requires the user to define: 1) number of natural groups to be detected; 2) the initial and final weighting exponent and , controlling the "amount of fuzziness" of the algorithm, i.e., the degree of overlap among neuron receptive fields; in [20] , the heuristic constraint is recommended (in line with the choice of suggested for FCM applications [20] ); 3) parameter , defined as the maximum number of epochs; and 4) a termination error , which is employed in the following termination strategy: let us define quantity , where is the th cluster prototype at time ; if ( ) then the algorithm is terminated.
B. Equations
The objective function of the FCM algorithm to be minimized is the classical within-groups sum of squared errors function generalized to the infinite family written as [12] (1) where the weighting exponent , termed "amount of fuzziness" [12] , is a user-defined resolution parameter belonging to range ; , , , is a fuzzy -partition of (whose definition is provided below); is the total number of categories; is the total number of input patterns; , , is the input data set made of input patterns ; is a vector of unknown cluster centers. In FCM, (1) is differentiated with respect to (for fixed and ) and to (for fixed and ), and, by applying the condition , we obtain as the coupled first-order necessary conditions for solutions that are local minimizers of the objective function (1) [22] , [24] , [25] (2) (3) where (4) is termed the competition function [21] - [23] , (5) is a constant coefficient, and (6) is the learning rate.
Equation (2) provides the degree of compatibility of input pattern with the vague concept represented by cluster center . This equation is a membership function because it satisfies the three conditions required to state that fuzzy subsets are a fuzzy -partition of . These conditions are [12] , [25] : 1) belongs to [0, 1], , ; 2) , ; and 3)
, . As was the case with , , and also belong to [0, 1], , . Constraint 2) above is an inherently probabilistic constraint [26] , relating (2) to the class of soft-max output activation functions providing posterior probability estimates [28] . The output value of (2) is also termed probabilistic or relative or constrained fuzzy membership (typicality), in contrast with the possibilistic or absolute membership [26] , provided by, for example, each single term of the sum at the denominator of (2). It is worth noting that the relationship between probabilistic membership (2) and Bayes' relation is rather loose since the absolute membership provided by each single term of the sum at the denominator of (2) belongs to range , i.e., it cannot be considered as a class conditional likelihood estimate.
It can be observed that, if , , then . This causes "the relative membership problem of FCM" [26] . It means that, since (2) provides membership values that are relative numbers, then noise points and outliers may have significantly high membership values and they can severely affect the prototype parameter estimate (3) . Equation (3) (2)- (6), where is not fixed by the user but it is rather defined as a monotone decreasing function of time [23] . This means that: 1) when is fixed, then FLVQ is equivalent to FCM [20] and 2) FLVQ is not expected to minimize (1): since FLVQ uses (2) and (3) at each iteration with , all we can say is that at every processing epoch FLVQ uses a pair that is necessary to minimize [20] . The decreasing expression of is [20] where (7) 1) Asymptotic Case A-Trivial Vector Quantization: It can be demonstrated (e.g., see [20, p. 736] and [12, p. 758] ) that (8) Equation (8) shows that when , every neuron features the same membership value whatever input and category may be. In other words, the membership function is "maximally fuzzy" [12] , i.e., the size of the receptive field of every processing element tends to its maximum extension (infinity), and the degree of overlap among neuron receptive fields is equal to 100%. Therefore (9) As the second minor discrepancy with the existing literature it can be observed that this result is inconsistent with that proposed in [12, p. 760] , where, with regard to FKCN, an equation equivalent to the following can be found:
. Finally, with regard to learning rates, we obtain
Equation (11) shows that all input patterns are weighted the same whatever category may be. This condition is a peculiar soft competitive learning case where the size of the update neighborhood is extended to the entire net, and the intensity of learning rates is constant through the update neighborhood. It leads to a trivial vector quantizer: all node vectors migrate to the same point in the measurement space, i.e., all input patterns are mapped into the same prototype which is equivalent to the grand mean of [20] . It is worth noting that (e.g., see [21, p. 6 
])

2) Asymptotic Case B-Hard Competitive Learning Plus Trivial Dead Unit Relocation:
We observe that if neuron is the winning neuron, otherwise. (12) Then, if , the membership function is hard such that receptive fields become equivalent to Voronoi polyhedra [6] , i.e., the degree of overlap among neuron receptive fields becomes equal to zero. This does not mean, however, that the same hard condition holds true for the learning rate function. In fact if neuron is the winner unit for where is the cardinality of subset consisting of patterns featuring neuron as their best-matching unit if neuron is not the winner unit for and if , i.e., unit is the winner for at least one pattern if , i.e., if neuron is not the winner unit either for or for any other input pattern, i.e., if neuron is a dead unit (13) if if (14) Equations (12)- (14) provide the third discrepancy with the existing literature. In [12] , [20] , it is stated that if , then both FCM and FLVQ are hard -means, while (12)- (14) show that both FCM and FLVQ become similar but not equivalent to a Forgy's -means algorithm [8] . Forgy's -means features a singularity condition when its hard competitive prototype updating, , , deals with a dead unit ( ). In this case, the prototype update cannot be calculated. On the contrary, when (14) encounters dead units, these cluster centers are moved to the center of gravity of the input data set. Equation (21b) found in [20, p. 736 ] oversimplifies (14) by stating that , . Equations (11) and (14) highlight the fact that the most problematic choice in FCM/FLVQ is the weighting exponent [12] . Unfortunately, (2)-(6) applied iteratively are unable to move away from each other identical centroids, i.e., whenever centroids converge to the center of gravity (grand mean) of then these resources cannot be any longer exploited as separate processing units. In case of a descending FLVQ implementation, since the nonrecoverable collapse of dead units described by (14) eventually occurs at the end of the iteration process (when ), then this loss of resources cannot be considered as an asymptotic deficiency of the algorithm.
We summarize our asymptotic analysis as follows. To avoid inefficient exploitation of processing resources: 1) must be kept away from one and infinity in FCM and 2) must be kept away from infinity in descending FLVQ. Although several studies have attempted to find a good way to choose , this choice is still largely heuristic [12] . Most users of FCM find a value in the range [1.1, 5] [20] . In line with this empirical range, the heuristic constraint is recommended for FLVQ [20] . This constraint is consistent with the results of our asymptotic analysis to guarantee efficient exploitation of processing resources. Unfortunately, (8)- (14) do not provide any analytical criterion that optimizes the choice of the range of change of variable in reducing the degree of overlap among neuron receptive fields. Therefore, this choice can be considered as problematic as that of the monotonically decreasing bubble size in SOM.
C. Comments
Let us compare the main functional features of FCM and FLVQ in comparison with those of SOM (see Section I). FCM, featuring a fixed resolution parameter , is such that:
1) It is affected by the relative membership problem (high sensitivity to noise, i.e., low robustness). 2) It does not satisfy the first Kohonen constraint, i.e., no cooling schedule is pursued since the learning rate decreases with the distance from the winner node, but it is independent of time.
3) It does not satisfy the second Kohonen constraint, i.e., no model transition from soft competitive to hard competitive learning is driven through time. 4) When parameter is fixed according to the heuristic rule , then the possibility of generating coincident clusters is reduced. Descending FLVQ is such that: 1) It is affected by the relative membership problem (high sensitivity to noise, i.e., low robustness).
2) The learning rate and the size of the update neighborhood are not user defined as in SOM, but are computed directly from the data. 3) It does not satisfy the first Kohonen constraint, i.e., no cooling schedule is pursued because the learning rate decreases with the distance from the winner node, but it does not necessarily decrease monotonically with time, as acknowledged in [20] : (10) and (13) show that, for a given pattern , the learning rate of the winner neuron increases to while the other rates remain close to or tend toward zero. 4) It satisfies the second Kohonen constraint when a heuristic rule such as is enforced. This [23] . EFLVQ-F tries to minimize the FCM cost function (1) by adopting (2), these equations assuming that is fixed (see Section II-B). Since this hypothesis does not hold true for FLVQ, we conclude that FLVQ is not derived by minimizing the FCM/EFLVQ-F objective function. 6) Due to batch learning, the final weight vectors are not affected by the order of the input sequence, this feature being shared with the batch version of SOM [2] . It is well known that batch learning, where parameters are estimated on the basis of the full data set, is the preferred choice for small data sets [9] , while on-line learning is considered an extremely desirable property of any clustering neural model [34] , although it typically results in systems that become order-dependent during training. 7) Unlike SOM, FLVQ employs metrical neighbors in the input space rather than topological neighbors in the output lattice. Thus, FLVQ cannot manage topological information, while SOM guarantees neighborhood preservation of the inverse mapping from the network to the input manifold, but it does not necessarily guarantee neighborhood preservation of the mapping from the input manifold to the network [6] .
D. State of the Art
Several neural-network models found in the literature try to solve some of the problems related to the SOM procedure.
We believe that no optimization criterion can be applied to the choice of the range of change of parameter when membership (2) is adopted to satisfy Kohonen's constraints while reducing the number of parameters of SOM (see Section I). This observation may justify the recent development of several classes of algorithms which are related to FLVQ. EFLVQ-F is a broad family of batch FLVQ algorithms minimizing the FCM cost function (1) [21] - [23] . FLVQ is also related to several on-line fuzzy clustering algorithms such as the sequential generalized LVQ (GLVQ) [3] and GLVQ family algorithms (GLVQ-F) [4] , and the class of on-line fuzzy algorithms for learning vector quantization (FALVQ) [23] , [30] . Table I summarizes functional comparisons between these LVQ algorithms.
From the analysis of Table I we observe that, to avoid empirical decisions in the exploitation of (2), more recently published fuzzy vector quantizers, either on-line (FALVQ) or off-line (EFLVQ-F), adopt the following strategies. EFLVQ-F exploits the update rule (3) where: 1) coefficient is no longer computed as (5), but it is rather defined as a monotonically decreasing function of the iteration number, according to a Kohonen cooling schedule and 2)
[21], p. 251. This means that, although EFLVQ-F adopts a cooling schedule, it does not allow the degree of overlap among neuron receptive fields to decrease monotonically with time in line with Kohonen's constraints (see Section I). FALVQ no longer employs (3) as its update rule. On the other hand, FALVQ adopts a cooling schedule such that the learning rate decreases monotonically with time. In different FALVQ implementations, one different parameter controls the size of the update neighborhood. When this parameter tends to either one or both of its extreme values, then FALVQ algorithms employ no soft-max adaptation rule, but a crisp WTA strategy which reduces the proposed algorithms to Kohonen's VQ. Although experimental results reveal that there is a wide range of parameter values that leads to satisfactory clustering results, the choice of this parameter can be considered as problematic as that of the weighting exponent in FCM. To summarize, although FALVQ adopts a cooling schedule, it does not allow the degree of overlap among neuron receptive fields to decrease monotonically with time in line with Kohonen's constraints.
With regard to the issue of developing robust clustering procedures, several strategies have been proposed in the literature aiming to improve outlier detection capability of both SOM and FLVQ. For example, the growing neural gas (GNG) algorithm inserts a new processing unit in the proximity of the neuron featuring the highest accumulated requantization error [15] , [35] . This insertion strategy is such that a single poorly mapped pattern does not suffice to initiate the creation of a new unit. Thus, this method avoids overfitting, i.e., avoids that the clustering system fits the noise, not just the signal [28] . Another solution, adopted in the possibilistic -means (PCM) algorithm [26] , is to relax constraint , , in order not to force the sum of possibilistic memberships of a noise point in all the good clusters to be equal to one (for a review about possibilistic typicality, see [27] ). However, this approach features limitations, such as a large sensitivity to the choice of resolution parameters and the generation of coincident clusters depending on the choice of the initial templates, as acknowledged in [29] . A different solution, proposed in [31] and [32] , is to estimate, for a given input pattern, the best probabilistic membership (posterior probability) while submitting the possibilistic membership (class conditional probability) to an adaptive resonance theory (ART)-based vigilance test. If the vigilance test is not passed, then the best probabilistic membership estimate is rejected and a new (noise) category is dynamically allocated to categorize that input pattern (since a single poorly mapped pattern suffices to initiate the creation of a new unit, then, to avoid overfitting, noise categories are removed dynamically in [31] ).
Solutions to some of the other problems related to the SOM procedure, apart from outlier detection, are found in the literature. For example, the neural gas (NG) algorithm minimizes an objective function and satisfies the two Kohonen learning constraints while using metrical neighbors in the input space rather than topological neighbors belonging to an output lattice [7] . The GNG algorithm (see above), largely based on heuristics, pursues dynamic insertion of neurons, driven by the neuron-based accumulated error, and the dynamic insertion/deletion of synaptic links, based on the competitive Hebbian adaptation rule [6] , to achieve robustness against noise as well as perfect topology preserving mapping [6] , [15] , [35] . The generative topographic map (GTM) employs an output grid of neurons, featuring fixed size, to perform probability density function estimation while the two Kohonen constraints are satisfied and an objective function is minimized [14] , [33] .
III. EXPERIMENTAL ANALYSIS
The effectiveness of FLVQ was compared with that of SOM in two classification experiments where low-dimensional and high-dimensional remote sensed data were processed, respectively. To perform our experiments, a two-stage (hybrid) classification system, combining both unsupervised and supervised learning, was developed. In the first stage, unsupervised data clustering was carried out by FLVQ and SOM employed in sequence. In the second stage, a feedforward single layer perceptron (SLP), based on the Delta Rule, provided supervised labeling of the extracted clusters. It has been proven that this hybrid classification system features a learning time lower than that required by a purely supervised classifier based on a multilayer perceptron [17] .
Specifically in this work, three multitemporal Landsat thematic mapper (TM) subimages, consisting of 1024 512 pixels, were used. The TM sensor can measure surface radiance in seven spectral band whose spatial resolution is 30 30 m. for all bands except thermal infrared band six. The latter was not considered in this study. The data set analyzed was acquired in April, July, and October 1986 on an area located in Southern Italy, which includes a portion of the Ofanto river basin. In Fig. 1 the original July image is shown. The data used for training and testing the modular system were extracted from 25 fields, covering 7662 pixels of known ground truth determined by means of in situ inspections and visual interpretation of aerial photographs [18] . The supervised data set includes seven land cover classes: 1) bare soil; 2) urban areas; 3) pasture; 4) coniferous reforestation; 5) olive groves; 6) vineyards; and 7) cropland.
The multispectral features of each pixel were scaled by dividing each input value parameter by 255, the maximum value that each band can assume.
In the first experimental setting, a low-dimensional data set featuring only two bands of the July image were selected to: 1) monitor the distribution of weights in a bidimensional space and 2) deal with classes featuring low separability, their Jeffries-Matusits (JM) average interclass distance [36] measuring 1.181.
In the second experimental setting, the whole 18-band multitemporal data set was employed. In this case, the classes of interest were characterized by high separability, their average JM value measuring 1.413.
In both experimental setting, the number of input units of the clustering module was fixed as the number of input spectral bands. Different numbers of nodes were used in the output layer to optimize clustering performance. In the second module of the classification system, the size of the SLP input layer was taken as the size of the output clustering module and the number of SLP output neurons was set as the number of land cover classes.
A. FLVQ Numerical Examples
FLVQ stability with respect to changes in and is investigated both in the low-and high-dimensional data sets, whereas in the literature this investigation regarded only the Anderson Iris data [12] , [20] . It should be pointed out that our experiments were conducted using the formulation provided in [12] . The formulation for given parameters 
Compared to (7), (15) implies that parameter equals one. Since must be greater than one according to (1) and (2), in our experiments (15) must be interpreted as follows:
where (16) In (16), and (or ) are user-defined parameters. In the sections below, symbol identifies the epoch at which FLVQ actually reached termination, either because or because the termination criterion is satisfied (see Section II-A). As a consequence belongs to the discrete range , whatever parameter (or ) selected by the user may be. When termination is reached at epoch , the value of parameter is identified as , such that , in agreement with the constraint adopted in (1) and (2).
1) Classification of Low-Dimensional Data:
The FLVQ architecture consists of two nodes in the input layer and 30 nodes in the output layer. The number of output nodes in FLVQ was fixed as follows: starting from seven output nodes, the number of output nodes was increased until performances of the twostage classification architecture became comparable to those provided by a multilayer perceptron (about 84.0% on training and 83.0% on test). We randomly selected 50% of the labeled pixels for training the network, while the remaining 50% were used for testing. was fixed to 0.01 and FLVQ was run until the termination test was satisfied. The values used were the same as the ones in the previous experiment: and . Percentages of the overall accuracy obtained by the modular system for the training and testing data sets are given in Table III. In agreement with Table II, Table III is more sensitive to changes in than to changes in when processing low-dimensional data set. In fact, when was changed from two to six, the percentage of the overall classification accuracy at was found to vary from 83.18 to 77.58%, for test data (Table III) . The same result suggests that the robustness of the FLVQ algorithm with respect to continuous change in input parameters is affected by the termination criterion. This finding seems to contradict the results obtained in [12] on the Iris data set. It also suggests that the FLVQ termination criterion should be removed. Fig. 2 . Analysis of Table IV and Fig. 2 shows that after about 15 iterations the performance of FLVQ does not improve significantly. In line with the result reported in Tables II and III, Table IV confirms that FLVQ performance tends to improve as tends to one. Experiment 4: In this step the termination criterion continued to be excluded.
was fixed to 0.05, while was varied according to the following values: two, three, four, five, and six. As a result, became 20, 40, 60, 80, and 100, respectively, while became 1.05. Percentages of overall accuracy obtained by the modular system for the training and testing data sets are shown in Table V . The FLVQ number of mistakes is shown in Fig. 3 . The combined analysis of Table V and Fig. 3 seems to confirm that when the FLVQ traditional termination criterion is removed, the module becomes robust with respect to both different In particular, the percentage of the overall accuracy obtained by the modular system for the training and testing data sets in the present experiment are given in Table VI for  and  . In agreement with  Tables II-V, Table VI indicates that best performance can be achieved when becomes very close to one whatever and (or ) may be. As an example of the occurrence of each class in the training and test data sets, a pair of confusion matrices is shown in Table VII . These matrices were generated by the hybrid classification system whose clustering stage FLVQ employs no , (see Experiment 3 above). The overall classification accuracy is computed as in [19] .
2) Classification of High-Dimensional Data:
The classification of high-dimensional data was performed by choosing an FLVQ output layer consisting of thirty nodes as in the lowdimensional case. In this investigation 50% of the available supervised pixels were employed for training, 50% were used for testing.
Experiment 6: FLVQ stability with changes in was investigated.
was fixed to two and FLVQ was run until the termination test was satisfied. Two different values were employed in the termination test:
and . The percentages of overall accuracy obtained by the modular system for the training and testing data sets are given in Table VIII . This shows that better classification results can be obtained when termination is reached at values close to 1, regardless of and . was fixed to 0.01 and FLVQ was run until the termination test was satisfied. The values employed were the same as the ones used in Experiment 6. Table IX shows that in the present setting FLVQ performance tends to improve when termination is reached at decreasing values, regardless of . Comparison of Tables VIII and IX reveals that FLVQ is sensitive to changes in both and in the processing of the high-dimensional data set. Moreover, the data reported in Tables IX indicate that the robustness of the FLVQ algorithm can be strongly affected by values adopted for the termination criterion. In particular, at with the percentage of the overall accuracy is 67.36% for the test data, whereas at with the overall accuracy reaches 74.58%. Both percentages are lower than the one obtained at regardless of the value (Table IX) . This contradicts results obtained in [12] on the Iris data. Fig. 4 . The combined analysis of Table X and Fig. 4 shows that after about 20 iterations the performance of FLVQ seems not improve significantly for increasing values. In line with the data of Tables VIII and IX, Table X confirms that FLVQ performance tends to improve as tends to one. Fig. 5 . The output classification map of the study area obtained at , is displayed in Fig. 6 . Analysis of Table XI and Fig. 5 confirms that when its traditional termination criterion is removed, FLVQ is robust with respect to different starting values and number of epochs iff the same value is achieved. Vice versa, if FLVQ is forced to stop before this condition, different performance can be obtained (Table IX) . This finding is the same as the one reported for the low-dimensional data investigation. . These heuristics are such that the traditional FLVQ termination criterion is disactivated, i.e., termination is reached iff . These empirical rules are slightly more severe than the traditional constraint proposed in [20] . This is probably due to the fact that more complex structured data sets were employed in all our experiments, in place of the well-structured Iris data set adopted in [12] and [20] .
B. SOM Numerical Examples
In line with the output number of nodes chosen for FLVQ, the SOM topology consisted of 30 nodes in the output layer. The learning rate chosen was 0.2, since other learning rate tried, i.e., 0.7, 0.9, had provided comparable performance.
The overall classification accuracy obtained by the SOM and SLP module connected in cascade is shown in Tables XIII and XIV for the low-and high-dimensional data set respectively. The epoch numbers are shown in the first column of Tables XIII and XIV, while the first line of the two tables shows the three different radii, expressed in lattice units, being employed to explore the update neighborhood centered on the winner unit.
C. Performance Comparison
The best performance of SOM for both low-dimensional and high-dimensional data (see Tables XIII and XIV) is similar to that provided by FLVQ when the latter method is employed while its traditional termination criterion is suppressed (see Tables IV, V , and X, and XI, respectively). Our conclusion is that relevant differences between the performance of the two systems, if any, seem to be linked to the choice of the starting parameters and heuristic rules.
IV. CONCLUSIONS
The features of FLVQ reported as means of improvement regards to SOM usability do not seem to reduce the heuristic nature of the former method with respect to the latter algorithm. On the one hand, in SOM no optimization criterion exists to choose two monotonically decreasing functions of time calculating learning rates and the update neighborhood size [13] . On the other hand, in FLVQ no optimization criterion has been found to choose the range of change of a monotonically decreasing weighting exponent employed to calculate both learning rates and the degree of overlap of neurons' receptive field.
The features of FLVQ reported as means of improvement regards to SOM performance are also questionable. Our experiments show that FLVQ performance is comparable with those of SOM employed as a clustering algorithm iff FLVQ adopts three heuristic parameter constraints (see Section III-A-3). This does not mean, however, that FLVQ and SOM can be considered as two alternative clustering algorithms. Due to their different functional properties, they should rather be assessed as complementary clustering architectures. Besides the difference between their traditional off-line and on-line implementations (a batch version of SOM exists indeed [2] ), FLVQ does not process topological information whereas SOM performs fairly successfully in pattern clustering as well as in topological structure detection [6] .
Several studies found in the literature focus on the need to build neural-network models more robust and easy to use for vector quantization, density function estimation, and structure detection [27] . The answer to this may come through the integration of features derived from different existing models (see Section II-D). This combination should open new perspectives in neural-network applications.
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