Introduction.
The purpose of this paper is to show that certain sharp existence theorems for small amplitude nonlinear wave equations in the Minkowski space setting extend to the case of nonlinear Dirichlet-wave equations outside of obstacles. Our main result is that the obstacle version of the Strauss conjecture holds when the spatial dimension is equal to 4. The corresponding result for 4-dimensional Minkowski space was first proved by one of us [24] . In this paper we shall also show that Hörmander's [5] almost global existence theorem for quasilinear equations extends to nonlinear Dirichlet-wave equations.
In recent years there has been much work on semilinear and quasilinear nonlinear Dirichlet-wave equations with nonlinearities depending on first and second derivatives of the solution u, but not on u itself. Recently, the first and last authors [3] were able to show that Lindblad's sharp existence theorem, involving general quadratic nonlinearities of all three types, Q(u, u ′ , u ′′ ), for R + × R 3 extends to Dirichlet wave equations in R + × R 3 \K if K is star-shaped. This was done by coupling Hardy-type estimates with a variant the weighted local energy estimates of Keel, Smith and one of the authors [7] , [9] . The variant involves weighted L 2 (dtdx) estimates for solutions u of constant coefficient linear wave equations rather than the more traditional "KSS estimates" involving the spacetime gradient, u ′ . This key weighted estimate was proved in [3] by adapting the earlier arguments from [7] and [9] , but in this paper, we shall see that the estimates for constant coefficient wave equations are actually are an immediate corollary of the "KSS estimates". Estimates of this type are all one needs to handle semilinear equations. To prove results for quasilinear equations we shall couple these constant coefficient estimates with variable coefficient weighted L 2 estimates of the second and third authors [13] . This allows a somewhat simpler approach than the one in [3] since one does not have to use the scaling vector field L = t∂ t + x, ∇ x . An apparent compromise, though, is that, while we can show that the natural variant of the Strauss conjecture is valid outside of nontrapping obstacles, our almost global existence results for quasilinear equations are for the starshaped case. On the other hand, our arguments allow one to give a different proof of Hörmander's almost global existence theorem for R + × R 4 that avoids somewhat delicate commutator arguments involving the operator Let us now state our main results.
Our first is for equations of the form (1.2)      u(t, x) = F σ u(t, x) ), (t, x) ∈ R + × R 4 \K u(t, x) = 0, x ∈ ∂K u(0, x) = f (x), ∂ t u(0, x) = g(x), x ∈ R 4 \K, where = ∂ 2 t − ∆. We shall here assume that f, g ∈ C ∞ (R 4 \K) are fixed and vanish for large x, although this condition can be weakened to one where the data has certain small weighted Sobolev norms that are related to the estimates to follow. We assume further that the nonlinear term behaves like |u| σ , and so we assume that it satisfies the estimates
when u is small.
In order to solve (1.2), we must impose compatibility assumptions on the data (f, g). Such conditions are well known and we refer the reader to [9] . Briefly, for nonlinear equations of the form 
∞ satisfy the compatibility condition to infinite order if the above condition holds for all m. We shall assume that this is the case in the results to follow.
We can now state our first main result. Theorem 1.1. Suppose that F σ is as above and that K ⊂ R 4 is a compact nontrapping obstacle with smooth boundary. Suppose also that the data (f, g) in (1.2) vanish for |x| > R, with R fixed, and satisfy the compatibility condition of order 3. Then, if σ > 2, there is an ε 0 > 0, depending only on K and the constants in (1.3) so that (1.2) has a global solution satisfying (u(t, · ), ∂ t u(t, · )) ∈ H 3 × H 2 for every t > 0 assuming that
with 0 < ε < ε 0 .
For simplicity we are assuming that the data are compactly supported. The proof of the above result can easily be adapted to show that this assumption can be removed if for some fixed δ > 0 we assume that
1 Here, and in what follows, u ′ = ∂u = ∇u = (∂tu, ∇xu) denotes space-time gradients unless otherwise noted by a subscript.
is small. Theorem 1.1 settles an n = 4 exterior domain analog of the Strauss conjecture [22] , which regards global existence to equations of the form (1.2) for small data when there is no boundary. In particular, it states that there are global solutions provided that σ > p c where p c > 1 solves (n − 1)p 2 c − (n + 1)p c − 2 = 0. This conjecture was inspired by the earlier work of John [6] which showed both global existence for σ > p c = 1 + √ 2 and finite time blow-up for σ < p c when n = 3. In R × R n , the conjecture has since been resolved in all dimensions by Georgiev, Lindblad, and Sogge [4] and Tataru [23] . The interested reader should also consult the references therein for some preceding partial results. In particular, as we mentioned before, the boundaryless n = 4 case was first settled by Zhou [24] . A result of Sideris [19] shows that finite time blow-up can occur for σ < p c for the corresponding equations in R + × R n , and in particular, shows that σ > 2 is necessary in Theorem 1.1.
Our other main result concerns quasilinear equations of the form
where Q is a smooth function of its arguments. We assume further that the nonlinearity is of the form
Here and in what follows ∂ 0 = ∂ t . We assume that A vanishes to second order at (u, u ′ ) = (0, 0), and that B jk (0, 0) = 0 for all 0 ≤ j, k ≤ 4. Additionally, we of course assume the symmetry condition
Our other main result says that if the data is small enough then there is almost global existence for (1.5):
4 be a smooth compact star-shaped obstacle and let Q(u, u ′ , u ′′ ) be as above. Assume further that (f, g) ∈ C ∞ (R 4 \K) vanishes for |x| > R, with R fixed, and satisfies the compatibility conditions to infinite order. Then there are constants c, ε 0 > 0 and an integer N so that if 0 < ε < ε 0 and
For simplicity we have only stated our results for scalar equations. However, since the arguments only involve the standard vector fields ∂ j and the generators of spatial rotations Ω ij described below, they can easily be modified to handle multi-speed symmetric systems as were treated in earlier related work, such as [9] and [14, 15] .
The authors are grateful to Kunio Hidano for helpful comments on an early draft of this paper.
Main estimates.
As in [3] we shall require some estimates which can be thought of as variations of the classical Hardy inequality. They involve mixed-norms L q r L q ω with respect to the standard volume element r n−1 drdω for R n , with dω denoting the induced Lebesgue measure on
Proof. The left side of (2.1) is dominated by
Using this result we easily get another useful result.
Proof. Write h = h 0 + h 1 where h 0 equals h when |x| < 1 and zero otherwise. By Sobolev's inequality, theḢ −1 norm of h 0 is dominated by the first term in the right side of (2.2). As a result, it suffices to show that if g = h 1 then
By Hölder's inequality, this in turn would follow from
and since this is a consequence of (2.1), the proof is complete.
We shall also need the "KSS estimate" 2 from [7] . It concerns solutions of the inhomogeneous wave equation 
Strictly speaking, only the 3-dimensional version was proved in [7] , although a generalization to variable coefficients for all n ≥ 3 was proved by the second and third authors in [13] . We shall need the latter in §4 when we prove almost global results for quasilinear equations. To prove the constant coefficient estimate (2.4) one first uses the fact that an analog without the log-factor holds if one only takes the L 2 norm over [0, T ] × {x ∈ R n : |x| < 1}. This can be proven using the Fourier transform, as was shown in [20] . By a scaling argument, for k = 1, 2, 3, . . . , one can uniformly control
by the right side of (2.4). Since, by the standard energy inequality one also has that
, is controlled by the right side of (2.4), one obtains (2.4) by summing up the squares of these bounds.
Let us now see how we can use (2.2) and (2.4) to prove a variant of the inequality that the first and last authors used in [3] to obtain optimal existence results for quasilinear equations in 3-dimensions: Theorem 2.3. Let n ≥ 3, and suppose that w solves the inhomogeneous wave equation
Then if δ > 0 is fixed, we have the uniform bounds
Proof. To prove (2.6), we apply (2.4) to
whereŵ(t, ξ) denotes the spatial Fourier transform of x → w(t, x). If we do this, we get (2.6) since n j=1 ∂ j v j = iw and the v j solve the inhomogeneous wave equations (∂ If we use Hölder's inequality, we see that (2.6) immediately yields
if, as above, w has vanishing initial data.
Let us now see that this estimate extends to the setting of Dirichlet-wave equations outside of nontrapping obstacles. To be more specific, we shall assume that K ⊂ R n has smooth boundary and is nontrapping. There is no loss of generality in also assuming in what follows that 0 ∈ K and K ⊂ {x ∈ R n : |x| < 1}. We shall be concerned with the inhomogeneous wave equations outside K:
The main estimates we require for solutions of this equation are contained in the following:
Theorem 2.4. Let n ≥ 3, and let K ⊂ R n and w be as above.
The first estimate is due to Keel, Smith and Sogge [7] . See also Metcalfe [12] . Its proof uses the nonobstacle version (2.4) and a variant of the latter which says that if v is as in (2.3), then (log(2 + T )) [7] and [12] for a proof of this estimate, though it follows more simply from the arguments in [13, 15] .
For us, it is convenient to use a slightly stronger version, which says that for δ > 0, (2.11) (log(2 + T ))
This estimate follows from the nonobstacle version of Proposition 2.2 in [15] (cf. Lemma 4.2 below). The nonobstacle variant follows from the same multiplier argument that was used in [15] , and indeed the arguments are slightly simpler for the Minkowski space version. When n ≥ 4 we can use this estimate since when δ < 1/2 one has that when j = 1, 2, . . . , n,
by Young's inequality and the fact that the kernel of ∆ −1 ∂ j is O(|x − y| −n+1 ). Therefore, for n ≥ 4, (2.11) and the proof of Theorem 2.3 shows that if w is as in (2.5), then (2.12) (log(2 + T )) [3] , Du and Zhou used the sharp Huygens principle and arguments of [7] to show that in this case (2.12) is a consequence of (2.7).
The final estimate we require for the proof of (2.10) is for solutions to Dirichlet-wave equations (2.8). Since K is nontrapping one can show that
with the constant C being independent of T . This follows from the nontrapping assumption and certain resolvent estimates (see Burq [2] , Theorem 3). Of course (2.13) is essentially equivalent to the classical local decay estimates in [16] and [18] .
Using (2.13) we see that the analog of (2.10) holds if the norms in the left are taken over [0, T ] × {x ∈ R n \K : |x| < 2}. Let us now present the standard argument from [20] and [7] that shows that (2.4), (2.12) and (2.13) control the remaining piece where |x| > 2.
To do this, we choose ρ ∈ C ∞ (R n ) satisfying ρ(x) = 1, |x| ≥ 2, and ρ(x) = 0, |x| ≤ 1. If we setw(t, x) = ρ(x)w(t, x) then of course w(t, x) =w(t, x) when |x| > 2. Also,w solves the Minkowski space equation (∂ 2 t − ∆)w = ρF − 2∇ x ρ · ∇ x w − (∆ρ)w. Note that the last two terms vanish when |x| > 2. Therefore, if we apply (2.6) and (2.12) tow we deduce that (log(2 + T ))
Since the last term in the right can be controlled using (2.13), we conclude that we have the desired bounds in the region where |x| > 2, which completes the proof of (2.10).
We also require a variant of (2.9)-(2.10) which involves the following "admissible" vector fields
where, Ω ij = x i ∂ j − x j ∂ i , 1 ≤ i < j ≤ n, are the generators of spatial rotations. If one uses standard elliptic regularity arguments, as in [7] , one finds that Theorem 2.4 yields the following useful result.
Corollary 2.5. Let n ≥ 3, and let K ⊂ R n and w be as above. Then if δ > 0 and N = 1, 2, . . . are fixed
(2.14)
3. The Strauss conjecture in 4-dimensions.
To prove Theorem 1.1 we shall require a couple of Sobolev estimates involving the vector fields {Z} = {∂ 0 , . . . , ∂ 4 , Ω ij : 1 ≤ i < j ≤ 4} introduced before.
and
Proof. To prove (3.1), we first use polar coordinates and Sobolev's lemma for S 3 to obtain
where, as before, dω is the standard volume element on S 3 . From this and an application of the 1-dimensional Sobolev lemma, we conclude that the left side of (3.1) is dominated by |α|≤2,j≤1
, which leads to (3.1) due to the fact that that the volume element for R 4 is a constant times r 3 drdω. Estimate (3.2) similarly follows from the L 4 -Sobolev estimates for R × S 3 .
We now have all the ingredients we require for the proof of Theorem 1.1. As in [7] , it is convenient to show that one can solve an equivalent nonlinear equation with zero data to avoid having to deal with issues regarding compatibility conditions for the data.
To make the reduction, we first note that if the data satisfies (1.4) with ε small, we can find a local solution u to u = F σ (u) in 0 < t < 1. Our assumptions on the data and the finite propagation speed for furthermore ensure that if ε > 0 is small enough this local solution will satisfy
for some constant C. Since we are assuming that the data are compactly supported, we also have that u(t, x) vanishes for large x when 0 ≤ t ≤ 1.
Using this local solution we can set up the iteration argument that will be used to prove Theorem 1.1. We first fix a bump function η ∈ C ∞ (R) satisfying η(t) = 1 if t ≤ 1/2 and η(t) = 0 if t > 1. Set u 0 = ηu;
So u solves u = F σ (u) if and only if w = u − u 0 solves (3.4)
We shall solve this equation by iteration. Set w 0 ≡ 0 and define w k , k = 1, 2, 3, . . . inductively by requiring that (3.5)
Our aim then is to show that if the constant ε in (1.4) is small then so is
for every k = 1, 2, 3, . . . and T > 0, with δ = 3(σ − 2)/4. Recall that we are assuming that σ > 2.
To estimate M k (T ), we use (2.15) to estimate its first part and (2.14) to estimate its second part. We conclude that there is a constant C 0 , depending on the bounds in (3.3), and a constant C, depending on the constant in (2.14) so that for k = 1, 2, 3, . . . we have
We claim that if ε > 0 is small enough then we have
for every k. Since w 0 ≡ 0 and (3.3) is valid, the first term, M 1 (T ), in the induction satisfies these bounds if ε is small. Therefore, our task will be to show that if (3.7) is valid with k replaced by k − 1, then (3.7) must hold.
Let us start by handling the main term in the right side of (3.6), which is I. We note that our assumptions regarding F σ imply that
To handle the contribution of the last factor to I when v = w k−1 + u 0 , we note that Sobolev estimates for S 3 yield
By combining the last two inequalities, one sees that
To handle II, we note that (3.1) and (3.2) imply that
Consequently, the arguments used for I, imply that
|α|≤2,j≤1
Since similar arguments show that III and IV also enjoy these bounds we conclude that
which in turn implies (3.7) by induction.
To finish and show that u k = w k + u 0 , k = 1, 2, 3, . . . converges to a solution u of (1.2) it suffices to show that
, the proof of (3.6) can be adapted to show that
which, by (3.7), implies that A k (T ) ≤ 
Almost global existence in 4-dimensions.
In this section we shall prove Theorem 1.2. In addition to the estimates collected in §2, we shall need a slight variant of Lemma 2.1 as well as variable coefficient versions of the "KSS estimates" (2.4) and (2.14) that are due to the second and third authors [13] .
The first result mentioned is the following:
3 This lemma can also be recovered in n = 3, but it requires a straightforward modification of the proof of Lemma 2.1.
Proof. By Hölder's inequality and Sobolev's lemma for S n−1 the left side of (4.1) is dominated by
The result now follows from an application of (2.1).
The variable coefficient variants of the "KSS estimate" involve solutions φ ∈ C ∞ (R + × R n \K) of the Dirichlet-wave equation
where K ⊂ R n is now assumed to be a star-shaped obstacle containing the origin and
We shall assume that the h αβ satisfy the symmetry conditions
as well as the size conditions
with δ > 0 being a small number.
The estimates we require then are Lemma 5.2 and Lemma 5.3 from [13] . The first is the following: Lemma 4.2. Suppose that K is as above and n ≥ 3. Let φ ∈ C ∞ (R + × R n \K) be a solution of (4.2). Suppose that h αβ satisfies (4.4) and (4.5) for a small choice of δ. Then, if ε > 0 and N = 0, 1, 2, . . . are fixed there is a constant C so that for any T > 0 (log(2 + T ))
Here, we are using the notation |∂h| = n α,β,γ=0 |∂ γ h αβ (t, x)|. Note that in (4.6) r is bounded from below as 0 ∈ K.
The other estimate we require is the following Lemma 4.3. Suppose that K is as above and n ≥ 3. Let φ ∈ C ∞ (R + × R n \K) be a solution of (4.2). Suppose that h αβ satisfies (4.4) and (4.5) for a small choice of δ. Then, if ε > 0 and N = 0, 1, 2, . . . are fixed there is a constant C so that for any T > 0 (log(2 + T ))
(4.7)
Let us now present the existence argument. As before, we first note that we can find a local solution u to our equation u = Q(u, u ′ , u ′′ ) in 0 < t < 1 if the data satisfies (1.8) with ε > 0 small and N = 21.
4 Our assumptions on the data ensure that
As before, we shall use this local solution to set up the iteration argument that will be used to prove Theorem 1.2. We fix a bump function η ∈ C ∞ (R) satisfying η(t) = 1 if t ≤ 1/2 and η(t) = 0 if t > 1, and set u 0 = ηu. Then u 0 = η u + [ , η]u, and so u will solve u = Q(u, u ′ , u ′′ ) for 0 < t < T ε , where T ε is as in (1.9), if and only if w = u − u 0 solves (4.9)
We shall solve this equation by iteration. As before, set w 0 ≡ 0 and define w k , k = 1, 2, 3, . . . inductively by requiring that (4.10)
where, for shorthand, we are taking
with, as before, u j = w j + u 0 .
Our aim then is to show that if the constant ε in (1.8) is small then so is
and (4.13)
If we use (4.6)-(4.7) we conclude that there must be an absolute constant C 0 so that
Here, we set
. If we use (2.15) and (4.8), we find that there is a uniform constant B 0 so that
Taking A 0 to be a constant chosen sufficiently large, depending on the constants in (4.8) and (4.14) as well as B 0 from (4.15), we claim that if ε is small enough and T ε = exp(c/ε), with c small and fixed, then
Since w 0 ≡ 0 and (4.8) holds, the first term in the induction satisfies these bounds for all T if ε is small. Therefore, our task will be to show that if (4.16) is valid with k replaced by k − 1, then (4.16) must hold.
Let us first bound M k (T ). To do this, let us start out by considering the terms in (4.14) involving the vector fields {Z}, since they are the most delicate to handle. In order to estimate the first two of these, IV and V , we shall use the fact
Note also that, by Hardy's inequality, we can control the other factor in IV and V by noticing that for 0 < t < T
Therefore, by the Schwarz inequality, we are led to consider the
x norm of the terms in the right side of (4.17). If we fix t > 1 and take the L 2 x norm over a region where |x| ≈ R, we can use (3.1) to conclude that all the resulting terms except for the ones where b = 0 are controlled by
Recall that u j = w j if t ≥ 1. If we sum over dyadic R = 2 j and apply the Schwarz inequality in t, we conclude that, when T ≤ T ε , the contribution to IV and V of the terms in (4.17) with b = 1 is controlled by
which provides the necessary bounds for these terms. The second to last term in (4.17) contributes bounds of this type in view of (4.8) and the fact that u 0 vanishes for large (t, x). For A 0 chosen properly, the last term in (4.17) contributes a factor which is bounded by (A 0 /20)
What remains is to estimate the contribution to IV and V of the first three terms in (4.17) corresponding to b = 0. If we apply (4.1) to each of these with g there being the first factor of each of these three terms and h there being the second factor in each of these terms, we conclude that the terms corresponding to b = 0 also enjoy the above bounds.
Clearly a similar argument applies to the corresponding terms I and II that only involve the Euclidean vector fields ∂ µ . These, indeed, are easier to handle since we do not need to treat the case b = 0 separately. We can easily adapt the above arguments to see that they satisfy the same bounds that III and IV enjoy. Since this argument also implies that the remaining terms in the right side of (4.14) also satisfy these bounds, we conclude that if ε is small then M k (T ) is bounded by
if ε is small and 0 ≤ T ≤ T ε , with T ε as above with c small.
We are left with estimating N k (T ). This is more straightforward and we essentially repeat the arguments from the last section to handle it. We first notice that the arguments that were used to handle the terms IV and V in M k (T ) will show that the last three terms in the right side of (4.15) also are bounded by the right side of (4.18). All that remains is to control the second term in the right side of (4.15) , that is, the term involving the L 1 r L 2 ω norm. To handle it, we can adapt the arguments that were used to handle the term I in (3.6) to see that it too is bounded by the right side of (4.18).
Since both M k (T ) and N k (T ) are controlled by (4.19), we conclude that, if ε > 0 is small enough and if T ε is as above, then (4.16) must be valid. Since the arguments at the end of the last section also show that under these assumptions we have that, for T ≤ T ε ,
j≤1
(log(2 + T ))
goes to zero geometrically as k → ∞, the proof is complete.
Some Existence Theorems in Other Dimensions.
In [3] the first and last authors showed that when n = 3 and K is a star-shaped obstacle the analog of (1.5) has solutions with lifespan c/ε 2 if the 3-dimensional analog of (1.8) holds. The proof was based on a variant of (2.15) which says that
is dominated by the right side of (2.15). This follows from the fact that the nonobstacle variant of this inequality holds together with the arguments from [7] that we used here to show that the nonobstacle inequality (2.10) yields the obstacle version (2.15). If we combine the aforementioned variant of (2.15) with Lemmas 4.2 and 4.3, then the arguments from the last section provide a somewhat simpler proof of the existence results in [3] that avoids the use of the scaling vector field L = t∂ t + x, ∇ x .
The existence results in [3] generalized to the obstacle setting one of the sharp existence theorems of Lindblad [11] for R + ×R 3 . We remark that the interesting problem of showing that, for the obstacle case, there is almost global existence for equations u = Q(u, u ′ , u ′′ )
when Q uu (0, 0, 0) = 0 remains open. The nonobstacle version of this is also due to Lindblad [11] .
We also remark that the arguments from the last section show that for star-shaped obstacles there is always small data global existence for equations of this type when n ≥ 5. In this case, no assumptions regarding the u-component of the Hessian is required. On the other hand, the obstacle version of Hörmander's result [5] which says that when n = 4 and Q uu (0, 0, 0) = 0 there is global existence for small data is open.
The methods contained herein can also be applied to (1.2) when n = 3 and σ > 2. In this case, one obtains global existence for small initial data provided σ > 5/2, but the methods do not seem to allow one to approach the critical exponent p c = 1 + √ 2.
