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LOCAL COORDINATE SYSTEMS ON QUANTUM FLAG
MANIFOLDS
FARROKH RAZAVINIA
Abstract. This paper consist of 3 sections. In the first section, we will give
a brief introduction to the ”Feigin’s homomorphisms” and will see how they
will help us to prove our main and fundamental theorems related to quantum
Serre relations and screening operators.
In the second section, we will introduce Local integral of motions as the space
of invariants of nilpotent part of quantum affine Lie algebras and will find two
and three point invariants in the case of Uq(sˆl2) by using Volkov’s scheme.
In the third section, we will introduce lattice Virasoro algebras as the space of
invariants of Borel part Uq(B+) of Uq(g) for simple Lie algebra g and will find
the set of generators of Lattice Virasoro algebra connected to sl2 and Uq(sl2)
And as a new result, we found the set of some generators of lattice Virasoro
algebra.
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2 FARROKH RAZAVINIA
1. Feigin’s homomorphisms and quantum groups
In this section we will introduce Feigin’s homomorphisms and will see that how
they will help us to prove our main and fundamental theorems on screening oper-
ators.
”Feigin’s homomorphisms” was born in his new formulation on quantum Gelfand-
Kirillov conjecture, which came on a public view at RIMS in 1992 for the nilpotent
part Uq(n), that are now known as ”Feigin’s Conjecture”.
In that mentioned talk, Feigin proposed the existence of a family of homomor-
phisms from a quantized enveloping algebra to rings of skew-polynomials. These
”homomorphisms” are became very useful tools for to study the fraction field of
quantized enveloping algebra. [6]
Feigin’s homomorphisms on Uq(n). Here we will briefly try to show that what
are Feigin’s homomorphisms and how they will guide us to reach and to prove that
the screening operators are satisfying in quantum Serre relations.
Set C as an arbitrary symmetrizable Cartan matrix of rank r, and n = n+ the
standard maximal nilpotent sub-algebra in the Kac-Moody algebra associated with
C (thus, n is generated by the elements E1, ..., Er satisfying in the Serre relations).
As always Uq(n) is the quantized enveloping algebra of n. And A = (Aij) = (dicij)
is the symmetric matrix corresponding to C for non-zero relatively prime integers
d1, ..., dn such that diaij = djaji for all i, j. And set g as a Kac-Moody Lie algebra
attached to A, on generators Ei, Fi, Hi, 1 ≤ i ≤ n .[11] Let us to mention some of
the structures related to g that we will use them here:
the triangular decomposition g = n− ⊕ h⊕ n+;
the dual space h∗; elements of h∗ will be referred to as weights;
the root space decomposition n± = ⊕α∈∆±gα, gαi = CEi;
the root lattice Λ ∈ h∗, {α1, · · · , αn} ⊂ ∆+ ⊂ h
∗ being the set of simple roots;
the invariant bilinear form Λ× Λ→ Z defined by < αi, αj >= diaij . [11]
Set A1 and A2 as a Λ− graded associative algebras and define a q− twisted
tensor product as the algebra A1⊗¯A2 isomorphic with A1 ⊗ A2 as a linear space
with multiplication given by (a1 ⊗ a2) · (a
′
1 ⊗ a
′
2) := q
<α′1,α2>a1a
′
1 ⊗ a2a
′
2, where
α′1 = deg(a
′
1) and α2 = deg(a2). And by this definition A1⊗¯A2 become a Λ− graded
algebra.
Proposition 1.1. Set g an arbitrary Kac-Moody algebra, then the map
(1.2) ∆¯ : U±q (g)→ U
±
q (g)⊗¯U
±
q (g)
Such that 

∆¯(1) := 1⊗ 1
∆¯(Ei) := Ei ⊗ 1 + 1⊗ Ei
∆¯(Fi) := Fi ⊗ 1 + 1⊗ Fi
for 1 6 i 6 n, is a homomorphism of associative algebras. [9][6]
Remark 1.3. there is no such map as U±q (g)→ U
±
q (g)⊗¯U
±
q (g) in the case that g is
an associative algebra. [9]
And as always after defining a co-multiplication, ∆¯, then we can extend it by a
iteration as a sequence of maps [1]
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(1.4) ∆¯n : U−q (g)→ U
−
q (g)
⊗n, n = 2, 3, ...
determined by ∆¯2 = ∆¯, ∆¯m = (∆¯⊗ id) ◦ ∆¯n−1.
Now set C[Xi] as a ring of polynomials in one variable and by equipping it by
grading structure degXi = αi for any simple root αi, we can regard it as a Λ−
graded.
By this grading there will be a morphism of Λ− graded associative algebras
(1.5) φi : U
−
q (g)→ C[Xi] : Fj 7→ δijxi
By following this construction for any sequence of simple roots βi1 , · · · , βik , there
will be a morphism of Λ− graded associative algebras
(1.6) (φi1 ⊗ φik ) ◦ ∆¯
k : U−q (g)→ C[X1i1 ]⊗¯ · · · ⊗¯C[Xkik ]
(the cause of double indexation here is the appearance of ijs more than once in the
sequence).
And finally, C[X1i1 ]⊗¯ · · · ⊗¯C[Xkik ] is an algebra of skew polynomials C[X1i1 , · · · , Xkik ],
with Λ− grading XsisXtit = q
<αis ,αit>XtitXsis , for s > t.
But let us to simplify it as XiXj = q
<degXi,degXj>XjXi; the one that we will use
it always.
So very briefly we constructed the already mentioned family of morphisms (Fei-
gin’s homomorphisms) from U−q (g) (the maximal nilpotent sub-algebra of a quan-
tum group associated to an arbitrary Kac-Moody algebra) to the algebra of skew
polynomials.
1.1. the contribution between Quantum Serre relations and screening
operators.
Theorem 1.7. Set Q = q2 and points x1, · · · , xn such that xixj = Qxixj for i < j.
And set Σx = x1 + · · · + xn. If Q
N = 1 and xNi = 0 for some natural number N ,
then we claim that (Σx)
N
= 0
Proof. It’s straightforward, just needs to use q-calculation. 
1.2. sl(3) case. As we know, M2 =
[
2 −1
−1 2
]
is the generalized Cartan matrix
for sl(3). Set Mq2 =
[
q2 q−1
q−1 q2
]
and call it Cartan type matrix related to M2.
Theorem 1.8. Suppose we have two different types of points xi, Namely, set
(x2i−1)i, that we will call them of type 1 and (x2i)i, that we will call them of
type 2 for i ∈ I = {1, 2}, and the following q− commutative relations:

xjxj′ = q
2xj′xj if j < j
′ and j, j′ ∈ {1, 3} and j = j′
xixi′ = q
2xi′xi if i < i
′ and i, i′ ∈ {2, 4} and i = i′
xixj = q
−1xjxi if i < j
Set Σx1 = Σi∈Ix2i+1 and Σ
x
2 = Σi∈Ix2i. We will call them screening operators.
Then we claim that Σx1 and Σ
x
2 are satisfying on quantum Serre relations:
(1.9) (Σx1)
2
Σx2 − [2]qΣ
x
1Σ
x
2Σ
x
1 +Σ
x
2(Σ
x
1)
2
= 0
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(Σx2)
2
Σx1 − [2]qΣ
x
2Σ
x
1Σ
x
2 +Σ
x
1(Σ
x
2)
2
= 0
Proof. It’s straightforward, just needs to use q-calculation. 
Theorem 1.10. Prove Theorem 1.2.1 in a general case, i.e. Set points Xi ∈
{X1, · · · , Xn} and Yi ∈ {Y1, · · · , Yn} with the following relations;

XiXj = q
2XjXi if i < j
YiYj = q
2YjYi if i < j
XiYj = q
−1YjXi if i < j
and the screening operators Σx1 = Σ
k
i=1Xi and Σ
y
1 = Σ
k
j=1Yj.
We claim that Σx1 and Σ
y
1 are satisfying in quantum Serre relations.
Proof. Proof by induction on k.
As we see in theorem 4.1.1, it’s true for k = 2.
Suppose that is true for k = n, we will prove that it’s true for k = n+ 1.
As we set it out, n is a nilpotent Lie algebra, so the Cartan sub-algebra of n is equal
to n with Chevally generators ΣX1 and Σ
y
1 as they are satisfying in quantum Serre
relations.
So we can define Uq(n) :=< Σ
x
1 ,Σ
y
1 | (Σ
x
1)
2
Σy1 − (q+ q
−1)Σx1Σ
y
1Σ
x
1 +Σ
y
1(Σ
x
1)
2
= 0 >
.
Let Cq[X ] be the quantum polynomial ring in one variable. We define:
Uq(n)⊗¯Cq[X ] :=< Σ
x
1 ,Σ
y
1 , X | (Σ
x
1)
2
Σy1 − (q+ q
−1)Σx1Σ
y
1Σ
x
1 +Σ
y
1(Σ
x
1)
2
= 0,Σx1X =
q2XΣx1 ,Σ
y
1X = q
−1XΣy1 >.
Here ⊗¯ means quantum twisted tensor product.
We define the embedding Uq(n)→ Uq(n)⊗¯Cq[X ]: Σ
X
1 7→ Σ
x
1 +X ; Σ
y
1 7→ Σ
y
1.
Claim 1:
(Σx1 +X) and Σ
y
1 are satisfying on quantum Serre relations.
proof of claim 1:
(Σx1+X)
2Σy1−(q+q
−1)(Σx1+X)Σ
y
1(Σ
x
1+X)+Σ
y
1(Σ
x
1+X)
2 = (Σx1)
2Σy1+Σ
x
1XΣ
y
1+
XΣx1Σ
y
1 +X
2Σy1 − (q + q
−1)(Σx1Σ
y
1Σ
x
1 +XΣ
y
1Σ
x
1 +Σ
x
1Σ
y
1X +XΣ
y
1X) + Σ
y
1(Σ
x
1)
2
+
Σy1Σ
x
1X+Σ
y
1XΣ
x
1+Σ
y
1X
2 = (Σx1 )
2
Σy1− (q+q
−1)Σx1Σ
y
1Σ
x
1+Σ
y
1(Σ
x
1)
2
+(q2XΣx1Σ
y
1+
XΣx1Σ
y
1 + X
2Σy1 − (q + q
−1)XΣy1Σ
x
1 − (q + q
−1)qXΣx1Σ
y
1 − (q + q
−1)q−1X2Σy1 +
qXΣy1Σ
x
1 + q
−1XΣy1Σ
x
1 + q
−2X2Σy1 = 0 + 0 = 0.
So it’s well defined.
Now set X = Xn+1.
We will have the new operators Σx1
′ = X1+ · · ·+Xn+Xn+1 and Σ
y
1
′
= Y1+ · · ·+Yn.
Now define:
Uq(n)→ Uq(n)⊗¯Cq[X ] →֒ Uq(n)⊗¯Cq[X ]⊗¯Cq[Y ]
such that
Σx1 7−→ Σ
x
1 +X 7−→ Σ
x
1
′
Σy1 7−→ Σ
y
1 7−→ Σ
y
1
′
+ Y
Notice that Cq[X ]⊗¯Cq[Y ] ∼= C < X, Y |XY = q
−1Y X >.
And Define:
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Uq(n)⊗¯Cq[X,Y ] :=< Σ
x
1 ,Σ
y
1 , X, Y | Σ
x
1 andΣ
y
1 stisfying q−Serre relations and Σ
x
1X =
q2XΣx1 ,Σ
y
1X = q
−1XΣy1,Σ
x
1Y = q
−1Y Σx1 ,Σ
y
1Y = q
2Y Σy1 , XY = q
−1Y X > .
Claim 2:
Σx1
′ and (Σy1
′
+ Y ) are satisfying on quantum Serre relations.
proof of claim 2:
(Σx1
′)
2
(Σy1
′
+ Y ) − (q + q−1)Σx1
′(Σy1
′
+ Y )Σx1
′ + (Σy1
′
+ Y )(Σx1
′)
2
= (Σx1
′)
2
Σy1
′
+
(Σx1
′)
2
Y − (q + q−1)(Σx1
′Σy1
′
Σx1
′ +Σx1
′YΣx1
′) + Σy1
′
(Σx1
′)
2
+ Y (Σx1
′)
2
= (Σx1
′)
2
Σy1
′
−
(q + q−1)Σx1
′Σy1
′
Σx1
′ + Σy1
′
(Σx1
′)
2
+ (Σx1
′)
2
Y + Σx1
′Y = 0 + q−2Y (Σx1
′)
2
− (q +
q−1)q−1Y (Σx1
′)
2
+ Y (Σx1
′)
2
= 0 + 0 = 0.
lets do some part of this computation that maybe make confusion:
(Σx1
′)2Y = (Σx1+Xn+1)
2Y = (Σx1)
2Y+X2n+1Y+Σ
x
1Xn+1Y+Xn+1Σ
x
1Y+q
−2Y (Σx1)
2+
q−2Y X2n+1 + q
−2YΣx1Xn+1 + q
−2Y Xn+1Σ
x
1 = q
−2(Y ((Σx1
2 + X2n+1 + Σ
x
1Xn+1 +
Xn+1Σ
x
1)) = q
−2Y (Σx1
′)
2
.
And Σx1
′Y = (Σx1+Xn+1)Y = Σ
x
1Y+Xn+1Y = q
−1Y Σx1+q
−1Y Xn+1 = q
−1(Y (Σx1+
Xn+1)) = q
−1Y Σx1
′. And by substituting these, we have the result.
So our definition is well defined.
Now set Y = Yn+1 and we are done.

1.3. affinized Lie algebra ˆsl(2). As we know, Mˆ2 =
[
2 −2
−2 2
]
is the gener-
alized Cartan matrix for ˆsl(2). Set Mˆq2 =
[
q2 q−2
q−2 q2
]
and call it Cartan type
matrix related to Mˆ2.
ˆsl(2) is satisfying in Theorems 1.2.1 and 1.2.2 as well; but what we need is just to
change the quantum Serre relations in the following case:
(1.11) (Σx1)
3
Σy1−(q
2+1+q−2)(Σx1)
2
Σy1Σ
x
1+(q
2+1+q−2)Σx1Σ
y
1(Σ
x
1)
2
−Σy1(Σ
x
1)
3
= 0
(Σy1)
3
Σx1 − (q
2 + 1 + q−2)(Σy1)
2
Σx1Σ
y
1 + (q
2 + 1 + q−2)Σy1Σ
x
1(Σ
y
1)
2
− Σx1(Σ
y
1)
3
= 0
And to change the q− commutation relations also; according to our new Cartan
type matrix 

XiXj = q
2XjXi if i < j
YiYj = q
2YjYi if i < j
XiYj = q
−2YjXi if i < j
But lets try to prove it in the case of Laurent skew q−polynomials C[X,X−1].
Theorem 1.12. Set points Xi ∈ {X1, · · · , Xk} and X
−1
j ∈ {X
−1
1 , · · · , X
−1
k } with
the following relations;{
XiXj = q
2XjXi if i < j
XiX
−1
j = q
−2X−1j Xi if i < j
and the screening operators Σx1 = Σ
k
i=1Xi and Σ
x−1
1 = Σ
k
j=1X
−1
j .
Again we claim that Σx1 and Σ
x−1
1 are satisfying in quantum Serre relations (1.11).
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Proof. Proof by induction on k.
For k = 2, Set Σx1 = x1 + x2 and Σ
x−1
1 = x
−1
1 + x
−1
2 and as we checked out, it’s
straightforward to show that they are satisfying in quantum Serre relations (1.11).
Suppose that it’s true for k = n components x1, · · · , xn. Again as before we define:
Uq(n) := {Σ
x
1 ,Σ
x−1
1 |(Σ
x
1 )
3
Σx
−1
1 −(q
2+1+q−2)(Σx1)
2
Σx
−1
1 Σ
x
1+(q
2+1+q−2)Σx
−1
1 Σ
x
1(Σ
x−1
1 )
2
−Σx
−1
1 (Σ
x
1)
3 = 0}
Define Uq(n)→ Cq[X,X
−1]; Σx1 7→ λX ; Σ
x−1
1 7→ X
−1 for λ ∈ C∗
And define Uq(n)→ Uq(n)⊗¯Uq(n)→ Uq(n)⊗¯C[X,X
−1]; Σx1 7→ Σ
x
1⊗1+X⊗¯Σ
x
1 ;Σ
x−1
1 7→
Σx
−1
1 ⊗ 1 +X
−1⊗¯Σx
−1
1 .
And Uq(n)→ Uq(n)⊗¯Uq(n)⊗¯ · · · ⊗¯Uq(n)︸ ︷︷ ︸
n terms
→ C[X1, X
−1
1 ]⊗¯C[X2, X
−1
2 ]⊗¯ · · · ⊗¯C[Xn, X
−1
n ]
∼=
C[X1, X
−1
1 , · · · , Xn, X
−1
n ]

2. Local integral of motions; Volkov’s scheme
Set two screening operators
(2.1) Σx
−1
i = Σix
−1
i ,
Σxj = Σjxj .
as we already saw, for these operators we have (adqΣ
x−1
i )
1−aij
(Σxj ) = 0.
The project here is to find an analogue of R− matrix ′′R′′ such that
(2.2) (X1 + · · ·+Xk)R(X1, · · · , Xk) = R(X1, · · · , Xk)(X1 + · · ·+Xk)
satisfy.
In this section we will try to find a solution for this equation as Volkov planed.
We call these kind of solutions as ”Local integral of motions”.
In the sense of Feigin-Pugai [13], the main idea for to solve such kind of equations
is to add ”spectral parameter” β to k points screening operator and to define an
analogue of R− matrix:
(2.3)
(βx1 + x2 + · · ·+Xk)R(x1, x2, · · · , Xk) = R(x1, x2, · · · , Xk)(x1 + x2 + · · ·+ βXk),
(βx−11 +x
−1
2 +· · ·+x
−1
k )R(x1, x2, · · · , Xk) = R(x1, x2, · · · , Xk)(x
−1
1 +x
−1
2 +· · ·+βx
−1
k )
Example Uq(sˆl2); two point invariants. Let us try to solve this equation for
just two points x1 and x2.
In this case, our equations (2.3) will reduce to the following ones:
(2.4) (βx1 + x2)R(x1, x2) = R(x1, x2)(x1 + βx2),
(βx−11 + x
−1
2 )R(x1, x2) = R(x1, x2)(x
−1
1 + βx
−1
2 )
There is a solution for these equation in [2], but we are interested on re finding
them again here. For to do this, let us change the equations (2.4) to the following
one, for simplicity. Set α1 = x1x
−1
2 and R(x1, x2) := R1,2,
(2.5) (βx1 + x2)R(x1x
−1
2 ) = R(x1x
−1
2 )(x1 + βx2),
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(βx−11 + x
−1
2 )R(x1x
−1
2 ) = R(x1x
−1
2 )(x
−1
1 + βx
−1
2 )
The solutions of these equations are identical to the previous one, we did this change
just because to find the solutions in these ones are easier than the previous one and
less confusing.
Then both of (2.5) will reduce to this linear difference equation:
(2.6) (βα1 + 1)R1,2(q
−1u;β) = (u+ β)R1,2(u;β),
Let us do it for one of them (the first one) for to see the procedure (there is an
identical approach for the second one):
(βx1 + x2)R(x1x
−1
2 ) = R(x1x
−1
2 )(x1 + βx2)
(βx1x
−1
2 + 1)x2R(x1x
−1
2 ) = R(x1x
−1
2 )(x1x
−1
2 + β)x2
Set R(α1) = ΣCm0α
m
1 and then distribute x2 in it from the left and then bring
it out to the right hand side, by using the q−commutation relations. The idea is
to disappear x2 from the both sides by multiplying the equation by x
−1
2 from the
right side. So we have
(βx1x
−1
2 + 1)R(q
−1x1x
−1
2 )x2 = R(x1, x2)(x1x
−1
2 + β)x2
(2.7) (βα1 + 1)R1,2(q
−1α1;β) = R1,2(α1;β)(α1 + β)
Lets try to find R1,2(α1;β):
(2.0.8)⇒ R1,2(α1;β) =
βα1+1
α1+β
R1,2(q
−1α1;β)
= βα1+1
α1+β
· βq
−1α1+1
q−1α1+β
R2,3(q
−2α1;β)
= βα1+1
α1+β
· βq
−1α1+1
q−1α1+β
· βq
−2α1+1
q−2α1+β
R3,4(q
−3α1;β)
= · · · =
∏∞
i=0Ri,i+1
=
∏∞
i=0
βq−iα1+1
q−iα1+β
But we need some thing more, so lets continue;
For to find its recursive sequence we have to pass the following steps:
(βx1 + x2)R(α1;β) = R(α1;β)(x1 + βx2)
(βα1 + 1)R(q
−1α1;β) = R(α1;β)(α1 + β)
⇒R(α1;β)=Σ∞i=0Ci,0αi1 Σ
∞
i=0Ci,0q
−iβαi+11 +Σ
∞
i=0Ci,0q
−iαi1 = Σ
∞
i=0Ci,0α
i+1
1 +Σ
∞
i=0Ci,0βα
i
1
Σ∞i=1Ci−1,0q
−i+1βαi1+Σ
∞
i=1Ci,0q
−iαi1+C0,0 = Σ
∞
i=1Ci−1,0α
i
1+Σ
∞
i=1Ci,0βα
i
1+βC0,0
Σ∞i=1((q
−i+1β − 1)Ci−1,0 + (q
−i − β)Ci,0)α
i
1 = 0
And then by comparing the coefficients in both side of the equation, we reach to
the following key rule recursive sequence that we will use it for to find our final
solution in the case of two points.

C0,0 = 1
Ci,0 =
1−q−i+1β
q−i−β
Ci−1,0 for i = 1, ...,∞
C0,0 = βC0,0 ⇒ β = 1
And now let us to set an general agreement for to simplify writing:
Set (β)n := (1−β)(1−qβ)(1−q
2β) · · · (1−qn−1β) and let our summation be finite,
i.e. set i ∈ {0, · · · , n} and R(α1;β) = Σ
n
i=0Ci,0α
i
1 and in the next step we can
extend our radius of convergence.
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Now lets try to find it:
Ci,0 =
1−q−i+1β
q−i−β
Ci−1,0
Ci,0 =
1−q−i+1β
q−i−β
· 1−q
−i+2β
q−i+1−β
Ci−2,0
Ci,0 =
1−q−i+1β
q−i−β
· 1−q
−i+2β
q−i+1−β
· 1−q
−i+3β
q−i+2−β
Ci−3,0
...
Ci,0 =
1−q−i+1β
q−i−β
· 1−q
−i+2β
q−i+1−β
· 1−q
−i+3β
q−i+2−β
· · · 1−q
−3β
q2−β
· 1−q
−2β
q−β
· 1−q
−1β
1−β
Ci,0 =
(1−q−i+1β)(1−q−i+2β)(1−q−i+3β)···(1−q−3β)(1−q−2β)(1−q−1β)
(q−i−β)(q−i+1−β)(q−i+2−β)(q−i+3−β)···(q2−β)(q−β)(1−β)
Ci,0 =
(1−q−i+1β)(1−q−i+2β)(1−q−i+3β)···(1−q−3β)(1−q−2β)(1−q−1β)
q−i(1−qiβ)q−i+1(1−qi−1β)q−i+2(1−qi−2β)q−i+3(1−qi−3β)···q−2(1−q2β)q−1(1−qβ)(1−β)
Ci,0 =
(1−q−i+1β)(1−q−i+2β)(1−q−i+3β)···(1−q−3β)(1−q−2β)(1−q−1β)
q−iq−i+1q−i+2q−i+3···q−2q−1(1−qiβ)(1−qi−1β)(1−qi−2β)(1−qi−3β)···(1−q2β)(1−qβ)(1−β)
Ci,0 =
(1−q−i+1β)(1−q−i+2β)(1−q−i+3β)
q(−i+0)+(−i+1)+(−i+2)+(−i+3)+···+(−i+(i−2))+(−i+(i−1))+(−i+(i+0))
· ···
···
·
(1−q−3β)(1−q−2β)(1−q−1β)
(1−qiβ)(1−qi−1β)(1−qi−2β)(1−qi−3β)···(1−q2β)(1−qβ)(1−β)
In infinity when i→ +∞ we have q−i → 1; So we have:
Ci,0 =
(1−q−i+1β)(1−q−i+2β)(1−q−i+3β)
q(0)+(1)+(2)+(3)+···+((i−2))+((i−1))+((i+0))
· ···
···
·
(1−q−3β)(1−q−2β)(1−q−1β)
(1−qiβ)(1−qi−1β)(1−qi−2β)(1−qi−3β)···(1−q2β)(1−qβ)(1−β)
Ci,0 =
(1−q−i+1β)(1−q−i+2β)(1−q−i+3β)···(1−q−3β)(1−q−2β)(1−q−1β)
q
n(n−1)
2 (qβ)n
Ci,0 =
(1−q−iqβ)(1−q−i+1qβ)(1−q−i+2qβ)···(1−q−4qβ)(1−q−3qβ)(1−q−2qβ)
q
n(n−1)
2 (qβ)n
Ci,0 =
(qβ)( q
−1
β
−q−i)(qβ)( q
−1
β
−q−i+1)(qβ)( q
−1
β
−q−i+2)···(qβ)( q
−1
β
−q−4)(qβ)( q
−1
β
−q−3)(qβ)( q
−1
β
−q−2)(1− 1
β
)
q
n(n−1)
2 (qβ)n(−qβ)−1
Ci,0 =
(qβ)n−1(q−iq−i+1q−i+2···q−2q−1)( q
i−1
β
−1)( q
i−2
β
−1)( q
i−3
β
−1)···( q
3
β
−1)( q
2
β
−1)( q
1
β
−1)(1− 1
β
)
q
n(n−1)
2 (qβ)n(−qβ)−1
Ci,0 =
(−qβ)n(q
n(n−1)
2 )(1− q
i−1
β
)(1− q
i−2
β
)(1− q
i−3
β
)···(1− q
3
β
)(1− q
2
β
)(1− q
β
)(1− 1
β
)
q
n(n−1)
2 (qβ)n
(2.8) Ci,0 =
(−qβ)n( 1
β
)n
(qβ)n
Example Uq(sˆl2); three point invariants. As what we had for previous exam-
ple in two points; we will proceed the same steps for to find the solution of (2.2)
for three points x0, x1, x2.
Set αi = xix
−1
i+1; such that αiαj = qαjαi for i, j ∈ I as usual, and R(α0, α1) =
Σn,mCn,mα
n
0α
m
1 .
We are trying to solve the following difference equation subject to R;
(2.9) (βx0 + x1 + x2)R(α0, α1;β) = R(α0, α1;β)(x0 + x1 + βx2),
The process is exactly same as the previous one, so we will skip writing them here.
For this equation We got the following recursive sequences, that will guide us to
reach to our main solution for n,m = 1, ...,+∞ .
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

C0,0 = 1
Cn,m =
q−m+1−q−n−m+2β
q−m−β
Cn−1,m−1 +
1−q−n−m+1
q−m−β
Cn,m−1
C0,m =
1−q−m+1
β−q−m
C0,m−1
And by considering the second sequence as our main key, and following it; we
arrived to a nice and important sequence :
(2.10) Cn,m =
(−qβ)nq
m(m−1)
2 ( 1
β
)n
(β)m(qβ)n−m
That is compatible with (2.8) when m = 0. And this can show the correctness of
our calculation.
3. Lattice Virasoro algebra
In this section we are interested on solutions Σ1x of system of difference equation

XiXj = qXjXi
deg(Σ1x) = 0
[Σ+∞−∞Xi,Σ1x ]q = 0
that will be a generator of lattice Virasoro algebra.
If we be able to find such kind of solution; then we can extend it to an another
generator by a shift operator:
(3.1) Σ2x = Σ1x [x1 → x2, x2 → x3, x3 → x4, · · ·
Σ3x = Σ
x
2 [x2 → x3, x3 → x4, x4 → x5, · · ·
...
where Σ1x = Σ1x(x1, x2, · · · , xk).
Lattice Virasoro algebra connected to sl2. Here as always, we have the q−commutation
relation XiXj = qXjXi, i < j between the points in sl2.
Let us try to find three points invariants; this means to try to solve the following
system of difference equation:

XiXj = qXjXi
deg(Σ1x) = 0
(X1 +X2 +X3)Σ1x(X1, X2, X3) = Σ1x(X1, X2, X3)(X1 +X2 +X3).
One can find easily the trivial solutions of the second equation as follows:{
Σ11x(X1, X2, X3) = X1 +X2 +X3Σ12x(X1, X2, X3) = X1X
−1
2 X3
but as we see, non of them have zero grading. So we should find another solution.
By just keeping to look at them for a while, we can see that by multiplying these
kind of solutions, one can find a zero grading expression, but it’s not satisfying for
these two ones. Again we note that for a solution; it’s inverse is again a solution,
so by this remark, we have two options here. We can inverse Σ11x or Σ12x and then
multiply it with the other one. In both case we will have same set of generators
except that in the first case (inverse of Σ11x), lattice Virasoro algebra is generated
by elements of form Σix = XiX
−1
i+1Xi+2(Xi + Xi+1 + Xi+2)
−1 and in the second
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case (inverse of Σ12x), lattice Virasoro algebra is generated by elements of form
Σix = (Xi +Xi+1 +Xi+2)X
−1
i Xi+1X
−1
i+2.
And by a simple fact that our space of working is closed under multiplication, so
these new recently found objects can be a trivial solution for our system of difference
equation. And then by shift operators (3.1), we will have the set of generators for
our lattice Virasoro algebra connected to sl2.
Lattice Virasoro algebra connected to Uq(sl2). Set A =
C[q]<xj ,xi>
(xixj−qxjxi)
the al-
gebra of polynomials in variables q, xi over C for i ∈ I(our ordered index set), such
that {
qxi = xiq for i ∈ I
xixj = qxjxi if i < j
Our first project is to extend the usual binomial expansion to this algebra, for
example we can see the shape of such expansion in a lower exponent 3:
(xi + xj)
3 = (xi + xj)(xi + xj)(xi + xj)
= xixixi + xixjxi + xjxixi + xjxjxi + xixixj + xixjxj + xjxixj + xjxjxj
= xixixi + qxjxixi + xjxixi + xjxjxi + q
2xjxixi + q
2xjxjxi + qxjxjxi+
xjxjxj
= x3i + qxjx
2
i + xjx
2
i + x
2
jxi + q
2xjx
2
i + q
2x2jxi + qx
2
jxi + x
3
j
= x3i + (1 + q + q
2)x2jxi + (1 + q + q
2)xjx
2
i + x
3
j
= Σ3k=0
(
3
k
)
q
x3−kj x
k
i
But for to prove it in a general case, we will use some techniques from combina-
torics:
Suppose xj and xi as above and set ω as a word formed by xj and
xi. Then it’s easy to see that any such kind of words can be permuted to x
l
jx
k
i
along with a factor power of q, by using the q−commutation rule. For example,
xixjxjxixixjxjxixixjxi = q
13x5jx
6
i , as the first xi should pass 5 xj ’s and the second
and third xi should pass 3 xj ’s and forth and fifth xi should pass 1 xj and sixth
will be stable.
Now according to this fact , each word ω consist of k xi’s and n − k = l xj ’s in
(xi+xj)
n. That corresponds to a partition which lies inside an (n−k)×k rectangle.
On the other hand each such partition corresponds to a unique word ω. Lets look
at our example again; we have ω = xixjxjxixixjxjxixixjxi, and the partition is
533110. If ω = qmxn−kj x
k
i , then as we see m is the sum of the parts of the partition.
And the generating function for all partitions lie inside an (n − k) × k rectangle
is the definition of the q− binomial coefficient
(
n
n−k
)
q
=
(
n
k
)
q
. So for a positive
complex number n we will have
(xi + xj)
n = Σnk=0
(
n
k
)
q
xn−kj x
k
i
But what will happen for the negative exponents?
It’s our next deal for to face. What we need to prove is to see what
(
n
k
)
q
will be
when we replace n with −n?
According to the definition q− binomial coefficient, we have(
n
k
)
q
= (1−q
n)(1−qn−1)(1−qn−2)···(1−qn−k+1)
(1−qk)(1−qk−1)···(1−q1)
.
Now by replacing n with −n we will have:
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(
−n
k
)
q
= (1−q
−n)(1−q−n−1)(1−q−n−2)···(1−q−n−k+1)
(1−qk)(1−qk−1)···(1−q1)
= (1−q
−1n)(1−q−1
n−1
)(1−q−1
n−2
)···(1−q−1
n+k−1
)
(1−q−1−k)(1−q−1−k+1)···(1−q−1−1)
= (1−q
−1n+k−1)(1−q−1
n+k−2
)···(1−q−1
n+k−(k−2)
)(1−q−1
n+k−(k−1)
)(1−q−1
n+k−(k)
)
(q−1)−k((q−1)k−1))(q−1)−k+1((q−1)k−1−1))···(q−1)−1((q−1)1−1))
= (1−q
−1n+k−1)(1−q−1
n+k−2
)···(1−q−1
n+k−(k−2)
)(1−q−1
n+k−(k−1)
)(1−q−1
n+k−(k)
)
((q−1)−k(q−1)−k+1···(q−1)1)(−1)k(1−(q−1)k)(1−(q−1)k−1)···(1−(q−1)1)
= (1−q
−1n+k−1)(1−q−1
n+k−2
)···(1−q−1
n+k−(k−2)
)(1−q−1
n+k−(k−1)
)(1−q−1
n+k−(k)
)
(q
k(−k+1)
2 )(−1)k((1−(q−1)k)(1−(q−1)k−1)···(1−(q−1)1))
= (−1)
−kq
−k(−k+1)
2 (1−q−1
n+k−1
)(1−q−1
n+k−2
)···(1−q−1
n+k−(k−2)
)(1−q−1
n+k−(k−1)
)(1−q−1
n+k−(k)
)
(1−(q−1)k)(1−(q−1)k−1)···(1−(q−1)1)
= (−1)
kq
(k2)(1−q−1n+k−1)···(1−q−1n)
(1−(q−1)k)(1−(q−1)k−1)···(1−(q−1)1)
= (−1)kq(
k
2)
(
n+k−1
k
)
q−1
.
So as what we had for a positive exponent, we will have the result for negative
exponent as follows:
(3.2)
(xi + xj)
−n = Σ∞k=0
(
−n
k
)
q
x−n−kj x
k
i = Σ
∞
k=0(−1)
kq(
k
2)
(
n+ k − 1
k
)
q−1
x−n−kj x
k
i
Remark 3.3. And it’s identical to write the summation (3.2) from −∞ to 0 as
follows:
(3.4)
(xi+xj)
−n = Σ0k=−∞
(
−n
k
)
q−1
x−n+kj x
−k
i = Σ
0
k=−∞(−1)
kq
k(k+1)
2
(
n− k − 1
−k
)
q
x−n+kj x
−k
i
Formulation for to extend to four and more invariant points. Set Σx =
U− +Σ
k
i=1Xi + U+, where U+ = Σ
+∞
i=k+1Xi and U− = Σ
0
i=−∞Xi.
Set (F x1,k)
(0) = f(x1, · · · , xk) = ΣCβX
β1
1 · · ·X
βk
k such that
[U+, (F
x
1,k)
(0)] = U+(F
x
1,k)
(0) − (F x1,k)
(0)U+
= U+(F
x
1,k)
(0) − (F x1,k)
(0)Xk+1 − (F
x
1,k)
(0)Xk+2 − · · ·
= U+(F
x
1,k)
(0) − q−deg(F
x
1,k)
(0)
(Xk+1 +Xk+2 + · · · )(F
x
1,k)
(0)
= U+(F
x
1,k)
(0) − q−deg(F
x
1,k)
(0)
U+(F
x
1,k)
(0)
(3.5) = (1 − q−deg(F
x
1,k)
(0)
)U+(F
x
1,k)
(0)
as well as for U−
(3.6) [U−, (F
x
1,k)
(0)] = (1− qdeg(F
x
1,k)
(0)
)U−(F
x
1,k)
(0)
If we suppose deg(F x1,k)
(0) = 0, then both of [U+, (F
x
1,k)
(0)] and [U−, (F
x
1,k)
(0)]
will be zero and we will have to check the correctness of [Σki=1, (F
x
1,k)
(0)]
?
= 0. If
it was true? then we will have a generator for lattice Virasoro algebra and by the
shift operator, we will have all set of generators for it.
Let us define a Poisson bracket as Drinfeld defined and then compute some re-
sults by using that:
{Xj, X
n
i } := Limq→1
adXjX
n
i
1−q and then we have:
adXiX
n
i = 0, in both classical and quantum case.
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adXiX
n
j = (1− q
n)XiX
n
j and adXjX
n
i = (1− q
n)XjX
n
i for i < j in quantum case.
adXiX
n
j = 0 and adXjX
n
i = 0 for i < j in classical case.
Now let us find the Poisson bracket for X1 and X
n
i in classical case
(3.7) {X1, X
n
i } = Limq→1
(1− qn)X1X
n
i
1− q
= −nX1X
n
i ∂Xi for i < 1
(3.8) {X1, X
n
i } = Limq→1
(1− q−n)X1X
n
i
1− q
= nX1X
n
i ∂Xi for i > 1
For example we have {X1, X2} = X1X2∂X2
By using this operators in the case (3.0.9) we see that this part when q → 1 will be
zero and so after this time we just will deal with ΣXi = Σki=1 + U+.
And also we can find these relations in a more general case for a one variable func-
tion on Xi as follows:
And let us consider Ei, Fi, Hi as the generators for Uq(sl2), then Ei and Hi will
produce the Borel part B+; One of the ways that we can act B+ on the C[Xi, X
−1
i ]
is as follows
(3.9)
π : B+ × C[Xi, X
−1
i ]→ C[Xi, X
−1
i ] : (Ei, P ) 7→ π(Ei)P := adΣXP = [Σ
X , P ]q
(3.10) π : B+ × C[Xi, X
−1
i ]→ C[Xi, X
−1
i ] : (Hi, P ) 7→ π(Hi)P :=< αi, degP > P
where αi is a simple root related to Hi and P an arbitrary homogeneous element
of C[Xi, X
−1
i ]
Definition 3.11. Generators of lattice Virasoro algebra associated to simple Lie
algebra g constitute the functional basis of space InvUq(B+(C[Xi, X
−1
i ]). And for to
find these generators we need to solve the following functional equations;[13]
[Σix ,Σ
X ] = 0 and HiΣix = 0 (∗∗)
Now the next question is that ”how many variable Xi is enough for to find a
nontrivial solution for equations (∗∗)?
The answer is if we deal with q in a general position, then one can expect that the
dimension is dim(B+) + 1. [13] So in the case of sl2 it will be 3, the number of
variables.[13]
Now let us to go back to our example;
X1f(X0) = f(q
−1X0)X1
Set q = exp(H);
= f(e−HX0)X1
When q → 1 then e−H → (1−H) and eH → (1 +H);
= f((1−H)X0)X1 = f(X0 −HX0)X1
= (f(X0)− f(HX0))X1 = (f(X0)−Hf(X0))X1
= (f(X0)−X1Hf(X0)) = (f(X0)−X1X0∂X0f(X0))
⇒ {X1, f(X0)} = −X1X0∂X0f(X0) So in general if we repeat the process
for any Xj<1, we will have
(3.12) {Xi, f(Xj<i)} = −XiXj∂Xjf(Xj<i)
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According to the Poisson bracket and our early calculation, equations (∗∗) will have
the following form
(3.13)
EiΣix = (X1(X1+X2+X3+U+)∂X1+X2(X2+X3+U+)∂X2+X3U+∂X3+U
2
+∂U+)Σix = 0
HiΣix = (X1∂X1 +X2∂X2 +X3∂X3 + U+∂U+)Σix = 0
in three point invariants X1, X2 and X3.
As well as there is a same process with a minor differ for when we have j > 1 ;
(3.14) {Xi, f(Xj>i)} = XiXj∂Xjf(Xj>i)
And also Xif(Xi) = f(Xi)Xi = f(e
HXi)Xi
= f((1 +H)Xi)Xi = f(Xi +HXi)Xi
= f(Xi)Xi +XiHf(Xi) = f(Xi)Xi +X
2
i ∂Xif(Xi)
(3.15) {Xi, f(Xi)} = X
2
i ∂Xif(Xi)
Now set f = f(X1, X2) = (F
x
1,2)
(− 12 ), (here (− 12 ) means that our polynomial is of
the degree − 12 ) then by previous definition of ∂U+ , we have ∂U+f = 0.
Set (F x1,2)
( 12 ) = [ΣX , (F x1,2)
(− 12 )]q = adΣX (F
x
1,2)
(− 12 ), then by using the previous
discussion we have (F x1,2)
( 12 ) = (F x1,2)
( 12 )(U+, X1, X2).
Now consider the following representation of (sl2)q;
F = ∂U+
(3.16) H = U+∂U+ +X1∂X1 +X2∂X2
E = U2+∂U+ + (X
2
1 +X1X2 +X1U+)∂X1 + (X
2
2 +X2U+)∂X2
We need the highest weight vector of this representation that is the solution of
equations (3.0.25). So we should have E(F x1,2)
(− 12 ) = adΣX [Σ
X , (F x1,2)
(− 12 )] = 0.
There is a solution for these equations in [13]. Here we use the same solution and
procedure.
The Idea is to suppose existing of the local fields [13] (F x1,k)
(0), (F x2,k+1)
(0), · · ·
(here (0) means that the degree is 0) and the modules created from these local
fields as follows for degrees i and j. According to [13] we try to find the exchange
algebra relations
(3.17) (F x1,k)
(i) = [ΣX , [ΣX , [· · · , [ΣX , (F x1,k)
(0)] · · · ]]] (i − times)
And then again will use the shift operator and will shift it once for to find another
module as follows
(F x2,k+1)
(j) = [ΣX , [ΣX , [· · · , [ΣX , (F x2,k+1)
(0)] · · · ]]] (j − times)
Let us to proceed as what we planned:
Set k ∈ {2} and i = − 12
(3.18) (F x1,2)
(− 12 ) = X
1
2
1 X
− 12
2 (X1 +X2)
− 12
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as [13]. Then
[ΣX , (F x1,2)
(− 12 )] = [U− + (X1 +X2) + U+, X
1
2
1 X
− 12
2 (X1 +X2)
− 12 ]
= (1− q−
1
2 )U+X
1
2
1 X
− 12
2 (X1 +X2)
− 12 [13].
Where U+ = Σ
+∞
3 . Let us to call it (F
x
1,2)
( 12 ); because it’s degree is 12 and to find
another module from it by using shift X1 → X3 and X2 → X4 as follows:
(3.19) (F x3,4)
(− 12 ) = X
1
2
3 X
− 12
4 (X3 +X4)
− 12
And again in a same process we will have
(3.20)
(F x3,4)
( 12 ) = [ΣX , F x3,4)
(− 12 ] = (1− q−
1
2 )(U+ −X3 −X4)X
1
2
3 X
− 12
4 (X3 +X4)
− 12 [13]
Now let us multiply (3.19) and (3.20) (because we need zero degree) with each
other for to see what will happen?
(3.21) (F x1,2)
(− 12 )(F x3,4)
( 12 )
= X
1
2
1 X
− 12
2 (X1 +X2)
− 12 ((1 − q−
1
2 )(U+ −X3 −X4)X
1
2
3 X
− 12
4 (X3 +X4)
− 12 )
= X
1
2
1 X
− 12
2 (X1 +X2)
− 12U+X
1
2
3 X
− 12
4 (X3 +X4)
− 12
−X
1
2
1 X
− 12
2 (X1 +X2)
− 12X3X
1
2
3 X
− 12
4 (X3 +X4)
− 12
−X
1
2
1 X
− 12
2 (X1 +X2)
− 12X4X
1
2
3 X
− 12
4 (X3 +X4)
− 12
−q−
1
2X
1
2
1 X
− 12
2 (X1 +X2)
− 12U+X
1
2
3 X
− 12
4 (X3 +X4)
− 12
−q−
1
2X
1
2
1 X
− 12
2 (X1 +X2)
− 12X3X
1
2
3 X
− 12
4 (X3 +X4)
− 12
−q−
1
2X
1
2
1 X
− 12
2 (X1 +X2)
− 12X4X
1
2
3 X
− 12
4 (X3 +X4)
− 12
And again let us proceed as [13] and to find:
(3.22) − q
1
2 (F x1,2)
( 12 )(F x3,4)
(− 12 )
= q
1
2 ((1 − q−
1
2 )U+X
1
2
1 X
− 12
2 (X1 +X2)
− 12 )X
1
2
3 X
− 12
4 (X3 +X4)
− 12
= −q
1
2U+X
1
2
1 X
− 12
2 (X1 +X2)
− 12X
1
2
3 X
− 12
4 (X3 +X4)
− 12
+U+X
1
2
1 X
− 12
2 (X1 +X2)
− 12X
1
2
3 X
− 12
4 (X3 +X4)
− 12
= −X
1
2
1 X
− 12
2 (X1 +X2)
− 12U+X
1
2
3 X
− 12
4 (X3 +X4)
− 12
+q−
1
2X
1
2
1 X
− 12
2 (X1 +X2)
− 12U+X
1
2
3 X
− 12
4 (X3 +X4)
− 12
And again by following [13], by adding (3.21) and (3.22) for to find an object with
zero grading that can be a four point invariant generator of lattice Virasoro algebra
(3.23) ρ1,4 = (F
x
1,2)
(− 12 )(F x3,4)
( 12 ) − q
1
2 (F x1,2)
( 12 )(F x3,4)
(− 12 )
= −(1 + q−
1
2 )X
1
2
1 X
− 12
2 (X1 +X2)
− 12 (X3 +X4)X
1
2
3 X
− 12
4 (X3 +X4)
− 12
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But now let us follow precisely the notation from [13] for to not be confused
(3.24) ∆1,3 = X
1
2
1 X
− 12
2 (X1 +X2)
− 12 (X3 +X4)X
1
2
3 X
− 12
4 (X3 +X4)
− 12
that is a four point generator of lattice Virasoro algebra, but we are not looking for
such kind of solutions, because to extend it to a general form is somehow difficult.
So we are looking for a simple solution.
Now let us to define another such kind of solutions as we experienced.
(3.25) (F x2,3)
(− 12 ) := X
1
2
2 X
− 12
3 (X2 +X3)
− 12
(3.26) (F x2,3)
( 12 ) := (1 − q−
1
2 )(U+ −X3)X
1
2
2 X
− 12
3 (X2 +X3)
− 12
then define
(3.27) ρ1,3 = (F
x
1,2)
(− 12 )(F x2,3)
( 12 ) − q
1
2 (F x1,2)
( 12 )(F x2,3)
(− 12 )
Let us calculate it;
(3.28) (F x1,2)
(− 12 )(F x2,3)
( 12 )
= X
1
2
1 X
− 12
2 (X1 +X2)
− 12 (1− q−
1
2 )(U+ −X3)X
1
2
2 X
− 12
3 (X2 +X3)
− 12
= X
1
2
1 X
− 12
2 (X1 +X2)
− 12 (U+ −X3)X
1
2
2 X
− 12
3 (X2 +X3)
− 12
= q−
1
2X
1
2
1 X
− 12
2 (X1 +X2)
− 12 (U+ −X3)X
1
2
2 X
− 12
3 (X2 +X3)
− 12
= X
1
2
1 X
− 12
2 (X1 +X2)
− 12U+X
1
2
2 X
− 12
3 (X2 +X3)
− 12
−X
1
2
1 X
− 12
2 (X1 +X2)
− 12X3X
1
2
2 X
− 12
3 (X2 +X3)
− 12
−q−
1
2X
1
2
1 X
− 12
2 (X1 +X2)
− 12U+X
1
2
2 X
− 12
3 (X2 +X3)
− 12
+q−
1
2X
1
2
1 X
− 12
2 (X1 +X2)
− 12X3X
1
2
2 X
− 12
3 (X2 +X3)
− 12
Now let us calculate the other part
(3.29) − q
1
2 (F x1,2)
( 12 )(F x2,3)
(− 12 )
= −q
1
2 (1 − q−
1
2 )U+X
1
2
1 X
− 12
2 (X1 +X2)
− 12X
1
2
2 X
− 12
3 (X2 +X3)
− 12
= −q
1
2U+X
1
2
1 X
− 12
2 (X1 +X2)
− 12X
1
2
2 X
− 12
3 (X2 +X3)
− 12
+U+X
1
2
1 X
− 12
2 (X1 +X2)
− 12X
1
2
2 X
− 12
3 (X2 +X3)
− 12
= −X
1
2
1 X
− 12
2 (X1 +X2)
− 12U+X
1
2
2 X
− 12
3 (X2 +X3)
− 12
+q−
1
2X
1
2
1 X
− 1
2
2 (X1 +X2)
− 12U+X
1
2
2 X
− 1
2
3 (X2 +X3)
− 12
And again by following [13], by adding (3.28) and (3.29), we have another generator
of lattice Virasoro algebra, but of three point invariant:
(3.30) ρ1,3 = (q
− 12 − 1)X
1
2
1 X
− 12
2 (X1 +X2)
− 12X3X
1
2
2 X
− 12
3 (X2 +X3)
− 12
But now let us follow precisely the notation from [13] for to not be confused
(3.31) ∆1,2 = X
1
2
1 X
− 12
2 (X1 +X2)
− 12X3X
1
2
2 X
− 12
3 (X2 +X3)
− 12
(3.32) (∆1,3)
−1 = (X3 +X4)
1
2X
1
2
4 X
− 12
3 (X3 +X4)
−1(X1 +X2)
1
2X
1
2
2 X
− 12
1
is again a solution.
Now let us multiply (3.31) and (3.32) for to see what will happen?
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(∆1,3)
−1
∆1,2 =
(X3+X4)
1
2X
1
2
4 X
− 12
3 (X3+X4)
−1(X1+X2)
1
2X
1
2
2 X
− 12
1 X
1
2
1 X
− 12
2 (X1+X2)
− 12X3X
1
2
2 X
− 12
3 (X2+
X3)
− 12
= (X3 +X4)
1
2X
1
2
4 X
− 12
3 (X3 +X4)
−1X3X
1
2
2 X
− 12
3 (X2 +X3)
− 12
by using (3.31) and (3.32) we have the following result which has been mentioned
in [13]:
(3.33) Σ = (x3 + x4)
− 12 x
1
2
4 x
1
2
3 (x2 + x3)
− 12
Our next goal is to prove that Σ is a generator for lattice Virasoro algebra.
Now let us to set some q−commutation relations such that any other relation
comes from them by using the inverse and multiplication operators.

XiXj = qXjXi
XiX
−1
j = q
−1X−1j Xi
XiX
− 12
j = q
− 12X
− 12
j Xi
XiX
1
2
j = q
1
2X
− 12
j Xi
X
1
2
j X
−1
i = q
1
2X−1i X
1
2
j
X
1
2
j Xi = q
− 12XiX
1
2
j
X
− 12
j X
−1
i = q
− 12X−1i X
1
2
j
XjX
− 12
i = q
1
2X
− 12
i Xj
X
1
2
i X
1
2
j = q
1
4X
1
2
j X
1
2
i
X
1
2
i X
− 12
j = q
− 14X
− 12
j X
1
2
i
X
− 12
i X
1
2
j = q
− 14X
1
2
j X
− 12
i
XjX
1
2
i = q
− 12X
1
2
i Xj
X
1
2
i X
−1
j = q
− 12X−1j X
1
2
i
XiX
− 12
j = q
1
2X
− 12
j Xi
Set Σx = Σj=+∞j=−∞xj . We want to show that Σ
X will commute with Σ =
(x3 + x4)
− 12x
1
2
4 x
1
2
3 (x2 + x3)
− 12 by using the usual commutator[x, y] = xy − yx,
i.e. to show that the equation [Σx,Σ]
?
= 0 is correct.
For to show it, one can easily check that the contributions of many entries
vanishes. Namely, the elements Xj with indexes j from minus infinity to 1 and
from 5 to plus infinity definitely commute due to the rules mentioned above. And
after that we can concentrate on the sum x2 + x3 + x4.
So lets do it,
[x2 + x3 + x4, (x3 + x4)
− 12 x
1
2
4 x
1
2
3 (x2 + x3)
− 12 ]
?
= (x2 + x3 + x4)((x3 + x4)
− 12x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )− ((x3 + x4)
− 12x
1
2
4 x
1
2
3 (x2+
x3)
− 12 )(x2 + x3 + x4)
for to do this job, let us divide the project to the following small projects. We must
demonstrate that the following equations are satisfying.
(3.34) (x2)((x3 + x4)
− 12x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )
?
= ((x3 + x4)
− 12 x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )(x2)
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(3.35) (x3)((x3 + x4)
− 12x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )
?
= ((x3 + x4)
− 12 x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )(x3)
(3.36) (x4)((x3 + x4)
− 12x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )
?
= ((x3 + x4)
− 12 x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )(x4)
Let start with equation (3.34):
(x2)((x3+x4)
− 12x
1
2
4 x
1
2
3 (x2+x3)
− 12 )
?
= ((x3+x4)
− 12x
1
2
4 x
1
2
3 (x2+x3)
− 12 )(x2)
multiply the equation from the left side with (x3 + x4)
1
2 .
(x3 + x4)
1
2x2(x3 + x4)
− 12 x
1
2
4 x
1
2
3 (x2 + x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12 x2
Now we have two options for x2 to move, it can go to the left direction and act on
the (x3 + x4)
1
2 or to the right direction and act on the (x3 + x4)
− 12 .
As we see, in (x3 + x4)
− 12 , our summation will take part from k = 0 to k = +∞.
We can use of this fact for to skip some factors in the powers of q that will appear
in our calculation when that our partners in action are not two.
In the case of x2, in the left hand side we have no problem in our action; because
x2 will act on x3 and x4 and we have two different partners in our action. So we
can move x2 to the left hand side and act it on (x3 + x4)
1
2 :
(Σ
1
2
k=0
( 1
2
k
)
q
x
1
2−k
4 x
k
3)x2(x3 + x4)
− 12x
1
2
4 x
1
2
3 (x2 + x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12x2
x2(Σ
1
2
k=0
( 1
2
k
)
q
q−
1
2−kx
1
2−k
4 q
−kxk3)(x3+x4)
− 12x
1
2
4 x
1
2
3 (x2+x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2+x3)
− 12 x2
x2q
− 12 (Σ
1
2
k=0
( 1
2
k
)
q
x
1
2−k
4 x
k
3)(x3 + x4)
− 12x
1
2
4 x
1
2
3 (x2 + x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12x2
q−
1
2 x2x
1
2
4 x
1
2
3 (x2 + x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12 x2
Now multiply both side of the equation from the right hand side by (x2 + x3)
1
2 ; we
will have:
q−
1
2 x2x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12x2(x2 + x3)
1
2
In the right hand side, we have just one partner in action, i.e. we just have the
action of x2 on x3; So there will be a factor of the power of q. And as I mentioned
it already for to skip this factor we will use of limit in infinity. So x2 should act on
(x2 + x3)
− 12 . Lets see what will happen; (here we have to use the equation (3.4)
for to expand (x2 + x3)
− 12 ):
q−
1
2 x2x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 (Σ
0
k=−∞(−1)
kq
k(k+1)
2
(
− 32−k
−k
)
q
x
− 12+k
3 x
−k
2 )x2(x2 + x3)
1
2
q−
1
2 x2x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 (Σ
0
k=−∞(−1)
kq
k(k+1)
2
(
− 32−k
−k
)
q
q
1
2−kx
− 12+k
3 x
−k
2 )x2(x2 + x3)
1
2
By using the fact that when k→ +∞ then q
1
2−k → q
1
2 we have:
q−
1
2 x2x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 q
1
2 x2(x2 + x3)
1
2
q−
1
2 x2x
1
2
4 x
1
2
3
?
= q
1
2x
1
2
4 x
1
2
3 x2(x2 + x3)
1
2
q−
1
2 x2x
1
2
4 x
1
2
3
?
= q
1
2x2q
− 12x
1
2
4 q
− 12x
1
2
3 (x2 + x3)
1
2
q−
1
2 x2x
1
2
4 x
1
2
3 = q
− 12x2x
1
2
4 x
1
2
3
So it’s correct in the case of x2.
The case of x3 and x4 are almost identical to the case of x2 with just some minor
differs.
Lets do it for x3;
(x3)((x3 + x4)
− 12 x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )
?
= ((x3 + x4)
− 12x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )(x3)
multiply the equation with (x3 + x4)
1
2 from the left hand side;
(x3 + x4)
1
2x3(x3 + x4)
− 12 x
1
2
4 x
1
2
3 (x2 + x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12 x3
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(x3+x4)
1
2x3(Σ
+∞
k=0(−1)
kq(
k
2)
(
− 32
k
)
q−1
x
− 12−k
4 x
k
3)x
1
2
4 x
1
2
3 (x2+x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2+x3)
− 12x3
(x3+x4)
1
2 (Σ+∞k=0(−1)
kq(
k
2)
(
− 32
k
)
q−1
q−
1
2−kx
− 12−k
4 q
kxk3)x3x
1
2
4 x
1
2
3 (x2+x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2+
x3)
− 12 x3
By using the fact that when k→ +∞ then q−
1
2−k → q−
1
2 we have:
q−
1
2 x3x
1
2
4 x
1
2
3 (x2 + x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12 x3
multiply the equation with (x2 + x3)
1
2 from the right hand side;
q−
1
2 x3x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12x3(x2 + x3)
1
2
q−
1
2 x3x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 (Σ
+∞
k=0(−1)
kq(
k
2)
(
− 32
k
)
q−1
x
− 12−k
3 x
k
2)x3(x2 + x3)
1
2
here again we have to change our equation to (3.4);
q−
1
2 x3x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 (Σ
0
k=−∞(−1)
kq
k(k+1)
2
(
− 32−k
−k
)
q
x
− 12+k
3 x
−k
2 )x3(x2 + x3)
1
2
q−
1
2 x3x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 x3(Σ
0
k=−∞(−1)
kq
k(k+1)
2
(
− 32−k
−k
)
q
x
− 12+k
3 q
−kx−k2 )(x2 + x3)
1
2
By using the fact that when k→ +∞ then q−k → 1 we have:
q−
1
2 x3x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 x3
q−
1
2 x3x
1
2
4 x
1
2
3 = q
− 12x3x
1
2
4 x
1
2
3
Lets do it for x4;
(x4)((x3 + x4)
− 12 x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )
?
= ((x3 + x4)
− 12x
1
2
4 x
1
2
3 (x2 + x3)
− 12 )(x4)
multiply the equation with (x3 + x4)
1
2 from the left hand side;
(x3 + x4)
1
2x4(x3 + x4)
− 12 x
1
2
4 x
1
2
3 (x2 + x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12 x4
(x3+x4)
1
2x4(Σ
+∞
k=0(−1)
kq(
k
2)
(
− 32
k
)
q−1
x
− 12−k
4 x
k
3)x
1
2
4 x
1
2
3 (x2+x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2+x3)
− 12x4
(x3 + x4)
1
2 (Σ+∞k=0(−1)
kq(
k
2)
(
− 32
k
)
q−1
x
− 12−k
4 q
−kxk3)x4x
1
2
4 x
1
2
3 (x2 + x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2 +
x3)
− 12 x4
By using the fact that when k→ +∞ then q−k → 1 we have:
x4x
1
2
4 x
1
2
3 (x2 + x3)
− 12
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12x4
multiply the equation with (x2 + x3)
1
2 from the left hand side;
x4x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12 x4(x2 + x3)
1
2
x4x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12 x4(Σ
1
2
k=0
( 1
2
k
)
q
x
1
2−k
3 x
k
2)
x4x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12 (Σ
1
2
k=0
( 1
2
k
)
q
q−
1
2+kx
1
2−k
3 q
−kxk2)x4
x4x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 (x2 + x3)
− 12 q−
1
2 (Σ
1
2
k=0
( 1
2
k
)
q
x
1
2−k
3 x
k
2)x4
x4x
1
2
4 x
1
2
3
?
= x
1
2
4 x
1
2
3 q
− 12x4
x4x
1
2
4 x
1
2
3
?
= q−
1
2 x4x
1
2
4 q
1
2 x
1
2
3
x4x
1
2
4 x
1
2
3 = x4x
1
2
4 x
1
2
3
And then again by using the shift operators (3.1), we will have the set of generators
Σix for our lattice Virasoro algebra connected to Uq(sl2).
Generators of lattice Virasoro algebra coming from 2-dimensional rep-
resentation of sl2.
Claim 3.37. [Σj=+∞j=−∞xj , (x3 + x4)
−1x4x3(x2 + x3)
−1] = 0
Proof. The proof is identical to the proof for fractional exponent 12 ,above. 
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Claim 3.38. [Σj=+∞j=−∞xj , (x2 + x3 + x4)
−1(x3 + x4)x2(x1 + x2)
−1] = 0
Proof. The proof is identical to the proof for fractional exponent 12 . Just what you
need is to set x3 + x4 = x
′
3. The rest is exactly identical. 
Claim 3.39. [Σj=+∞j=−∞xj , (x2 + · · ·+ xk)
−1(x3 + · · ·+ xk)x2(x1 + x2)
−1] = 0
Proof. Proof by induction on k.
It is true for k = 3.
Suppose that it is true for k − 1 component. Then for k component we have:
[Σj=+∞j=−∞xj , ((x2 + · · ·+ xk−1) + xk)
−1((x3 + · · ·+ xk−1) + xk)x2(x1 + x2)
−1]
Set (x2 + · · ·+ xk−1) = x
′
k−1;
= [Σj=+∞j=−∞xj , (x
′
k−1 + xk)
−1(x′k−1 + xk)x2(x1 + x2)
−1];
So the rest will come from k = 3 and we are done. 
And then by using the shift operators (3.1), we will have the set of all generators.
Results; Generators of lattice Virasoro algebra coming from 3 and 4-
dimensional representation of sl2.
Let us suppose the following 3−dimensional representation of sl2. The process of
defining this representation is the same as (3.16).
Define:
F = ∂(U+−X3)
(3.40) H = U+∂U+ +X1∂X1 +X2∂X2 +X3∂X3
E = (U+ −X3)
2∂(U+−X3) + (X
2
1 +X1X2 +X1X3 +X1(U+ −X3))∂X1
+(X22 +X2X3 +X2(U+ −X3))∂X2 + (X
2
3 +X3(U+ −X3))∂X3
As before set
(F xk,k+1,k+2)
(i) = [ΣX , [ΣX , [· · · , [ΣX , (F x1,k,k+1)
(i)]] · · · ]]
(F xk+1,k+2,k+3)
(j) = [ΣX , [ΣX , [· · · , [ΣX , (F x2,k,k+1)
(j)]] · · · ]
Set k = 1 and i = − 12 and set (F
x
1,2,3)
(− 12 ) = X
1
2
1 X
− 12
2 (X2 + X3)
− 12 ; because it’s
satisfying in the relation [ΣX , [ΣX , (F x1,2,3)
(− 12 )]] = 0 and is our highest vector in
this representation.
Then
[ΣX , (F x1,2,3)
(− 12 )] = [U− + (X1 +X2 +X3) + (U+ −X3), X
1
2
1 X
− 12
2 (X2 +X3)
− 12 ]
= (1− q−
1
2 )(U+ −X3)X
1
2
1 X
− 12
2 (X2 +X3)
− 12
where as usual U+ = Σ
+∞
i=3Xi. We call it as usual (F
x
1,2,3)
( 12 ), because it has degree
1
2 .
Set X1 → X3 and X2 → X4 and X3 → X5 in (F
x
1,2,3)
(− 12 ), then we will have,
(3.41) (F x3,4,5)
(− 12 ) = X
1
2
3 X
− 12
4 (X4 +X5)
− 12
and again in a same process we have,
(F x3,4,5)
(− 12 ) = [ΣX , (F x3,4,5)
(− 12 )]
= (1− q−
1
2 )(U+ −X3 −X4 −X5)X
1
2
3 X
− 12
4 (X4 +X5)
− 12
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Now let us multiply (F x1,2,3)
(− 12 ) = X
1
2
1 X
− 12
2 (X2 + X3)
− 12 with (F x3,4,5)
( 12 ) = (1 −
q−
1
2 )(U+ −X3 −X4 −X5)X
1
2
3 X
− 12
4 (X4 +X5)
− 12 for to have
(F x1,2,3)
(− 12 )(F x3,4,5)
( 12 )
= X
1
2
1 X
− 12
2 (X2+X3)
− 12 (1−q−
1
2 )(U+−X3−X4−X5)X
1
2
3 X
− 12
4 (X4+X5)
− 12
= X
1
2
1 X
− 12
2 (X2 + X3)
− 12 ((U+ − X3 − X4 − X5)X
1
2
3 X
− 12
4 (X4 + X5)
− 12 ) −
q−
1
2 (U+ −X3 −X4 −X5)X
1
2
3 X
− 12
4 (X4 +X5)
− 12 )
= X
1
2
1 X
− 12
2 (X2 + X3)
− 12 (U+ − X3 − X4 − X5)X
1
2
3 X
− 12
4 (X4 + X5)
− 12 −
q−
1
2X
1
2
1 X
− 12
2 (X2 +X3)
− 12 (U+ −X3 −X4 −X5)X
1
2
3 X
− 12
4 (X4 +X5)
− 12
= X
1
2
1 X
− 12
2 (X2 +X3)
− 12U+X
1
2
3 X
− 12
4 (X4 +X5)
− 12
−X
1
2
1 X
− 12
2 (X2 +X3)
− 12X3X
1
2
3 X
− 12
4 (X4 +X5)
− 12
−X
1
2
1 X
− 12
2 (X2 +X3)
− 12X4X
1
2
3 X
− 12
4 (X4 +X5)
− 12
−X
1
2
1 X
− 12
2 (X2 +X3)
− 12X5X
1
2
3 X
− 12
4 (X4 +X5)
− 12
−q−
1
2X
1
2
1 X
− 12
2 (X2 +X3)
− 12U+X
1
2
3 X
− 12
4 (X4 +X5)
− 12
−q−
1
2X
1
2
1 X
− 12
2 (X2 +X3)
− 12X3X
1
2
3 X
− 12
4 (X4 +X5)
− 12
−q−
1
2X
1
2
1 X
− 12
2 (X2 +X3)
− 12X4X
1
2
3 X
− 12
4 (X4 +X5)
− 12
−q−
1
2X
1
2
1 X
− 12
2 (X2 +X3)
− 12X5X
1
2
3 X
− 12
4 (X4 +X5)
− 12
= (1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12U+X
1
2
3 X
− 12
4 (X4 +X5)
− 12
+(1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12X3X
1
2
3 X
− 12
4 (X4 +X5)
− 12
+(1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12X4X
1
2
3 X
− 12
4 (X4 +X5)
− 12
+(1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12X5X
1
2
3 X
− 12
4 (X4 +X5)
− 12
And again let us calculate the multiplication:
(3.42) − q−
1
2 (F x1,2,3)
( 12 )(F x3,4,5)
(− 12 )
= −q−
1
2 (1− q−
1
2 )(U+ −X3)X
1
2
1 X
− 12
2 (X2 +X3)
− 12X
1
2
3 X
− 12
4 (X4 +X5)
− 12
= −q−
1
2 (1− q−
1
2 )U+X
1
2
1 X
− 12
2 (X2 +X3)
− 12X
1
2
3 X
− 12
4 (X4 +X5)
− 12
+q−
1
2 (1− q−
1
2 )X3X
1
2
1 X
− 12
2 (X2 +X3)
− 12X
1
2
3 X
− 12
4 (X4 +X5)
− 12
= −(1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12U+X
1
2
3 X
− 12
4 (X4 +X5)
− 12
−(1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12X3X
1
2
3 X
− 12
4 (X4 +X5)
− 12
⇒ (F x1,2,3)
(− 12 )(F x3,4,5)
( 12 )−q−
1
2 (F x1,2,3)
( 12 )(F x3,4,5)
(− 12 ) = (1−q−
1
2 )X
1
2
1 X
− 12
2 (X2+
X3)
− 12X
1
2
3 X
− 12
4 (X4 +X5)
− 12
Lets call it ρ1,5. But the coefficients here are not so important for us, so let us skip
it and write it as follows:
(3.43) ρ1,5 = X
1
2
1 X
− 12
2 (X2 +X3)
− 12X
1
2
3 X
− 12
4 (X4 +X5)
− 12
that is a five points generator of lattice Virasoro algebra, but again we are not
interested on it and still looking for a simplest one of type ABCD.
So let us to define another such kind of solutions as we proposed and experienced
already;
(3.44) (F x2,3,4)
(− 12 ) := X
1
2
2 X
− 12
3 (X3 +X4)
− 12
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(3.45) (F x2,3,4)
( 12 ) := (1− q−
1
2 )(U+ −X3 −X4)X
1
2
2 X
− 12
3 (X3 +X4)
− 12
and then define;
(3.46) ρ1,4 = (F
x
1,2,3)
(− 12 )(F x2,3,4)
( 12 ) − q−
1
2 (F x1,2,3)
( 12 )(F x2,3,4)
(− 12 )
Let us calculate it;
(3.47) (F x1,2,3)
(− 12 )(F x2,3,4)
( 12 )
= X
1
2
1 X
− 12
2 (X2 +X3)
− 12 ((1 − q−
1
2 )(U+ −X3 −X4)X
1
2
2 X
− 12
3 (X3 +X4)
− 12
= (1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12 (U+ −X3 −X4)X
1
2
2 X
− 12
3 (X3 +X4)
− 12
= (1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12U+X
1
2
2 X
− 12
3 (X3 +X4)
− 12
−(1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12X3X
1
2
2 X
− 12
3 (X3 +X4)
− 12
−(1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12X4X
1
2
2 X
− 12
3 (X3 +X4)
− 12
Now let us calculate the other part as well;
(3.48) − q−
1
2 (F x1,2,3)
( 12 )(F x2,3,4)
(− 12 )
= −q−
1
2 (1− q−
1
2 )(U+ −X3)X
1
2
1 X
− 12
2 (X2 +X3)
− 12X
1
2
2 X
− 12
3 (X3 +X4)
− 12
= −q−
1
2 (1− q−
1
2 )U+X
1
2
1 X
− 12
2 (X2 +X3)
− 12X
1
2
2 X
− 12
3 (X3 +X4)
− 12
+q−
1
2 (1− q−
1
2 )X3X
1
2
1 X
− 12
2 (X2 +X3)
− 12X
1
2
2 X
− 12
3 (X3 +X4)
− 12
= −(1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12U+X
1
2
2 X
− 12
3 (X3 +X4)
− 12
+(1− q−
1
2 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12X3X
1
2
2 X
− 12
3 (X3 +X4)
− 12 .
So we have
(3.49) ρ1,4 = −(1− q
− 12 )X
1
2
1 X
− 12
2 (X2 +X3)
− 12X4X
1
2
2 X
− 12
3 (X3 +X4)
− 12
that has degree zero, so it can be one of the generators for lattice Virasoro algebra,
but still again is not interested for us, so we should look for a simplest one. And
again the coefficient is not important for us, so lets skip it. So we have
(3.50) ρ1,4 = X
1
2
1 X
− 12
2 (X2 +X3)
− 12X4X
1
2
2 X
− 12
3 (X3 +X4)
− 12
and
(3.51) ρ−11,5 = (X4 +X5)
1
2X
1
2
4 X
− 12
3 (X4 +X5)
−1(X2 +X3)
1
2X
1
2
2 X
− 12
1
Let us calculate the multiplication ρ−11,5ρ1,4 for to see what will happen?
Claim 3.52. The claim is that ρ−11,5ρ1,4 should give us the answer?
Proof. ρ−11,5ρ1,4 = (X4 +X5)
1
2X
1
2
4 X
− 12
3 (X4 +X5)
−1X4X
1
2
2 X
− 12
3 (X3 +X4)
− 12
= (X4 +X5)
1
2X
1
2
4 q
1
2 (X4 +X5)
−1X
− 12
3 X4X
1
2
2 X
− 12
3 (X3 +X4)
− 12
= (X4 +X5)
1
2 q−
1
2 q
1
2 (X4 +X5)
−1X
1
2
4 X
− 12
3 X4X
1
2
2 X
− 12
3 (X3 +X4)
− 12
= (X4 +X5)
− 12X
1
2
4 X
− 12
3 X4X
1
2
2 X
− 12
3 (X3 +X4)
− 12
= (X4 +X5)
− 12X
1
2
4 q
− 12X4X
− 12
3 X
1
2
2 X
− 12
3 (X3 +X4)
− 12
= (X4 +X5)
− 12X
1
2
4 q
− 12X4X
1
2
2 q
1
4X−13 (X3 +X4)
− 12
= (X4 +X5)
− 12X
1
2
4 X
1
2
2 q
− 34X4X
−1
3 (X3 +X4)
− 12
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= q−
3
4 (X4 +X5)
− 12X
1
2
4 X
1
2
2 (X3 +X4)
− 12
And as always the coefficients are not important for us, so let us the set the final
solution as follows:
(3.53) ρ−11,5ρ1,4 = (X4 +X5)
− 12X
1
2
4 X
1
2
2 (X3 +X4)
− 12
as we were looking for. 
Now suppose the following representation of sl2.
Define:
F = ∂(U+−X3−X4)
(3.54) H = (U+ −X3 −X4)∂(U+−X3−X4) +X1∂X1 +X2∂X2 +X3∂X3
E = (U+−X3−X4)
2∂(U+−X3−X4)+(X
2
1 +X1X2+X1X3+X1(U+−X3−X4))∂X1
+(X22 +X2X3 +X2(U+ −X3 −X4))∂X2 + (X
2
3 +X3(U+ −X3 −X4))∂X3
As before set
(F xk,k+3)
(i) = (F xk,k+1,k+2,k+3)
(i) := [ΣX , [ΣX , [· · · , [ΣX , (F xk,k+3)
(i)]] · · · ]]
(F xk+1,k+4)
(j) = (F xk+1,k+2,k+3,k+4)
(j) = [ΣX , [ΣX , [· · · , [ΣX , (F xk+1,k+4)
(j)]] · · · ]
Set k = 1 and i = − 12 and set (F
x
1,4)
(− 12 ) = X
1
2
1 X
− 12
2 (X2 +X3 +X4)
− 12 .
and as what we had already, set
(3.55) (F x1,4)
( 12 ) = (1− q(−
1
2 ))(U+ −X3 −X4)X
1
2
1 X
− 12
2 (X2 +X3 +X4)
− 12
where as usual U+ = Σ
+∞
i=3Xi.
Now as before, set X1 → X3 and X2 → X4 and X3 → X5 and X4 → X6 in
(F x1,4)
(− 12 ), then we will have,
(3.56) (F x3,6)
(− 12 ) = (F x3,4,5,6)
(− 12 ) = X
1
2
3 X
− 12
4 (X4 +X5 +X6)
− 12
(3.57) (F x3,6)
( 12 ) = (1−q(−
1
2 ))(U+−X3−X4−X5−X6)X
1
2
3 X
− 12
4 (X4+X5+X6)
− 12
and then we will proceed as before again
(3.58) (F x1,4)
(− 12 )(F x3,6)
( 12 )
= X
1
2
1 X
− 12
2 (X2 +X3 +X4)
− 12 (1− q(−
1
2 ))(U+ −X3 −X4 −X5 −X6)X
1
2
3 X
− 12
4 (X4 +
X5 +X6)
− 12
= (1− q(−
1
2 ))X
1
2
1 X
− 12
2 (X2+X3+X4)
− 12 (U+−X3−X4)X
1
2
3 X
− 12
4 (X4+X5+X6)
− 12
−(1− q(−
1
2 ))X
1
2
1 X
− 12
2 (X2 +X3 +X4)
− 12X5X
1
2
3 X
− 12
4 (X4 +X5 +X6)
− 12
−(1− q(−
1
2 ))X
1
2
1 X
− 12
2 (X2 +X3 +X4)
− 12X6X
1
2
3 X
− 12
4 (X4 +X5 +X6)
− 12
and on the other hand, we have
(3.59) − q(−
1
2 )(F x1,4)
( 12 )(F x3,6)
(− 12 )
= −q(−
1
2 )(1− q(−
1
2 ))(U+−X3−X4)X
1
2
1 X
− 12
2 (X2+X3+X4)
− 12X
1
2
3 X
− 12
4 (X4+X5+
X6)
− 12
= −(1−q(−
1
2 ))X
1
2
1 X
− 12
2 (X2+X3+X4)
− 12 (U+−X3−X4)X
1
2
3 X
− 12
4 (X4+X5+X6)
− 12
and so (F x1,4)
(− 12 )(F x3,6)
( 12 ) − q(−
1
2 )(F x1,4)
( 12 )(F x3,6)
(− 12 )
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= −(1− q(−
1
2 ))X
1
2
1 X
− 12
2 (X2 +X3 +X4)
− 12 (X5 +X6)X
1
2
3 X
− 12
4 (X4 +X5 +X6)
− 12
as always let us call it
(3.60) ρ1,6 = X
1
2
1 X
− 12
2 (X2+X3+X4)
− 12 (X4+X5+X6)X
1
2
3 X
− 12
4 (X4+X5+X6)
− 12
(3.61) ρ−11,6 = (X4+X5+X6)
1
2X
1
2
4 X
− 12
3 (X4+X5+X6)
−1(X2+X3+X4)
1
2X
1
2
2 X
− 12
1
Now again let us define another such kind of solutions:
(3.62) (F x2,5)
(− 12 ) = (F x2,3,4,5)
(− 12 ) := X
1
2
2 X
− 12
3 (X3 +X4 +X5)
− 12
(3.63)
(F x2,5)
( 12 ) = (F x2,3,4,5)
( 12 ) := (1−q(−
1
2 ))(U+−X3−X4−X5)X
1
2
2 X
− 12
3 (X3+X4+X5)
− 12
and we are looking for the value of the following objects;
(3.64) (F x1,4)
(− 12 )(F x2,5)
( 12 )
= X
1
2
1 X
− 12
2 (X2+X3+X4)
− 12 ((1− q(−
1
2 ))(U+−X3−X4−X5)X
1
2
2 X
− 12
3 (X3+X4+
X5)
− 12
= ((1−q(−
1
2 ))X
1
2
1 X
− 12
2 (X2+X3+X4)
− 12 (U+−X3−X4)X
1
2
2 X
− 12
3 (X3+X4+X5)
− 12
−((1− q(−
1
2 ))X
1
2
1 X
− 12
2 (X2 +X3 +X4)
− 12X5X
1
2
2 X
− 12
3 (X3 +X4 +X5)
− 12
and on the other side we have:
(3.65) − q(−
1
2 )(F x1,4)
( 12 )(F x2,5)
(− 12 )
= −q(−
1
2 )(1− q(−
1
2 ))(U+−X3−X4)X
1
2
1 X
− 12
2 (X2+X3+X4)
− 12X
1
2
2 X
− 12
3 (X3+X4+
X5)
− 12
= −(1− q(−
1
2 ))X
− 12
2 (X2 +X3 +X4)
− 12 (U+ −X3 −X4)X
1
2
2 X
− 12
3 (X3 +X4 +X5)
− 12
so we have: ρ1,5 = (F
x
1,4)
(− 12 )(F x2,5)
( 12 ) − q(−
1
2 )(F x1,4)
( 12 )(F x2,5)
(− 12 )
(3.66) ρ1,5 = X
1
2
1 X
− 12
2 (X2 +X3 +X4)
− 12X5X
1
2
2 X
− 12
3 (X3 +X4 +X5)
− 12
Claim 3.67. ρ−11,6ρ1,5 has degree zero.
Proof. ρ−11,6ρ1,5 = (X4+X5+X6)
1
2X
1
2
4 X
− 12
3 (X4+X5+X6)
−1(X2+X3+X4)
1
2X
1
2
2 X
− 12
1 X
1
2
1 X
− 12
2 (X2+
X3 +X4)
− 12X5X
1
2
2 X
− 12
3 (X3 +X4 +X5)
− 12
= (X4 +X5 +X6)
1
2X
1
2
4 X
− 12
3 (X4 +X5 +X6)
−1X5X
1
2
2 X
− 12
3 (X3 +X4 +X5)
− 12
= q(−
3
4 )(X4 +X5 +X6)
− 12X
1
2
4 X
1
2
2 (X3 +X4 +X5)
− 12 
So we have:
(3.68) ρ−11,6ρ1,5 = (X4 +X5 +X6)
− 12X
1
2
4 X
1
2
2 (X3 +X4 +X5)
− 12
4. Conclusion
Four point invariant, that’s coming from the 3-dimensional representation of sl2;
[Σ+∞−∞Xi, (X4 +X5)
−1X4X2(X3 +X4)
−1]q = 0
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Five point invariant, that’s coming from the 4-dimensional representation of sl2;
[Σ+∞−∞Xi, (X4 +X5 +X6)
−1X4X2(X3 +X4 +X5)
−1]q = 0
Claim 4.1. We have the following n-point invariant that’s coming from the n-
dimensional representation.
(X4 + · · ·+Xn)
−1X4X2(X3 + · · ·+Xn−1)
−1
And then by using the shift operators (3.1), we will have the space of all nontrivial
generators of lattice Virasoro algebra.
We call these kind of generators that are the only nontrivial ones:
Generators of type ”ABCD”
These (new lattice) algebras are so important and may in principle lead to a new
integrable chain equations which people can hardly provide.
Now let us check the satisfactory of our generators in quantum Serre relations.
We need to show the correctness of (X2+X3+X4+X5)((X4+X5)
− 12X
3
2
4 X
1
2
2 X
−1
3 (X3+
X4)
1
2 )
?
= ((X4 +X5)
− 12X
3
2
4 X
1
2
2 X
−1
3 (X3 +X4)
− 12 )(X2 +X3 +X4 +X5)
So let us proceed it as before on each component:
X2(X4+X5)
− 12X
3
2
4 X
1
2
2 X
−1
3 (X3+X4)
1
2
?
= (X4+X5)
− 12X
3
2
4 X
1
2
2 X
−1
3 (X3+X4)
− 12X2
(X4 +X5)
1
2X2(X4 +X5)
− 12X
3
2
4 X
1
2
2 X
−1
3
?
= X
3
2
4 X
1
2
2 X
−1
3 (X3 +X4)
− 12X2(X3 +X4)
1
2
X2X
3
2
4 X
1
2
2 X
−1
3
?
= q
1
2X
3
2
4 X
1
2
2 X
−1
3 X2
X2X
3
2
4 X
1
2
2 X
−1
3
?
= q
1
2 qX
3
2
4 X2X
1
2
2 X
−1
3
X2X
3
2
4 X
1
2
2 X
−1
3
?
= q
1
2 qX
3
2
4 X2X
1
2
2 X
−1
3
X2X
3
2
4 X
1
2
2 X
−1
3 = q
1
2 qq−
3
2X
3
2
4 X2X
1
2
2 X
−1
3
X2X
3
2
4 X
1
2
2 X
−1
3 = X2X
3
2
4 X
1
2
2 X
−1
3
Lets do it for X3;
X3(X4+X5)
− 12X
3
2
4 X
1
2
2 X
−1
3 (X3+X4)
1
2
?
= (X4+X5)
− 12X
3
2
4 X
1
2
2 X
−1
3 (X3+X4)
− 12X3
q−
1
2X3X
3
2
4 X
1
2
2 X
−1
3
?
= q−
1
2X
3
2
4 X
1
2
2 X
−1
3 X3
q−
1
2X3X
3
2
4 X
1
2
2 X
−1
3
?
= q−
1
2 q
1
2X
3
2
4 X3X
1
2
2 X
−1
3
q−
1
2X3X
3
2
4 X
1
2
2 X
−1
3
?
= q−
1
2X3X
3
2
4 X
1
2
2 X
−1
3
And after repeating a similar trend for X4 and X5 we will get the desired result.
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