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Abstract
Microbeam Radiation Therapy (MRT) is an emergent treatment modality that
uses spatially fractionated synchrotron x-ray beams. MRT has been identified as a
promising treatment concept that might be applied to patients with malignant cen-
tral nervous system (CNS) tumors for whom, at the current stage of development,
no satisfactory therapy is available yet. The use of a fractionated beam allows a
better skin sparing and a better tolerance of healthy tissue to high dose rates. MRT
consists of a stereotactic irradiation with highly collimated, quasi-parallel array of
narrow beams 50 µm wide spaced with 400 µm made of synchrotron generated x-
rays at an energy ranging from 0 to 600 keV. The European Synchrotron Radiation
Facility (ESRF) as an x-ray source allows a very small beam divergence and an
extremely high dose rate. The dose deposited on the path of the primary photons
(peak dose) of several hundred grays (Gy) is well tolerated by normal tissues and
provides at the same time a higher therapeutic index for various tumor models
in rodents. The high dose rate forces us to develop an accurate and reproducible
dosimetry protocol to ensure the matching between the prescribed and the deliv-
ered dose. MRT is by definition a non-conventional irradiation method, therefore
the number of dosimetric errors becomes larger than in conventional treatments
due to two reasons (i) the reference conditions recommended by the Association of
Physicists in Medicine (AAPM) or the International Atomic Energy Agency (IAEA)
cannot be established, (ii) the measurement of absorbed dose to water in composite
fields is not standardized.
This PhD is focused on bridging the gap between MC simulated values of output fac-
tors (OF) and peak-to-valley dose ratios (PVDR) and experimental measurements.
Several aspects of the irradiation setup such as insertion devices on the path of the
x-ray beam are accounted for as well as the internal structure of the dosimeters.
Each contribution to OF and PVDR is quantified to correct for the measurements.
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Preface
This thesis is divided into 4 chapters. The motivations that led to the idea of
Microbeam Radiation Therapy (MRT) are presented as follows:
Chapter 1 introduces the MRT project in terms of technique and scientific out-
puts. Emphasise is put on the technical aspects of MRT as well as SSRT for which
a scientific paper has been published in 2018 and addressed in Annexe A.
Chapter 2 presents the Monte Carlo technique in general before focusing on the
radiation transport specificities. Issues related to calculation time are presented
along with solutions to overcome this issue. A benchmark of three widely used MC
codes is presented, with a particular attention on the calculation of OF and PVDR
in MRT reference conditions.
Chapter 3 presents a benchmark of three dosimeters, the PTW microDiamond
detector, HDV2 films and fluorescent nuclear track detectors for the measurement
of the PVDR in MRT reference conditions. The observation of the result lead to
two different studies of potential phenomenon that influence the dosimetry; the to-
tal reflection on the inner surfaces of the multislit collimator and the wobble of the
goniometric table.
Chapter 4 presents a method to quantify and correct dose measurements for
effects due to the intrinsic geometry and material composition of a dosimeter. This
method is applied to the HDV2, FNTD and microDiamond. Finally, the influence
of the presence of the MSC, the air and several other inserted devices on the path
of the primary photons, is quantified and combined with previously found results
to bridge the gap between MC simulations and experimental measurements.
This PhD is part of the MRT project and aims at improving the experimental
dosimetry or the existing protocol. To that end, experimental dosimetry studies
along with Monte-Carlo (MC) simulations are performed to improve the under-
standing of the beam characteristics and the accuracy of the modelling of such
techniques.
IV
Contents
List of Figures IX
List of Tables XII
1 Introduction 1
1.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Microbeam Radiation Therapy (MRT) . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Dose Volume Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 MRT technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 MRT preclinical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Optimization of the MRT parameters . . . . . . . . . . . . . . . . . . . . . 9
1.4.1 Microbeam c-t-c spacing . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.2 Microbeam width . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Dosimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5.1 Reference Dosimetry in MRT . . . . . . . . . . . . . . . . . . . . . 14
1.5.2 Relative Dosimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.6 Synchrotron Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.6.1 ID 17 MRT beam line characteristics . . . . . . . . . . . . . . . . . 20
1.6.2 MRT experimental hutch . . . . . . . . . . . . . . . . . . . . . . . . 22
1.6.3 SSRT experimental hutch . . . . . . . . . . . . . . . . . . . . . . . 23
1.7 Project overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.8 Project Aims and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.9 Introduction of the PTW microDiamond . . . . . . . . . . . . . . . . . . . 29
2 Monte Carlo Simulations 32
2.1 Introduction of Monte Carlo simulations . . . . . . . . . . . . . . . . . . . 32
2.2 Monte Carlo in radiation transport . . . . . . . . . . . . . . . . . . . . . . 33
2.2.1 Random Sampling Methods . . . . . . . . . . . . . . . . . . . . . . 34
2.2.1.a The inverse-transform method . . . . . . . . . . . . 34
2.2.2 Geometry description . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2.3 Cross-section data . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3 Time issue in MC simulations . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.1 Speed-up through the geometry . . . . . . . . . . . . . . . . . . . . 39
2.3.1.a Applying Semi-adjoint MC simulation in MRT . . . 39
V
2.3.1.b Adapting the geometry and particle cut-offs . . . . 41
2.3.2 Speed-up by mimicking the scanned irradiation . . . . . . . . . . . 43
2.3.3 Speed-up through the Parallelization of PENELOPE . . . . . . . . 44
2.3.3.a Structure of the parallel code . . . . . . . . . . . . 45
2.3.3.b Parallelization of the PENMAIN subroutines . . . . 46
2.3.3.c Parallelization of the Main Program PENMAIN . . 47
2.3.4 Quantification of speed enhancement . . . . . . . . . . . . . . . . . 49
2.3.5 Particle splitting simulations . . . . . . . . . . . . . . . . . . . . . . 51
2.4 Benchmark of the MC codes . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.4.1 Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3 Simulation vs Experiment 62
3.1 Dosimeter Benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.1.1 Material and Methods . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.1.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2 Study of potential total reflection on inner surfaces of the MSC . . . . . . 65
3.2.1 Motivation and Preliminary study . . . . . . . . . . . . . . . . . . . 65
3.2.2 Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.3 Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3 Wobble study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.3.1 Extraction of the wobble . . . . . . . . . . . . . . . . . . . . . . . . 73
3.3.2 Wobbling source model for MC simulations . . . . . . . . . . . . . . 75
3.3.3 Impact of the wobble on dosimetric quantities . . . . . . . . . . . . 77
3.3.3.a Methods . . . . . . . . . . . . . . . . . . . . . . . 77
3.3.3.b Results . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4 Application of the Bouchard method on dosimeters 81
4.1 Bouchard Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2 Bouchard on films and FNTD . . . . . . . . . . . . . . . . . . . . . . . . . 84
VI
4.2.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2.2.a HD-V2 films . . . . . . . . . . . . . . . . . . . . . . 85
4.2.2.b FNTD . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2.2.c Conclusion . . . . . . . . . . . . . . . . . . . . . . . 88
4.3 Bouchard on PTW microDiamond . . . . . . . . . . . . . . . . . . . . . . . 88
4.3.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.4 Bridging the gap between MC and experiments . . . . . . . . . . . . . . . 93
4.4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5 Conclusion 98
6 List of abbreviations 102
7 Scientific production 104
8 Re´sume´ du travail de the`se en franc¸ais 105
8.1 Contexte du projet de the`se . . . . . . . . . . . . . . . . . . . . . . . . . . 105
8.1.1 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
8.1.2 Pre´sentation du microDiamond . . . . . . . . . . . . . . . . . . . . 108
8.2 Pre´sentation des principaux re´sultats . . . . . . . . . . . . . . . . . . . . . 109
8.2.1 Comparaison des principaux codes MC utilise´s en MRT . . . . . . . 109
8.2.2 Influence de l’oscillation de la table goniome´trique sur la dosime´trie 110
8.2.3 Quantification de l’influence du de´tecteur et des e´le´ments sur le
trajet du faisceau sur la dosime´trie . . . . . . . . . . . . . . . . . . 111
8.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
References 117
Appendices 129
A Towards in vivo dosimetry for contrast enhanced synchrotron stereo-
tactic radiation therapy based on iodine x-ray spectroscopy 130
VII
B Flow chart for the Parallelized Penelope 143
VIII
List of Figures
1 Histological images of a mouse brain irradiated with a 22.5 MeV deuterium
beam. On the left image, the mouse brain tissue, irradiated with a 1 mm
diameter beam and an entrance dose of 280 Gy (120-day post-irradiation),
is completely destroyed while on the right image the tissue irradiated
with a 25 µm beam and an entrance dose of 4000 Gy is preserved (28-day
post-irradiation) [12]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Beam collimation using two MSC’s to adjust microbeams width [15] . . . . 4
3 MC Simulated absorbed dose at 2 cm depth for CRT and MRT . . . . . . 6
4 Cross shape configuration re-printed from [19]. . . . . . . . . . . . . . . . . 7
5 Histological images of a piglet brain 15 months after MRT irradiation with
a skin dose of 300 Gy [21]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
6 Photoelectric absorption [27] . . . . . . . . . . . . . . . . . . . . . . . . . . 11
7 Compton scattering [27] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
8 Rayleigh scattering [27] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
9 Pair production [27] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
10 Definition of OF and PVDR. . . . . . . . . . . . . . . . . . . . . . . . . . . 17
11 Diagram of a synchrotron. . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
12 Bending magnet(left) and insertion device(right) . . . . . . . . . . . . . . . 19
13 ID 17 medical beam line. The optical hutch is located in the experimental
hall. A tunnel connects the MRT hutch to the satellite building where the
SSRT is performed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
14 MRT optical hutch. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
15 Design of the fast shutter [42]. . . . . . . . . . . . . . . . . . . . . . . . . . 22
16 Technical drawing of the MRT hutch [42] and the associated picture. . . . 23
17 Technical drawing of the MSC [43]. . . . . . . . . . . . . . . . . . . . . . . 24
18 Patient positioning system in SSRT. The field is conformed by cerobend
masks and the flux is monitored by two plate IC. . . . . . . . . . . . . . . 24
19 Different possible orientation of the microDiamond . . . . . . . . . . . . . 26
20 Single microbeam measured with the PTW microDiamond detector. The
asymmetry in the lateral dose gradient and the inclined top are due to the
non-sensitive components in the detector. . . . . . . . . . . . . . . . . . . 29
21 High resolution radiograph of the internal structure of the microDiamond [56]. 30
22 Random sampling using the inverse transform method [27] . . . . . . . . . 35
IX
23 Aluminium interaction cross sections [66] . . . . . . . . . . . . . . . . . . . 37
24 Comparison forward calculation/ semi-adjoint theorem . . . . . . . . . . . 40
25 OF versus microbeam width calculated with the semi-adjoint MC. . . . . 41
26 Diagram of cut-off repartitions in a target media. Cut-offs are decreased
with distance to the sensitive volume . . . . . . . . . . . . . . . . . . . . . 42
27 Integrated PVDR over 2 cm from an irradiation with a 0.52 mm high
beam and central profile from a 2 cm high beam irradiation . . . . . . . . 44
28 Diagram of the PTW microDiamond detector displayed from PENGEOM.jar
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
29 FOM for enhanced MC simulation normalized to the full simulation. . . . 50
30 ID 17 medical beamline MRT polychromatic spectrum . . . . . . . . . . . 55
31 OF versus depth for EGSnrc, GATE and Penelope. PVDR are obtained
for a 22 cm² spatially fractionated field. . . . . . . . . . . . . . . . . . . . 57
32 Dose profile at 2 cm depth compared to EGSnrc. . . . . . . . . . . . . . . 59
33 Central microbeams obtained for three different rotation angles of the
MSC (-0.02°, 0° and 0.02°) [99]. . . . . . . . . . . . . . . . . . . . . . . . . 66
34 Particle orientation at the entrance of the PMMA tank. The red curve
represents photons that underwent a Rayleigh interaction. . . . . . . . . . 67
35 Energy fluence at the entrance of the PMMA dosimetric tank after tilted
MSC (natural logarithm scale). . . . . . . . . . . . . . . . . . . . . . . . . 68
36 Irradiation geometry used in the python script. . . . . . . . . . . . . . . . 70
37 Single box acting as a component of the MSC. Inside the box the material
is set as tungsten carbide. Each box is spaced with 50 µm to build up the
MSC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
38 Left and Right microbeam within the field. . . . . . . . . . . . . . . . . . . 71
39 Wobble of the goniometric table noticeable on the Gafchromic film (scan
speed 93 mm/s) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
40 Gafchromic film image cleaned with successive image opening, median
filter and Gaussian filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
41 Cleanest microbeam isolated with extracted profile . . . . . . . . . . . . . 74
42 Fourier Transform of the 93 mm/s wobble . . . . . . . . . . . . . . . . . . 76
43 Modelled (grey) and measured (black) microbeams for scan speed 93, 90.6,
46, 23 mm/s from left to right. . . . . . . . . . . . . . . . . . . . . . . . . 78
X
44 Fluctuation of the measurement of OF and PVDR with scan speed due to
the oscillation of the goniometric table. . . . . . . . . . . . . . . . . . . . . 80
45 Series of MC simulations to extract perturbation factors. . . . . . . . . . . 83
46 Configuration of the Gafchromic HD-V2. . . . . . . . . . . . . . . . . . . . 84
47 Single microbeam in HD-V2 and water at 2 cm depth. . . . . . . . . . . . 86
48 Single microbeam in FNTD and water at 2 cm depth. . . . . . . . . . . . . 88
49 2cm depth dose profile in water and with the microDiamond. . . . . . . . . 90
50 Ratio of doses in water and diamond. . . . . . . . . . . . . . . . . . . . . . 91
51 microDiamond sensitive volume at the edges of the irradiation field. . . . . 94
52 Geometry of the experimental hutch adapted from Mart`ınez-Rovira and
al [41]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
53 Single microbeam measured with the PTW microDiamond detector. The
asymmetry in the lateral dose gradient and the inclined top are the due to
the non-sensitive components in the detector. . . . . . . . . . . . . . . . . 107
54 Radiographie a` haute re´solution de la structure interne du microDiamond.
[56]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
55 Fluctuation de la mesure de l’OF et du PVDR avec la vitesse de balayage
due a` l’oscillation de la table goniome´trique.Fluctuation of the measure-
ment of OF and PVDR with scan speed due to the oscillation of the
goniometric table. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
56 Flow Chart for Parallelized PENELOPE . . . . . . . . . . . . . . . . . . . 143
XI
List of Tables
1 Irradiation conditions in Curtis and Zeman’s study. . . . . . . . . . . . . . 3
2 Comparison between linear accelerator and synchrotron irradiation speci-
ficities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3 Irradiation conditions in Slatkin’s study. . . . . . . . . . . . . . . . . . . . 6
4 Irradiation conditions in Laissue’s study [18]. . . . . . . . . . . . . . . . . . 7
5 Irradiation conditions in Laissue’s study [20]. . . . . . . . . . . . . . . . . . 8
6 Irradiation conditions in Laissue’s study [21]. . . . . . . . . . . . . . . . . . 8
7 Irradiation conditions in Dilmanian’s study [23]. . . . . . . . . . . . . . . . 10
8 Irradiation conditions in Serduc’s and Griffin’s studies [24] [25]. . . . . . . 10
9 ID 17 Wiggler characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . 19
10 PTW microDiamond detector specificities. . . . . . . . . . . . . . . . . . . 30
11 Percentage difference between OF and PVDR at 2 cm depth in water and
bone with EGSnrc as a gold standard . . . . . . . . . . . . . . . . . . . . . 56
12 HD-V2 films specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
13 PVDR measurement with 3 different dosimeters and comparison with
expected MC simulated values. . . . . . . . . . . . . . . . . . . . . . . . . 64
14 PVDR and OF calculated in HD-V2 films and water . . . . . . . . . . . . 86
15 Correction factors for absolute dose measurements in HD-V2 compared to
water. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
16 PVDR and OF calculated in FNTD films and water . . . . . . . . . . . . . 88
17 Correction factors for absolute dose measurements in FNTD compared to
water. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
18 PVDR and OF calculated in microDiamond and water . . . . . . . . . . . 92
19 Correction factors for absolute dose measurements in microDiamond
compared to water. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
20 Summarize of all the different effect quantified in this work and the
associated magnitudes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
21 PTW microDiamond detector specificities. . . . . . . . . . . . . . . . . . . 108
22 Re´sume´ de tous les diffe´rents effets quantifie´s dans ce travail et les
grandeurs associe´es. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
XII
1 Introduction
1.1 Motivations
Radiation therapy (RT) is a treatment modality using ionizing radiation. It is often part
of a cancer treatment aiming to kill or reduce the number of malignant cells. According to
the Cancer Research UK, about 4 out of 10 people with cancer (40%) have radiotherapy
as part as their treatment [1]. A major modality for treatment involves X-rays generated
with a linear accelerator. The healing power of RT lies in the fact that the X-rays damage
the DNA within the tumour cells. Although normal cells are also affected by radiation
upstream and downstream of the tumour, they mend more efficiently than cancer cells.
In some cases, tumours can exhibit a certain resistance to X-rays and make conven-
tional treatments at the hospital ineffective. Many alternatives to conventional radiation
therapy (CRT) have been developed in the past few decades in order to improve the ther-
apeutic index for such tumours. For instance, proton sources and heavy ion beams are
available for treatments and synchrotron generated X-rays for medical purposes are still
under development [2].
Synchrotron Stereotactic Radiation Therapy (SSRT) and Microbeam Radiation Therapy
(MRT) are new RT treatment modalities that are being developed at the European Syn-
chrotron Radiation Facility (ESRF) on the ID 17 Medical Beamline. MRT highlights
some major differences compared to CRT treatments. The field is spatially fractionated
in an array of narrow microbeams by the means of a multi-slit collimator (MSC) placed
between the source and the patient. The main idea in MRT is to achieve a very high dose
deposition on the path of primary photons (peak dose) and keep the valley dose build
up by Compton scattering under the tissue tolerance. Because possible movements of
the patient, even cardio synchronous brain motion, could lead to deleterious effects, the
dose must be delivered in a fraction of a second. In order to achieve this, very steep dose
gradient is needed, so the energy range is about 0–600 keV compared to 1–20 MeV in
CRT techniques [3]. MRT also demands high dose rates, which can only be provided by
an X-ray synchrotron currently.
SSRT, on the other hand, does not require a high dose rate but a monochromatic beam
(80 keV) and the intravenous injection of an iodine-based contrast agent (commonly used
for imaging techniques). The therapeutic power of SSRT lies in the fact that the iodine
selectively leaks into the tumour due to the locally permeabilized blood brain barrier
(BBB) [4]. The combination of the contrast agent (high Z) together with the stereotactic
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irradiation produces a gradient in the absorption cross-section leading to an increased dose
deposition [5]. A differential effect is produced between the tumour and the healthy tissue
depending on the iodine uptake leading to a difference in the photon interaction mech-
anisms [6]. The photoelectrons produced in the target volume deposit their energy over
a sub-millimetric distance in the vicinity of heavy atoms, whereas Compton scattering
predominates in the surrounding healthy tissues. As a consequence, the dose deposition
upstream and downstream of the tumour is further reduced while the dose in the tumoral
tissue is reinforced.
At the current stage of development, the SSRT project is at a phase I/II human clinical
trial. This means that the dosimetry protocol is established and can be applied in a
reasonable time prior to the patient irradiation.
1.2 Microbeam Radiation Therapy (MRT)
1.2.1 Dose Volume Effect
Spatially fractionated irradiation fields were introduced in 1909 by Alban Ko¨ehler [7] who
used a grid made of iron wires to reduce skin necrosis when irradiating with medium-
energy X-rays. The grid therapy, as called by J.Laissue [8], preserves skin cells from
direct radiation, thus presenting a better healing power when it comes to burning after an
irradiation. Despite the apparent utility of grids, nowadays they are only used in specific
cases to enhance the tumour control probability (TCP) [8] [9] [10] because most treatments
use MeV X-rays and the associated build-up brings the maximum dose deposition to
several mm below the skin.
In the late 1950s, Zeman et al. observed a better tissue tolerance to radiation for small
irradiation fields [11]. This dose volume effect was highlighted while investigating the
effect of cosmic radiation on mice’s brains. For a 1000 µm wide beam, a dose of 300 Gy
is enough to destroy the tissue when a dose of 11,000 Gy is the threshold limit before
creating a lesion with a 25 µm wide microbeam [12] (Figure 1).
Curtis [13] and Zeman [11] carried out studies using 22.4 MeV deuterium particles (pa-
rameters decribed in table 1). For a complete destruction of cells within 24 days, the
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Figure 1: Histological images of a mouse brain irradiated with a 22.5 MeV deuterium
beam. On the left image, the mouse brain tissue, irradiated with a 1 mm diameter
beam and an entrance dose of 280 Gy (120-day post-irradiation), is completely de-
stroyed while on the right image the tissue irradiated with a 25 µm beam and an en-
trance dose of 4000 Gy is preserved (28-day post-irradiation) [12].
Energy Dose Range MB width
22.5 MeV 150 to 4000 Gy 24 µm and 1000 µm
Table 1: Irradiation conditions in Curtis and Zeman’s study.
required dose for a 1000 µm wide beam is 150 Gy whereas 4000 Gy are needed for a 24
µm wide beam. The high dose caused the destruction of the cells on the path of the
microbeam while the surrounding tissue remained unaltered.
The irradiation with a wider beam causes tissue necrosis, deleterious effects on the
circulatory system and delayed radiation damages on vessels. In the case of the thinnest
beam, vessels repaired faster along the microbeam path thus preserving the vascular
network. Unfortunately, the use of deuterium particles does not suit the requirements for
radiation therapy as their attenuation in biological tissue is strong (15 mm depth under
the skin).
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1.2.2 MRT technique
MRT was first proposed in 1992 at the Brookhaven National Laboratory (BNL) in col-
laboration with the National Synchrotron Light Source (NSLS) in Upton, USA [14]. A
patent for the MRT was submitted two years after [3] and MRT was implemented at the
ID 17 biomedical beam line at the ESRF.
The principle of MRT is to create a highly collimated, quasi-parallel array of microbeams
in the keV energy range by the means of a 3rd generation synchrotron. The beam is
spatially fractionated by a multislit collimator (MSC) made of tungsten carbide (WC).
The beam is characterized by three main parameters:
 The centre-to-centre (c-t-c) distance is the distance between two microbeams.
 The microbeam width is the aperture of each slit.
 The field size is the lateral distance thus the number of microbeams within the field
Figure 2: Beam collimation using two MSC’s to adjust microbeams width [15]
Those parameters are either fixed or tunable, depending on the use of one single MSC
or two MSC’s in combination. The typical microbeam width in this study is 50 µm and
c-t-c spacing 400 µm although a range of 25 µm to 100 µm in width and 100 µm to 400
µm in c-t-c [16] and is allowed by the system described in Figure 2. As a consequence
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CRT MRT
Source Linear Accelerator Synchrotron
Energy Range 1–25 MeV 0–600 keV
Dose Rate 1–6 Gy/min 15,000 Gy/s
Field Size
1x1 cm2
to 20x20 cm2
22 cm2
Scanned with 0.0520x2 cm2
Field Spec Full Spatially fractionated
Detector’s
Sensitive Volume
radius 2.4 mm
length 4.8 mm
radius 1.1 mm
length 1 µm
Table 2: Comparison between linear accelerator and synchrotron irradiation specifici-
ties.
the MRT irradiation beam differs from medical accelerators generated fields. Table 2 lists
the main differences between CRT and MRT. Those differences have a direct impact on
the dosimetry protocol. As a matter of fact, every detector available on the market is
designed to be reliable for measurements in large fields, high energy and medium/low dose
rates. Their millimetrical size forces their use for measurements in slowly spatially varying
fields. Figure 3 displays the simulated difference of the absorbed dose at 2 cm depth in
PMMA between MRT and CRT for a 22 cm2 field. The spatial variations in MRT are
at the micron scale whereas in CRT the dose profile is almost flat at the centre of the
field. The measurement of the fast spatial variations of the dose combined with the steep
dose gradients represents a challenge and requires either a detector with a small enough
sensitive volume (1 µm typically) or a dosimetry protocol at a single well-characterized
measurement position.
1.3 MRT preclinical results
The first MRT pre-clinical trial (mice) was performed by Slatkin [17] in 1995 at the BNL.
Healthy rat brains were irradiated to investigate the influence of the beam width, height,
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Figure 3: MC Simulated absorbed dose at 2 cm depth for CRT and MRT
c-t-c spacing on histological sections. To this end, a single slit collimator with tunable
aperture was used, in combination with a ”step and shoot” irradiation (translation of the
patient followed by irradiation) to create the array of microbeams. Irradiation conditions
are summarized in Table 3.
Dose Range Field Size c-t-c Number of slices
312 to 10000 Gy 20 µm  4 mm 200 µm 20
312 to 10000 Gy 42 µm  7 mm 200 µm 20
312 to 10000 Gy 37 µm  4 mm 75 µm or 200 µm 21
Table 3: Irradiation conditions in Slatkin’s study.
As a result, half of the rats that received 10,000 Gy developed brain necrosis. Regard-
ing the other half, and those who received 5000 Gy, loss of nuclei was observed along the
microbeams path but without any brain necrosis nor brain damage. At lower entrance
dose, 2500 Gy and 1250 Gy the absence of necrosis was observed in 57% and 25% of the
rats respectively.
Not long after, J.Laissue [18] investigated the potential of MRT to treat rats bearing
cerebral 9L gliosarcomas. The field consisted in 101 microbeams, 25 µm wide and 100
µm c-t-c spacing. They irradiated the rats with either one array or two arrays in cross
6
shaped configuration (Figure 4).
Figure 4: Cross shape configuration re-printed from [19].
Author Configuration Dose Range MB width c-t-c
Laissue Unidirectional 625 Gy 25 µm 100 µm
Laissue Cross shaped 312 Gy 625 Gy 25 µm 100 µm
Table 4: Irradiation conditions in Laissue’s study [18].
A peak dose of 625 Gy was delivered for the single array configuration and two dif-
ferent peak doses were investigated for two orthogonal array configuration (312 and 625
Gy) as summurized in Table 4.
Both configurations highlighted an increase in the rats life span compared to unirradiated
controls. The best results were obtained with orthogonal arrays with a peak entrance
dose of 625 Gy leading to a survival time of 139 days after tumour implementation, com-
pared to 20 days for controls. Moreover, the authors observed a disappearance of the
tumour in both regular and cross shaped configurations for an exposure of 625 Gy in 61%
of the rats for the crossed arrays, and 36% for the regular configuration. The increased
radio-resistance of the normal brain tissue was imputed to a potential fast repair of the
microscopic lesions by adjacent cells in the valley that received a lower dose.
This study led to an important question about the tolerance of normal immature develop-
ing tissue to MRT irradiation. A long-term study was then carried out by J.Laissue [20]
to estimate the tolerance of suckling rats brains using a unidirectional irradiation and a
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peak entrance dose of 50 or 150 Gy, a 28 µm wide microbeam width and a c-t-c spacing
of either 105 µm or 210 µm (Table 5).
Author Configuration Dose Range MB width c-t-c
Laissue Unidirectional 50 Gy and 150 Gy 28 µm 105 µm
Laissue Unidirectional 50 Gy and 150 Gy 28 µm 210 µm
Table 5: Irradiation conditions in Laissue’s study [20].
As a result, after 15 months none of the rats had died nor needed to be euthanized.
Although a weight loss, neurological and behavioural anomalies were observed for rats
irradiated with the highest dose and the 105 µm c-t-c spacing. The 210 µm c-t-c spacing
configuration allowed a better sparing of healthy tissue, and the development of the rats
remained similar to the unirradiated control rats.
The followon study performed by J.Laissue [21] aimed at verifying that the fractionated
structure of the beam is conserved at large depths. To that end, 40 and 41 days old
suckling piglets were used. The similitude in neurological development between piglets
and human infants make them a good animal model.
The irradiation was performed with skin entrance peak doses ranging from 150 to 600
Gy, 1.5  1.5 cm2 field of 25 µm wide microbeams and 210 µm c-t-c spacing (Table 6).
For at least a year, no neurological changes were observed in any of the irradiated piglets
nor the controls.
Author Configuration Dose Range MB width c-t-c
Laissue Unidirectional 150 Gy to 600 Gy 25 µm 210 µm
Table 6: Irradiation conditions in Laissue’s study [21].
Figure 5 displays a histological section of one of the piglets 15 months after being
irradiated with a 300 Gy peak entrance dose. The cells on the path of the microbeams
are destroyed, although no haemorrhage is to be noticed.
These studies demonstrated the beneficial effect of MRT and showed an increased
life span and tumour reduction while keeping the neurological development integrity of
the patients. Moreover, the sparing of the healthy tissue is a substantial added value to
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Figure 5: Histological images of a piglet brain 15 months after MRT irradiation with a
skin dose of 300 Gy [21].
make MRT worth considering for brain tumours for both adults and paediatric patients.
Nowadays, conventional treatments cause neurocognitive dysfunctions to paediatric pa-
tients [22] making MRT a realistic alternative to CRT.
Tee following studies aimed at improving MRT by optimizing the irradiation parameters
and more importantly by understanding the mechanisms responsible for the differential
effect thus the healing power of MRT.
1.4 Optimization of the MRT parameters
The peak dose is lethal to the cells, but the valley dose has to remain under the tissue
tolerance. The valley dose is built up by scattered radiation so the greater the c-t-c,
the lower the valley dose. The peak dose, on the other hand, mainly depends on the
microbeam width. But the optimization is not straightforward as c-t-c also influences the
peak dose (at a lower scale), the closer the microbeams the greater the contribution of the
microbeams with each other, and the microbeam width influences the valley dose with
increased scattered radiation.
1.4.1 Microbeam c-t-c spacing
Dilmanian et al. [23] studied the life span of rats implanted with 9L gliosarcoma. The
irradiation was unidirectional with a fixed microbeam width of 27 µm and c-t-c spacing
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ranging from 50 µm to 100 µm. Skin entrance doses were chosen 150, 250, 300 and 500
Gy (Table 7). As a result, an increased life span was observed compared to the controls
Author Configuration Dose Range MB width c-t-c
Dilmanian Unidirectional 150, 250, 300, 500 Gy 27 µm 50 µm to 150 µm
Table 7: Irradiation conditions in Dilmanian’s study [23].
(19 days). The lowest survival time obtained with MRT corresponds to the 50 µm c-t-c
spacing and 300 Gy peak entrance dose and 75 µm c-t-c spacing and 500 Gy peak entrance
dose. These results suggest that MRT efficiency highly depends on the valley dose and
the authors concluded that, in the normal tissue, the valley dose must remain under the
organ dose tolerance in order to preserve the MRT beneficial effect as the valley dose is
equivalent to a full field irradiation.
1.4.2 Microbeam width
Serduc et al. [24] irradiated both healthy rats and rats implanted with 9L gliosarcoma
with different microbeam widths: 25, 50 and 75 µm and a constant c-t-c spacing of 210
µm. Attention was drawn on the value of the valley dose, which is maintained constant
for each irradiation configuration for each peak entrance dose 320, 480 and 860 Gy (Table
8).
Author Configuration Dose Range MB width c-t-c
Serduc Unidirectional 320, 480, 860 Gy 25, 50, 75 µm 210 µm
Griffin Unidirectional 75, 100 Gy at 0.5 mm depth 50, 500 µm 200, 2000 µm
Table 8: Irradiation conditions in Serduc’s and Griffin’s studies [24] [25].
In 2012, Griffin et al. [25] carried out a study including beam width (50 and 500 µm),
c-t-c spacing (200 and 2000 µm) and peak doses (75 and 100 Gy at 0.5 mm depth). For
both studies, the best results in terms of tumour control were observed with the smallest
microbeam width and largest c-t-c spacing.
In addition, Uyama et al. [26] observed a better tumour growth reduction for narrow
microbeams and c-t-c spacing on human U251 glioma cells. The best results were obtained
with 20 µm width, 100 µm c-t-c rather than 100 µm width, 500 µm c-t-c.
Results from the pre-clinical studies indicate that the smallest beam width and largest
spacing is more efficient in tumour control probability.
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1.5 Dosimetry
Reference dosimetry consists in the measurement of the effect of ionizing radiation on
matter in reference conditions. The physical quantity that represents this effect is the
dose and corresponds to the amount of energy deposited per mass unit in a material. The
dose can be defined as follows:
D  ∆E
∆M
(1)
The unit of the dose is the gray (Gy) which corresponds to joules per kilograms. Photons
are uncharged particles and, therefore, do not deposit the dose directly. Photons inter-
act with electrons in the media and deposit energy while losing kinetic energy through
Coulomb interaction with other electrons.
Photons can interact with electrons of a medium in four different ways:
 The photoelectric effect (PE) The incoming photon interacts with a bound elec-
tron of the material. Its energy has to be higher than the binding energy of the
electron but not too high otherwise other interaction mechanisms become more
likely to happen.
Figure 6: Photoelectric absorption [27]
In this process, the photon disappears and ejects the bound electron with a kinetic
energy Ee that corresponds to the excess of energy related to the binding energy Ui
(Figure 6).
Ee  E  Ui (2)
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The photoelectric cross section, σPE, varies with energy and atomic number as [28]:
σPE9Z
4
E3
(3)
The ejected electron leaves behind a vacant energy level that is then filled by an
electron either from an upper energy shell or an unbounded electron. As a result, a
fluorescence photon is emitted whose direction is distributed isotropically in space.
 Compton Scattering (CS), also called incoherent scattering (Figure 7). This pro-
cess involves an incoming photon of energy E scattering on a free (or weakly
bounded) electron of the media. The electron is ejected and the photon is scat-
tered with an angle that depends on the transferred energy.
The energy of the scattered photon E 1 is expressed by:
E 1  E
1  αp1 cos θq (4)
Where α  E
mec2
, mec
2  0.511MeV and θ is the polar scattering angle
The kinetic energy acquired by the electron is:
Ee  E αp1 cos θq
1  αp1 cos θq (5)
Figure 7: Compton scattering [27]
The cross section for the Compton scattering is written σinc. During a Compton
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event, the direction of propagation of the scattered photon is not isotropically dis-
tributed. The probability of scattering in a particular solid angle dΩ is not constant
despite the fact that the scattering probability in the azimutal angle χ is constant.
The probability for a photon of energy E to be scattered with an angle θ is higher
when θ is close to 0°. This probability is given by the Klein-Nishina (KN) differential
cross-section (DCS) formula:
dσKN
dΩ
pα, θq  r
2
0
2
1
p1  αp1 cos θqq2

1  cos2 θ   α
2p1 cos θq2
1  αp1 cos θq


(6)
With r0 the classical radius of the electron (r
2
0  7.940775  1026 cm2). Monte
Carlo algorithms for radiation transport usually includes the KN model for Compton
scattering. Though it should be noted that no intrinsic parameters related to the
interaction media is accounted for in this formula as electrons are considered free.
Later in this chapter, methods that include Doppler broadening and binding effects
(media specific quantities) will be discussed and compared for three widely used MC
codes.
 Rayleigh Scattering, also known as coherent scattering, is the event where a photon
interacts with a bound electron without excitation of the target (Figure 8). The
scattered photon has the same energy as the incident photon but suffers from a
change in direction of propagation.
Figure 8: Rayleigh scattering [27]
The atomic DCS per unit solid angle for Rayleigh scattering can be calculated with
the non-relativistic perturbation theory [29]. A photon with an energy E higher
than the ionization energy K shell follows the DCS:
dσRa
dΩ
 r2e
1  cos2 θ
2
rF pq, Zqs2 (7)
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Where θ is the polar scattering angle re is the classical electron radius, F pq, Zq is
the form factor and q is the magnitude of the momentum transfer. The form factor
theory is not straightforward and will not be developped here but form factors are
available from EPDL [30].
The total atomic cross-section for Rayleigh scattering σRa is expressed by:
σRa 
»
dσRa
dΩ
dΩ  pir2e
» 1
1
p1  cos2 θq rF pq, Zqs2 dpcos θq (8)
 Pair production refers to the creation of an elementary particle and its antiparticle
(Figure 9). In the case of a photon, if its energy is higher than twice the rest energy
of the electron (2  511 keV  1022 keV) the photon can split into an electron and
a positron. The cross section for the pair production is written σpp. In this work the
maximum incoming photon energy is 510 keV therefore no pair production event
can occur and its description would not be an added value for this work.
Figure 9: Pair production [27]
1.5.1 Reference Dosimetry in MRT
Conventional radiation therapy involving X-rays is routinely performed in the major part
of radiotherapy centres. Dosimetry protocols are developed with respect to the available
technology in terms of radiation detectors which are designed to fit CRT dosimetry re-
quirements. For instance, the IAEA in its Technical Report Series No. 398 (hereafter
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referred to as TRS-398) Code of Practice [31] describes how to calibrate only cylindri-
cal Ionization Chambers (IC) with a cavity volume in the range of 0.1-1.0 cm3 based on
standards of absorbed dose to water. Subsequently, companies such as PTW (Freiburg,
Germany) manufacture a wide variety of IC. But in MRT the beam characteristics com-
bined with the dimension of the sensitive volume of the currently available IC make this
Code of Practise not applicable in a straightforward way. The dose measurement in a
beam with dimensions smaller than the IC dimension leads to an underestimation of the
absorbed dose.
In photon beams, the use of field sizes smaller than the lateral range of secondary par-
ticles will result in a lack of Charge Particle Equilibrium (CPE) within the field. These
fields are too small to achieve a build-up of lateral dose at the centre of the beam profile,
where lateral scatter is at its maximum. The dose falls off continuously while moving
away from the centre [32]. There is a minimum field size that is required to form CPE; it
depends on the energy of the photon beam, the source geometry and the material irradi-
ated [33] [34] [35]. The correction factors used in standard radiation therapy rely on the
uniform particle fluence in CPE regions. When the detector is placed in the irradiated
media, the electronic fluence is no longer uniform, and one has to account for the volume
averaging effect. Therefore, the combination of the standard kQ and additional correction
factors is needed to achieve an increased accuracy of small field dosimetry.
Alfonso et al. proposed a new formalism for small field dosimetry which introduces
the concept of an intermediate calibration field for machines that cannot establish con-
ventional reference conditions. The small field detector is then calibrated in the inter-
mediate, or “machine specific reference field” against a calibration ionization chamber to
which dosimetry protocols can be directly applied.
In this formalism, a field is considered as small if one of the three criteria is fulfilled: (i)
There is a loss of lateral charged particle equilibrium (LCPE) on the beam axis; (ii) There
is partial occlusion of the primary photon source by the collimating devices on the beam
axis; (iii) The size of the detector is similar or large compared to the beam dimensions
The first two characteristics are beam related, while the third one is detector related for a
given field size. All three of these conditions result in overlap between the field penumbrae
and the detector volume. In this work, both beam and detector related characteristics are
of interest, and a quantification of identified relevant influence parameters is presented
Chapters 3 and 4.
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In MRT, the beam characteristics combine all three effects, as the mean lateral range of
the electrons is approximately 80 µm, so greater than the microbeam width (50 µm), the
MSC causes a partial occlusion of the primary beam to create the microbeams, and the
size of any detector available nowadays is greater than 50 µm.
At the ESRF, the current dosimetry protocol is performed in a broad beam configura-
tion and follows the recommendations of the IAEA TRS-398 protocol for medium energy
kilo voltage X-rays. The dose measurement is performed in a PTW water tank at 2 cm
depth for a 2 cm  2 cm field size using a PTW PinPoint Ionization chamber with a
volume of 0.015 cm3. The absolute peak entrance dose is then calculated by the means
of output factors obtained from MC simulations [36].
1.5.2 Relative Dosimetry
Absolute dosimetry at the micron scale has been a real challenge for the past few decades.
Until very recently, detectors capable of measuring doses with a micrometric spatial reso-
lution were not available. To overcome this problem, two quantities of interest are defined:
Output Factors (OF) and Peak to Valley Dose Ratios (PVDR). Both PVDR and OF are
relative quantities defined as the ratio of two different doses. Figure 10 displays the dif-
ferent measurement points to calculate OF and PVDR.
Equation 9 is the ratio between the maximum dose measured for a 50 µm wide beam
and the maximum dose in a 22 cm2 field. This defines the OF which is the attenuation
in terms of maximum dose caused by the MSC.
OF 
Dmax50µm
Dmax2cm
(9)
PV DR  DPeak
DValley
(10)
Equation 10 is the ratio between the peak dose in an array of 50 µm wide microbeams
spaced with 400 µm in a 22 cm2 field and the closest valley dose.
OF and PVDR are directly linked due to the fact that an array of microbeams is the
sum of one single microbeam as many times as needed for the desired field size. So the
use of the TRS-398 makes sense under the condition of having a perfect knowledge of OF
and PVDR for a lot of irradiation conditions. This would allow us to perform one single
absolute broad beam measurement and directly check if the valley dose remain under the
tissue tolerance.
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One should notice that the irradiation setup in MRT imposes the need for accurate knowl-
edge of OF as those values are used to deliver the dose during the treatment and more
specifically for the calculation of the scan speed vzpmm{secq.
vzpmm{secq  9DpGy{sec{mAq  IpmAq OFpOutputFactorq
zbeamheightpmmq
DpGyq
(11)
The calculation of the scan speed for the accurate dose delivery is given by equation 11.
It accounts for the dose rate of the machine 9DpGy{sec{mAq, the prescribed dose DpGyq the
beam height, zbeamheightpmmq and the output factor.
Figure 10: Definition of OF and PVDR.
In other words, OF’s are not only useful for dosimetry purposes, they are also needed for
the dose delivery.
More generally, a field output factor is defined as the ratio of absorbed dose to water in
any non-reference field to that in a reference field at a given depth. In conventional broad
beams, it is derived from a ratio of detector readings because of the practical independence
of dosimetric quantities on field size. In small field dosimetry, however, such independence
does not exist, especially for perturbation factors, and a field output factor will in most
cases require an output correction factor to be applied to the measured detector reading
ratio [37].
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1.6 Synchrotron Source
Synchrotron is the name given to the radiation emitted by a charged particle that un-
dergoes an acceleration [38]. Within the scope of relativistic particles, the synchrotron
radiation has quite unique characteristics such as a continuum spectrum from the infrared
to the X-rays, a small divergence, coherence, high degree of polarization and a short tem-
poral structure.
Figure 11: Diagram of a synchrotron.
Figure 11 provides a diagram of a multi-station synchrotron. Electrons are generated in
the electron gun then accelerated in the linear accelerator by entering successive radio-
frequency cavities. The booster is a circular accelerator that propels the electrons to
nearly the speed of light (6 GeV). These electrons are then injected in the storage ring
where they are forced to remain on the same orbit as a very dense package by the means of
quadrupoles and sextupoles. Bending magnets or insertion devices (ID) -whose operating
principles are different but lead to the generation of X-rays- are placed on several points
on the storage ring. Bending magnets generate magnetic fields that change the path of
the electrons to make their trajectory circular (Figure 12).
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Figure 12: Bending magnet(left) and insertion device(right)
ID parameters ID 17 (w150)
Magnetic field period (cm) 15
Number of periods 11
Magnetic field strength (T) 1,592
Deflection parameter 22.30
Critical energy (keV) 38 keV
Total power (kW) 13.3
Table 9: ID 17 Wiggler characteristics
An object with such a trajectory undergoes a centripetal acceleration, and charged
particles emit X-rays tangentially relative to the trajectory. ID, (a wiggler typically) on
the other hand, are added in the ring to produce light that is specifically tailored to the
experimental requirements (wavelength, flux, brightness, polarization). They consist of
two parallel arrays of magnets with alternate polarity, through which electrons travel and
are periodically deflected. The period of polarity changing in the wiggler (λu) is directly
linked to the wavelength of the emitted photon (λ) as shown in the wiggler equation 12.
λ  λu
2nγ2

1  K
2
  θ2γ2


, (12)
with K the deflection parameter, γ the Lorentz factor (a few thousands) and θ the emis-
sion angle. For example, for a 3 GeV electron passing through a 50 mm period wiggler
with K  3, the wavelength of the first harmonic on-axis is 4 nm. The translation from
cm periods of the wiggler to nm wavelengths is due to the huge value of the term γ2.
The distance between the two sets of magnets in an insertion device known as the gap
can be tuned as well so as to adjust the energy spectrum and the fluence of the generated
photons. Table 9 summarizes the characteristics of the ID 17 wiggler. The conservation of
energy imposes a loss of energy in the storage ring due to the emission of synchrotron ra-
diation. Electrons have to be accelerated to compensate this energy loss. Radio frequency
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cavities are placed around the storage ring to counteract this problem.
1.6.1 ID 17 MRT beam line characteristics
At the ESRF, ID 17 is the biomedical beam line. Research taking place here varies from
medical imaging, radiation biology and radiation therapy. The radiation therapy research
program is focused on two main techniques both based on synchrotron radiation. The
Synchrotron Stereotactic Radiation Therapy(SSRT) [39] [40]is the more advanced in terms
of protocol validations and human trials. MRT’s current state of development is at the
small animal clinical trial recently moving towards a project involving bigger animals.
SSRT and MRT are performed in two different hutches. The MRT hutch is located 40
m away from the wiggler whereas in SSRT the hutch is placed at 150 m away from the
source, in a satellite building (Figure 13). MRT relies on a polychromatic source com-
pared to SSRT which utilizes a monochromatic photon beam. The beam tuning in MRT
is performed by a 15 cm period wiggler (w150). In SSRT the W150 is used in combination
with another wiggler with a 12.5 cm period (w125) to further increase the monochromatic
photon flux.
Figure 13: ID 17 medical beam line. The optical hutch is located in the experimental
hall. A tunnel connects the MRT hutch to the satellite building where the SSRT is per-
formed.
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From the wiggler, X-rays travel through a long stainless pipe under vacuum. Vacuum
between different sections of the pipe is ensured by the presence of valves and Beryllium
windows (300 to 500 µm in thickness). At 21.6 m away from the source a diaphragm
limits the beam dimensions. This limitation of 2.4 cm in the horizontal direction and
0.5 cm in the vertical direction is designed to minimize the heat load of the downstream
instrumentation devices. At the patient position, the maximum beam dimensions cannot
exceed 41  2.5 cm2.
Figure 14: MRT optical hutch.
As a first step, the beam is focused by a primary slit made of oxygen-free copper blocks
located at 29.3 m away from the source. The primary slits allow the user to set the pri-
mary horizontal and vertical apertures. A succession of different water-cooled filters are
positioned downstream the primary slit (Figure 14)in order to remove energies lower than
30 keV from the spectrum. The typical filtration in MRT is the following: 1.42 mm of C,
0.28 mm   1.24 mm of Al and 0.35 mm   0.69 mm of Cu. The resulting photon energy
spectrum has been calculated by Martinez-Rovira [41]. The MRT spectrum currently
used for MC simulations ranges from 27 keV to 600 keV with a mean energy around 100
keV.
A major aspect in MRT is the dose delivery. The extremely high dose rate allows a very
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short irradiation to deliver a dose compatible with tissue tolerance. The exposure time
is controlled by a fast shutter [42] whose opening time is 5  0.5 ms. Figure 15 provides
the mechanical design of the fast shutter. Two 15 mm thick blades made of tungsten
carbide (WC) are coupled to an actuator. When the fast shutter is at rest, blade 1 is
below the beam axis while blade 2 obstructs the photon beam. Before an irradiation,
the electromagnets are triggered to arm the system. As a result, blade 2 goes above the
beam axis, while blade 1 blocks the incoming photons. When the irradiation starts, the
supply to blade 1 electromagnet is powered down, throwing blade 1 to its initial position.
At this stage of the irradiation the photons are allowed to pass through the fast shutter.
The irradiation stops when the supply is cut and blade 2 goes back to its initial position
blocking the incoming X-rays.
In order to protect blade 2 from heating, a 15 mm thick cooled copper absorber follows
blade 2’s motion with a delay of 1 second.
Figure 15: Design of the fast shutter [42].
1.6.2 MRT experimental hutch
Figure 16 displays the MRT experimental hutch. The ionization chamber IC1 monitors
the beam at the entrance of the experimental hutch followed by PMMA attenuators and
a rotary shutter used for imaging purposes. During the irradiation, both the PMMA
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attenuators and rotary shutter are removed from the path of the X-rays. Further vertical
and horizontal slits made of WC are inserted to adjust the beam width and height prior
the MSC.
Figure 16: Technical drawing of the MRT hutch [42] and the associated picture.
As described in Braueur-Krisch et al. [43] (Figure 17) the MSC is a WC block is designed
with 50 µm wide gaps spaced with a period of 400 µm. The MSC is embedded in an
Al box and cooled down by the means of a nitrogen gas flush. The patient, sample or
dosimetry phantom is set on the a 3-axis Kappa-type high precision goniometer (Huber,
Germany) located at 40.5 m from the wiggler X-ray source.
1.6.3 SSRT experimental hutch
As a first step, at the entrance of the hutch the beam is shaped properly by the means of
cerobend masks. The number of masks corresponds to the number of irradiation ports,
and their respective shapes are extracted from the treatment planning system (TPS) as a
projection of the tumour section the beam sees. The different masks are placed on a rail,
which are exchanged when the irradiation port changes.
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Figure 17: Technical drawing of the MSC [43].
Like in MRT, the beam height is limited, although larger (2 mm) because the patient is
located after the same MRT experimental hutch. As a consequence, an irradiation over a
distance greater than 2 mm is performed by scanning the sample through the beam.
Figure 18: Patient positioning system in SSRT. The field is conformed by cerobend
masks and the flux is monitored by two plate IC.
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Compared to conventional RT treatments where the source moves around the patient, the
synchrotron beam is fixed. The rotation of the patient is performed by the means of a
dedicated patient chair that allows 5 degrees of freedom (Figure 18). The chair is also
used to acquire CT imaging of the patient before the irradiation for positioning purposes.
1.7 Project overview
The high dose rate in MRT, the spatial fractionation of the beam and the use of medium
energy photons highlight the need for a new kind of dosimetry. The knowledge that we
have about cancer treatments involving radiation is based on decades of the use of full
field and megavoltage X-rays. That is why the tumour control Probability (TCP) and the
normal tissue complication probability (NTCP) [44] are well known for most treatments
available today and help in quantifying the therapeutic outcome of a RT treatment. These
two quantities are defined to provide the most efficient treatment for each type of known
cancer, as the TCP must be high while the NTCP has to be as low as possible.
A mathematical model called the linear quadratic model (LQ) is a model used to compare
different treatment modalities by accounting for the influence of temporal fractionation
on the relative biological effect (RBE), and is also the product of decades of studies
and clinical use of radiation for medical purposes. Limitations in the LQ model, due
to the discrepancies between the in vitro protocol used to collect the data utilized by
the LQ model and the complexity of the vascular and stromal repairs occurring after an
irradiation, have been highlighted for high dose rate stereotactic radiosurgery (SRS) [45].
In MRT, the combination of the spatial fractionation and the high dose rate generates
a different tissue response to conventional irradiation. So, a hypothesis of a selective
radio-vulnerability of the tumour vasculature versus normal vessels by MRT is still being
studied. That is to say, the knowledge we have in terms of conventional radiation therapy
is not applicable as it is for MRT, but needs to be adapted.
The research in MRT is centred on 3 main axes. The first one is the improvement of
the ID 17 medical beamline to take in patients, such as goniometric tables for the patient
placement, the enhancement of devices for beam monitoring [2], and the adaptation of a
Patient Security System (PSS) that already exists for Synchrotron Stereotactic Radiation
Therapy (SSRT). The second axes considers radiobiology in MRT and understanding the
effect of such radiation on tissues. Finally, the last research axis is about the accuracy of
the dose measurement and calculation, in order to develop a treatment planning system
and a dosimetry protocol dedicated to MRT.
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1.8 Project Aims and Challenges
This work is focused on the development of an accurate dosimetry in MRT by means of
a PTW microDiamond detector and Monte Carlo (MC) simulations. The PTW microDi-
amond detector has a 0.004 mm3 cylindrical active volume, with a 1.1 mm radius and a
thickness of 1 µm. This detector presents the advantage of being almost tissue-equivalent,
and its geometry allows high resolution measurements. The highest resolution is obtained
when the greatest dimension of the sensitive volume of the detector is parallel with the
direction of the beam (‘edge-on’ mode in Figure 19) [46]. Furthermore, this configuration
reduces the volume averaging effect [47]. By using the detector this way, we can measure
the dose deposited inside (peak) and outside (valley) the microbeam at micrometric res-
olution and measure both peak and valley doses to calculate the PVDR.
Figure 19: Different possible orientation of the microDiamond
The PVDR is a relative value, and consequently becomes important only when dose
values are converted from the treatment plan to compute the absolute valley dose for the
normal tissue, which corresponds to the classical maximum admissible dose value with
respect to NTCP [2]. Absolute dosimetry protocols have been proposed in synchrotron
beams using ionization chambers (IC) for broad beam dose rate measurements [48]. At
the moment, the absolute dose determination at the ESRF for MRT is carried out for 22
cm2 fields using dose rate measurements in broad beams with a PinPoint chamber [49].
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This dosimetry protocol is limited for spatially fractionated synchrotron beams as the
PinPoint chamber (nominal sensitive volume: radius 1 mm, length 5 mm) does not satisfy
the requirements for a suitable dosimetry in terms of spatial resolution. Nevertheless, the
relative dose profiles at depth can be determined using several types of detectors, all with
their individual advantages and disadvantages. The most promising results so far were
obtained with Gafchromic films either in combination with a microdensitometer or micro-
scope [50]. Films provide important information about dose gradients and 2D distribution
but the resolution of the microscope limits the spatial accuracy (5 µm compared to the
1.5 µm intrinsic resolution of the films). In addition, the acquisition has significant noise
and films cannot be read out in real time. Other potential high resolution dosimeters
that are good candidates for MRT dosimetry include fluorescence nuclear track detec-
tors (FNTD) from Landauer (Al2O3 detectors), and 2D thermoluminescence dosimeters
(TLD). However, both are unable to achieve on-line dose monitoring and require a strong
calibration. The microDiamond has been developed for MeV particle beams therefore
its use in the keV range of energy may not be straightforward. Despite this fact, the
intrinsic characteristics of the microDiamond makes it a very attracting candidate for
MRT dosimetry under the condition that a suitability study validates its performances.
This thesis aims at studying the suitability of the microDiamond detector for relative and
absolute dosimetry in the MRT reference conditions.
The gold standard of OF and PVDR values in MRT are MC calculated values from Rovira
et al [41] obtained with Penelope from a complex simulation considering the geometry
of the MRT beamline from the wiggler to the irradiated sample. The MC codes avail-
able use different cross section data, or theoretical models to simulate radiation matter
interactions. The first aim of this work is the quantification of the agreement between 3
widely used MC codes (Chapter 2). This study is meant to justify systematic comparison
of experimental measurements to the gold standard and highlight potential discrepancies
between the codes. As a high spatial resolution is needed for MRT measurements, the
issue of time is also assessed in this study along side techniques used to decrease the
calculation for the desired simulations.
Although purely theoretical MC simulation provide numerous information on physical
quantities for a given setup which justifies its use as a gold standard. The second aim
of this work, is a benchmark of the previously mentioned dosimeters. For the past few
years, scientists at ID17 medical beamline struggle with measuring PVDR with less than
15% difference with MC calculated values.
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Discrepancies between measured and calculated data may come from either a incom-
plete understanding of a detector influence on measurements or an incomplete MC model.
The third and fourth aims of this study explore both point of views. The main point here
is to understand what effect lead to an increase in dose measurement in the valley or a
decrease in the peak dose measurement, as both effects lead to a lower value of PVDR.
Total reflection on inner surfaces of the MSC is a topic that has interested researchers with
microbeams for many years, so a study about its importance in MRT is presented. It has
been recently highlighted that the sample holder in the MRT hutch oscillates during the
scanned irradiation, and leads to a different dose deposition than expected. The impact
of this effect on OF and PVDR is presented.
In any kind of dosimetry ,not particularly in MRT, the measurement of the absolute dose
deposition in a medium, even homogeneous, remains a delicate task. This is due to four
key effects described by Bouchard et al. [51] that occur as soon as one puts any detector
in a medium: (i) The atomic properties of the detector sensitive volume may be dissimilar
to water, which affects the dose response and perturbs the particle fluence; (ii) the elec-
tron density of the detection medium relative to water scales the interaction coefficients
and also perturbs the particle fluence; (iii) the presence of non-sensitive components in
the detector (including walls, electrodes, wires) causes particle interactions to be different
from the situation where the detector is a bare cavity; (iv) the finite size of the detector,
even made of water, causes a volume averaging effect. Detecting 100 keV electrons with
an approximate range of 80 µm with 1µm resolution is impossible. Luckily, dosimetry is
not about detecting every particle in motion but only those supposed to deposit dose at a
point of interest without disturbing the initial particle fluence. This is why the quantifi-
cation of these four key effects for each beam quality is important and make the accurate
measurement possible. What is meant here by beam quality is the whole irradiation con-
dition which depends on the beam spectrum, the geometry of the phantom, the position
of measurement and the presence of lateral dose gradients [52].
In MRT, the photon and electron spectra vary between the peak and the valley, and
obtaining dose profiles is achieved by scanning the detector through the beam, a com-
plete set of correction factors should be applied for each measurement point. When used
in MRT, the dose profile measured with the microDiamond highlights an asymmetrical
shape as shown in Figure 20 which influences the measured dose.
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Figure 20: Single microbeam measured with the PTW microDiamond detector. The
asymmetry in the lateral dose gradient and the inclined top are due to the non-sensitive
components in the detector.
The set of correction factors proposed by Bouchard et al. for each beam quality
can be determined analytically using the Spencer-Attix-Nahum [53] cavity integral for
gas based detectors or the Burlin’s theory [54] for solid-state detectors. But these two
approaches rely on knowledge of the photon and electron fluence in water and the detector
for each beam quality. In small field dosimetry, the main challenge is to determine these
quality-dependent electrons fluence. Originally, the calculation was made analytically for
reference beams assuming charge particle equilibrium (CPE) that allows the estimation
of perturbation factors. However in small fields, these approaches are not suitable and
we need to rely on MC simulations [51]. In Chapter 4 the Bouchard technique is applied
on the HD-V2 films, FNTD, and the microdDiamond detector to quantify the magnitude
of the corrections required for PVDR and OF measurements in MRT. Influence of the
detector internal structure, wobble, presence of air between the MSC and the irradiated
sample and the integration effect (described in Chapter 4) are combined together to reduce
the uncertainty on PVDR and OF experimental measurements.
1.9 Introduction of the PTW microDiamond
The PTW microDiamond detector is a synthetic single crystal diamond detector devel-
oped for small field dosimetry. The process used for the manufacture is chemical vapour
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deposition of a multilayered highly conductive p-type diamond/intrinsic diamond struc-
ture on a high-pressure high-temperature (HPHT) single crystal diamond substrate as
described by Almaviva, et al. [55].
Similar to silicon diodes, this Schottky diode detector requires no applied bias to collect
charges. Its sensitive volume is a 2.2 mm diameter, 1 µm thick cylinder. The diamond
active volume is towered over by a thin circular aluminium contact with diameter 2.2 mm
which has been thermally evaporated on the intrinsic diamond surface.
Detector type Synthetic single crystal diamond detector
Dimensions Diameter 7 mm, length 45.5 mm
Nominal sensitive volume 0.004 mm3, radius 1.1 mm, thickness 1 µm
Detector Bias 0 V
Energy Response ¤ 8% (100 keV-60Co)
Table 10: PTW microDiamond detector specificities.
Figure 21: High resolution radiograph of the internal structure of the microDiamond
[56].
Table 10 lists the principal characteristics of the PTW microDiamond detector. The
key parameter for achieving microdosimetry is the 1 µm thick sensitive volume. Figure 21
displays the internal structure of the microDiamond. The sensitive volume is located at
the extreme right of the structure caught in the pair of pliers. Marinelli et al. [57] investi-
gated the average sensitive area and thickness over 10 PTW microDiamond detectors. In
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order to evaluate the microDiamond active volume, the thickness of the diamond sensing
layer was independently evaluated by capacitance measurements and alpha particle de-
tection experiments. The average active volume diameter is 2.19  0.02 mm and volume
thicknesses is 1.01  0.13 µm and 0.97  0.14 µm. Both were derived by capacitance
and sensitivity measurements respectively. The authors reported a good agreement in
the results compared to values reported in the manufacturer dosimeter specifications. A
homogeneous response was observed over the whole device active area as well.
Livingstone et al. [56] characterized the PTW microDiamond detector for spatially frac-
tionated fields at the Imaging and Medical Beamline (IMBL) at the Australian syn-
chrotron and reported an energy dependence in the energy range 30–120 keV with a KQ
factor of 1.05  0.09. Additionally, a dose rate independence from 1–700 Gy/s was also
highlighted. The PTW microdiamond detector appears to be suitable for MRT because
of its satisfactorily low dose rate dependence. The manufacturer specifies a low energy
and angular dependence in a range of energy from 100 keV to 1.25 MeV and angles from
0 to 40 degrees.
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2 Monte Carlo Simulations
2.1 Introduction of Monte Carlo simulations
Most statistical systems cannot be solved explicitly, or no tidy formula for the equation
of the partition function can typically be found. Simulation becomes therefore a powerful
tool for extracting answers out of statistical processes for realistic systems [58]. Monte
Carlo (MC) simulations are designed to extract mean values of an observable physics
quantity which is the result of a large number of random events. Each event is governed
by a statistical law that can be known or approached. The required number of events
needed to obtain the physical observable quantity of interest through exact analoque sim-
ulations is so big in most cases that it cannot be calculated analytically.
The first MC method was applied by the Comte de Buffon in 1777 with the needle tossing
experiment to calculate the value of pi. This experiment considers needles to be thrown
many times on a parquet floor. The parquet is made of parallel boards of the same width.
A ‘success’ is counted when a needle straddles two different boards. The more needles are
thrown, the more the ratio between success and failures reaches a certain number that
relates to pi. For instance, if the needle length is equal to the board width, then this
number is 2
pi
.
Another method to calculate pi has been developed by Laplace in 1886 using a circle
within a square. The same principle of success/failure is applied and the ratio leads to
the value pi
4
[59].
In 1930, Enrico Fermi used a random sampling algorithm [60] to estimate the quantities
involved in controlled fission, and the newly discovered neutron. During the Los Alamos
project in the 1940s, Von Neumann and Ulam coined the term Monte Carlo to describe
this kind of simulation and used it for simulating exponentially distributed flights based
on material cross-sections for neutrons. Those calculations were performed on hand calcu-
lators by efficient technicians and later on analogue computers such as the FERMIAC and
the ENIAC to allow the calculation of a large number of histories to get robust statistics.
Mathematically, the MC method can be defined as follows:
 Generate N random histories which result in N random vectors ~xi.
 Calculate the mean and variance of the distribution fp~xiq:
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〈f〉  1
N
N¸
i1
fi (13)
〈
f 2
〉  1
N
N¸
i1
f 2i (14)
 According to the Central Limit Theorem, for a large number of events N , the value
of the estimator 〈f〉 approaches the true value f¯ , the mean value of the Normal law
described by:
exppp〈f〉 f¯q2{2σ2q?
2piσ
(15) σ2  〈f
2〉 〈f〉2
N  1 (16)
This means that the greater the number of events, the more precise the calculation of
〈f〉 becomes. Which leads to one major drawback in Monte Carlo: time. One could
say the longer the better, but usually reaching a defined uncertainty is enough to form
conclusions.
Time issues are application dependent. For instance in clinical medical physics, a treat-
ment plan should be in a time compatible with clinical requirements [61] to deal with the
number of patients to be treated. Considering the voxelized geometry of the CT scans,
the different number of irradiation ports and the large number of different materials, MC
simulations for clinical purposes can take up to 15 hours for one patient, calculated on a
single core processor. Considering the fact that the dosimetry out of the calculation could
not be optimized, another 15 hours should be added.
One the other hand, a 24-hour calculation in research is considered an acceptable time
as the outcome of a research calculation is not as crucial as a treatment plan for medical
purposes. This chapter will introduce the MC method in the specific field of radiation
transport through the description of the key components and quantities of a simulation.
The time issue will be discussed and methods to overcome this problem will be presented.
Finally, a benchmark of 3 widely used MC codes will be presented, with a specific attention
brought on the behaviour of these codes in the application for MRT.
2.2 Monte Carlo in radiation transport
MC simulations can be either very simple (calculation of pi) or complicated to implement.
The level of difficulty is determined by the purpose of the code. For medical applications,
MC simulations involve numerous mandatory elements, the accuracy of which in terms of
description will influence the accuracy of the result.
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This section will introduce the key components of a MC code for medical application
purposes.
2.2.1 Random Sampling Methods
The very first component of a MC code is the numerical sampling of variables with
specified probability density functions ppxq(PDFs). In most cases, random sampling al-
gorithms use random numbers ξ uniformly distributed in the interval p0, 1q. Reliability of
the random number generators (RNG) will not be broached here but relevant information
about it can be found in Hellakalek Good random number generators are (not so) easy to
find [62].
The main important aspect to bear in mind about random numbers is that they can be
easily generated by a computer [63]. Among the currently available RNG, one commonly
used is called the multiplicative congruential generator [64]. It produces a sequence of
random numbers considering a given ‘seed’ used as an input. This algorithm remains
deterministic though, this is why the name pseudo-random is more appropriate. One
key characteristic of the random number used in PENELOPE is that it generates pseudo-
random numbers with a period of 1018, this makes it very unlikely to generate twice the
same particle with the same history (which does not improve the statistical uncertainty
of the calculation) as in this work the number of histories varies between 108 and 109.
2.2.1.a The inverse-transform method
From the particle source properties to the interaction of a particle with matter, most of
the processes involved in a MC calculation in radiation transport follow a certain PDF
different from the uniform distribution. As an example, a uniform square source model
can use the RNG as it is, but in the case of a point source emitting uniformly and
isotropically in space, some transformation has to be made. The same principle applies
with the sampling of the interaction depth of a photon; the interaction probability in
depth follows a decreasing exponential law and is certainly not uniform.
The method to generate random numbers that follow a known PDF is called the
Inverse-Transform method.
The first step of this method is to calculate the cumulative distribution function of ppxq.
By definition the cumulative distribution function is non-decreasing, therefore has an
inverse function P1pξq. This new function ξ  P pxq utilizes the uniformly distributed
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Figure 22: Random sampling using the inverse transform method [27]
RNG that take values in the interval p0, 1s to produce random numbers that follow the
distribution P pxq.
Figure 22 shows both basic and cumulative function and the correspondence between ξ
and x. It is important to notice that the randomness of P pxq is ensured by the randomness
of ξ. This procedure is particularly adequate for distributions with analytical expressions
because the sampling equation can be solved analytically. On the other hand, it remains
achievable to apply the inverse transform method on unknown functions such as photon
spectra which admit a strictly increasing cumulative distribution function.
As an example the following equations describe how the depth of the interaction of a
photon in matter is sampled using the Beer-Lambert law with a uniform random number
ξ as an input:
The exponential distribution is defined as:
ppxq  1
λ
exppx
λ
q, x ¡ 0 (17)
with x the free path of the interaction event and λ the mean free path. We calculate the
cumulative distribution function:
ξ  1
λ
» s
0
exppx
λ
qdx 

 exppx
λ
q
s
0
 1 expp s
λ
q (18)
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ñ lnp1 ξq   s
λ
(19)
ñ s  λ lnp1 ξq (20)
Equation 20 provides the depth of interaction of a photon of mean free path λ considering
the uniform random number ξ.
2.2.2 Geometry description
Geometry is an essential part of a MC code for medical applications. A versatile geometry
tool allows the modelling of complex geometries such as for example a dosimeter, includ-
ing all sensitive / non-sensitive components with proper dimensions. This complexity can
be pushed towards using a voxelized geometry provided by a computed tomography (CT)
scanner and hence being as faithful as possible to the real patient morphology.
In PENELOPE, this task is handled by the package Pengeom [65] where volumes are de-
scribed as ‘bodies’ delimited by surfaces. Each surface is defined in a geometry input file
and combined together to produce the bodies. For example, a cube is defined by 6 planes
x  1,x  1,y  1,y  1,z  1,z  1. The, surfaces are oriented to fill the inside of
the cube with a material, or the outside depending on the desired geometry.
The way this geometry is used is straightforward. Let’s consider a photon emitted in
a basic cubic geometry. The depth of interaction is computed with equation 20. This
position is compared to the limits of the previously defined cube. If the interaction point
is inside the cube, the type of interaction is chosen randomly according to material and
energy dependent cross-sections (defined later in this chapter) otherwise the photon in-
teracts in a ‘void’ material hence nothing happens. The photon is ‘killed’ and a new one
is generated.
For the user, a geometry package associated with a Monte-Carlo code is reduced to learn-
ing a syntax or getting used to a Graphical User Interface (GUI).
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2.2.3 Cross-section data
In equation 20 the parameter λ is the mean free path of a particle. This mean free path
is related to a physical quantity called the interaction cross section, σ, as follows:
λ  1
Nσ
, (21)
where N is the number of target particles per unit volume.
The interaction cross-section σ is expressed in barns (1024cm2) and is a quantity that is
particle, material (atomic number and density) and energy dependent. In equation 21, the
lower the mean free path and the higher the cross-section, the greater the probability of
interaction by the photon. This interaction probability is called the total interaction cross-
section as the photon can interact through different mechanisms, each one is associated
with its own interaction probability.
The total interaction cross-section is defined as the sum of all cross-sections corre-
sponding to the previously introduced events, as shown in Figure 23 for aluminium:
σtotal  σPE   σinc   σRa   σPP (22)
Figure 23: Aluminium interaction cross sections [66]
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2.3 Time issue in MC simulations
In MC and more specifically in MRT, the calculation time remains a major issue. A con-
ventional CT scanner produces images with a spatial resolution of 0.5 mm, thus statistics
are ‘rapidly’ acquired to reach the desired uncertainty. The size of the voxels is good
enough considering the field sizes routinely used in conventional RT since the spatial vari-
ations of the beam intensity are very slow.
In MRT, the field spatially varies rapidly, and produces micron length areas where dose
gradients are steep (variation of hundreds of gray over 5 µm). In order to account for
this localized behaviour in MC, the 3D dose distribution has to be recorded with voxels
smaller than the measured effect in size (1 µm is needed). In this work, the MC study of
the PTW microDiamond detectors forces the use of a 1 µm thick sensitive volume which is
a major cause of increased calculation time. As a matter of fact, recording an interaction
in the PTW microDiamond sensitive volume can be estimated as being around 460 times
less likely to happen than in the rest of the geometry for a 2 cm 51 µm microbeam.
For a 2 2 cm2 spatially fractionated field with 50 µm wide microbeams spaced with 400
µm c-t-c spacing, only 1 event out of 22,000 can produce a relevant event in the sensitive
volume.
Another aspect to be considered is the writing time. The greater the number of voxels,
the longer it takes to write down the results. It is recommended writing partial results
regularly to create recovery points during the calculation to avoid starting the simulation
from scratch in case the of problems. As a consequence, the calculation time increases
with the number of back ups performed during the simulation.
Commonly used MC codes provide variance reduction (VR) techniques built in the code.
They are designed to reduce the statistical uncertainty of a physical quantity without
increasing the computation time. Unfortunately, these optimizations are extremely prob-
lem dependant and general recipes to minimize the variance cannot be given [27]. In this
work, the importance of variance reduction is obvious. However, built-in variance reduc-
tion techniques such as Russian roulette or particles splitting will be a last resort. We will
present a few techniques that can be implemented to speed up the calculation. Of course
designing such simulation is long, but this work is an exploration of the possibilities and
knowledge from the following chapter is used to speed up the next calculations.
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2.3.1 Speed-up through the geometry
The accuracy of the description of the geometry is crucial in a MC problem. Fully modelled
geometry and what we will call from now on, ‘forward calculations’, is not always required.
In this section, a method called the semi-adjoint MC technique is presented. This method
switches the detector and source dimensions. Using the semi-adjoint technique reduces
the calculation time as mentioned previously but also allows to simulate various source
geometries with one single simulation where forward MC simulations would require more
simulations. This technique is applied to OF’s and PVDR’s calculations. The theory of
semi-adjoint MC simulations is explained in [67] [68]. Furthermore, it has already been
written in a MRT related PhD thesis by Bartzsch [69] in addition to a quantification of
the enhancement associated with the use of the technique. Instead a description of how
the semi-adjoint technique is applied in MRT is provided.
2.3.1.a Applying Semi-adjoint MC simulation in MRT
As a reminder, in MRT one microbeam width is 50 µm, 2 cm in height and the centre to
centre distance is 400 µm. A forward MC calculation of the OF at 2 cm depth for a 2 2
cm2 field would be to first simulate a microbeam with such dimensions, to score the dose
deposited in a 3D grid with a 1 µm  1 mm  1 mm with limits in X  r1 cm, 1 cms,
Y  r0, 10 cms, and Z  r1 cm, 1 cms. According to equation 9, another simulation
involving a 2  2 cm2 field with the same dose scoring is needed. The beam direction
is along the Y axis starting from a position 1 m before entering the scoring volume.
When forward calculations are used, results are not versatile, which means that they
cannot be extrapolated to other irradiation conditions. If another OF definition involves
a microbeam with another width, the user has to run other calculation to account for the
change in the beam dimensions.
The dimension of the source can then be reduced to a point and the scoring volume to
1 µm 1 cm  1 mm is used with limits from X  r3 cm, 3 cms, Y  r0, 10 cms,
and Z  r1 cm, 1 cms. The scoring volumes in MRT have to remain small since dose
changes at the micron scale. Nevertheless the improvement in terms of statistical noise
reduction and calculation time is real (standard deviation from 5% to   1% for ten times
less histories) as shown in Figure 24 for the calculation of the valley dose in MRT. The
valley dose is crucial to assess accurately but its simulation is long because it is built
up with scattered radiation. Applying the semi-adjoint simulation allows the use of a
lower number of histories and does not require any phase space file (PSF) for the source
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description.
Figure 24: Comparison forward calculation/ semi-adjoint theorem
[69]
Figure 25 displays the OF as a function of the width of the microbeam. OF is calcu-
lated from one single simulation whose result is a kernel generated by the point source.
The extrapolation of the microbeam width W pxqis performed by convolving this kernel
Kpxq with a rectangular function ΠLpxq of increasing the width L:
ΠLpxq 
#
1{L if |x|   L{2
0 if |x| ¡ L{2 (23)
with x the distance within the field. The numerical convolution is computed by:
W pxq 
¸
x1
Kpx1qΠLpx x1   1q (24)
Figure 10 shows the definition of OF and PVDR, both graphs are generated from a single
kernel obtained with the semi-adjoint simulation. Microbeam width and c-t-c spacing be-
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come numerically tunable parameters, leading to a improved potential of study in MRT.
Figure 25: OF versus microbeam width calculated with the semi-adjoint MC.
2.3.1.b Adapting the geometry and particle cut-offs
A MC simulation in radiation transport focuses on events happening to a particle from its
creation until its disappearance. The tracking of a particle stops when it has deposited all
of its energy. A charged particle undergoes more interactions when its energy decreases.
As a consequence, following the state of a particle until it has transmitted all its energy
can take too long. To overcome this problem, the user has to define cut-offs for each
particle. A cut-off is an energy below which the particle is disregarded and its energy is
locally absorbed. For example, let us consider the MSC made of WC, placed 1 m prior
the patient as an input geometry for a MC calculation. The source is a broad beam 2
cm wide and 0.0520 cm high irradiating the MSC, thus creating the spatially fractionated
irradiation field. X-rays that interact in the MSC that are not transmitted put electrons
in motion in the MSC. It is impossible for one of these electrons to reach the patient and
play a significant role in the dose deposition at 2 cm depth. Setting the electron cut-off
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to the maximum photon energy value in the MSC allows then a substantial speed-up of
the calculation. The interaction medium can be segmented in regions with decreasing
cut-offs.
Figure 26: Diagram of cut-off repartitions in a target media. Cut-offs are decreased
with distance to the sensitive volume
A segmentation like the one displayed in Figure 26 allows the simulation to disregard
events that will not produce relevant information. In this example, if the high cut-off is
set so that the maximum distance possible for an electron in the media is lower than the
depth of the second region (medium cut-off), none of the electrons produced will reach
the sensitive volume.
The dimensions of the sensitive volume can be adapted as well depending on the nature
of the problem. If the dose is scored in a region where dose gradients are not steep, the
sampling of the dose profile can be less accurate as spatial variations are very low (the top
of the peaks or the middle of the valley dose). Typically, a scoring region of 1 µm of the
dose profile for a 22 cm2 field at 2 cm depth with microbeams 50 µm wide 400 µm c-t-c
spacing produces a difference of 0.07% on the OF value compared to a grid with 5 µm
wide voxels. Such difference is acceptable as it is lower than the statistical uncertainty
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on the absorbed dose in a 1 µm thick voxel. In the following paragraphs a quantification
of the enhancement by increasing the sensitive volume will be shown.
2.3.2 Speed-up by mimicking the scanned irradiation
In MRT the constraints due to the beam dimensions make the irradiation procedure dif-
ferent from conventional radiation therapy. Indeed, the synchrotron generated beam is
0.52 mm high and up to 3 cm wide in a static horizontal plane. So the irradiation of a
tumour greater than 0.52 mm is performed by scanning the patient vertically through the
beam. By tuning the slit opening ahead of the patient it is possible to choose the lateral
opening of the field. The combination of the aperture of the slit and the patient scanning
offers the possibility to realize field sizes like 2 cm  2 cm, 3 cm  3 cm and others.
In the SSRT literature, Prezado [48] et al. demonstrates the equivalence between
measuring the dose in a broad beam by scanning a thin beam over the same dimension
as the broad beam. In their approach they make the hypothesis that the thin beam is
homogeneous, which is not the case in MRT.
In order to verify the equivalence between the deposited dose after a scanned irra-
diation and the measured dose during the scanned irradiation, two MC calculations are
made. In both simulations the irradiated medium is a water tank (18 cm  18 cm 
18 cm). In simulation No. 1 the beam is 0.52 mm high and 2 cm wide, fractionated in
microbeams 50 µm wide spaced with 400 µm. The dose is recorded in a cube 2 cm high,
8 cm deep and 2 cm wide. The dose is calculated by integrating over the height (2 cm) to
emulate the scanning of the beam. The simulation No. 2 considers a fractionated beam
2 cm high and 2 cm wide with same c-t-c distance and width as in simulation No. 1.
The dose is recorded in the same grid as in No. 1 and the dose profile is extracted from
the centred plan of the field. Figure 27 shows peak to valley dose ratios from simulation
No. 1 and 2, supposed to respectively represent the measurement made during a scanned
irradiation and the dose deposited by a scanned irradiation.
The results of the two simulations highlight the fact that measuring by scanning the
detector through the 0.52 mm high beam is equivalent to a static measurement from a
2 cm high beam irradiation. This result is mainly useful in terms of calculation speed
enhancements (factor of 2).
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Figure 27: Integrated PVDR over 2 cm from an irradiation with a 0.52 mm high beam
and central profile from a 2 cm high beam irradiation
2.3.3 Speed-up through the Parallelization of PENELOPE
The use of Monte Carlo (MC) methods for dose calculation in microdosimetry is limited
by the voxel size of sensitive volumes. Therefore, the computation time needed to achieve
a dose calculation with the adequate accuracy increases. In smaller voxels the number of
events is reduced and impoverishes the statistical uncertainty. This effect is enhanced in
MRT because of the spatial fractionation of the beam. In the region between the peaks,
the dose deposition is only due to scattered radiation, for which the number of events
is significantly lower than on the path of primary photons. Moreover, microdosimetry
involves 3D dose maps over a large number of voxels (40,000 50  50) and the voxel size
is 1 µm  1 mm  1 mm. As the PVDR is the parameter of therapeutic importance in
MRT, a sufficient statistical uncertainty is required for both the peaks and valleys mea-
surements for several depths and field sizes. As a consequence the combination of small
voxel sizes and spatial fractionation leads to a large increase in the dose calculation time.
The code PENELOPE was first parallelized by Salvat textitet al. [27] using the MPI dis-
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tributed memory message passing library and ran on eight processors at the Centre de
Supercomputacio`n de Catalunya (CESCA). Later in 2003 R.B. Cruise et al., [70] paral-
lelized the code PENELOPE at the University IBM Teraflop SP using the parallel random
number generator (p.r.n.g) developed by the MILC lattice-QCD collaboration [71] Both
codes have been tested and validated in terms of dose map calculations.
The main idea of this work is to create a custom version of the code PENMAIN al-
lowing parallel computation of microbeams. This work is strongly based on the studies
of J.Sempau and R.B. Cruise [70].
2.3.3.a Structure of the parallel code
Parallelizing PENELOPE is a process called Single Program Multiple Data (SPMD). In
this kind of code, each parallel processor will consider the exact same set of input param-
eters, such as the irradiation geometry, materials, the initial particle spectrum, etc., and
generate its own set of trajectories. Each processor keeps tracks of the relevant quantities
during the whole calculation and once all the processors are finished, the results from each
processor are gathered by the root processor to generate the final output files. One key
aspect of SPMD is that the processors do not have to communicate with each other during
the calculation. This is convenient as the evolution from sequential (code running on one
single processor) to parallel can be achieved by small changes in the original sequential
code.
As mentioned above, SPMD means that the exact same program is run by all the proces-
sors, as a consequence, special attention should be paid to the random number generator
(RNG) to ensure the statistical independence of the simulation performed by each pro-
cessor. If the RNG is not modified properly, each processor will perform the exact same
set of trajectories and as a result no statistical noise reduction improvement occurs and
the parallelization is pointless.
To implement a SPMD, the standard Application Programming Interface (API) called
MPI (Message Passing Interface) is used. This parallelization is performed using Intel
MPI version 4 and capitalizes on a library of subroutines designed to manage interproces-
sor communication. MPI assigns each processor a unique identification number which is
used to initialize the RNG and distribute statistically independent jobs to each processor.
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2.3.3.b Parallelization of the PENMAIN subroutines
Originally, the PENELOPE’s random number generator was the subroutine RAND written
in the rita.f source code. The function RAND is initialized with a pair of numbers (1.1).
This function as it is cannot be used for parallelized computing as the sequence generated
for each processor remains the same.
One of the improvements in the development of PENELOPE in the last decade is the ad-
dition of the function RAND0. This function includes a pre-computed list of seeds (1000
pairs at the total) that belongs to the sequence from RAND and whose relative separation
is 1014 calls. In other terms, starting with the n-th seed pair allows 1014 calls of RAND
before obtaining the pn  1q-th pair. RAND0 takes the parameter n as an entry and starts
the simulation with the n-th pair of seeds.
The only subroutine that needs to be modified to ensure the statistical independence of
each processor’s calculation is PMRDR in the penmain.f main source code. PMRDR is
the first subroutine to be called by the main program. Originally this subroutine does
not take any argument as an input, but only reads the input file and sets up the variables
needed for the simulation accordingly. The simulation parameters must remain the same
for all the processors except for the seeds that must be different for each processor and
the number of simulated showers which should be set as the total number of showers re-
quested NSH divided my the total number of processors NUMPROC. The first step is then
to modify the declaration of PMRDR as follows:
SUBROUTINE PMRDR( rank , numproc )
and the call of the subroutine accordingly. Here rank and numproc are variables defined
in the main program and represent the rank (label) of a processor and the total number
of processor requested for the simulation respectively. Then in the input file write the line
RSEED -1 1. The value -1 is read by PMRDR and stored in the variable ISEED1. Inside
PMRDR at the location where the value of ISEED1 is tested modify the code as follows:
IF (ISEED1 .LT. 0 ) then
ISEED1=rank1
CALL RAND0(ISEED1)
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This produces a different seed from RAND0 depending on the rank of the processor call-
ing the subroutine.
In the input file the requested number of histories is called with NSIMSH 1e8 (request-
ing 1e8 histories in this example). This value is then stored in the variable DSHN. In
penmain.f in the subroutine PMRDR, the line where the subroutine reads the value
DSHN has been modified accordingly.
READ(BUFFER, * ) DSHN
NTOT=DSHN/( numproc )
IF ( rank . l t . (DSHNNTOT*( numproc ) ) ) NTOT=NTOT+1
DSHN=NTOT
This piece of code divides the number of requested showers between the processors. The
shower simulation now loops over a counter ranging from 1 to NTOT.
2.3.3.c Parallelization of the Main Program PENMAIN
The PENELOPE code is based on subroutines. The user is then free to develop his own
main code which repeatedly calls PENELOPE’s subroutines to generate trajectories and
compute averages.
As with all FORTRAN codes the user has to declare the file containing the MPI dedicated
libraries as follows:
INCLUDE ’ mpif . h ’
The first task is to initialize the MPI API and assign each processor a unique ID (variable
rank):
c a l l MPI INIT( i e r r o r )
c a l l MPI COMM RANK(MPI COMM WORLD, rank , i e r r o r )
Then each processor needs to access the total number of processors numproc:
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c a l l MPI COMM SIZE(MPI COMM WORLD, numproc , i e r r o r )
Here MPI COMM WORLD is called a communicator, all MPI communication calls require a
communicator argument and MPI processes can only communicate if they share a com-
municator. At this stage, the code runs any desired number of statistically independent
simulations in parallel. The next important step is gathering results from all the pro-
cessors and adding them up together. This is achieved by declaring the dual of almost
all the common blocks declared in the file pmcomms.f in the main program. Attention
should be brought to the variables which are table sizes and which should not be added
up together.
The COMMON BLOCK at the beginning of the subroutine SDOSE must be copied and paste
and added to the main program as well as creating dual variables as follows:
COMMON/DOSE(NDXM, NDYM, NDZM)
Which defines the variable DOSE as common and
double p r e c i s i o n myDOSE(NDXM, NDYM, NDZM)
Which is the dual variable of DOSE. Once this step is achieved for each and every quantity
needed to be tracked in the parallel calculation, adding up the results of each processor
is performed with one single command:
c a l l MPI REDUCE(DOSE,myDOSE, s i z e (DOSE) ,
+ MPI DOUBLE PRECISION,MPI SUM, 0 ,MPI COMM WORLD, i e r r o r )
Where the different values of DOSE in the different processors are added and stored in
myDOSE.
In order to benefit from PENELOPE’s subroutine to write down the output files, ask the
processor 0 to copy the dual variables in the regular variables and call the subroutine
PMWRT:
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i f ( rank . eq . 0 ) then
DOSE=myDOSE
c a l l PMWRT(1)
Finally the communicator is closed with:
c a l l MPI FINALIZE( i e r r o r )
The quantification of the speed enhancement of the parallelization is presented in the next
paragraph.
2.3.4 Quantification of speed enhancement
In order to quantify the enhancement of the different procedures previously described, a
MC simulation is designed. The geometry of the PTW microDiamond detector has been
coded using the software PENGEOM.jar provided by the package PENELOPE. A section
of the geometry is shown in Figure 28. The pink volume at the centre of the image is
the 300 µm carbon substrate. At the top of the substrate the 1 µm sensitive volume is
located. The surrounding materials and dimensions will not be given here.
The digital PTW microDiamond is placed in a PMMA tank 20  20  20 cm3 with the
centre of the sensitive volume located at 2 cm depth.
Figure 28: Diagram of the PTW microDiamond detector displayed from PENGEOM.jar
The beam is a single microbeam 2 cm high and 51 µm wide, sampled from the ID 17
MRT spectrum. The sensitive volume is placed at the centre of the microbeam. The dose
and its associated uncertainty are recorded in the sensitive volume for a range of different
numbers of histories from 104 to 107. At lower histories the sensitive volume does not
49
detect any particle. The comparison includes a slightly optimized MC simulation with
cut-offs placed in the regular geometry (1 keV for photons and electrons). The increase in
the size of the sensitive volume is also studied (from 1 µm to 5 µm with the combination
of segmentation/cut-offs (decreasing from 100 keV to 1 keV). Finally, the parallelized
regular simulation over 10 processors is tested. Dose, uncertainty and calculation time
are gathered for each simulation and number of histories to evaluate the efficiency. Figure
29 displays the figure of merit (FOM) depending on the applied technique. The FOM is
defined as follows:
FOM  1
R2T
 const, (25)
where T is the simulation time and R is the relative error expressed by:
R  ∆D
D
9 1?
N
, (26)
with ∆D the statistical uncertainty on the mean value D and N the number of histories.
Figure 29: FOM for enhanced MC simulation normalized to the full simulation.
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The FOM can be interpreted as:
A reliability indicator for a tally; it must be constant except for small statistical variations
A measure of the efficiency of the MC calculation; the higher the FOM the better the
efficiency.
A useful tool for estimating the time needed to achieve a given statistical precision.
In Figure 29 values of the efficiency are normalized to the plateau value of the full simu-
lation. Therefore, when the FOM reaches a constant value, this latter corresponds to the
enhancement in terms of time for achieving the same precision.
As a result, the increase in sensitive volume from 1 µm to 5 µm reduces the simulation
time by a factor of 3. Building a segmented geometry with wisely chosen cut-offs makes
the simulation 7 times faster and the parallelization increases the efficiency by a factor of
10.
2.3.5 Particle splitting simulations
The simulation of a measurement with the PTW microDiamond detector has to account
for the whole geometry of the detector and the MRT hutch. As a consequence, the semi-
adjoint MC simulation cannot be applied. Moreover, the PTW microDiamond detector
provides the measurement at one single location within the field. Thus one simulation per
measurement point is required to reconstruct the dose profile. Statistics can be quickly
acquired for measurement points on the path of the primary photons but the accuracy
decreases with distance to the beam axis at fixed number of histories. The combination
of a large number of simulations and their associated uncertainty makes the estimation
of the measurement with the PTW microDiamond detector a very long task.
A procedure is presented here to increase the efficiency of particle detection at large
distances from the central microbeam to evaluate the measurement of OF and PVDR at
2 cm depth. The main idea of the procedure is based on importance sampling [72]. What
is meant here by importance sampling is a way to associate a larger statistic importance
to an area of greater interest. The thin sensitive volume of the PTW microDiamond
detector is a region in the geometry where particle interactions are rare. Using particles
splitting with conditions on the labels on different bodies of the geometry is one solution.
In PENELOPE, the geometry construction is performed from the most central volume
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(BODY 1) to the biggest. The sensitive volume is chosen to be BODY 1 and is embedded
in all the rest. The following procedure affects the parameter NSPLI1=100 to each BODY
and has to be inserted in penmain.f at the end of the subroutine SHOWER():
DO KB=NBODY,1 ,1
C  S p l i t t i n g .
NSPL1=100
IF (NSPL1 .GT. 1 ) THEN
CALL VSPLIT(NSPL1)
C  Energy i s l o c a l l y depos i t ed in the mate r i a l .
DEP=(NSPL11)*E*WGHT
DEBO(IBODY)=DEBO(IBODY)+DEP
IF (LDOSEM) THEN ! P a r t i c l e i n s i d e the dose box .
CALL SDOSE(DEP,X,Y, Z ,N)
ENDIF
ENDIF
ENDDO
NSPLI1 is the parameter that controls the splitting of the particles. One particle that
enters a BODY with NSPLI1=100 is copied 100 times and simulated using a second
RNG to ensure that these particles undergo different events. The call of the subroutine
VSPLIT(NSPL1) realizes the splitting and computes WGHT which is the weight associated
to the particle that deposit its energy. SDOSE(DEP,X,Y,Z,N) writes down the results
in the output file. The procedure is embedded in a loop over labels of bodies, this way the
area with the maximum splitting is the sensitive volume. Duplicated particles and their
descendants will be stored in the secondary stack which should be increased accordingly.
The variable NMS in penelope.f initially set to 1000 is increased to 100000 for the
purpose of this job. Increasing the size of the secondary stack is crucial otherwise particles
with the lowest energy will be deleted, generating a lack of accuracy in the results.
This method will be used in the final chapter to estimate the correction factors to be
applied to measurements performed with the PTW microDiamond detector.
2.4 Benchmark of the MC codes
In MRT, the peak dose is lethal to the cells while the valley dose has to remain under
the tissue tolerance. Both peak and valley doses are mainly due to Compton events, the
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only difference is that the peak dose is due to primary events, and the valley dose from
events that follow the primary interaction. Thus the accurate modelling of the Compton
scattering at the micron scale and a consistency in the result of the Monte Carlo (MC)
codes used to predict dosimetric quantities are expected. The main motivation for this
work is that discrepancies between output factor simulations for MRT were found in
the literature [36] between Penelope and GATE (Geant4) combined with an inability to
retrieve such results experimentally.
This study involves three MC codes EGSnrc [73], GATE [74]and Penelope [27, 75,
76]. EGSnrc and Penelope are based on the Ribberfor’s scattering model, the Double-
differential Compton scattering Cross-Section (DDCS) in the Relativistic Impulse Ap-
proximation (RIA) [27].
This method has been developed to account for the scattering of a bound electron
considering its binding energy and pre-collision momentum of the target electron [77]
whereas using the simple Klein Nishina formula for free electron scattering. This binding
effect becomes noticeable in terms of Doppler broadening of the scattered photon’s energy
distribution for energies lower than 5 MeV and hence has to be accurate in MRT. EGSnrc
uses a class II condensed history technique for the simulation of the charged particle
transport [27, 78–82] [83–85]. Total theoretical and differential cross sections are used.
The user has the choice between using the free electron approximation (Klein-Nishina) or
the relative impulse approximation to allow binding effect and Doppler Broadening con-
sideration. EGSnrc relies on published cross-sections data from Storm and Israel (1970),
EPDL(Cullen et al.) [30] or Berger and Hubbel 1987 [66] depending on the user’s choice.
GATE is an object-oriented C    toolkit that allows the simulation of a large variety of
particles and physics processes over a wide range of energy. The user can define which
physics processes to be involved in the calculation in the ‘Physics List’. In this study,
the Physics List adopted is emstandard-opt4. In terms of Compton scattering modelling
G4EmStandardPhysics-option4 encompasses 2 implementations of the Compton effect.
The first one uses a free electron Klein-Nishina model for energies over 20 MeV. Below this
threshold value the G4LowEPComptonModel is used. The G4LowEPComptonModel [86],
utilizes the Monash University Compton Scattering algorithm as an alternative to Rib-
berfor based algorithms. The cross section data are from EPDL (Cullen textitet al.).
The Compton scattering is simulated using the algorithm from Brusa [75] using the im-
pulse approximation and accounting for the binding effect and Doppler broadening below
5 MeV. The cross section data used is from EPDL (Cullen textitet al.). Microbeam
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dosimetry has been studied in the past using MC simulations [14, 15, 87, 88]. Different
codes have been investigated such as GATE [69, 89, 90], EGS4 [87, 91], EGS5 [92] and
PENELOPE [15, 41, 88]. De Felici [93] compared EGS4, EGSnrc, PENELOPE, GATE
and MCNPX using the same irradiation conditions and geometries involving 25 µm wide
cylindrical and rectangular microbeams. A maximum difference in the dose profile be-
tween 10 and 100 µm of 20% has been found for MCNPX and around 19% for EGS4 and
GATE. The authors limited their studies to a maximum range from 0 to 1 mm away from
the microbeam axis with 1 µm wide bins which do not provide information on the long
radiation scattered a long way away from the central microbeam. The far from beam
axis scattered radiation contributes in the simulation of output factors (OF) and peak to
valley dose ratio (PVDR) (defined in the next section), both quantities of interest in MRT
to assess the therapeutic outcome and dose delivery during the treatment. This study
presents a benchmark of EGSnrc, PENELOPE and GATE for OF and PVDR simulations
to understand the source of discrepancies between these codes.
2.4.1 Material and methods
The comparison of the MC codes is performed using a rather simple geometry. A wa-
ter/bone (ICRU-44) [94] phantom 6 cm  6 cm  20 cm with 1201 voxels of 50 µm in the
X direction, 3 lines of 2 cm in Y and 125 lines of 0.16 cm in Z. The beam is a 2 cm long
line along the Y axis centred on the pixel 601 from the X axis. The profiles are recorded
at 2 cm depth which is the 13th slice in the Z direction. The ESRF spectrum (figure 30)
ranging from 0 to 600 keV is used for the calculation.
GRIDX 3 3 1201 [X coords o f the box v e r t i c e s , no . o f b ins ]
GRIDY 3 3 3 [Y coords o f the box v e r t i c e s , no . o f b ins ]
GRIDZ 0 10 ,125 [ Z coords o f the box v e r t i c e s , no . o f b ins ]
The single microbeam profile obtained from the simulation is then used to calculate OF’s
and PVDR’s which are handy relative dosimetric experimentally measurable quantities
The calculation of OF from a single microbeam profile can be achieved because a full field
is the sum of any number of 50 µm wide microbeams required to obtain the desired field
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Figure 30: ID 17 medical beamline MRT polychromatic spectrum
size. So by adding up the contribution of each voxel from the profile to the central pixel
(601) one can obtain the maximum dose for a 2  2 cm2 field. For the calculation of the
PVDR, it is mandatory to account for the centre-to-centre distance (400 µm) and add to
the central pixel the contribution of each microbeam by digitizing the single microbeam
profile each 5 pixels (400/2). The same calculation is then performed with a disabled
electron transport by selecting a cut-off value for the electrons equal to the maximum
energy in the spectrum. This way the electron energy is deposited entirely at the location
of the interaction.109 particles are used for the calculation.
2.4.2 Results
OF and PVDR are both subject to differences up to 0.7% and 1.5% respectively be-
tween the codes. The uncertainty on the ratios is calculated using the square root of the
quadratic sum of the relative uncertainties leading to a respectively 1% and 2.1%. The
difference between the codes is within the uncertainty bars. Table 11 provides the results
of the comparison of OF and PVDR values for the three codes.
When electron transport is switched off:
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EGSnrc GATE  to EGSnrc Penelope  to EGSnrc Irradiation
conditions
OF 0.7404 0.7376 -0.38 % 1% 0.7254 -2.02 % 1% 2x2 cm2 2 cm
PVDR 28.9 29.23 +1.17 % 2.1% 28.24 -1.63 % 2.1% depth in water
OF 0.7914 0.7960 +0.58 % 1% 0.7931 +0.21 % 1% 2x2 cm2 2 cm
PVDR 31.44 32.03 +1.89 % 2.1% 31.5 +0.39 % 2.1% depth in water
no electron trans.
OF 0.5470 0.5614 +2.63 % 1% 0.5585 +2.1 % 1% 2x2 cm2 2 cm
PVDR 12.19 12.66 +3.87 % 2.1% 12.63 +3.67 % 2.1% depth in bone
OF 0.6124 0.6164 +0.8 % 1% 0.6275 +0.98 % 1% 2x2 cm2 2 cm
PVDR 13.51 13.85 +2.51 % 2.1% 13.95 +3.3 % 2.1% depth in bone
no electron trans.
Table 11: Percentage difference between OF and PVDR at 2 cm depth in water and
bone with EGSnrc as a gold standard
Both GATE and Penelope give higher OF and PVDR values than EGSnrc in water at 2
cm depth. The agreement between OF values between the codes is within 1% and the dif-
ference in the PVDR calculation is up to 1.9% for GATE but still within the uncertainty
bars. In bone the agreement is poorer than the simulation in water with a maximum
relative difference to EGSnrc up to 1% for the OF calculation and 3.3% for the PVDR.
With electron transport switched back on :
The comparison of OF from EGSnrc, GATE and Penelope at 2 cm depth in water high-
lights some differences up to 2.0%. GATE agrees with EGSnrc within the uncertainty
bars but Penelope calculates a lower OF. In bone, both GATE and Penelope present a
higher OF up 2.6% and a higher PVDR up to 3.9%. The primary dose maximum dif-
ference in the central pixel for both electron transport on and off along the whole depth
for water and bone is lower than 0.05%; it means that the difference in OF and PVDR
values between the codes comes either from photon scattering of electron transport or a
combination of both.
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Figure 31: OF versus depth for EGSnrc, GATE and Penelope. PVDR are obtained for
a 22 cm² spatially fractionated field.
Figure 31 displays the OF and PVDR with depth for each code and the percentage
difference with respect to EGSnrc along the depth. Error bars are not displayed for a
better readability. The latter shows how sensitive to the statistical uncertainty the PVDR
measurement is compared to the OF. Regarding the OF in water, GATE and EGSnrc
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have a close behaviour with higher values than Penelope. The agreement within the codes
worsens with depth more rapidly for Penelope than GATE and a similar trend is to be
observed for the PVDR. In bone, the OF trend is inverted giving Penelope and GATE
closer agreement leaving EGSnrc with a lower value. The agreement worsens with depth
as well but seems to plateau around 2.5%.
‘ With electron transport switched on:
Figure 32 is the ratio between Penelope and GATE dose profile at 2 cm depth with respect
to EGSnrc. Scattered dose from GATE is the same as EGSnrc, as the mean of the fluctua-
tions along the whole profile is equal to 0. Penelope, on the other hand, shows an increase
in the dose deposition with respect to the lateral distance to the centre of the field. In
water, the simulation also highlights a difference in close vicinity to the microbeam for
both codes with a 30% increase in the dose deposition in the first pixels (a distance of
25µm-75µm) around the central pixel for GATE and Penelope compared to EGSnrc. In
bone, at long distances from the microbeam the difference remains the same for all the
codes with a good agreement between GATE and EGSnrc and an increase in the scattered
dose deposition for Penelope. In this case, the short-range feature disappears.
With electron transport switched off:
In water, the short-range increase in the lateral dose deposition disappears due to the fact
that electrons do not travel. Therefore the peak in the 25µm-75µm range is ascribed to
electrons that acquire a specific velocity, such as photoelectrons. The absence of peak in
the bone calculation is explained by its higher density compared to water thus stopping
the photoelectrons in the close vicinity of the photoelectric interaction position. On the
other hand, the long-range discrepancy between Penelope and EGSnrc remains. In bone,
at short range, Penelope’s relative dose profile falls off rapidly before increasing again
with distance.
2.4.3 Discussion
The primary dose in the peak is in agreement for all codes. Therefore, the main differences
in OF and PVDR values come from either the scattered dose deposition or the electron
transport. The PVDR simulation is more sensitive to the statistical uncertainties and,
thus, makes the interpretation of the data difficult. The OF, on the other hand, is a
more robust tool to analyse the discrepancies as obvious trends can be seen. This is
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Figure 32: Dose profile at 2 cm depth compared to EGSnrc.
explained by the fact that a lot more measurement points extracted from the 2D profile
are used to calculate OF, then the statistical noise is reduced, according to the Poisson
law. EGSnrc and Penelope use analytical Compton profiles and the sampling method
from Brusa [75] while the G4LowEPComptonModel and its Monash algorithm use the
interpolated Compton profile from Biggs [66]. A close agreement between EGSnrc and
Penelope is then expected. But surprisingly GATE and EGSnrc have the same behaviour
in terms of lateral long distance scattered dose deposition. Penelope, on the other hand,
highlights an increased lateral dose deposition in comparison to EGSnrc that worsens
with the distance to the central peak. The long distance difference suggests a difference
in the Compton scattering procedures in Penelope in comparison to EGSnrc and GATE
In the vicinity of the central peak, both GATE and Penelope behave the same (Figure
32) with a slower dose fall-off than EGSnrc. This would suggest a difference in the close-
range electron transport. Furthermore, the inversion of the behaviour of the close-range
difference in bone confirms that electron transport is involved. Two types of electrons are
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emitted from primary interactions on the path of the microbeam: Compton electrons and
photoelectrons. In the hypothesis of a difference of Compton scattering handling, both
GATE and Penelope should highlight the same trend away from the central axis, but,
only Penelope does. Therefore, photoelectrons could be handled in the same way with
GATE and Penelope but differently from EGSnrc.
In depth, the agreement between the codes is within the uncertainty bars for the OF
from Penelope in water. In bone the agreement is reached for OF in bone without electron
transport, otherwise the difference may be up to 3.9%.
The calculation of dosimetric quantities for a 2x2 cm2 field involves a range of pixels
from 400 to 800. Therefore the great difference in the profile above 1 cm is not accounted
for when computing OF and PVDR presented in this work. Despite the 30% difference in
the dose profile in the ranges 25–75 microns in water (located in 2 pixels), the difference
in the OF and PVDR remains lower than 2%. In bone, on the other hand, there is no
such large localized difference, but the OF and PVDR are not in agreement between the
codes.
2.4.4 Conclusion
Three widely used MC codes have been benchmarked for dosimetry at the micron scale
to find-out the cause of discrepancies between experimental and simulated results. Our
investigation led to the assessment that the codes agree with each other in water for the
PVDR measurement. A discrepancy between Penelope and EGSnrc exists for the OF
calculation in water; this discrepancy is attributed to a potential difference in Compton
scattering combined with a different way of handling photoelectrons. The difference a long
way away from the beam axis is large for Penelope compared to the others but this work is
performed to predict experimental measurements of OF and PVDR in reference conditions
used in MRT which is limited to 2x2cm2 field sizes, thus this does not affect the evaluation
of OF and PVDR. The codes do not agree in bones, which is not an issue in this work
as experimental assessment of dosimetric quantities are performed in a PMMA phantom.
Despite the 30% difference in the dose profile in the ranges 25–75 µm in water (20%
reported by De Felici [93] between 10–100 microns for 25 µm wide microbeams) the OF and
PVDR in water remain correct. An explanation to this problem is addressed in ”A Survey
of Photon Cross Section Data for use in EPICS2017” by Dermott.E Cullen published in
February 2018 [95]. In PENELOPE, the ”normalization screening correction” [96] is applied
at low energy cross-sections. It renormalizes the bound states of the atom compared to
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a bare nucleus with an energy independent factor accounting for the electron density.
This has the consequence of lowerering the photoelectric cross section and increasing
the Compton cross-section which explains the increase in scatter radiation in the case of
PENELOPE. The author also explains that considering to the lack of experimental data,
the use of the normalization is allowed as theory allows it, but its relevance is not proved
yet.
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3 Simulation vs Experiment
Three dosimeters that differ in terms of operating mode are compared in MRT reference
conditions. The goal of this study is two fold; first to identify sources of discrepancies be-
tween the dosimeters, and second to point out elements to explain their relative difference
with the MC calculated values.
3.1 Dosimeter Benchmark
3.1.1 Material and Methods
Microbeams profiles are acquired with three different detectors, the PTW microDiamond
detector, GafchromicHD-V2 films and Fluorescent Nuclear Track Detector (FNTD).
Gafchromicfilms and FNTD’s are passive dosimeters. The information about the dose is
recorded in the sensitive material and has to be read out to extract the dose profile after
the irradiation. The PTW microDiamond detector, on the other hand, allows an on-line
reading.
The FNTD, provided by Landauer Inc, is based on single crystals of aluminium ox-
ide doped with carbon and magnesium and having aggregate oxygen vacancy defects
(Al2O3:C,Mg). Radiation-induce colour centres in the new material have an absorption
band at 620 nm and produce fluorescence at 750 nm with a high quantum yield and a
755 ns fluorescence lifetime. Non-destructive read-out of the detector is performed using
a confocal fluorescence microscope. Scanning the three-dimensional spatial distribution
of fluorescence intensity along the dose profile permits the extraction of deposited dose in
the detector [97].
Gafchromicfilms HD-V2 are designed for use with beams of photons, electrons, pro-
tons, ions and neutrons for a large range of doses (10-1000 Gy). They are then suitable
for PVDR measurements where the valley dose can be up to 30 times inferior than the
peak dose. HD-V2 films are made of two layers, one active 12 µm thick containing the
active component, marker dye, stabilizers and other components giving the film its energy
independent response and a polyester substrate 96 µm thick. Table 12 shows the HD-
V2 films specifications. This detector as well as the PTW microDiamond detector and
FNTD’s have been developed for CRT applications. Using these kinds of films in MRT
is hijacking the prime usage of these films. To a certain extent different results between
the dosimeters are then expected.
The irradiation parameters are the following: The dosimeters are placed in a PTW
62
Property GafchromicHD-V2 Film
Configuration Active Layer on 97 µm clear polyester substrate
Size 8”*10”
Dynamic dose range 10 to 1000 Gy
Energy dependence ¤5% difference in net density when exposed at 1 MeV and 18 MeV
Dose rate response ¤5% difference in net density for 10 Gy exposure at 3.4 Gy/min
Table 12: HD-V2 films specifications
PMMA tank (181818 cm3) at several depths. The tank is irradiated with a 11 cm2,
22 cm2 and 33 cm2 spatially fractionated beam with 50 µm microbeams spaced with
400 µm. Two sets of HD-V2 films are first calibrated in two ways. One calibration curve
to assess the valley dose and another for the peak dose. As PVDR at 2 cm depth in
PMMA are expected to be around 30, the peak dose will be extremely high compared
to the valley dose. The valley dose can’t be as low as possible for this study as it has
to be higher than the noise baseline of the films. The noise baseline is retrieved for each
experiment by calibrating the films and choosing a range of doses where the film has a
linear response in optical density with the energy. Information of both films are then
combined to extract the PVDR
FNTD’s are acquired from the FNTD 3.0 crystal A377 at Landauer Stillwater Crystal
Growth Division. Bleaching of the FNTD’s is performed with a Spectra-Physics Explorer
349 nm Laser System to determine the background signal. Wide-field irradiation is per-
formed at the ESRF for dose calibration. A calibration curve is obtained by comparing
the fluorescence rate from FNTD’s exposed in the Landauer lab and the one exposed at
the ESRF.
3.1.2 Results
Table 13 provides the results of the measurements of PVDR with HD-V2 films, microDi-
amond and FNTD’s for field sizes 11 cm2, 22 cm2, 33 cm2 and depths 1cm, 2cm, 4
cm and 8cm. As expected the PVDR from FNTD’s measurements are lower than those
measured by the microDiamond for the major part of the irradiation conditions tested.
The linear attenuation coefficient of FNTD material for energies lower than 100 keV is
higher than the ones for diamond and films. Then the energy response of FNTD in the
valley where the energy spectrum is lower is increased, which leads to a lower PVDR.
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Field Size 1x1 Films microDiamond FNTD Monte-Carlo [41]
Depth 2cm 30.83 36.31 36.09 51
Field Size 22
Depth 1cm 22.50 - 21.17 33
Depth 2cm 19.52 22.23 17.58 28
Depth 4cm 17.28 19.31 15 25
Depth 8cm 15.29 17.60 17.52 22
Field Size 3x3
Depth 2cm 14.75 16.72 12.82 20
Table 13: PVDR measurement with 3 different dosimeters and comparison with ex-
pected MC simulated values.
On the other hand, the microDiamond could be underestimating the PVDR due to
volume averaging effect in the peak dose [98]. Dose gradients are very steep in the peak
so a small misalignment of the detector would have deleterious effects on the peak mea-
surement.
The PVDR from the FNTD’s are lower than the MC calculated values because the
calibration is performed in a broad beam configuration. The strong energy dependence of
the aluminium oxide highlights the need of two calibration curves, one for the peak and
another one for the valley just like for films.
In term of trends, HD-V2 films and the microDiamond respond the same way to the irra-
diation that is consistent with one constant which is ascribed to the difference in density
of both materials. FNTD’s on the other hand highlight a dependence on irradiation con-
ditions, which confirms that their energy response is not linear in the MRT energy range.
No statistical uncertainties are associated with the measurements, as this experiment has
been realized only once.
3.1.3 Conclusion
Three of the benchmarked dosimeters highlight PVDR values lower than MC calculated
ones. The difference between the measurement themselves lead to 2 assumptions:
The discrepancy between MC simulation and measurements may come from the dosime-
ters differences in operating mode, physical characteristics (density material) and calibra-
tion. Although, the microDiamond and HD-V2 films highlight a certain sturdiness in
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measuring doses coming from low-energy X-rays.
The other assumption is that the MC calculated PVDR and OF are from an incom-
plete MC model in therm of beam characterictics. The only way to lower the PVDR is
by increasing the scattered radiation, the valley dose will increase and then worsen the
PVDR. The next part of this work is the investigation of potential effects that could add
up scattered radiation in the valley region and study their impact on PVDR and OF
values.
3.2 Study of potential total reflection on inner surfaces of the
MSC
3.2.1 Motivation and Preliminary study
It has been highlighted by Pauline Fournier [99] that the orientation of the MSC affects
both peak and valley doses. In her PhD thesis, she reports a 5.6% decrease in the central
peak dose and a 11% increase in the valley dose when the MSC is tilted with an angle of
0.02°. This results in a 15% decrease in PVDR (leading from the ideal MC calculated val-
ues 28 to 23.5) and a 5.6% for the OF (from 0.72 to 0.68). Figure 33 shows the increase
in the valley dose due to the rotation of the MSC. The first thing to be noted is that
valley doses do not follow the MC calculated trend [41] but seem to depend on the MSC
geometry. Valley doses on each side of the central peak are different, although expected
to be equal. Nevertheless, in this study, the accurate geometry is not accounted for. The
emphasis will be on the study of Rayleigh scattering occurring on the MSC inner surfaces,
as it is the main built-in effect that could cause an increase in the valley.
A preliminary study is performed by the means of MC simulations using a tilted MSC
with an angle of 0.02°. The PMMA tank is 18  18  18 cm3 and placed 110 cm away
from the MSC. The ID 17 MRT energy spectrum is used and the linear polarization of the
beam is taken into account. The energy fluence is acquired at the entrance of the PMMA
tank by the means of a PSF in which a table called ILB is stored for each particle. This
table contains 5 different values that represent the history of a particle.
 ILB(1) is the generation of the particle. ILB(1)=1 for a primary particle, 2 for
secondaries, etc.
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Figure 33: Central microbeams obtained for three different rotation angles of the MSC
(-0.02°, 0° and 0.02°) [99].
 ILB(2) is the kind of the parent particle (1 for electrons 2 for photons and 3 for
positrons)
 ILB(3) is the interaction mechanism that originated the particle
 ILB(4) identifies particles from atomic relaxation events
 ILB(5) does not represent something in particular but is available for the user to be
utilized.
The ILB(3) value is of interest here. To isolate Rayleigh photons, the user has to select
only these who have the parameter ILB(3)=1 (The whole nomenclature of interaction
mechanisms can be found in the manual.txt documentation of Penelope). Figure 34
displays the particles orientation at the entrance of the PMMA tank. The red curve rep-
resents photons which underwent a Rayleigh scattering right before entering the PMMA
tank. The direction of propagation is asymmetric with respect to the beam axis. This
asymmetry is ascribed to Rayleigh scattering occurring on one of the two inner surfaces
of the MSC.
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Figure 34: Particle orientation at the entrance of the PMMA tank. The red curve rep-
resents photons that underwent a Rayleigh interaction.
Figure 35 shows the photon fluence at the entrance of the PMMA tank. Despite the one
side increase in the photon orientation, the photon fluence remains symmetrical.
The same simulation is therefore run again without the PSF. In the present case, the
model has to account for the presence of the MSC, as a consequence, the semi-adjoint the-
orem is not applied, a straightforward calculation is preferred. In comparison to section
2.4.1, the 3D dose box dimensions are adapted to the small dose gradients and described
as follows:
GRIDX 1 1 4001 [X coords o f the box v e r t i c e s , no . o f b ins ]
GRIDY 100 110 101 [Y coords o f the box v e r t i c e s , no . o f b ins ]
GRIDZ 1 1 39 [ Z coords o f the box v e r t i c e s , no . o f b ins ]
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Figure 35: Energy fluence at the entrance of the PMMA dosimetric tank after tilted
MSC (natural logarithm scale).
The photon and electron cut-offs in the PMMA tank are set to 1 keV, and electrons cut-
offs are set to 1 MeV (instantly absorbed) in the MSC.
The output of this calculation gives a PVDR and an OF unchanged in comparison to the
aligned MSC calculation.
The conclusion of this preliminary study is that a key element in the modelling of
the irradiation setup is not accounted for whether it is geometrical or physical. The
main goal of this modelling is to investigate the influence of total reflection that might
occur on the inner surfaces of the MSC. The small divergence of the beam causes photons
to interact with the MSC’s inner surfaces with grazing angles. The hypothesis is made
that the deviation of photons directions caused by the total reflection can lead to a dose
deposition in the valley and thus worsen PVDR measurements.
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3.2.2 Modelling
In this study, a schematic vision of the beamline is used as a model. The model accounts
for the distance between the photon source and the MSC (40 m) the distance MSC/patient
(1 m) (Figure 36). At the patient position a screen is placed to record the intensity profile
of the beam. Photons are simulated from the source with a normalized intensity. Their
direction of propagation is sampled from -2° to 2° with a step of 0.001°. When a photon
encounters the MSC, two different events can occur depending on which part of the MSC
crossed by the photon direction line: if photons cross a perpendicular plane of the MSC,
it means that they enter the material, so photons are transmitted through the matter and
their intensity is attenuated according to Beer-Lambert’s law, which considers the linear
attenuation coefficient of the tungsten carbide at 100 keV (mean energy of the synchrotron
beam). If photons cross a line that defines the inner surface of the MSC, photons are
totally reflected; this changes their direction of propagation but not the intensity. When
a reflection occurs, the incident angle between the photon’s direction of propagation and
the normal vector of the inner surface of the collimator is calculated and a new direction
is then generated by changing the sign of the first coordinate of the direction vector. AS
a consequence, 3 different events can occur in the MLC; no interaction, attenuation and
total reflection. The screen collects the intensity of the events in each pixel.
As mentioned, the photons are generated from a point source and carry with them
the information of the direction vector. The whole array of photons is then generated by
incrementing the first coordinate of the direction vector with the desired quantity. This
quantity thus defines the spatial resolution of the calculation.
3.2.3 Geometry
The MSC is built as an array of rectangular boxes of 400 µm in width, 1 cm in depth
and spaced with 50 µm with 4 sides AB BC CD DA (Figure 37). When a photon is
generated, the script tests the intersection of the photon’s trajectory with the box. If
this intersection is found, the script then tests which side of the box is crossed first. If
this segment is AD then there is necessarily another intersected segment. The distance
between the entrance and exit point is used to attenuate the beam intensity.
If the first intersected side is AB or DC, the script calculates both scalar and vectorial
product between the photon’s trajectory and the normal vector of the segment to extract
the angle and its sign. The value of the angle is compared to a threshold value. If the
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Figure 36: Irradiation geometry used in the python script.
angle value is lower than the threshold value, then total reflection occurs. In this case,
the intensity of the photons recorded on the screen is arbitrarily fixed at 1.02 for a better
readability. This trick allows the reader to locate the position within the screen where
total reflection photons are deflected which is of interest in this study. Intersection points
are calculated using Cartesian coordinates because this way they are obtained by solving
a simple linear system.
3.2.4 Results
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Figure 37: Single box acting as a component of the MSC. Inside the box the material is
set as tungsten carbide. Each box is spaced with 50 µm to build up the MSC.
Figure 38: Left and Right microbeam within the field.
The first thing to be noted in Figure 38 is that the reflected photons are deviated inside
the microbeam itself. The reflection peaks are symmetrical with respect to the beam
axis which is a good indication about the proper execution of the script. Considering
the position of the screen, reflected photons don’t travel far enough to actually deposit
their dose in the valley as shown in figure 38. Total reflection on the inner surface
of the collimator do not explain the results obtained by Fournier. In this simulation,
the roughness of the inner surfaces of the MSC is not accounted for, which might be
an interesting point to investigate in the future, as total reflection occurs in a range
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of angles with a range of reflected intensities. The modelled roughness would lead to
photon/surface interactions on elemental surfaces slightly inclined which could increase
the range of reflected photons.
3.3 Wobble study
Continuing with the idea of explaining the discrepancies between the MC simulations and
the experimental results, attention is brought on a newly discovered phenomenon that
occurs during the scan of the sample through the beam. The goniometric table on which
the dosimetry cube stands moves up and down to creates an irradiation field of the desired
size. This motion is expected to be perfectly straight but in reality it wobbles. Figure
39 displays a Gafchromicfilm irradiated with a 50 µm wide microbeams 2 cm high with
a scan speed of 93 mm/s. An oscillation with varying amplitude is noticeable along the
whole height of the beam (quantified further below) . The vertical dimension is shrunken
to make the wobble more visible.
Figure 39: Wobble of the goniometric table noticeable on the Gafchromic film (scan
speed 93 mm/s)
In principle, the measurement of the peak dose with the PTW microDiamond detector
is performed at a unique position. The alignment procedure prior to the irradiation is
designed to position the sensitive volume of the detector at the centre of the microbeam.
A displacement of this maximum, due to the wobble of the goniometric table, causes the
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measurement position to move to a point where the dose is lower than the central dose
and hence worsens the peak dose measurement.
This study is a quantification of the impact of the wobble effect on dosimetric quantities
of therapeutic importance in MRT: OF and PVDR at 2 cm depth in a PMMA dosimetric
cube and a 22 cm2 field with 50 µm wide microbeams spaced with 400 µm.
The examination of the wobble is performed using microbeam measurements acquired on
Gafchromicfilms. One single microbeam is isolated and the relevant parameters are ex-
tracted. The oscillation is a superimposition of different waves with different frequencies,
amplitudes and phases. The accurate characterization of these oscillations is meant to
be used as an input photon source model for MC simulations and allows the calculations
of the range of uncertainties caused by the wobble. Observations of the wobble at differ-
ent scan speed show that the shape of microbeams change differently, that is why four
different speeds have been chosen for this study 93, 90.6, 46, and 23 mm/s.
3.3.1 Extraction of the wobble
The characterization of the wobble can be achieved by external measurements of the
displacement of the table. The datum acquired this way has to be correlated with the
position of the microbeam within the films and require the use of an additional experimen-
tal setup. The technique presented here is based on the fact that the whole information
about the wobble is already contained on the films, and can be extracted through numer-
ical procedures.
The first step is to remove the noise on the films. Two types of noise are to be distin-
guished and removed accordingly. It is generally known that the statistical noise that
appears like a Gaussian enlargement at the pixel values of interest is removed using a
Gaussian filter applied using the built-in MATLAB® (Natick, Massachusetts, US) func-
tion called imgaussfilt(). The other type of noise is electrical and can be caused by
pixels from the camera. This noise known as ”pepper and salt” is removed by a median
filter using the MATLAB® built-in function medfilt2(). Finally, a morphological op-
eration called image opening is used to remove from the image any element smaller than
a structuring element defined as a square with 22 pixels. The results of the procedure
are shown in Figure 40 for the film presented in Figure 39 highlighting large white pixel
areas, clean enough to extract one single microbeam.
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Figure 40: Gafchromic film image cleaned with successive image opening, median filter
and Gaussian filter
The cleanest microbeam is extracted, in this case for a 93 mm/s scan speed, the left-hand
side microbeam. The profile of the oscillation is retrieved by the means of a loop over all
the pixels of the image. Each pixel is tested and the coordinates x and y of the pixels are
gathered if they respect the following criteria:
 -The pixel of the previous line and same column has to be white.
 -The pixel of the next line and same column has to be black.
As a result, the blue line displayed on Figure 41 represents the oscillation profile. At this
stage, the displacement is expressed in terms of the number of pixels. The pixel size is
multiplied by the profile and the mean value is subtracted to centre the oscillation around
0.
Figure 41: Cleanest microbeam isolated with extracted profile
In order to access the frequency information of the profile, a Fast Fourier Transform (FFT)
is computed using the fft() function from MATLAB® defined as follows:
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For a length N input vector x, the discrete Fourier transform (DFT) is a length N
vector X, with elements:
Xpkq 
N¸
n1
xpnqep 2ipipk1qpn1qN q (27)
The inverse DFT (computed by ifft()) is given by:
xpnq  p 1
N
q
N¸
k1
Xpkqep 2ipipk1qpn1qN q (28)
Extracting the amplitude of the oscillation from the Fourier transform is performed by
applying a normalization factor 1{N to equation 27. Nevertheless, this factor is removed
before computing ifft() as the normalization is already accounted for in equation 28.
Figure 42 displays the Fourier transform of the 93 mm/s wobble. The frequency of the
oscillation is around 25 Hz with the highest amplitude of 11.2 microns. The amplitude of
the oscillation is spread between the positive and negative value, as a consequence each
peak is half the real amplitude of the displacement.
3.3.2 Wobbling source model for MC simulations
The Fourier transform constitutes the basis of the modelling of the wobbling photon source
in MC. Three parameters, amplitude, phase and frequency are gathered from the Fourier
transform of the wobble and placed in three arrays. The source model is 50 microns wide,
2cm high and the scan speed dependant oscillation is used to re-sample the lateral position
of photons from the perfectly straight microbeam. The position, energy and direction of
each incoming photon is calculated and written down in a phase space file (PSF) with
respect to Penelope’s expected syntax.
The first step of the process is the sampling of the MRT energy spectrum. The energy
of each initial photon is sampled from the MRT energy spectrum using the inverse trans-
form method described in chapter 1.2.1.a. The cumulative distribution function is called
”cumulFunct” in the following code:
f o r i =1:1 : nbPart
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Figure 42: Fourier Transform of the 93 mm/s wobble
rng = rand ( ) ;
index ( i ) = max( f i n d ( cumulFunct<=rng ) ) ;
end
The maximum value of the cumulative function is 1 and the minimum value is 0. Therefore
the use of the function rand() with no further transformation is justified. The function
find() returns an array of the indices of cumulFunc that contains values inferior or
equal to rng. The function max() returns the maximum index in this array, which is the
index of the closest value to rng present in cumulFunct.
The initial photon energy is found using:
E( i ) = Energy ( index ( i ) ) ;
WithEnergy the abscissa vector of the MRT spectrum. As a result, this procedure gen-
erates photons with random energy distributed according to the MRT energy spectrum.
To sample the initial position of the particles, the width and height of the beam are stored
in variables:
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he ight = 0 . 0 5 2 0 ;
width = 0 . 0 0 5 0 ;
The positions X and Z of the straight source are generated with:
Z = 2* rand ()1;
de l taZ = rand ( )* heighthe ight /2 ;
Z = Z+deltaZ ;
deltaX = rand ( )* widthwidth /2 ;
The position Z is re-sampled in a window 520 µm high to account for the penumbra
generated at the edges of the field. The lateral position along the X axis is expressed as
a function of Z. This function is a sum of cosines with amplitudes, frequencies,phases and
scan speed previously extracted from the films (Amp, Freq, Phase, scanSpeed) expressed
as follows:
s inZ = sum( 2 * Amp * cos (2* pi *Z*Freq/ scanSpeed + Phase ) ;
X = sinZ + deltaX ;
This procedure generates a lateral displacement that ranges from -25 µm and + 25 µm
with respect to an oscillating position that depends on Z. As a result, Figure 43 displays
for each scan speed tested the microbeam extracted from the film and its corresponding
model used as an input for the MC simulation.
3.3.3 Impact of the wobble on dosimetric quantities
3.3.3.a Methods
For this simulation, the code MC Penelope is used. The source geometries are contained
in four different PSF’s corresponding to the four scan speed tested. The microbeams
irradiate a PMMA tank 181818 cm3 placed so as to have 2 cm depth at Y=0. The
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Figure 43: Modelled (grey) and measured (black) microbeams for scan speed 93, 90.6,
46, 23 mm/s from left to right.
3D dose distribution is recorded in a 3D dose box with the following dimensions:
GRIDX 1 1 4001 [X coords o f the box v e r t i c e s , no . o f b ins ]
GRIDY 2 8 101 [Y coords o f the box v e r t i c e s , no . o f b ins ]
GRIDZ 1 1 39 [ Z coords o f the box v e r t i c e s , no . o f b ins ]
Each PSF contains the initial state of the 2e107 particles to properly sample the source
area. The particles from the PSF are split into 10 particles when they enter the water tank
in order to achieve the desired statistical uncertainty. The cutoffs for photons, electrons
and positrons are set to 1 keV and the parameters C1 and C2 are set to 0.01. Wcc and
Wcr have respectively the same values as the photon and electron cutoffs. The step length
in the water tank is set to a tenth of 5 µm the smallest dimension of the voxels.
The 3D dose matrix produced as a result is processed with MATLAB®. The OF and
PVDR are calculated for each slice in the Z direction at 2 cm depth. The central slice
and the four adjacent slices are considered for the estimation of the uncertainty range
caused by the wobble. 5 voxels correspond to a height of 2.5 mm which is comparable to
the 2.1 mm diameter of the microDiamond detector. The percentage difference between
the standard deviation of the distribution of OF and PVDR over the 5 slices and the
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theoretical values for a straight microbeam are given as the uncertainty range.
Each OF and PVDR are given with a statistical uncertainty of 1% for the OF and 2.1%
for the PVDR.
3.3.3.b Results
The oscillation of the goniometric table has an influence on the OF and PVDR measure-
ments. The displacement of the maximum of the 50 µm peak causes the measurement
of Dmax50µm to be lower than the expected value without wobble. Figure 44 displays
the fluctuations in the PVDR and OF values at 2 cm depths due to the wobble. The
amplitude of the fluctuations increases with the scan speed resulting in a mean fluctu-
ation of the PVDR of 2.87% and 1.72% for the OF. For scan speeds below 45 mm/s
the fluctuation caused by the wobble is lower than the statistical uncertainties of the cal-
culation for both PVDR and OF. Uncertainties on PVDR are greater than OF because
of their definitions. Both quantities involve Dmax50µm the maximum dose of a 50 µm
wide microbeam but in the case of OF, this value is contained in one single voxel. For
the PVDR calculation, the peak dose is measured within an array of microbeams hence
requires to add up contributions from the other microbeams within the field. The further
the microbeam, the greater the uncertainty. This results in a increased uncertainty on
the PVDR compared to OF.
3.3.4 Conclusion
The impact of the wobble of the goniometric table on OF and PVDR at 2 cm depth
has been quantified. The dependence of the fluctuation with respect to the scan speed
suggests that choosing lower scan speeds for the irradiation would allow more control
on the output of the irradiation. Nevertheless, the scan speed depends on the machine
current which is not tunable. In the case of a high dose delivery, a slow irradiation works
but could be a problem regarding brain motion. A fast irradiation, on the other hand, is
preferred as it allows more control on the amount of dose delivered.
It would be useful to identify the source of the wobble to get rid of it, or at least reduce
it so that the fluctuation remains below the statistical uncertainty for any scan speed in
the relevant range.
79
Figure 44: Fluctuation of the measurement of OF and PVDR with scan speed due to
the oscillation of the goniometric table.
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4 Application of the Bouchard method on dosimeters
4.1 Bouchard Method
The method described in Bouchard, 2015 [84], is a MC based estimation of correction
factors to be applied to measurements for a specific beam quality without requiring any
approximation. The characterization of the contribution to the detector dose response
is performed by decomposing the overall perturbation factor P pQq into a product of
sub-factors, meant to represent detector-specific physical effects in a given beam quality.
The approach of using correction factors is not new [100–104] but the first consistent
mathematical approach to this problem was published by Bielajew [105] in which he
stated that the product of the sub-factors has to be equal to the overall factor. The
method consists in a sequence of N   1 geometries Gi  G1, G2, ..., GN 1 each with a
single homogeneous scoring volume (i.e., the cavity). Let us consider G1 to be the fully
modelled detector (faithful geometry, materials, including non-sensitive components) in a
reference water phantom, GN the bare detector cavity filled with water, and GN 1 a small
cavity in water meant to represent the point of measurement in the reference phantom.
Let us define the average absorbed doses in Gi as Di  D1, D2, ...DN 1. The following
ratio can be defined:
fpQq  Dw
Ddet


Z
A

w
m
PMCPvol (29)
In equation 29 the perturbation factor f depends on the beam quality Q. Pvol is the
perturbation factor due to volume averaging in the cavity and PMC is the perturbation
factor of the entire detector defined as follows:
PMC 
n¹
i1
Pi (30)
where each sub-factor Pi is expressed:
Pi  Di 1
Z
A
	
i 1

Z
A
	
i
Di
(31)
with

Z
A
	
i
taken for the medium constituting the cavity of the geometry Gi. In this
formalism, the volume averaging factor Pvol is defined separately from the direct Monte
Carlo approach. Simulating dose in a volume small enough to represent absorbed dose at
a point in water can be highly inefficient. The method as used in this chapter focuses on
the detector characteristics including the shape of its cavity and different materials.
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Four key effects can influence the dose measurement compared to water as mentionned in
section 1.9. To represent these effects into sub-factors, a set of geometriesG1, G2, G3, G4, G5
whose differences are reflected by these main characteristics are defined. Two calculations
are suggested (paths A and B in Figure 45) with the following geometries:
(1) the fully modelled detector
(2) the bare detector volume filled with detector medium, i.e., the detector without its
non-sensitive components
(3) the bare detector volume filled with artificial medium, being either water with the
electron density of the detector medium (path A), or the detector medium with the
electron density of water (path B)
(4) the bare detector filled with water
(5) a volume of water small enough to represent absorbed dose at a point in water
The series of simulation in both cases allows the calculation of the following sub-factors:
Pext the extracameral perturbation factor, Pmed the atomic property correction factor, Pρ
the density correction factor and Pvol the volume averaging perturbation factor. Figure
45 displays the two different paths for obtaining the correction factors including the point
measurement in water for volume averaging effect correction. This latter effect will not
be calculated in this work, but it is expected to be small given the dimensions of the
sensitive volume of the microDiamond compared to the microbeam.
In this method, one can define the following formalism:
 Ddet: the absorbed dose in the detector being fully described (proper materials and
dimensions) (paths A and B)
 Dm,cav: the absorbed dose in the bare detector cavity (paths A and B)
 Dw,cav: the absorbed dose in the detector cavity filled with water having the electron
density of the detection medium (path A)
 Dm,cav: the absorbed dose in the detector cavity filled with detection medium having
the electron density of water (path B)
 Dw,cav: the absorbed dose in the cavity filled with water (paths A and B)
 Dw: the absorbed dose to water at the point of measurement
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Figure 45: Series of MC simulations to extract perturbation factors.
And the sub-factors can be described as follows:
Pext  Dm,cav
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In equations 32, 33 and 34 m, m, w and w represent respectively the cavity medium,
the cavity medium having the electron density of water, regular water, and water having
the electron density of the cavity medium.
The overall correction factor PMC is then written:
PMC  PextPmedPρ (35)
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In this work, fpQq is of interest, therefore no intermediate calculation is performed. G1
and G4 are used, meaning the fully modelled detector and the water only geometry as
allowed by Equation 29. Although interesting, the intermediate steps in the series of cal-
culation are long to calculate. The calculation time is extremely long for each detector,
72 hours for film and FNTD, and 400 72 hours for the PTW microDiamond detector to
reach the desired uncertainty.
In this chapter, correction factors are calculated using the Bouchard method for HD-V2
films, Landauer FNTD and the PTW microDiamond detector. Finally, all the calcu-
lations previously presented are combined together to bridge the gap between MC and
experimental results for the PTW microDiamond.
4.2 Bouchard on films and FNTD
4.2.1 Methods
HD-V2 Films and FNTD are modelled by the mean of the package PENGEOM. The sensitive
volume of films is 12 µm thick on a 97 µm polyester substrate (Figure 46). The active
material is made of a mixture with the following mass fractions: hydrogen: 0.0897, carbon:
0.6058, nitrogen: 0.1122, oxygen: 0.1923 with a density of 1.3 g/cm3.
FNTD active thickness is 1.5 mm made of Al2O3:C,Mg with a density of 3.97 g/cm
3.
Figure 46: Configuration of the Gafchromic HD-V2.
Both films and FNTD are modelled as infinite layers along the x, y plane with their
respective thickness in the z direction. A 1.7 cm thick layer of water in placed before the
detectors with electron cut-offs set at 100 keV. A second layer of water of 3 mm thickness
is placed in between the water layer and the detector with a cut-off set at 1 keV. This
layer is copied and also placed after the dosimeters with the same cut-off. The rest of the
geometry in depth is then water with 600 keV cut-offs for electrons (electron transport
switched off for calculation time purposes). In every part of the geometry the photon
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cut-off is set at 1 keV and parameters C1 and C2 are set at 0.01. Step length is chosen to
be equal to a tenth of the thickness of the considered material layer.
For both detectors, 2 simulations are used:
Simulation 1 Includes the detector with all materials and dimensions
Simulation 2 All materials are replaced with water, simulation parameters remain the
same as Simulation 1.
3D-Dose distributions are acquired in dose grids adapted to each sensitive volume thick-
ness.
>>>>>>>> Dose d i s t r i b u t i o n in a box f o r HDV2 .
GRIDX 2 2 4001 [X coords o f the box v e r t i c e s , no . o f b ins ]
GRIDY 1 1 1 [Y coords o f the box v e r t i c e s , no . o f b ins ]
GRIDZ 0.0012 0 1 [ Z coords o f the box v e r t i c e s , no . o f b ins ]
>>>>>>>> Dose d i s t r i b u t i o n in a box f o r FNTD.
GRIDX 2 2 4001 [X coords o f the box v e r t i c e s , no . o f b ins ]
GRIDY 1 1 1 [Y coords o f the box v e r t i c e s , no . o f b ins ]
GRIDZ 0.15 0 1 [ Z coords o f the box v e r t i c e s , no . o f b ins ]
The photon source is a single microbeam 50 µm wide 0.052 cm high and linearly polarized
with the ID 17 MRT spectrum.
4.2.2 Results
3D dose boxes from HD-V2 FNTD and simulations in water are imported into MATLAB®
and the profile of the microbeam in the different sensitive volumes are extracted. Dose
profiles are presented normalized to the peak dose in water.
4.2.2.a HD-V2 films
Figure 47 displays the microbeams in water and HD-V2. Absolute peak and scattered
doses are lower in HD-V2 compared to water. Nevertheless this problem is overcome with
the calibration of the film prior the measurement.
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PVDR HD-V2 28.01  0.59
PVDR water 27.60  0.59
OF HD-V2 0.720  0.008
OF water 0.719  0.008
Table 14: PVDR and OF calculated in HD-V2 films and water
Figure 47: Single microbeam in HD-V2 and water at 2 cm depth.
Table 14 presents the PVDR and OF in water and HD-V2. The similarity of the values
puts forward a water equivalent behaviour of the films.
Table 15 shows the values of the OF and PVDR correction factors obtained as follows:
fpOF q  OFwater
OFdet
(36) fpPV DRq  PV DRwater
PV DRdet
(37)
With fpOF q and fpPV DRq the correction factor of the measurement of the respective
quantities with the HD-V2 films. As a result, both PVDR and OF correction factors are
close to unity, which suggests a similar response of the films to primary and scattered
radiation. The correction factor of the peak and valley measurement is the same, 1.3
which confirms the energy independent behaviour in the MRT energy range. The factor
1.3 is also the density of the HD-V2 films which scales the interactions within the sensitive
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PVDR Correction factor
Peak 1.30  0.01
Valley 1.31  0.04
fpPV DRq 0.988  0.029 (2.97 %)
OF
Peak 1.298  0.009
22 cm2 1.300  0.018
fpOF q 0.998  0.015 (1.5 %)
Table 15: Correction factors for absolute dose measurements in HD-V2 compared to
water.
volume. This suggests a very low influence of the atomic properties

Z
A
	
HDV 2
in MRT
irradiation conditions.
The correction factor for the OF in HD-V2 films is also 1.3 in the peak and in the 22
cm2 field which is consistent with the results from the PVDR.
4.2.2.b FNTD
Figure 48 displays the dose profile in the FNTD sensitive volume and in water. The
number of simulated photons is the same as for the HD-V2 simulations. Although the
profile is less noisy, mainly due to the fact that the sensitive volume in FNTD is 125 times
bigger than the active layer of films and FNTD and denser (3.97 g/cm3).
Along the lateral profile at 2 cm depth, the dose in the FNTD is lower than the dose in wa-
ter. Same as films, the calibration procedure prior to the measurements should overcome
this problem but not entirely. As shown in Table 16, the PVDR in the FNTD is 60% lower
in the FNTD compared to water and the OF is 14% lower than in water. This can be due
to a difference of response of the FNTD between primary and scattered radiation. Table
17 displays the correction factor of peak and valley single point measurements. The peak
measurement (peak in an array of microbeams) requires a 3.88 correction factor which is
close to the FNTD density but not equal suggesting an influence of the atomic properties
Z
A
	
FNTD
. On the other hand, the correction factor for the peak measurement of the sin-
gle 50 µm microbeam highlights no dependence on the atomic properties. As expected,
the correction of the valley dose measurement is different from the peak with a value of
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Figure 48: Single microbeam in FNTD and water at 2 cm depth.
PVDR FNTD 16.69  0.35
PVDR water 27.60  0.59
OF FNTD 0.627  0.007
OF water 0.719  0.008
Table 16: PVDR and OF calculated in FNTD films and water
2.36. in this case, both density and atomic properties influence the dose deposition.
4.2.2.c Conclusion
The study of correction factors on HD-V2 films and FNTD highlights the need to ac-
curately model a dosimeter and to account for the beam quality. Even if HD-V2 films
behave the same in measuring primary and scattered radiation in MRT, this is not the
case for FNTD. One way to make FNTD reliable in MRT would be to generate several
calibration curves based on a peak dose measurement, weighted with the lateral distance
to the central peak. Those weights can be extracted from MC simulations such as the
ones performed in this chapter.
4.3 Bouchard on PTW microDiamond
Unlike films and FNTD’s, the PTW microDiamond detector does not record 2D dose
maps but performs point measurements. In order to acquire a full dose profile at 2 cm
depth with the same accuracy as the MC simulations presented in the latter sub-chapter,
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PVDR Correction factor
Peak 3.88  0.038
Valley 2.360  0.065
fpPV DRq 1.640  0.049 (2.97 %)
OF
Peak 3.966  0.028
22 cm2 3.462  0.048
fpOF q 1.146  0.017 (1.5 %)
Table 17: Correction factors for absolute dose measurements in FNTD compared to wa-
ter.
4001 different simulations should be run, one for each lateral distance. Measuring only
half of the peak is not a solution as the asymmetry of the geometry of the microDiamond
generates an asymmetry in the dose profile with respect to the central beam.
In addition, recording events far from the beam axis is rare. Attention should be paid to
the uncertainty of such value as it will be used combined together with the rest of the
measurements to calculate the OF and PVDR and the desired uncertainties. Applying
the Bouchard method on any point measurement detector is therefore a delicate task.
4.3.1 Methods
To overcome this problem, the particle splitting method described in section 2.3.5 is used
combined with an increased sensitive volume size (from 1 µm thick to 5 µm) which further
increases the calculation speed by a factor of 3 (section 2.3.4). The adapted geometry
and cut-offs from section 2.3.1.b are also used as the resulting enhancement of the cal-
culation speed is a factor 7.
The points chosen to sample the dose profile at 2 cm depths are in the interval [-1 cm,
1 cm] with a spacing of 200 microns (to account for the influence of the 400 µm spaced
microbeams and valleys on the central microbeam and central valley respectively). This
sampling requires that 200 different simulations are run for the microDiamond detector.
The information of the dose in water is mandatory here so another 200 simulations are
needed (Equation 29). Preliminary studies aimed at evaluating the simulation time re-
quired to achieve the desired uncertainties on OF and PVDR (around 1%) shows 62 hours
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per simulations are required rounded to 72 hours (3 days). Obtaining the correction fac-
tors for OF and PVDR -at 2 cm depths only- takes 1200 days of calculation.
The High Performance Computer Wales (HPCWales) is used to split the simulations
over the 400 required processors and therefore reduce the calculation time to 3 days. In
practice, 200 processors were allowed to run at the same time and 200 simulations were
pending which leads the actual human time to 6 days.
The irradiation geometry is the same as the film and FNTD simulations with the mi-
croDiamond geometry placed in the water tank with the centre of the sensitive volume
located at 2 cm depth. The dose and uncertainties are gathered from penmain-res.dat
where energies in eV are stored for each BODY in the geometry. Scoring volume is the
same in both detector and water simulations therefore the deposited energy in diamond
is normalized by its density (3.51 g/cm3 ) to obtain a dose in eV/g.
4.3.2 Results
The dose profile at 2 cm depth as measured by the modelled PTW microDiamond detector
is displayed on Figure 49. The peak dose in the diamond is 10 % lower than in water, but
the scattered radiation a long way away from the beam axis is the same in both simulations
on the left side of the peak (Figure 50) but lower for the microDiamond on the right side.
The non-sensitive components have a strong influence on the dose measurement in the
position range [-0.2 cm, 0.1 cm].
Figure 49: 2cm depth dose profile in water and with the microDiamond.
In the microDiamond geometry, elements above the sensitive volume do not disturb the
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dose measurement, whether these are resins, aluminium layers or shielding. The difference
arises when the beam irradiates either the carbon sensitive volume or the 300 µm thick
substrate. The increase in dose compared to water is linked to the increase in electrons
produced in the carbon combined with the reduced range of motion. Electrons supposed
to be ejected above the sensitive volume in water are more likely to interact in the carbon
thus enhancing the signal. When the beam is irradiating above the substrate, the dose
recorded in the sensitive volume of the microDiamond is lower compared to water. This
behaviour is ascribed to the carbon substrate that shields the electrons produced further
in the stem of the detector.
Figure 50: Ratio of doses in water and diamond.
Regarding dosimetry, Table 18 shows the values of OF and PVDR measured in both
diamond and water. The microDiamond underresponds when measuring PVDR because
of the increase at close distance of the scattered radiation and the underestimation of the
peak dose. On the other hand, these effects seems to cancel each other in this irradiation
condition for the measurement of the OF.
Correction factors are extracted and confirm the observations previously made (Table 19).
The value of the PVDR in the microDiamond is influenced by both an underestimation
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PVDR microDiamond 24.53  0.01
PVDR water 28.07  0.02
OF microDiamond 0.7219  0.005
OF water 0.7284  0.006
Table 18: PVDR and OF calculated in microDiamond and water
PVDR Correction factor
Peak 1.1032  0.0069
Valley 0.9642  0.01
fpPV DRq 1.1442  0.0131 (1.15%)
OF
Peak 1.10  0.006
22 cm2 1.0977  0.01
fpOF q 1.0089  0.0102 (1.06 %)
Table 19: Correction factors for absolute dose measurements in microDiamond com-
pared to water.
of the peak value of 10% and an overestimation of the valley dose by 3.5%. The OF, on
the other hand, requires approximately the same correction factor for the peak dose and
the maximum dose in the 22 cm2 field.
4.3.3 Conclusion
The calculation of correction factors for OF and PVDR with the PTW microDiamond
at 2 cm depths in MRT highlight 3 different behaviours: When the sensitive volume
is irradiated by a direct flux of primary photons the detector seems to under-respond,
compared to a regime dominated by scattered electrons where it over-responds at short
range due to a shorter mean free path of the electrons, and finally a one sided under-
response at large distances due to a shielding of the electrons by the carbons substrate.
The measured PVDR at 2 cm depth in water for 50 µm wide microbeams spaced with 400
µm should therefore be multiplied by 1.144 and the OF by 1.0089: Using the experimental
values presented in section 3.1.2 (PVDR = 22.23 OF= 0.68) the corrected PVDR and
OF are respectively 25.18 and 0.686. An observation was made by Underwood et al.
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[106], who suggested that, while most detectors either under-respond or over-respond
on the central axis, i.e. in the measurement of field output factors, in small fields, this
is actually compensated by an opposing over-response or under-response, respectively,
in the profile tails, and that the integral dose measured for many detectors would be
accurate without any output correction factors. This feature is observed with the PTW
microDiamond where the Dmax50µm measurement is compensated by the Dmax2cm
measurement resulting in an OF correction factor close to unity. The over-respond is
noticeable in the peak correction factor, and the under-response in the valley correction
factor (  1).
4.4 Bridging the gap between MC and experiments
So far, the influence of the wobble of the goniometric table on PVDR and OF has been
quantified and the correction factors accounting for the PTW microDiamond’s intrinsic
characteristics were calculated, but for convenience microbeams have been simulated as
one parallel photon beam added up to create the full irradiation field. Although conve-
nient, this method does not account for the beam divergence passing through the entire
MSC collimator. As a matter of fact, the further from the beam axis the greater the
incidence angle of the primary photons on the inner surfaces of the MSC. The influence
of the air gap between the MSC and the phantom has been ignored and will be quantified
in this section along side the influence of the beam divergence and MSC presence which
will be presented as one global correction factor. In addition, when the microDiamond is
utilized experimentally, the dose is acquired by scanning the detector through the beam.
The centre of the sensitive volume is at the centre of the field at rest. When the scan
starts, at the upper and lower position, half of the detector’s sensitive volume is out of the
field (Figure 51) thus integrating a dose which is not accounted for in any other simulation
of this work.
4.4.1 Methods
The geometry of the ID 17 MRT hutch has been coded by Mart`ınez-Rovira et al. [41] in
2011 in a format readable by PENELOPE. In this study, the authors modelled the photons
source from the wiggler up to the patient position. A dedicated program called SHADOW
generated the synchrotron radiation from the wiggler up to the entrance of the MRT
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Figure 51: microDiamond sensitive volume at the edges of the irradiation field.
hutch and photon positions and energies were stored in a PSF. This PSF used as an input
source in PENELOPE was used to propagate the photons in the MRT hutch. Figure 52
displays the diagram of the elements inserted on the path of primary photons that are
present in the geometry file. We gathered from the authors this input geometry file and
used it to extract dosimetric quantities in close to real conditions.
Figure 52: Geometry of the experimental hutch adapted from Mart`ınez-Rovira and al
[41].
When entering the hutch, photons pass through successive layers of materials starting with
Berylium and aluminium foils, air, then the vertical slit that defines the beam height, the
MSC, a last air gap and finally the water phantom.
The source is located 40 metres upstream the phantom and defined as a point source
emitting a rectangular beam using the following declaration:
SPOSIT 0 .0 4058 0 .0 [ Coordinates o f the source ]
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SBOX 0.0 0 .0 0 .0
SRECTA 90.0007 89.9993 90 .014 89.9860
In the MSC the electron cut-offs is set to 600 keV to disregard their evolution as electrons
generated in the MSC cannot reach the phantom. In air, electrons have 1 keV cut-offs as
they can influence the entrance dose. Electron cut-off is also set to 1 keV in the water
tank. 3D-Dose distribution is acquired in the following dose grid.
>>>>>>>> Dose d i s t r i b u t i o n in a box f o r HDV2 .
GRIDX 1 1 4001 [X coords o f the box v e r t i c e s , no . o f b ins ]
GRIDY 165 169 25 [Y coords o f the box v e r t i c e s , no . o f b ins ]
GRIDZ 1.1 1 .1 43 [ Z coords o f the box v e r t i c e s , no . o f b ins ]
The grid along the Z axis is slightly larger than in the other cases, to account for the
integration effect of the detector. In this case, the dose is integrated over 2.2 cm instead
of 2 cm. The geometry file is used for 2 different calculations, one for the OF and the
other one for the PVDR as the main difference between them is the width of the incoming
beam. In the case of the OF, the beam is 51 µm wide and centred on the central slit of
the MSC, for the PVDR, the beam is 2 cm wide and irradiating 48 slits. Preliminary
calculations to evaluate the time needed to reach the desired uncertainty of 1 % highlight
a total calculation time of more than 1700 days (600 for the OF 1100 for the PVDR). One
reason for this is that uncertainties at large distances from the beam axis are big. When
the statistical uncertainty of the central peak dose is 4.5% the uncertainty of the valley
dose is 50 %. Reducing the error on scattered dose is the challenge of these calculations.
The other reason is the presence of large distances over several metres. Many histories will
be generated and won’t produce any relevant signal in the 3D dose box, and the particles
that pass through may undergo multiple interactions before reaching the phantom. The
geometry file provided by Mart`ınez-Rovira does not include regions in the different bodies
to adapt the cut-offs like in section 2.3.1.b. One major drawback with geometry definition
in PENELOPE is that an existing geometry file is difficult to modify, this is why we use it
as it is.
To overcome this problem, the homemade parallel PENELOPE described in section 2.3.3 is
used over 200 processors for 72 hours for OF and 2 times 72 hours for the PVDR. When
a 3 days run finishes, results from all the processors are gathered to produce a global
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’dump’ file that records the current state of the simulation. Manually, the calculation is
restarted using the global dump file as new starting point.
4.4.2 Results
As a result, the contribution of the presence of the different inserted devices such as the
MSC, the air and taking into account the beam divergence and the integration effect
lowers both OF and PVDR at a 2 cm depth. The OF is lowered by 2.3 % and the PVDR
by 4.75%. This difference can be explained by the fact that for the OF calculation, the
beam is limited in width and therefore remains close to the ideal calculation despite the
presence of air and the MSC. In the case of the PVDR, parts of the MSC in between the
slits are irradiated as well, as some of the photons can thus pass through and generate
and increase in the valley which does not exist in the ideal simulation. Unfortunately,
this simulation does not allow the differentiation of the effect of the MSC and the beam
divergence. It gives however a global influence of the whole system on dose profiles at 2
cm depth.
The integration over 2.2 cm influence both OF and PVDR in different ways. The OF is
lowered by 1.8% and the PVDR by 3.8%. Table 20 summarizes the magnitudes of the
influences of inserted devices, wobble and the Bouchard method with respect to the ideal
MC simulation. The different contributions are added up together from the experimental
results obtained with the microDiamond. If the effect accounts for X% on the OFi, the
resulting OFi 1 is OFi   OFexp X100 with OFexp the experimental value of the OF. This
way, the experimental values are successively corrected for the quantified effects of this
study.
As a result, combining the accurate geometry of the experimental hutch, accounting
for the wobble of the goniometric table and considering the intrinsic characteristics of
the microDiamond through the Bouchard method allow the correction of experimental
measurement that lead to an OF of 0.72840.02 and a PVDR of 28.44 1.08. The
agreement is within the error bars for the OF and the PVDR with respective uncertainties
of 2.56% and 3.8%. The main source of uncertainty is from the wobble study, but the
number of particles in the PSF is limited. Despite the splitting, the PSF has a latent
uncertainty that is unknown to the user if a dedicated study is not performed [107]. This
means that this unknown uncertainty is a limit that cannot be exceeded even with a large
splitting. As a consequence, the uncertainty on the combined effect remains larger than
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Condition OF PVDR ∆OF
OFref
∆PV DR
PV DRref
δOF
OF
δPV DR
PV DR
Reference (MC) 0.7285 0.008 28.59  0.60 1.1% 2.1%
Integration 0.7275  0.02 28.19  1.08 è 2.56% 3.8%
1.8% 3.8%
AIR+MSC+div 0.7141  0.01 27.05  0.74 è 1.8% 2.7%
2.3% 4.75%
Wobble 0.6977  0.01 25.81  0.62 è 1.45% 2.39%
1.72% 2.87%
Bouchard 0.6861  0.07 25.44  0.28 è 1.06% 1.15%
0.89% 14.46%
Experimental 0.68 22.23
Table 20: Summarize of all the different effect quantified in this work and the associ-
ated magnitudes.
the uncertainty of the MC calculated value. Nevertheless, this study allows the reduction
of the measurement uncertainty from 15% to 4% which is within the 5% clinical acceptable
precision.
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5 Conclusion
The use of small fields in radiotherapy techniques has increased substantially, in particu-
lar in stereotactic treatments and large uniform or nonuniform fields that are composed
of small fields such as for intensity modulated radiation therapy (IMRT) or Microbeam
Radiation Therapy (MRT). For these irradiation fields, dosimetric errors have increased
compared to conventional beams. The main reason for this is that no standard dosimetric
protocol exists. In the case of MRT, a dedicated protocol has been developed based on
a broad beam measurement with a PinPoint chamber combined with the multiplication
with an OF to predict the peak dose. This protocol is handy in the sense that it allows
to overcome the lack of spatial resolution of the detector and to move forward with pre-
clinical procedures for enabling the calculation of the peak dose. The valley dose is then
retrieved using the PVDR also based on MC calculations.
Over the last decade, detectors with high spatial resolution allowing measurements
at the micron scale became available. Among them, the PTW microDiamond detector,
HDV2 films combined with the appropriate read-out system and FNTD have been exam-
ined in this research. Measurements performed at the ID 17 biomedical beamline with
these three dosimeters highlighted discrepancies between the MC simulated values of OF
and PVDR and experimental data which addresses an issue regarding the validity of the
current dosimetry protocol. Moreover, it has been highlighted that OF and PVDR values
differ between the different MC codes which represents a problem when associated with
the dosimetry protocol. Obtaining reliable values of OF and PVDR for both experimental
and numerical measurement represents the principle challenge of this study.
The first output of this thesis is the benchmark of the MC codes EGSnrc, Geant4
and PENELOPE. This study highlights a maximum of 2% in difference in the OF value in
water between EGSnrc and PENELOPE. This difference is due to a difference in the way
scattered radiation is handled in PENELOPE as the dose a long way away from the beam
axis is increased compared to EGSnrc and Geant4. A located short range increase in
the dose deposition at 2 cm depth for PENELOPE is to be noted as well and suggests a
difference in the way the photoelectric effect is handled.
A piece of the answer to this problem is addressed in ”A Survey of Photon Cross Section
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Data for use in EPICS2017” by Dermott.E Cullen published in February 2018 [95]. In
PENELOPE, the ”normalization screening correction” [96] is applied at low energy cross-
sections. This has for consequence to lower the photoelectric cross section and increase
the Compton cross-section which explains the increase in scatter radiation in the case
of PENELOPE. But the presence of the re-normalization is under debate between Jim
Scofield, Paul Bergstrom and Francesc Salvat in private communications with Dermott
Cullen. Salvat claims that the measurements at low energy are too rare to conclude on
the absence of re-normalization. The theory allows its use, and it therefore remains in
the code PENELOPE. The discussion about including the re-normalization at low energies
leads to the emergence of the need for accurate cross-section measurements. An idea to
lead this study forward is to use the MRT technique as a high accuracy measuring tool
instead of a radiotherapy treatment modality. The modelled MRT irradiation conditions
lead the different MC codes to disagree with each other, it is therefore a reasonable as-
sumption to consider a similar behaviour in real conditions. There is a need for an answer
in this range of energies and using the MRT for this wider application would be beneficial
to both the MRT project and the radiation transport communities.
MC simulations are a representation of the reality that is often not free of errors. The
use of simplifications regarding the geometry, or beam characteristics are performed to
usually reduce the calculation time and the real-time required for the modelling. In some
cases, a simpler model is used because the more complicated aspects are unknown. This is
the case of the wobble of the goniometric table that was revealed by Paolo Pelicioli using
HDV2 films. The amplitude of the motion requires a spatial resolution at the micron scale
to be noticeable and a 2D mapping of the dose to characterize the wobble which HDV2
can provide. As a consequence, the wobble plays a role in the dose measurement of 1.72%
in the OF measurement and 2.87% for the PVDR. The quantification of the impact of the
wobble is a long process that involves numerous different steps for the extraction of the
information about the oscillation, and the creation of input files for the MC calculation.
The most comfortable scenario for the future of the dosimetry protocol would be to get
rid of the wobble as its impact on dosimetric quantities depends on the scan speed. If the
wobble remains, Figure 55 can be used to estimate the uncertainty on the OF and PVDR
measurements at 2 cm depth in the range of the tested scan speeds.
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The use of alternative geometries to capitalize on symmetries of the system to decrease
the calculation time was used very often in this thesis. Nevertheless, these techniques rep-
resent an approximation that is quantified in this work. The beam divergence, the presence
of the MSC and the air between before the patient, among with the presence of beryllium
windows and aluminium foils have an impact on dosimetric quantities. The calculation
in such large geometries is very long which justifies the use of the semi-adjoint theorem.
But the error made using such approximation is up to 4.75 % for the PVDR and 2.3%
for the OF at 2 cm depth. Working on the geometry file provided by Mart`ınez-Rovira
by adding sub-volumes with chosen cut-offs would be a great added value to increase to
efficiency of the calculation. Importance sampling can be added to the code penmain
itself to simulate relevant events and disregard those that will not contribute to the result.
As an example, a primary photon that interacts with the MSC and is deviated out of the
limits of the 3D dose box could be killed. Important particles could, on the contrary, be
split.
The detector benchmark involving the microDiamond detector, HDV2 films and FNTD
reveals a difference in PVDR measurements. The simple comparison of the result does
not give any information about where the difference comes from. In order to point out
the reasons of such differences, the detector characteristics have to be accounted for. The
Bouchard method is an elegant way to access this information. As a result, this method
allows the calculation of correction factors for each dosimeters and to quantify the response
to an irradiation. The FNTD shows a difference in the response between the peak and the
valley due mainly due to atomic properties. HDV2 films on the other hand, behave the
same in both peak and valley. Applying the Bouchard method on HDV2 and FNTD is
straightforward and can be executed with one single processor in a reasonable amount of
time. The microDiamond detector realizes point measurements, therefore the application
of the Bouchard method is more difficult. As a result, the microDiamond highlights three
different behaviours depending on the irradiation conditions, first a very good response to
scattered radiation if primary photons are irradiated above the carbon substrate, secondly
an under-response of 10% when primary photons irradiate the sensitive volume and finally
an under-response of approximately 3% for primary photons irradiated below the carbon
substrate. These result show an influence of the non-sensitive components of the detector
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when used in MRT irradiation conditions.
Present work realized by Paolo Pelicioli with HDV2 films shows that attention should be
paid on the way films are used when combined with a PMMA tank. Films are taped on
slabs of PMMA and inserted in the tank at the desired depth. It was demonstrated that
the roughness of the films and the PMMA slabs creates air gaps of a few tenth of microns.
These air gaps create a fluctuation in the OF and PVDR measurements.
All these effects accounted for, the uncertainty on the measurement of OF and PVDR is
reduced from 15 % to 4%, which is within clinical precision.
The challenge of this PhD was to bridge the gap between MC simulations and experi-
mental measurements. The identification and the quantification of the different processes
involved allow it. Calculations remain very long but are mandatory to accurately account
for all these effects. Similar calculations should be performed on any dosimeter used in
MRT.
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6 List of abbreviations
AAPM Association of Physicists in Medicine
API Application Programming Interface
BNL Brookhaven National Laboratory
CESCA Centre de Supercomputacion de Catalunya
CNS Central nervous system
CPE Charge Particle Equilibrium
CRT Conventional Radiation Therapy
c-t-c center to center
DDCS Double Differential Compton scattering Cross-section
ESRF European Synchrotron radiation facility
FNTD Fluorescence Nuclear Track Detector
FOM Figure of Merit
GUI Graphical User Interface
IAEA International Atomic Energy Agency
IC Ionization Chamber
ID Insertion Device
IMBL Imaging and Medical Beamline
MC Monte-Carlo
MPI Message Passing Interface
MRT Microbeam Radiation Therapy
MSC Multi Slit Collimator
NSLS National Synchrotron Light Source
NTCP Normal Tissue Complication Probability
OF Output Factor
PDF Probability Density Function
PMMA Poly(methyl methacrylate)
PVDR Peak to Valley Dose Ration
RIA Relativistic Impluse Approximation
RNG Random Number Generator
RT Radiation Therapy
SPMD Single Program Multiple Data
SSRT Synchrotron Stereotactic Radiation Therapy
TCP Tumor Control Probability
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TLD Thermoluminescence dosimeters
WC Tungsten Carbide
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8 Re´sume´ du travail de the`se en franc¸ais
8.1 Contexte du projet de the`se
Ce travail est centre´ sur le de´veloppement d’une dosime´trie pre´cise en MRT au moyen
d’un de´tecteur microDiamond de´veloppe´ par PTW et de simulations Monte-Carlo (MC).
Le de´tecteur PTW microDiamond a un volume sensible cylindrique de 0,004 mm3, avec
un rayon de 1,1 mm et une e´paisseur de 1 µm. Ce de´tecteur pre´sente l’avantage d’eˆtre
presque e´quivalent aux tissus biologiques et sa ge´ome´trie permet des mesures a` haute
re´solution. La re´solution la plus e´leve´e est obtenue lorsque la plus grande dimension du
volume sensible du de´tecteur est paralle`le a` la direction du faisceau (mode ’edge-on’) [46],
et, en outre, cette configuration re´duit l’effet de moyennage duˆ au volume [47]. En util-
isant le de´tecteur de cette fac¸on, nous pouvons mesurer la dose de´pose´e a` l’inte´rieur du
microfaisceau (dose pic) et a` l’exte´rieur (valle´e) a` une re´solution microme´trique et calculer
le rapport de dose pic a` valle´e (PVDR).
Le PVDR est une valeur relative, par conse´quent, ne devient important que lorsque les
valeurs de dose sont converties du plan de traitement pour calculer la dose absolue dans
la valle´e pour le tissu normal, ce qui correspond a` la valeur de dose maximale admissible
par rapport au NTCP [2]. Des protocoles de dosime´trie absolue ont e´te´ propose´s pour les
faisceaux synchrotron utilisant des chambres d’ionisation (CI) pour les mesures de de´bit
de dose en faisceau large [48]. Actuellement, la de´termination de la dose absolue a` l’ESRF
pour les champs MRT est effectue´e pour des champs de 22 cm2 en utilisant des mesures
de de´bit de dose en faisceaux larges avec une chambre d’ionisation PinPoint [49].
Ce protocole de dosime´trie est limite´ pour les faisceaux synchrotron spatialement frac-
tionne´s, car la chambre d’ionisation PinPoint ne re´pond pas aux exigences d’une dosime´trie
approprie´e en termes de re´solution spatiale. Ne´anmoins, les profils de dose relative en
profondeur peuvent eˆtre de´termine´s a` l’aide de plusieurs types de de´tecteurs, chacun
avec leurs propres avantages et inconve´nients. Les re´sultats les plus prometteurs jusqu’a`
pre´sent ont e´te´ obtenus avec des films Gafchromic, soit en combinaison avec un micro-
densitome`tre ou un microscope. Les films fournissent des informations importantes sur
les gradients de dose et la distribution 2D, mais la re´solution du densitome`tre limite la
pre´cision spatiale. De plus, l’acquisition est tre`s bruite´e et les films ne peuvent pas eˆtre lus
en temps re´el. D’autres dosime`tres potentiels a` haute re´solution sont de bons candidats
pour la dosime´trie des MRT, parmi eux les fluorescent nuclear track detector (FNTD)
de Landauer (de´tecteurs Al2O3) et les dosime`tres a` thermoluminescence 2D (TLD), tous
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deux incapables d’effectuer une mesure de dose en temps re´el et ne´cessitant une forte
calibration.
8.1.1 Challenges
Dans n’importe quel type de dosime´trie, pas spe´cialement en MRT, la mesure du de´poˆt
de dose absolue dans un milieu, meˆme homoge`ne, reste une taˆche de´licate. Ceci est duˆ a`
quatre effets cle´s de´crits par Bouchard et al. [51] qui se produisent de`s que l’on place un
de´tecteur dans un milieu. (i) Les proprie´te´s atomiques du volume sensible du de´tecteur
peuvent eˆtre diffe´rentes de celles de l’eau, ce qui affecte la re´ponse a` la dose et perturbe la
fluence des particules (ii) la densite´ e´lectronique du milieu de de´tection par rapport celle
de l’eau est diffe´rente donc perturbe e´galement la fluence des particules (iii) la pre´sence
de composants non sensibles dans le de´tecteur (y compris les parois, e´lectrodes, fils) fait
que les interactions des particules sont diffe´rentes de la situation ou` le de´tecteur est une
cavite´ nue (iv) la taille finie du de´tecteur, meˆme fait d’eau, provoque un effet de moyenne
volumique. Ces quatre effets cle´s doivent eˆtre corrige´s pour chaque qualite´ de faisceau.
Par qualite´ du faisceau, on entend ici l’ensemble des conditions d’irradiation qui de´pend
du spectre du faisceau, de la ge´ome´trie du fantoˆme, de la position de mesure et de la
pre´sence de gradients late´raux de dose .
En MRT, le spectre de photons et d’e´lectrons varie entre le pic et la valle´e, et l’obtention
de profils de dose est obtenue en balayant le de´tecteur a` travers le faisceau, un ensemble
complet de facteurs de correction doit eˆtre applique´ pour chaque point de mesure. Nos
mesures de profils de dose avec le microDiamond PTW de´montrent e´galement l’influence
non ne´gligeable des composants non sensibles, car le profil du pic est asyme´trique et refle`te
la ge´ome´trie du de´tecteur (Figure 53 ). Cet aspect sera discute´ plus tard dans ce travail.
L’ensemble des facteurs de correction propose´s par Bouchard et al. pour chaque qualite´
de faisceau peut eˆtre de´termine´ analytiquement en utilisant l’inte´grale de cavite´ Spencer-
Attix-Nahum [53] pour les de´tecteurs a` gaz ou la the´orie de Burlin [54] pour les de´tecteurs
a` semi-conducteurs. Mais ces deux approches s’appuient sur la connaissance de la fluence
des photons et des e´lectrons dans l’eau et du de´tecteur pour chaque qualite´ de faisceau. En
dosime´trie de petit champ, le principal de´fi consiste a` de´terminer la fluence des e´lectrons
en fonction de la qualite´. A l’origine, le calcul a e´te´ effectue´ analytiquement pour les
faisceaux de re´fe´rence en supposant un e´quilibre des particules de charge´es (CPE) qui
permet d’estimer les facteurs de perturbation. Cependant, dans les petits champs, ces
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Figure 53: Single microbeam measured with the PTW microDiamond detector. The
asymmetry in the lateral dose gradient and the inclined top are the due to the non-
sensitive components in the detector.
approches ne conviennent pas et nous devons nous fier aux simulations MC [51]. Notre
capacite´ a` corriger correctement la mesure de dose par rapport a` la qualite´ du faisceau
de´pend fortement de notre aptitude a` mode´liser avec pre´cision les conditions d’irradiation
et la ge´ome´trie du de´tecteur. Pour ce faire, la source de rayons X ID 17 a e´te´ mode´lise´e
avec le code de trac¸age synchrotron SHADOW. Les photons du wiggler ont e´te´ simule´s
avec le code MC PENELOPE/PENEASY a` travers un fichier de ge´ome´trie contenant
toute la structure de la ligne de lumie`reusqu’a` un plan vertical en amont de la position
du patient [41].
Les distributions de dose dans des milieux homoge`nes ont e´te´ ve´rifie´es expe´rimentalement
a` l’aide de films gafchromic dans un fantoˆme d’eau solide pour les gradients de dose
late´raux et les courbes de dose en profondeur pour un faisceau large. Les PVDR ont
e´galement e´te´ simule´s et compare´s aux mesures gafchromic et e´taient en accord. Malgre´
le fait que les donne´es expe´rimentales actuelles ne reproduisent pas les valeurs de PVDR
pre´dites par Rovira et al. avec les films Gafchromic et le PTW microDiamond. De
plus, certaines caracte´ristiques du profil de microfaisceaux combine´es a` notre incapacite´
a` mesurer expe´rimentalement le PVDR nous ame`nent a` supposer que le MC n’est pas
complet.
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8.1.2 Pre´sentation du microDiamond
Le de´tecteur PTW microDiamond est un de´tecteur monocristallin synthe´tique de´veloppe´
pour la dosime´trie des petits champs. Le proce´de´ utilise´ pour la fabrication est le de´poˆt
chimique en phase vapeur d’une structure multicouche de diamant de type p hautement
conducteur/diamant intrinse`que sur un substrat de diamant monocristallin a` haute pres-
sion et haute tempe´rature (HPHT) tel que de´crit par Almaviva, et al. [55].
Semblable aux diodes de silicium, ce de´tecteur a` diode Schottky ne ne´cessite aucune po-
larite´ applique´e pour collecter les charges. Son volume sensible est un cylindre de 2,2
mm de diame`tre et de 1 µm d’e´paisseur. Le volume actif du diamant est domine´ par un
mince contact circulaire en aluminium d’un diame`tre de 2,2 mm qui a e´te´ de´pose´ en phase
vapeur sur la surface du substrat de diamant.
Detector type Synthetic single crystal diamond detector
Dimensions Diameter 7 mm, length 45.5 mm
Nominal sensitive volume 0.004 mm3, radius 1.1 mm, thickness 1 µm
Detector Bias 0 V
Energy Response ¤ 8 % (100 keV-60Co)
Table 21: PTW microDiamond detector specificities.
Figure 54: Radiographie a` haute re´solution de la structure interne du microDiamond.
[56].
Le tableau 21 e´nume`re les principales caracte´ristiques du de´tecteur PTW microDiamond.
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Le parame`tre cle´ pour atteindre la microdosime´trie est son volume sensible de 1 µm
d’e´paisseur. Figure 54 affiche la structure interne du microDiamond. Le volume sensible
est situe´ a` l’extreˆme droite de la structure prise dans la pince me´tallique. Marinelli et
al. [57] a e´tudie´ la surface sensible moyenne et l’e´paisseur sensible sur 10 de´tecteurs de
microdiamants PTW. Afin d’e´valuer le volume actif du microDiamond, l’e´paisseur de la
couche de de´tection du diamant a e´te´ e´value´e inde´pendamment par des mesures de ca-
pacite´ et des expe´riences de de´tection de particules alpha. Un diame`tre moyen de surface
active de 2,19  0,02 mm a e´te´ mesure´. Les e´paisseurs moyennes de volume actif de 1,01
 0,13 µm et 0,97  0,14 µm ont e´te´ de´rive´es par des mesures de capacite´ et de sensibilite´,
respectivement. Les re´sultats obtenus sont en accord avec les valeurs nominales indique´es
dans les spe´cifications du dosime`tre du fabricant. Une re´ponse homoge`ne a e´galement e´te´
observe´e sur l’ensemble de la zone active de l’appareil.
Livingstone et al. [56] a caracte´rise´ le de´tecteur de microdiamants PTW pour les champs
fractionne´s spatialement a` l’IMBL (Imaging and Medical Beamline) au synchrotron aus-
tralien et a rapporte´ une de´pendance e´nerge´tique dans la gamme d’e´nergie 30-120 keV
avec un facteur KQ de 1,05  0,09. De plus, l’inde´pendance du de´bit de dose de 1 a`
700 Gy/s a e´galement e´te´ mise en e´vidence. Le de´tecteur microDiamond semble convenir
a` la dosime´trie en MRT en raison de sa faible de´pendance a` l’e´gard du de´bit de dose.
Le fabricant annonce une faible de´pendance e´nerge´tique et angulaire dans une gamme
d’e´nergie de 100 keV a` 1,25 MeV et des angles de 0 a` 40 degre´s.
8.2 Pre´sentation des principaux re´sultats
8.2.1 Comparaison des principaux codes MC utilise´s en MRT
Trois codes MC largement utilise´s ont e´te´ compare´s pour la dosime´trie a` l’e´chelle du micron
afin de de´terminer la cause des e´carts entre les re´sultats expe´rimentaux et les re´sultats
simule´s. Notre enqueˆte a mene´ a` la conclusion que les codes s’accordent les uns avec les
autres dans l’eau pour la mesure du PVDR. Il existe un e´cart entre PENELOPE et EGSnrc
pour le calcul de l’OF dans l’eau que les auteurs attribuent a` une diffe´rence potentielle
de diffusion Compton combine´e a` une fac¸on diffe´rente de manipuler les photoe´lectrons.
Cette diffe´rence loin de l’axe du faisceau est importante pour PENELOPE par rapport aux
autres, mais ce travail est effectue´ pour pre´dire les mesures expe´rimentales d’OF et de
PVDR dans les conditions de re´fe´rence utilise´es en MRT qui est limite´ a` 22cm2, donc
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cela n’affecte pas l’e´valuation des OF et PVDR. Les codes ne concordent pas dans l’os,
ce qui n’est pas un proble`me dans ce travail, car l’e´valuation expe´rimentale des quantite´s
dosime´triques est effectue´e dans un fantoˆme PMMA. Malgre´ la diffe´rence de 30% dans
le profil de dose dans les plages 25-75 µm dans l’eau ( 20% rapporte´ par De Felici [93]
entre 10-100 microns pour 25 µm microbeams larges), l’OF et le PVDR dans l’eau restent
corrects.
8.2.2 Influence de l’oscillation de la table goniome´trique sur la dosime´trie
L’oscillation de la table goniome´trique a une influence sur les mesures OF et PVDR. Le
de´placement du maximum du pic de 50 µm diminue la mesure de D50 par rapport a` la
valeur attendue sans oscillation. La figure 55 affiche les fluctuations des valeurs PVDR et
OF a` des profondeurs de 2 cm dues a` l’oscillation. L’amplitude des fluctuations augmente
avec la vitesse de balayage, ce qui entraˆıne une fluctuation moyenne du PVDR de 2,87 %
et de 1,72 % pour l’OF. Pour des vitesses de balayage infe´rieures a` 45 mm/s, la fluctuation
cause´e par l’oscillation est infe´rieure aux incertitudes statistiques du calcul pour le PVDR
et l’OF. Les incertitudes sur les PVDR sont plus grandes que celles des OF en raison de
leurs de´finitions. Les deux quantite´s impliquent D50 la dose maximale d’un microfaisceau
de 50 µm de largeur, mais dans le cas de l’OF, cette valeur est contenue dans un seul
voxel. Pour le calcul du PVDR, la dose maximale est mesure´e a` l’inte´rieur d’un re´seau de
microfaisceaux; il faut donc additionner les contributions des autres microfaisceaux dans
le champ. Plus le microfaisceau est e´loigne´, plus l’incertitude est grande. Il en re´sulte une
incertitude accrue sur le PVDR par rapport a` l’OF.
L’impact de l’oscillation de la table goniome´trique sur l’OF etle PVDR a` 2 cm de pro-
fondeur a e´te´ quantifie´. La de´pendance quasi line´aire de la fluctuation par rapport a`
la vitesse de balayage sugge`re que le choix de vitesses de balayage plus faibles pour
l’irradiation permettrait de mieux controˆler la de´livrance de l’irradiation. Ne´anmoins,
la vitesse de balayage de´pend du courant de la machine qui n’est pas accordable. Dans
le cas de l’administration d’une forte dose, une irradiation lente fonctionne, mais pour-
rait poser un proble`me de mouvement du cerveau. Par contre, une irradiation rapide est
pre´fe´rable, car elle permet un meilleur controˆle de la quantite´ de dose de´livre´e. Il serait
utile d’identifier la source de l’oscillation pour s’en de´barrasser, ou du moins la re´duire
de manie`re a` ce que la fluctuation reste infe´rieure a` l’incertitude statistique pour toute
vitesse de balayage dans la plage pertinente.
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Figure 55: Fluctuation de la mesure de l’OF et du PVDR avec la vitesse de balayage
due a` l’oscillation de la table goniome´trique.Fluctuation of the measurement of OF and
PVDR with scan speed due to the oscillation of the goniometric table.
8.2.3 Quantification de l’influence du de´tecteur et des e´le´ments sur le trajet
du faisceau sur la dosime´trie
La contribution de la pre´sence des diffe´rents dispositifs inse´re´s tels que le MSC, l’air et
la prise en compte de la divergence du faisceau et de l’effet d’inte´gration abaisse a` la
fois l’OF et le PVDR a` 2 cm de profondeur. L’OF est abaisse´ de 2,3 % et le PVDR de
4,75 %. Cette diffe´rence s’explique par le fait que pour le calcul de l’OF, le faisceau est
limite´ en largeur, donc reste proche du calcul ide´al malgre´ la pre´sence d’air et du MSC.
Dans le cas du PVDR, des parties du MSC entre les fentes sont e´galement irradie´es la` ou`
certains photons peuvent passer a` travers et ge´ne´rer une augmentation de dose dans la
valle´e, ce qui n’existe pas dans la simulation ide´ale. Malheureusement, cette simulation
ne permet pas de diffe´rencier l’effet du MSC et la divergence du faisceau, mais a une
influence globale sur l’ensemble du syste`me. L’inte´gration sur 2,2 cm influence OF et
PVDR de diffe´rentes manie`res. L’OF est abaisse´ de 1,8% et le PVDR de 3,8%. Le
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Condition OF PVDR ∆OF
OFref
∆PV DR
PV DRref
δOF
OF
δPV DR
PV DR
Reference (MC) 0.7285 0.008 28.59  0.60 1.1% 2.1%
Integration 0.7275  0.02 28.19  1.08 è 2.56% 3.8%
1.8% 3.8%
AIR+MSC+div 0.7141  0.01 27.05  0.74 è 1.8% 2.7%
2.3% 4.75%
Wobble 0.6977  0.01 25.81  0.62 è 1.45% 2.39%
1.72% 2.87%
Bouchard 0.6861  0.07 25.44  0.28 è 1.06% 1.15%
0.89% 14.46%
Experimental 0.68 22.23
Table 22: Re´sume´ de tous les diffe´rents effets quantifie´s dans ce travail et les grandeurs
associe´es.
tableau 22 re´sume les amplitudes des influences des dispositifs inse´re´s, de l’oscillation
de la table goniome´trique et de la me´thode de Bouchard par rapport a` la simulation MC
ide´ale. Les diffe´rentes contributions sont additionne´es a` partir des re´sultats expe´rimentaux
obtenus avec le microDiamond. Si un effet compte pour X% sur OFi, OFi 1 re´sultant est
OFi   OFi X100 . De cette fac¸on, les valeurs expe´rimentales sont successivement corrige´es
des effets quantifie´s de cette e´tude.
La combinaison de la ge´ome´trie pre´cise de la hutch expe´rimentale, la prise en compte
de l’oscillation de la table goniome´trique et la prise en compte des caracte´ristiques in-
trinse`ques du microDiamond par la me´thode de Bouchard permettent de corriger les
mesures expe´rimentales qui conduisent a` un OF de 0,728 40,02 et un PVDR de 28,44
1,08. L’accord se situe a` l’inte´rieur des barres d’erreur pour l’OF et le PVDR avec des
incertitudes respectives de 2,56% et 3,8%. La principale source d’incertitude est l’e´tude
des oscillations, mais le nombre de particules dans les fichier d’espace des phases (PSF)
est limite´. Le PSF pre´sente une incertitude latente qui est inconnue de l’utilisateur si une
e´tude spe´cifique n’est pas re´alise´e [107]. Cela signifie que cette incertitude inconnue est
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une limite qui ne peut pas eˆtre ame´liore´e sans ajouter de particules dans le PSF.
8.3 Conclusion
L’utilisation de petits champs dans les techniques de radiothe´rapie a conside´rablement
augmente´, en particulier dans les traitements ste´re´otaxiques et les grands champs uni-
formes ou non uniformes qui sont compose´s de petits champs tels que la radiothe´rapie a`
modulation d’intensite´ (IMRT) ou la radiothe´rapie par microfaisceaux. Pour ces champs
d’irradiation, les erreurs dosime´triques ont augmente´ par rapport aux faisceaux conven-
tionnels. La raison principale en est qu’il n’existe pas de protocole dosime´trique standard.
Dans le cas de la MRT, un protocole de´die´ a e´te´ de´veloppe´ sur la base d’une mesure de
faisceau large avec une chambre d’ionisation PinPoint combine´e a` la multiplication avec
un OF pour pre´dire la dose dans le pic. Ce protocole est pratique en ce sens qu’il permet
de surmonter le manque de re´solution spatiale du de´tecteur et de toute fac¸on d’aller de
l’avant avec les proce´dures pre´-cliniques en permettant le calcul de la dose pic. La dose
dans la valle´e est ensuite re´cupe´re´e a` l’aide du PVDR, e´galement base´ sur des calculs MC.
Au cours de la dernie`re de´cennie, des de´tecteurs a` haute re´solution spatiale permettant
des mesures a` l’e´chelle du micron sont devenus disponibles. Parmi eux, le de´tecteur de
microdiamants PTW, les films HDV2 combine´s avec le syste`me de lecture approprie´ et
le FNTD. Les mesures effectue´es sur la ligne de lumie`re biome´dical ID 17 avec ces trois
dosime`tres ont mis en e´vidence des divergences entre les valeurs simule´es MC de OF et
PVDR et les donne´es expe´rimentales qui traitent d’un proble`me concernant la validite´ du
protocole de dosime´trie actuel. En outre, il a e´te´ souligne´ que les valeurs OF et PVDR
diffe`rent entre les diffe´rents codes MC, ce qui repre´sente un proble`me lorsque ces valeurs
sont associe´ au protocole de dosime´trie. Obtenir des valeurs fiables d’OF et de PVDR
pour les mesures expe´rimentales et nume´riques repre´sente le de´fi de ce travail.
Le premier re´sultat de cette the`se est la comparaison des codes MC EGSnrc, Geant4
et PENELOPE. Cette e´tude met en e´vidence une diffe´rence maximale de 2% dans la valeur
de l’OF dans l’eau entre EGSnrc et PENELOPE. Cette diffe´rence est due a` une diffe´rence
dans la fac¸on dont le rayonnement disperse´ est traite´ dans le code PENELOPE car la
dose loin de l’axe du faisceau est augmente´e par rapport EGSnrc et a` Geant4. Une
augmentation localise´e a` courte distance de l’axe du faisceau a` une profondeur de 2
cm pour le codePENELOPE doit e´galement eˆtre note´e et sugge`re une diffe´rence dans la
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fac¸on dont l’effet photoe´lectrique est traite´. Une partie de la re´ponse a` ce proble`me est
aborde´e dans ”A Survey of Photon Cross Section Data for the use in EPICS2017” par
Dermott.E Cullen publie´ en fe´vrier 2018 [95]. Dans PENELOPE, la ”normalisation de la
correction d’e´crantage” [96] est applique´e aux sections efficaces de faible e´nergie. Ceci
a pour conse´quence d’abaisser la section efficace photoe´lectrique et d’augmenter la sec-
tion efficace Compton, ce qui explique l’augmentation du rayonnement diffuse´ dans le
cas de PENELOPE. Mais la pre´sence de la renormalisation fait l’objet d’un de´bat entre
Jim Scofield, Paul Bergstrom et Francesc Salvat dans des communications prive´es avec
Dermott Cullen. Salvat affirme que les mesures a` faible e´nergie sont trop rares pour
conclure sur l’absence de renormalisation. La the´orie permet son utilisation, donc reste
dans le code PENELOPE. La discussion sur l’inclusion de la re-normalisation aux basses
e´nergies conduit a` l’e´mergence du besoin de mesures pre´cises. Une ide´e pour faire avancer
cette e´tude est d’utiliser la MRT comme outil de mesure de haute pre´cision au lieu d’une
modalite´ de traitement de radiothe´rapie. Les conditions d’irradiation de MRT mode´lise´es
ame`nent les diffe´rents codes MC a` eˆtre en de´saccord les uns avec les autres, il est donc
raisonnable de conside´rer un comportement similaire dans des conditions re´elles. Il y a
besoin d’une re´ponse dans cette gamme d’e´nergies et l’utilisation de la MRT pour une
application plus large serait be´ne´fique a` la fois pour le projet MRT et pour les utilisateurs
de MC en transport de radiation.
Les simulations MC sont une repre´sentation de la re´alite´ souvent non exempte d’erreurs.
L’utilisation de simplifications concernant la ge´ome´trie, ou les caracte´ristiques du faisceau
sont ge´ne´ralement effectue´es pour re´duire le temps de calcul et le temps de travail req-
uis pour la mode´lisation. Dans certains cas, un mode`le plus simple est utilise´ parce que
le plus complique´ est inconnu. C’est le cas de l’ondulation de la table goniome´trique
re´ve´le´e par Paolo Pelicioli a` l’aide de films HDV2. L’amplitude du mouvement ne´cessite
une re´solution spatiale a` l’e´chelle du micron pour eˆtre perceptible et une cartographie
2D de la dose pour caracte´riser l’oscillation que seuls les de´tecteurs 2D peuvent fournir.
Par conse´quent, l’oscillation joue un roˆle dans la mesure de la dose de 1,72 % dans la
mesure de l’OF et de 2,87 % pour le PVDR. La quantification de l’impact de l’oscillation
est un long processus qui implique de nombreuses e´tapes diffe´rentes pour l’extraction
de l’information sur l’oscillation, et la cre´ation de fichiers d’entre´e pour le calcul MC.
Le sce´nario le plus confortable pour l’avenir du protocole de dosime´trie serait de se
de´barrasser de l’oscillation, car son impact sur les grandeurs dosime´triques de´pend de
la vitesse de balayage. Si l’oscillation doit rester, la figure 55 peut eˆtre utilise´e pour es-
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timer l’incertitude sur les mesures des OF et PVDR a` une profondeur de 2 cm dans la
plage des vitesses de balayage teste´es.
L’utilisation de ge´ome´tries alternatives pour be´ne´ficier des syme´tries du syste`me pour
diminuer le temps de calcul a e´te´ utilise´e tre`s souvent dans cette the`se. Ne´anmoins,
ces techniques repre´sentent une approximation qui est quantifie´e dans ce travail. La
divergence du faisceau, la pre´sence du MSC et l’air entre avant le patient, entre autres
avec la pre´sence de feneˆtres en be´ryllium et de feuilles d’aluminium ont un impact sur
les quantite´s dosime´triques. Le calcul dans de telles grandes ge´ome´tries est tre`s long,
ce qui justifie l’utilisation du the´ore`me semi-adjoint. Mais l’erreur faite en utilisant une
telle approximation est jusqu’a` 4,75 % pour le PVDR et 2,3% pour l’OF a` 2 cm de
profondeur. Travailler sur le fichier de ge´ome´trie fourni par Mart`ınez-Rovira en ajoutant
des sous-volumes avec des seuils choisis serait une grande valeur ajoute´e pour augmenter
l’efficacite´ du calcul. Un e´chantillonnage important peut eˆtre ajoute´ au code penmain
lui-meˆme pour simuler des e´ve´nements pertinents et ignorer ceux qui ne contribueront pas
au re´sultat. Par exemple, un photon primaire qui interagit avec le MSC et qui est de´vie´
hors des limites de la zoˆne d’inteˆret pourrait eˆtre supprime´. Les particules importantes
pourraient au contraire eˆtre duplique´es.
L’analyse comparative entre le de´tecteur dmicroDiamond, les films HDV2 et le FNTD
re´ve`le une diffe´rence dans les mesures de PVDR. La simple comparaison du re´sultat
ne donne aucune information sur l’origine de la diffe´rence. Afin de mettre en e´vidence
les raisons de ces diffe´rences, les caracte´ristiques du de´tecteur doivent eˆtre prises en
compte. La me´thode de Bouchard est un moyen e´le´gant d’acce´der a` cette informa-
tion. Par conse´quent, cette me´thode permet de calculer les facteurs de correction pour
chaque dosime`tre et de quantifier leur re´ponse a` une irradiation. Les FNTD montrent
une diffe´rence de re´ponse entre le pic et la valle´e due principalement aux proprie´te´s atom-
iques. Les films HDV2, d’autre part, se comportent de la meˆme manie`re dans les pics et
les valle´es. L’application de la me´thode Bouchard sur HDV2 et FNTD est simple et peut
eˆtre exe´cute´e avec un seul processeur dans un de´lai raisonnable. Le de´tecteur microDia-
mond re´alise des mesures ponctuelles, donc l’application de la me´thode Bouchard est plus
difficile. Ainsi, le microDiamond met en e´vidence 3 comportements diffe´rents en fonction
des conditions d’irradiation. D’abord une tre`s bonne re´ponse au rayonnement disperse´
si les photons primaires irradient au-dessus du substrat de carbone, une sous-re´ponse de
10% lorsque les photons primaires irradient le volume sensible et enfin une sous-re´ponse
d’environ 3% quand les photons primaires rayonnent sous le substrat de carbone. Ces
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re´sultats montrent une influence des composants non sensibles du de´tecteur lorsqu’il est
utilise´ dans des conditions d’irradiation MRT.
Les travaux actuels re´alise´s par Paolo Pelicioli avec des films HDV2 montrent qu’il faut
preˆter attention a` la fac¸on dont les films sont utilise´s lorsqu’ils sont combine´s avec un
re´servoir de PMMA. Les films sont colle´s sur des plaques de PMMA et inse´re´s dans le
re´servoir a` la profondeur de´sire´e. Paolo a de´montre´ que la rugosite´ des films et des dalles
PMMA cre´e des espaces d’air de quelques dixie`mes de microns. Ces entrefer cre´ent une
fluctuation dans les mesures des OF et PVDR. Combiner l’influence de tous les parame`tres
quantifie´s dans cette the`se permet de re´duire l’incertitude sur les mesures de PVDR et OF
de 15% a` 4% ce qui est dans les limites acceptables en clinique. Le de´fi de cette the`se e´tait
de combler l’e´cart entre les simulations MC et les mesures expe´rimentales. L’identification
et la quantification des diffe´rents processus implique´s le permettent. Les calculs restent
tre`s longs, mais sont obligatoires pour rendre compte avec pre´cision de tous ces effets. Un
travail similaire devrait eˆtre effectue´ sur n’importe quel dosime`tre utilise´ en MRT.
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Abstract
Theﬁrst trial applications of Contrast-Enhanced Synchrotron Stereotactic Radiation Therapy (SSRT)
is underway since June 2012 at the European Synchrotron Radiation Facility (ESRF) inGrenoble
(France). The phase I-II clinical trial is designed to test the feasibility and safety of SSRT through a dose
escalation protocol. Contrast enhanced radiotherapy achieves localized dose enhancement due to
higher photoelectric effect rate in the target. This increase is obtained through the preferential uptake
of high-Zmedia (iodine) in the tumoral area combinedwith irradiations withmedium energy
synchrotron x-rays. In vivo dosimetry (i.e. experimental dosimetry in real time during the treatment)
would be a serious added value to the project, in terms of online dosemonitoring and quality control.
It is challenging to perform in vivo dosimetry with the currently available conventional clinical
biodistribution is directly related to the tumor pre-
sence. Moreover the iodine is located in the interstitial
space and in the vessels so the dose will be delivered to
the target cells and neovasculature, under the assump-
tion of an homogeneous emission of the secondary
downstream the tumor is further reduced while the
dose in the tumoral tissue is reinforced. This differ-
ential effect is a substential added value to the high
energy treatments performed nowadays. Robar et al
studied the use of iodine as a radiosensitizer in
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conventional SRT (energy beam ranging from 2MV to
18 MV) and reported a dose enhancement factor
(DEF) for iodine concentration around 3 mg/ml of
iodine of less than 1.6% [4]. On the other hand
Edouard et al reported a DEF of 10% per mg/ml of
iodine during the SSRT treatment [5]. At high energy,
makes the measurement of ﬂuorescence x-rays a rare
eventdue to small detection solid angle, so compro-
mise between spatial resolution and measurement’s
statistical reliability has to be found.
During SSRT treatment, the irradiated iodine
atoms emit characteristic x-rays (Kα line at 28.5 keV)
whose amount depends directly on the iodine
concentration in the tumor. The exact measurement
of the tumor’s CA uptake would be a serious added
value in terms of on line dose monitoring and quality
assurance. In any case, it should be noted that the irra-
diation in SSRT consists on 3 to 10 weighted beams
distributed around the patient’s skull, which is an
The environment of the tumor brain, skull, skin
and its size enlarges the scattered photon rate which
could in a sense worsen the signal to noise ratio (SNR).
As a consequence, the ﬁrst point that is investigated is
the feasability of the spectrometric measurement in
SSRT by the mean of Monte-Carlo simulations. For
this purpose, the Monte-Carlo code PENELOPE is
2
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The spectra obtained are then processed to simulate a
real spectrum acquired with a CZT detector [16]. This
cylindrical plastic tubes of 3 cm in diameter and 3 cm
high. Absolute iodine concentrations is derived from
3
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ﬂuorescence rate to the same irradiation conditions as
the tubes in order to compare directly the ﬂuorescence
Table 1. Irradiation/Simulation
parameters.
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linear attenuation coefﬁcient in the image be written
6
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calibration curve from the Monte-Carlo simulation is
binedwith the irradiation geometry on the other hand.
7
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study about the assumption that the ﬂuorescence rate table:
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dard deviation over the 10 lines in the CT scan and
varies between 4%and 15%.
that are correct for high energy photon beams but
leads to large ﬂuctuations in the retrieved ﬂuorescence
9
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technique. Though sensitive to thematerial segmenta-
tion, the technique proposed here retrieves a rough
estimate of the iodine concentration in the tumor
instantaneously. A range of iodine concentration
ranging from 0.1 to 0.8 mg/ml has been retrieved
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B Flow chart for the Parallelized Penelope
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Figure 56: Flow Chart for Parallelized PENELOPE
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