Abstract-In this note we derive optimal error estimates for finite element approximations of a restricted class of one·dimensional nonlinear elliptic problems. The operators involved are monotone and differentiable. and it is assumed that the solutions are smooth.
1. INTRODUCTION The determination of optimal error estimates of finite element approximations of nonlinear and quasilinear elliptic boundary-value problems is one of several significant open problems that stand in the way of developing a complete approximation theory for nonlinear equations. where the coefficients Ai(x. DII) satisfy the assumptions of Visik [3] . Unfortunately. it is well known (on the basis of numerical experiments) that the estimate (1.1) is not optimal. Indeed. the numerical results in. e.g. [4] and [5] indicate that the correct rate of convergence for sufficiently smooth solutions. is 0(1i) which is the same as that of the corresponding linearized problem. In a recent paper. Babuska [2J points out that .... the problem of the optimality of the error bounds seems to be open. ' In a forthcoming paper. [6] . the authors consider finite element approximation of the following two-point boundary-value problem in nonlinear elasticity:
where 2 S P < 00. and~(II) is the stress operator given by 2sp<x.
(ii) The stress operator~: 
( 1.7)
(iv) The solution 1/ of our nonlinear boundary value problem is sufficiently regular (existence and uniqueness of u is guaranteed by (i)-(iii»: in particular. we require
We also obtain immcdiately optimal Lp(l) estimates and. under some additional hypotheses. we derive pointwise error estimates.
2. SOME PRELIMINARY NOTATIONS AND RESULTS
As indicated in the introduction. we are interested in the problem of finding where. Proof. The operator -d:£/dx is strongly monotone:
r-dd(~(U)-:£(V))(U-V)dX= (~:£(8u+(I-8»(II'-vYdx
Thus. it is monotone and coercive. Since it is also hemicontinuous. it is surjective by Minty's theorem (see e.g.p)).
COROLl.ARY I. Let the assumptions of Theorem I hold and let I(O) = O. Then,
For any arbitrary but fixed x E l'. :£ is continuous in its arguments. Therefore. by applying the mean value formula, we can writẽ
By making lise of (1.7), we arrive at (2.9).
FINITE ELEMENT APPROXIMATION
In this note. we consider finite element approximation by piecewise linear polynomials. We Xi).
We also denote C. 1. REDDY and J. T. OOEN 11= Xi -X' I it sis N) and L = Nil. (3.2) We will consider nonuniform meshes subsequently. Next we introduce the finite dimensional subspaces Sh'(l) and S,. ' (1) with respect to the partition, and Here <;f,(1,) is the space of polynomials of degree sl on 1,. Clearly Sh
The approximation problem corresponding to (1.2) is as follows: Find U E Sh'(1) such that
Since V E S,.'(I) C Wh'(l). we have the orthogonality condition denoting Vi = V'III' I s j s N. we note that Vi is constant over the interval~. Then for a uniform mesh. we get. 
'. jlN
IsjsN.
(3.9)
Then. from (3.7) we observe that (3.10) .. Proof. We prove this by contradiction. Suppose I(u(x» ¢ I( U (x» for every x E 1. Without loss in generality. let I(ud > I(II) 'Vx Ell. Then. from (3.7). we get I(Uj) > I(II) 'Vx E Ij and for every j. I sj s N.
Therefore. we get
This yields.
But. V E Shl(l) and condition (3.8) is not satisfied. a contradiction. The argument I(Uj) < I(u)
'Vx E I,. I s j s N also leads to similar contradiction.
We show later that the above theorem also holds for nonuniform meshes.
ERROR ESTIMATES
We proceed to establish the optimal error estimates. In view of (2.6). we have
Also we note from (3.10) that (4.3) Now. in any other interval I,. I sj s N. j¢ m.
In the above we made use of (3.10). It is easy to see that Then, from (2.9), we get
Therefore.
In the case of nonuniform meshes. we define the mesh parameter h by
which is the condition corresponding to (3.8 Proof. The proof follows lines essentially the same as those in the proof of Theorem 5, noting that II is now defined by (5.1). 6 . A CONCLUDING COMMENT
The methods described in this note are seriously restricted by their use of the assumption of monotonicity of the operators and sufficient smoothness of the solution of the equation. It is known. for example. that optimum rates of convergence can be obtained in cases where the operators are not monotone. Consequently. it should be possible to remove this restriction.
In addition. it seems quite likely that the results described here can be easily extended to two· and three-dimensional problems in which piecewise linear approximations are used. Extensions of the one-dimensional case to higher order elements may also be possible by establishing certain identities involving moments of error 1(11) -I( U) in each element. Again. however. we do not at present see how to make such assumptions without taking advantage of the assumed monotonicity of I.
