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DEFINITION OF TERMS 
Business analytics can be defined as groups of methodologies, organisational techniques and 
tools that are used collectively to gain information, analyse it and predict outcomes of problem 
solutions. 
A distributed retail enterprise is a retail enterprise that issues the decision rights to the 
branches or groups nearest to the data collection. 
Centralised retail enterprises are retail enterprises where the decision rights of the branches 
are concentrated in a single authority. 
Market basket analysis (MBA) is a data mining technique that discovers the customers’ 
purchasing patterns by extracting associations or co-occurrences from a retail enterprise 
transactional data. 
Association rules (AR) mining is an unsupervised data mining method used to find interesting 
associations in large sets of data items. 
Artificial neural networks (ANN) is a technique that simulates the behaviour of biological 
systems and is used to discover complex patterns and relationships.  
ARANN is a cooperative intelligent model that combines AR and ANN models. 
Data preparation involves all the activities performed on the generated raw data for 
knowledge discovery so that the data will be ready for modelling in data-mining models. 
Data integration is the process of combining data stored at different sources and provides the 
organisational users with a single view of the data. 
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ABSTRACT 
A retail enterprise is a business organisation that sells goods or services directly to consumers 
for personal use. Retail enterprises such as supermarkets enable customers to go around the 
shop picking items from the shelves and placing them into their baskets. The basket of each 
customer is captured into transactional systems. In this research study, retail enterprises were 
classified into two main categories: centralised and distributed retail enterprises. A distributed 
retail enterprise is one that issues the decision rights to the branches or groups nearest to the 
data collection, while in centralised retail enterprises the decision rights of the branches are 
concentrated in a single authority. It is difficult for retail enterprises to ascertain customer 
preferences by merely observing transactions. This has led to quantifiable losses. Although 
some enterprises implemented classical business models to address these challenging issues, 
they still lacked analytics-based marketing programs to gain competitive advantage. This 
research study develops an intelligent analytics-based (ARANN) model for both distributed 
and centralised retail enterprises in the cross-demographics of a developing country. The 
ARANN model is built on association rules (AR), complemented by artificial neural networks 
(ANN) to strengthen the results of these two individual models. The ARANN model was tested 
using real-life and publicly available transactional datasets for the generation of product 
arrangement sets. In centralised retail enterprises, the data from different branches was 
integrated and pre-processed to remove data impurities. The cleaned data was then fed into the 
ARANN model. On the other hand, in distributed retail enterprises data was collected branch 
per branch and cleaned. The cleaned data was fed into the ARANN model. According to 
experimental analytics, the ARANN model can generate improved product arrangement sets, 
thereby improving the confidence of retail enterprise decision-makers in competitive 
environments. It was also observed that the ARANN model performed faster in distributed than 
in centralised retail enterprises. This research is beneficial for sustainable businesses and 
consideration of the results is therefore recommended to retail enterprises.  
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CHAPTER 1 
INTRODUCTION 
1.1 BACKGROUND 
Retailing is growing fast in Africa and the goal is to sell as many products as possible in 
order to maximise profit levels. A retail enterprise is a business organisation that sells 
goods or services directly to consumers for personal use through channels such as 
departmental stores, hawkers and peddlers, stalls, supermarkets, mail order houses, 
hypermarkets and consumer cooperatives [5]. In Sub-Saharan Africa, retail enterprises face 
challenges owing to countries’ economic struggles, such as credit crises and decreased 
country exports [6]. Global retail and consumer goods companies have their sights set on 
South Africa’s middle class regardless of the country’s own retailing challenges [7]. In 
South Africa, retailers face intensive competition from informal micro-enterprises such as 
spaza shops, tuck shops and kiosks shops [8]. This justifies the retail enterprises’ attempts 
to find better ways of improving marketing strategies. 
Retail enterprises (such as supermarkets, hypermarkets and department stores), enable 
consumers to go around the shop, picking the items of their choice from the shop shelves 
and placing the items into their baskets; the contents of each basket are then captured into 
transactional systems. The data collected from these transactional systems can be used for 
analysis purposes. Some retail enterprises apply business analytics to analyse the data 
generated by these systems. Business analytics can be defined as groups of methodologies, 
organisational techniques and tools that are used collectively to gain information, analyse 
it and predict outcomes of problem solutions [9]. The field of business analytics through 
the use of operational data generated from transactional systems has given decision-makers 
better insights [10]. These insights can help managers make better and informed decisions. 
The survival of retail enterprises depends on a good customer response and they should do 
their best to attract consumers to buy abundantly.  
In retailing, retail enterprises can be classified into two broad categories depending on data 
administration practices.  A distributed retail enterprise is one that issues the decision rights 
to the branches or groups nearest to the data collection [11]. Distributed retail enterprises 
give each branch management an opportunity to make decisions for each particular branch, 
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depending on results generated from the data. On the other hand, in centralised retail 
enterprises the decision rights of the branches are concentrated in a single authority [11]. 
This might give uniformity in a centralised retail enterprise. Customers may know what to 
expect in each branch of a retail enterprise, thus improving their shopping experience.  
Retail enterprises strive for survival in view of current challenging sales optimisation 
models. These challenging sales optimisation models affect product arrangements in retail 
enterprises, leading to a decline in sales levels [12], high research and marketing costs, a 
decline in market share, a wrong product target market and poor management decisions 
[13]. Figure 1.1 presents the quantitative impact of these challenging sales optimisation 
models in retail enterprises. Figure 1.1a shows sales decline for a retail enterprise in June 
2013. The sales level of computer equipment and books declined drastically by 4.8%, while 
sales of non-food items had the lowest decline level of 0.4%. Figure 1.1b shows the causes 
of the reduction in sales level.  The highest scoring reason for the reduction in sales was 
items being expensive (48%), followed by 41% of products in which the desired features 
were unavailable. The least common reason for a reduction in sales was lack of 
functionality (20%).  
 
a) Reduction in retail enterprise sales. Adapted from [14]  b) Reasons for sales reduction. 
Adapted from [15] 
Figure 1.1: Impact of Current Sales Optimisation Models on Retail Enterprises 
Data quality problems also affect the quality of decisions made by managers on different 
levels of a retail enterprise [13]. Poor data has caused problems in both traditional and e-
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business, as shown in Figure 1.2. In both companies, extra cost to prepare reconciliations 
was seen as the major problem caused by inadequate data, with an impact of 58% and 57% 
respectively. Inability to deliver an order or a loss of sales was also a poor data quality 
challenge, with a higher impact in e-business (33%) than in traditional (24%) companies. 
The lowest scored problem caused by poor data was failure to meet a significant 
contractual requirement.  
 
Figure 1.2: Problems Caused by Poor Data Quality. Adapted from [12] 
A data consolidation project was undertaken in South Africa by Altron to organise and 
deliver high-quality data successfully to its executives on their Apple iPads. This quality 
data set the stage for iPad delivery [16]. In [17], they implemented easy-to-use desktop and 
server analytics software for the development of several business units. In this project, data 
from their three departments was integrated and the company had a single version of the 
truth, which enabled executives to make sound decisions. For example, if back taxes are 
owed, the system will not grant approval for work to commence until the taxes have been 
paid. In a survey conducted in [18], it was seen that the cleaning, structuring, reformatting 
and mashing of data was the lifeblood of any organisation and a source of competitive 
intelligence.  In research done by [19], they suggested that companies should move from 
descriptive analytics to predictive analytics until they finally get to prescriptive analytics. 
Although sales optimisation models have been developed in the context of developing 
countries such as South Africa, several challenges still exist, including:  
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 Failure to leverage business intelligence (BI) to become ‘matchmakers’ 
 Lack of analytics-based marketing programmes 
 Failure in organisations to assemble data from more enterprise resource planning 
systems into a single environment so that users can see appropriate transactional 
data, as well as strategic level data 
 Lack of business-driven analytic strategies and failure to test the most effective BI 
analytics for solving theoretical business problems. 
The current study develops a cooperative model that can be used in retail enterprises to 
implement the best arrangement of shelf products at each retail branch to improve the 
weaknesses highlighted in Figure 1.1 and Figure 1.2. The cooperative model is built on a 
machine learning technique which combines the Association Rules (AR) and the Artificial 
Neural Networks (ANN) models to strengthen the results of these two individual models. 
To the best of the researcher’s knowledge there is no system or research that has addressed 
these issues together using the proposed approach. This then justifies the current study.  
1.2 PROBLEM STATEMENT 
A small retail enterprise business builds relationships with its customers by noticing their 
needs, remembering their preferences and learning from past interactions how to serve 
them in the future [20]. This is only realistic in small shops. Large organisations, such as 
supermarkets, have a large customer base and more products on shelves, which makes it 
difficult to observe associations among more than a thousand products in a shop. It is 
difficult for retail enterprises to arrange products on their shelves in a way that would 
encourage customers to buy more products than planned by merely observing the 
customers’ buying patterns. Sometimes the way the products are arranged on shop shelves 
discourages customers from buying more than planned. In this situation a question can be 
asked: “How can a cooperative model be developed to improve product arrangement on 
shop shelves for sales optimisation using improved data quality?” According to [21], the 
authors identified product placement as one variable that affects consumer buying 
behaviour.  
It is a challenge to develop and run a model using unprepared data as there are very high 
chances of getting model prediction results with low accuracy rate [22]. Unprepared data 
is data with missing values, wrong values, duplicating columns and/or rows. It can be a 
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greater risk for an organisation to make decisions based on unreliable model prediction 
results generated from unprepared data. Data pre-processing is therefore necessary in retail 
enterprises as it prepares the transactional data so that the miner can produce better and 
reliable model prediction results that can be used as the base for decision making [22].  
Also it is important to test the performance of the model using varying data sets so that the 
test results can be evaluated based on the matches and deviations [23]. Transactional data 
generated from the retail enterprises might not be in the format accepted by the model in 
use, therefore, there is need to format the data. This in turn might leave the data with high 
chances of becoming dirty and having different formats. To get around this problem, a 
question can be asked “What would be the performance of the cooperative model in 
centralised and distributed retail enterprise environments using real-life and publicly 
available datasets?” 
Furthermore, it is crucial to validate new models with popular models in order to ascertain 
eventual difference. The AR model is the most common method in the market basket 
analysis (MBA) environment. The technique has the following drawbacks: discovery of 
non-interesting rules, a massive number of discovered rules and low algorithm 
performance. There is a challenge of having a single technique that can overcome the 
drawbacks of the AR model. In [24], the author suggested the creation of intelligent hybrid 
systems that can be used to solve complex problems that cannot be solved by a single 
intelligent technique.  
1.3 RESEARCH OBJECTIVES 
This research seeks to achieve the following objectives: 
 To develop a cooperative intelligent analytics-based model to improve product 
arrangement on shop shelves for sales maximisation  
 To develop a data preparatory subsystem for cleaning transactional data for the 
cooperative model. 
 To test the performance of the cooperative model in centralised and distributed 
retail enterprise environments using real-life and publicly available datasets. 
 To validate the cooperative model with popular models in order to make an 
evidential difference. 
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1.4 RESEARCH QUESTIONS  
In order to achieve the specified research objectives, the following research questions 
should be considered: 
 How can a cooperative model be developed to improve product arrangement on 
shop shelves for sales optimisation using improved data quality?  
 How can pre-processed data work effectively in the cooperative model? 
 What would be the performance of the cooperative model in centralised and 
distributed retail enterprise environments using real-life and publicly available 
datasets? 
 How can the cooperative model be validated with popular models for making an 
evidential difference? 
1.5 RESEARCH DESIGN 
1.5.1 Implementation of the ARANN Model in Centralised Retail Enterprises 
In centralised retail enterprises, the proposed model is composed of three subsystems. 
These subsystems address the research questions for this research. The proposed model is 
built on the following subsystems: 
 Data integration 
 Data preparation 
 Development of ARANN model for sales optimisation through product 
arrangement.  
1.5.1.1 Data Integration Subsystem 
The data integration subsystem investigates the data integration technique most suitable on 
a personal computer (PC), local area network (LAN) and wide area network (WAN). In 
Figure 1.3 transactional data is generated from point of sale systems. This data can be from 
different PCs, LANs or WANs. The data is integrated using the following techniques: 
 Data propagation 
 Data federation 
 Data consolidation. 
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The data from different sources is extracted, transformed and loaded into a data warehouse.  
The purpose of transformation is to improve the quality of the data extracted from these 
different sources. To improve the quality of data means to remove data impurities. Data 
impurities can be any unwanted data values, columns or rows. Finally the pre-processed 
data is loaded into the tables of the data warehouse to make it available for decision support 
applications. The pre-processed data is then stored in a data warehouse. A warehouse is an 
integrated data repository put into a form that can easily be understood, interpreted and 
analysed by decision-makers in order to make informed decisions [25].  
 
 
Figure 1.3: Data Integration Subsystem 
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1.5.1.2 Data Preparation Subsystem 
The objective is to develop a data preparatory subsystem that can be used to clean data 
using the ARANN model. The integrated data from the data integration subsystem is 
cleaned in Figure 1.4. Data impurities are removed from this subsystem. The processed 
data from this subsystem is input into the ARANN model for the generation of product 
arrangement sets. Product arrangement sets are combinations of products with strong 
associations, used to determine the best ways of arranging products on shop shelves.  
 
Figure 1.4: Data Preparation Subsystem 
1.5.1.3 The ARANN Model 
The prepared data from the data preparation subsystem is taken as the input into the 
ARANN model. The ARANN model is composed of the AR and ANN models, as shown 
in Figure 1.5. The data from the data preparation subsystem is entered into the AR model 
first for the generation of support (sup ()) and confidence (con ()) values. These generated 
values are passed into the ANN model to output the resultant degree of belief (DoB) values. 
The DoB values determine the product arrangement sets to be adopted in all branches of a 
retail enterprise. The products are uniformly arranged on shelves of all branches of a 
centralised retail enterprise according to the accepted product arrangement sets. 
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Figure 1.5: A Snapshot of the ARANN Model for Centralised Retail Enterprises 
1.5.2 Implementation of the ARANN Model in Distributed Retail Enterprises 
The ARANN model for distributed retail enterprises has three layers, namely data cleaning 
and formatting, intelligent subsystem and distributed product shops.  
1.5.2.1 Data Cleaning and Formatting Layer 
This layer is found at the bottom of the ARANN model. In this layer, data is collected from 
separate transactional systems per branch, as shown in Figure 1.6. The data is cleaned and 
formatted to the appropriate file type accepted by the ARANN model. The processed data 
is then passed to the middle layer of the Intelligent model. 
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Figure 1.6: Data Cleaning and Formatting layer 
1.5.2.2 Intelligent Subsystem  
In this layer, processed data from different branches is input into the ARANN model, as 
shown in Figure 1.7.  The processed data from the bottom layer is passed onto the AR 
model and it outputs confidence and support values. These values are then passed on to the 
ANN model as inputs, in order to get the DoB. The intelligent subsystem generates product 
arrangement sets for each particular branch and the accepted product arrangement sets are 
sent to the distributed product shops layer.  
1.5.2.3 Distributed Product Shops 
This layer involves the application of the generated product arrangement sets from the 
intelligent subsystem. The accepted product arrangement sets are applied branch per 
branch, as shown at the top layer of Figure 1.7.  
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Figure 1.7: Snapshot of ARANN for Distributed Retail Enterprises 
1.6 CONTRIBUTIONS OF THE RESEARCH 
The major contributions of this study are as follows: 
 Development of a newly proposed ARANN model that could intelligently assist 
retail enterprises’ management to arrange products on the shop shelves to improve 
customer product purchases and maximise profits.  
 Development of a data integration subsystem that provides a single view of 
enterprise data.  
 Development of a data preparatory subsystem for cleaning transactional data. 
 Provision of a reference knowledge guide (knowledge generation) to help 
professional managers understand product sales optimisation models and their 
application in retail enterprises. 
 Logical demonstration of working scenarios of the ARANN model for simplified 
implementation and managerial practices.  
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1.7 RESEARCH SCOPE AND LIMITATIONS 
The section sets the scope of the research. The research is carried out within the following 
research scope:  
 The study only focuses on centralised and distributed retail enterprises in the 
context of a developing country. 
 A prototype of this research project has been implemented as proof of the concept. 
The study also has the following limitation: 
 Implementation of a full-scale project requires more manpower and it is time-
consuming. 
1.8 RESEARCH ETHICS 
Ethics are norms for conduct that distinguish between acceptable and unacceptable 
behaviour [26]. Research ethics is defined to be the ethics of the planning, conduct and 
reporting of research [27]. These policies are formulated by professional bodies, 
government agencies, and academic institutions to guide the conduct of research. The data 
was collected for academic purposes only and is treated as private and confidential. The 
data will not be given to any third parties. The research complies with the UNISA research 
ethics policy.  
1.9 DISSERTATION OUTLINE 
The dissertation is organised as follows: 
Chapter 1 gives the introduction to the thesis. It introduces the retail enterprises’ 
 motivation and challenges. It covers the problem statement, research questions, 
 research objectives, research design, research scope and limitations, research ethics 
 and the contributions of the research.  
Chapter 2 gives the background and the significance of the study. This includes a brief 
 introduction of sales optimisation, MBA methods that can be used in retail 
enterprises, challenges of sales optimisation in retail enterprises, discussion on 
 AR mining and ANN models.  
Chapter 3 describes the research methodology and the proposed system models 
 implemented  in centralised and distributed retail enterprises. It also describes how 
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 data was collected, prepared and integrated for the experiments and model 
 evaluation mechanisms.  
Chapter 4 presents experimental evaluations and results acquired from the experiments 
 conducted. It presents sets generated in both types of retail enterprises and evaluates 
 the ARANN against the classical models. A performance comparison of distributed 
 and centralised retail analytics was also presented. 
Chapter 5 gives the conclusion of the study. It also presents some managerial 
 implications and some areas for future work.  
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CHAPTER 2 
LITERATURE REVIEW AND THEORETICAL 
BACKGROUND 
2.1 INTRODUCTION TO SALES OPTIMISATION 
2.1.1 Emergence of Market Basket Analysis  
MBA is a data mining technique that discovers customers’ purchasing patterns by 
extracting associations or co-occurrences from a retail enterprise’s transactional data [28]. 
The idea is to discover purchasing patterns from the transactional data generated from 
point-of-sale systems. The MBA technique was initially applied to supermarket 
transactional data sets and has expanded to industries selling multiple products, such as 
banks, catalogues, direct marketers and many more [29]. The technique studies customers’ 
shopping baskets in order to discover their buying habits through recognising associations 
among various customer baskets [30]. The output of MBA consists of a series of product 
association sets, for example, if a customer buys product A, the chances are high that the 
customer will buy product B as well [29]. The aim of MBA is to give retail enterprise 
decision-makers associated product pairs with minimal human interaction [29]. 
2.1.2 Benefits of Market Basket Analysis Methods to Retail Enterprises 
 MBA can be used to discover meaningful associations between the different 
products that are purchased by customers. These associations can help retail 
managers to develop appropriate marketing strategies by gaining insight into which 
products are frequently purchased together by customers [31]. 
 MBA can be used to determine the relationships within the data itself even without 
having some specified direction for search, i.e. it is best for undirected data mining. 
 Another benefit of MBA is its computational simplicity. Data mining techniques 
commonly used to perform MBA computations are simpler than other techniques 
being implemented in retail enterprises, such as ANN. 
 MBA can help decision-makers to make informed decisions about pricing, product 
placement, promotions and profitability [32] . 
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 MBA helps retail enterprise management realise customer expectations and how to 
serve them best in future. 
 MBA makes market segmentation easier. It makes marketers target the right 
segments of customers. This can even lead to a reduction in marketing costs, 
involving for example promotional materials and a wrong target market.  
 MBA results in marketing managers understanding customers better, i.e. their 
purchasing habits and behaviour, in order to optimise marketing and sales 
operations.  
 It enables discovery of significant associations and patterns that were not possible 
even with experienced marketing managers. 
2.2 MARKET BASKET ANALYSIS METHODS 
2.2.1 Product Combination Analysis 
This is an analysis of the frequency of certain product combinations in different customer 
baskets, for example, a combination of bread and a drink in different customers’ baskets 
[12]. It analyses how frequently items are purchased together by different customers, i.e. 
the association among products. Product combination analysis looks at the number of 
transactions performed against the frequency of a certain combination. A high product 
combination analysis rate might indicate strong product associations. This analysis can be 
used by retail enterprise management implementing marketing strategies, such as product 
combination sales and the arrangement of products on shelves. Product combination sales 
can help promote products that are not frequently purchased to be sold together with 
strongly associated products. An example might be if product A is not selling well and 
products B and C are selling well, then managers can create a combination sale of products 
A, B and C in order to improve the sales levels of product A. Implementation of product 
combination analysis results might improve the marketing strategies of a retail enterprise, 
reduce marketing costs and improve sales levels. 
2.2.2 Product Frequency Analysis 
Product frequency analysis is an analysis of how frequently an item is found in different 
customers’ baskets [33]. An example might be to analyse how many customers purchased 
a certain item against the number of transactions performed. Products that frequently 
appear in many customers’ baskets might suggest products selling well and products with 
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low frequency might have low stock turnover. Product frequency analysis reveals products 
with low, medium and high sales frequencies. This might provide retail enterprise decision-
makers with a base for decision-making and a platform for choosing the best marketing 
strategies, such as product combination sales and also promoting products that are not 
selling well by giving discounts on products with low and medium sales frequencies. This 
product frequency analysis can be done on each branch of a retail enterprise in order to 
recognise the buying habits of each branch. These strategies may improve the marketing 
strategies that can be implemented within each branch of a retail enterprise. 
2.2.3 Next-product Sales Prediction Analysis 
This is an analysis of the next item that a customer is likely to buy at any given time [34]. 
This allows decision-makers to predict the next items to be purchased by different 
customers and might help to improve promotional or marketing strategies. Next-product 
sale prediction analysis may help retail management to implement the best strategies, such 
as arranging products that customers are likely to buy closer to the shop entrance so that 
they may see the products as they enter. Products can also be sold as a combination sale, 
i.e. offering products that customers are likely to purchase next with those unlikely to be 
purchased next. This type of analysis might help decision-makers target the right customers 
with the right products at the right time. This might reduce marketing costs, as the company 
will not be promoting the wrong products.  The decisions can be made at each branch. 
Centralised decisions might not reflect the true customer buying habits of each branch and 
the results might mislead the managers.  
2.2.4 Product Quantity Analysis 
Product quantity analysis is an analysis of the number of items purchased per product 
during a certain customer transaction [32]. An analysis will be done to determine if there 
is a relationship between the product and the quantity purchased, for example, customers 
tend to buy two battery cells most of the time. This analysis might help management to 
implement the appropriate marketing strategies, such as packing or arranging a certain 
number of products together or have promotions based on the quantity of products. An 
example might be to promote a certain brand e.g. customers are encourage to buy 2 * 2 kg 
of Sunlight washing powder at a certain discount. This encourages customers to buy higher 
quantities of a certain product, thus increasing the sales of the enterprise.  
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2.3 CHALLENGES OF SALES OPTIMISATION 
 Retail enterprises face sales optimisation challenges because of lack of analytics-
based models that can be used to make marketing decisions. Without these models 
it is difficult to understand customer preferences and behaviours.  
 Inadequacy of transactional data is also a sales optimisation challenge. If a retail 
enterprise has inadequate transactional data, it becomes difficult to understand 
customers. This also hinders the enterprise from best serving customers in future in 
order to improve sales. 
 Lack of analytical skills also hinders the implementation of analytics-based 
marketing programmes that might improve marketing strategies in a retail 
enterprise. This might create a poor base for decision-making processes. 
 Unavailability of BI tools in other retail enterprises. These tools are used for 
retrieving, analysing, transforming and reporting BI analysis results generated from 
the transactional data. It is a challenge for enterprise management to make 
intelligent decisions without these BI tools. 
2.4 ASSOCIATION RULES 
2.4.1 Introduction to Association Rules 
AR mining is an unsupervised data mining method, which was first introduced in [35] to 
find interesting associations in large sets of data items [36]. It extracts interesting 
associations, correlations and frequent patterns from transactional data generated from 
point-of-sale machines [37]. It was originally derived from point-of-sale data that describes 
which products are purchased simultaneously. AR discovers interesting associations that 
are often used by businesses such as retail enterprises for decision-making purposes, for 
example to find out which products are frequently purchased simultaneously by different 
customers [20]. It is one of the most common and widely used techniques in data mining, 
aimed at finding interesting relations [38], [39] or correlations between large data items 
[40]. AR provides decision-makers of retail enterprises with marketing insights for cross-
selling by providing information about product associations [41]. AR can be applied in 
supermarkets, banks, telecommunication systems, risk management, stock control, etc. 
The main advantage of AR is its capability of revealing interesting associations among 
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different variables. In research conducted by [42], it was shown that AR mining plays a 
pivotal role in the data mining environment.  
2.4.2 Problem Description  
The general problem of mining ARs can be stated as follows [43]: given a transactional 
that the presence of some items in the customer’s basket will imply the occurrence of the 
same items in other customers’ baskets. The aim of AR will be to find all rules that satisfy 
the minimum support and minimum confidence thresholds set. The problem of AR mining 
is defined in [35] as follows:  
Let I = {i1, i2,  .., in} be a list of items. 
Let D = {t1, t2, …, tn} be a set of transactions. 
A rule is defined as an implication of the form: 
A=>B 
where Φ  BA and I B A,   
 An AR rule is made of antecedent (if) and consequent (then) for example {A=>B}. The 
antecedent is an item found in the data while the consequent is the item found in 
combination with the antecedent.  There are measures that can be used to quantify the 
interestingness of a rule, such as support, confidence, lift, laplace, conviction, etc. 
Support value 
Support determines how frequently a rule is contained in a given dataset. It is defined as 
the fraction of transactions that contains BA  to the total number of transactions in the 
database [44] and this can be expressed as shown in equation (2.1): 
N
BAn
BAPBASupport
)(
)()(

 .  (2.1) 
where n(AᴜB) is the number of A and B occurring simultaneous, N is the number of all 
transactions performed, and P(AᴜB) is the probability of event A and B occurring at the 
same time. If support (AB) is greater than or equal to the minimum support threshold 
(min_sup) then it is a frequent item set. An item set is frequent if support (AB) ≥ 
min_sup(). 
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Confidence value 
Confidence is the ratio of the number of transactions containing A and B to the number of 
transactions containing A, and can be further expressed as shown in equation (2.2): 
)(
)(
)/()(
An
BAn
ABPBAConfidence

 .   (2.2) 
where P(B/A) is the conditional probability of B given A. It is the probability of event B 
occurring given the knowledge that an event A has already occurred. If confidence (A
B) is greater than or equal to the minimum confidence (min_con) then one is confident of 
the rule generated.  
Furthermore, rules that satisfy both the minimum support threshold (min_sup) and the 
minimum confidence threshold (min_con) are called strong AR. A rule is strong if support 
(AB) ≥ min_sup AND confidence (AB) ≥ min_con.  
Lift value 
Lift is a measure that categorises the AR’s performance in order to improve the response. 
It takes baseline frequency into account, which is not considered when measuring 
confidence [45]. It is represented by equation (2.3): 
)(*)(
)(
)(
BPAP
BAP
BALift

 .    (2.3) 
Conviction value 
Conviction is the ratio of the expected frequency of A without the occurrence of B and can 
be expressed as shown in equation (2.4): 
)/(1
)(1
)(
ABP
BAP
BAConviction


 .    (2.4) 
It can be used to overcome the disadvantage of the confidence and the lift in that it attempts 
to measure the degree of implication of a rule [45]. 
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Leverage value 
Leverage is a measure that counts the number of cases obtained from the co-occurrence 
of the antecedent and consequent of the rule from the expected value [45]. It can be 
represented using equation (2.5): 
)(*)()()( BPAPBAPBALeverage  .   (2.5) 
Jaccard value 
Jaccard is used to measure the degree of overlap between the antecedent and consequent 
of the AR [45] and is represented using equation (2.6): 
)()()(
)(
)(
BAPBPAP
BAP
BAJaccard


 .   (2.6) 
There are two standard measures of interestingness of an AR in data mining, i.e. the support 
and the confidence values [46]. Section 2.4.3 shows an example of the application of these 
two measures in an AR environment in order to determine the interestingness of the AR 
rule.  
2.4.3 Example of AR 
In this Section an example of AR with two measures of interestingness is provided. Table 
2.1 depicts an example of a transactional database.  
Table 2.1: Example of Transactional Data in a Database 
TransactionID Items in the Basket of Customers 
600 Bread, Sugar, Salt 
601 Bread, Ice cream, Sugar, Salt 
602 Bread, Lotion, Soup, Sugar, Ice cream 
In Table 2.1 each transactionID represents a transaction performed by a customer. From 
Table 2.1 the following are the examples of sets that can be derived from the transactional 
data: {Bread => Sugar}, {Bread => Salt}, {Sugar => Salt}. The two measures of 
interestingness can be applied to the sets to determine if they can be accepted as strong 
associations or rejected as weak associations. 
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{Bread => Sugar} 
Support = %100
3
3
  
Confidence = %100
3
3
  
Support of 100% means that 100% of all transactions performed in Table 2.1 show that 
bread and sugar were purchased together. There is 100% confidence that a customer who 
purchased bread also bought sugar. 
{Sugar => Salt} 
Support = %67.66
3
2
  
Confidence = %67.66
3
2
   
It can be seen that the product combination set {Sugar => Salt}, has support of 66.7%, 
implying that 66.67% of all transactions performed in Table 2.1 show that sugar and salt 
were purchased together. The second criterion also gives 66.67% confidence that a 
customer who purchased sugar also bought salt. 
{Lotion => Soup} 
Support = %33.33
3
1
  
Confidence = %100
1
1
  
Support of 33.33% means that 33.33% of all transactions performed in Table 2.1 show that 
lotion and soup were purchased together. This reflects 100% confidence that a customer 
who purchased lotion also bought soup. 
Assuming that the minimum support is 50% and the minimum confidence is 60%, the 
following sets are accepted as strong: {Bread => Sugar} and {Sugar => Salt}, while 
{Lotion => Soup} is rejected. 
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2.4.4 Classification of AR 
According to [31], the authors classified AR according to the following criteria: 
A) Type of Values Handled 
o Boolean AR: It is a Boolean AR if the rule involves associations with the presence 
or absence of items. 
o Quantitative AR: It is a quantitative AR if the rule describes associations between 
quantitative items. 
B) Number of Data Dimensions Involved in the Rule 
o Single-dimension AR: It is a single-dimension AR if the items reference only one 
dimension, for example: 
buys (Customer, “Sugar”) => buys(Customers, “Bread”) 
The rule is a single-dimensional AR because it references only one dimension, 
which is ‘buys’. 
o Multidimensional AR: It is multidimensional AR if the items reference two or more 
dimensions, for example: 
Age(Employee, “25…30”) ᴧ Salary(Employee, “15k…35k”) => Buys(Employee, 
“Car”) 
The rule is a three-dimensional AR because it has three dimensions: ‘age’, ‘salary’ and 
‘buys’. 
C) Kind of Rules to be Mined 
This category can generate various kinds of rules and other interesting relationships, such 
as AR, strong gradient relationships and correlation rules. ARs are the most popular form 
of rules generated from frequent pattern analysis, for example: 
{Laptop, Operating System Installation DVD} => {Office Installation DVD} 
This indicates that if a customer purchases a laptop and an operating system there are 
high chances of purchasing an office installation disk. 
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D) Kinds of Patterns to be Mined 
Data sets can be used to mine many different kinds of frequent patterns, such as frequent 
item-set mining, sequential pattern mining and structured pattern mining, for example: 
(Colgate (Colgate, Toothbrush, Soap) (Colgate, Toothbrush) Drink (Colgate, Bread)) 
Colgate and toothbrush appears more than once in different baskets. 
E) Levels of Abstraction Involved 
Rules can be mined by some methods at different levels of abstraction, for example: 
 buys(Customer, “Laptop”) => buys(Customer, “Windows installation DVD”) 
 buys(Customer, “Netbook”) => buys(Customer, “Windows installation DVD”) 
These items purchased are referenced at different levels of abstraction, e.g. a laptop is a 
higher abstraction of netbook. 
2.4.5 Areas of Application 
In [35] the AR algorithm was applied to a large database of customer transactions from a 
larger retailing company to test the effectiveness of the algorithm, which exhibited 
excellent performance. In [47], AR mining and fuzzy clustering were incorporated to 
assess the relationship between customer clusters and their preferences for products. 
Through this combination of techniques, they managed to categorise customer groups and 
the corresponding clusters in which they belonged. In research conducted by [48], they 
highlighted the importance of AR mining application in prediction of product sales’ trends 
and customer behaviour. Other significant papers on ARs in retail enterprises are [49], 
[50], [51], [52], [41], [53] and [54].   
AR was applied in [12] to a sports company with an issue regarding the arrangement of 
sports items in accordance with customer purchasing patterns. The retail company had no 
computerised mechanism for providing the best item arrangement. The study was 
performed to identify purchasing patterns that could be adopted by the retail enterprise. 
They analysed historical data to identify the associated patterns from transactional data. 
From the study, they found relationships between sports items purchased and the best ways 
of arranging items, either side by side or in the same retail area so that the items would 
  
24 
 
frequently be purchased together to yield high sales. In this study, AR was used for mining 
relationships between items purchased. 
AR was applied in [55] to medical data containing combinations of categorical and 
numerical attributes to discover useful rules and from this experiment, useful and concise 
ARs were discovered for prediction purposes. In [56] the ARs were also used to predict 
the level of contraction in four arteries and risk factors. The experiment predicted accurate 
profiles of patients with localised heart problems, specific risk factors and the level of 
disease in one artery. Other significant papers on the application of ARs on medical data 
are as follows: [57] and [58].  
In [59], the authors implemented a system for the discovery of ARs in web log usage data 
as an object-oriented application and they discovered excellent ARs in the data. They put 
forward “interestingness measures” as future work. A discussion on the goal of web 
association mining was presented by [60] and the authors highlighted that ARs can be 
revealed from web data. The following articles: [61], [62], [63], [64] and [65], also reported 
on research on the application of ARs to web data. 
Other application areas of ARs are analysing accident data [66], identifying patterns of 
safety-related incidents in a steel plant [67], quality improvement of the production process 
[68], resource allocation in business process management [69], processing educational data 
[70], correlation analysis in telecommunication networks [71], [72], pattern mining in 
tourist attraction visits [73], processing accounting data [74], credit card fraud detection 
[75] and many more.  
The AR model has been combined with other methods to improve its performance. In an 
article presented in [76], the authors combined AR and clustering methods in order to find 
links between rare attributes in a large data set. They applied clustering methods to reduce 
the AR errors and impractical number of rules. Variable clustering was used to reduce 
impractical rules. Combining AR with other methods might strengthen the result. In this 
research the AR model is combined with ANN so as to improve its performance in retail 
enterprises. 
From the study conducted by [77], it was observed that AR is effective in revealing 
associations though it does not take into account special interests. A comprehensive survey 
was conducted by [78] on ARs on quantitative data in data mining. They examined it on 
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different parameters and concluded that direct application of ARs might produce a huge 
number of redundant rules. This is also supported in the article by [79].  In [80], the 
following drawbacks of AR were identified: discovery of non-interesting rules, a massive 
number of discovered rules and low algorithm performance. AR is a powerful data mining 
technique but the above problems have to be kept in mind. In [24], the author suggested 
the creation of intelligent hybrid systems that can be used to solve complex problems that 
cannot be solved by a single intelligent technique.  
From the above literature, one can see that ARs can be very useful where there is a need 
for discovering associations between items. It reveals rules or associations between items. 
In retail enterprises, the rules might show the items that customers purchase together. This 
can help retailers develop marketing strategies by gaining insight into which items are 
frequently purchased by customers. Transactional data generated in retail enterprises 
reveals which products customers tend to purchase together, thus improving stocking, store 
layout strategies and promotions [81].  
2.4.6 Apriori Algorithm 
The apriori algorithm is presented in Table 2.2.  
Table 2.2: The Apriori Algorithm. Adapted from [82] 
    Pseudo-code  
Steps  Input:  Transactional data in database (D), Support 
Output:  Candidates with min_support 
Ck: Candidate itemset of size k 
Lk: Frequent itemset of size k 
L1 = {frequent items}; 
for (k=1; Lk !=Ø; k++) do begin 
for each transaction t in database do increment the count of all candidates in Ck+1 
that are contained in t. 
Lk+1 = Candidates in Ck+1 with mini_support 
end  
return ᴜkLk; 
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Example of the Implementation of the Apriori Algorithm 
An example of the implementation of the Apriori algorithm is presented using the 
transactional data in Table 2.3. The dataset contains five transactions performed by 
different customers and each transaction has a unique identification. In this example, the 
minimum support (min_sup) was set to 50%, meaning that all item sets with support less 
than the min_sup are rejected. 
Table 2.3: Transactional Data 
TID ITEMS BOUGHT 
T500 Bread, Milk, Beef, Eggs 
T501 Bread, Diapers, Cheese, Beer, Eggs 
T502 Beef, Chicken, Milk, Clothes, Cheese, Diapers, Beer, Coke 
T503 Bread, Milk, Chicken, Clothes, Diapers, Beer 
T504 Bread, Milk, Diaper, Coke, Clothes, Chicken, Beef 
Step 1: Generating One-item Frequent Pattern 
The database is scanned to generate the One-item set. The sets with support values below 
the min_sup set are rejected. All item sets with support values less than the min_sup are 
highlighted in red. Item set L1 is accepted. 
 
Step 2: Generating Two-item Set Frequent Pattern 
Item set L1 is used to generate the two-item set. All the item sets with support values less 
than the set min_sup are rejected and these are highlighted in red.  All the item sets within 
the min_sup are accepted and form item set L2. 
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Step 3: Generating Three-item Set Frequent Pattern 
Item set L2 is scanned to generate a three-item set. At this stage, all item sets below the 
min_sup are rejected and all sets within the range are accepted.  
 
Step 4: Generating Four-item Set Frequent Pattern 
At this stage, L3 is scanned to generate a C4 item set. The same criteria are applied and 
only the valid range is accepted. The algorithm cannot generate further item sets so it 
terminates. 
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C5 = ø and the algorithm terminates. 
Step 5: Generating AR from frequent item sets 
At this stage, possible combinations are extracted. The accepted combinations should have 
confidence values greater than or equal to the minimum confidence (min_con). The 
confidence value of 80% is used in this example. In the example, sets R1 and R4 are 
accepted before the confidence values are within the accepted range. On the other side, sets 
R2 and R3 are rejected because the confidences are less than the accepted range of 80%. 
L = {{Bread},  {Milk}, {Chicken}, {Diaper}, {Beer}, {Clothes}, {Bread, Milk}, {Bread, 
Diapers}, {Milk, Chicken}, {Milk, Diapers}, {Milk, Clothes}, {Chicken, Diapers}, 
{Chicken, Clothes}, {Diapers, Beer}, {Diapers, Clothes}, {Milk, Diapers, Chicken}, 
{Milk, Diapers, Clothes}, {Diapers, Chicken, Clothes}, {Diapers, Chicken, Beer}, 
{Chicken, Milk, Clothes}, {Beer, Diapers, Clothes}, {Milk, Diapers, Chicken, Clothes}} 
R1: {Milk, Diapers, Chicken} {Clothes} 
Confidence = 100% 
R1 is accepted 
R2: {Bread} {Milk} 
Confidence = 75% 
R2 is accepted 
R3: {Diapers, Clothes} 
Confidence =75% 
R3 is accepted 
R4: {Chicken, Clothes, Milk}  {Diapers} 
Confidence = 100% 
R4 is accepted 
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2.5 ARTIFICIAL NEURAL NETWORK  
2.5.1 Introduction to Artificial Neural Networks  
The ANN model started with the study of the functioning of biological neurons in the 1930s 
and 1940s. In 1943, Warren McCulloch and Walter Pitts proposed a simple model 
explaining the functionality of biological neurons and published their paper. This was 
implemented into digital computers by computer scientists. ANN simulates the behaviour 
of biological systems and is used to discover patterns and relationships. ANN is useful for 
studying complex relationships between input and output variables in a system [83]. The 
main advantage of an ANN is the ability to extract patterns and detect trends that are too 
complex to be noticed by humans or other computer techniques [84]. Research conducted 
by Nirkhi [85] showed that ANN is now commonly used to solve data mining problems 
because of the following advantages: robustness, self-organising adaptiveness, parallel 
processing, distributed storage and a high degree of fault tolerance. 
2.5.2 Mathematical Basis 
The ANN has a basic structure made up of three fundamental components, namely inputs, 
weights and the activation function. The first step is to insert the inputs into the ANN 
model. The second step is to determine the weights of the ANN model. The weights are 
determined during the learning phase of a neural network. Developing an ANN requires 
three phases. The process model is learned through experiments that correlate input 
examples and expected outputs [86]. In the recall phase, the network, when properly 
learned in the training phase, it generalises relationships for undemonstrated inputs and 
outputs [86]. The ANN sums the inputs xi against corresponding weights wi and compares 
the ANN output to the threshold value, Ө. The threshold is determined by the inputs used. 
These steps are presented in Figure 2.1.  
Figure 2.1 shows the structure of a Feedforward multilayer perceptron network. It is a 
feedforward network because the information is flowing in one direction and it does not 
have loops. Feedforward network has a topology which has no closed paths and the input 
signals are applied in a forward direction through the network [87].  
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Figure 2.1:  Feedforward Multilayer Perceptron Network 
Let X be the net weighted input of the neuron as shown in equation (2.7). The selection of 
X is for discrete cases, since it takes only certain values. 



n
i
iiwxX
1
.      (2.7) 
𝑥𝑖  is the input signal, 𝑤𝑖 is the weight of the input and n is the number of neurons. 
If the net input is less than the threshold, the neuron output is -1; if the net input is greater 
than or equal to the threshold then the neuron is activated and the output attains a value +1. 
Let Y be the ANN output. The choice of Y is for continuous cases, since it can take any 
values in the range. The actual output of the neuron with the sigmoid activation function 
is expressed as shown in equation (2.8):  
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Y
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1
.         (2.8) 
Other Activation Functions of a Neuron 
The following are some common activation functions of a neuron: step function, sign 
function and linear function. The step and sign activation functions can also be called hard 
limit functions. These functions can be used in decision-making for classification and 
pattern recognition activities [88]. These functions can be represented as follows: 
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XLinear  .     (2.11) 
2.5.3 ANN Architecture 
The basic ANN structure is made up of three components, namely input layer, hidden 
layer(s) and output layer. The data is entered into the ANN model through the input layer. 
The input layer represents the input nodes of the ANN. Feedforward networks consist of 
multiple layers of computational units, usually interconnected in a feed-forward way. Each 
neuron in one layer has directed connections to the neurons of the subsequent layer. The 
output signal can form the final solution or can be the input of other neurons.  The ANN 
can contain varying hidden layers, depending on the architecture chosen. Figure 2.2 
presents a basic architecture of a multilayer ANN. 
 
Figure 2.2:  ANN Architecture 
2.5.4 Areas of Application 
ANN has been used in the past to search for patterns and predict future sales [89]. In their 
research, the authors referred to the sales information of 53 articles of a certain product 
group belonging to a supermarket. A feedforward multilayer perceptron network with one 
hidden layer with the back-propagation training method was used. It was shown that the 
model itself can learn to estimate the time series of sales in supermarkets.  
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In [90], the authors evaluated the predictive accuracy of ANN and logistic regression in 
marketing campaigns of a Portuguese banking institution. The algorithms indicated similar 
overall results. They further checked the runtime for the big data and results showed ANN 
to be more efficient and faster than logistic regression.  
In research conducted by Boone and Roehm [91], ANN was applied for retail 
segmentation. The authors compared the ANN technique based on Hopfield networks 
against k-means and mixture model clustering algorithms. The results showed the 
usefulness of ANNs in retailing for segmenting markets. Hopfield network consists of a 
set of n interconnected neurons and all these are both input and output neurons. The state 
of the Hopfield output is maintained until the neuron is updated [92]. Another article [93] 
presented a unique approach to customer segmentation based on ANN and a clustering 
algorithm. This was used for identifying the behavioural characteristics of the customer. A 
satisfactory result was obtained and the experimental results showed the effectiveness of 
the method in customer classification. 
Examples of business applications of ANN were presented in [94]. ANN can be used by 
financial institutions to develop superior ANN models of credit card risk and bankruptcy 
in order to improve management decisions. Trading companies also use it as a forecasting 
technique and trading strategy. Insurance companies use ANN to develop underwriters’ 
models in order to manage risks. Manufacturing companies use ANN to develop predictive 
process control systems for improving product quality. The same paper also presented 
characteristics of ANN and its limitations. This was supported by [95], who presented 
similar ANN characteristics.  
An article [96] reported the results of a survey on the application of ANN in forecasting 
financial market prices. The objective was to assess the potential of ANN in predicting 
financial systems. ANN yielded promising results in financial forecasting because of its 
ability to discover nonlinear relationships. 
ANN was used in [97] to improve customer satisfaction on product colours using an expert 
system. The goal was to form appropriate rules for choosing the product’s colours. The 
ANN technique was used to reveal hidden patterns of the customer’s needs. The expert 
system had the capability of ranking the scores of the colours presented in the selection. It 
was shown that ANN identifies patterns within the data set.  
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In research by [98] ANN was used to analyse the impact of advertising and promotion on 
a business enterprise.  The authors used 220 samples of daily data and 106 samples of 
weekly data to test the model.  A back propagation algorithm was used for conducting the 
experiment. Their results showed the capability of ANN to capture the nonlinear aspects 
of complex relationships and the predictive quality of ANN was revealed. This depended 
on the frequency of the data used to observe the model’s performance. Back propagation 
proved to be an efficient method for studying relationships. 
In [99] ANN was applied to the Pima Indians’ diabetes database and it generated rules with 
strong associations, thereby enhancing the decision-making process of doctors. In 2007 
they further presented a method to overcome the disadvantage of ANN by attracting 
symbolic knowledge from a trained ANN using the tree approach. This was a way of 
boosting the ANN acceptance confidence as a data mining tool because it has strong 
generalisation ability. Many articles mentioned in [100] consider ANN to be a promising 
data mining tool. Other papers that support ANN in data mining include [101] and [102]. 
Other areas of ANN application include wind forecasting [103], social computing [104], 
engineering [105], medical and clinical decision-making [106]; [107], electric power 
industry [108]; [109], misuse detection [110], image recognition and classification of crop 
and weeds [111], as an analytical tool for groundwater salinity [112], pattern recognition 
[113], rainfall prediction [114], [115], stock market prediction of the values of indexes 
[116], etc.  
Research reported in [117] described the possibilities of applying ANN to data mining and 
semantic integration in the field of machine learning. The authors concluded that ANN is 
suitable for the specified field. Kohonen self-organising networks and back propagation 
networks were tested. Kohonen network has a feed-forward structure with a single 
computational layer arranged in rows and columns. Each neuron is fully connected to all 
the source nodes in the input layer [118]. The research by Tiecheng [119], optimised the 
mining of AR based in ANN. Data mining techniques and ANN were used as a prediction 
model for financial distress [120]. Research was conducted by Chou, Li, Chen and Wua 
[121], for analysing customer navigation patterns through web mining and ANN in order 
to predict customers’ future needs. A successful EC website with a dataset from December 
2004 to December 2005 was used to carry out a computational intelligent analysis. 
Moreover, [122] supported ANN in data mining because of the ability to learn the target 
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concept better than data mining methods. However, the authors presented two limitations 
that make them poor data mining tools: excessive training times and incomprehensible 
learning.  
In [123], the authors showed how data mining techniques and a neural network algorithm 
can be combined successfully in credit card fraud detection. A sample data set of 5 850 
fraudulent transactions and 30 000 legal transactions was used to test the experiment. It 
was shown that the combination of these methods yielded very good results. In [124], they 
also developed an automatic diagnosis system, which can be used to detect breast cancer 
based on AR and ANN. The proposed model yielded a 95.6% correct classification rate. 
The proposed AR + neural network model proved to be better than AR and neural network 
models for obtaining efficient automatic diagnostic systems for other diseases. 
In research conducted by Arockiaraj [125], it was shown that the combination of data 
mining methods and a neural network model can greatly improve the efficiency of data 
mining methods. The purpose of the research is to investigate the performance of the AR 
model complemented by the ANN model in retail enterprises. The research might 
strengthen the performance of the AR model by combining the strength of AR and ANN 
models in order to find the best product arrangement patterns that can be adopted in retail 
enterprises. This may be a better way of attracting customers to buy more products than 
expected.  
2.6 DATA INTEGRATION 
2.6.1 Concept of Data Integration 
Data integration is the process of combining data stored at different sources to provide the 
organisational users with a single view of the data [126]. It refers to the process of 
providing seamless access to multiple sources of data that appear to the system’s users as 
a single resource [127]. This process combines transactional data from different sources, 
such as different computers, applications (such as Excel and databases). In data integration, 
different tables are joined to form a single table. The integrated data can contain duplicate 
columns, missing values and unnecessary data values. It is crucial in centralised retail 
enterprises to bring data from multiple sources and different branches together. Data 
integration may lead to errors in the combined data, such as false positives (FP) and false 
negatives (FN). It reduces the size of data to obtain a smaller number of attributes, while 
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recording those that are informative.  However, in distributed retail enterprises, 
transactional data does not need to be integrated.  
2.6.2 Data Integration Techniques 
There are three main data integration techniques: data consolidation, data propagation and 
data federation. These techniques are illustrated in Figure 2.3. The next subsections provide 
a discussion of the data integration techniques that can be used in centralised retail 
enterprises. 
A) Data Consolidation 
Data consolidation captures data from more than one data source (A, B and C) and 
integrates it into a single persistent data store (D). The data store can then be used as an 
operational data warehouse [128]. Data is extracted from different sources, transformed 
into the designed form and loaded into a target for analysis purposes. This technique 
provides the major benefit of updating the consolidated data store periodically without 
requiring additional storage on the original data stores. On the other hand, its main 
disadvantage is that the data consolidation process may cause a delay between the time of 
data update in the source system and the time of data update in the target system [128].  
B) Data Propagation 
This technique is applied to support the redistribution and sharing of master data back to 
the participating applications [129]. Data propagation copies data from one location to 
another on real-time or near real-time synchronisation of the target and master sources 
[128]. It is supported by enterprise application integration technology and it operates 
online, pushing the data to the target store [130]. Data propagation updates the replicated 
view on a near to real-time basis. It requires additional storage on the original data stores. 
It works mainly on small volumes of data and makes use of data on a cross-application 
basis [131]. 
C) Data Federation 
Data federation integrates data from different sources into a virtual database for analysis 
purposes. It uses a virtual database (virtual view) with a mediated schema and wrapper 
commonly known as the adapter, which translates incoming queries and outgoing answers 
[128]. The integrated data is separated from the details of data sources. Data federation is 
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supported by enterprise information integration technology and the integrated table is used 
for analysis purposes [132].  The data source remains at the original place and only the 
results persist in the server when needed. The main advantage of data federation is that it 
provides real time on data and requires no additional data storage. Unlike data 
consolidation, the data federation technique provides data on a real-time basis though it 
does not require additional storage either. 
 
Figure 2.3: Data Integration Techniques. Adapted from [1] 
2.7 CHAPTER SUMMARY 
This chapter discussed the emergence of MBA and its benefits to retail enterprises. MBA 
can assist retail enterprises’ decision-makers to make informed decisions. This in turn can 
improve sales and profit levels within the retail enterprises.  
The study also pointed out some challenges of the current prevailing sales optimisation 
models in the retail enterprise environment. The research aims at improving the 
challenging models that hinder the performance of retail enterprises. MBA methods in the 
retail enterprises were identified and discussed. These methods help retail managers to 
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perform different analysis and make informed decisions that might improve the operations 
of an enterprise in the prevailing competitive environment. 
The research also discussed and highlighted some examples of the two techniques that are 
used to build the ARANN model. The ARANN model is built on AR to be complemented 
with ANN in order to strengthen the results of both models. From the literature, the 
weaknesses and the strengths of the individual classical models were studied and a 
combination of data mining and ANN models was proposed. This research combines the 
two models in retail enterprises to observe the best product combination sets in order to 
improve sales levels. This might be a way of improving the current challenging sales 
optimisation models in retail enterprises. A cooperative intelligent analytics-based model 
combining AR and ANN models was proposed to complement each other in product 
arrangement sets’ generation. 
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  CHAPTER 3 
RESEARCH METHODOLOGY AND PROPOSED SYSTEM 
MODEL 
3.1 INTRODUCTION 
This chapter explores the proposed ARANN model for business analytics for centralised 
and distributed retail enterprises. In centralised retail enterprises, data generated from 
different branches is integrated to form a single view of the organisation. The data is then 
pre-processed to remove any impurities such as empty columns and/or invalid data. The 
processed data feeds the proposed model for centralised retail enterprises. At the end, the 
ARANN model generates product arrangement sets that can be used across all retail 
branches in order to give uniformity and encourage customers to buy more than planned. 
In distributed retail enterprises, data generated from different branches is collected in a 
data warehouse. The data for each branch is first pre-processed to remove data impurities. 
The processed data is entered into the ARANN model for generation of arrangement sets. 
Each dataset generates its own product arrangement sets, which are then applied per 
branch.  
The claims of the current study are that the proposed ARANN model might improve the 
way in which products are arranged in centralised and distributed retail enterprises. This 
might in turn increase the sales levels of the retail enterprises, thereby increasing the 
profits.  
3.2 DATA COLLECTION AND PREPARATION 
3.2.1 Data Collection in Centralised Retail Enterprises 
Real-life data was collected from a retail enterprise in South Africa from three different 
branch locations. The data was collected solely for research purposes and the identity of 
the retail enterprise is kept confidential. Each branch contains 66 records and 24 products. 
The data shows the transactions performed by different customers. Each row represents a 
customer transaction. Items purchased by a customer form a record or a row. Items that are 
often purchased by customers were identified and used to form the columns of the dataset. 
The datasets are stored in different folders. Table 3.1 shows a sample of real-life sample 
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data. “Yes” indicates that an item was purchased and “No” indicates that the customer did 
not include the item in the basket. 
Table 3.1: Real-life Sample Data 
Body 
lotion 
Colgate Rice Bread Salt Beans Beef Chicken … Sugar 
Yes Yes Yes Yes Yes Yes No Yes …. No 
No No Yes Yes No No Yes Yes …. No 
…. ……. …… …… …… …… …… …… …. …… 
Yes No No Yes No Yes Yes Yes …. Yes 
The public data was downloaded from [3]. The dataset was designed for academic 
purposes. The data was modelled to work with the ARANN model. Table 3.2 shows the 
public sample data. The data contains 1000 records and includes seven products. In this 
research study, the dataset was randomly divided into five branches assumed to be folders, 
with about 200 records in each branch. This was integrated into a centralised database to 
observe the impact of the data integration process before generating optimal product 
arrangement on shelves. The integration time was nine seconds.  
Table 3.2: Public Sample Data. Adapted from [3] 
Cookies Fish Orange 
juice 
Lemon 
tea 
Red wine Peanuts Canned 
soup 
Yes Yes Yes No No No Yes 
……….
. 
…………
. 
…………
. 
………….
. 
………….
. 
…………
. 
………….
. 
Yes No Yes No No Yes Yes 
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3.2.2 Importance of Data Integration into a Centralised Retail Enterprise 
The following reasons reflect the importance of data integration into a centralised retail 
enterprise: 
 It gives a single view of the data to the organisational data users.  
 It ensures uniformity within a centralised retail enterprise. Results revealed by data 
that has been integrated is applied across the organisation. 
 It enables the data to be analysed for patterns that can give meaningful information 
to decision-makers, such as customer preferences and trends. 
 It enables better management of the data so that various sources of the data can be 
monitored effectively. 
 It can ensure better data security, as the data can be stored in a centralised location. 
 It makes centralised decisions easier across the branches of a retail enterprise.  
3.2.3 Data Collection in Distributed Retail Enterprises 
In distributed retail enterprises, real-life data was collected from a retail enterprise situated 
in South Africa with several branches nationwide. The data for the experiments was 
collected from only eight branches in different parts of a developing country. The retail 
enterprise has database servers at each branch for the storage of data. Real-life datasets 
consisting of 66 records were taken from each branch to be used for running experiments. 
In the experiment, the most frequently purchased products were considered. The data was 
then exported to a notepad application for storage. Each row in Tables 3.3–3.5 represents 
a transaction performed by the customer. Table 3.3 and Table 3.4 show samples of real-
life data from different branches.  
Table 3.3: Sample of Real-life Data for Branch 1 
Body lotion Colgate Rice Maize meal   
Meat Rice Roll on Cooking oil Body lotion  
…………. ………. ……… …………… ……………. ………….. 
Drink Roll on Mince Coke Colgate Perfume 
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Table 3.4: Sample of Real-life Data for Branch 2 
Bread Sugar Rice Meat Salt Cooking oil Flour Soup 
……. …….. …….. …………. ……… …………. ………. …… 
Fruits Sugar Meat Cooking oil Salt Soap Bread  
In the public dataset 1000 transactions were used. This dataset was randomly broken up 
into five datasets representing branches and the records for each branch contained 200 
transactions. The data was saved in the .txt format. The public dataset in Table 3.5 is found 
in [3]. The data contains the following products: bread, beer, tea, wine, orange juice, 
chocolate milk and canned soup.  
Table 3.5. Sample of Public Data. Adapted from [3] 
Fish Orange 
juice 
Tea Wine Peanuts Canned 
soup 
Bread Beer 
……. ………
…. 
…………
. 
……
. 
…………
. 
…………
… 
…………
… 
………………
. 
Cookies Fish Orange 
juice 
Tea Wine Peanuts Canned 
soup 
Chocolate milk 
3.2.4 Data Preparation Stages 
Data preparation involves all the activities performed on the generated raw data for 
knowledge discovery so that the data will be ready for modelling in data mining models 
[2]. It involves all the activities carried out to build the final dataset [133], as shown in 
Figure 3.1. It is a crucial stage in the knowledge discovery in database process. According 
to [134], the three important aspects of data preparation are: 
 Real-world data is impure or dirty. 
This is a database record with errors such as duplicating rows, an outdated database 
record, incorrect entries and blank columns or fields. This data may lack some 
attribute values or interesting attributes.  
 High-performance mining systems require quality data. 
 Quality data yields high-quality patterns. 
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The purpose of data preparation is to improve the quality of data for successful data mining 
[22]. In [135], data preparation was considered to be the first step of data pre-processing 
and data cleaning, data transformation and data selection were identified as the main steps 
in data preparation. In support [134] identified the following data preparation techniques: 
data collection, data integration, data transformation, data cleaning, data reduction and data 
discretisation. Data preparation is a crucial and repetitive step and the quality of data used 
determines the quality of patterns discovered [136]. Based on the above, it can be seen that 
data preparation is an important phase in ensuring quality data for modelling.  
Data generated from different branches of a retail enterprise might have different column 
names and the product name may be written differently branch by branch. This data is 
regarded as dirty data, i.e. data with impurities. If this dirty data is used for modelling, 
misleading patterns may be revealed. Pre-processed data should be used in order to get 
correct values such as support and confidence. When dirty data is used, there are high 
chances of getting incorrect support and confidence values. Data preparation plays a crucial 
role in modelling retail enterprise data. 
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Figure 3.1:  Stages and outputs of the knowledge discovery in database process. Adapted 
from [2] 
This section discusses the following data preparation stages: 
A) Data Collection and Integration 
Data collection involves collecting transactional data from different branches of a retail 
enterprise. In a centralised retail enterprise, the data collected from different sources needs 
to be integrated. After data integration, the data becomes dirty due to integration problems. 
In distributed retail enterprises, there is no need for integrating data from different 
branches. In distributed retail enterprises data is processed per branch, while in centralised 
retail enterprises data is processed as a single dataset. The data collected from different 
sources is then cleaned. 
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B) Data Cleaning 
Data cleaning detects and removes errors and data inconsistencies with the goal of 
improving the quality of data for modelling [137]. It checks and removes inconsistencies 
that occur during data entries, missing values after data integration and other invalid data 
in the databases. The following problems can occur in response to dirty data: data with 
missing values, non-existent data, incomplete data and unknown or null values. In data 
cleaning, empty rows, columns, unknown values and wrong entries are removed. Data 
cleaning is crucial to improve the quality of transactional data generated from different 
branches of a retail enterprise. The model results depends on the quality of data used for 
modelling. The current study claims that quality data can improve the performance of the 
ARANN model both in centralised and distributed retail enterprises. The cleaned data is 
then transformed. 
C) Data Transformation 
Data transformation involves changing the data into an appropriate form for modelling. It 
includes changing the data form to a format accepted by the ARANN model, such as .arff 
or .csv. This enables the ARANN model to process the data appropriately. In the current 
study, the pre-processed transactional data was formatted to a .txt file extension accepted 
by the ARANN model.   
3.3 PROPOSED ARANN MODEL FOR RETAIL ENTERPRISES 
The proposed ARANN model for retail enterprises is composed of the AR and ANN 
models shown in Figure 3.2. The transactional data is fed into the AR model and in turn 
outputs the support and confidence values. The AR model passes the support and 
confidence values to the ANN model. The ANN model uses those values as its input values. 
These inputs are multiplied to the corresponding weights and summed together. The ANN 
model outputs the DoB values for each generated product arrangement set. 
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Figure 3.2: Intelligent Model for Retail Enterprises 
3.4 ARANN SYSTEM MODEL FOR CENTRALISED ENTERPRISES 
This section explores the proposed system model for business information analytics in 
centralised retail enterprises. The proposed ARANN model has three main subsystems: 
data integration, data preparation and the development of a cooperative intelligent 
analytics-based subsystem for product arrangement, as shown in Figure 3.3. The model 
collects data from sources and branches of retail enterprises. The data is generated at the 
point-of-sale machines. This data can be from different PCs or LANs or WANs. The 
collected data is integrated using data integration techniques. During data integration, the 
data encounters some integration errors, such as FNs and FPs. The integrated data is then 
prepared in order to remove some data impurities and to improve the quality of data to be 
used for data modelling. The steps discussed in Section 3.2.4 are carried out to pre-process 
the data. Those steps are repeated until the data is clean. The cleaned or pre-processed data 
can be stored in a data warehouse. The pre-processed data is then fed into the proposed 
ARANN model for the generation of product arrangement sets. The proposed model is 
built on ANN and AR, to complement each other. When the AR model generates product 
arrangement sets, the proposed model compares it with the results generated by the ANN 
model. The ARANN model accepts product arrangement sets where both models agree. 
The results generated determine how products are arranged on the shop shelves of each 
branch of a centralised retail enterprise. The accepted product arrangement sets will be 
applied across all the branches of a retail enterprise. This ensures uniformity to the 
customers and might improve the sales levels of the retail enterprise. 
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Figure 3.3: Proposed ARANN Framework for Centralised Analytics 
The proposed framework’s benefits are: 
 Development of a cooperative intelligent analytics-based framework for centralised 
retail enterprise management.  
 Development of a data integration subsystem for providing a single view to 
centralised enterprise data. 
 Development of a data preparatory subsystem. 
 Improvement of the basis for decision-making and confidence of professional 
managers in centralised retail enterprises. 
 Reduction in poor data quality problems and losses. 
 Improvement in the effectiveness of current product sales optimisation models. 
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The next section shows how the ARANN model can be implemented in centralised retail 
enterprises for the generation of product arrangement sets. 
3.4.1 Pseudo-code of the ARANN Model for Centralised Analytics 
The ARANN model for centralised analytics was implemented using the pseudo-code 
shown in Table 3.6. 
Table 3.6: Pseudo-code for ARANN Model in Centralised Analytics 
Pseudo-code 
Input:  Transactional data from different branches 
Steps    Support () 
    Confidence () 
    Weights (W) = {w1, w2, w3, .., wn} 
Output:  Product arrangement sets 
Step 1: Ck: Candidate itemset of size k 
Step 2: Lk: Frequent itemset of size k 
Step 3 L1 = {frequent items}; 
Step 4: for (k=1; Lk !=Ø; k++) do begin 
Step 5: for each transaction t in database do increment the count of all candidates 
in Ck+1 that  are contained in t. 
Step 6:   Lk+1 = Candidates in Ck+1 
Step 7: return Support () and Confidence () values for each set 
Step 8: Set all weights equal to the Support value (Heuristic 1) 
Step 9: Feed the Support () and Confidence () into Neuron 1 (N1) and Neuron 2 (N2) as 
 inputs 
Step 10: Generate N1 by summing of the inputs with the corresponding weights and apply 
  the output into the sigmoid function  
Step 11: Generate N2 by summing of the inputs with the corresponding weights and apply 
 the output into the sigmoid function  
Step 12: Generate the summation of N1 and N2 after the sigmoid function and apply the 
 output  into the sigmoid function to obtain DoB by applying thresholding 
 function  (Heuristic 2) 
Step 13: Generate product arrangement sets where DoB ≥ ARANN activation 
  } 
Display product arrangement sets within the range 
End  
} 
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3.4.2 Mathematical Description of the ARANN Model for Centralised Analytics 
The ARANN model takes the integrated and prepared data. This processed data is fed into 
the AR model for the generation of the support (sup) and confidence (con) values using 
equation (2.1) and equation (2.2) respectively.  
These sup and con values are fed into the ANN model as the inputs and multiplied to the 
corresponding weights, as shown in equation (3.1) and equation (3.2).   
𝑁𝑒𝑢𝑟𝑜𝑛1 = (𝑆𝑢𝑝 ∗ 𝑊1) + (𝐶𝑜𝑛 ∗  𝑊2)    (3.1) 
   𝑁𝑒𝑢𝑟𝑜𝑛2 = (𝑆𝑢𝑝 ∗ 𝑊3) + (𝐶𝑜𝑛 ∗ 𝑊4)    (3.2) 
Equation (3.3) and (3.4) show the output of Neuron1 and Neuron2 after the sigmoid 
function.  
𝑁𝑂𝑢𝑡𝑝1 =  
1
1+ 𝑒−𝑁𝑒𝑢𝑟𝑜𝑛1
    (3.3) 
𝑁𝑂𝑢𝑡𝑝2 =  
1
1+ 𝑒−𝑁𝑒𝑢𝑟𝑜𝑛2
    (3.4) 
Equation (3.5) shows the sum of the neurons. 
𝑁𝑒𝑢𝑟𝑜𝑛𝑂𝑢𝑡𝑝𝑢𝑡 = 𝑁𝑂𝑢𝑡𝑝1𝑊5 + 𝑁𝑂𝑢𝑡𝑝2𝑊6   (3.5) 
Equation (3.6) shows the DoB. 
𝐷𝑜𝐵 =  
1
1+ 𝑒−𝑁𝑒𝑢𝑟𝑜𝑛𝑂𝑢𝑡𝑝𝑢𝑡
    (3.6) 
Product arrangement sets = 


 
otherwiseifjected
activationARANNDoBifAccepted
    ,Re
     ,
 (3.7) 
where 𝑊1, 𝑊2, 𝑊3, 𝑊4, 𝑊5 𝑎𝑛𝑑 𝑊6 are the corresponding weights and ARANN activation 
is the threshold value set. The weights are all set to equal to the Support Value (Heuristic 
1) and the Threshold Value Set are heuristic thresholds (Heuristic 2). It should be noted 
that the ANN cannot learn in this research. 
 
 
  
49 
 
3.4.3 Scenario: Arrangement of Products on Shelves for Centralised Retail 
Analytics 
Figure 3.4 shows a scenario of how the ARANN model displays product arrangement 
results in centralised retail branches. Data is integrated from different branches of retail 
enterprises, which is then followed by data preparation. The data was pre-processed 
manually. The ARANN model runs on complete data to generate different patterns of 
arrangement.  
 
Figure 3.4: The ARANN Model for Centralised Retail Branches 
The data in Table 3.7 was used for the generation of product arrangement sets presented in 
Figure 3.4. Transactional data presented in Table 3.7 was also used for the worked analysis 
of the ARANN model in centralised retail enterprises. 
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Table 3.7: Market Basket Transactional Data for All Centralised Branches 
Market Basket Transaction Data – Data for All Branches 
TID ITEMS 
T500 Bread, Milk, Beef, Chicken 
T501 Bread, Diapers, Cheese, Beer, Eggs 
T502 Beef, Chicken, Milk, Clothes, Cheese, Diapers, Beer, Coke 
T503 Bread, Milk, Chicken, Clothes, Diapers, Beer 
T504 Bread, Milk, Diapers, Coke, Clothes, Chicken, Beef 
 
To perform analysis on Table 3.7 data, even weights were applied to corresponding inputs 
to avoid bias on products. This was obtained through dividing the count of a_union_b over 
the number of records in the data set, where a and b are different products. The following 
ARANN activation was used:  
>= 0.75 strongly connected products (Strongly accepted) 
>= 0.65 moderately connected products (Accepted) 
< 0.65 weakly connected products (Rejected). 
Analysis of ARANN on Table 3.7 
{Bread} => {Milk} 
Support = 6.0
5
3)(


N
BAn
  Confidence = 75.0
4
3
)(
)(


An
BAn
 
N1 = (Sup x w1) + (Con x w2)  N2  = (Sup x w3) + (Con x w4)
  
 = (0.6 x 0.6) + (0.75 x 0.6)    = (0.6 x 0.6) + (0.75 x 0.6) 
 = 0.81       = 0.81 
O1 = 69.0
1
1
1
1
81.01





ee
N
  O2  = 69.0
1
1
1
1
81.02





ee
N
 
F = w5O1 + w6O2 
 = (0.6 x 0.69) + (0.6 x 0.69) = 0.83 
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DoB = 70.0
1
1
1
1
83.0





ee
F
 
Product pattern => 0.70 >= 0.65 
Therefore it is moderately connected and is accepted. 
 
{Beef} => {Chicken} 
Support = 6.0
5
3)(


N
BAn
  Confidence = 0.1
3
3
)(
)(


An
BAn
 
N1 = (Sup x w1) + (Con x w2)  N2  = (Sup x w3) + (Con x w4) 
 = (0.6 x 0.6) + (1.0 x 0.6)    = (0.6 x 0.6) + (1.0 x 0.6) 
 = 0.96       = 0.96 
O1 = 72.0
1
1
1
1
96.01





ee
N
  O2  = 72.0
1
1
1
1
96.02





ee
N
 
F = w5O1 + w6O2 
 = (0.6 x 0.72) + (0.6 x 0.72) = 0.86 
DoB = 70.0
1
1
1
1
86.0





ee
F
 
Product pattern => 0.70 >= 0.65 
Therefore it is moderately connected and is accepted. 
{Milk} => {Chicken} 
Support = 8.0
5
4)(


N
BAn
  Confidence = 0.1
4
4
)(
)(


An
BAn
 
N1 = (Sup x w1) + (Con x w2)  N2  = (Sup x w3) + (Con x w4) 
 = (0.8 x 0.8) + (1.0 x 0.8)    = (0.8 x 0.8) + (1.0 x 0.8) 
 = 1.44       = 1.44 
O1 = 81.0
1
1
1
1
44.11





ee
N
  O2  = 81.0
1
1
1
1
44.12





ee
N
 
F = w5O1 + w6O2 
 = (0.8 x 0.81) + (0.8 x 0.81) = 1.3 
DoB = 79.0
1
1
1
1
3.1





ee
F
 
Product pattern => 0.79 >= 0.75 
Therefore it is strongly connected and is strongly accepted. 
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3.5 ARANN SYSTEM MODEL FOR DISTRIBUTED ENTERPRISES 
This section explores the proposed system model for BI analytics in distributed retail 
enterprises. The proposed model has three layers, namely data cleaning and formatting, 
intelligent subsystem and distributed product shops, as shown in Figure 3.5. The data 
cleaning and formatting layer is found at the bottom of the proposed ARANN model. In 
this proposed model, data is collected from transactional systems branch per branch. The 
data is cleaned and formatted to the appropriate file type accepted by the proposed model. 
Processed data is input using separate branches at the middle layer of the ARANN model.  
The processed data from the bottom layer is passed into the AR model and it outputs 
confidence and support values. These values are passed into the ANN model as inputs in 
order to get the DoB. The DoB of sets generated are compared to the ARANN activations 
set. The accepted sets generated are applied on the top layer of the proposed model. This 
proposed model is deployed to each branch and patterns are generated independently. The 
choice is left to every retail enterprise branch to adopt the best results, depending on the 
market competitiveness and profit levels. 
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Figure 3.5. Proposed Intelligent Analytics-based Framework for Distributed Analytics 
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The proposed intelligent analytics-based framework has the following benefits:  
 Reduction in risk of passing misleading results to all branches.  
 No one point of failure. 
 Consumption of fewer resources. 
 Faster construction of distributed systems. 
 No need for data integration. 
3.5.1 Pseudo-code of ARANN to Distributed Analytics 
This proposed intelligent analytics-based model can be implemented using the pseudo-
code presented in Table 3.8. Table 3.8 shows how ARANN generates product arrangement 
sets that can be used by retail enterprise managers to arrange products on shop shelves so 
as to attract customers to purchase more products than planned.  
Table 3.8: Pseudo-code for ARANN Model in Distributed Analytics 
 Pseudo-code 
Steps Input:  Transactional data in database (D) = {t1, t2, t3, .., tn} 
Support () 
Confidence () 
Weights (W) = {w1, w2, w3, .., wn} 
Output:  Products pattern 
 Step 1: D = {t1, t2, t3, .., tn} //Transactions in the database 
Step 2: Ck = Candidate item set of size k 
Step 3: Fk = frequent item set of size k 
{ 
for (k =1; Fk != Ø; k++) // Fk is not equal to empty set. 
{ 
Scan the entire D to generate candidate sets Ck 
{ 
Compare candidate support count from Ck with the minimum 
support count to generate Fk 
} 
} 
Step 4: Generate Support () & Confidence () 
{ 
Step 5: Set all weights equal to the Support Value. (Heuristic 1) 
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Step 6: Input Support () & Confidence () into Neuron 1 (N1) and Neuron 2 
  (N2) as inputs 
Step 7: Generate N1 by summing of the inputs with the corresponding  
  weights and apply the output into sigmoid function 
Step 8: Generate N2 by summing of the inputs with the corresponding 
 weights  and apply the output into sigmoid function 
Step 9: Generate the summation of N1 & N2 after the sigmoid function and 
 apply the output into sigmoid function to obtain DoB by applying 
 thresholding function (Heuristic 2) 
Step 10: Display products pattern where DoB ≥ ARANN activation 
} 
} 
 
3.5.2 Mathematical Description of ARANN to Distributed Analytics 
The ARANN model is implemented mathematically by determining the support (sup) 
value generated from equation (2.1) and the confidence (con) value generated from 
equation (2.2). 
The sup and con values feed the N1 as the inputs and are multiplied with the corresponding 
weights.  
𝑁1 = 𝑆𝑢𝑝𝑊1 +  𝐶𝑜𝑛𝑊3    (3.8) 
The output of N1 after the sigmoid function:  
𝑂1 =  
1
1+ 𝑒−𝑁1
 .     (3.9) 
The sup and con values feed the N2 as the inputs and are multiplied by the corresponding 
weights. 
𝑁2 = 𝐶𝑜𝑛𝑊4 +  𝑆𝑢𝑝𝑊2    (3.10) 
The output of N2 after the sigmoid function 
𝑂2 =  
1
1+ 𝑒−𝑁2
      (3.11) 
𝐹 = 𝑊5𝑂1 + 𝑊6𝑂2     (3.12) 
=
𝑊5
1+ 𝑒−𝑁1
+
𝑊6
1+ 𝑒−𝑁2
     (3.13) 
𝐷𝑜𝐵 =  
1
1+ 𝑒−𝐹
      (3.14) 
Product Patterns = 


 
otherwiseifjected
activationARANNDoBifAccepted
    ,Re
     ,
 (3.15) 
where  𝑁1 𝑎𝑛𝑑 𝑁2 are Neuron 1 and 2 respectively; 𝑊1, 𝑊2, 𝑊3, 𝑊4, 𝑊5 𝑎𝑛𝑑 𝑊6 are the 
corresponding weights; 𝑂1 is Neuron 1 output after sigmoid function; 𝑂2 is Neuron 2 
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output after sigmoid function, F is input to final neuron and ARANN activation is the 
threshold value set. The weights are all set to equal to the Support Value (Heuristic 1) and 
the Threshold Value Set are heuristic thresholds (Heuristic 2). It should be noted that the 
ANN used cannot learn. 
3.5.3 Scenario: Arrangement of Products on Shelves for Distributed Retail Branches 
Figure 3.6 shows how the cooperative model displays placement results in distributed 
branches. Transactional data from each retail branch was loaded into the ARANN model 
to determine the arrangement sets. The data was loaded branch by branch in order to 
determine the arrangement sets for each branch. The data for each branch was pre-
processed first before being fed into the ARANN model. The results from each branch can 
be used to arrange products on the shelves of a particular branch. 
 
Figure 3.6: Intelligent Analytics-based Model for Four Branches 
The products in the distributed retail enterprise are arranged according to the arrangement 
sets generated in Figure 3.6. For example, in branch 2 the following sets are generated; 
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{bread, margarine}, {milk, margarine} and {milk, soup}. These sets generated determine 
how the products are arranged branch by branch. 
Table 3.9 and Table 3.10 show the transactional data used in branches 3 and 4 of a 
distributed enterprise. An analysis of the ARANN model is presented for each table. 
Table 3.9: Market Basket Transactional Data for Branch 3 of a Retail Enterprise 
Market-basket Transaction Data – Branch 3 
TID ITEMS 
T300 Colgate, Vaseline, Geisha, Margarine, Bread 
T301 Margarine, Bread, Coke, Colgate, Vaseline 
T302 Coke, Colgate, Chocolate, Bread, Sweets, Margarine 
T303 Geisha, Colgate, Chocolate, Towel, Vaseline, Sweets 
T304 Colgate, Vaseline, Sweets, Chocolate, Bread, Margarine, Coke 
 
Even weights were applied to each corresponding input to avoid bias on products. This 
was obtained by dividing the count of a_union_b to the number of records within the data 
set, where a, and b are different products. The following ARANN activation was used:  
>= 0.75 strongly connected products (Strongly accepted) 
>= 0.65 moderately connected products (Accepted) 
< 0.65 weakly connected products (Rejected). 
Analysis of ARANN on Table 3.9 
{Colgate, Vaseline} => {Bread} 
Support = 6.0
5
3)(


N
BAn
  Confidence = 75.0
4
3
)(
)(


An
BAn
 
N1 = Supw1 + Conw3   N2  = Conw4 + Supw2 
 = (0.6 x 0.6) + (0.75 x 0.6)    = (0.75 x 0.6) + (0.6 x 0.6) 
 = 0.81       = 0.81 
O1 = 69.0
1
1
1
1
81.01





ee
N
  O2  = 69.0
1
1
1
1
81.02





ee
N
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F = w5O1 + w6O2 
 = (0.6 x 0.69) + (0.6 x 0.69) = 0.83 
DoB = 70.0
1
1
1
1
83.0





ee
F
 
Product pattern => 0.70 >= 0.65 
Therefore it is moderately connected and is accepted. 
 
{Coke} => {Bread} 
Support = 6.0
5
3
      Confidence  = 0.1
3
3
  
N1  = (0.6 x 0.6) + (1.0 x 0.6)   N2   = (1.0 x 0.6) + (0.6 x 
0.6) 
 = 0.96        = 0.96 
01 = 72.0
1
1
96.0



e
    O2  = 72.0
1
1
96.0



e
 
F = w5O1 + w6O2 
 = (0.6 x 0.72) + (0.6 x 0.72) = 0.86 
DoB = 70.0
1
1
86



e
 
Product pattern => 0.70 >= 0.65 
Therefore it is moderately connected and is accepted. 
 
Table 3.10: Market Basket Transactional Data for Branch 4 of a Retail Enterprise 
Market-basket Transaction Data – Branch 4 
TID ITEMS 
T400 Maize meal, Beef, Fish, Cooking oil, Soups, Bread, Coke 
T401 Cooking oil, Beans, Beef, Soups, Maize meal 
T402 Rice, Fish, Soups, Cooking oil, Bread 
T403 Fruit, Coke, Bread, Milk, Chocolate, Soups 
T404 Bread, Beef, Fruit, Coke, Sweets, Maize meal 
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Analysis of ARANN on Table 3.10 
{Maize meal} => {Beef} 
Support = 6.0
5
3
    Confidence = 0.1
3
3
   
N1  = (0.6 x 0.6) + (1.0 x 0.6)   N2   = (1.0 x 0.6) + (0.6 x 
0.6) 
 = 0.96        = 0.96 
01 = 72.0
1
1
96.0



e
    O2  = 72.0
1
1
4.0



e
 
F = w5O1 + w6O2 
 = (0.6 x 0.72) + (0.6 x 0.72) = 0.86 
DoB = 70.0
1
1
86.0



e
 
Product pattern => 0.70 >= 0.65 
Therefore it is moderately connected and is accepted. 
 
{Chocolate} => {Soup} 
Support  = 20.0
5
1
    Confidence = 1
1
1
  
N1  = (0.20 x 0.20) + (1 x 0.20) N2 = (1 x 0.20) + (0.20 x 0.20) 
  = 0.24      = 0.24 
O1  = 56.0
1
1
24.0



e
   O2 = 56.0
1
1
24.0



e
 
F  = (0.2 x 0.56) + (0.2 x 0.56) = 0.224 
DoB  = 56.0
1
1
224.0



e
 
Product pattern => 0.56 < 0.65 
Therefore it is weakly connected and is rejected. 
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3.6 EVALUATION MECHANISM 
The purpose of model evaluation is to assess the performance of the models so as to identify 
the best-performing model. To test the performance of the models, three sets were used. 
The confusion matrix shown in Table 3.11 was used to represent actual values and 
predictions.  
Table 3.11: Confusion Matrix. Adapted from [4] 
  Predicted 
 
Actual 
 True False 
True a b 
False c d 
Error Rate = 
dcba
cb


  (3.16) 
where a is the number of sets predicted true when they are true, b is the number of sets 
predicted false when they are true, c is the number of sets predicted true when they are 
false and d is the number of sets predicted false when they are false. The error rate is then 
defined as shown in equation (3.16). 
TPs are the number of patterns correctly detected, which is calculated using the following 
formula:   
TP =  
d
c+d
 .    (3.17) 
TNs are the non-matching patterns that were correctly rejected and are expressed as 
follows:   
𝑇𝑁 =  
𝑎
𝑎+𝑏
 .     (3.18)  
FPs are the proposed pattern matches that are incorrect and are expressed as follows: 
     𝐹𝑃 =  
𝑏
𝑎+𝑏
.     (3.19) 
FNs are the proposed patterns that were not detected correctly and are expressed as 
follows:   
𝐹𝑃 =  
𝑐
𝑐+𝑑
.     (3.20) 
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Thus, the accuracy (Acc %) is given as;  
100 x 
FN  FP  TN TP
  
  



TNTP
Accuracy .   (3.21) 
3.7 CHAPTER SUMMARY 
The chapter described the data collection process of the datasets for both the centralised 
and distributed retail enterprises.  The data for the centralised retail enterprise was 
integrated from different sources into a single view. The data was integrated using data 
integration techniques such as data propagation, data federation and data consolidation. 
The integrated data was pre-processed following data preparation stages. The data for the 
distributed retail enterprise was also prepared and then transformed to the format accepted 
by the ARANN model.  
The prepared data feeds the ARANN model in centralised and distributed retail enterprises. 
The ARANN model was built on AR complemented by ANN to improve the results of 
both methods. The pseudo-codes and the mathematical descriptions of the ARANN model 
were presented for the centralised and distributed retail enterprise. The chapter also 
presented scenarios for product arrangements on the shelves of centralised and distributed 
retail branches.  
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CHAPTER 4 
EXPERIMENTAL EVALUATIONS AND RESULTS 
4.1 OVERALL EXPERIMENTAL SETUP 
The ARANN model for both centralised and distributed retail enterprises was developed 
using the Perl programming language. The Perl programming language was used to 
implement the ARANN model using retail enterprises’ transactional data observed under 
different ARANN activations. In distributed enterprises, the results from each branch 
showed how products were arranged per branch. On the other hand, in centralised 
enterprises the results were applied to all the branches of the enterprise. 
4.2 EXPERIMENTAL EVALUATIONS FOR CENTRALISED ANALYTICS  
4.2.1 ARANN Experimental Setup in Centralised Analytics 
The datasets from different branches in different demographic groups of a centralised retail 
enterprise were collected from different computers. The data was stored in folders. A script 
was used to integrate the data from these different folders and it was completed in four 
seconds. After integrating the data, processes such as removing additional columns, rows 
and all unnecessary data items were performed in order to clean the data. This pre-
processed data was fed into the ARANN model for the generation of product arrangement 
sets. The sample results using real-life and public datasets are presented in Figure 4.1 and 
Figure 4.2 respectively.  
 
 Figure 4.1: ARANN Rules on Real-life Data in Centralised Analytics 
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Figure 4.2: ARANN Rules on Public Data in Centralised Analytics 
4.2.2 Experiment 1: Observations of ARANN with Varying Activations in Centralised 
Analytics 
In this experiment, the following ARANN activations were used: DoB<60%, 
60%≥DoB<70% and DoB≥70%. The ARANN model rejects product arrangement sets 
where the DoB is less than 60%, accepts product arrangement sets where the DoB is 
between 60% and 69% and strongly accepts product arrangement sets where the DoB is 
above 69%. Equation (3.9) was used to determine the decision criteria to be applied to 
Table 4.1 and Table 4.2 of the ARANN model. In order to make the decision, the ARANN 
model compares the DoB value generated against the ARANN activations. Managers use 
the decision to determine how products are to be arranged across all the branches of a 
centralised enterprise. 
Table 4.1: Real-life ARANN Results for All Centralised Branches 
Dataset 
All 
Branches 
Patterns Generated DoB ARANN Cooperative Decision with 
  60>=DoB<70 DoB>=70 
 Rice, Maize meal => Soup 67% Accepted N/A 
Bread => Drink 79% N/A Strongly Accepted 
Perfume => Colgate 72% N/A Strongly Accepted 
Colgate, Body lotion => Roll-on 71% N/A Strongly Accepted 
Colgate => Body lotion 73% N/A Strongly Accepted 
Bread => Sugar 77% N/A Strongly Accepted 
Rice => Soup 67% Accepted N/A 
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Table 4.1 shows the optimal product combination sets for all the branches of a centralised 
retail enterprise. As indicated in Table 4.1, the ARANN model has accepted two product 
arrangement sets and strongly accepted five product arrangement sets that met the model’s 
requirements. The accepted sets are: ({Rice, Maize meal, Soup}, {Rice, Soup}). These 
product arrangement sets were accepted because the DoB values are greater than 59%. 
This means that there is a moderate connection between these product combinations. For 
instance, it makes logical sense for retail shops to arrange rice and maize meal next to each 
other, as these products highly supplement each other. 
 The strongly accepted sets are: ({Bread, Drink}, {Perfume, Colgate}, {Colgate, Body 
lotion, Roll on}, {Colgate, Body lotion}, {Bread, Sugar}). These product arrangement sets 
were strongly accepted because the DoB values are greater than 69%. This means that there 
is a strong connection between the product combinations. For instance, it makes sense to 
arrange toiletry products such as roll-on deodorant, combined with perfume and toothpaste; 
it makes sense for these products to be arranged on the same shelf, as they highly 
complement each other. It also makes logical sense for the retail shops to arrange bread, 
sugar and drinks next to each other, as these products highly complement each other. 
The products in all the branches of a centralised retail enterprise are arranged on the shelves 
uniformly according to either accepted or strongly accepted sets. The decision is made at 
the central or head office. 
 
 
 
 
 
 
 
 
 
  
65 
 
Table 4.2: Public ARANN Results for All Centralised Branches 
Dataset 
All 
Branches 
Patterns Generated DoB ARANN Cooperative Decision with 
  60>=DoB<70 DoB>=70 
 Fish, Canned soup => Wine 64% Accepted N/A 
Fish => Canned soup 74% N/A Strongly accepted 
Tea, Cookies => Peanuts 61% Accepted N/A 
Bread => Chocolate milk 73% N/A Strongly accepted 
Bread, Chocolate milk => Tea 65% Accepted  N/A 
Beer => Tea 67% Accepted N/A 
Beer => Chocolate milk 68% Accepted N/A 
Wine => Beer 69% Accepted N/A 
Canned soup => Bread 79% N/A Strongly accepted 
Orange juice => Bread 73% N/A Strongly accepted 
Peanuts, Bread => Canned soup 68% Accepted N/A 
Tea, Bread => Orange juice 66% Accepted N/A 
According to Table 4.2, the ARANN model accepted the following eight product 
arrangement sets: ({Fish, Canned soup, Wine}, {Tea, Cookies, Peanuts}, {Bread, 
Chocolate milk, Tea}, {Beer, Tea}, {Beer, Chocolate milk}, {Wine, Beer}, {Peanuts, 
Bread, Canned soup}, {Tea, Bread, Orange juice}). These product arrangement sets were 
accepted because the DoB values were greater than 59% and less than 70%. These are 
products that are moderately connected.  
The strongly accepted product arrangement sets are: ({Canned soup, Bread}, {Orange 
juice, Bread}). These were strongly connected products and were strongly accepted 
because the DoB was greater than 69%. These results suggest a strong connection of bakery 
products with drinks and potages. This means that bakery products need to be kept closer 
to the drinks and potages to improve the sales of these products. 
It remains the responsibility of the centralised retail enterprises’ managers or decision-
makers to make the decision on adopting either moderately connected or strongly 
connected products, depending on the market’s competitiveness and profit levels.  
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4.3 EXPERIMENTAL EVALUATIONS FOR DISTRIBUTED ANALYTICS  
4.3.1 ARANN Experimental Setup in Distributed Analytics 
In this experiment, Perl programming language was used to develop and implement the 
ARANN model. The processed transactional data was then fed into the ARANN model 
branch by branch. Notepad was used as the text editor and results were displayed through 
the command prompt. Figure 4.3 to Figure 4.8 show sample product combination sets 
generated by the ARANN model using both real-life and public datasets. 
 
Figure 4.3: ARANN Rules on Real-life Data for Branch A 
 
Figure 4.4: ARANN Rules on Real-life Data for Branch B 
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Figure 4.5: ARANN Rules on Public Dataset for Branch C 
 
Figure 4.6: ARANN Rules on Public Dataset for Branch D 
4.3.2 Experiment 2: Observations of ARANN with Varying Activations in 
Distributed Analytics 
In this experiment, equation (3.15) was used to determine the decision criteria to be applied 
to Table 4.3 through Table 4.6 of the ARANN model. The ARANN model accepts product 
combination sets defined in equation (3.15) and uses the following ARANN activations: 
DoB<60%, 60%≥DoB<70% and DoB≥70%. The ARANN model rejects product 
arrangement sets where the DoB is less than 60% and accepts product arrangement sets 
between 60% and 69%, while those with a DoB greater than or equal to 70% are strongly 
accepted. To make the decision, the ARANN model compares the DoB value generated 
against the ARANN activations. Managers use the decision to determine how products are 
to be arranged in each branch.  
 
 
 
  
68 
 
Table 4.3: Real-life ARANN Results for Branch 1 in Demographic Group A 
Dataset 
Branch 1 
Patterns Generated DoB ARANN Cooperative Decision with 
  60>=DoB<70 DoB>=70 
 Roll-on, perfume=>Colgate 71% N/A Strongly accepted 
Colgate, Body lotion=>roll on 69% Accepted N/A 
Colgate => Body lotion 71% N/A Strongly accepted 
Bread, Milk => Eggs 70% N/A Strongly accepted 
Rice, Maize meal =>soup 62% Accepted N/A 
Bread => Drink 79% N/A Strongly accepted 
Bread => Sugar 76% N/A Strongly accepted 
 
As shown in Table 4.3, five product combination sets were strongly accepted using the 
ARANN activation of DoB>=70; these include: {Roll-on, Perfume => Colgate}, {Colgate 
=> Body lotion}, {Bread, Milk => Eggs}, {Bread => Drink} and {Bread => Sugar}. This 
means that there is a strong connection between the product combinations. For instance, it 
makes logical sense for the retail shops to arrange bread, milk and eggs next to each other, 
as these products highly complement each other. The same applies to toiletry products such 
as roll-on deodorant, combined with perfume and toothpaste; it makes sense for these 
products to be arranged on the same shelf, as they highly complement each other.  
Figure 4.3 also shows that only two product combinations were accepted using the 
ARANN activation of 60>=DoB<70; these are: {Colgate, Body lotion=>Roll on} and 
{Rice, Maize meal => Soup}. These findings suggest that these two set of accepted product 
combinations have a moderate connection with each other. For instance, it is possible for 
a customer to buy soup in the same basket as maize meal and rice, depending on the needs 
of each customer. Based on the above results, the choice is thus left to every retail 
enterprise to adopt either moderately or strongly connected products, depending on their 
market competitiveness and profit levels.  
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Table 4.4: Real-life ARANN Results for Branch 2 in Demographic Group B  
Dataset 
Branch 2 
Patterns Generated DoB ARANN Cooperative Decision with 
  60>=DoB<70 DoB>=70 
 Meat, Salt => Cooking_oil 0.64 Accepted N/A 
Meat => Salt 0.71 N/A Strongly accepted 
Bread, rice => Eggs 0.66 Accepted N/A 
Bread => Lotion 0.65 Accepted N/A 
Bread => Eggs 0.65 Accepted N/A 
 
Applying the ARANN activation of DoB>=70, only one product combination set {Meat 
=> Salt} was strongly accepted, as shown in Table 4.4. These results suggest a strong 
connection between meat and salt. This means that salt needs to be shelved closer to the 
meat refrigerators to improve the sales of both products. According to Table 4.4, four 
product combination sets were accepted using the ARANN activation of 60>=DoB<70; 
these are: {Meat, Salt => Cooking oil}, {Bread, Rice => Eggs}, {Bread => Lotion}; and 
{Bread =>Eggs}. The results of the accepted product combination sets suggest that these 
products are moderately connected. For instance, by chance a customer might buy bread 
and lotion in the same basket, and there is a fair chance that a customer will buy cooking 
oil in the same basket with meat and salt. In light of the above findings it is therefore up to 
the retail enterprise’s decision-makers to adopt either moderately or strongly connected 
products, depending on the market competitiveness and profit levels. 
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Table 4.5: Public Data ARANN Results for Branch 3 in Demographic Group C 
Dataset 
Branch 3 
Patterns Generated DoB ARANN Cooperative Decision with 
  60>=DoB<70 DoB>=70 
 Fish, Canned soup => Wine 0.64 Accepted N/A 
Fish => Canned soup 0.74 N/A Strongly accepted 
Tea, Cookies =>Peanuts 0.61 Accepted N/A 
Bread => Chocolate milk 0.73 N/A Strongly accepted 
Bread, Chocolate milk =>Tea 0.64 Accepted N/A 
Beer => Tea 0.67 Accepted N/A 
Beer => Chocolate milk 0.69 Accepted N/A 
Wine => Beer 0.69 Accepted N/A 
Canned soup => Bread 0.79 N/A Strongly accepted 
Orange juice => Bread 0.73 N/A Strongly accepted 
Peanuts, Bread => Canned soup
  
0.67 Accepted N/A 
Tea, Bread => Orange juice 0.65 Accepted N/A 
 
Table 4.5 shows that only four product combination sets were strongly accepted using the 
ARANN activation of DoB>=70; these are: {Fish =>Canned soup}, {Bread => Chocolate 
milk}, {Canned soup => Bread} and {Orange juice => Bread}. These product combination 
sets are considered to be strongly connected. Table 4.5 also shows that eight product 
arrangement sets were accepted using the ARANN activation of 60>=DoB<70. The 
following are examples of the accepted product arrangement sets: {Fish, Canned soup => 
Wine}, {Tea, Cookies =>Peanuts} and {Wine => Beer}. These product arrangement sets 
comprise moderately connected products. Every retail enterprise is left with the choice to 
adopt either moderately or strongly connected products, depending on the market 
competitiveness and profit levels.  
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Table 4.6: Public data ARANN results for Branch 4 in Demographic Group D  
Dataset 
Branch 4 
Patterns Generated DoB ARANN Cooperative Decision with 
  60>=DoB<70 DoB>=70 
 Fish, Canned soup => Wine 0.64 Accepted N/A 
Fish => Canned soup 0.74 N/A Strongly accepted 
Tea, Cookies =>Peanuts 0.61 Accepted N/A 
Bread => Chocolate milk 0.72 N/A Strongly accepted 
Bread, Chocolate milk =>Tea 0.66 Accepted N/A 
Beer => Tea 0.67 Accepted N/A 
Beer => Chocolate milk 0.67 Accepted N/A 
Wine => Beer 0.70 N/A Strongly accepted 
Canned soup => Bread 0.80 N/A Strongly accepted 
Orange juice => Bread 0.73 N/A Strongly accepted 
Peanuts, Bread => Canned soup
  
0.68 Accepted N/A 
Tea, Bread => Orange juice 0.67 Accepted N/A 
 
Table 4.6 shows that only five product combination sets were strongly accepted using the 
ARANN activation of DoB>=70. Some of the examples of the strongly accepted sets are: 
{Bread => Chocolate milk} and {Fish => Canned soup}, and the results suggest that the 
product combinations are strongly connected. Table 4.6 also indicates that seven product 
combination sets were accepted using the ARANN activation of 60>=DoB<70. Some of 
the examples of the accepted product combination sets are: {Fish, Canned soup => Wine}, 
{Orange juice => Bread} and {Tea, Bread =>Orange juice}. These findings suggest that 
the product combinations are moderately connected. The decision-makers of retail 
enterprises are left with the choice to adopt either moderately or strongly connected 
products, depending on their market competitiveness and profit levels.  
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4.4 PERFORMANCE EVALUATION OF DISTRIBUTED AND CENTRALISED 
ANALYTICS 
4.4.1 Experiment 3: Comparison of ARANN in Terms of Memory and Time Usages   
The current study compares the performance of the ARANN model in a distributed retail 
enterprise against a centralised retail enterprise. In the distributed retail enterprise, a 
computer was used to represent a branch and the time (wall clock times) taken by the 
ARANN model to generate product combination sets was observed. Figure 4.7a shows raw 
integration time. Figure 4.7b shows the time of response (ToR) taken by the ARANN 
model to integrate a number of records from various workstations. Figure 4.7c shows the 
ToR taken by the ARANN model to generate product combination sets in distributed and 
centralised retail enterprises. Figure 4.7d shows the ToR taken by the ARANN model to 
generate product combination sets across different data sizes.   
 
Figure 4.7: Comparison of the Performance of ARANN in Retail Enterprises 
From the experiment conducted, it was observed that the ARANN model performs faster 
in distributed retail enterprises than in centralised retail enterprises (see Figure 4.7c). The 
ARANN model takes more time to generate product combination sets in a centralised retail 
enterprise than in a distributed retail enterprise. The ToR to integrate data depends on the 
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number of records being integrated. The more the records, the more time is needed to 
integrate those records. This was observed in Figure 4.7b. In addition, the performance 
time taken by the ARANN model depends on the size of the data set being used. The 
ARANN model’s performance is affected by the size of the data set, as shown in Figure 
4.7d. 
4.4.2 Experiment 4: Benchmarking ARANN with Classical Models 
A) Benchmarking ARANN with Classical Models in Centralised Analytics 
AR and ANN models were compared to the ARANN model. The AR model was 
implemented using Waikato Software for Knowledge Analysis (WEKA) version 3.7. The 
data was fed into the WEKA and the minimum support was adjusted. A simple ANN model 
which cannot learn was implemented. The weights of the ANN model were set by using 
heuristics thresholds. Table 4.7 shows the number of product combination sets generated 
by each model, correctly detected patterns, incorrectly detected patterns and the accuracy 
of detection under different transactional datasets. It indicates the accuracy of a model’s 
algorithm in generating patterns. The correctly detected patterns were calculated by finding 
the sum of equation (3.17) and equation (3.18), while the incorrectly detected patterns were 
calculated by finding the sum of equations (3.19) and equation (3.20). Equation (3.21) 
along with the confusion matrix was used to calculate and determine each model’s 
accuracy rate. From the results in Table 4.7, it can be observed that ARANN has a higher 
accuracy rate compared to the modelled classical models which cannot learn. 
Table 4.7: Quantitative Comparison of Three Models on Retail Datasets 
Dataset Algorithms No. of Patterns Correctly 
Detected 
(TP, TN) 
Incorrectly 
Detected 
(FP, FN) 
Accuracy 
 
Real life 
AR 6 83% 17% 83% 
ANN 6 67% 33% 67% 
ARANN 5 83% 17% 83% 
 
Public 
AR 4 75% 25% 75% 
ANN 4 75% 25% 75% 
ARANN 3 100% 0% 100% 
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As shown in Table 4.7, the ARANN model has the highest accuracy rate compared to other 
classical models. The ARANN model has 83% and 100% accuracy rates, while the AR 
model has 83% and 75%, with the ANN being the least accurate (67% and 75%), in both 
the real-life and public datasets. Based on the accuracy results and correctly detected 
product combination sets, the ARANN model seems to be the most reliable and effective 
model when it comes to product combination arrangements in centralised retail shops for 
sales maximisation. 
B) Benchmarking ARANN with Classical Models in Distributed Analytics 
Table 4.8 shows the error rate of the individual AR and ANN models against the ARANN 
model. Equation (3.16) was used to determine the error rate of each model. The column 
“No. of patterns” indicates the number of product combination sets evaluated. The column 
“Correctly classified sets” is composed of product combination sets that the ARANN 
model predicted as true when they were actually true (a) and sets predicted as false when 
they were actually false (d), as shown in Table 3.10 (the confusion matrix). The column 
“Incorrectly classified sets” is composed of product arrangement sets that the ARANN 
model predicted as false when they were actually true (b) and sets predicted as true when 
they were false (c).  Randomly generated product combination sets were used to evaluate 
the performance of the three models. For example, in Branch A (real-life dataset), of the 
10 rules that were used in AR, five rules were predicted as true when they were actually 
true (a); two rules were predicted as false when actually false (d); three rules were predicted 
as true when actually false (c) and no rules were predicted as false when actually true (b).  
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Table 4.8: Quantitative Evaluations of the Cooperative Model in Distributed Branches 
Dataset Algorithms No. of 
Patterns 
Correctly  
Classified sets 
(a, d) 
Incorrectly 
Classified sets 
(b, c) 
Error 
Rate 
Real life 
Branch 1 
(66 records) 
AR 10 7 3 30% 
ANN 10 6 4 40% 
ARANN 6 5 1 17% 
Branch 2 
(66 records) 
AR 10 8 2 20% 
ANN 10 8 2 20% 
ARANN 7 6 1 14% 
Public 
Branch 3 
(200 records) 
AR 10 8 2 20% 
ANN 10 6 4 40% 
ARANN 6 5 1 17% 
Branch 4 
(200 records) 
AR 10 8 2 20% 
ANN 10 7 3 30% 
ARANN 8 6 2 25% 
 
From the results displayed in Table 4.8, it is clear that the ARANN model has a lower error 
rate compared to the individual classical models. 
4.5 CHAPTER SUMMARY 
In this chapter different experimental evaluations were conducted on the ARANN model 
in the centralised and distributed environment. The Perl programming language was used 
to develop and implement the ARANN model.  The following ARANN activations were 
used: DoB< 60%, 60%>=DoB<70% and DoB>=70%. The ARANN model rejects 
arrangement sets where the DoB is less than 60% and accepts arrangement sets between 
60% and 69%, while those with a DoB greater than or equal to 70% are strongly accepted. 
The manager makes decisions on how the products can be arranged in each branch, 
depending on the results generated by each branch. 
The experiments on ARANN were conducted using real-life and public datasets. The real-
life datasets were collected from different branches in different demographics of a retail 
  
76 
 
enterprise. Datasets for centralised retail enterprises were integrated and cleaned before 
being fed into the ARANN model. In distributed retail enterprises, there was no need for 
data integration. The data was only cleaned and fed into the ARANN model for the 
generation of product arrangement sets. The generated product arrangement sets in the 
distributed retail enterprise were applied to individual branches, while in centralised retail 
enterprises, the product arrangement sets where applied uniformly across all the branches. 
The ARANN model’s performance was also compared in distributed and centralised 
analytics. In the experiment, a computer was used to represent a branch and the time taken 
by the ARANN to generate the patterns was noted. It was observed that the ARANN model 
performed faster in distributed and centralised retail enterprises.  
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CHAPTER 5 
CONCLUDING REMARKS  
5.1 CONCLUSION  
In this study a cooperative ARANN model was developed and implemented for both 
centralised and distributed retail enterprises for the generation of product arrangement sets. 
This ARANN model was developed on the AR and ANN models to complement each other 
cooperatively. The idea was for the ARANN model to take the strengths of these individual 
models in order to improve product arrangement sets in centralised and distributed retail 
environments. The product arrangement sample sets generated from the ARANN model 
were presented in Figure 4.1 and Figure 4.2 in centralised retail enterprises and for 
distributed retail enterprises were presented in Figure 4.3 to Figure 4.6. This ARANN 
model for centralised enterprises was implemented using the algorithm shown in Table 3.6, 
while for distributed enterprises it was implemented using the algorithm shown in Table 
3.8. In the centralised retail enterprise the data was integrated as shown in Figure 3.3. On 
the other hand, there was no need for data integration in distributed enterprises, as shown 
in Figure 3.5 of the ARANN model. The Perl programming language was used to develop 
and implement the ARANN model. In centralised retail enterprises, the program was 
programmed according to the mathematical descriptions presented in equation (2.1), 
equation (2.2), and equation (3.1) to equation (3.7), while in distributed retail enterprises, 
equation (2.1), equation (2.2) and equation (3.8) to equation (3.15) were used. 
The ARANN model was tested using transaction data from the real-life and public 
environment. The real-life datasets were collected within different demographic groups in 
South Africa, while the public dataset was downloaded from the internet. The data used on 
the ARANN model was structured as shown in Table 3.1 to Table 3.5. The ARANN 
model’s accuracy rate was tested in centralised retail enterprises and the results are shown 
in Table 4.7. The ARANN model was noted to have a higher accuracy rate than the 
individual created models The ANN model used cannot lean. The error rates of the 
ARANN model in distributed retail enterprises was compared, as shown in Table 4.8, for 
both real-life and public datasets. From the table it can be seen that the ARANN model has 
a lower error rate compared to the modelled classical model. 
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Tables 4.1 to 4.6 documents experimental results of the cooperative ARANN model 
showing improved product arrangement sets. These product arrangement sets can be used 
to arrange products on shop shelves in order to improve sales within retail enterprises.  
5.2 MANAGERIAL IMPLICATIONS 
The research observed some improved product arrangement sets that can be discovered 
from retail enterprise transactional datasets. The findings have some managerial 
implications for retail enterprises’ decision-makers that can improve retail sales. Retail 
enterprise management can implement different marketing strategies based on the results 
generated from the transactional data. The results obtained can assist retail management to 
know the levels of product associations, such as weak, moderate or strong. This can help 
retail managers implement strategies such as the best product arrangement on shop shelves, 
product promotions and next product sales prediction.  
The results generated from transactional data can reduce company expenses such as 
advertising and minimise promoting the wrong product and poor product arrangement, 
which can influence customer buying habits.  
There are some differences in how the ARANN model is developed and implemented in 
centralised and distributed retail enterprises. Managers should consider some observations 
of the ARANN model in distributed analytics:  
 The proposed ARANN model retains complete control of product combination set 
generation.  
 The product combination sets generated by the ARANN model show a lower error 
rate (Table 4.8). 
 The ARANN model reveals the real buying habits of each branch.  
 The model reduces the risk of passing misleading results to all branches (Table 4.3 
to Table 4.6).  
 There is no need for data integration (Figure 3.5).  
On the other hand, observations of the ARANN model to be considered by managers are: 
 This ARANN model exercises full control of product combination set generation. 
 The same cooperative ARANN model results are used for all branches (Table 4.1). 
 The implementation/software of this model runs in a single process.  
  
79 
 
 There is a single point of control of product placement patterns for all branches. 
 However, a single point of failure to generate correct product combination sets 
could mislead all branches. 
5.3 FUTURE WORK 
In future, the author wishes to: 
 Improve on ARANN performance by considering nature-inspired algorithms; 
 Investigate a standard method of selecting the threshold; 
 Use big data transactional datasets; and 
 Integrate a sophisticated learning algorithm into ARANN and deploy it into 
wholesale enterprises. 
 Explore the implementation of ARANN using open-source data mining 
frameworks. 
The strategy and observations in the current study are, therefore, good for addressing 
challenges in the competitive environment. 
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