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SUMMARY 
An extension o f  the Tr id iagonal  Reduction (FEER) method i n  L e v e l  17  of 
NASTRAN f o r  cornple~ eigenvalue a n a l y s i s  i s  desc r ibed .  A6 i n  t h e  case  of r e a l  
e igenvalue a n a l y s i s ,  the e igensolu t ions  c l o s e s t  to  a  s e l e c t e d  p o i n t  i n  t h e  
eigenspectrum a r e  cxrracred from a reduced, symmetric, t r i d i a g o n a l  e igenmatr ix 
whose order  i s  much lower than t h a t  of t h e  f u l l - s i z e  problem. The reduction 
process is effected a u t o m a t i c a l l y ,  and t h u s  avoids  t he  a r b i t r a r y  lumping of 
masses and o t h e r  physical  q u a n t i t i e s  a t  s e l e c t e d  gr id  points. The statement  
of  t h e  a lgeb ra i c  eigenvalue problem admits mass, damping and s t i f f n e s s  
m a t r i c e s  which are  u n r e s t r i c t e d  i n  c h a r a c t e r ,  i.e., they may be real ,  symmetric 
o r  unsymmetric, s ingu la r  o r  nonsingular .  
The bas i c  concepts underlying the method a r e  summarized and s p e c i a l  
f e a t u r e s ,  such ss the  es t imat ion  o f  e r r o r s  and d e f a u l t  modes of ope ra t ion  are 
d iscussed .  I n  add i t i on ,  t h e  new user-information and e r r o r  messages, and 
o p t i o n a l  d i agnos t i c  output r e l a t i n g  t o  the complex Tr id iagonal  Reduction method, 
are presented.  
Some numerical r e s u l t s  and i n i t i a l  experiences r e l a t i n g  to  usage i n  the  
NASTRAN environment are provided, inc luding  comparisons w i t h  o the r  e x i s t i n g  
NASTRAN methods f o r  complex cigenvalue e x t r a c t i o n .  
INTRODUCTION 
The complex Tr id iagonal  Reduction method is  an  ex tens ion  of t h e  FEER 
a lgor i thm (Pas t  - gigenvalue E x t r a c t i o n  Routine)  f o r  r e a l  e igenvalue a n a l y s i s  t o  
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complex, a l g e b r a i c  e igenproblcm f o r m u l a t i o n s .  A s p e c i f i e d  nun~bor o f  eigen- 
v a l u e s  l y i n g  c l o s e s t  t o  a s e l e c t e d  p o i n t  i n  the  complex p l a n e  a r e  s o u g h t ,  ne 
w e l l  a s  t he  a s s o c i a t e d  e i g e ~ ~ v e c  t o r s .  As i n  t h e  c a s e  o f  real e i g e n v a l u e  
a n t l y s i s  ( r e f .  11,  t h e s e  a i g e n s o l u t i o n s  a r c  e x t r a c t e d  from a syuunetric,  tri- 
d i a g o n a l  e i g e n m a t r i x  whose o r d e r  i s  much lower  than  t h a t  of t h e  f u l l - s i z e  
problem. l n  fact ,  t h e  s i z e  of t h i s  c a n o n i c a l ,  reduced m a t r i x  is  of the same 
o r d e r  aE magni tude a s  t h e  number o f  d e s i r e d  rootgl, even i f  t h e  d i s c r e t i z e d  
sy s t a n  n ~ o d e l  possesses thousnnds of d e g r e e s  o f  Er eedom . The r e d u c t i o n  p r o c e s s  
Is c a r r i e d  out: via  an a u r a m a t i c  a l g o r i t h m  r e q u i r i n g  a f i n i t e  number of steps, 
Thus,  n bas ic  weakness of inethods requiring t h e  lumping of masses and o t h e r  
p l ~ y s i c a l  q u a n t i t l . e s  nc a r b i t r a r i l y  s e l e c t e d  degrees  of freedom ( r e f s .  2-4) i s  
avoided i n  r e d u c i n g  the problem s i z e .  
With r e g a r d  t o  computa t iona l  speed ,  t h e  complex T r i d i a g o n a l  Reduct ion 
method i s  somewhat slowel: t h a n  t h e  Hessenberg method (refs. 5 and 6)  for 
s m a l l  problems (an  the o r d e r  of one hundred o r  less d e g r e e s  o f  freedom), if 
a l l  t h e  e x i s t i n g  e i g c n s o l u t i o n s  a r e  t o  b e  c a l c u l a t e d .  However, i t  becomes 
-
inore e f f i c i e n t  than  the Hessenberg method when t h e  number of r e q u e s t e d  e igen-  
s o l u t i m s  J.s much less than the f u l l  problem s i z e .  Moreover, f o r  much larger 
problems, t h e  c e n t r a l  memory requ i rement  of the Hessenberg method exceeds  t h e  
c a p a b i l i t i e s  o f  most l a r g e  computers ,  so t h a t  it becomes u n a v a i l a b l e  as a 
s o l u t i o n  o p t i o n .  T h i s  l i m i t a t i o n  does  n o t  e x i s t  i n  t h ~  c a s e  of the T r i -  
d i a g o n a l  Reduct ion Method. 
Tlte complex T r i d i a g o n a l  Reductfan method enlploys a s i n g l e  i n i t i a l  s h i f t  
p a i n t ,  and hence  on ly  one matrix decomposi t ion i s  r e q u i r e d  f o r  each neighbor-  
hood chosen i n  the complex p l a n e ,  It t h e r e f o r e  i s  more e f f i c i e n t  t h a n  t h e  
conlplex Inverse Power method, which typfca1l.y performs many s h i f t s  and de- 
composi t ions  f o r  each r e g i o n  s e l e c t e d .  I n  a d d i t i o n ,  b o t h  t he  complex I n v e r s e  
Power method and t h e  complex Determinant  method r e q u i r e  t l i a t  t11e u s e r  supply  
t h e  l e n g t h  and width  of r e c t a n g u l a r  r e g i o n s  i n  the complex p l a n e ,  w i t h i n  which 
the e i g e n v a l u e s  are d e s i r e d ,  as well as t h e  number o f  e s t i m a t e d  r o o t s  i n  each 
region. T h i s  can  b e  burdensome t o  t h e  u s e r ,  who u s u a l l y  does n o t  have 
enough advance i n s i g h t  t o  select t h e s e  pa ramete rs  i n t e l l i g e n t l y .  An improper 
c h o i c e  ( e - g . ,  a s t r i p  too wide ,  o r  too  small an estimate on t h e  number of 
r o o t s  w i t h i n  the s t r i p )  c a n  l e a d  t o  an i n o r d i n a t e l y  l a r g e  number of compu- 
t a t i o n s  o r  f a i l u r e  t o  e x t r a c t  any r o o t s  a t  a l l  w i t h i n  t h e  a l l o t t e d  machine 
time. These d i s a d v a n t a g e s  are e l i m i n a t e d  i n  t h e  complex FEER method, where 
t h e  user i s  o n l y  r e q u i r e d  t o  select p o i n t s ,  closest t o  w I ~ i c h  a spe_cif led  
number of e f g e n s o l u t i o n s  are d e s i r e d .  
The t h e o r y  and computa t iona l  p rocedures  f o r  complex a n a l y s i s  d e p a r t  from 
those  of real a n a l y s i s  i n  the fo l lowing  major r e s p e c t s :  
1. Both l e f t  and r i g h t  b i - o r t h o g o n a l  v e c t o r s  must be c r e a t e d  i n  the 
p r o c e s s  of c o n s t r u c t i n g  t h e  reduced r r i d i a g o n a l  m a t r i x .  
2 .  The raduced t r i d i a g o n a l  m a t r i x ,  w h i l e  symmetric i n  form, i s ,  i n  
g e n e r a l ,  complex r a t h e r  than real.  
3 .  The calculated t h e o r e t i c a l  errors i n  thq cqmputed e i g e n v a l u e s  are 
e s t i m a t e s  r a t h e r  t h a n  upper bounds, 
11 ,  E l g e t i s o l u t i o n s  c l o s c s t :  t o  orle o r  more s p e c i f i e d  p o i n t s  ( s l t i F t  points) 
i n  the complex plane  nre  found.  A l l  e i g c n s o l u t i o n s  o b t a i n e d  f u r  
p r e v i o u s  s11iEt p o i n t s  are swept: o u t  OF the  problem t o  p r e v e n t  r h a i r  
r e g e n e r a t i o n  when d e a l i n g  kti t h  t h e  current s h i f t  p o i ~ l r , .  
tW OVERVIE\J OF THE COFII'LEX TRID1AGONAL IUDUCTION EETI4OD 
A '  d e t a i l e d  development o f t h e  n c a l y  t i c a l  and con~putn  t i o n n l  procedures, 
including progrnn\lrlging a s p e c t s  and Elor? charts can be fourlci i n  the NASTRAN 
Level 17 Theoretical nrld Progranrnicr's P1nnuoI.s. The following is n sunatary of 
t h e  b a s i c  f e a t u s e s  of t h e  c c n ~ p l c x  T r i d i n g o n n l  Reduction Scheme. 
The general complex e i g e n v a l u e  problem i s  s t a r e d  i n  t h e  fonn 
where [ E l ]  , [ B ]  , nnd [ Y ]  nray be  rcnl, coniples, syrimic t r i c  o r  unsyliimretric, 
s i n g u l a r  or  non-s ingul3r .  A s p e c i f i e d  tluniber o f  c igenv t l lues ,  p  , l y i n g  
closes t  to a s p e c i f i e d  point, Xo , (called n shift p a i n t )  i r t  the corliplex 
plntie urc t o  be  found, ss v e l l  a s  the a s s o c i a t e d  e igen* icc to r s  u . The 
eigenvalucs  slay i n c l u d e  n i u l r i p l i c i  t ies .  I3y a s u i t a b l e  t r u n s f  o m a t i o n ,  the 
above call be c s p r e s s e d  i n  the standard inverse iorni, 
where [ A ]  is d o ~ l b l e  the size of file stiffness, mass and dan~p ing  m a t r i c e s ,  nnd 
1 
h =F ( 3 )  
0 
In the s p e c i a l  case where [ B ]  i s  11ul1 ( e  .g., no damping) , t h e  d o u b l e - s i z e  
e igenva lue  probleni can b e  a v o i d e d  by considering t h e  mathematical eigenv~l lues  
t o  b e  p Z  and d e f i n i n g  
in equation (2) . 
Since the e igenmacr i s ,  [ A ]  , i s ,  i n  g e n e r a l ,  u n s y ~ t n ~ e t r i c ,  the e i g e n v e c t o r s ,  
{x)' , are o r t h o g o n a l  t o  the e i g k n v e c t o r s ,  IF}, of the t r a n s p o s e  e i g e n p r o b l e n ~  
so r l lnt f o r  hi # A j  , 
{G. } T { ~ i )  = O; i#j . j 
The above r e l a t i o n s h i p  i s  a b i o r t h o g o n a l i t y  c o n d i t i o n  and t h e  associated 
e i g e n v e c t o r s ,  (xi} and [; ) , o r e  c a l l e d  r i g h t  and left e i g e n v e c t o r s ,  
r e s p e c t i v e l y .  - 'j 
A reduction of  t h e  o r d e r  o f  the e i g e n v a l u e  problem, equation (Z), is 
e f f e c  Led through the t ransforlnn t i a n  
I a  = rv1 {yl , 
nxl nxm r~wl 
and 
A {XI = [71 GI , 
nxl nxm nwl 
A FI 
where {x} and {x) a r e  approxin~at ions  of 1x1 and {GI , r e s p e c t i v e l y ,  
n i s  the  o rde r  of the  unreduced problem, and m 6 n . The above t rans-  
f orn~ation ma t r i ce s  are chosen t o  bc biorthonormal ,  s o  that  
From equat ions  (2) ,  (7) ,  and (81, i t  i s  seen t h a t  
where 
and i s  an approximation of t he  eigenvalue,  A . 
Thus, equat ion (9) i s  an rn* orde r  eigenvalue problem, where m C a . 
The va lue  of m i s  e s t a b l i s h e d  according t o  t h e  c r i t e r i a  given later. 
As in the case of real eigenvalue a n a l y s i s  ( r e f .  l), t h e  Lanczos 
algori thm i s  used t o  c o n s t r u c t  the transf ormation matrices vector by 
vec to r ,  i . e . ,  
such t h a t  the reduced mxm matrix, [ B ] ,  i s  t r i d i a g o n a l  and its digenvalues 
accu ra t e ly  approximate the roo t s  of equat ion  ( 2 )  having the  largest  
magnitude ( o r ,  equ iva l en t ly ,  the p h y s i c a l  roots, p , c l o s e s t  t o  t h e  s p e c i f i e d  
poin t  of i n t e r e s t ,  A, , i n  t h e  complex p l ane ) .  Uofng symmetry arguments 
s imi l a r  t o  those employed f o r  r e a l  eigenvalue a n a l y s i s ,  it can b e  shown 
that the transformed, reduced eigenmatrix i n  equat ion (9) is  t r i d i a g o n a l  and 
symmetric, having the  f o m ,  
The nrntris c o e f f i c i e n t s  are  theoretically given by tlre s i m p l i f i e d  recurrence 
f o r-tnulas 
where t h e  sequence i s  i n i t i a l i z e d  by choosing random, b i o r t l ~ o n o ~ - t n n l  s tart ing  
vectors for {vlI, (GI) and by s e t t i n g  ~ ~ = ~ ; { ~ ~ ~ l = { ~ ~ l =  {o} . 
The f i n a l  o f f -d iagona l  term, d,ll-C1 , given by e q u a t i o n s  (13) is used i n  
es t n b l i s h i n g  error e s t i n ~ n t e s  f o r  t h e  con~puted eigcnvalues , ns described below. 
I n  nddit ior-r ,  t h e  above algor.ithm is modi f i ed  in tllr cornputnt ional  scheme as  
Eollor~s :
1. Bac1-r p a i r  of vectors (v I , ( G  c s l c u l o t e d  in equat ions  
(13b), is ucorthogona1iz&f1to nlf: previous ly  computed pairs, 
before  re -en ter ing  equntians (13~). 
2. Tlle size, m , of ~ l l e  reduced problem i s  a f u n c t i o n  o f  the nun~ber of 
accurate eigenvalues r e q u e s t e d  by the user  and i s  l i n ~ i t e d  t o  t h e  nun!- 
b e r  o f  f i n i t e  phvsicnl. e i g e n v t l l t ~ e s  availnble . 
The e igenvnluns ,  A , and e igcnvecLors ,  { y ) ,  of e q u a t i o n  (9)  a r c  ex- 
t r a c t e d  usirlg t h e  Q-R i t e r n t i o n  a l g o r i t h m  and e i g e n v e c t o r  computa t iona l  
schcme deocr ibed i n  connec t ion  w i t h  t h e  Upper Hessenberg method i n  N A S T W  
( 5 . 'they a r e  then converted t o  p h y s i c a l  form. 
CRITERIA FOR THE SIZE OF THE 
REDUCED E'LGENVALUG PROBLEM 
The maxiltlunl number of f i n i t e  e i g e n s o l u t i o n t l ,  i n c l u d i n g  any  xis sting 
r i g i d  body modcs, i s  e q u a l  t o  t h e  r a n k ,  r , of t h e  e i g e n m a t r i x ,  [ A ] ,  i n  
e q u a t i o n  ( 2 ) .  Thus, f o r  example, massless d e g r e e s  o f  freedom, appear ing  as 
z e r o  d i a g o n a l  terms i n  t h e  [MI m a t r i x ,  w i l l  r e s u l t  i n  s i n g u 1 , a r i t i e s  ( rank  
r e d u c t i o n ) ,  which imply i n f i n i t e  p h y s i c a l  e i g e n v a l u c s .  These s p u r i o u s  r o o t s  
are swept o u t  of t h e  problem i n  t h e  complex PEER process,  with  a  consequent  
reduc t i o n  i n  t h e  a v a i l a b l e  e i ~ e n s o l u t i o n s  . 
A f u r t h e r  consj .dera t ion i n  l i m i t i n g  t h e  rilaxirnum problem s i z e  is  t h a t  the 
user h a s  t h e  o p t i o n  of r e q u e s t i n g  e i g e n s o l u t i o n s  i n  t h e  neighborhood of. 
s e v e r a l  s h i f t  p o i n t s  (X0l,A02, . . . I  i n  t h e  complex p l a n e .  I n  t h e  T r i -  
d i a g o n a l  Reduction method, a l l  e i g e n s o l u t i o n s ,  E , o b t a i n e d  for p r e v i o u s  
s h i f t  p o i n t s  a r e  swept o u t  of t h e  problem t o  p r e v e n t  their re-genera  ion when 
d e a l i n g  w l t h  ?bz c u r r e n t  s h i f t  p o i n t .  Th i s  i m p l i e s  t h a t  t h e  maximum p o s s i b l e  
s i z e ,  in , of t h e  reduced problem is f u r t h e r  l i n r r e d  t o  
m = r - f  
max 
On the b a s i s  of ~ u m e r i c a l  exper iments ,  s i m i l a r  t o  t h o s e  c i t e d  i n  
r e f e r e n c e  1 f o r  r e a l  e i g e n v a l u e  a n a l y s i ? ,  i t  h a s  been Eoufid t h a t  when 
m << m , a f i r s t  grouping of more t h a n  m/2 computed e i g e n v a l u e s  c l o s e s t  
t o  t h e m % i f t  p o i n t  are  i n  a c c u r a t e  agreement with t h e  cor responding  number 
of exact e igenva lues ,  provided t h a t  7 G m G %,, . The remaining reduced- 
sys tem r o o t s  a r e  sp read  a c r o s s  t h e  remzining e x a c t  eigenspectrum. To enhance 
t h e  accuracy  of t h e  a s s o c i a t e d  e i g e n v e c t o r s ,  t h e  minimum problem s i z e  i s  
f u r t h e r  i n c r e a s e d  tc twelve, a g a i n  assuming t h a t  m t < % a ,  . 
Thus ,  i f  t h e  u s e r  r e q u e s t s  a t o t a l  of q e i g e n v a l u e s  c l o s e s t  t o  a 
s p e c i f t e d  p o i n t  i n  t h e  complex p l a n e ,  t h e  o r d e r  o f  t h e  reduced problem i s  
i n i t i a l l - -  se t  t o  
=min[ (2:+10) , (2n-f)3 ; :B]#[o] , 
-in[ (2i-l-lo), (n-f) ] ; [B]=[O] . 
Although t h e  total number of e i g e n s o l u t i o n s  r e q u e s t e d  shou ld  n o t  exceed 
, the-e i s  u s u a l l y  no s imple  way t o  d i s c e r n  this upper  l i m i t  i n  complex 
e i g e n v a l u e  problems. However, t h e  r e o r t h o g o n a l i z a t i o n  tests a r e  des igned  t o  
automatically e s t a b l i s h  t h i s  upper  l t m i t .  I f  t h e  l a t t e r  tests f a i l  f o r  some 
v e c t o r  p a i r  { v ~ + ~ )  , + , t h i s  i s  a n  i n d i c a t i o n  t h a t  a null v e c t o r  h a s  
been genera ted  because h a x  l i n e a r l y  indepdndent  v e c t o r s  have already been 
obta ined .  The r e c u r r e n c e  a l g o r i t h m ,  equat ions  (13), i s  then te rmina ted  and 
t h e  o r d e r  of the eigenproblcm is E u r ~ h e r  reduced t o  m = i . 
ERROR ESTIMATES FOR THE 
COMPUTED EZGENVALUES 
Fol lowing a development s i m i l a r  t o  that of r e f e r e n c e  1 f o r  r e a l  e igen-  
v a l u e  a n a l y s i s ,  i t  can b e  shown t h a t  
The above shows t h a t  t h e  a b s o l u t e  v a l u e  of t h e  d i f f e r e n c e  between t h e  corn-, 
pu ted  and t r u e  e igenva lue  magnitudes i s  p r o p o r t i o n a l  t o  t h e  magni tude of 
dm+l (which i s  the n e x t  o f f -d iagona l  term t h a t  would be  genera ted  had the  
reduced t r i d i a g o n a l  matrix, [HI , beer; i n c r e a s e d  from o r d e r  m t o  o r d e r  
ml-1 ) and ynli  , Cw11icl-1 i s  the last term i n  the reduced-system e i g e n v e c t o r  
a s s o c i a t e d  w i t h  A ) . 
Conver t ing e q u a t i o n  (16)  t o  p h y s i c a l  e i g e n v a l u e  form, u s h g  e q u a t i o n s  
( 3 )  and ( 4 ) ,  y i e l d s ,  
The use  of the above e r r o r  estimates as c r i t e r i a  f o r  a c c e p t a b l e  e i g e n s o l u t i o n s  
is as f o l l o w s :  
(a )  I f  t h e  p h y s i c a l  e i g e n v a l u e ,  pi , cor responds  t o  a zero r o o t  (c .g . ,  a 
r i g i d  body mode), t h e  above c o m p u t a t i o n a l  scbzme i s  i n v a l i d  and  t 6 c r e -  
fore bypassed. Denoting t as t h e  number of d i g i t s  c a r r i e d  i n  t h e  
computat ions ,  a z e r o  r o o t  is assumed t o  occur  whenever 
where 
and is  denoted by s e t t i n g  t h e  e r r o r  ti t o  z e r o .  
(b) The eiganvnlues a r e  l i s t e d  i n  o rde r  of i nc reas ing  distance from t h e  s h i f t  
p a i n t ,  A, , t o  determine whether t h e i r  a s : ~ o c i a t e d  est imated e r r o r s ,  E i  , 
meet nn f i c c ~ ~ p t o b l e  r l a t i v e  e r r o r  t o l e rance  set by t h e  u s e r  on the  E I G C  
bulk d a t a  card (the d e f a u l t  va lue  i s  0.10/n, where n i s  the a r d e r  of 
the  s t i f f n e s s  ma t r ix ) .  The f i r s t  e igenvalue n o t  meeting the  to l e rance  
t e s t ,  a s  wel l  a s  all subsequent e igenvalues f u r t h e r  removed from t h e  
ckn te r  o f  i n t e r e s t ,  a r e  considered t o  l a c k  s u f f f c i c n t  accuracy and a r e  
t h e r e f o r e  discarded.  
( c )  Acceptable eigenvalues obtained i n  t h e  above manner a r e  reordered 
according t o  the 1na.gnitude of t he  imaginary p a r t ,  wi th  p o s i t i v e  va lues  
considered a s a  groupahead of a l l  negativt:  va lues .  
WAS'IIPAN USER ' S INSTRUCTIONS 
Fjgure  1 shows modi f ica t ions  of the  EIGC card i n  the  NASTRAN bulk  data 
deck which accommodate u se r  implementation of  t he  Tr id iagonal  Reduction method 
f o r  complex eigellvnlue l ina lys i s .  The modi f ica t ions  c o n s i s t  of a d d i t i o n s  t n  
the s tandard  user i n s t r u c t i o n s  and are underscored for ease  in i d e n t i f i c a t i o n .  
When the compiex Tr id iagonal  Reduction method is invoked, t h e  E 
parameter on this card r e p r e s e n t s  the maximum allowable va lue  of t he  com- 
puted a b s o l u t e  r e l a t i v e  e r r o r  i n  a pl1,ysical e igenvalue .  I f  t h i s  value i s  
exceeded, the assoc ia ted  e igensolu t ion  is  no t  accepted f o r  f u r t h e r  p r o c e ~ s i n g  
by NASTRAN. A d e t a i l e d  l i s t  of the  maximum r e l a r i v e  e r r o r s  computed by com- 
plex FEER can be  obtained by reques t ing  D I A G  1 2  i n  t h e  NASTRN4 Executive 
Control Deck. 
USER MESSAGES AND OPTIONAL DIAGNOSTICS 
Funct iona l  Module User Messages 
The fol lowing i s  a d e s c r i p t i o n  of the N A S T W  use r  messages which may 
be generated by N A S T U  dur ing  the  execut ion of t h e  Complex Tr id iagonal  
Reduction method and which a r e  unique t o  t h i s  method. Explanatory i n f o r -  
mation is provided fo l lowing  the  t e x t  of  each message and, $11 the  c a s e  of 
a f a t a l  message, c o r r e c t i v e  a c t i o n  i s  i n d i c a t e d .  Refer t o  the NASTRAN 
Users' Manual, Section 6 f o r  & complete l i s t i n g  of other system and u s e r  
messages. 
F a t a l  messages cause t h e  terminat ion of  the  execut ion fol lowing the 
p r i n t i n g  of t he  message t e x t .  These messages w i l l  always appear a t  t h e  
end of the NASTRAN ou tpu t .  Warnix:? and information messages w i l l  appear  a t  
var ious  p l aces  i n  the ou tpu t  stream. Such messages convey only  warnings o r  
information t o  the user. Consequently, the execut ion cont inues  i n  a normal 
manner fol lowing the  p r i n t i n g  of t h e  message text. 
EIessnge List 
3149 *** USER T U R N I N G  MISSAGE 3149, USER SPECIFIED NEIGI.IB@RIl@f$D CENTEKED 
AT @RIGIN N@T ~ L L @ \ ~ D ,  CE'NiBR SHIFTED T@ THE RIGHT .001. 
Point: of i n t e r e s t  i n  the conrplex p l a n e  ( ~ ~ i , ~ ~ i ) ,  c1.osest t o  
whicli t h e  eigenvnlues w i l l  be computed, was i n p u t  as (0.0,  0.0) 
on an B I G C  bulk data c o n t i n u a t i o n  card. Since this i s  an iz- 
a d m i s s i b l e  choice, t h e  p o i n t  n u t o n ~ a t i c n l l y  used was ( . O O l ,  0 .O) . 
3150 *** IJSER !JARNINE EIXSSAGE 3150, DESIWD NuE.mER @F EIGENVALUES 
*$* INVALID. SET = 1. 
Number of a c c u r a t e  r o o t s  d e s i r e d  N d l  , was omitted, i n p u t  a s  zero 
o r  negative on an EIGC bulk  data c o n t i n u a t i o n  cord. T h e  number 
a u t o m a t i c a l l y  used was 1. 
3151 *** USER WARNING EESSAGE 3151, DYNAMIC MATRIX IS STNGULAR 
($CCURRENCE ****) I N  NEIGIIB@RH#@~ CENTERED AT **** **** 
P o i n t  of i n t e r e s t  in the complex p l a n e  (aai,w,i), c l o s e s t  t o  
which the e i g e n v a l u e s  w i l l  be computed, was input  t o o  c l o s e  co 
nn eigenvalue on an EIGG bulk  data c o n t i n u a t i o n  card. The po in t  
i s  automari .col ly  s h i f t e d  by adding .02 to both the real and 
imaginary $arts. If the  dynamic matrix i s  still  s t n g u l a r ,  t h e  
next neig?,borhood, if any, i s  searched . 
3152 *** USER' INF@RltA - bh' PESSAGE 3152, SUBRflUTINE ALLMAT @UTPUT 
EIGBNVALUE *a IS NULL. 
IJ7len a n  e igenva lue  output from s u b r o u t i n e  ALLMAT is exactly zero, 
the formulz for computing the a s s o c i a t e d  t h e o r e t i c a l  error test 
fails. The magnitude of  t h e  e i g e n v a l u e  i s  c o n s i d e r e d  t o  b e  10-10 
f o r  use In t h a t  formula .  
3153 *** USER I U R N I N G  FESSAGE 3153, ATTEWT X(8 N~~RMALIzE NJLL 
VECT@R IN SUBRQIUTLNE CFIIER4. Nd ACTION TAKEN. 
A I ~  eigenvector  output: from s u b r o u t i n e  ALLMAT is  a ze ro-vec to r .  
3i5h *** USER WARNING EIESSAGE 3154, SIZE @F REDUCED PR~BLEM 
DECRJ3MENTED ~ N C G  (N@W ****) DUE ~ f l  NULL B R ~ ~ @ R  ELEmNT. 
I f  subroutine CFEER4 r e c e i v e s  a reduced t r i d i a g o n a l  m a t r i x  having 
e r r o r  e lement  dmfl e x a c t l y  (0,0), i t  i s  i m p o s s i b l e  t o  compute 
meaningfu l  theoretical  error estimates for any of the e i g e n v a l u e s .  
The s i z e  a f  the reduced problem is reduced by one ,  so that dm 
becomes t h e  new e r r o r  e lement  . 
3155 *** USER WARNING IESSAGE 3155, RXDUCED PRGBLEM M S  VANISHED. 
NO ROOTS .F@UND. 
If decremcnting t h e  s i z e  of the reduced problem ( s e e  message 
3154) causes  t h c  s i z e  t o  become z e r o ,  t h e  program c o n t i n u e s  t o  
t h e  next neighborhood,  i f  any. 
3156 *** USER WARNING ~ S S A G E  3156, SIZE @F IU?,DUCED PR@BLEM 
REsT~RED T@ **** BECAUSE NEXT E R R ~ R  ELEMENT WAS A L s ~  
NULL. E R R ~ K  ELEMENT SET = **** **** 
T h i s  message Eollows message 3154. If dm is a l s o  exactly z e r o  
( i n  add ic lon  t o  d+l being e x a c t l y  z e r o ) ,  then  t h e  o r i g i n a l  re- 
duced problem size i s  r e s t o r e d  and d , + ~  i s  se t  t o  (E,O) where 
E = E/100 and E i s  t h e  e r r o r  t o l e r a n c e  on a c c e p t a b l e  e i g e n v a l u e s  
i n p u t  on t h e  EIGC b u l k  d a t a  c a r d .  
3157 *** USER 1JAIWING IESSAGE 3157, FEEP;. P R ~ C E S S  MAY NAVE 
C ~ ~ L C U L A T E D  FEWER ACCURATE M ~ D K S  **** THAN W Q ~ S T E D  
IN THE NELGHB(~~.~~@@D P **** ***k 
T h e  d e s i r e d  number of e i g e n v a l u e s  s p e c i f i e d  o n  the E I G C  bu lk  
d a t a  c o n t i n u a t i o n  c a r d  exceeds  t h e  addSr#.~nal number t h a t  can 
be  calculated by  t h e  Complex Tridiagonal Reduction (Complex 
FEER) method i n  t h e  current neighborhood.  
3158 *** USER WARNING MXSSAGE 3158, N@ ADDITI@NAL ~ D E S  CAN DE 
FOUND UY PEER I N  THE NEIGHB~W@@D F ***;k **** 
An i n i t i a l  pseudo-random v e c t o r  cannot  b e  made o r t h o g o n a l  t o  
t h e  e x i s t i n g  set: of o r t h o g o n a l  v e c t o r s  (which come from Restart: 
and from all prior-neighborhcod sets of  e i g e n s o l u t i o n s ) .  
3159 *** USER INF~RMATI~~N mSSAZE 3159, ALL S@LUTI@NS HAVE BEEN 
FPIUND. 
The FEER method has so lved  t h e  entire problem. Any a d d i ~ i o n a l  
neighborhoods iss s p e c i f i e d  by t h e  p r e s e n c e  o f  E I G C  bulk d a t a  
cont inuat j .on cards) a r e  i g n o r e d .  
3160 *** USER INF@R~~ATION MESSAGE 3160, MINIMUM $PEN Z@RE N@T 
USED BY FEER **** W($RDS (***+ K BYTES). 
This message i n d i c a t e s  t h e  amount o f  open core, i n  both bytes 
and .kqrj~'ds, n o t  used by PEER. 
3161 *** USER WARNING MESSAGE 3161, DESIRED NUMBER OF ETGENS@LU- 
TIdNS **** l?@R NEIEHB@W@@D **** dB **** CENTERED AT 
**** **** EXCEEDS THE EXISTING N W E R  ****, ALL EIGENS~~LU- 
TI@NS WILL BE SOUGHT. 
Thc d e s i r e d  n ~ m ~ b e r  of eigenvalues s p e c i f i e d  on Lhe E I G C  bu.1.I~ d a t a  
cont inunt iom cnrct exceeds t h e  s i z e  o f  t l i ~  e l g e t ~ m n t r i x ,  whicl~ .Is 
the ~naxltl~um p o s s i b l e  number oE existing e i g e n v a l u e s ,  
3162 *** USER WARNING FESEAGE 3 1 6 2 ,  ATTEMPT T@ N@W~AZIZE NIILL 
VECT~R. No A C T I ~ N  TAKEN. 
The g e n e r a l  veccor n o r m a l i z a t i o n  rautinc (CFN$RI o r  ~ W f l R 2 )  has  
a zero-vector  input t o  i t .  
3163 *** USER WARNING MESSAGE 3163, ALL **** S ~ ~ L U T I ~ ~ N S  HAVE FAILED 
ACCrJ12ACY TEST. ~6 R@@TS BOUND. 
The nunlbar o f  e i g e n s a l u t i o n s  p a s s i n g  the r e l a t i v e  e r r o r  test is  
zero. The maximunl a l lowable e r r o r  f o r  t he  re la t ive  e r r o r  t e s t  
is  s p e c i f i e d  in Eield 7 of t h e  EIGC bulk data  card.  A d e t a i l e d  
List of  the  computed ersor bounds coald have been ob ta ined  by 
requesting DIAG 1 2  i n  the Execu t ive  Contra1 Deck. 
3164 *** USER ZNF@W~A'~!I@N EIESSAGE 3164, ALL **** SQLUTIONS ARE 
ACCEPTABLE. 
A l l  thz e i g e n s o l u t i o n s  o b t a i n e d  i n  the reduced problem corrdspond- 
ing t o  t h e  p o i n t  of i n t e r e s t  pass thc relative e r r o r  t e s t .  The 
maxinlunl a l l o t ~ a b l e  error f o r  the relat3.ve e r r o r  test is s p e c i f i e d  
in field 7 of t h e  EIGC bulk data card .  A d e t a i l e d  list of the 
computed error estimates could have been ob ta ined  by  r e q u e s t i n g  
DIAG 12  i n  the Esecutive C o n t r o l  Deck. 
3165 &** USER INF~RHAZ'T@N ?03SSAGE 3165, **** S@LUTI@NS HAVE BEEN 
ACCEPTED AHD **** s@LuTI@NS LIAVE BEEN REJECTED. 
Sotne e i g e n s o l u t i o n s  passed the r e l a t i v e  e r r o r  t e s t  and some 
d i d  n u t .  
3166 USER INPBRPWTI~~N EESSAGE 3166, ***a h@RZ ACCURATE EIGEN- 
S@LUTI@NS T W V  THE **** REQUESTED IUVE BEEN F ~ U N D  FdR 
NEIGHB@RH@@D **** @F ***k CENTElUID AT **** ****. USE D U G  
12  T@ DETEREiINE ERRdR ESTIllhTES . 
T h e  number of e igensolu t ions  p a s s i n g  t h e  r e l a t i v e  e r r o r  test is 
g r e a t e r  than t h e  nunher requested on the cor responding  EIGC bulk 
d a t a  c o n t i n u a t i o n  card. T h e  maximum allowable error f o r  the 
re la t ive  error test is s p e c i f i e d  in f i e l d  7 of t h e  EIGC bulk 
data card. A det:ai led list of Lhe conlputed e r r o r  e s t i m a t e s  
could have been o b t a i n e d  by reqr les r ing  DIAG 1 2  i n  the Execu t ive  
Contr o i  Declc. 
The Ei genvnlue Summary Table 
The following sutlmlary of t h e  Gigenvalue a n a l y s i s  performed, using the 
c o n ~ p l ~ x  T r i d i a g o n o l  Reduct ion (FEER) method, i s  a u t o m a t i c a l l y  p r i n t e d :  
1. Number of e i g e n v n l u e s  e x t ~ a c t e d .  
2. Number of s t a r r i n g  points used .  
This corresponds t o  t h e  t o t a l  number o f  random starting and r e a t a r t  
v e c t o r s  used by t h e  complex PEER p r o c e s s  f o r  a l l  ne lghb~l rhoods .  
3 .  N m b e r  of s t a r c i n g  p o i n t  moves. 
Not used i n  FEER ( s e t  equa l  t o  z e r o ) .  
4 .  Number of t r iar i ,gnlor  decomposi t ions .  
Always equa l  t o  t h e  number of point:; o f  i n t e r e s t  (neighborhoods) 
i n  t h e  complex p l a n e  p rocessed  by FEER, since o r d i n a r i l y  o n l y  
one t r i a n g u l a r  decomposi t ion i s  r e q u i r e d  b y  FEER f o r  each p o i n t  o f  
i n t e r e s t ,  unless the dynan ic  m a t r i x  i s  s i n g u l a r  a t  a  given p o i n t  
o f  i n t e r e s t ,  i n  which c a s e  an a d d i t i o n a l  decomposi t ion i s  r e q u i r e d  
(ob ta ined  by moving t h e  p o i n t  o f  interest s l i g h t l y ) .  
5 .  Total  nuntber of vector i t e r a t i o n s .  
The t o t a l  number of r e o r t h o g o n a l i z a t i o n s  of all the trial vectors 
employed. 
6 .  Reason f o r  t e r m i n a t i o n .  
( 0 )  A l l ,  o r  more solutions than the number r e q u e s t e d  by the u s e r ,  
have been determined (normal t e r m i n a t i o n ) .  
(1) A l l  ne ighborhoods have been p r o c e s s e d ,  but FEER has n c t  o b t a i n e d  
t h e  d e s i r e d  number of r o o t s  in each neighborhood, p o s s i b l y  be- 
cause they have a l r e a d y  been found i n  other neighborhoods. 
( 2 )  Abnormal t e r m i n a t i o n  - either no r o o t s  found o r  none pass t h e  
FEER e r r o r  test, 
O p t i o n a l  D i a g n o s t i c  Output  
The user can o b t a i n  s p e c i a l  d e t a i l e d  f n f o n n a t i o n  r e l a t i n g  t o  t h e  
g e n e r a t i o n  o f  t h e  reduced problem s i z e ,  the e l e m e n t s  o f  t h e  reduced tri- 
d i a g o n a l  matrix, vector r e o r t h o g o n a l i z a t i o n  i t e r e t i o n s ,  computed e r r o r  
e s t i m a t e s ,  o r d e r  of eigenvalue e x t r a c t i o n ,  and d i s t a n c e  of e x t r a c t e d  
elgenvol l r r  from the center of i n t e r e s t  by requesting DIAG 1 2  i n  t i le  NASTRAN 
execit Live c o n t r o l  deck. 
The nreoning of  this information is expla i i led  below i n  the o r d e r  i n  which 
it appears in t h e  DIAG 1 2  o u t p u t .  
TIl ls header i s  always prin:,-.d f i r s t .  
****SINGLE PUCISI@N \J@RDs '$F @PEN CORE M@T USED (SUDR@UT~KE xW) 
**** - Open c o r e  n o t  u sed  by subroutine M X ,  in s i n g l e - p r e c i s i o n  wards, 
- E i t h e r  CPCNTL, CPEER3, o r  CFEER4. T h i s  nlessoge a p p e a r s  
t h r e e  tirucs. 
CFCNTL ACCURACY CRITERI~N * (INPUT VALUE**) 
A - Acc.uracy c r i t e r i o n ,  used f o r  r e j e c t i n g  e i q e n s o l u t l o n s  (expressed 
as n p e r c e n t a g e ) .  
3t* -- Value of  accuracy c r i t e r i o n  i n p u t  by clle u s e r  on t h e  ELGC bulk 
d a t a  c a r d .  
>'c - P o s i t i v e  i n t e g e r  i n d i c s t i n g  which neighborhood, o r  c e n t e r  of  
i n t e r e s t ,  i s  currently b e i n g  processed. 
** ** - Center of i n t e r e s t  i n  t he  cornplex p l a n e ,  
*** - Npnber of  d e s i r e d  r o o t s  f o r  t h e  c u r r e ~ l t  ne ighborhood,  i n p u t  by 
t h e  use r  on t h e  cor respond ing  EIGC bu lk  data c o n t i n u a t i o n  c n r d .  
**** - I n d i c a t o r  wizich, when non,zeso, fo rces  t h e  prograw t o  consfdel- 
t h e  m n t r i c e s  as 11on-synuzetric, even though they may actually 
b e  synimetric. T h i s  i s  i n p u t  by t h e  user in field 7 o f  each 
EIGC bullc data c o n t i i ~ t r n t i o t ~  card.  T h i s  i n p u t  w a s  used d u r i n g  
progranr checlcout oE the  complex PEER p r o c e s s ,  and ir sl lould 
11ave no a f f e c t  on t h e  s o l u t i o n .  However, t h e  user sllould leave 
f i e l d  7 blank on each EZGC c o n t i n u a t i o n  c n r d .  
I ~ E ~ R T ~ ~ ~ G @ N N ; T Z A T I $ N  ITE~UTI@N 7Y TARGET VALUE = ** 
ERRORS = **k *a* kk* 
* - The r e o r t h o g o n a l i z a e i o n  i t e ra t ion-number .  This message w i l l  
appear  many rimes, as ttte FEER process "cleans up" each t r i a l  
v e c t o r  by forcing i t  t o  be  as o r t h o g o n a l  as  ~ o s s i b l e  t o  t h e  set  
of v e c t o r s  a l r e a d y  computed. 
* A  - Convergetlce t o l e r a n c e ,  sucli that  t h e  errors must b e  snialler t h a n  
t h i s  v a l u e .  I n  o r d e r  t o  avo id  t a k i n g  s q u a r e  r o o t s ,  the tolerance 
and e r r o r s  a r e  a l l  squared. 
*** *** *** *** - Pour r e o r t h o p o n a l i z a t i o n  errors, t h e  Eirst two of  
wh ich  correspond t o  the o r t h o g o n a l i t y  o f  the c u r r e n t  right and 
l e f t  handed t r i a l  vectors, respectively, with r e s p e c t  t o  a l l  
p r e v i o u s l y  conlputed v e c t o r s  i n  t h e  currenL neighborhood,  and the 
l a t t e r  two of which cor respond  t o  t h e  o r t l logo l ln l i ty  o f  t h e  sanla 
vectors t d t h  r e s p e c t  to  all e i g e n v e c t o r s  p r e v i o u s l y  computed 
(restart: and p r i o r  neighborhoods)  . 
* - The row number of tile ( reduced)  t r i d i n g o n n l  n la t r ix .  
** ** - Value of t i l e  o f f - d i a g o n a l  e lement  f o r  that: row. 
*** *** - Value of t h e  diagoiznl c lement  f o r  t h a t  row. 
Fol lowing t h e  p r i n t i n g  oE s e v e r a l  l i nes  c o n t a i n i n g  r e o r t h o g o n o l i z a t i o n  
in fo r lnn t ion  nncl redticed t r j .d ingonn l  r:tarrix e lea len t s ,  r~11en t h e  FEER p r o c e s s  
ilns f i n i s h e d  i t s  conrputntions f o r  t h e  current :  p o i n t  of i n t e r e s t ,  the header 
( s e e  above) i s  p r i n t e d  once a g a i n ,  fo l lowed  by n t a b l e  which suiilnrarizes a l l  
t h e  c i g ~ ~ n s o l u t i o n s  found by FEER. T h i s  t a b l e  has  seven columns, a s  f o l l o w s :  
(1) S o l u t i o n  n r ~ ~ n b e r .  T h i s  is s in tply  o posi t ive  i n t e g e r  1,2,3,. . . . 
( 2 )  Order of esrraction. These r-runbers i n d i c a t e  t h e  order  i n  whicll 
t h e  t r i d i a g o n a l  rua t r ix  rgns c o n s t r u c t e d ,  
(3 )  Dis tance  from center. T h i s  i s  Lhe disrntlcc Eran~ t h e  e x t r a c t e d  
e igenva lue  to t h e  neighborl-rood c e n t e r  (which is p r i n t e d  above 
t h e  t a b l e )  i n  t h e  cou~plex  p l ane .  The  t a b u l a r  values  a r e  s o r t e d  
accord ing  t o  t n c r e a s i n g  d i s t a n c e  from t h e  center. 
( 4 )  Real p a r t  of r h e  e x t r a c t e d  e i g e n v a l u e .  
(5) Imaginary Cart of  t h e  estracted eigenvalue.  
(6) T h e o r e t i c a l  error e s t i m a t e ,  T h i s  value must b e  smaller rhnn the 
Accuracy Criterion (see above)  for t h e  e i g e n s o l u t i o n  t o  b e  
a c c e p t a b l e  . 
( 7 )  S t a t u s .  A s i n g l e  word, "accep t"  o r  "reject", t o  i n d i c a t e  the 
r e s u l t  of t h e  accuracy  tes t .  A minus s i g n  (-) i s  added t o  
"re jec t"  SO t i l a t  t h e  e y e  can itlore r a p i d l y  d i s  t i n g u i s l ~  between 
t h e  two words.  
Finally, this t a b l e  i s  p r i n t e d  a  second t ime,  b u t  w i t h  t h e  rejected 
e i g e n s o l u t i o n s  d e l e t e d .  
F o r  very small problems, t h e r e  i s  a Very D e t a i l e d  P r i n t o u t  (VDP) o p t i o n .  
This o p t i o n  was o r i g i n a l l y  used t o  debug t h e  c o n ~ p l e x  FEER l o g i c ,  and is no 
longel: r e q u i r e d .  DIAG 1 2  must b e  s p e c i f i e d  i n  t h e  e x e c u t i v e  c o n t r o l  deck t o  
invoke the VDP o p t i o n ,  and f u r t h e r m o r e ,  f i e l d  6 o f  a g i v e n  E I G C  b u l k  data 
c o n t i n u a t i o n  card must have a (floating p o i n t )  v a l u e  e q u a l  t o  o r  g r e a t e r  than  
t h e  s i z e  of  t h e  s t i f f n e s s  m a t r i x .  Thus ,  f i e l d  6 of each  EIGC c o n t i n u a t i o n  
card should  o r d i n a r i l y  be  l e f t  b l a n k ,  s o  EhaL t h e  VDP o p t i o n  will be  
suppressccl. Tile n c t ~ t n l  p r i n t e d  o u t p u t  of rl.tis o p t i o n  c a n s i s  ts of all 
v e c t o r s  For each s t e p  of t h e  co111plcs FEER p r o c e s s ,  which is t o o  e x t e n s i v e  and 
d c t n i l c c l  f o r  nor i i~nl  user p u r p o s e s ,  
NUblERICAL RXSULTS AND COEPARISON WITH 
EXISTING NASTlUN EIGENVALUE bETI1ODS 
Test Probleni 
During t h e  developirrcneol s t a g e s  of t h e  complex Tr id- lagonal  Reduc t ion  
m e t l ~ o d ,  o s inrple  three d e g r e e  of Ereedo i~~  rnodel c o n s i s t i n g  of t h e  rod and 
dashpot systenr sllnwn l n  figure 2 ,  was eniployed fo r  experimental  and check- 
o u t  purposes .  The  e i g e n v a l u e s  of  t h i s  system c o n s i ~ t  of  o n e  complex- 
conjugate p a i r ,  one pure imaginary  and  t h r e e  z e r o  r o o t s . ,  t h e  l a t t e r  
c o r r e s p o n d i n g  r o  r igid-body modes. 
A comparison of  the pcrEo~7eancr of t h e  complex T r i d i n g o i l a l  Reduct ion 
method,  t h e  coaiplex Determinant  method and t h e  con~plex  I n v e r s e  Power nrc.thod, 
i s  sunni~nrized Ear t h i s  example i n  t a b l e  I .  I n  run  I, a l l  six e i g e n s o l u t i o n s  
were  successfully found u s i n g  conlples PEER and a s i n g l e  s h i f t  p a i n t  i n  the 
s e c o ~ l d  qusdranl: of the complex plane;  o n l y  one t r i a n g u l a r  deconrpasit ion of 
t h e  dynanric matr i x  was r e q u i r e d .  In r u n  2 ,  u s i n g  the corilplex ll e t e r n i i n m t  
n ~ e t h o d ,  29 t r i a n g u l a r  dccotnposf t i o n s  were petfornied and o n l y  t ~ w ,  non-zero,  
eigenvnlues were found,  in s p i t e  of r i l e  fact that: mul t i p l e  s e a r c h  r e g i o n s  
were used, i n c l u d i n g  one r e g i o n  enconrpassing t h e  o r i g i n .  The reason  g iven  
f o r  t s l r ro i l~at ion i n  the e i g e a v a l u e  surmuary t a b l e  tvns Chat "all p r e d i c t i o n s  
For e i ~ c r r v o l u e s  are o u t s i d e  the r e g i o n s  s p e c i f i e d r ' ,  Even though t h i s  was 
n o t  t h e  case, . 
Runs 3-5 were with the comples I n v e r s e  Power method, ~~1r i c .h  d i d  n o t  f a r e  
roo well i n  t h i s  esercise.  A large nullher of i t e r a t i o n s  were performed, te- 
su l t r ing  i n  r e l a t i v e l y  h i g h  CPU and I / P  rimes. I n  a d d i t i o n ,  the f i r s t  run  
y i e l d e d  o ~ i l y  two r o o t s  and t h e  remain ing  two, none at .i' I . ,  even though 
t h e  search r e g i o n s  s e l e c t e d ,  w h i l e  d i f f e r i n g  from run t o  run, encompassed 
the known e igenvn lues  . 
A l l  the  above r u n s ,  and t h o s e  r e p o r t ~ d  below, were  performed on the 
NAsA/GSFC TBPI 360/95 computer.  
T i d a l  F requenc ies  and Nodes i n  Closed, Shal low Basins 
Cor .:urrent wiEh rhe complex PEER development ,  an independen t  s t u d y  w a s  
conduc ted  ( r e f .  7)  t o  e s t i ~ a a t e  the tidal f r e q u e n c i e s  and nrode shapes  i n  two 
of t h e  Great Lakes, namely, Lake E r i e  and Lalce S u p e r i o r .  It was decided t o  
u s e  a f i i l i t e -e l~ tnen t :  d i sp lacement  Eol~irula t ion and t h e  complex e i g e n v a l u e  
ex t rac t io~l  c a p a b i l i t i e s  i n  N A S T M  f o r  this p u r p c s e .  The mathenla t ica l  model- 
ing w a s  based 011 the Pollotving assumpt ions :  
(a) Negligible convec t ive  a c c e l e r a t i o n s  and o the r  nonlinear e f f e c t s .  
(b) I n v i s c i d ,  inconlpress i b l e  flow. 
(c)  Negligible v e r t i c a l  v e l o c i t y  conipared t o  l a t e r a l  v e l o c i t i e s .  
( d )  The Boussinesq hypotliesio o f  h y d r o s t a t i c  p r e s s u r e  v a r i a t i o n s .  
e )  S u f f i c i e n t  s h n l l o m e s s  t o  pe rmi t  i n t e g r a t i o n - a v e r a g i n g  through 
t h e  depth .  
A s  a  consequence of t h e  above s i m p l i f i c a t i o n s  , t h e  Navier-Stokes equo t i o n s  
reduce t o  t h e  two-dimensional form, 
at, a a 
-+ - ( h i )  + - (hv) = 0 , a t  ax ay 
where 
- - 
u , v  = i n t e g r a t e d  average  v e l o c i t i e s  i n  t h e  x and y ( h o r i z o n t a l )  
d i r e c  ti.ons 
t; = l o c a l  w a t e r  h e i g h t ,  measured Erom t h e  mean s u r f a c e  
h = l o c a l  d e p t h  o f  water, measured Erom the mean s u r f a c e  
f = t h e  C o r i o l i s  pa ramete r ,  2Rsi?z$ , w i t h  QI the l a t i t u d e ,  and 
R t.Ile e a r t l l ' s  r o t a t i o n a l  rate 
g = a c c e l e r a t i o n  due t o  g r a v i t y .  
Using the  G a l e r k i n  method, a f i n i t e  elenlent r e p r e s e n t a t i o n  _of the - above 
e q u a t i o n s  w a s  developed, i n  which t h e  n o d a l  v a r i a b l e s  a r e  u  , v and 5 . 
A d a t a - g e n e r a t o r  code was then  w r i t t e n ,  wl~icll  g e n e r a t e d  DMIG c a r d  images f o r  
use as NASTRAN i n p u t .  
The two lakes are shown i n  figures 3 and 4 and t h e i r  f i n i t e - e l e m e n t  
ilreshes are given I n  f i g u r e s  5 and 6 .  The mesh of Lake E r i e  c o n t a i n s  81 nodes  
and 204 uncons t ra ined  d e g r e e s  of freedom, w h i l e  t h e  r e p r e s e n t a t i o n  of  Lake 
S u p e r i o r  i n v o l v e s  124  nodes  and 299 u n c o n s t r a i n e d  d e g r e e s  o f  freedom. These 
s e l e c t i o n s  were based on numer ica l  convergence s t u d i e s  with s u c c e s s i v e l y  
f i n e r  meshes,  and r e p r e s e n t  t h e  f i n e n e s s  needed t~ a b t a i n  two o r  three 
accurate modes. 
In t h e  e a r l y  s t a g e s  of t h e  s t u d y ,  t h e  complex Inverse Power method was 
used,  but had t o  be abandoned because  of i n c o n s i s t e n c i e s  i n  the results; 
t h e  roots obta ined  seemed t o  depend on t h e  search r e g i o n  s e l e c t e d  and f a l s e  
r o o t s  were  almost always calculated v e r y  c l o s e  t o  the s t a r t i n g  p o i n t  i n  t h e  
reg ion .  A t i g h t e n i n g  of t h e  convergence criterion "E" on t h e  EIGC bulk d a t a  
ca rd  was a t t empted ,  b u t  t h i s  d i d  n o t  r e s o l v e  t h e  d i f f i c u l t i e s .  
Soirc l i m i t e d  s u c c e s s  was n c l ~ i e v e d  u s i n g  t h e  coinplex nu~.enir i :  , .t method, 
b u t  here ngairi, d i f f i c u l r i ~ s  were  encoun te red ,  Unless  tlre search r e g i o n  
c o u l d  be  rather c a r e f u l l y  and precisely d e f i n e d ,  t h e  chilnces of f i n d i n g  t o o t s  
was soruewhnc remote .  The rrrethod i s  a p p a r e n t l y  q u i t e  s e n s i t i v e  Fn i ts  seorcl l  
p a t t e r n ,  and does n o t  home-in on n r o o t  i f  t h e r e  i s  an e x t e n s i v e  s e a r c h  area 
t o  work on. 
A t  so~ile p o i n t  eppros imate ly  r,,id-way i n  t h e  s t u d y  t h e  complex FEER 
c a p a b i l i t y  was con~ple ted  and i i l t e g r a t e d  i n t o  NASTMN, wllereupon i t :  was 
a p p l i e d  t o  t h e  t i d a l  mode probleni f o r  t h e  l a k e s .  TIIQ r e s u l t s  o b t a i n e d  were  
c o n s i s t e n t l y  good. To check L h e i r  a c c u r a c y ,  cltnnges were nlade i n  t h e  s h i f t  
po:Lntr;, nrnchematical s c a l i n g  and t h e  t~unibcr oE r e q u e s t e d  e i g e n s o l u t i o n s  
( i . c . ,  tltc t r u n c a t e d  s i z e  o f  t h e  problem) . Titese vnr: int ions hod o n l y  a  
n e g l i g i b l e  e f f e c t  on t h e  c a l c u l a t e d  f rec tuenc ies  and uiode s h a p e s .  
Some t i m i n g  r e s u l t s  f o r  Lalce Er l .e ,  t ising complex FEER and Llle Deternrinant 
method arc  g i v e n  i n  t a b l e  IT. A s  uo tcd  above, clie D e t e r n ~ i n a n t  method was 
v i a b l e  on ly  i f  t h e  s e a r c i ~  r e g i d n s  were made v e r y  s m a l l ,  implying t h a t  t h e  
l o c a t i o n s  of the r o o t s  were  rc.rhcr well known i n  advntlca. 
The Upper 1.Iessenberg uletlhorf conld  not: Ire u:;ed for t h e s e  models ,  s i i l c e  
t h e  masinlum r e g i o n  a v a i l a b l e  011 t h c  TDW 3 6 0 / 9 5  was 900K, which would o n l y  
p e r n ~ i t  a 43 node rnesh w i t h  t h i s  niet-hod. 
I n i t i a l .  e s p e t i e n c e s  w i t h  t h e  co~liplex T r i d i a ~ ~ l l r i l  Horluction (FEER) 
mechod i n d i c a t e  t h a t  i t  is  v e r y  e f f e c t i v e  i n  eu t r r rc t ing  .!ny d e s i r e d  nuntber 
of a c c u r a t e  couiplex e i g c n s o l u r i o n s  i n  t h e  neighborhood or' a s e l e c t e d  s h i f t  
p o i t ~ r .  on t h e  complex p l a n e .  Tile rnetttod nutomnt icalJ  :,l co~iipures contplex 
r o o t s  a t  i n c r e a s i n g  d i s t a n c e s  from t h e  s e l e c t e d  p o i n t  u n t i l  t h e  r e q u i s i t e  
nunher ,  s p e c i f i e d  by Lhe user, is o b t a i n e d .  I n  t h i s  r e s p e c t ,  a d i s a d -  
v a n t a g e  o F t h e  conlples D e  t enu inan  t and conrplex Jxnlrerse Power rltethods, 
naiirely, a v e r y  c a r e f u l  d e l i n e a c i o t ~  of  s e a r c ! ~  r e g i o n s ,  i s  e l i n l i n a t e d .  I n  the 
cclse aE n ~ u l r i p l e  s h i f t  poit-rts, i t  h a s  been fuund  t h a t  complex FEER s u c c e s s -  
f u l l y  sweeps-out: e i g e t i s o l i ~  t i o n s  ob tainecl f o r  previous s h i f t  p o i n t s  and 
p r e v e n k  c h e i r  r e g e n e r a t i o n  when d e a l i n g  w i t h  t h e  c u r r e n t  s h i f t  p o i n t .  
S ince  t h e  a a t h e u i a t i c a l  p r o p e r t i e s  and c h a r a c r e r i s t i c s  of coniplex 
e i g e n v a l u e  problems arc  v e r y  b road  and v a r i e d ,  it: should  b e  recogn ized  t h a t  
clle r e s u l t s  r e p o r t e d  h e r e i n  wi tl1 r e g a r d  t o  computatior-rol e f f  i c i e ~ ~ c y  and 
t i m i n g ,  are o n l y  i n d i c a t i v e  oE a  s rnal l  c l a s s  of problems. A f u l l e r  n s s e s s -  
nlent of t h e  c a p a b i l i t i e s  of t h i s  new method c a n  o n l y  b ~ ?  o b t a i n e d  f o l l o w i n g  
ester-rsive a p p l i c a t i o n  experiences w i t h i n  the u s e r  community . 
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TABLE I. COFWARXSON OF EIGENVALUE ISETUODS 
FOR ROD-AND-DASHPOT TEST PROBLEM 
- 
Con~mcn Cs 
E i g e n s a l u t i o n s  Pound: A l l  6 
No. o f  T r i a n g u l a r  Dcconrpositions: 1 
Search Regions:  One p o i n t  i n  2nd 
quadran t  of complex p l a n e  
Reason f o r  Tertui na t i o n :  A l l  s o l u  t i o n s  
Eound, 
E i g e n s o l u t i o n s  Found: 2 (3 r i g i d  body 
~ilodcs a t  o r i g i n  missed) 
No. of  T r i a n g u l a r  Decompos i t io t~s :  29 
Search  Regions:  3, around knotnl r o o t s ,  
i n c l u d i n g  o r i g i n  
Reason Given f o r  Termina t ion :  All 
p r e d i c ~ i o n s  a r e  o u t s i d e  r e g i o n s  
s p e c i f i e d  
K i g o n s o l u t l o n s  Found: 2 ( 3  r i g i d  
body nlodes missed)  
No, of T r i a n g u l a r  Decomposit ions:  1 
i n  last search r e g i o n  
Search  Regions:  3 ,  around known 
r o o t s ,  incZuding  o r i g i n  
Reason Given f o r  Terminat ion:  Nurnber 
of  desired r o o t s  have been  found 
I E i g e n s o l u t i o n s  Found: None 
No. of T r i a n g u l a r  Decoinposltions : 4 
i n  l a s t  sca.rch r e g i o n  
Search  Regions : 1, encompassing a11 
5 e x i s t i n g  r o o t s  on and above r e a l  
a x i s  
Reason Grvcn f o r  Termina t ion :  Four 
s t a r t i n g  p o i n t  nloves w h i l e  track- 
Region 
- 
( K l  
300 
320 
320 
320 
I 
Run 
1 
i n g  a single r o o t  
G i g e n s o l u t i o n s  Found; None 
No. of T r i a n g u l a r  Decomposi t ions:  
Search  Regions:  Around o r i g i n ,  i n  
a t t e m p t  t o  f i n d  r ig id-body modes 
Reason Given f o r  Termina t ion :  Two 
s u c c e s s i v e  s i z g u l a r i t i c s  found 
w h i l e  pe r fo rming  t r i a ~ g u l a r  
decompos i t ion  
Elcthod 
Con'p1ex 
PEER 
Time, minutes  
Complex 
I n v e r s e  
Power 
- 
2 
3 
4 
CPU 
'*15' 
I,O 
2 ' 2 G 2  
0.149 
Determinant  
Conlplex 
I n v e r s e  
Power 
Coniples 
I n v e r s e  
Power 
1.566 
0.271 
0.238 
2.858 
8.997 
4.100 
TABLE 11, TIMING RESULTS FOR LAKE ERIE TED& MODS 
CALCULATIONS - 81 NODE MODEL 
*Less t i m e  used due to a more careful choice of the search region. 
Run 
1 
2 
3 
4 
5 
Method 
Complex 
FEER 
Complex 
Deteminan t 
Time, 
CPU 
2.164 
2,425 
7.576 
6.572 
5.315* 
Region 
700 
350 
- - -  
560 
- - - -  
700 
700 
minutes 
1/0 
5,886 
8.593 
27.751 
8.618 
7 4 
-8- - 
Comments 
6 accurate rn'ldes requested 
obtained 
.__I_. 
15 accurate modes requested 
120btained 
50 accurate  modes requested 
5 4  obtained 
3 modes obtained;  Insufficient time 
for  more 
6 modes obtained;  insufficient time 
for more 
ORIGINAL, PAGE IS 
OF POOR QUPJJITYi 
DULK DATA DECK 
I n p u t  Data Card ELGC Complex Eigenvalue E x t r a c t i o n  Data 
D e s c r i p t i o n :  Def ines  data needed t o  perform complex eigenvaluc analysis  
Format and Example : 
1 2 3 
E I G C  ] SID I METHOD I NORM I G 1 C I E +ab c 
EXGC 1 I 4  I DET I PdINT 1 27 I 1 . 4  I I AB C 
+abc 
cial Sdef  
+BC 2 -0  5 - 6  2.0 - 3 . 4  2.0 4 4 DEF 
Figure 1. M o d i f i c a t i o n s  t o  t he  EIZC bulk data card f o r  the T r i d i a g o n a l  
Reduction Method. 
Con t e n t s  F i e ld  
s In 
mr~dn 
Set  i d e n t i f i c a t i o n  number (unique i n t e g e r  ? 0) 
Method of complex e igenvalue  e x t r a c t i o n ,  one of t he  BCD va lues ,  
I I I N V I ~  , t t ~ ~ ~ l l ,  l I ~ ~ ~ ~ f j  or ~IFEER" 
INV - Inve r se  power method 
DET - Determinant method 
HESS - Upper Wessenberg method 
PEER - T r i d i a g o n a l  Reduction Method 
- - 
Method f o r  na rmal iz ing  e igenvec tors ,  one of t he  BCD values 
"bLAX1' or "PdIN!Ci' 
MAX - N ~ r m a l i z e  t o  a unit: va lue  for t h e  r e a l  p a r t  and a 
zero value for t he  imaginary p a r t ,  the  component 
havtng the l a r g e s t  magnitude 
PflINT - Normalize t o  a u n i t  va lue  f o r  the r e a l  p a r t  and a 
zero value  f o r  the Imaginary p a r t  the component de- 
f i n e d  i n  f i e l d s  5 and 6 - d e f a u l t s  t o  "MAX" i f  the 
magn-J.tude of t h e  defined component is  zero .  
Grid o r  s c a l a r  po in t  i d e n t i f i c a t i o n  number (Required i f  and 
only f f  N@.M=P@INT)(Integer>O) 
Componentr number (Requirad i f  and only  i f  N@RM="P~~INT" and G 
is a geometr ic  g r i d  po in t )  (OSinteger26) 
Convergence c r i t e r i o n  (optional)(Real>O.O) 
For method = "PEER", e r ro r - to l e rance  on acceptab le  eigenvalues 
- 
i n  percent  (de fau l t  v a l u e  i s  .10/n, where n is t h e  o rde r  of 
t he  s t i f f n e s s  matrfx) 
Two complex po in t s  d e f i n i n g  a l i n e  i n  the complex plane (Real) 
For method = "PEER" (anj w .) is  a p o i n t  of interest i n  the 
.- .-' ,-J 
c l o s e s t  t o  w!lich the eigenvalues are computed; 
> 0 . The point: (% , ~ b ~ )  is  ignored.  
Width o f  region i n  complex plane (~ea l>O.O)  
Blank f o r  method = "FEER" . 
-. 
Estimated number of r o o t s  i n  each region (Integer>O) 
Ignored f o r  method = "PEERtt. 
Figure I. Continued 
Desired number of r o o t s  i n  each r e g i o n  ( D e f a u l t  i s  3Nej) 
( In teger>O) D e s i r e d  number o f  a c c u r a t e  r o o t s  f o r  method L 
' 'PEERt'  (Default :  i s  1). 
1. Each con t fnunc ion  c e r d  d e f i n e s  a r e c t a n g u l a r  s e a r c h  region. For 
metllorl .,-.. = "PEER", the card d e f i n e s  a c i r c u l a r  search r e g i o n ,  c e n t e r e d  
a L  (aa-j, w a j )  and of  s u f f i c i e n t  r a d i u s  Lo encompass 
- N d j  E O O t S .  
Any number o f  r e g i o n s  may b e  usea end they  may o v e r l a p .  Roots  i n  
o v e r l a p p i n g  r e g i o n s  w i l l  n o t  be extracted more than  once.  
2 .  Complex e i g e n v a l u e  e x t r a c t i o n  data s e t s  must: be s e l e c t e d  i n  the Case 
C o n t r o l  Deck (C~ETH@D=SID) t o  b e  used by NASTRAN. 
3 .  The u n i t s  of a, w and R are r a d i a n s  p e r  u n i t  t i m e .  
4 Ar least one c o n t i n u a t i o n  card is  r e q u i r e d ,  
5 .  For t h e  determinant method w i ~ h  no damping aa t r ix ,  complex c o n j u g a t e s  
ef t h e  r o o t s  found are n o t  p r i n t e d .  
6 .  See S e c t i o n  10.4.4.5 of t h e  T h e o ~ ~ e t i c a l  Manual For a d f s c u s s i o n  o f  
convergence c r i t e r i a .  
7 .  For  the Upper Hessenberg method, Ndl c o n t r o l s  tT .ber of v e c t o r s  
computed. Only o n e  c o n t i n u a t i o n  card is c o n s i d e r c ~  srrd the ( a ,  w) 
p a i r s ,  a l o n g  with t h e  pa ramete r s  Ry and N e l  , are i g n o r e d .  I n -  
suf f i ' c ien t  s t o r a g e  f o r  HESS w i l l  cause t h e  program t o  s w i t c h  t o  I N V .  
8 .  The e r r o r  t o l e r a n c e ,  E , fo r  the "FEER" method is with regard to 
f o r  [ B ]  # [OI and 
- 
where  pi is a computed e i g e n v a l u e  and p a n  e x a c t  e i g e n v a l u e .  i 
-2 2 
Ff g u r e  1. Concluded.  
I I P ~ - ( ~ , ~ ,  W 0 )  I 
aJ ,, - 
2 1 
Ip . - (aa j .  w I I : '  aJ f o r  [ B ]  = [O] , 
Figure 2. Test Problem -- Rod and Dashpots with 3 Degrees of Freedom 
Figure 3.  I l l u s t r a t i o n  of Lake E r i e  and the adjacent geography. 
Figure 4 .  Illustration of Lake S u p e ~ i o r  and its local geography. 
Figure 5. 81 Node F i n i t e  Element: Model for Lake E r i e .  
Figure 6 .  124 uode f i d t e  element m d e l  f o r  take Superior. 
