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Existence of density for solutions of mixed sto-
chastic equations
Taras Shalaiko and Georgiy Shevchenko
Abstract. We consider a mixed stochastic differential equation dXt = a(t,Xt)dt+
b(t,Xt)dWt + c(t,Xt)dBHt driven by independent multidimensional Wiener pro-
cess and fractional Brownian motion. Under Ho¨rmander type conditions we
show that the distribution of Xt possesses a density with respect to the Lebesgue
measure.
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1. Introduction
In this paper we study a so-called mixed stochastic differential equation (SDE) in
R
d
Xt = X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
b(s,Xs)dWs +
∫ t
0
c(s,Xs)dBHs (1.1)
driven by a multidimensional standard Wiener process and a multidimensional frac-
tional Brownian motion (fBm) with Hurst parameter H ∈ (1/2,1) (see next section
for precise definitions). Recently such equations gained a lot of attention thanks to
their modeling features. There is already a large literature devoted to them; the few
papers we cite here give an extensive overview of existing results. The unique solv-
ability result in the form suitable for our needs is obtained in the paper [9]; although
the result is formulated there for equations with delay, it is a fortiori valid for usual
equations. The paper [8] contains useful estimates of the solution and results on its
integrability. Finally, we mention the paper [7], where the Malliavin differentiability
of the solution is obtained.
The main aim of this article is to provide conditions under which the solution
to (1.1) has a density with respect to the Lebesgue measure. For Itoˆ SDEs, such
issues were addressed by many authors, see [4] and references therein. Existence
and regularity of density for SDEs driven by fBm we proved in [1, 6, 5] under
Ho¨rmander type conditions. The recent paper [2] contains a generalization of these
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results to equations driven by Gaussian rough paths, in particular, it allows to deduce
the existence of a smooth density of the solution to (1.1) with Stratonovich integral
with respect to the Wiener process. However, the machinery used in that article is
quite sophisticated, and here we use a more direct approach.
The paper is organised as follows. In Section 2 we introduce our notation, de-
scribe the main object and briefly discuss Malliavin calculus of variations for frac-
tional Brownian motion. In Section 3, we prove that the distribution of the solution
Xt , t > 0 possesses density w.r.t. Lebesgue measure under a simplified version of the
Ho¨rmander condition. Section 4 contains the result on existence and smoothness
of the density under a strong version of the Ho¨rmander condition. The Appendix
contains some technical lemmas and the Norris lemma for a mixed SDE.
2. Preliminaries
2.1. Definitions and notation
Throughout the paper, |·| will denote the absolute value of a number, the Euclidean
norm of a vector, and the operator norm of a matrix. 〈·, ·〉 stays for the usual scalar
product in the Euclidean space. We will use the symbol C to denote a generic con-
stant, whose value is not important and may change from one line to another. We
will write a subscript if a constant is relevant or if its value depends on some param-
eters.
For a matrix A = (ai, j) of arbitrary size, we denote by ai its i-th row and by
a·, j its j-th column.
The classes of continuous and θ -Ho¨lder continuous functions on [a,b] will be
denoted respectively by C[a,b] and Cθ [a,b]. For a function f : [a,b]→R denote by
‖ f‖
∞,[a,b] its supremum norm and by
‖ f‖θ ,[a,b] = sup
a≤s<t≤b
| f (t)− f (s)|
|t− s|θ
its θ -Ho¨lder seminorm. If there is no ambiguity, we will use the notation ‖ f‖
∞
and
‖ f‖θ .
Finally, for a function h∈C(Rd) denote by ∂xh= ( ∂∂x1 h, . . . ,
∂
∂xd h) its gradient
and by ∂ 2xxh = ( ∂
2
∂xi∂x j h)i, j=1,...,d its second derivative matrix.
2.2. Main equation and assumptions
For a fixed time horizon T > 0, let {Ω,F ,F = (Ft)t∈[0,T ],P} be a standard stochas-
tic basis. Equation (1.1) is driven by two independent sources of randomness: an m-
dimensional F-Wiener process {Wt =(W 1t , . . . ,W mt ), t ∈ [0,T ]} and an l-dimensional
fBm {BHt = (B
H,1
t , . . . ,B
H,l
t ), t ≥ [0,T ]} with Hurst index H ∈ (1/2,1), i.e. a cen-
tered Gaussian process having the covariance
E
[
BH,it BH, js
]
=
δi, j
2
(t2H + s2H −|t− s|2H).
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It is well known that the fBm BH has a modification with γ-Ho¨lder continuous path
for any γ < H, in the following we will assume that the process itself is Ho¨lder
continuous.
Equation (1.1) is understood as a system of SDEs on [0,T ]
X it = X
i
0 +
∫ t
0
ai(s,Xs)ds+
m
∑
j=1
∫ t
0
bi, j(s,Xs)dW js +
l
∑
k=1
∫ t
0
ci,k(s,Xs)dBH,ks ,
i = 1, . . . ,d, with a non-random initial condition X0 ∈ Rd . In this equation, the inte-
gral w.r.t. W is understood in a usual Itoˆ sense, the one w.r.t. BH is understood in a
pathwise sense, as Young integral. More information on its definition and properties
can be found in [3].
The coefficients ai,bi, j,ci,k : [0,T ]×Rd → Rd , i = 1, . . . ,d, j = 1, . . . ,m,k =
1, . . . , l are assumed to satisfy the following conditions.
A1 for all t ∈ [0,T ] a(t, ·),b(t, ·) ∈C1(Rd), c(t, ·) ∈C2(Rd);
A2 for all t ∈ [0,T ], x ∈ Rd
|a(t,x)|+ |b(t,x)|+ |c(t,x)| ≤C(1+ |x|);
A3 for all t ∈ [0,T ], x ∈ Rd |∂xc(t,x)| ≤C;
A4 there exists β > 0 such that for all t,s ∈ [0,T ], x ∈ Rd
|c(t,x)− c(s,x)| ≤C|t− s|β (1+ |x|), |∂xc(t,x)− ∂xc(s,x)| ≤C|t− s|β .
The continuous differentiability implies that a,b,∂xc are locally Lipschitz continu-
ous. Therefore, by [9, Theorem 4.1], equation (1.1) has a unique solution which is
Ho¨lder continuous of any order θ ∈ (0,1/2).
2.3. Ad hoc Malliavin calculus
Here we summarize some facts from the Malliavin calculus of variations, see [4]
for a deeper exposition. Denote by S[0,T ] the set the of step functions of the form
f (t) = ∑nk=1 ck1[ak,bk)(t) defined on [0,T ]. Let L2H [0,T ] denote the separable Hilbert
space obtained by completing S[0,T ] w.r.t. the scalar product
〈 f ,g〉L2H [0,T ] =
∫ T
0
∫ T
0
f (t)g(s)φ(t,s)dt ds,
where φ(t,s) = H(2H− 1)|t− s|2H−2.
Consider the product space
H=
(
L2H [0,T ]
)l
×
(
L2[0,T ]
)m
.
It is also a separable Hilbert space with a scalar product
〈 f ,g〉H =
l
∑
i=1
〈 fi,gi〉L2H [0,T ]+
l+m
∑
i=l+1
〈 fi,gi〉L2[0,T ].
The map
I : (1[0,t1), . . . ,1[0,tl),1[0,s1), . . . ,1[0,sm)) 7→ (B
H,1
t1 , . . . ,B
H,l
tl ,W
1
s1 , . . . ,W
m
sm
)
can be extended by linearity to S[0,T ]l+m. It appears that for f ,g ∈ S[0,T ]l+m
E [〈I ( f ),I (g)〉 ] = 〈 f ,g〉H,
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so I can be extended to an isometry between H and a subspace of L2(Ω;Rm+l).
For ξ = F(I ( f1), . . . ,I ( fn)), where f1, . . . , fn ∈H and fi = ( fi,1, . . . , fi,m+l),
i= 1, . . . ,n, F : Rn(m+l)→R is a continuously differentiable finitely supported func-
tion, define the Malliavin derivative Dξ as an element of H, whose j-th coordinate
equal to
n
∑
i=1
∂(i−1)(l+m)+ jF(I ( f1), . . . ,I ( fn)) fi, j , j = 1, . . . , l +m.
Denote for p ≥ 1 by D1,p the closure of the space of smooth cylindrical random
variables with respect to the norm
‖ξ‖p
D1,p
= E
[
|ξ |p + ‖Dξ‖H
]1/p
.
D is closable in this space and its closure will be denoted likewise. Finally, the
Malliavin derivative is a (possibly, generalized) function from [0,T ] to Rl+m, so we
can introduce the notation
Dξ =
{
Dt ξ = (DH,1t ξ , . . . ,DH,lt ξ ,DW,1t ξ , . . . ,DW,mt ξ), t ∈ [0,T ]} .
We say that ξ ∈ D1,ploc if exists a sequence {ξn(ω),Ωn}n≥1 such that Ωn ⊂ Ωn+1 for
n ≥ 1, P
(
Ω\
(⋃
n≥1 Ωn
))
= 0; ξn ∈ D1,p and ξ |Ωn = ξn|Ωn for all n ≥ 1.
For the reader convenience we state here the theorem concerning the Mallivian
differentiability of the solution to (1.1) in the case of SDE with non-homogeneous
coefficients. The proof is similar to that of [7, Theorem 2]
Theorem 2.1. Suppose that coefficients a,b,c of (1.1) satisfy the assumptions
B1 for all t ∈ [0,T ] a(t, ·),b(t, ·) ∈C1(Rd), c(t, ·) ∈C2(Rd);
B2 a,b,∂xa,∂xb,∂xc,∂ 2xxc are bounded;
B3 there exists β > 0 such that for all t,s ∈ [0,T ], x ∈Rd
|c(t,x)− c(s,x)| ≤C|t− s|β (1+ |x|), |∂xc(t,x)− ∂xc(s,x)| ≤C|t− s|β .
Then Xt ∈
⋂
p≥1D
1,p
.
3. Existence of density under simplified Ho¨rmander condition
In this section we prove that a solution to (1.1) possesses density of a distribution
under a quite strong condition, which we call a simplified Ho¨rmander condition.
More precisely, we will assume in this section that the coefficients of (1.1) satisfy
span{c·,k(0,X0),b·, j(0,X0) | 1 ≤ k ≤ l,1 ≤ j ≤ m}= Rd . (3.1)
The first step to establish the existence of density is to show the (local) Malli-
avin differentiability of the solution to (1.1).
Theorem 3.1. If the coefficients of (1.1) satisfy the assumptions A1–A4, then Xt ∈⋂
p≥1D
1,p
loc .
Proof. Define Ωn = {ω : ‖X·(ω)‖∞,[0,t] < n}, n ≥ 1. Obviously, Ωn ⊂ Ωn+1,n ≥ 1
and, since ‖X·(ω)‖∞,[0,t] < ∞ a.s.,
⋃
n≥1 Ωn = Ω. Consider a smooth function ψ =
ψ(x), x ∈ R such that
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• for all x ∈R 0 ≤ ψ(x)≤ 1;
• ψ(x) = 1,x ∈ [−1,1];
• ψ(x) = 0, x /∈ [−2,2].
For n≥ 1, put Ψn =Ψn(x1, . . . ,xd)= (
∫ x1
0 ψ(y/n)dy, . . . ,
∫ xd
0 ψ(y/n)dy), define d(n)(s,x)=
d(t,Ψn(x)), d ∈ {a,b,c}, and let X (n) solve
X (n)t = X0 +
∫ t
0
a(n)(s,X (n)s )ds+
∫ t
0
b(n)(s,X (n)s )dWs +
∫ t
0
c(n)(s,X (n)s )dBHs .
Since the functions an,bn,cn satisfy assumptions B1–B3, in view of Theorem 2.1,
X (n)t ∈
⋂
p≥1D
1,p
. It is not hard to see that that X (n)t (ω) = Xt(ω) for ω ∈ Ωn, which
concludes the proof. 
Now we are to prove the main result of this section.
Theorem 3.2. Suppose that the coefficients of (1.1) satisfy assumptions A1–A4
and the simplified Ho¨rmander condition (3.1). Then for all t > 0 the law of Xt is
absolutely continuous with respect to the Lebesgue measure in Rd .
Proof. By the classical condition for existence of density (see e.g. [4, Theorem
2.1.2]) and thanks to the previous theorem, it is enough to verify the non-degeneracy
of the Mallivain covariation matrix M(t)= (Mi, j(t))i, j=1,...,d with Mi, j(t)= 〈DX it ,DX it 〉H .
Define the matrix-valued process Jt,0 = (Jt,0(i, j))i, j=1,...,d as the solution to
Jt,0(i, j) = δi, j +
d
∑
r=1
[∫ t
0
∂ai
∂xr
(s,Xs)Js,0(r, j)ds
+
m
∑
k=1
∫ t
0
∂bi,k
∂xr
(s,Xs)Js,0(r, j)dW ks +
l
∑
q=1
∫ t
0
∂ci,q
∂xr
(s,Xs)Js,0(r, j)dBH,qs
]
.
(3.2)
where δi, j = 1i= j is the Kronecker delta. The system above is linear, hence, pos-
sesses a unique solution. In view of Lemma A.1, Jt,0 is non-degenerate; denoting
Jt,s = Jt,0J−1s,0 and applying Lemma A.2 one can write
M(t) =
m
∑
k=1
∫ t
0
(Jt,sb·,k(s,Xs))(Jt,sb·,k(s,Xs))′ ds
+
l
∑
q=1
∫ t
0
∫ t
0
ϕH(s,u)(Jt,sc·,q(s,Xs))(Jt,uc·,q(u,Xu))′ dsdu = Jt,0CtJ′t,0,
where
Ct =
m
∑
k=1
∫ t
0
(J−1s,0 b·,k(s,Xs))(J
−1
s,0 b·,k(s,Xs))
′ ds
+
l
∑
q=1
∫ t
0
∫ t
0
ϕH(s,u)(J−1s,0 c·,q(s,Xs))(J−1u,0 c·,q(u,Xu))′ dsdu.
Again, due to the invertibility of Jt,0, Mt is invertible if and only if so is Ct . Assuming
the contrary, there exists a non-zero vector v ∈ Rd such that v′Ct v = 0. Write
v′Ctv =
m
∑
k=1
∥∥〈J·,0b·,k(·,X·),v〉∥∥2L2[0,t]+ l∑
q=1
∥∥〈J·,0c·,q(·,X·),v〉∥∥2L2H [0,t] .
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Since the functions
s 7→ 〈J−1s,0 b·,k(s,Xs,v〉, k = 1, . . . ,m,
s 7→ 〈J−1s,0 c·,q(s,Xs),v〉, q = 1, . . . , l
are continuous, they must be equal zero for all s ∈ [0, t]. For s = 0 we get
d
∑
i=1
bi,k(0,X0)vi = 0,k = 1, . . . ,m;
d
∑
i=1
ci,q(0,X0)vi = 0,q = 1, . . . , l.
This, however, contradicts the assumption (3.1). Consequently, Mt is invertible, as
required. 
4. Existence of density under strong Ho¨rmander condition
In this section we consider a homogeneous version of (1.1):
Xt = X0 +
∫ t
0
a(Xs)ds+
∫ t
0
b(Xs)dWs +
∫ t
0
c(Xs)dBHs . (4.1)
In this section we assume that Hurst index H ∈ (1/2,2/3), and some θ ∈ ((H −
1/2)/(3− 4H),1/2) is fixed. The role of the restriction θ > (H − 1/2)/(3− 4H)
will become clear in the proof of the Norris lemma for (4.1) (Lemma A.5). Now we
just remark that the expression (H−1/2)/(3−4H) is increasing for H ∈ (1/2,3/4)
and is equal to 1/2 for H = 2/3, so the upper bound H < 2/3 arises naturally.
We impose the following condition on the coefficients of (4.1):
C1 a,b,c ∈C∞b (Rd) with all derivatives bounded.
Under this assumption the solution is infinitely differentiable in the Malliavin sense:
Xt ∈
⋂
∞
k,p=1D
k,p = D∞, which can be shown similarly to its differentiability under
B1–B3.
The aim of this section is to investigate the existence of a density and prop-
erties of this density of a distribution of Xt under the strong Ho¨rmander condition,
which reads as follows.
Set V0 = a, V j(·) = b·, j(·) for j = 1, . . . ,m and V j+m(·) = c·, j(·) for j = 1, . . . , l.
Using the Lie bracket [·, ·], define the set
ϒk = {[Vi1 , . . . , [Vik−1 ,Vik ] . . .],(i1, . . . , ik) ∈ {1, . . . ,d}
k}.
It is said that the vector field ϒ0 = {V j} j=1,...,m+l satisfies the Ho¨rmander condition
at the point X0, if for some positive integer n0 one has
span
{
V (X0),V ∈
n0⋃
k=1
ϒk
}
= Rd . (4.2)
The main result of this section is the following theorem.
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Theorem 4.1. Assume that coefficients of (4.1) satisfy assumption C1 and the Ho¨rmander
condition (4.2). Then the law of Xt for all t > 0 possesses a smooth density with re-
spect to the Lebesgue measure in Rd .
Proof. Using the usual condition for existence of a smooth density (see e.g. [4, The-
orem 2.1.4]) and taking into account that all moments of the Jacobian Jt,s are finite,
it is enough to show that the matrix inverse to the reduced Malliavin covariance
matrix of Xt possesses all moments.
Recall from Theorem 3.2 that the reduced Malliavin covariance matrix of the
solution to (4.1) can be written as
C(t) =
m
∑
k=1
∫ t
0
(J−1s,0 b·,k(Xs))(J
−1
s,0 b·,k(Xs))
′ ds
+
l
∑
q=1
∫ t
0
∫ t
0
ϕH(s,u)(J−1s,0 c·,q(Xs))(J−1u,0 c·,q(Xu))′ dsdu.
To simplify the notation, we assume from now that t = 1. We are to prove that
E [ |detCt |−p ] < ∞ for all p ≥ 1. Due to [4, Lemma 2.3.1] it suffices to prove that
the entries of Ct possess all moments and for any p ≥ 2 there exists Cp such that for
all ε > 0 it holds
sup
‖v‖=1
P{〈v,C1v〉 ≤ ε} ≤Cpε p.
Write
〈v,C1v〉=
m
∑
k=1
∥∥∥〈J−1·,0 b·,k(X·),v〉∥∥∥2L2[0,1]+
l
∑
q=1
∥∥∥〈J−1·,0 c·,q(X·),v〉∥∥∥L2H [0,1] .
It is well known that ‖ f‖L2H [0,1] ≤ ‖ f‖L2[0,1]. Therefore,
〈v,C1v〉 ≥C
m+l
∑
k=1
‖Gk‖L2H [0,1] , where Gk = 〈J
−1
·,0 Vk(X·),v〉.
Applying [1, Lemma 4.4] we get that
〈v,C1v〉 ≥C
m+l
∑
k=1
‖Gk‖2(3+1/θ)∞
‖Gk‖
2(2+1/θ)
θ
for θ > H− 1/2. Thus,
P{〈v,C1v〉 ≤ ε} ≤ P
{
C
m+l
∑
k=1
‖Gk‖2(3+1/θ)∞
‖Gk‖
2(2+1/θ)
θ
≤ ε
}
.
From [1, Lemma 4.5] and Theorem A.5 we obtain the following estimate
P
{
C
m+l
∑
k=1
‖Gk‖2(3+1/θ)∞
‖Gk‖
2(2+1/θ)
θ
≤ ε
}
≤Cε p + min
k=1,...,m+l
P
{
‖〈v,J·,0Vk(X·)‖∞ ≤ ε
α
}
.
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Now let V be a bounded vector field with bounded derivatives of all order. The chain
rule implies
J−1t,0 V (Xt) =V (X0)+
∫ t
0
J−1s,0 ([V0,V ]+
1
2
m+l
∑
k=1
[Vk, [Vk,V ]])(Xs)ds
+
m
∑
k=1
∫ t
0
J−1s,0 [Vk,V ](Xs)dWs +
l+m
∑
k=m+1
∫ t
0
J−1s,0 [Vk,V ](Xs)dB
H
s .
Thus, applying Theorem A.5 once more, we obtain
P
{
‖〈v,J·,0V (X·)〉‖∞ < ε
}
≤Cε p + min
k=1,...,m+l
P
{∥∥∥〈v,J−1·,0 [Vk,V ](X·)〉∥∥∥
∞
≤ εα
}
.
Let n0 be the integer from the Ho¨rmander condition. Iterating our consideration
above, we obtain
P{〈v,C1v〉 ≤ ε} ≤Cε p + min
V∈
⋃n0
k=1 ϒk
P
{∥∥∥〈v,J−1·,0 V (X·)〉∥∥∥
∞
≤ εα
}
for all ε small enough. Since {V (x0),V ∈
⋃n0
k=1 ϒk} spans R
d
, there exists v such
that 〈v,V (x0)〉 6= 0. Hence, there exists ε0(p) such that for all ε < ε0(p) the second
term vanishes. As a result,
P{〈v,C1v〉 ≤ ε} ≤Cpε p
for all ε ≤ ε0(p), as required. 
Appendix A. Technical lemmas
The following two lemmas concern the Jacobian of the flow generated by the solu-
tion X to equation (1.1). These are quite standard facts, so we just sketch the proofs.
Lemma A.1. Under assumptions A1–A4 the matrix valued process Jt,0 =(Jt,0(i, j))i, j=1,...,d
given by (3.2) has an inverse Zt,0 = (Zt,0(i, j))i, j=1,...,d for all t > 0. Moreover,
{Zt,0, t ≥ 0} satisfies the following system of equations
Zt,0(i, j) = δ (i, j)−
d
∑
r=1
[∫ t
0
∂ar
x j
(s,Xs)Zs,0(r, j)ds
−
m
∑
k=1
∫ t
0
∂br,k
∂x j
(s,Xs)Zs,0(i,r)dW ks −
l
∑
q=1
∫ t
0
∂cr,q
∂x j
(s,Xs)Zs,0(i,r)dBH,qs
+
1
2
d
∑
u=1
d
∑
v=1
∫ t
0
∂br,v
∂xu
(s,Xs)
∂bu,v
∂xr
(s,Xs)Zs,0(i,r)ds
]
.
(A.1)
Proof. The equation (A.1) is linear, thus possesses a unique solution Zt,0. So we
need to verify that Zt,0Jt,0 = Jt,0Zt,0 = Id , the identity matrix. The equality clearly
holds for t = 0. To show it for t > 0, it is enough to show that the differentials
of Zt,0Jt,0 and of Jt,0Zt,0 vanish. But this can be routinely checked using the Itoˆ
formula. 
Denote for t ≥ s Jt,s = Jt,0J−1s,0 .
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Lemma A.2. Under assumptions A1–A4, the Malliavin derivatives of the solution
to (1.1) are given by
DW,ks Xt = Jt,sb·,k(s,Xs)1s≤t , k = 1, . . . ,m, (A.2)
DH,qs Xt = Jt,sc·,q(s,Xs)1s≤t , q = 1, . . . , l. (A.3)
Proof. The argument is exactly the same for both equations, so we prove only (A.2).
Evidently, DW,ks Xt = 0 for s > t, so suppose that s ≤ t. Due to the closedness of the
derivative, we can freely differentiate (1.1) as if the integrals were finite sums, in
particular, using the chain rule, we can write for i = 1, . . . ,d
DW,ks
∫ t
0
ai(u,Xu)du =
∫ t
0
DW,ks ai(u,Xu)du =
d
∑
r=1
∫ t
s
∂
∂xr
ai(u,Xu)DW,ks X
r
u du
and similarly
DW,ks
∫ t
0
ci,q(u,Xu)dBH,qu =
d
∑
r=1
∫ t
s
∂
∂xr
ci,q(u,Xu)DW,ks X
r
u dBH,qs ,q = 1, . . . , l,
DW,ks
∫ t
0
bi, j(u,Xu)dW ju =
d
∑
r=1
∫ t
s
∂
∂xr
bi, j(u,Xu)DW,ks X ru dW js , j = 1, . . . ,m, j 6= k.
To differentiate the integral w.r.t. W k, approximate it by an integral sum and note
that we will have an extra term corresponding to the derivative of the increment of
W k on the interval containing s. Passing to the limit, we get
DW,ks
∫ t
0
bi,k(u,Xu)dW ku = bi,k(s,Xs)+
d
∑
r=1
∫ t
s
∂
∂xr
bi,k(u,Xu)DW,ks X ru dW ks .
Therefore, we have for s ≤ t the following linear equation on DW,ks Xu:
DW,ks Xt = b·,k(s,Xs)+
d
∑
r=1
[∫ t
s
∂
∂xr
a(u,Xu)DW,ks X ru du
+
l
∑
q=1
∫ t
s
∂
∂xr
c·,q(u,Xu)DW,ks X
r
u dBH,qs +
m
∑
j=1
∫ t
s
∂
∂xr
b·, j(u,Xu)DW,ks X ru dW js
]
.
On the other hand, from (3.2) we can write
Jt,0 = Js,0 +
d
∑
r=1
[∫ t
s
∂ai
∂xr
(u,Xu)Ju,0 du
+
m
∑
k=1
∫ t
s
∂b·,k
∂xr
(s,Xs)Ju,0 dW ku +
l
∑
q=1
∫ t
s
∂c·,q
∂xr
(s,Xs)Ju,0 dBH,qu
]
,
which, upon multiplying by J−1s,0 b·,k(s,Xs) on the right leads to the same equation
on Ju,sb·,k(s,Xs) as that on DW,ks X ru . Hence, by uniqueness, we get the desired result.

Further we establish a simple estimate on the Itoˆ integral of a Ho¨lder continu-
ous integrand.
10 Taras Shalaiko and Georgiy Shevchenko
Lemma A.3. Let { f (t), t ∈ [0,T ]} be an F-adapted stochastic process such that
E
[
‖ f‖pθ
]
< ∞ for all p ≥ 1, and 0 < δ < ∆ ≤ T. Then for all s, t,u ∈ [0,T ] such
that u < s < t, t− s < δ , t− u ≤ ∆ it holds∣∣∣∣
∫ t
s
( f (v)− f (u))dWv
∣∣∣∣≤ ∆θ δ 1/2ξ∆,δ ,
where E
[
ξ p∆,δ
]
<CpE
[
‖ f‖pθ
] for all p ≥ 1.
Proof. It suffices to establish the required result for p large enough, then one can
get deduce it for all p ≥ 1 with the help of Jensen’s inequlaity.
By the Garsia–Rodemich–Rumsey inequality, we get∣∣∣∣
∫ t
s
( f (v)− f (u))dWv
∣∣∣∣≤C|t− s|1/4
(∫ t
s
∫ t
s
|
∫ y
x
( f (v)− f (u))dWv|8
|x− y|4
dxdy
)1/8
≤C∆θ δ 1/2ξ∆,δ ,
where
ξ∆,δ = ∆−θ δ−1/4
(∫ t
s
∫ t
s
|
∫ y
x
( f (v)− f (u))dWv|8
|x− y|4
dxdy
)1/8
.
For p > 8 the Ho¨lder inequality entails that
E
[
ξ p∆,δ
]
≤ ∆−θ pδ−p/4(t − s)2(p/8−1)
∫ t
s
∫ t
s
E
[
|
∫ y
x
( f (v)− f (u))dWv|p
|x− y|p/2
]
dxdy
≤Cp∆−θ pδ−2
∫ t
s
∫ t
s
E
[ (∫ y
x | f (v)− f (u)|2 dv
)p/2
|x− y|p/2
]
dxdy
≤Cp∆−θ pδ−2E
[
‖ f‖pθ
]
∆pθ δ 2 =CpE
[
‖ f‖pθ
]
.
Hence, we arrive at the desired statement. 
We also need the result concerning the pathwise regularity property of X . It
establishes certain exponential integrability of the Ho¨lder seminorm of X , so it is an
interesting result on its own.
Theorem A.4. Let {Xt , t ∈ [0,T ]} be the solution to (4.1). Assume that a,b,c satisfy
the assumption C1. Then X ∈Cθ [0,T ] for θ ∈ (0,1/2) and E[exp{K ‖X‖qθ}]< ∞
for all q ∈ (0,q∗), K > 0, where
q∗ =
4H
2(H +θ )+ 1 ∧
2H + 1
4H
.
In particular, E
[
‖X‖pθ
]
< ∞ for all p > 0.
Proof. Define for ε ∈ (0,T ]
‖X‖θ ,ε = sup
0≤t−ε≤s<t≤T
|Xt −Xs|
(t− s)θ
.
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Clearly, ‖X‖θ ≤ ‖X‖θ ,ε + 2ε−θ ‖X‖∞. It follows from [8, equation (4)] that
‖X‖θ ,ε ≤C1
(∥∥Ib∥∥θ +Λµ(1+ ‖X‖∞ εµ−θ)
)
,
for any ε ∈ (0,C2Λ−1/µµ ] where C1,C2 are some positive constants, µ ∈ (1/2,H),
Λµ = ‖BH‖µ + 1, Ibt =
∫ t
0 b(Xs)dWs. Therefore, setting ε =C2Λ
−1/µ
µ , we obtain
‖X‖θ ≤C1
(∥∥Ib∥∥θ +Λµ + 2‖X‖∞ Λθ/µ
)
≤C
(∥∥Ib∥∥θ +Λµ + ‖X‖p′∞ +Λq′θ/µ
)
,
where p′ > 1, and q′ = p′/(p′− 1) is the exponent conjugate to p′. Therefore,
‖X‖qθ ≤C
(∥∥Ib∥∥qθ +Λqµ + ‖X‖p′q∞ +Λqq′θ/µ) .
Evidently, q∗ < 1, so it follows from [7, Lemma 1] that E
[
exp
{
K
∥∥Ib∥∥qθ} ]< ∞ for
all K > 0. Further, Λµ is an almost surely finite supremum of a centered Gaussian
family, so by Fernique’s theorem E
[
exp
{
KΛzµ
} ]
< ∞ for any K > 0, z ∈ (0,2).
Finally, by [8, Corollary 4], E
[
exp{K ‖X‖z
∞
}
]
<∞ for all K > 0,z < 4H/(2H+1).
Now if p′ > 1 is close to 4Hq−1(2H+1)−1 (thanks to the bound on q such choice is
possible) and µ is close to H, then q′ is close to 4H/(4H−q(2H+1)), and qq′θ/µ
is close to 4qθ/(4H− q(2H + 1)), which is less than 2. Indeed, the last statement
is equivalent to q(2θ + 2H + 1) < 4H, which is true thanks to the restriction on q.
Thus, we get the desired integrability. 
The following result is a Norris type lemma for mixed SDEs. It is a crucial re-
sult to prove existence of density under the Ho¨rmander condition. Loosely speaking,
this statement says that if
Yt = Y0 +
∫ t
0
a(s)ds+
∫ t
0
b(s)dWs +
∫ t
0
c(s)dBHs , (A.4)
‖Y‖
∞
= ‖Y‖
∞;[0,T ] is small, then ‖b‖∞ and ‖c‖∞ can not be large. This means that
the integral w.r.t. W and w.r.t. BH can not compensate each other well. The rigorous
formulation is as follows.
Theorem A.5. Assume that H ∈ (1/2,2/3), θ ∈
(
θ∗,1/2
)
, where
θ∗ =
H− 12
3− 4H ,
and that a,b,c in (A.4) are F-adapted processes satisfying E[‖a‖p
∞
+ ‖b‖pθ + ‖c‖
p
θ
]
<
∞ for all p ≥ 1. Then exists q > 0 such that for all p ≥ 1,ε > 0
P{‖Y‖
∞
< ε and ‖b‖
∞
+ ‖c‖
∞
> εq} ≤Cpε p.
Proof. Here we imitate the proof of in [1, Proposition 3.4]. For notational simplicity,
we assume that T = 1. For some positive integers M and r denote ∆= 1/M, δ = ∆/r
and define the following uniform partitions of [0,1]: TN = Nδ , N = 0, . . . ,M; tn =
12 Taras Shalaiko and Georgiy Shevchenko
δn, n = 0, . . . ,Mr. Further, fix some ˘H ∈ (1/2,H) and write for N = 0, . . . ,M− 1,
n = Nr, . . . ,(N + 1)r− 1 (so that tn ∈ [TN ,TN+1)), i = 1, . . . ,d
〈
ci(TN),BHtn+1 −B
H
tn
〉
+
〈
bi(TN),Wtn+1 −Wtn
〉
≤ |Y itn+1 −Y
i
tn |+ δ ‖a‖∞
+
∣∣∣∣
∫ tn+1
tn
〈bi(s)− bi(TN),dWs〉
∣∣∣∣+
∣∣∣∣
∫ tn+1
tn
〈ci(s)− ci(TN),dBHs 〉
∣∣∣∣
≤ 2‖Y‖
∞
+ δ ‖a‖
∞
+C∆θ δ ˘H ‖c‖θ
∥∥BH∥∥
˘H +∆
θ δ 1/2ξ∆,δ =: S,
(A.5)
where in the last step we have used the Young–Love inequality (see e.g. [5, Propo-
sition 1]) and Lemma A.3.
For processes ξ ,ζ denote
VN(ξ ,ζ ) =
(N+1)r−1
∑
n=Nr
(ξtn+1 − ξtn)(ζtn+1 − ζtn) ; (A.6)
we remind that the summation is in fact over tn ∈ [TN ,TN+1). Squaring the both sides
of (A.5), summing over n = Nr, . . . ,(N +1)r−1 and then taking the square root we
get
(
m
∑
u,v=1
m
∑
v=1
bi,u(TN)bi,v(TN)VN(W u,W v)+
l
∑
u,v=1
ci,u(TN)ci,v(TN)VN(BH,u,BH,v)
(A.7)
+
m
∑
u=1
l
∑
v=1
bi,u(TN)ci,v(TN)VN(W u,BH,v)
)1/2
≤C∆1/2δ−1/2S. (A.8)
Therefore,
m
∑
u=1
|bi,u(TN)|VN(W u,W u)1/2 +
l
∑
v=1
|ci,v(TN)|VN(BH,v,BH,v)
≤C
(
∑
1≤u<v≤m
|bi,u(TN)|1/2|bi,v(TN)|1/2|VN(W u,W v)|1/2
+ ∑
1≤u<v≤l
|ci,u(TN)|1/2|ci,v(TN)|1/2|VN(BH,u,BH,v)|1/2
+
m
∑
u=1
l
∑
v=1
|bi,u(TN)|1/2|ci,v(TN)|1/2|VN(W u,BH,v|1/2 +∆1/2δ−1/2S
)
.
(A.9)
Further, for arbitrary f ∈Cθ [0,1],
∣∣∣∣∣∆
M−1
∑
N=0
| f (TN)|−‖ f‖L1[0,1]
∣∣∣∣∣≤ ‖ f‖θ ∆θ ,
Existence of density for solutions of mixed stochastic equations 13
which yields
m
∑
u=1
‖bi,u‖L1[0,1]+
l
∑
v=1
‖ci,v‖L1[0,1]
≤
m
∑
u=1
(
∆θ ‖bi,u‖θ +∆
M−1
∑
N=0
|bi,u(TN)|
)
+
l
∑
v=1
(
∆θ ‖ci,v‖θ +∆
M−1
∑
N=0
|ci,v(TN)|
)
≤
m
∑
u=1
(
∆θ ‖b‖θ +∆1/2‖b‖∞
M−1
∑
N=0
∣∣∣∆1/2−VN(W u,W u)1/2∣∣∣
+∆1/2δ 1/2−H
M−1
∑
N=0
|bi,u(TN)|VN(W u,W u)1/2
)
+
l
∑
v=1
(
∆θ ‖c‖θ +∆
1/2δ 1/2−H ‖c‖
∞
M−1
∑
N=0
∣∣∣∆1/2δ H−1/2−VN(BH,v,BH,v)1/2∣∣∣
+∆1/2δ 1/2−H
M−1
∑
N=0
|ci,v(TN)|VN(BH,v,BH,v)1/2
)
.
Therefore, using (A.9), we arrive at
‖b‖L1[0,1]+ ‖c‖L1[0,1] ≤C
(
∆θ
(
‖b‖θ + ‖c‖θ
)
+∆1/2δ 1/2−H ‖b‖
∞
M−1
∑
N=0
m
∑
u,v=1
∣∣∣∆1/2δu,v−|VN(W u,W v)|1/2∣∣∣
+∆1/2δ 1/2−H ‖c‖
∞
M−1
∑
N=0
l
∑
u,v=1
∣∣∣∆1/2δ H−1/2δu,v− ∣∣VN(BH,u,BH,v)∣∣1/2∣∣∣
+∆1/2δ 1/2−H ‖c‖1/2
∞
‖b‖1/2
∞
M−1
∑
N=0
m
∑
u=1
l
∑
v=1
∣∣VN(W u,BH,v)∣∣1/2 + δ−HS
)
≤C
(
‖b‖θ + ‖c‖θ +∆
−1/4δ 3/4−H ‖b‖
∞
RW
+∆H−1δ 1−H ‖c‖
∞
RB +∆−1/4δ (1−H)/2 (‖c‖
∞
+ ‖b‖
∞
)RW,B + δ−HS
)
,
where
RW = ∆3/4δ−1/4
M−1
∑
N=0
m
∑
u,v=1
∣∣∣∆1/2δu,v−|VN(W u,W v)|1/2∣∣∣ ,
RB = ∆H−3/2δ 1/2
M−1
∑
N=0
l
∑
u,v=1
∣∣∣∆1/2δ H−1/2δu,v− ∣∣VN(BH,u,BH,v)∣∣1/2∣∣∣ ,
RW,B = ∆3/4δ−H/2
M−1
∑
N=0
m
∑
u=1
l
∑
v=1
∣∣VN(W u,BH,v)∣∣1/2 .
(A.10)
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Further we use the following interpolation inequality, valid for any f ∈Cθ [0,1] and
γ < 1:
‖ f‖
∞
≤C
(
γ ‖ f‖θ + γ−1/θ ‖ f‖L1[0,1]
)
.
for any γ ≤ 1. Thus,
‖b‖
∞
+ ‖c‖
∞
≤C
(
‖b‖θ + ‖c‖θ
)
γ +Cγ−1/θ
((
‖b‖θ + ‖c‖θ
)
∆θ
+(‖b‖
∞
+ ‖c‖
∞
)
[
∆−1/4δ 3/4−HRW +∆H−1δ 1−HRB +∆−1/4δ (1−H)/2RW,B
]
+δ−H ‖Y‖
∞
+ δ 1−H ‖a‖
∞
+∆θ δ ˘H−H ‖c‖θ
∥∥BH∥∥
˘H +∆
θ δ 1/2−Hξ∆,δ
)
.
(A.11)
Now we want to put
∆β ∼ εβ ,δ ∼ εα ,γ ∼ εη ,α > β > 0,η > 0,
so that in the right-hand side of (A.11), the exponents of ε are positive for all terms
except ‖Y‖
∞
. Since (H − 1/2)/θ ≤ (3− 4H) < 1, it is possible to take β/α ∈(
(H−1/2)/θ ,(3−4H)
)
so that both θβ +(1/2−H)α and−β/4+(3/4−H)α are
positive. Also (H−1)β +(1−H)α = (1−H)(α −β )> 0, −β/4+(1−H)α/2>
−β/4+(3/4−H)α > 0, θβ +( ˘H −H)α > θβ +(1/2−H)α > 0. Therefore, by
choosing η small enough we can make all needed exponents positive.
Thus, for some κ > 0 and C1 > 0 we have
‖b‖
∞
+ ‖c‖
∞
≤C1 ‖Y‖∞ ε
−λ +C1εκ
(
(‖b‖
∞
+ ‖c‖
∞
)
[
RW +RB +RW,B]
+‖b‖θ + ‖c‖θ + ‖a‖∞ + ‖c‖θ
∥∥BH∥∥
˘H + ξ∆,δ
)
,
where λ = Hα +η/θ . Consequently, for ε small enough
P
{
‖b‖
∞
+ ‖c‖
∞
> εκ/2 and ‖Y‖
∞
< ελ+κ
}
≤ P
{
RW ≥ ε−κ/3
}
+P
{
RB ≥ ε−κ/3
}
+P
{
RW,B ≥ ε−κ/3
}
+P
{
‖b‖θ + ‖c‖θ + ‖c‖θ
∥∥BH∥∥
˘H + ξ∆,δ ≥ ε−κ/3
}
.
Now the statement follows by applying Lemmas A.3 and A.6 and the Chebyshev
inequality. 
Lemma A.6. Let RW ,RB and RW,B be given by (A.10) and (A.6). Then we have for
any h > 1 the following concentration inequalities
P
{
RW ≥ h
}
≤
C
∆ exp(−Ch
2), (A.12)
P
{
RB ≥ h
}
≤
C
∆ exp(−Ch
2), (A.13)
P
{
RW,B ≥ h
}
≤
C
∆ exp(−Ch
2). (A.14)
Proof. By [1, Lemma 3.1] we have for h > 0
P
{∣∣∆1/2−VN(W u,W u)1/2∣∣∆−1/4δ−1/4 ≥ h}≤C exp(−Ch2) . (A.15)
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Further, let u 6= v. Since W u and W v are independent, and W v has independent in-
crements, then conditional on W v, VN(W w,W u)∆−1/2δ−1/2 has a centered Gaussian
distribution with the variance VN(W v,W v)∆−1. Therefore,
P
{
|VN(W u,W v)|1/2∆−1/4δ−1/4 ≥ h
}
= E
[
P
{
|VN(W u,W v)|∆−1/2δ−1/2 ≥ h2
}∣∣W v ]≤CE[exp{− h4∆
4VN(W v,W v)
}]
≤C exp
{
−
h4∆
4(∆1/2 + v)2
}
+P
{∣∣∆1/2−VN(W v,W v)1/2∣∣≥ v}
≤C exp
{
−
h4∆
8(∆+ v2)
}
+C exp
{
−C v
2
∆1/2δ 1/2
}
,
where we have used (A.15). Setting v2 = h2∆ and recalling that ∆ ≥ δ we get
P
{
|VN(W u,W v)|1/2∆−1/4δ−1/4 ≥ h
}
≤C exp
(
−Ch2
)
.
Combining this with (A.15), we get
P
{
RW ≥ h
}
≤
M−1
∑
N=0
m
∑
u,v=1
P
{
∆−1/4δ−1/4
∣∣∆1/2δu,v−|VN(W u,W v)|1/2 ∣∣ ≥ hm2}
≤
C
∆ exp
{
−Ch2
}
.
Using the inequalities from [1, Lemma 3.2] and repeating the last step, we get
(A.13).
The estimate (A.14) is proved similarly to (A.12), so we omit some details.
Write
P
{
|VN(W u,BH,v)|1/2∆−1/4δ−H/2 ≥ h
}
= E
[
P
{
|VN(W u,BH,v)|∆−1/2δ−H ≥ h2
}∣∣ BH,v ]≤CE[exp{− h4∆δ 2H−14VN(BH,v,BH,v)
}]
≤C exp
{
−
h4∆δ 2H−1
4(∆1/2δ H−1/2 + v)2
}
+P
{∣∣∆1/2δ H−1/2−VN(BH,v,BH,v)1/2∣∣≥ v}
≤C exp
{
−
h4∆δ 2H−1
8(∆δ 2H−1 + v2)
}
+C exp
{
−C v
2
4∆2H−1δ
}
.
Setting v2 = h2∆δ 2H−1 and taking into account that ∆ ≥ δ , we arrive at
P
{
|VN(W u,BH,v)|1/2∆−1/4δ−H/2 ≥ h
}
≤C exp
{
−Ch2
}
.
From here (A.14) is deduced similarly to (A.12). 
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