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ABSTRACT 
 
This thesis presents the development and application of a    adaptive controller for a 
turbofan commercial aircraft engine in the presences of constraint limits.  Turbofan 
engines are a highly complex system, with a wide variety of dynamics, operating under 
constantly changing environmental conditions.  In aircraft turbofan operation many 
constraint requirements must be met.  When constraints, such as rotor speeds, pressures, 
and temperatures, exceed the prescribed limits it can decrease the life expectancy of the 
engine, cause component failure, or even total engine failure.  Additionally stall, also 
known as compressor surge, which occurs when the compressor is unable to work against 
incoming air resulting in flow reversal, must be avoided.  To decrease the chances of 
entering into surge or stall, control systems are developed to control stall margin, which 
are percentage estimates of the probability that an engine will enter surge or stall. 
Overall, the control of a turbofan engine is a highly nonlinear problem that must be 
capable of handling variable constraints so an effective controller must be capable of 
handling nonlinearities while operation within constraints.    
Despite the nonlinearity of the engine control problem, the aero-engine industry 
achieves engine control using linear design logic by creating several controls at different 
operating points and scheduling the resulting gains based on these different operating 
ranges. Therefore, this thesis proposes a    adaptive controller to handle nonlinear 
uncertain systems in the presence of constraint variables.  These constraint variables are 
maintained through a dynamic integration limiter.     adaptive control theory permits 
transient characterization, deals with time varying uncertainties, and can create a tradeoff 
between tracking performance and robustness.   
vii 
 
The theoretical foundation for the    adaptive controller is developed and analyzed, 
genetic simulations are conducted for the theoretical controller, as well as applying the 
controller to a Simulink model of a twin-spool commercial aircraft engine.  Additionally, 
special consideration in placed on a stall margin estimator and used as a limiting variable.   
Simulation results are found to verify the theoretical findings. 
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1. Introduction 
 
A. Background 
The gas turbofan engine is the most common choice for modern aircraft propulsion in 
both industrial and military applications.  Turbofan engines represent a highly complex 
system, with a wide variety of dynamics, operating under highly transient environmental 
conditions.  A typical twin spool commercial turbofan engine can be seen below in 
Figure 1.   
 
Figure 1: Twin Spool Turbo Fan Aircraft Engine 
In a turbofan engine air enters the inlet, from the left in Figure 1, and passes through 
the fan.  A fraction of the air is directed into the compressors, while the rest of the airflow 
is directed around the engine core and exits through the outer nozzle at the rear of the 
engine, known as bypass air.  The airflow that is directed into the compressor goes 
through two compressor stages. The ingested air first passes through a low pressure 
compressor and then through a high pressure compressor.  Both compressors are powered 
2 
 
by shafts driven off of the turbine. There is a twin spool shaft design, which allows high 
and low pressure sections of the engine to operate at different speeds, which is touched 
upon later.  To sustain safe pressure levels inside the compressors, valves are generally 
present that can be opened to bleed air from the compressor.  Additionally, stator vanes, 
geometric flow modulators, are often incorporated into the engine to direct airflow 
through the compressors.  Upon exiting the high compressor the airflow enters the 
combustor, where fuel is added and ignited.  After gaining large amounts of energy from 
the combustion process, the heated and pressurized air exits the combustor and transfers 
its kinetic energy to high and low pressure turbines.  The high pressure turbine is 
connected to the outer part of the twin spooled shaft, often called the core rotor, and 
powers the high pressure compressor.  The low pressure turbine powers the inner shaft, 
known as the fan rotor, which rotates the low pressure compressor and fan. 
In aircraft turbofan engine operation many constraint requirements, such as rotor 
speeds, pressures, and temperatures, airflows, must be met.  When constraints exceed the 
prescribed limits the life expectancy of an engine decreases, individual components may 
fail, ultimately resulting in total engine failure.  In addition to these physical limits, the 
probability of entering a surge or stall becomes an important constraint factor during 
transient operation- acceleration and decelerations.  Axi-symmetric stall, also known as 
compressor surge, happens when the compressor is unable to further compress or 
transport the already compressed incoming air, resulting in a reversal of airflow in the 
engine.  This type of surge can lead to an expulsion of compressed heated air through the 
engine intake. When this occurs, the engine is unable to provide propulsion to the aircraft 
and engine components may become damaged, leading to failure.  To decrease the 
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chances of entering into surge or stall, control systems are developed. A control variable, 
stall margin, is introduced as an estimation of the probability of the engine going into a 
stall. Stall margins are used as constraint factors in the turbofan engine control 
architecture.  Therefore, not only does engine control need to have proper tracking 
performance, an example of tracking performance is systems response to throttle input, 
but it must do so while maintaining critical constraints. 
Regulations created by the Federal Aviation Administration require aircraft engines to 
maintain set limits on temperature, pressure, shaft speed, and airflow, to ensure safe 
engine operation [1]. Current control systems are design to keep aircraft engines 
operating far from these set limits.  Models are created of the turbofan engine under 
constant, normal operating conditions and control systems are designed around these 
models. It should be noted that often the imposed operation range greatly reduces the 
capabilities and efficiency of the engine.   
In industry, for normal operation of the engines, control systems are designed with 
three basic function in mind; steady-state control, transient control, and limit protection 
control [2].  Steady-state control is a set-point control that is used to keep the engine 
operating at a desired point over time, such as idle, cruise, and take-off.  This type of 
control is called a set-point control because it tries to control the engine to a “set-point”, 
or fixed power level for the corresponding operating condition.  Transient control and 
limit protection control are often coupled together in the control design, where transient 
control is developed to move from one engine steady-state operating point to another 
within in a given time frame and within prescribed bounds.  To keep the engine from 
entering into unsafe or undesirable operating regions limit protection control is utilized. 
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Despite the nonlinearity of a gas turbine engine, linear control techniques are still the 
basis for the above mentioned controllers and use different forms of PID (proportional-
integral-derivative) control[2].   
However, after the linear control laws have been designed, some nonlinear control 
methods are added, such as gain scheduling.   Gain scheduling achieves engine control by 
creating several controls at different operating points (i.e. varying altitudes, temperatures, 
and speeds) and scheduling the resulting gains, a gain is a constant of multiplication or 
amplification of a control signal, based on these different operating ranges [3-5].  The 
technique effectively “glues” a family of linear controllers into one large primary 
controller, which has the same structure as each individual set-point controller.  The 
problem with gain schedule is there are an abundant number of combinations of operating 
conditions and creating such models is labor intensive. 
These linear design controllers used in industry are robust to nonlinear uncertainties 
and capable of delivering good performance in normal operating situations.  A control 
system is generally considered robust when it remains stable in the presence of variant 
conditions [6]. However, these controllers are designed to operate far from critical limits, 
often at the price of engine efficiency.  A control system that allows for holding the 
necessary limits can be designed to operate more efficiently and closer to engine limits. 
Additionally in emergency situations, which will be discussed later, maintaining limits 
could prove to be very valuable [7]. However, maintaining limits is essentially a 
nonlinear requirement. Direct application of linear controllers generally results in poor 
performance.  As an answer to this dilemma, control methods have been developed to 
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handle issues both, nonlinear dynamics and holding of critical limits, as discussed in the 
following section. 
B. Constraint Control 
An aircraft engine must maintain critical operating limits: pressures, temperatures, 
shaft speeds, airflows.  During normal operation, most of these limits are not in danger of 
being surpassed.  Constraint control demonstrates a benefit over conventional control 
when there is a need to operate near limits or to have active limit holding, as in the 
following cases. 
Off-nominal/Emergency Situation 
In 2006, a Bombardier Jet CRJ-100ER began take-off on the wrong runway.  The 
runway was too short for take-off and as such the aircraft would not be able to achieve 
the needed thrust in time.  Once the pilot realized his mistake the aircraft did not have 
sufficient runway to stop, and crashed after running off the runway [8].  Several runway 
incursions occur per year, where two planes have a "close call" on the runway.  
Achieving momentary levels of maximum thrust could be used to avoid crashes; whereas 
now this maximum thrust is well below the engine capabilities due to the PID control.  
These are examples illustrating a necessity for expanding operating limits closer to 
critical physical limits for emergency situations. Conventional linear systems must keep a 
large cushioning margin between physical limits and control limits to compensate for 
tracking of transient response. An intuitive solution to this problem is the introduction of 
a control system which is capable of holding constraints, expanding the operating range 
of the engine.    
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NASA‟s Resilient Propulsion Control Research for the NASA Integrated Resilient 
Aircraft Control (IRAC) Project [7] analyzed the benefits of achieving greater engine 
response in emergency situations. Normally, to achieve increased thrust in a turbofan 
engine, excessive fuel and airflow are required. However, if the airflow in the engine 
changes too rapidly, stall can occur; likewise, increased temperature/pressure can damage 
engine components and lead to total engine failure.  This illustrates that constraint control 
could prove to be very beneficial in emergency situations, such as those investigated by 
NASA, when faster or greater thrust is needed. 
Propulsion Flight Control 
Vectorized engines manipulate the direction of the thrust created by the engine in 
order to control the altitude and velocity of the aircraft and provide superior 
maneuverability over conventional engines. Vectorized engines have recently been 
applied in military jet fighters, such as the F22 and F35, which require extreme 
maneuverability without compromising engine performance.  Therefore the control 
systems implemented on such engines need to have complex constraint capabilities. 
Also, industry is trending towards the merge of engine and flight control to form an 
integrated system. However, for the engine to serve as an effective actuator, such as 
aircraft control surfaces (rutter, wing flaps, etc), its magnitude (dynamic range of thrust) 
and bandwidth (how fast the magnitude can change) need to be increased significantly. In 
an integrated system, such as this where larger and fast response changes are needed, the 
output limits will frequently be encountered and will need to be actively maintained [2]. 
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Higher efficiency Operation 
Operation of an aircraft engine at points that lay far from the stall margin restricts the 
engine efficiency. The „peak point‟, where the engine achieves the greatest fuel 
efficiency, lies on the stall margin limit line. This is a point of marginal stability meaning 
that  the engine could go into stall any time without any precursor [4]. Operating close to 
the stall margin increases efficiency, while placing greater pressure on the control system 
to maintain the constraint. Conventionally, efficiency is compromised to maintain a 
safety margin from stall limits.  
The above mentioned scenarios motivate a control theory which has the capabilities 
to ensure tracking performance while maintain various limits in the presence of 
significant uncertainties and nonlinearities. There are two methods currently used to 
handle constraints: optimal control and model predictive control.  
Optimal control deals with constraints on either the input, unmeasured state, or output 
variables of the system while a performance objective is desired. When it comes to 
constrained control problems, optimal control methodology re-defines the problem into a 
discrete formulation, with a finite number of steps and constraints. Therefore the control 
signal can be found by solving the constrained optimization problem in real-time[9].  
Model-Based Predictive Control (MPC) also know as receding horizon control  
technology [9] utilizes a mathematical model representation of the process. The algorithm 
evaluates multiple process inputs, predicts the direction of the desired control variable, 
and manipulates the output to minimize the difference between the target and actual 
variables. The method has been widely adopted in the process industry, for more than 30 
years, as an effective means to deal with large multivariable constrained control 
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problems[10]. The main idea of MPC is to choose the control action by repeatedly 
solving an optimal control problem in real-time. Most MPC technologies are based on 
linear models, which are not ideal for highly nonlinear systems and could lead to poor 
performance.  
In optimal and MPC control methods, a-priori knowledge of the system dynamics are 
required for the systems.  In application, complex nonlinear dynamics are involved, such 
as those in a turbofan engine. Developing an accurate model would be extremely labor 
intensive, as dynamics of the system at many operating points must be recorded.  Also, 
on an elementary level, developing precise knowledge of the uncertain time-varying 
system presents an immense challenge, both mathematically and practically.    
Moreover, to maintain a constrained system is a transient requirement. Restricting a 
signal below a constant constraint is comparable to developing a response that has no 
overshoot, which is a transient specification in a tracking problem; as such the control 
system utilized in a constrained system should be analyzed for nonlinear systems, where 
transient performance is critical.  
Therefore alternative constraint controls need to be developed.  However, before 
developing an alternative constraint methodology, current forms of nonlinear control will 
be discussed.   
C. Control of Nonlinear Uncertain Systems 
The focus of this thesis is to develop a controller for nonlinear uncertain systems, 
namely a complex nonlinear turbofan system.  Here I present a brief, but not all inclusive 
due to the breadth of research in this area, historical overview of control systems 
developed to handle nonlinear uncertain systems. 
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Since the late 1970‟s, sliding mode control (SMC) has generated much interest in the 
research community of nonlinear control [11].  SMC uses a high-frequency switching 
control method to switch from one continuous structure to another. Switching is based on 
the system‟s current position in state space; therefore SMC is considered a variable 
structure control method.  The main advantage of SMC is its robustness to disturbances 
and insensitivity to parameter variations.  The major problem with this method is the 
chattering effect, due to frequent mode switching, and danger of high-frequency 
oscillations of the controlled system [12]. 
Another control method widely investigated in the research community is nonlinear 
output feedback control with high gain observer. This method is capable of controlling a 
wide range of nonlinear systems by forcing the output feedback controller to improve the 
performance of the state feedback controller, if the gain of the observer output feedback 
controller is adequately high.  The “Separation Principle” is the main reason for the use 
of a high gain observer in nonlinear output feedback control.  The separation principle 
divides the system into an estimator or observer and a controller. The Separation 
Principle exists when the design of the state feedback controller is to be globally bounded 
[13].  
Adaptive control is the final control methodology to be discussed, and is the focus of 
this thesis.  Adaptive control is classified two ways “direct”, which updates controller 
parameters, and “indirect”, which updates plant parameters. There is also distinction 
between “Lyapunov-based” and “estimation-based” adaptive control.  The classification 
difference between Lyapunov and estimation based schemes is that in the former, 
Lyapunov methodology is used to prove stability and convergence and the latter uses 
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least-square optimization algorithms [14].  Adaptive control has a variety of different 
branches, a few of them are described below. 
Neural networks are adaptive control architectures modeled after biological neuron 
structures. Neural networks are designed to take advantage of distributed information 
processing, offering potential for parallel computing [15] . Copying the ability of the 
human cerebellum, which is able to “rewire” its neural networking to learn, neural 
network control makes decisions based on knowledge of other models and constant 
controller adaptation as dynamics of the unknown system are discovered. 
Fuzzy logic adaptive control is based on the fuzzy logic mathematics, introduced in 
1965 by Zadeh, which is a form of artificial intelligence. Fuzzy logic has been applied to 
nonlinear systems, which lack complete analytical models by utilizing a-priori knowledge 
of the system dynamic.  Fuzzy logic is based on making decisions, conditional 
propositions, based on past knowledge.  The dynamics of a system can be constructed 
from knowledge of similar systems using fuzzy logic arguments, and a fuzzy controller 
can be constructed via conditional proposition decisions [16]. 
Developed in 1961 by Whitaker and his group [17], model reference adaptive control 
(MRAC) is a direct approach that ensures asymptotic tracking of a desired a-priori 
defined reference model for a class of systems with constant unknown parameters.  
MRAC updates the parameters of the controller by comparing the response of the real 
system to the ideal response of a reference model, similar to the real system. MRAC has 
shown to be effective in aerospace applications, including the NASA genetic transport 
model (GTM) [18].  Moreover, adaptive control has been shown to be a versatile and 
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commonly accepted method for solving nonlinear control problems and nonlinear 
adaptive control will be the main focus of this thesis.  
D. Adaptive Control of Nonlinear Uncertain Systems with Output Constraints 
Despite the vast improvements in adaptive control design methods, they have largely 
remained a tool for adapting to slowly varying uncertainties, and the characterization of 
the transient phase is missing. Adaptive controllers and adaptation laws, in general, are 
derived using Lyapunov tools which offer no means for characterizing a system‟s 
input/output performance during the transient period. Transient performance is always 
critical in real world applications. The historical crash of X-15A-3 on November 15, 
1967 and the resulting death of pilot Michael Adams were due to deficiencies of the 
stable, albeit non-robust, adaptive flight control system [19]. 
The transient performance of adaptive controllers changes drastically with 
modification to adaptive gains, reference inputs, initial conditions, and values of 
uncertain coefficients. The highly nonlinear dependence between these parameters, 
introduced via the adaptive laws, makes the theoretical analysis of the transient 
performance and stability margins extremely difficult. A set of design parameters with 
acceptable transient performance for one reference input may lead to a very poor 
transient for another reference input, or even lead to instability.   Previous improvements 
of the transient performance of adaptive controllers has been achieved either at the price 
of oscillations in the adaptive control signal or high-gain feedback, which impedes the 
robustness [20]. 
In addition to undesired transient performance, for example control signals of high-
frequency, large transient errors, or slow convergence rate of tracking errors, another 
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deficiency in conventional adaptive control is its inability to deal with time-varying 
uncertainties and, as previously mentioned, constraint control in a turbofan aircraft 
engine is highly nonlinear and time-varying.  
Recently, a new variant of adaptive control,    adaptive control, has been developed. 
Utilizing fast and robust adaptation it permits transient analysis even for time varying 
uncertainties and is capable of handling constraints. Therefore    adaptive control is 
proposed as an adaptive approach for nonlinear time varying systems in the presence of 
state constraints. 
E.    Adaptive Control  
Over the past few years,    adaptive control theory has come to the foreground of 
controls research. It permits transient characterization, deals with time varying 
uncertainties, and can create a tradeoff between tracking performance and robustness [20-
29].     adaptive control theory allows for decoupling of adaption from robustness. The 
architecture also allows for transient characterization and robustness in the presence of 
fast adaptation without using persistent excitation, applying gain scheduling, or using 
high-gain feedback. 
   adaptive control is a piece-wise continuous adaptive control that achieves the 
above mentioned goals by using three distinct laws. First, a state predictor law is used to 
model the system‟s desired performance. Concurrently, an adaption law ensures the plant 
and state estimates are identical. Finally, a control law utilizes a low pass linear filter to 
eliminate chatter in the control channel.  To handle state constraints the proposed    
adaptive controller uses an integration logic to switch between the control state and the 
limited states.  When no signals need to be limited, the adaptive controller places priority 
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solely on the control channel. If a signal must be kept within limits, the controller 
switches priority to the limit channel.  Moreover ,    adaptive control can be used for 
nonlinear time varying systems in the presence of state constraints.   
In addition to being able to handle nonlinear constrained systems, fast adaptation is 
also one of the main benefits of    control theory [20].     control could be implemented 
to achieve faster engine response compared with the conventional methods currently 
utilized and previous research [3, 7, 30] has analyzed the benefits of achieving greater 
engine response in emergency situations.   
An incident occurred in 1989 when a McDonnell Douglas DC-10, United Airlines 
flight 232, suffered an uncontained engine failure causing pieces from the engine to hit 
and destroy part of the tail and the horizontal stabilizer. As a result, all three of the 
hydraulic lines were cut, causing a complete loss of hydraulic fluid, disabling the flight 
control surfaces (i.e., ailerons, rudder, and all other flaps used to steer and control speed 
of the aircraft). The pilots then used the wing-mounted engines to steer the plane, using 
differential thrust to turn, and using additional or less thrust to control altitude.  To some 
extent, the pilots were able to control the aircraft with properly timed changes in thrust.  
However, the engine response had time delays of as much as 20 to 40 seconds. Upon 
approach, the pilots found it was difficult to stay lined up with the runway or achieve an 
acceptable landing speed. The plane crash landed, killing  111 of the 296 on board [31].  
In this case, a control system that allowed for faster engine response, such as    adaptive 
control, would have allowed the pilots to use the engines to steer more effectively and 
could have prevented the crash and resulting deaths.  
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Finally, the    controller has already been shown to be beneficial in other 
applications and proven to provide fast adaptation with guaranteed transients in a large 
variety of systems.     has been successfully demonstrated on  drilling systems [32], 
wing rock [33], and other flight control systems [34].  Additionally,    adaptive control 
has been successful tested on NASA‟s AirSTAR test vehicle.  The AirSTAR is a 
commercial twin-engine aircraft, dynamically-scaled to 5.5 percent of an actual aircraft.  
On June 2
nd
 2010, a test flight of the AirSTAR was preformed with an all-adaptive    
flight control system in Fort Pickett, Va.  The flight test with the    adaptive flight 
control system lasted approximately 14 minutes, completing a set of 14 flight cards, 
which are potentially dangerous situations an aircraft can encounter during a flight. The 
adaptive controller guaranteed safe operation of the vehicle during the flight, and the pilot 
satisfactorily flew the specified tasks [35]. 
This thesis presents an adaptive controller for turbofan engines, extending the results 
of [26] to develop an    adaptive controller for uncertain nonlinear systems with state 
constraints. The problem will be approached theoretically, simulated for generic systems 
with state constraints, and then the    adaptive controller will be applied to a model of a 
commercial gas turbine turbofan engine.   
Chapter 2 states preliminary definitions, while Chapter 3 formulates the control 
problem. In Chapter 4,    adaptive control architecture is presented.  Chapter 5 shows the 
analysis and theoretical proofs of the adaptive controller. Simulations are generated in 
Chapter 6, and  the controller is applied to an engine model in Chapter 7. The thesis is 
concluded in Chapter 8, with simulation diagrams in the appendix.  
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Throughout this thesis,   indicates the identity matrix of appropriate dimension, 
         denotes the    gain of            denotes the    norm of              
denotes the truncated    norm of      at the time instant  , and      and      indicate 
the 2-and - norms of the vector   respectively. 
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2. Preliminaries 
 
In this section, I recall some basic definitions from linear system theory, using the 
single-input single-output (SISO) linear time-variant (LTV) system: 
                                
(1) 
where                 
 
Definition 1. The system in (1) is uniformly bounded-input, bounded-output (BIBO) 
stable, if there exists a positive constant     such that for any    and any bounded 
input signal     , the corresponding response for         satisfies 
                                  
Definition 2.        is a truncation of      defined by 
       
          
     
  
(2) 
Definition 3. The    norm of the SISO LTV system in (1) is defined as 
                             
 
 
 
(3) 
where  is a map of the system, and        is the impulse response. 
Definition 4. For a signal                     
        its    norm and truncated 
   norm are defined respectively as 
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(4) 
Definition 5. First Order ODE Solution [36]: For the system in (1), a solution can be 
found in the following form: 
 
                                      
(5) 
where   is a constant which depends on the initial condition   . 
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3. Problem Formulation 
 
In this section, the theoretical problem formulation is developed.  First, consider the 
following system: 
                             
(6) 
                                            
(7) 
where            ,         is the system‟s state variable to be controlled,       
  is the system‟s     variable to be constrained,   and    are an unknown nonlinear 
function, and         is the input control signal.    and    are the system‟s lower and 
upper bounds, respectively and can be calculated accordingly:          
         and 
         
        . The control objective is to track      while keeping each       
in the set bounds                  .  Additionally, a reference command         
is passed through the system input      for      to follow.  We make the following 
assumptions about the system outlined above: 
Assumption 1: Semiglobal Lipschitz condition. For any    , there exists a positive 
       and     such that 
                                       
              
(8) 
for all          and          uniformly in  . 
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Assumption 2: Known sign of Control Effectiveness. There exist upper and lower bounds 
        and         such that 
   
         
  
        
         
  
     
(9) 
Assumption 3: Semiglobal uniform boundedness of partial derivatives. For any        
 , there exists positive     
           and                 such that for any 
             and            the partial derivatives of                  are piece-
wise continuous and bounded:  
 
           
   
      
          
           
  
               
(10) 
 
Assumption 4: If       is bounded, then      is bounded. 
Remark: Note that Assumptions 1-3 are typical in adaptive control theory.  Assumption 
4 typically holds true in practical applications. 
 
Therefore to develop the mathematic framework for the    adaptive controller we 
reformulate the system in (6)-(7) as: 
                          
(11) 
                                    
(12) 
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(13) 
                                          
(14) 
 
where            ,    and     are negative constants,    and     are positive 
constants, and       and        are the unmodeled dynamics.  Again the control objective 
is to track       while keeping each       in the set bounds: 
                   
(15) 
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4.    Adaptive Control Architecture 
 
In this section, I present the architecture of the    adaptive controller.  Figure 2 is the 
block diagram representation of the general structure of the adaptive controller. The three 
main components are the state predictor, the adaptive law, and the control law.  These 
components are described further in the following text.  Additionally, for each of these 
components there are separate divisions for the      and      channels.   
 
 
 
Figure 2:    Adaptive Control Architecture 
 
Note that Figure 2 shows only the general structure for a single constraint system, 
however this paper aims to analyze multiple constraint cases.  Therefore for every 
limiting factor in the system there will be an additional control law, adaptive law and 
state predictor for each respective       signal.   
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The    adaptive controller uses a state predictor to create reference models with 
desired system dynamics. Next, the state predictor‟s reference system signal, as well as 
the plant‟s response, are fed into the adaptive law, which generates new controller 
parameters that are incorporated into the control law. The control law will create different 
control signals,      , that correspond to      and each      , and, through a low pass 
filter and a dynamic limit integrator, will produce a control signal,      based upon the 
condition of each limit.  The following develops the three components in greater detail. 
 
State Predictor: The state predictor is comprised of two parts, with      and       
models similar to (11)-(14):  
                                      
(16) 
                                                
(17) 
where            ,    and     are negative constants,    and     are positive 
constants, and        and         are estimates of the unmodeled dynamics, found using 
the adaptive law. The parameters   ,    ,   , and     can be selected to give the system 
the desired dynamics, while        and         ensure that      is almost identical to     . 
 
Adaptive Law: The adaptive estimates        and         are piece-wise continuous and 
are given by 
                               
(18) 
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(19) 
                   
              
(20) 
             
   
       
 
 
 
  
             
(21) 
where            and the error is                and                    , while 
  is the signal sampling rate. Decreasing the sampling rate  , used by the adaptive 
controller, decreases the errors      and       . 
 
Control Law: To develop the control law, consider the switching logic utilized. If all 
      signals are within their respective bounds, the control law for      to control      
is typical [20]: 
                
             
  
  
(22) 
where the first order filter,      
 
   
 and   is a constant. When a       arrives at its the 
preset limits, for example            , the system should not simply switch to 
                
   
          
   
   
 to maintain            . If this were the case, 
there exists no exiting mechanism to switch back to the nominal mode and      is always 
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used to control       to stay at         .  Therefore, to achieve limit holding, the control 
law incorporates an integrator with dynamic constraints and takes the form: 
              
             
  
 
  
    
  
    
    
(23) 
where   is a gain constant.  Also it should be noted, through the use of such integration 
the control signal is filtered. 
To develop the integration bounds for the control signal the following are first 
defined: 
          
                 
   
  
(24) 
          
                 
   
  
(25) 
where        and        are the upper and lower bounds for each        output signal 
respectively and are defined as 
                   
(26) 
                   
(27) 
where      is an arbitrary positive constant.  Then, the integration bounds become 
            
          
(28) 
25 
 
            
          
(29) 
where       and       are the upper and lower bounds of the system‟s control signal.  
To ensure discontinuities are avoided, a smooth transition technique can be used such that 
     
                           
(30) 
     
                           
(31) 
where   is chosen to be a large positive constant.  Therefore the upper and lower 
integration bounds become 
  
           
       
       
(32) 
  
           
       
       
(33) 
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5. Analysis of    Adaptive Control 
 
In this section the stability and performance of the proposed    controller are 
analyzed.  For convenience, in the following proofs,     and    will be referred to as   
and   respectively.  It should be noted the following proofs hold for each    and   . 
First, in order to analyze the proposed    controller the following variables are 
defined: 
       
     
(34) 
         
                     
 
 
 
  
     
 
 
 
(35) 
        
         
 
 
  
(36) 
 
         
       
         
(37) 
         
       
         
(38) 
         
       
         
(39) 
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Next, the following are defined  
         
         
 
 
      
(40) 
                                   
(41) 
where     will be developed in Lemma 1. 
Lemma 1: If the bounds 
                              
(42) 
exist, then there exists                         and             such that 
         
             
(43) 
                     
(44) 
   
              
                        
(45) 
where     is piece-wise continuous and    and    are the prescribed bounds for   and   
respectively. 
Proof. It follows from Assumption 1, (42) that                is bounded and therefore 
                                is bounded, so without loss of generality, there 
exist            such that (43) holds.  From Assumption 4, if          , then we 
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have          .  Similarily, from Assumption 1, there exists            such that 
(44) holds. 
Next, to prove there exists        and it is bounded for every time period         
      we show that       is bounded for each time period             .  To prove       
is bounded, the four possible conditions of      are analyzed  
1. when      is within the range              
2. when            
3. when            
4. and during the transition between the above three conditions. 
First, when      is within the range            , it follows from the control law (23) 
that 
              
             
  
  
(46) 
Furthermore, it follows from the adaptive law (19) and Corollary 1, that     is bounded.  
Also note that the reference signal      is bounded.  Thus       is bounded for each time 
period             , if                      and                 . 
Second, when          , then       
             
  
.  Since      is constant and 
       is continuous for each time period             ,       exists and is: 
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(47) 
Note that                  .  So when          , then       
             
  
 which 
makes           It follows from (43) that                          is bounded, 
if           and            which implies   
     is bounded for each time period 
            .  Thus       is bounded for each time period                when 
           if          ,          .  Third, when            similarly       is 
also found to be bounded during that time period. 
Fourth, since equation (30) and (31) ensure a smooth transition which avoids 
discontinuities,       is bounded during the transition.  Therefore, from the above 
discussion we can conclude that       is bounded for the four conditions of      for each 
time period                if           and              
Since                                    and its derivatives exists, for each 
             then 
       
  
  
     
  
  
      
  
  
                                
(48) 
It follows from Assumption 2 and 3 that      is bounded, and from above       is 
bounded and        is also bounded for each time period             , so without loss of 
generality, there exists             such that (45) if (42) holds. 
This concludes the proof of Lemma 1.               □ 
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Lemma 2: 
   
   
         
(49) 
Proof. Since     is bounded and using (40), it can be shown that 
   
   
         
(50) 
From (37)  
   
   
         
   
           
and from (38)  
   
   
         
   
            
Therefore    and    and bounded. 
From (39) it is seen 
   
   
         
   
           
(51) 
Since      is bounded and using (50) and (51) 
   
   
         
(52) 
This concludes the proof of Lemma 2.                        □ 
Next, the following is defined.  For any given positive     and      choose   such that 
the following is true  
          
(53) 
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(54) 
 
Lemma 3:  Given the system dynamics in (13) and    adaptive controller developed in 
Section 4, if  
                    
(55) 
and   is chosen to ensure (53) and (54) hold, then  
            
(56) 
                   
(57) 
where     and      are defined in (53) and (54) and    and    are the prescribed bounds 
for   and   respectively. 
 
Proof.  We prove (56) by a contradiction argument.  Since         and       is 
continuous, where                 then assume there exists a    such that 
             
(58) 
which leads to  
             
(59) 
Since                 and using (13) and (17), then 
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(60) 
Then, 
                                         
 
 
                  
 
 
   
where            Next, substitution of adaptive law (21) into above equation yields 
                             
 
 
   
(61) 
So  
                         
 
 
      
                                                      
(62) 
For all        ,where        , then 
                                       
 
 
                  
 
 
    
(63) 
Using equations (34)-(36) and (63), it is found that 
                                           
(64) 
Then using (64), the following is found 
                                                      
(65) 
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From (37)-(39), and (62), (65) becomes 
                                        
(66) 
From the definition in (41), 
                  
(67) 
Then for all           we have 
                
(68) 
along with the assumptions on   introduced in (45) yields  
              
(69) 
which contradicts (59).  Therefore            . 
Next I prove (57).  According to the adaption law in (20) and (21), we have 
 
                 
      
  
          
             
(70) 
From (61) 
                               
      
  
    
(71) 
From (70) 
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(72) 
                                                      
      
      
 
(73) 
It follows from (71) and (73) 
                    
      
  
  
                                            
      
      
 
(74) 
Thus, from the mean value theorem for integration [15], there exists                   
such that 
                         
(75) 
For any  , which can always be considered within                there exist    
               such that         , 
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(76) 
Note that (76) only requires      exist for each time period               Since 
            is bounded for each   
              in (45), then 
                                    
(77) 
Therefore (57) is proven.  This concludes the proof of Lemma 3.             □ 
Corollary 1: Using the same method as above, it can also be shown that if  
           
(78) 
and   is chosen to ensure  
          
(79) 
hold, then  
           
(80) 
         □ 
Theorem 1. Consider the closed-loop system with the    adaptive controller developed 
in Section 4, if   is chosen such that (53) and (54) hold, we have 
                
(81) 
                
(82) 
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where      and      are defined in (26) and (27). 
Proof.  Again a contradiction method will be used to prove (81).  Since           
      and      is continuous, and if (81) is not true then there exists a    such that  
           
(83) 
and  
          
(84) 
From the control law (30), we have 
    
        
    
              
  
 
(85) 
where      is defined in (26) as         .  Substituting (85) into the state predictor 
(17) and using (83), it is found that 
                                        
(86) 
Therefore, from the control law design (23) 
    
              
     
(87) 
and it follows from Assumption 2 and (86) that 
                      
      
(88) 
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Once      reaches the upper bound     , it will not exceed this upper bound since 
       .  So it is seen that (88) contradicts (84). 
Similarly, when           , it is found that 
                      
      
(89) 
Therefore, 
                
(90) 
From Lemma 3, we have            , so using equation (26), (27), and (90) then 
               
(91) 
which concludes the proof of Theorem 1.               □ 
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6. Simulations 
 
To show the capabilities of    adaptive control, simulations are presented in this 
section.  First, a simpler model is present that has only one limiting state.  The second set 
of simulations presented is more complex and handles three limits.   
 
A. Single Limit Simulations 
 
For the single limit system the following system dynamics are used: 
 
                                 
                                      
 
In order to show the controller maintains the bounds of the single state,     , the limits 
are set at        and       , the iteration time step is     
  seconds and the 
controller parameters are set as the follows: 
 
                              
 
Figure 3 shows the unconstraint   (solid green line) and the constrained   (solid blue 
line) tracking the reference command (dotted red line).  Figure 4 shows the limited state 
  both when unconstrained (dashed green line) and constrained (solid blue line).  The    
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adaptive controller is able to hold the single limit,      and the prescribed limits with 
some cost to the performance. 
 
 
Figure 3: State       limited (blue), and unlimited (green) 
 
Figure 4: Limited       limited (blue), and unlimited (green dashed) 
 
B. Multiple Limit Simulations 
 
The next set of simulation shows a more complex system with three limiting states.  
The dynamics of this system are: 
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The controller for this system has a     time delay and is designed with the 
following parameters: 
                 
               
              
              
with a time step of       .  The limits for each of the three limiting states are 
                   
                    
                     
 
In Figure 5 through Figure 7 the above system is seen with all six maximum and 
minimum limits being activated at 5 seconds. 
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Figure 5: State      limited (blue) and unlimited (green) 
 
Figure 6: Limited     , limited (blue, green, magenta), and unlimited (teal dashed) 
 
Figure 7: Control Signal     , limited (blue), and unlimited (green) 
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The state variable      is shown in Figure 5.  It is seen that both the unconstrained 
system (solid green line) and the constrained system (solid blue line) track the reference 
command (dashed red line).  Again the constrained system does show some deterioration 
in its ability to follow the reference command, however, as seen in Figure 6, this is due to 
the constrained system holding each of the six limits.  For the three       systems the 
limits, seen as red dotted lines, are held for the minimum and maximum values.   Also, 
seen in Figure 7, the control signal,      is observed for both the constrained (blue line) 
and unconstrained (green line) system.  The constrained control signal is shown to have 
more oscillations as compared with the unconstrained system, due to the switched 
between the state variable and the limited variable, as limits are reached.  Although 
performance is reduced, the ability to indefinitely hold limits is worthwhile, as will been 
seen in the next section. 
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7. Application on Aircraft Engine 
 
A. C-MAPSS40k 
To further evaluate the    adaptive dynamic constraint theory the architecture is 
tested for an aircraft engine application.  In this section    adaptive control is applied to a 
simulation model of a turbofan engine. The Commercial Modular Aero-Propulsion 
System Simulator Version 40k (CMAPSS40k) is a generic transient simulation 
representing a twin-spool, high bypass turbofan engine in the 40,000 lbf. thrust range[37]. 
The simulation is modeled in Simulink/Matlab (diagrams are found the Appendix), and 
consists of three main components: an engine model, a baseline controller, and an 
atmospheric model.  
There are several main components which comprise the engine model: inlet, fan, 
bypass duct, bypass nozzle, low pressure compressor (LPC), high pressure compressor 
(HPC), burner, high pressure turbine (HPT), low pressure turbine (LPT) and core nozzle. 
Breaking down further, the fan includes two components, the fan tip, which allows flow 
to the bypass duct and nozzle, and the fan-hub, which allows flow to the LPC. For system 
accuracy, flow rate errors are balanced through each component every time step. 
However, to assure proper response to transient maneuvers, high and low rotor shaft 
torques are not balanced.  
C-MAPSS40k contains its own control system.  For this paper the control system will 
be referred to as “baseline.”  The baseline controller is a form of PID control and is meant 
to model control systems currently used in industry for commercial aircraft engines.   The 
controller works by determining the fuel flow rate (lb/sec) necessary to achieve or 
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maintain the desired thrust level for a given environmental state. The desired thrust is 
based on the user-defined Power-Lever Angle (PLA).  Three different user defined 
control modes can be utilized, EPR (engine pressure ratio), Fan speed (N1), or Core 
Speed (N2).  For the purposes of this paper, fan speed is used and the controller will drive 
the fan speed to the reference value.  
To ensure engine stability, safety, and life-time limits, constraints are applied based 
on structural and operation considerations (e.g., the fan speed must remain below some 
critical threshold).  The baseline controller in C-MAPSS40k is a digital min-max 
controller based on these constraints. 
This baseline controller will be used to evaluate the    adaptive controller.  As seen 
in Figure 8, the model will run with either the baseline controller or the    adaptive 
controller.  In the results section that is to follow, simulations are first run with the 
baseline controller and then the    adaptive controller under the same operating 
conditions, allowing for comparison between the two control designs.   
 
 
Figure 8: C-MAPSS40k Implementation 
The baseline controller and atmospheric model supply the inputs for the engine 
model. The mass flow rate is determined via the baseline controller, which it interprets 
from the user defined throttle position. To characterize the operating environment for the 
engine, the atmospheric model takes into account the user defined Altitude (ATL), air 
45 
 
speed Mach Number (MN) and ambient air temperature minus the standard day 
temperature (dTamb). Outputs from the engine model are analyzed in Matlab.   
 The user is able to define the overall health of the engine to change the internal 
dynamics. A new healthy engine is characterized using a value of 0 for deterioration. A 
value of 1 corresponds to an engine at the end of its life cycle. Any value between 0 and 1 
may be chosen to represent an indicative deterioration level. 
B. Engine Limits 
Although there are countless components to an engine, each having its own respective 
limit, only a handful of critical limits are monitored closely. Rotor speeds and burner 
pressure are the most critical limits to controlling the life of the engine and are often 
regulated.  Surge and stall are avoided by controlling the acceleration of the rotor. C-
MAPSS40k includes a novel surge/stall margin estimator, via a complex agglomeration 
of simple signals, to approximate the probability that the engine is not in a stall or surge.  
Most state limits are single sided. As an example, the rotor may have a set maximum 
speed but lacks a certain minimum speed. Also, the surge/stall margin cannot go below 
0% (meaning the probability of the engine not being is surge/stall is 0%), but this margin 
does not have an upper limit.   
For this study the limits that will be controlled are: stall margin, maximum core rotor 
speed; minimum and maximum burner pressure (P30); the acceleration schedule 
 
   
  
    ; and the fuel flow over burner pressure ratio (RU, Ratio Units).  These limits 
were decided on based on the baseline controllers choice of the same limits. 
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C. Stall Margin Development 
As mentioned previously, CMAPSS40k contains a novel stall margin estimator. In 
the specific application of turbofan control, the formulation of each constraint should be 
customized, specifically the stall margin constraint in which a stall margin limiter is 
developed.  In the past [38], the stall margin has been shown to be the most difficult limit 
to control and new algorithms have been developed for its implementation.  Therefore the 
following gives special attention to the stall margin constraint.   
As discussed in Section 4, the constraint variables,      , are implement as the 
integration limits in the control law.  However, the stall margin state is implemented in 
the form of dynamic limits.  The block diagram in Figure 9 shows the control architecture 
used to implement the    adaptive controller onto CMAPSS40k. 
 
Figure 9: Dynamics of Control Law 
 
The control architecture seen above takes the error between the reference control 
signal,       and the plant input control signal,      and then filters this signal.  Next the 
signal is dynamically limited by         and        .  The signal is then integrated 
through the dynamic limiting described in Section 4.  The two limits,         and 
        are a function of the stall margin and are developed in the following section.   
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The stall margin is dependent on the rate of change of fuel flow, as well as its value, 
therefore to apply the constraint a combination of these two factors is utilized. The value 
of the stall margin,      is assumed to be roughly related to the fuel flow,     , by the 
following equation: 
                
(92) 
where      and   are constant coefficients that relate fuel flow and its rate of change to 
the stall margin.  The amount of error for this rough estimation of stall margin is 
considered by the term    . As a result, the estimated value of stall margin would be: 
                         
(93) 
where     is the estimated value of    and        . Therefore the error dynamic is 
                
(94) 
Based on the error dynamic and to satisfy the constraint,       , the adaptation law 
becomes 
             
 
 
    
(95) 
which results in: 
            
(96) 
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where      is the maximum value of        before it reaches the limit and can be 
found as: 
                         
(97) 
In order to apply this constraint, it will be transformed to a constraint on       such that 
        
       
 
 
(98) 
Therefore, the stall margin constraint is implemented in the form of the rate limit, 
        and         is set as a constant.  Additionally, it is noted the smooth transition 
technique applied in (30)-(31) is similarly applied to        . 
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8. Results 
 
Multiple simulations were run to show   control in aircraft engine applications.  In 
the following, simulations are presented to show the main capabilities of the   controller 
developed in this thesis, namely its ability to respond faster, hold the stall margin limit, as 
well as hold multiple other limits.  For the simulations that follow the performance of the 
  controller is compared with the baseline controller and limit holding is analyzed.   
A. Small Thrust Change 
One of the benefits of   control theory is its ability for fast adaptation.  This feature 
can be useful in emergency situations were small thrust changes can be used to maneuver 
the aircraft.  Therefore, in the first scenario, a small thrust change is observed, as seen in 
Figure 10 - Figure 12.  Here the change in thrust is 270 lbf and is achieved by changing 
the initial PLA of 60 degrees to a PLA of 60.4 degrees at 30 seconds.  The environmental 
conditions are set at a Mach Number of 0.3, a dTamb of 0 ⁰F, and an altitude of 0 feet, 
with no engine deterioration. Note again that dTamb is the ambient air temperature minus 
the standard day temperature.  
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Figure 12: Small Thrust Change Control Signal Loop Activated 
 
Figure 10 shows that    achieves a much faster response and settling time when 
compared with the baseline controller.    has a rise time of 0.54 seconds and a settling 
time of 1.10 seconds, while the baseline has a rise time of 1.29 seconds and a settling 
time of 1.90 seconds.   
In order to show if limits are active Figure 12 was created to show which control 
signal is activated at a given time.  As expected for such small changes in thrust, no limits 
are reached, as evident in Figure 12.  Here it is seen that the only control loop activated is 
the reference loop, N1 (fan speed).   
Figure 10: Small Thrust Change 
Fan Speed Command 
Figure 11: Small Thrust Change 
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To further show    adaptive control achieves a faster response, a small thrust change 
is again used. However, in this scenario harsher operating conditions are used (Figure 13 
- Figure 15).  The thrust change of 250 lbf, seen in Figure 14, is achieved by changing the 
PLA from 52 degrees to 52.4 degrees.  The engine is an end of life engine.  The dTamb is 
20 ⁰F, at an altitude of 5000 feet, and at a Mach Number of 0.4. 
  
 
 
 
Figure 15: Small Thrust Change on End of Life Control Signal Loop Activated 
 
Figure 13: Small Thrust Change 
on End of Life Engine  
Fan Speed Command 
Figure 14: Small Thrust Change 
on End of Life Engine 
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Once again, even in harsh operating conditions    still has a faster response as seen in 
Figure 13 and again for the small thrust changes no limits are active, as visible in Figure 
15. 
B. Stall Margin Limited 
 
As mention previously, the stall margin limit was specially developed.  Therefore the 
next set of scenarios is devoted to looking at   ‟s ability to maintain this stall margin 
limit.  Here a “worst case” scenario is seen where the PLA is set to go from idle to 
maximum acceleration (Figure 16 - Figure 19).  The engine is an end of life engine, the 
temperature is set to be a “hot day” at 88⁰F and the altitude is 10,000 feet. 
 Figure 16 shows    reaching the reference signal faster than the baseline 
controller.  Also in this set of simulations it is seen that the stall margin limit of 0% is 
reached, as evident in Figure 18 and Figure 19. 
  
  
Figure 16: Stall Margin 0% Limit 
Fan Speed Command 
Figure 17: Stall Margin 0% Limit 
Thrust Change 
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In the simulation above the stall margin is set to the default 0% and for a few seconds 
this limit is hit and the control loop switches to the stall margin limit loop.  To further 
show the capabilities of    stall margin limit holding, using the same conditions as 
above, the stall margin limit is increased to 10%, as seen in Figure 20 to Figure 23. 
  
 
 
Figure 18: Stall Margin Limit 0% Figure 19: Stall Margin 0% Limit  
Control Signal Loop Activated 
Figure 20: Stall Margin 10% Limit 
Fan Speed Command 
Figure 21: Stall Margin 10% Limit 
Thrust Change 
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Figure 20 shows that    does not achieve a faster response than the baseline.  This is 
due to the trade-off between limit holding and performance.  As Figure 22 shows    
keeps the stall margin above the set 10% limit and the stall margin control signal is the 
active control loop as seen in Figure 23. 
C. Multiple Limit Holding 
Finally, the    control architecture designed in this paper has the ability to hold 
multiple limits.  In order to show multiple limit holding, more conservative limits are 
implemented to ensure the different control channels will be activated.  For Figure 24 to 
Figure 31, the following limits are utilized: maximum core rotor speed is reduced from 
12,200 to 10,420 rpm‟s; maximum burner pressure is reduced from 433 to 200 psi; the 
ratio between fuel flow and burner pressure is increased from 17 to 20; and the minimum 
burner pressure limit is increased from 53 to 155 psi. 
First, an acceleration case is seen to show the maximum limits are held and than a 
deceleration scenario is seen for the minimum limit holding.  In both scenarios the 
operating conditions are set at an altitude of 5000 feet, a Mach Number of 0.2, and 
dTamb of 0⁰F, with no engine deterioration.  It is noted that the baseline controller is not 
Figure 22: Stall Margin Limit 10% Figure 23: Stall Margin 10% Limit  
Control Signal Loop Activated 
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observed in the following cases.  While the baseline control does have some limiting 
logic built-in, the model does not handle such conservative limits applied.  Therefore, the 
baseline control cannot be used as an accurate metric for comparing of the two different 
controllers. 
Figure 24 shows the acceleration case were PLA changes from 49 to 52 degrees at 30 
seconds.  In this scenario the maximum core rotor speed loop is activated as well at the 
burner pressure maximum. 
  
  
Figure 26 and Figure 27 show that while the control signal was in the core rotor speed 
and burner pressure loops, respectively neither limit was exceeded. 
  
 
 
Figure 26: Multiple Limits 
Accel Core Rotor Speed 
Figure 27: Multiple Limits 
Accel Burner Pressure 
Figure 24: Multiple Limits Accel 
Fan Speed Command 
Figure 25: Multiple Limits Accel Control 
Signal Loop Activated 
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Next, using the same operating conditions a deceleration scenario is obseved, this 
time using a PLA change of 52 to 49 degrees (the reverse of the above case).  Figure 28 
shows a slower response time of about 3 seconds, however this is due to the two 
minimum limits being reached and the control signal switching to the respective control 
channels as seen in Figure 29.  While the control loops are activated for RU minimum 
and the minimum value for burner pressure, neither limit is exceed as seen in Figure 30 
and Figure 31 respectively. 
  
  
  
  
 
  
Figure 28: Multiple Limits Decel Fan 
Speed Command 
Figure 29: Multiple Limits Decel Control 
Signal Active Loop 
Figure 30: Multiple Limits Decel Ratio 
Units Limit 
Figure 31: Multiple Limits Decel Burner 
Pressure Limit 
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9. Conclusion 
 
A novel    adaptive control architecture was presented and shown to have bounded 
performance in the presence of multiple limits.  The    adaptive control theory was 
theoretically developed to handle state constraints.  Generic multiple limit simulations 
were shown to be valid.  Constraint logic for the stall margin limit was specially 
developed and    adaptive control was applied to an aircraft engine simulation model.    
was shown to have faster response time, as well as maintain prescribed limits.  
In future endeavors, the work presented here could be extended in the following 
ways:  First, a method could be created to prioritize limits and allow for limit dropping in 
emergency situations.  Second,    could be developed to use output feedback for the 
constraint systems and the theory could be extended to multiple-input multiple-output 
(MIMO) case.  Third, optimal control could be incorporated into    theory to better 
handle the constraints.  Finally, to make any adaptive commercial flight control viable, it 
must be certified by the FAA.  Current certification procedures use metrics designed for 
linear controllers, such as gain and phase margin [39].  Such techniques cannot be used 
for nonlinear control designs. Therefore, new metrics must be developed so adaptive 
control can be certified for use in commercial aircraft engines. 
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Appendix 
 
 
Figure 32: General    Structure Modeled in Simulink  
 
 
Figure 33: Top Level Simulink Model for Multiple Limit Simulation 
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Figure 34:    Adaptive Controller Implemented on Multiple Limit Simulation 
 
 
Figure 35: Simulink Model of NASA’s C-MAPSS40k 
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Figure 36: Top Level Simulink Model of    Controller Implemented on C-
MAPSS40k 
 
 
Figure 37: Simulink Model of    Control Law Implemented on C-MAPSS40k 
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