Energy-aware architectures provide applications with a mix of low and high frequency cores. Selecting the best core configurations for running programs is very challenging. Here, we leverage compilation, runtime monitoring and machine learning to map program phases to their best matching configurations. As a proof-of-concept, we devise the Astro system to show that our approach can outperform a stateof-the-art Linux scheduler for heterogeneous architectures.
The Astro System
Energy-aware architectures provide applications with a mix of low (LITTLE) and high (big) frequency cores, including the ability to adjust power and speed dynamically. Choosing the best core configuration for a running program is difficult, because program parts benefit differently from the same configuration. We call the task of allocating parts of a parallel program to processors the code placement problem. State-ofthe-art approaches solve this problem dynamically (at the operating system level, or via a middleware) [3] or statically (e.g., via compilers) [2, 4] . A dynamic approach can use runtime information to weight the choices it makes, while a static technique reduces runtime monitoring cost and can leverage program characteristics. We claim that these two approaches can be joined, achieving a synergy that, otherwise, could not be attained by an individual approach.
Contribution. To support our claim, we use the compiler to partition source code into program phases: regions whose syntactic characteristics lead to similar runtime behavior. We use reinforcement learning to map pairs formed by a program phase and a hardware state to the configuration that best fits this setup. To validate our proposal, we have implemented a framework to instrument and execute applications in heterogeneous architectures: the Astro System. Experiments on Parsec and Rodinia benchmarks running on an Odroid XU4 show that we can obtain speedups of more than 10% over the default GTS scheduler used in versions of Linux deployed on ARM-based systems.
Architecture. Astro collects syntactic characteristics of programs and instruments them using LLVM. Given a program region, the scheduler can take into account its semantic features, collected statically, for an immediate action. An action consists in choosing an execution configuration and collecting the "reward" related to that choice. Such feedback is then used to fine-tune and improve the subsequent scheduling decisions. We rely on such a reinforcement learning approach to explore a vast universe of states. States are defined by different hardware setups and runtime data measured through performance counters. This universe is unbounded, and program behavior is hard to predict without looking into its source code. Thus, to speedup convergence, we resort to the compiler. The compiler gives us two benefits. First, it lets us mine program features, which we can use to train the learning algorithm. Second, it lets us instrument the program. This instrumentation allows the program itself to provide feedback to the scheduler, concerning the code region currently under execution. Figure 1 summarizes this system. Astro consists of three parts: Program Instrumentation, Actuation (monitoring, learning and adaptation), and Final Code Generation. These phases lets us translate a program P into an adaptive program P". Evaluation. Figure 2 compares three different solutions to the scheduling problem: Astro (purely static or hybrid), and Global Task Scheduling (GTS) [1] , a scheduler for ARM big.LITTLE setups. Numbers reported for Astro include the monitoring and adaptation overhead. The different versions of Astro yields faster code than GTS in six benchmarks, and more energy efficient code in five. We show two p-values next to each plot: S and H. The former is the probability that the static and purely dynamic (GTS) samples come from the same distribution. The latter relates the hybrid and purely dynamic distributions. The closer to zero, the more statistically significant are our results. The fact that Astro can outperform GTS testifies in favour of the benefits of syntax awareness to take scheduling decisions. There is no clear winner between the Astro's hybrid and static versions. The former tends to be better in kernel-like applications, such as CFD and sradv2. We also observe strong correlation between runtime and energy consumption, except for Swaptions. In that case, the Static version of Astro tends to avoid using the high-frequency cores, a fact that leads to slower runtime, but also to less power dissipation. In ParticleFilter the static version was penalized for a wrong scheduling decision: it stays in 1b2L, and the lack of runtime information prevents it from fixing this choice.
Conclusion. We presented Astro, a workload management infrastructure for big.LITTLE architectures. Astro uses the compiler to identify program regions that contain similar syntactic features. By combining this static information with dynamic data, Astro improves the runtime and energy consumption of programs. Because Astro changes said programs, it can be understood as a code optimization technique for parallel applications. Its effectiveness has been confirmed on a few benchmarks from the Rodinia and Parsec suites.
