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Neste trabalho consideramos Passeios Aleatórios em Meios Aleatórios (RWRE) e analisamos
algumas de suas propriedades. A fim de caracterizar o RWRE, realizamos um estudo simulado.
Neste estudo verificamos a dependência do RWRE com respeito ao meio aleatório e obtemos sua
medida reverśıvel, sua distribuição estacionária, sua matriz de transição. Consideramos duas
maneiras de aleatorizar o meio a primeira denominada local aleatório e a segunda chamada de
v́ınculo aleatório. Além disso, analisamos o comportamento do RWRE para cada um desses
tipos de aleatorização.
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2.1.5 Cadeia de Markov reverśıvel . . . . . . . . . . . . . . . . . . . . . . . . . 11
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Passeios Aleatórios em Meios Aleatórios (RWRE1) tem sido intensamente estudados
nos últimos 35 anos, quando vários métodos e paradigmas emergiram. Trata-se de um modelo
bastante aplicado na dinâmica de part́ıculas de gases em meios porosos e em redes elétricas.
Entretanto, RWRE em dimensões maiores que um não são muito estudados, e muitos problemas
encontram-se em aberto, ver em Zeitouni (2003). O objetivo principal desse trabalho é fazer um
estudo simulado de Passeios Aleatórios em Meios Aleatórios, analisando as suas propriedades,
medida reverśıvel e distribuição estacionária. O livro base utilizado será o Revez (1990), neste
livro estudamos a abordagem de Passeios aleatórios em Meios Aleatórios e alguns de seus
teoremas. Ao longo deste trabalho estudamos RWRE em uma dimensão.
Há pelo menos duas maneiras de aleatorizar o ambiente o primeiro chamado local
aleatório e o segundo v́ınculo aleatório. No local aleatório como configuração do meio consi-
deramos uma sequência de variáveis aleatórias independente e identicamente distribúıdas no
intervalo aberto (0, 1), cada variável será agregada a um estado e esta será a probabilidade da
Cadeia de Markov naquele estado ir para frente, assim temos que a probabilidade da Cadeia
ir para trás é 1 menos a probabilidade de ir para frente. Dado o meio, ou seja, dada a rea-
lização das variáveis aleatórias, temos que as probabilidades de ir para frente e para trás serão
determińısticas.
Na segunda temos o chamado v́ınculo aleatório, que funciona análogo ao local
aleatório exceto pelo fato de que as variáveis aleatórias podem ser definidas como sendo es-
tritamente positivas, agora a associação das variáveis com as probabilidades de transição será
efetuada ponderando as realizações das variáveis aleatórios para que as probabilidades estejam
1Passeios Aleatórios em Meios Aleatórios, no inglês Random Walks in Random Environment - RWRE
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no intervalo (0, 1). As definições formais dessas duas configurações para o meio será feita na
Seção 3.2.
Assim, estudamos RWRE, algumas de suas propriedades, algumas aplicações e reali-
zamos simulações utilizando o software R (versão 3.2.0), simulando os dois casos acima usando
a Teoria da Probabilidade Clássica e a Teoria de Processos Estocásticos para esses estudos.
Este Trabalho está dividido do seguinte modo: No Caṕıtulo 2 fazemos uma revisão
bibliográfica de Cadeias de Markov e estudamos algumas propriedades dos RWRE. No Caṕıtulo
3 são apresentadas as etapas das simulações e os resultados. No Caṕıtulo 4 são feitas as




Neste caṕıtulo, fazemos a Revisão Bibliográfica para introduzir a noção de Passeios
Aleatórios em Meios Aleatórios. Na Seção 2.1 realizamos uma introdução a Teoria de Proces-
sos Estocásticos e Probabilidade Clássica. Em seguida apresentamos a medida reverśıvel e a
distribuição estacionária de Passeio Aleatório em Meio Aleatório. Na Seção 2.3 é realizado um
estudo sobre as propriedades do RWRE.
2.1 Introdução a Processos Estocásticos
Quando nos referimos a Processos Estocásticos, Cadeias de Markov são exemplos
clássicos. Definimos Cadeias de Markov e enunciamos suas propriedades, pois, serão utilizadas
e empregadas para a definição de RWRE.
Seja {Xn}n≥0, uma sequência de váriaveis aleatórias, definidas em um mesmo espaço
de probabilidade e tomando valores em S. Se a probabilidade do estado futuro dado o histórico
do processo depender somente do estado presente, então chamamos esse sistema de Cadeia de
Markov como definimos a seguir.
Definição 2.1.1. Seja {Xn}n≥0, uma sequência de váriaveis aleatórias, definidas em um mesmo
espaço de probabilidade e tomando valores em S. Este processo {Xn}n≥0 satisfazendo
P (Xn+1 = xn+1|X0 = x0, X1 = x1, ..., Xn = xn) = P (Xn+1 = xn+1|Xn = xn), (2.1)
com xi ∈ S,1 ≤ i ≤ n, onde S é o espaço de estados, é chamada de Cadeia de Markov.
A probabilidade de uma Cadeia de Markov ir de um estado x para um estado y é
denotada por P (x, y). Segue a definição de probabilidade de transição.
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Definição 2.1.2. A probabilidade de transição de uma Cadeia de Markov é dada por:
P (x, y) = P (Xn+1 = y|Xn = x)· (2.2)
Neste trabalho assumi-se que as probabilidades de transição são independes de n,
ou seja, o processo tem probabilidades estacionárias. Temos que,
P (x, y) ≥ 0, (2.3)
e ∑
y
P (x, y) = 1· (2.4)
A seguir, definimos a distribuição inical de uma Cadeia de Markov, ou seja, a dis-
tribuição de probabilidade da variável X0.
Definição 2.1.3. A distribuição inicial da Cadeia de Markov, {Xn}n≥0, é dada por:
π0(x) = P (X0 = x), ∀x ∈ S· (2.5)
Podemos ver que,
π0(x) ≥ 0, (2.6)
e ∑
x
π0(x) = 1· (2.7)
A probabilidade conjuta das variáveisX0, X1, ..., Xn pode ser encontrada por indução
e usando o fato das probabilidades de transição serem estacionárias. A probabilidade conjunta
das varáveis pode ser expressa em função das probabilidades de transição. Assim, temos que,
P (X0 = x0, X1 = x1, ..., Xn = xn) = π0(x0)p(x0, x1)p(x1, x2)...p(xn−1, xn)· (2.8)
Vamos desmonstrar como encontrar a equação (2.8). Seja, a probabilidade condicional,
P (Xn = xn|Xn−1 = xn−1, ..., X0 = x0) =
P (X0 = x0, X1 = x1, ..., Xn = xn)
P (X0 = x0, ..., Xn−1 = xn−1)
, (2.9)
ou seja,
P (X0 = x0, ..., Xn = xn) = P (Xn = xn|Xn−1 = xn−1, ..., X0 = x0)×
× P (X0 = x0, ..., Xn−1 = xn−1), (2.10)
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mas pela propriedade de Markov temos que,
P (Xn = xn|Xn−1 = xn−1, ..., X0 = x0) = P (Xn = xn|Xn−1 = xn−1)· (2.11)
Substituindo (2.10) em (2.11)
P (X0 = x0, X1 = x1, ..., Xn = xn) = P (Xn = xn|Xn−1)×
× P (Xn−1 = xn−1, Xn−2 = xn−2, ..., X0 = x0), (2.12)
analogamente,
P (Xn−1 = xn−1, ..., X0 = x0) = P (Xn−1 = xn−1|Xn−2 = xn−2, ..., X0 = x0)×
× P (Xn−2 = xn−2, ..., X0 = x0)
= P (Xn−1 = xn−1|Xn−2 = xn−2)×
× P (X0 = x0, ..., Xn−2 = xn−2)· (2.13)
Substituindo (2.13) em (2.12) temos,
P (X0 = x0, X1 = x1, ..., Xn = xn) = P (Xn = xn|Xn−1 = xn−1)P (Xn−1 = xn−1|Xn−2 = xn−2)×
× P (Xn−2 = xn−2, ..., X0 = x0)· (2.14)
Fazendo procedimento análogo em (2.14), e usando o fato das probabilidades de transição da
Cadeia de Markov serem estacionárias, obtemos:
P (X0 = x0, X1 = x1, ..., Xn = xn) = π0(x0)p(x0, x1)p(x1, x2)...p(xn−1, xn), (2.15)
como queŕıamos demonstrar.
2.1.1 Probabilidades de transição
A probabilidade de transição de um Cadeia de Markov de passo m é a probabilidade
da Cadeia estar no y após m passos dado que inicialmente estava em x.
Definição 2.1.4. A probabilidade de transição de passo m é dado por









p(x, y1)p(y1, y2)...p(ym−1, y), (2.16)
sendo assim é a probabilidade da cadeia ir do estado x para o estado y em m passos.
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Pode-se mostrar que,








P n(x, z)Pm(z, y)· (2.17)
Além disso, podemos escrever a distribuição de probabilidade marginal de Xn no estado y como
sendo,





A fim de demonstrar (2.18), observamos que a probabilidade de estar no estado x
no tempo n é a mesma probabilidade da Cadeia ir do estado inicial ao estado x em n passos, e
como não sabemos qual seria o estado inicial da Cadeia, então calculamos a soma de todas as
probabilidades de transição supondo todos os estados posśıeis para o ponto inicial.
P (Xn = y) =
∑
x∈S











2.1.2 Estados Transientes e Recorrentes
Nesta seção classificamos os estados de uma Cadeia de Markov, {Xn}n≥0, como
sendo transientes e recorrentes. Podemos dizer que um estado é transiente se a cadeia o visita
um número finito de vezes. Por sua vez, um estado é dito recorrente se a cadeia o visita um
número infinito de vezes. A seguir, as deninições formais.
Definição 2.1.5. O primeiro tempo positivo que a cadeia atinge o estado y é dado por
Ty = min{n > 0;Xn = y}·
Definição 2.1.6. A probabilidade de uma Cadeia de Markov, {Xn}n≥0, começando no estado
x, atingir o estado y em um tempo finito é dado por
ρxy = Px(Ty <∞)·
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Definição 2.1.7. Um estado x é dito ser recorrente se ρxx = 1, onde ρxx = Px(Tx < ∞) é a
probabilidade da cadeia, começando em x, retornar a x em algum tempo positivo.
Definição 2.1.8. Um estado x é dito ser transiente se ρxx < 1.
Deste modo, se um estado x é recorrente então uma Cadeia de Markov começando
em x irá retornar a x com probabilidade um. Se x é um estado transiente então uma Cadeia
de Markov começando em x tem probabilidade positiva 1− ρxx de nunca retornar ao estado x.
Definição 2.1.9. Um estado x é dito ser um estado absorvente se Px(Tx = 1) = 1.
Assim um estado x é absorvente se uma vez que a Cadeia atingir o estado x ela irá
permanecer nesse estado, isso implica que todo estado absorvente é um estado recorrente.
2.1.3 Distribuição estacionária
No que segue definimos e analisamos a distribuição estacionária de uma Cadeias de
Markov.
Definição 2.1.10. Seja {Xn}n≥0, uma cadeia de Markov possuindo espaço de estados S enu-
merável e com função de transição P . Se π(x), x ∈ S é uma função tal que∑
x
π(x) = 1, (2.20)
e ∑
x
π(x)P (x, y) = π(y), y ∈ S, (2.21)
então π é uma distribuição estacionária de {Xn}n≥0.
Proposição 2.1.1. Seja {Xn}n≥0 uma Cadeia de Markov possuindo espaço de estados S, a dis-
tribuição de Xn é independente de n se, e somente se, a distribuição inicial é uma distribuição
estacionária.
Demonstração. Se X0 têm distribuição estacionária π, então
P(Xn = y) =
∑
x
π(x)P n(x, y) = π(y), ∀y ∈ S,
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ou seja a distribuição de Xn independe de n.
Reciprocamente, suponha que a distribuição de Xn é independente de n e que π0 seja a distri-
buição inicial. Então,
π0(y) = P(X0 = y),
= P(Xn = y), (2.22)





Assim concluimos que π0 é uma distribuição estacionária.





Observamos que os eventos {N(y) ≥ 1} e {Ty <∞} são equivalentes. Assim,
Px(N(y) ≥ 1) = ρxy = Px(Ty <∞) = ρxy·
Seja


















P n(x, y)· (2.23)
Assim, G(x, y) é o número esperado de visitas a y, para uma Cadeia de Markov começando em
x.
O próximo resultado estabelece algumas propriedades dos estados recorrentes e tran-
sientes de uma Cadeia de Markov.
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Teorema 2.1.1. Seja {Xn}n≥0 uma Cadeia de Markov possuindo espaço de estados S
i) Seja y um estado transiente. Então,





, ∀x ∈ S·
ii) Seja y um estado recorrente. Então,




Px(N(y) =∞) = Px(Ty <∞) = ρxy, ∀x ∈ S·
Se ρxy = 0, então G(x, y) = 0, enquanto se ρxy > 0, temos que G(x, y) =∞.
Se a probabilidade, da Cadeia de Markov começando em x e atingir o ponto y em
um tempo finito, for positiva, então dizemos que x leva a y. segue a definição formal.
Definição 2.1.11. Seja {Xn}n≥0 uma Cadeia de Markov possuindo espaço de estados S, e
sejam x e y dois estados. Dizemos que x leva a y se ρxy > 0.
Pode-se mostrar que se x leva y, e x é um estado recorrente, então y também será
um estado recorrente.
Teorema 2.1.2. Seja x um estado recorrente e suponha que x leva a y. Então y é recorrente
e ρxy = ρyx = 1.
Definição 2.1.12. Um espaço de estados é irredut́ıvel se ∀x, y ∈ S, x leva a y.
Segue a definição de uma Cadeia de Markov irredut́ıvel.
Definição 2.1.13. Uma Cadeia de Markov é dita irredut́ıvel se seu espaço de estados é irre-
dut́ıvel.
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2.1.4 Estados recorrentes positivos nulos e positivos recorrentes
Nesta seção introduzimos as principais definições relativas aos estados recorrentes
positivos e nulos. Seja Nn(y) o número de visitas da cadeia de Markov {Xn}n≥0 ao estado y











Para uma cadeia de Markov começando em y, seja my = Ey(Ty) o tempo médio de retorno ao
estado y, se Ey(Ty) <∞. Considere my =∞, em caso contrário.
Vamos mostrar alguns resultado para estados recorrentes usando o tempo médio de
retorno ao estado.















, ∀x ∈ S, quase certamente.
Apróxima definição estabelece o conceito de estado recorrente nulo, que é quando o
estado tem tempo médio de retorno ao próprio estado em um tempo arbitrariamente grande.
Definição 2.1.14. Um estado y ∈ S é chamado recorrente nulo se my =∞.





= 0, ∀x ∈ S·
Definição 2.1.15. Um estado y ∈ S é chamado recorrente positivo se my <∞.










2.1.5 Cadeia de Markov reverśıvel
Definição 2.1.16. Uma cadeia de Markov irredut́ıvel, recorrente positiva é estacionária se a
distribuição inicial é uma distribuição estacionária.
Considere uma cadeia de Markov {Xn}n≥0 possuindo função de transição P e dis-
tribuição estacionária π. O processo reverso no tempo é dado pelo processo que começa em
algum tempo n, no qual traçamos a sequência de estados que vão para atrás no tempo, ou seja,
considere a sequência de estados Xn, Xn−1 . . . Verifica-se que essa sequência de estados é uma
cadeia de Markov, com função de transição P ∗ definido por:
P ∗(i, j) = P (Xm = j|Xm+1 = i,Xm+2 = i2, ..., Xm+k = ik)
=
P (Xm = j, Xm+1 = i, Xm+2 = i2, ..., Xm+k = ik)
P (Xm+1 = i, Xm+2 = i2, ..., Xm+k = ik)
=
P (Xm = j)P (Xm+1 = i| Xm = j)P (Xm+2 = i2, ..., Xm+k = ik| Xm = j, Xm+1 = i)
P (Xm+1 = i)P (Xm+2 = i2, ..., Xm+k = ik| Xm+1 = i)
=
πjP (j, i)P (Xm+2 = i2, ..., Xm+k = ik| Xm+1 = i)





Então, temos que o processo reverso no tempo é também uma cadeia de Markov com probabi-
lidade de transição dada por:




Definição 2.1.17. Uma cadeia de Markov é reverśıvel se P ∗ij = Pij, ∀i, j ∈ S.
A definição 2.1.17 é equivalentemente a,
πiP (i, j) = πjP (j, i), ∀i, j ∈ S·
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2.2 Passeios Aleatórios em Meios Aleatórios em Z
Seguindo Sznitman (2002), temos ao menos duas maneiras de aleatorizar o ambiente.
Em seguida consideraremos o chamado local aleatório: para tal configuração do meio escolhemos
uma sequência de variáveis aleatórias independentes e identicamente distribúıdas p(x, ω), x ∈ Z,
com valores em (0, 1) e q(x, ω) = 1 − p(x, ω). Para uma dada realização ω do ambiente,
considera-se a Cadeia de Markov {Xn(w)}n∈Z, com espaço de estados nos Z, com probabilidade
p(x, ω) de pular para o vizinho a direita x + 1 e probabilidade q(x, ω) de pular para o vizinho











Um exemplo para este caso seria escolher a sequência de variáveis aleatórias tendo
distribuição Uniforme no intervalo (0, 1). Dado o meio {wx}, ou seja, para cada estado associ-
amos um dos valores gerado pela distribuição Uniforme como sendo a probabilidade da Cadeia
ir para frente, no nosso exemplo, a Cadeia de Markov tem espaço de estados de 1 a 10 nos Z,
no qual os pontos 1 e 10 são pontos que limitam o Passeio, e para estes pontos a probabilidade
de ir para frente é 1 e 0 respectivamente. Observamos a figura a seguir do meio dado pela
sequência de varáveis tendo distribuição Uniforme.













Segue a figura que ilustra o nosso exemplo de um passeio confinado no intervalo
[1, 10] dado o meio com distribuição Uniforme no intervalo (0, 1).
Alternativamente, consideramos o v́ınculo aleatório no qual pode-se aleatorizar o
meio escolhendo uma sequência de variáveis aleatórias independentes e identicamente dis-
tribúıdas cx,x+1(ω), x ∈ Z, com valores em (0,∞). Para uma dada realização do ambiente



















Podemos estudar RWRE sob vários pontos de vista. Em Sznitman(2002), temos
o estudo do meio do ponto de vista do observador e o estudo do meio do ponto de vista da
part́ıcula. No primeiro caso para o ponto de vista do observador, usando a definição de passeio
aleatório em meio aleatório como vinculo aleatório, Sznitman (2002), dado o w, defini a função
de translação tx, x ∈ Z, em Ω dada por
(tyΩ)({x, x+ 1}) = w({x+ y, x+ y + 1}),
e a probabilidade de transição definida como
cx,x+1(w) = w({x, x+ 1})·
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Quando olhamos o pesseio aleatório em meio aleatório do ponto de vista da part́ıcula a ma-
temática fica um pouco mais complexa. Neste caso Sznitman(2002) define que o meio do ponto
de vista da part́ıcula é um w-processo, no qual
w̄n = tXnw, n > 0,
temos que w̄n é uma cadeia de Markov com espaço de estados Ω e kernel de transição dado por
Rf(w) = p(0, w)f ◦ t1(w) + q(0, w)f ◦ t−1(w),
no qual f é uma medida delimitada em Ω, mas o presente trabalho irá estudar o passeio aleatório
em meio aleatório do ponto de vista do observador.
Dado o meio definimos o processo nesse meio aleatório, o qual seria o passeio
aleatório no meio aleatório, ou seja, se dado o meio colocarmos uma part́ıcula nos inteiros
realizando um passeio aleatório, então esse processo seria uma cadeia de Markov dada por
{Xn(w)}n∈Z, com espaço de estados nos Z, e com probabilidade de transição definida por
p(x,w) = w+x ,
e
q(x,w) = w−x ·
Essa sequência {Xn(w)}n∈Z é chamada de passeio aleatório em meio aleatório. A
seguir a definição formal.
Definição 2.2.1. Dada uma realização w do meio, a Cadeia de Markov {Xn(w)}n∈Z com
probabilidades de transição
Pw(Xn+1 = i+ 1|Xn = i,Xn−1, Xn−2, ...X1) = w+x , (2.28)
e
Pw(Xn+1 = i− 1|Xn = i,Xn−1, Xn−2, ...X1) = w−x , ∀n ∈ Z (2.29)
é o Passeio Aleatório em Meio Aleatório w.
Neste trabalho com o intuito que o RWRE não tenha outros estados com probabi-
lidade de transição igual a um, além de a e b, supomos que existe ε, ε > 0, tal que,
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P [ wx ∈ [ε, 1− ε] ] = 1, ∀x ∈ (a, b)·
Agora, vamos encontrar a medida reverśıvel para o passeio aleatório em meio aleatório
confinado no intervalo [a, b], no qual w+a = 1 e w
−
b = 1, Temos pela Definição 2.1.17 que uma
cadeia de Markov é reverśıvel se P ∗ij = Pij, ∀i, j ∈ S. Ou equivalentemente se,
πiP (i, j) = πjP (j, i), ∀i, j ∈ S· (2.30)
Fazendo i = a e j = a+ 1, temos
πaP (a, a+ 1) = πa+1P (a+ 1, a),
⇐⇒ πaw+a = πa+1w−a+1, (2.31)










para i=a+1 em (2.30) temos,
πa+1P (a+ 1, a+ 2) = πa+2P (a+ 2, a+ 1),
⇐⇒ πa+1P (1, 2) = πa+2P (2, 1),















por recursão podemos ver que,
πx =








, se x ≥ a·
que é chamada a medida reverśıvel.
Agora iremos encontrar a distribuição estacionária para o RWRE. Seja o sistema de
equações ∑
x
µ(x)P (x, y) = µ(y), (2.33)
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A partir da equação (2.33) vale as seguintes equações, quando y é igual a a na equação (2.33),
temos
µ(a+ 1)w−a+1 = µ(a), (2.34)
quando y é diferente de a e b na equação (2.33), segue
µ(y − 1)w+y−1 + µ(y + 1)w−y+1 = µ(y), (2.35)
quando y é igual a b na equação (2.34), temos
µ(b− 1)w+b−1 = µ(b)· (2.36)
Como w+x + w
−
x = 1, e fazendo manipulação algébrica segue de (2.34), de (2.36) e de (2.35)
respectivamente,
µ(a+ 1)w−a+1 − µ(a) = 0, (2.37)
µ(b− 1)w+b−1 − µ(b) = 0, (2.38)
µ(y − 1)w+y−1 + µ(y + 1)w−y+1 + (1− w+y − w−y )µ(y) = µ(y), (2.39)
podemos escrever (2.39) como,
w−y+1µ(y + 1)− w+y µ(y) = w−y µ(y)− w+y−1µ(y − 1)· (2.40)
Por indução em (2.40) temos,
w−y+1µ(y + 1)− w+y µ(y) = 0,
desse modo,












µ(a), x ≥ a+ 1· (2.41)
Dáı podemos escrever,
µ(x) = πxµ(a), x ≥ a.






, a ≤ x ≤ b· (2.42)
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Definimos o potencial V (x) do RWRE como sendo,
V (x) =

0, se x = a, a+ 1,
x−1∑
k=a+1
ρk, se x > a+ 1·
(2.44)
2.3 Alguns resultado relativos a Passeios Aleatórios em
Meios Aleatórios
A seguir apresentamos o teorema de convergência das probabilidades de transição
de n passos de uma Cadeia de Markov com distribuição estacionária µ. Este resultado será
utilizado nas simulações do Caṕıtulo 3.
Teorema 2.3.1. Convergência das Probabilidades de Transição de n passos - Seja {Xn}n≥0
Uma cadeia de Markov irredut́ıvel, recorrente positiva e tendo distribuição estacionária µ. Se
a Cadeia é aperiódica ,
lim
n→∞
P n(x, y) = µ(y), x, y ∈ S· (2.45)
Se a Cadeia é periódica com peŕıodo d, então para quaisquer pares x e y de estados em S existe
um inteiro r , 0 6 r < d tal que P n(x, y) = 0 a não ser que n = md+ r para algum inteiro não
negativo m, tal que
lim
m→∞
Pmd+r(x, y) = dµ(y), x, y ∈ S· (2.46)
Demonstração. A prova do Teorema 2.3.1 encontra-se em Hoel (1972).
Neste trabalho, a construção do RWRE confinado a um intervalo [a,b], a, b ∈ Z, a < b
e cujas probabilidades de trasição p(x, x) é igual a zero, ou seja, a probabilidade da Cadeia ir
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do estado x dado que ela está no estado x em um passo é zero. A Cadeia definida na Seção
3.2 na Definição 2.2.1 tem peŕıodo 2, pois o Passeio quando atingi um estado qualquer x só irá
retornar ao estado x no mı́nimo em 2 passos, ou seja, para o nosso caso o RWRE definido em
(2.2.1) tem peŕıodo 2, já que p(x, x) = 0, então se y−x é par, tem-se que P 2m+1(x, y) = 0 para
∀m ≥ 0 e
lim
m→∞
P 2m(x, y) = 2µ(y). (2.47)
Se y − x é ı́mpar, então P 2m(x, y) = 0 para ∀m ≥ 1 e
lim
m→∞
P 2m+1(x, y) = 2µ(y). (2.48)
Enunciaremos o Teorema que mostra a existência de sequências que limitam os
pontos do passeio. Empiricamente, percebe-se nas simulações que o RWRE (2.2.1) segue um
certo padrão dependendo do meio aleatório escolhido. Tais sequências são determinadas pelo
meio, através das probabilidades de transição, encontra-las matemáticamente não é uma tarefa
trivial, mas pode-se perceber o comportamento das sequências nas simulação dos passeios.
Teorema 2.3.2. Existem duas sequências determińısticas a
(1)
n ≤ a(2)n , tais que,
a(1)n ≤ max
0≤k≤n
|Xk| ≤ a(2)n , q.c. (2.49)
Demonstração. A prova pode ser encontrada em Revesz (1990).
O próximo resultado explicita a probabilidade de um RWRE atinja a antes de b
dado que está em c e dado o ambiente w. Seja,
p(a, c, b) = Pw{min j : j > m,Xj = a} < min{j : j > m,Xj = b|Xm = c},
a probabilidade de uma part́ıcula começando em c atinja a antes de b, onde a ≤ c ≤ b.
Teorema 2.3.3. Seja {Xn(w)}n∈Z um RWRE , então a probabilidade de uma part́ıcula começando
em c atinja a antes de b é dada por







0, se b = a,












Demonstração. A prova pode ser encontrada em Revesz (1990).
Particularmente,









Simulações de Passeios Aleatórios em
Meios Aleatórios
Realizamos simulações de Passeios Aleatórios em Meios Aleatórios definidos no 2
e verificamos suas propriedades. Os códigos utilizados para a programação estão dispońıveis
no Apêndice A. Para tal procedimento foi utilizado o software livre R (versão 3.2.0). Nas
simulações com o intuito de obter uma realização do meio (ω) geramos algumas variáveis
aleatórias, mais especificamente foram consideradas amostras simuladas nos intervalos. Para
definir o ambiente no caso do local aleatório, simulamos variáveis no intervalo (0, 1). No caso do
v́ınculos aleatórios simulamos variáveis aleatórias definidas no intervalo (0,∞). As simulações
do RWRE e a verificação de algumas das suas propriedades foram executadas obedecendo as
seguintes etapas,
1. Simulação do meio aleatório e atribuição das probabilidades de transição;
2. Simulação do passeio aleatório em meio aleatório e os Gráficos do passeio;
3. Cálculo da Medida reverśıvel e Distribuição estacionária;
4. Cálculo da Matriz de Transição de n passos da Cadeia de Markov. Verificação do Teorema
2.3.1 de convergência das probabilidades de transição para a distribuição estacionária.
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3.1 Simulação de Passeios Aleatórios em Meios Aleatórios
a partir de uma sequência de Uniformes
Na primeira etapa da simulação, geramos as variáveis aleatórias que irão definir o
meio. Em um primeiro momento, será utilizada a distribuição uniforme com dez, cem e mil
estados. Utilizamos a função runif no R para gerar uma amostra da distribuição uniforme no in-
tervalo (0, 1), estes pontos serão os w+x . Assim dado o ambiente, temos um RWRE {Xn(ω)}n∈Z,
com probabilidade de transição determinada por
Pw(Xn+1 = i+ 1|Xn = i) = p(x,w) = w+x ,
e
Pw(Xn+1 = i− 1|Xn = i) = q(x,w) = 1− w+x = w−x ,
como definido na Seção 3.2. Ressaltamos que o RWRE que consideramos esta confinado no
intervalo [a, b], ou seja, a e b são os pontos limites do nosso passeio. Assim, temos o passeio
aleatório em meio aleatório dado o meio com distribuição uniforme confinado no intervalo
[a, b], consideramos então a = 1 e o b é igual a quantidade de pontos simulados. A seguir
apresentamos as Etapas da simulação e verificamos algumas propriedades do passeio aleatório
em meio aleatório. Primeiro será simulado o RWRE dado o meio com distribuição uniforme
com dez estados, um procedimento análogo será adotado para a análise dos RWRE com meio
tendo distribuição uniforme com cem e mil estados.
RWRE dado o meio com distribuição uniforme com 10 estados
• Etapa 1 - Simulação do meio aleatório e atribuição das probabilidades de transição
Como os Estados a = 1 e b = 10 são os pontos limitantes, então para
estes pontos atribúımos w+1 = 1 e w
−
10 = 1. Para os outros estados atribúımos as probabili-
dades de transição de acordo com a Definição 2.2.1 de RWRE, na qual os w+x são as variáveis
aleatórias independentes e identicamente distribúıdas simuladas com distribuição Uniforme no
intervalo (0, 1). A Tabela 3.1, apresenta as probabilidades de transição simuladas, ou seja, as
probabilidades de transição dado o meio.
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Tabela 3.1 – Probabilidade de Transição













• Etapa 2 - Simulação do passeio aleatório em meio aleatório e os Gráficos do passeio
Para realizar a simulação do RWRE foram gerados pontos (εx),com dis-
tribuição dada por,




P (εx = −1) = w−x ·
Temos então um RWRE {Xn(w)}n∈Z com a seguinte lei:
Xn = Xn−1 + εx· (3.1)
No qual εx é −1 ou 1 seguindo a distribuição do meio. Segue que de fato a cadeia de Markov
assim simulada tem as probabilidades de transição como definimos anteriormente:
P [Xn+ 1 = x+ 1|Xn = x] = P [εx = 1] = w+x ,
e
P [Xn+ 1 = x− 1|Xn = x] = P [εx = −1]1 = w−x ·
A programação utilizada não gera loops infinitos, já que toda vez que o passeio passa pelo
estado x ele gera um novo ponto εx, mas com a mesma probabilidade de sucesso w
+
x .
Vamos gerar passeios aleatórios com 100.000 passos. Para isso sorteia-se um ponto
inicial para o passeio, simula-se um ponto através da distribuição uniforme no intervalo [1, 10],
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a parte inteira do ponto simulado será o ponto inicial. Segue os gráficos dos passeios aletórios
em meio aleatório.
Figura 3.1 – Passeio de 100.000 passos com ponto inicial 9
Figura 3.2 – Passeio de 100.000 passos com ponto inicial 2
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Figura 3.3 – Passeio de 1.000 passos com ponto inicial 1
É mais fácil observar como o meio influencia o passeio quando o espaço de estados
é pequeno, com 10 pontos,. O passeio fica concentrado nos pontos 5 a 10 quando os passos
tendem a infinito, isso se deve ao fato das probabilidades de transição dos pontos 5, 6 e 7 de ir
para frente serem altos, assim, mesmo que o passeio consiga ir para trás em algum ponto, no
ponto seguinte a probabilidade dele ir para frente é muito maior o que causa a concentração
do passeio em um intervalo menor. Na Figura 3.3 do RWRE com 1000 passos já nota-se que
o passeio fica concentrado em tais intervalos, por sua vez na Figura 3.2 essa concentração fica
mais evidente.
• Etapa 3 - Cálculo da Medida reverśıvel e Distribuição estacionária
A Tabela 3.2 apresenta os valores da Distribuição Estacionária para os estados do
RWRE
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Tabela 3.2 – Distribuição Estacionária











Na Tabela 3.2 e na Figura 3.4 observa-se que a Probabilidade da cadeia ir de um
estado x qualquer para o estado y em n passos, com n tendendo ao infinito,
lim
n→∞
P (Xn = y|X0 = x) = lim
n→∞
P n(x, y) = 2µ(y),
tem maior probabilidade nos estados 6, 7, 8, 9 com preferência para os pontos 7 e 8 com
probabilidade de transição de n passo dado por 32% e 33% respectivamente. Essa verificação
reforça a ideia do Teorema 2.3.2 da existência de sequências que limitam o passeio, dando ao
passeio um certo padrão de comportamento.
Figura 3.4 – Distribuição Estacionária
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• Etapa 4 - Cálculo da Matriz de Transição de n passos da Cadeia de Markov. E veri-
ficação do Teorema de convergência das probabilidades de transição para a distribuição
estacionária.
Podemos observar, pelas multiplicações das matrizes de transição, que as probabi-
lidades de transição em n passos é zero dependendo da diferença entre os estados ser par ou
ı́mpar e o valor de n (passos), como enunciado pelo Teorema 2.3.1. A matriz de Transição de
n passos da Cadeia de markov é apresentada na Tabela 3.3
Tabela 3.3 – Matriz de Transição com n = 101 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.0000000000 0.0003052782 0.000000000 0.006047710 0.00000000
2 0.0001561153 0.0000000000 0.003276419 0.000000000 0.02663438
3 0.0000000000 0.0003052782 0.000000000 0.006047710 0.00000000
4 0.0001561153 0.0000000000 0.003276419 0.000000000 0.02663438
5 0.0000000000 0.0003052782 0.000000000 0.006047710 0.00000000
A convergência para a distribuição estacionária de acordo com as equações 2.47 e
2.48 ainda não pode ser verificada com n = 101 passos, apesar da diferença ser menor do que
e−10. Percebe-se que para n= 101 ı́mpar as diferenças x− y par tem probabilidade de transição
zero.
Tabela 3.4 – Matriz de Transição com n = 111 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.0000000000 0.000305278 0.000000000 0.006047709 0.00000000
2 0.0001561152 0.000000000 0.003276419 0.000000000 0.02663438
3 0.0000000000 0.000305278 0.000000000 0.006047709 0.00000000
4 0.0001561152 0.000000000 0.003276419 0.000000000 0.02663438
5 0.0000000000 0.000305278 0.000000000 0.006047709 0.00000000
Tabela 3.5 – Matriz de Transição com n = 112 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.0001561152 0.000000000 0.003276419 0.000000000 0.02663438
2 0.0000000000 0.000305278 0.000000000 0.006047709 0.00000000
3 0.0001561152 0.000000000 0.003276419 0.000000000 0.02663438
4 0.0000000000 0.000305278 0.000000000 0.006047709 0.00000000
5 0.0001561152 0.000000000 0.003276419 0.000000000 0.02663438
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As probabilidades de transição de passos n = 111 e n = 112 de acordo com o
Teorema 2.3.1 convergem para 2 vezes a Distribuição Estacionária. A convergência ocorre para
n pequeno, o que era de se esperar, já que o espaço de estados é muito pequeno.
Desse momento em diante o processo de simulação para o passeio e todas as pro-
priedades do RWRE segue de maneira análoga para RWRE com dez estados, assim, só será
apresentado os resultados, a fim de entender o comportamentos dos Passeios Aleatórios em
Meios Aleatórioa.
Iremos analisar o Passeio Aleatório com meio tendo distribuição Uniforme mas com
100 estados. Segue as probabilidades de Transição simuladas para os 20 primeiros estados.
Tabela 3.6 – Probabilidade de Transição dos Primeiros Vinte Estados do RWRE com Cem Estados























Vamos gerar passeios aleatórios com cem mil passos. Para isso iremos sortear um
ponto inicial para o passeio. Em seguida, simulamos um ponto através da distribuição uniforme
no intervalo [1,100]. A parte inteira do ponto simulado será o ponto inicial do passeio.
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Figura 3.5 – Passeio de 100.000 passos com ponto inicial 67 do RWRE com cem estados
Figura 3.6 – Passeio de 100.000 passos com ponto inicial 35 do RWRE com cem estados
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Figura 3.7 – Passeio de 100.000 passos com ponto inicial 94 do RWRE com cem estados
Como o passeio aleatório depende do meio, temos que as probabilidades de transição,
apesar do passeio ser aleatório, seguem um padrão, pois, quando ele atinge certos pontos é
evidente que ele fica limitado a um intervalo menor, por um peŕıodo de tempo maior, como os
pontos em torno de 90, 70 e 30. Através das simulação percebesse que de fato vale o Teorema
2.3.2.
Na Tabela 3.7 com os valores da distribuição estacionária do RWRE de cem passos
para os primeiros quinze estados.
Tabela 3.7 – Distribuição Estacionária do RWRE com cem estados à partir da distribuição uniforme

















Pelo Gráfico 3.8 da distribuição estacionária é fácil ver que os estados no intervalo
[30, 40] tem a maior probabilidade de transição de n passos, ou seja, a Probabilidade da cadeia
ir de um estado x qualquer para o estado y quando n tende ao infinito é maior nesses pontos.
Assim, o passeio, aparentemente, fica confinado nesse intervalo por um intervalo de tempo
muito grande, ou seja, quando a Cadeia atingi o intervalo [30, 40] ela fica concentrada nele.
Figura 3.8 – Gráfico da Distribuição Estacionária do RWRE com cem estados
Pelo gráfico da Distribuição Estacionária é fácil notar que os estados no intervalo
[30, 40] tem a maior probabilidade de transição de n passos, ou seja a Probabilidade da cadeia ir
de um estado x qualquer para o estado y quando n tende ao infinito é maior para esses pontos,
assim, como observamos na simulação e preferencialmente nas simulações 1.1 e 1.2 o passeio
aparentemente fica confinado nesse intervalo, ou seja, quando a Cadeia atingi o intervalo [30, 40]
ela aparentemente fica concentrada nele.
Seguem as matrizes de Transição de n passos da Cadeia de Markov
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Tabela 3.8 – Matriz de Transição com n = 10.001 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.0000000000 0.0000010675 0.0000000000 0.0000551886 0.0000000000
2 0.0000006309 0.0000000000 0.0000037221 0.0000000000 0.0000543163
3 0.0000000000 0.0000010647 0.0000000000 0.0000550418 0.0000000000
4 0.0000006290 0.0000000000 0.0000037109 0.0000000000 0.0000541528
5 0.0000000000 0.0000010630 0.0000000000 0.0000549576 0.0000000000
Observamos que não há convergência para a distribuição estacionária para n= 10.001
Tabela 3.9 – Matriz de Transição com n = 100.001 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.000000000 5.512944e-10 0.00000000 2.85874e-08 0.000000000
2 3.258277e-10 0.000000000 1.927352e-09 0.000000000 2.816879e-08
3 0.000000000 5.512944e-10 0.00000000 2.85874e-08 0.000000000
4 3.258277e-10 0.000000000 1.927352e-09 0.000000000 2.816879e-08
5 0.000000000 5.512944e-10 0.00000000 2.85874e-08 0.000000000
Tabela 3.10 – Matriz de Transição com n = 100.002 passos, para os 5 primeiros estados
1 2 3 4 5
1 3.258277e-10 0.000000000 1.927352e-09 0.000000000 2.816879e-08
2 0.000000000 5.512944e-10 0.00000000 2.85874e-08 0.000000000
3 3.258277e-10 0.000000000 1.927352e-09 0.000000000 2.816879e-08
4 0.000000000 5.512944e-10 0.00000000 2.85874e-08 0.000000000
5 3.258277e-10 0.000000000 1.927352e-09 0.000000000 2.816879e-08
Nas matrizes de 100.001 e 100.002 passos verifica-se a convergência para a Distri-
buição Estacionária das probabilidades de n passos, segundo o Teorema 2.3.1.
Iremos simular um passeio aleatório meio aleatório com distribuição Uniforme mas
agora com 1000 estados para analisar as suas propriedades. Na Tabela 3.11 as Probabilidades
de Transição do Passeio Aleatório de 1000 estados, simuladas para os 15 primeiros estados.
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Tabela 3.11 – Probabilidade de Transição dos primeiros vinte estados do RWRE com mil estados























Vamos gerar passeios aleatórios com 100.000 passos. Para isso iremos sortear um
ponto inicial para o passeio, simula-se um ponto através da distribuição Uniforme no intervalo
[1, 1000], a parte inteira do ponto simulado será o ponto inicial do passeio.
Figura 3.9 – Passeio de 100.000 passos com ponto inicial 243 do RWRE com mil estados
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Figura 3.10 – Passeio de 100.000 passos com ponto inicial 583 do RWRE com mil estados
Figura 3.11 – Passeio de 100.000 passos com ponto inicial 700 do RWRE com mil estados
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Figura 3.12 – Passeio de 1.000.000 passos com ponto inicial 919 do RWRE com mil estados
Figura 3.13 – Passeio de 2.000.000 passos com ponto inicial 594 do RWRE com mil estados
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A padronização do passeio para meio com Distribuição Uniforme fica evidente com
as simulações, na qual, pode-se observar que o passeio fica concentrado em intervalos pequenos,
assim ele tem que percorrer vários passos para escapar de tais intervalos, com isso temos que o
passeio precisa de muitos passos para percorrer todos os seus mil estados.
Na Tabela 3.12 temos os valores da distribuição estacionária do passeio aleatório de
1000 passos para os primeiros vinte estados.
Tabela 3.12 – Distribuição Estacionária dos primeiros vinte estados do RWRE com mil estados





















Pelo Gráfico 3.14 da distribuição estacionária é fácil notar que os estados no in-
tervalo [250, 300] e [620, 700] tem a maior probabilidade de transição de n passos, ou seja, a
probabilidade da cadeia ir de um estado x qualquer para o estado y quando n tende ao infinito
é maior para esses pontos. Assim, como observamos na simulação o passeio aparentemente fica
confinado em intervalos menores dependendo do ponto inicial.
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Figura 3.14 – Gráfico da Distribuição Estacionária do RWRE com mil estados
3.2 Simulação de Passeios Aleatórios em Meios Aleatórios
dado o meio gerado a partir do modelo exponencial
Nesta segunda etapa de simulações iremos atribuir as variáveis aleatórias que irão
definir o passeio de acordo com o v́ınculo aleatório, na qual utilizaremos a distribuição Expo-
nencial de paraâmetro 10 com 10 estados, com 100 estados e com 1.000 estados. Utilizamos a
função rexp no R que gera pontos da distribuição Exponencial no intervalo (0,∞), estes pontos
serão os cx,x+1(ω). Assim dado o ambiente temos uma cadeia de Markov em Z, começando em





como definido no Caṕıtulo 2. Os pontos a e b serão: a = 1 e o b é igual a quantidade de pontos
simulados, ou seja, a e b são os pontos limites do nosso passeio, assim temos RWRE dado o
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meio com distribuição Exponencial confinado no intervalo [a, b].
Iremos seguir as Etapas da simulação para verificar as propriedades do passeio
aleatório em meio aleatório. Primeiro será simulado o RWRE dado o meio com distribuição Ex-
ponencial com 10 estados, o procedimento para os RWRE com cem e mil estados é de maneira
análoga, assim, para estes casos só serão apresentados os resultados e ilustrações.
RWRE dado o meio com distribuição Exponencial com 10 estados
• Etapa 1 - Simulação do meio aleatório e atribuição das probabilidades de transição
Como os Estados 1 e 10 são os pontos limitantes então para estes pontos atribúımos
w+a = 1 e w
−
b = 1, para os outros estados atribúımos as probabilidades de transição de acordo
com a equação 2.26 no qual os cx,x+1(ω) são as variáveis aleatórias independentes e identicamente
distribúıdas simuladas com distribuição Exponencial no intervalo (0,∞) e com parâmetro 10.
Segue a tabela com as probabilidades de transição simuladas, ou seja, as probabilidades de
transição dado o meio.
Tabela 3.13 – Probabilidade de Transição dado o meio com distribuição Exponencial com 10 estados













• Etapa 2 - Simulação do passeio aleatório em meio aleatório e os Gráficos do passeio
Para realizar a simulação do RWRE foram gerados pontos (εx), com distribuição
dada por,




P (εx = −1) = w−x ·
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Temos então um RWRE {Xn(w)}n∈Z com a seguinte lei:
Xn = Xn−1 + εx· (3.2)
No qual εx é −1 ou 1 seguindo a distribuição do meio. Segue que de fato o RWRE assim
simulado tem as probabilidades de transição como definimos anteriormente:
P [Xn+ 1 = x+ 1|Xn = x] = P [εx = 1] = w+x ,
e
P [Xn+ 1 = x− 1|Xn = x] = P [εx = −1]1 = w−x ·
A programação utilizada não gera loops infinitos, já que toda vez que o passeio passa
pelo estado x ele gera um novo ponto εx, mas com a mesma probabilidade de sucesso w
+
x .
Vamos gerar passeios aleatórios com 100.000 passos. Para isso sorteia-se um ponto
inicial para o passeio, simula-se um ponto através da distribuição uniforme no intervalo [1, 10],
a parte inteira do ponto simulado será o ponto inicial. Segue os gráficos dos passeios aleatórios
em meio aleatório.
Figura 3.15 – Passeio de 100.000 passos com ponto inicial 4 do RWRE com dez estados
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Figura 3.16 – Passeio de 100.000 passos com ponto inicial 6 do RWRE com dez estados
Figura 3.17 – Passeio de 1.000 passos com ponto inicial 4 do RWRE com dez estados
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Como o espaço de estados é pequeno, com 10 pontos, é mais fácil observar como o
meio influencia o passeio. O passeio fica concentrado nos pontos 9 e 10 e no intervalo de 1 a
4 quando os passos tendem a infinito, isso se deve ao fato da diferença das probabilidades de
transição de ir para frente e para trás ser grande nesses pontos, o que causa o confinamento do
passeio em um intervalo menor.
• Etapa 3 - Cálculo da Medida reverśıvel e Distribuição estacionária
Segue a Tabela com os valores da distribuição estacionária para os estados
Tabela 3.14 – Distribuição Estacionária do RWRE com dez estados











Na tabela observa-se que a Probabilidade da cadeia ir de um estado x qualquer para
o estado y em n passos, com n tendendo ao infinito, tem maior probabilidade nos estados 2, 3,
4 9, 10 com preferência para os pontos 9 e 10 com probabilidade de transição de n passo dado
por 22% e 21% respectivamente. Essa verificação reforça a ideia do passeio ficar concentrado
em intervalos menores. Diferentemente do que ocorre com o passeio aleatório em meio aleatório
com distribuição Uniforme com 10 estados, não é ńıtido o confinamento em certos intervalos
pois a distribuição estacionária nos outros pontos não tendem para zero como pode-se observar
no gráfico a seguir.
40
Figura 3.18 – Distribuição Estacionária do RWRE com dez estados
• Etapa 4 - Cálculo da Matriz de Transição de n passos da Cadeia de Markov. E veri-
ficação do Teorema de convergência das probabilidades de transição para a distribuição
estacionária.
É fácil observar pelas multiplicações das matrizes de transição, que as probabilidades
de transição em n passos é zero dependendo da diferença entre os estados ser par ou ı́mpar e
o valor de n (passos), como enunciado pelo Teorema 2.3.1. A matriz de Transição de n passos
da Cadeia de markov é dada a seguir
Tabela 3.15 – Matriz de Transição com n = 101 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.0000000 0.3962754 0.0000000 0.3734673 0.0000000
2 0.2353700 0.0000000 0.5257053 0.0000000 0.0142694
3 0.0000000 0.3917462 0.0000000 0.3692913 0.0000000
4 0.2315128 0.0000000 0.5172196 0.0000000 0.0142535
5 0.0000000 0.2308221 0.0000000 0.2209159 0.0000000
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A convergência para a distribuição estacionária de acordo com o Teorema 2.3.1 ainda
não pode ser verificada com n = 101 passos.
Tabela 3.16 – Matriz de Transição com n = 3.001 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.0000000 0.2240157 0.0000000 0.2146398 0.0000000
2 0.1330554 0.0000000 0.3006188 0.0000000 0.0138486
3 0.0000000 0.2240157 0.0000000 0.2146398 0.0000000
4 0.1330554 0.0000000 0.3006188 0.0000000 0.0138486
5 0.0000000 0.2240157 0.0000000 0.2146398 0.0000000
Tabela 3.17 – Matriz de Transição com n = 3.002 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.1330554 0.0000000 0.3006188 0.0000000 0.0138486
2 0.0000000 0.2240157 0.0000000 0.2146398 0.0000000
3 0.1330554 0.0000000 0.3006188 0.0000000 0.0138486
4 0.0000000 0.2240157 0.0000000 0.2146398 0.0000000
5 0.1330554 0.0000000 0.3006188 0.0000000 0.0138486
As probabilidades de transição de passos n = 3001 e n = 3002, de acordo com
as equações 2.47 e 2.48, convergem para 2 vezes a Distribuição Estacionária. A convergência
ocorre para n pequeno, o que era de se esperar, já que o espaço de estados tabmém é pequeno.
Desse momento em diante o processo de simulação para o passeio e todas as pro-
priedades do RWRE segue de maneira análoga a simulação com cem estados. Assim, só será
apresentado os resultados, a fim de entender o comportamentos dos passeios aleatórios em meio
aleatório.
Analisamos o Passeio Aleatório com meio tendo distribuição Exponencial com parâmetro
10 mas com 100 estados. Segue as probabilidades de Transição simuladas para os 20 primeiros
estados.
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Tabela 3.18 – Probabilidade de Transição dos primeiros vinte estados do RWRE com cem estados























Vamos gerar passeios aleatórios com 100.000 passos. Para isso iremos sortear um
ponto inicial para o passeio, simula-se um ponto através da distribuição Uniforme no intervalo
[1,100], a parte inteira do ponto simulado será o ponto inicial do passeio.
Figura 3.19 – Passeio de 100.000 passos com ponto inicial 87 do RWRE com cem estados
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Figura 3.20 – Passeio de 100.000 passos com ponto inicial 68 do RWRE com cem estados
Figura 3.21 – Passeio de 10.000 passos com ponto inicial 15 do RWRE com cem estados
Pelos Gráficos pode-se observar que apesar do passeio não ficar concentrado em
intervalos menores para n passos grande o passeio parece ter um padrão de movimento.
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Na Tabela 3.19 temos os valores da Distribuição estacionária do passeio aleatório de
100 passos para os primeiros vinte estados.
Tabela 3.19 – Distribuição Estacionária dos primeiros vinte estados do RWRE com cem estados





















Figura 3.22 – Gráfico da Distribuição Estacionária do RWRE com cem estados
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Não existe nenhum ponto que tenha distribuição estacionária significativamente
maior do que a dos outros pontos, o que explica o comportamento do passeio aleatório que
percorre todos os pontos mesmo quando n (passos) não é muito grande.
Seguem as matrizes de Transição de n passos do RWRE
Tabela 3.20 – Matriz de Transição com n = 100.001 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.000000000 0.01382533 0.00000000 0.01324668 0.0000000000
2 0.008211633 0.00000000 0.01855295 0.00000000 0.0008546794
3 0.000000000 0.01382533 0.00000000 0.01324668 0.0000000000
4 0.008211633 0.00000000 0.01855295 0.00000000 0.0008546794
5 0.000000000 0.01382533 0.00000000 0.01324668 0.0000000000
Observa-se que a convergência para a distribuição estacionária ainda não ocorreu
para n= 100.001
Tabela 3.21 – Matriz de Transição com n = 150.001 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.000000000 0.01382532 0.00000000 0.01324668 0.0000000000
2 0.008211631 0.00000000 0.01855295 0.00000000 0.0008546792
3 0.000000000 0.01382532 0.00000000 0.01324668 0.0000000000
4 0.008211631 0.00000000 0.01855295 0.00000000 0.0008546792
5 0.000000000 0.01382532 0.00000000 0.01324668 0.0000000000
Tabela 3.22 – Matriz de Transição com n = 150.002 passos, para os 5 primeiros estados
1 2 3 4 5
1 0.008211631 0.00000000 0.01855295 0.00000000 0.0008546792
2 0.000000000 0.01382532 0.00000000 0.01324668 0.0000000000
3 0.008211631 0.00000000 0.01855295 0.00000000 0.0008546792
4 0.000000000 0.01382532 0.00000000 0.01324668 0.0000000000
5 0.008211631 0.00000000 0.01855295 0.00000000 0.0008546792
Para as probabilidades de transição n = 150.001 e n = 150.002 de acordo com o
teorema 2.3.1 convergem para 2 vezes a distribuição estacionária (2µx).
Iremos simular um passeio aleatório meio aleatório com distribuição Exponencial
mas agora com 1000 estados para analisar as suas propriedades.
Segue as probabilidades de Transição simuladas para os 20 primeiros estados.
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Tabela 3.23 – Probabilidade de Transição para os vinte primeiros estados do RWRE com mil estados























Vamos gerar passeios aleatórios com 100.000 passos. Para isso iremos sortear um
ponto inicial para o passeio, simula-se um ponto através da distribuição Uniforme no intervalo
[1,1000], a parte inteira do ponto simulado será o ponto inicial do passeio.
Figura 3.23 – Passeio de 100.000 passos com ponto inicial 62 do RWRE com mil estados
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Figura 3.24 – Passeio de 100.000 passos com ponto inicial 564 do RWRE com mil estados
Figura 3.25 – Passeio de 1.000.000 passos com ponto inicial 664 do RWRE com mil estados
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Figura 3.26 – Passeio de 2.000.000 passos com ponto inicial 612 do RWRE com mil estados
Como o passeio aleatório depende do meio, das probabilidades de transição, percebe-
se que apesar do passeio ser aleatório ele segue uma padronização. Através das simulação
verificasse que de fato vale o Teorema 2.3.2. Na simulação da Figura 3.26 percebe-se que
o passeio levou 2.000.000 de passos para percorrer todos os estados o que não é muito se
considerarmos o tempo que um passeio aleatório em meio Uniforme de 1000 estados demora
para percorrer todos os seus pontos, já que este passeio fica confinado em certos intervalos por
um tempo relativamente grande.
Seguem a Tabela 3.24 com os valores da Distribuição estacionária do passeio aleatório
de 1000 estados para os primeiros vinte estados e o Gráfico 3.27 dos valores da distribuição
estacionária para os 1000 estados.
Pelo gráfico da Distribuição Estacionária observa-se que a diferença entre os valores
da Distribuição Estacionária nos pontos não é significativa, o que reflete no passeio, como pode-
se observar nos gráficos do passeio aleatório aparentemente ele percorre todos os pontos e não
fica confinado em um intervalo menor.
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Tabela 3.24 – Distribuição Estacionária para os vinte primeiros estados do RWRE com mil estados

























Na análise de Passeios Aleatórios em Meios Aleatórios vimos algumas definições de
RWRE e suas propriedades. Com o intuito de ilustrar as principais propriedades tais como
periodicidade, medida reverśıvel, distribuição estacionária, convergência da probabilidade de
transição e a dependência do RWRE com meio, estudamos as simulações do RWRE.
Percebe-se que a escolha do meio, ou seja, das variáveis aleatórias influência o com-
portamento do passeio, como podemos ver nos gráficos das simulações para o meio com distri-
buiçao Uniforme no caso do local aleatório e para o meio com distribuição Exponencial no caso
do v́ınculo aleatório.
Fazendo as simulações com 10, 100 e 1000 estados para cada um dos dois tipos de
Meio Aleatório (local e v́ınculo aleatório) notamos que os passeios para o mesmo meio são
parecidos e seguem o mesmo padrão, consequentemente, o comportamento das distribuições
estacionárias para o mesmo meio aleatório também seguem um padrão.
No caso do meio com distribuição Uniforme os passeios ficam concentrados em in-
tervalos menores, assim, a distribuição estacionária tem grandes valores em alguns estados
espećıficos e na maioria dos outros estados o valor é pequeno. Por sua vez, o meio com dis-
tribuição Exponencial tem passeios aleatórios bem distribúıdos e percorrem todo o espaço de
estados para um número de passos (n) não muito grande, além disso, a sua distribuição esta-
cionária não tem nenhum valor discrepante, o que explica o comportamento dos passeios com
meio tendo distribuição exponencial ser mais homogêneo, diferentemente do que ocorre nos
RWRE com meio tendo distribuição Uniforme.
A verificação das propriedades da Cadeia de Markov e o comportamento de passeios
aleatórios em meios aleatórios na prática permitem entender melhor toda a Teoria por trás da
51
construção desses passeios. É interessante observar como a escolha do meio influência todo o
comportamento do passeio. Através das simulações podemos ter uma ideia de como irão se




Programação para as simulações dos passeios aleatórios em meio aleatório, calculo
da medida reverśıvel e distribuição estacionária, e a construção da matiz de transição de n
passos da Cadeia de Markov. A programação foi realizada utilizando o software livre R (versão
3.2.0)
Simulação de Passeios com Espaço de Estados de tamanho 10, 100 e 1000 res-
pectivamente, com espaços de estados dado por Θ1 = {1, 2, ..., 10} , Θ2 = {1, 2, ..., 100} e
Θ3 = {1, 2, ..., 1000}
###############################################################################
###### Passeio aleatorio utilizando variaveis aleatorias Exponenciais #########








## A sequencia das varieveis aleatorias e exponencial entao sera utilizado ####
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############ Matriz com as probabilidades da Cadeia de Markov #################























ylab = ’Distribuicao Estacionaria’, col="red",cex = .5 )
###############################################################################







############ Simulacao para o passeio aleatorio em meio aleatorio ############
###############################################################################




#### Funcao de simulacao do passeio aleatorio em funcao do meio aleatorio #####





plot(pa,type="l", xlab="Passos", ylab = ’Estado’)
###############################################################################










mat1<- m %*% m
}else{






############## Como a funcao realiza uma interacao a mais entao ###############
## quando se coloca n = 100 na verdade temos a matriz de transicao de n = 101##
mte1<-matest(mat,1000) ## Representa a matriz n= 1001 passos ##




######################### funcao que testa se convergiu ######################
##############################################################################

















############ Criando uma funcao de simulacao do meio para #####################
### quando o passeio atinja os pontos limites a e b o passeio pare de rodar ###
###############################################################################
############## Escolher o meio com o tamanho do espaco de estados #############
va<-runif(100)




















plot(dados, type="l", xlab="Passos", ylab = ’Estado’)
A diferença da simulação do Meio aleatório pelo local aleatório, através de variáveis
com distribuição Uniforme que estão no intervalo (0,1), com relação a simulação do meio
aleatório com variáveis aleatórias com distribuição Exponencial está descrita abaixo:
Simulação de Passeios com Espaço de Estados de tamanho 10, 100 e 1000 res-
pectivamente, com espaços de estados dado por Θ1 = {1, 2, ..., 10} , Θ2 = {1, 2, ..., 100} e
Θ3 = {1, 2, ..., 1000} no qual o meio tem distribuição Uniforme
###############################################################################
###### Passeio aleatorio utilizando variaveis aleatorias Uniformes ############








## A sequencia das varieveis aleatorias e Uniforme entao sera utilizado #######







Os outros passos para a simulação do passeio, da distribuição estacionária e da ma-
triz de transição para o meio com distribuição Uniforme segue de maneira análoga a simulação
para quando o meio tem distribuição Exponencial.
A velocidade de convergência para as matri de transição para o RWRE com 10
estados é relativamente pequena, em menos de uma hora, por sua vez, para RWRE com cem
estados dependendo do número de passos a convergência ocorria para algumas horas, no caso
do RWRE a convergência levou semanas.
Foi utilizado a máquina HP pavilion g4 notebook PC com mémoria RAM 6,0 GB.
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