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Abstract. This paper addresses the problem of finding an approximation to the minimal element
set of the objective space for the class of multiobjective deterministic finite horizon optimal control
problems. The objective space is assumed to be partially ordered by a pointed convex cone containing
the origin. The approximation procedure consists of a two-step discretization in time and state
space. Following the first-order time discretization, the dynamic programming principle is used to
find the multiobjective discrete dynamic programming equation equivalent to the resulting discrete
multiobjective optimal control problem. The multiobjective discrete dynamic programming equation
is finally discretized in the state space. The convergence of the approximation for both discretization
steps is discussed.
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1. Introduction. Many engineering applications can lead to the optimal con-
trol problem formulation [3] with several objectives to be optimized simultaneously.
Problems involving multiple objectives present additional diﬃculties since the opti-
mal solution is not as clearly deﬁned as for single objective problems. An example of
an application with multiple objectives, which has also motivated this paper, is the
generation of optimal joint trajectories for a redundant robotic manipulator operating
inside a wind tunnel [13]. Ideally, for this application, the optimal trajectories should
minimize both the joint speed and the aerodynamic interference represented by a
kinematic measure of the joint conﬁguration. More precisely, the problem presented
in [13] is a multiobjective deterministic ﬁnite horizon optimal control problem which
belongs to the class of problems studied in this paper.
For an optimization problem with a vector-valued objective function, the deﬁni-
tion of an optimal solution requires the comparison of any two objective vectors y1
and y2 in the objective space, which is the set of all possible values that can be taken
by the vector-valued objective function. This comparison is provided by a binary
relation, generally expressing the preferences of the decision maker. Consider the
following example of a simple binary relation: the natural partial order on Rp when
p objective functions are to be minimized. Given two vectors y1 and y2 in Rp, y1 is
said to be preferred to y2 if and only if each component of y1 is less than or equal to
its corresponding component of y2, or equivalently, if and only if y2 ∈ y1 +Rp+. For
∗Received by the editors April 8, 2008; accepted for publication (in revised form) May 26, 2009;
published electronically September 4, 2009.
http://www.siam.org/journals/sicon/48-4/72072.html
†Corresponding author. Mechanical and Aerospace Engineering Department, Carleton University,
1125 Colonel By Drive, Room 3135 MacKenzie Building, Ottawa, ON, K1S 5B6, Canada (aguigue@
connect.carleton.ca).
‡Mechanical and Aerospace Engineering Department, Carleton University, 1125 Colonel By
Drive, Room 3135 MacKenzie Building, Ottawa, ON, K1S 5B6, Canada (mahmadi@mae.carleton.ca,
jhayes@mae.carleton.ca, rlangloi@mae.carleton.ca).
2581
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
2582 GUIGUE, AHMADI, HAYES, AND LANGLOIS
this particular binary relation, an objective vector is deﬁned as optimal (or Pareto
optimal in the multiobjective optimization literature [17, 19, 20]) if there is no other
objective vector except itself that can be preferred to it. The resolution of an op-
timization problem with a vector-valued objective function consists of obtaining the
set of optimal objective vectors, hereinafter referred to as the minimal element set.
In this paper, we will consider the more general binary relation deﬁned in terms of a
pointed convex cone D ⊂ Rp containing the origin [22].
This paper starts by formulating the multiobjective autonomous deterministic ﬁ-
nite horizon optimal control problem in section 2. This formulation does not include
any terminal cost; however, our developments can also be applied to nonautonomous
systems with terminal cost by including additional assumptions. We propose a two-
step numerical approximation procedure for the multiobjective optimal control prob-
lem that is applied directly to the original problem rather than to the ﬁrst-order
necessary conditions for optimality [23]. This approximation procedure is built upon
the one used for the single objective deterministic discounted inﬁnite horizon optimal
control problem as detailed in literature [4, 5, 6, 9]. To the best of our knowledge,
this is the ﬁrst work that provides an approximation to the minimal element set of
the multiobjective optimal control problem through discrete dynamic programming.
In section 3, we introduce a topology on the family of compact sets of Rp deﬁned
from the Hausdorﬀ distance [15]. With this topology, the minimal element map,
which is the map that associates its minimal element set with each compact set, is
shown to be continuous. The existence of minimal elements and the external stability
property ([17, p. 53], [20, p. 59]) for compact sets are also stated in section 3. The
approximation procedure starts with a ﬁrst-order discretization in time detailed in
section 4. This discretization yields a discrete multiobjective optimal control prob-
lem, called the discrete problem. In section 5, we show that by choosing a particular
sequence of time steps and using the external stability property, convergent sequences
of minimal elements of the corresponding discrete problems can be constructed. In
section 6, using the dynamic programming principle [11, 10], we obtain a discrete
multiobjective dynamic programming equation with respect to the ordering cone D.
The solution to this equation is shown to be the minimal element set of the discrete
problem. The second step of the approximation procedure, presented in section 7,
consists of a state-space discretization of the above-mentioned discrete multiobjective
dynamic programming equation. Using the continuity of the minimal element map,
the solution to the resulting approximate dynamic programming equation is shown
to converge towards the minimal element set of the discrete problem in the sense
of Hausdorﬀ. This result concludes the presentation of the proposed approximation
procedure. The conditions needed for our developments to remain valid for multiob-
jective nonautonomous problems with terminal cost are discussed in section 8. The
approximation procedure proposed in this paper has already been successfully imple-
mented for the optimal joint trajectory generation problem encountered in the robotic
application presented in [13].
2. The multiobjective deterministic finite-time horizon optimal control
problem. Consider the evolution over a ﬁxed ﬁnite-time interval I = [t0, t1] (t0 < t1)
of a dynamical system whose n-dimensional state dynamics are given by a continuous
function f(·, ·, ·) : I×Rn×U → Rn, where the control space U is a nonempty compact
subset of Rm [10]. The function f(t, ·,u) is assumed to be Lipschitz:
∀u ∈ U, ∀t ∈ I, ∀(x,y) ∈ Rn×n, ‖f(t,x,u)− f(t,y,u)‖ ≤ Kf‖x− y‖,(2.1)
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where ‖ · ‖ denotes the Euclidian norm. A control u(·) : [t, t1] ⊂ I → U is a bounded,
Lebesgue measurable function. The set of such controls u(·) is denoted by U(t),
which is nonempty for any t. The Lipschitz condition (2.1) guarantees that, given
any control u(·), the system of diﬀerential equations governing the dynamical system
x˙(s) = f(s,x(s),u(s)), t ≤ s ≤ t1,
with initial conditions
x(t) = xt,
has a unique solution x˜(·) : [t, t1] → Rn [21, pp. 467–492], called a trajectory of the
dynamical system, x˜(s) being the state of the system at time s. The cost of each
trajectory x(·) is evaluated by a p-dimensional vector function J(·, ·, ·) : I × Rn ×
U(t) → Rp,
J(t,xt,u(·)) =
∫ t1
t
L(s,x(s),u(s))ds,(2.2)
where the p-dimensional vector function L(·, ·, ·) : I×Rn×U → Rp, usually called the
running cost function [10], is assumed to be continuous. The objective space Y (t,xt)
is deﬁned as the set of all possible costs (2.2):
Y (t,xt) = {J(t,xt,u(·)),u(·) ∈ U(t)}.
For simplicity, no terminal cost [10] has been included in (2.2). Moreover, the dynam-
ical system is assumed to be autonomous, ∂f/∂t = 0, and the running cost function
independent of the time, ∂L/∂t = 0. These simpliﬁcations will be discussed later in
section 8. Consequently, we shall set t0 = 0, T = t1 − t0, I = [0, T ], U = U(0), and
Y (x0) = Y (0,x0). Moreover, throughout this paper, we make the following additional
assumptions on the functions f and L.
(i) The function f is uniformly bounded:
∀x ∈ Rn, ∀u ∈ U, ‖f(x,u)‖ ≤Mf .(2.3)
(ii) The function L(·,u) is Lipschitz:
∀u ∈ U, ∀(x,y) ∈ Rn ×Rn, ‖L(x,u)− L(y,u)‖ ≤ KL‖x− y‖.(2.4)
(iii) The function L is uniformly bounded:
∀x ∈ Rn, ∀u ∈ U, ‖L(x,u)‖ ≤ ML.(2.5)
A set D ⊂ Rp is a cone if λD = D, for every λ ∈ R, λ > 0. A cone D is pointed
if D∩−D ⊂ {0} [20]. In this paper, Rp is assumed to be partially ordered by a binary
relation deﬁned in terms of a pointed convex cone D ⊂ Rp containing the origin [22]
(Deﬁnition 2.1). The ordering cone D is additionally assumed to be closed.
Definition 2.1. Let y1 ∈ Rp, y2 ∈ Rp; y1 is said to be preferred to y2, or y1 is
less than y2 if and only if y2 ∈ y1 + D.
For this particular binary relation, a minimal element [7, p. 32] of a given set
Y ⊂ Rp, also called an eﬃcient solution in the multiobjective optimization literature
([17, p. 39], [20, p. 33]), is deﬁned.
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Definition 2.2. An element y1 ∈ Y is said to be a minimal element if and only
if there is no y2 ∈ Y (y2 	= y1), such that y1 ∈ y2 + D, or equivalently, if and only if
there is no y2 such that y1 ∈ y2 + D\{0}.
The set of minimal elements of the set Y with respect to the partial order gener-
ated by the cone D is denoted by E(Y,D). The particular case D = Rp+ corresponds
to the natural partial order on Rp, also called Pareto optimality in the multiobjective
optimization literature [17, 19, 20], while a minimal element is called a Pareto optimal
solution.
Based on the above, the multiobjective deterministic ﬁnite-time horizon optimal
control problem denoted by (P) can now be deﬁned.
Problem (P): Determine the minimal element set V (x0),
V (x0) = E(cl(Y (x0)), D),(2.6)
and the corresponding optimal controls u∗(·) for which these minimal elements are
reached.
Considering the closure of the objective space, cl(Y (x0)), instead of the objective
space, Y (x0), in (2.6) guarantees the existence of minimal elements as shown later in
Proposition 3.5. A special case of interest occurs when p = 1 and setting D = R+
in (2.6). The problem (P) then reduces to the single objective deterministic ﬁnite-
time horizon optimal control problem. The minimal element set V (x0) becomes a
singleton that can be identiﬁed with the so-called value function [10, p. 9], deﬁned
for nonautonomous problems by
V (t,xt) = inf{J(t,xt,u(·)), u(·) ∈ U(t)}.
3. Mathematical preliminaries. Since the minimal elements of the objective
space Y (x0) form a set, the approximation procedure proposed in this paper requires
careful attention to the problem of convergence of sequences of sets. In this perspec-
tive, we consider the pseudometric space (M,H) and the metric space (K,H), where
M = {M ⊂ Rp, M 	= ∅, M bounded}, K = {K ⊂ Rp, K 	= ∅, K compact}, and
H(·, ·) is the Hausdorﬀ distance. Section 3.1 presents some topological properties of
the spaces (M,H) and (K,H). We then provide in section 3.2 three important results
related to minimal elements. In particular, we show that for compact sets, the exis-
tence of minimal elements is guaranteed (Proposition 3.5), and the external stability
or domination property holds ([17, p. 53], [20, p. 59]) (Proposition 3.6). Proposi-
tion 3.6, together with the more convenient equivalent deﬁnition of the convergence
of a sequence of sets in M in terms of the convergence of sequences of elements of
these sets provided by Proposition 3.2, allows us to state the continuity of the minimal
element map E(·) : K ∈ K → E(K,D) ∈ M (Proposition 3.9). This key result is
used in section 7 to prove the convergence of the state-space approximation. In the
following, ‖.‖ denotes the Euclidian norm and B is the unit closed ball in Rp.
3.1. Topological properties of (M,H) and (K,H) [15]. Let (M1,M2) ∈
M×M; the Hausdorﬀ distance [1, p. 365] H(·, ·) between M1 and M2 is
H(M1,M2) = max
{
sup
m1∈M1
d(m1,M2), sup
m2∈M2
d(m2,M1)
}
,
where, for M ∈M,
d(x,M) = inf
m∈M
‖x−m‖.
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It is easy to check that the Hausdorﬀ distance H(·, ·) deﬁnes a pseudometric on M
(since H(M1,M2) = 0 ⇔ cl(M1) = cl(M2)) and a metric on K. We introduce an
equivalent deﬁnition for the Hausdorﬀ distance H(·, ·) (Proposition 3.1).
Proposition 3.1.
H(M1,M2) = inf
l
{l ≥ 0, M1 ⊂ M2 + lB and M2 ⊂M1 + lB}.
Proof. Let L = {l ≥ 0, M1 ⊂ M2 + lB and M2 ⊂ M1 + lB} and l∗ = inf L; we
prove below that H(M1,M2) = l∗.
First, note that l∗ is well deﬁned as M1 and M2 belong to M. Let l ∈ L; then
by deﬁnition, M1 ⊂ M2 + lB. Hence, ∀m1 ∈ M1, ∃m2 ∈ M2, ‖m1 − m2‖ ≤ l,
which implies ∀m1, d(m1,M2) ≤ l and sup{d(m1,M2), m1 ∈ M1} ≤ l. Similarly,
sup{d(m2,M1), m2 ∈ M2} ≤ l. Hence, H(M1,M2) ≤ l. Since the inequality holds
for any l ∈ L, it follows that H(M1,M2) ≤ l∗.
Conversely, H(M1,M2) ≥ sup{d(m2,M1), m2 ∈ M2} ≥ d(m2,M1), ∀m2 ∈ M2.
Hence, ∀ > 0, ∀m2 ∈ M2, ∃m1 ∈ M1, H(M1,M2) > ‖m1 − m2‖ − , and M2 ⊂
M1 + (H(M1,M2) + )B. By symmetry, M1 ⊂ M2 + (H(M1,M2) + )B. Hence,
∀ > 0, H(M1,M2) +  ∈ L, which implies l∗ ≤ H(M1,M2).
Combining the two inequalities yields H(M1,M2) = l∗.
Let (Mn)n∈N be a sequence in M and M ∈ M; the sequence (Mn) is said to
converge towards M in the sense of Hausdorﬀ if and only if
lim
n→∞H(Mn,M) = 0.
We introduce a more convenient equivalent deﬁnition of the convergence of a sequence
of sets in terms of the convergence of samples of these sets (Proposition 3.2), where
a sample is deﬁned as a sequence (mn) such that ∀n ∈ N, mn ∈ Mn.
Proposition 3.2. The sequence (Mn) converges towards M in the sense of
Hausdorﬀ if and only if the two conditions S1 and S2 are satisﬁed:
(i) Condition S1: For all m ∈ M , there exists a sample (mn) of the sequence
(Mn) such that
lim
n→∞mn = m.
(ii) Condition S2: For any sample (mn) of the sequence (Mn), there exists a
sequence (xn) in M such that
lim
n→∞(mn − xn) = 0.
Proof. From Proposition 3.1, we have
lim
n→∞H(Mn,M) = 0⇔ ∀ > 0, ∃n0, ∀n ≥ n0, M ⊂Mn + B, and Mn ⊂ M + B.
This equivalence, together with
(i) ∀n ≥ n0, M ⊂ Mn+B ⇔ ∀m ∈M, ∀n ≥ n0, ∃mn ∈Mn, ‖mn−m‖ < ⇔
condition S1 holds, and
(ii) ∀n ≥ n0, Mn ⊂ M + B ⇔ ∀n ≥ n0, ∀mn ∈ Mn, ∃xn ∈ M, ‖mn − xn‖ <
⇔ condition S2 holds,
yields the result.
Corollary 3.3. If the sequence (Mn) converges towards M, then the following
holds:
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(i)
⋃
Mn is bounded;
(ii) Each sample of the sequence (Mn) is bounded;
(iii) If M ∈ K, any convergent subsequence of a sample of the sequence (Mn)
has its limit in M .
Proof. Part (i) follows from the boundedness of the sets Mn and M and the
condition S2 from Proposition 3.2. Part (ii) is a consequence of (i). Part (iii) follows
from the closure of the set M and the condition S2 from Proposition 3.2.
Proposition 3.4 describes the relation between the set convergence in the sense of
Hausdorﬀ and the well-known Kuratowski–Painleve´ limit of sets [1, p. 16].
Proposition 3.4. Let (Kn)n∈N be a sequence of sets in K and K ∈ K; the
sequence (Kn) converges towards K in the sense of Hausdorﬀ if and only if
⋃
Kn
is bounded and the sequence (Kn) converges towards K in the sense of Kuratowski–
Painleve´.
3.2. Existence of minimal elements and external stability for compact
sets. Three important results related to minimal elements of compact sets are estab-
lished below.
(i) Proposition 3.5 shows that compactness guarantees the existence of minimal
elements. This proposition does not require the assumption that the ordering cone D
is closed.
(ii) Proposition 3.6 shows that compactness yields the external stability or dom-
ination property. This property states that for each element k ∈ K, there exists a
minimal element of K that is preferred to k.
(iii) For a given compact set K0 ∈ K, and under the assumption that the min-
imal elements of the set K0 with respect to the ordering cone D is equal to the
minimal elements of the set K0 with respect to the ordering cone int(D)′, where
int(D)′ = int(D) ∪ {0}, Proposition 3.9 shows that the minimal element map E(·) :
K ∈ K → E(K,D) ∈ M is continuous at K0. Note that in the deﬁnition of the
minimal element map, as E(K,D) is bounded but not necessarily closed, it is only
true that E(K,D) ∈M.
Proposition 3.5. Let K ∈ K; then there exists a minimal element.
The proof for Proposition 3.5 is omitted here as two diﬀerent approaches for the
proof already exist in the literature. The ﬁrst consists of an induction argument on p
and assumes a weaker property than compactness for K [14]. The second uses Zorn’s
lemma [8] but requires cl(D) to be pointed, which, for example, is not satisﬁed by the
ordering cone generating the lexicographic order [20, p. 31].
Proposition 3.6. Let K ∈ K; then for each element k ∈ K, there exists a
minimal element of K that is preferred to k, or equivalently, E(K,D)∩ (k−D) 	= ∅.
Proof. The proof is divided into two steps. Let k ∈ K. First, we prove that
E(K ∩ (k−D), D) 	= ∅, and then that E(K ∩ (k−D), D) ⊂ E(K,D). These two facts
ensure that E(K,D)∩ (k−D) 	= ∅. The ﬁrst part is a consequence of Proposition 3.5
as K ∩ (k − D) ∈ K from the assumptions on K and D. For the second part, let
k′ ∈ E(K ∩ (k − D), D), then K ∩ (k − D) ∩ (k′ − D) = {k′}. As k′ ∈ (k − D),
(k′ −D) ⊂ (k −D). Hence, K ∩ (k′ −D) ⊂ K ∩ (k −D) ∩ (k′ −D) = {k′}, which
proves that k′ is a minimal element of K.
Lemma 3.7. Let Y ⊂ Rp, Y 	= ∅, and then cl(E(Y,D)) ⊂ E(Y, int(D)′), where
int(D)′ = int(D) ∪ {0}.
Proof. If int(D) = ∅, then the result is obvious. Otherwise, let y ∈ cl(E(Y,D)),
and then there exists a sequence (yn) in E(Y,D) converging towards y. Assume
y /∈ E(Y, int(D)′); then there exists y′ ∈ Y, y′ 	= y such that y ∈ y′ + int(D)′. We
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have
lim
n→∞ yn − y
′ = y − y′ ∈ int(D)′.
Hence, yn − y′ ∈ int(D)′ ⊂ D for large enough n, which contradicts the fact that
yn ∈ E(Y,D).
Corollary 3.8. Let K ∈ K, and assume that E(K,D) = E(K, int(D)′), then
E(K,D) is compact.
Proof. It is enough to show that E(K,D) is closed, which is a consequence of
Lemma 3.7. Indeed, cl(E(K,D)) ⊂ E(K, int(D)′) ⊂ E(K,D); hence cl(E(K,D)) =
E(K,D).
Proposition 3.9. Let K ∈ K, and assume that E(K,D) = E(K, int(D)′); then
E(·) is continuous at K.
Proof. Consider a sequence of sets (Kn) in K converging towards K in the sense
of Hausdorﬀ. Proposition 3.2 is used below to prove that the sequence (E(Kn)) =
(E(Kn, D)) converges towards E(K) = E(K,D) in the sense of Hausdorﬀ. As a result,
the proof is divided into two parts.
Part 1 (proof of S1): Let k ∈ E(K,D); we need to ﬁnd a sample of (E(Kn, D))
that converges towards k. Knowing that k ∈ K and from S1, there exists a sample
(k′n) of (Kn) such that the sequence (k
′
n) converges towards k. From the external
stability property (Proposition 3.6), for all k′n, there exists kn ∈ E(Kn, D) such that
k′n ∈ kn+D. The sequence (kn) can be shown to converge towards k. From Corollary
3.3, the sequence (kn) is bounded. Therefore, we need only to show that any of
its convergent subsequences converges towards k. Let (kψ(n)) be such a convergent
subsequence
lim
n→∞ kψ(n) = a.
Since D is closed, k − a ∈ D. By assumption, k ∈ E(K,D) and from Corollary 3.3,
a ∈ K, which implies a = k.
Part 2 (proof of S2): Let (kn) be a sample of (E(Kn, D)), hence of (Kn). From
S2, there exists a sequence (xn) in K such that
lim
n→∞(kn − xn) = 0.
From the external stability property (Proposition 3.6), for all xn, there exists yn ∈
E(K,D) such that xn ∈ yn + D. The sequence (kn − yn) can be shown to converge
towards zero. From the boundedness of the sequence (kn) (Corollary 3.3) and knowing
that the sequence (yn) is in K, the sequence (kn−yn) is bounded. Therefore, we need
only to show that any of its convergent subsequences converges towards zero. It is
possible to ﬁnd convergent subsequences (kψ(n) − yψ(n)), (kψ(n)), and (yψ(n)) such
that
lim
n→∞ kψ(n) − yψ(n) = a, limn→∞ kψ(n) = k, and limn→∞ yψ(n) = y.
Hence, a = k − y. It is additionally true that
lim
n→∞xψ(n) = k.
D being closed, it follows that a ∈ D. Now we claim that k ∈ E(K,D). Otherwise,
from the assumption of the proposition, k /∈ E(K,D) implies k /∈ E(K, int(D)′).
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Hence, there exists v ∈ K, v 	= k such that k ∈ v + int(D)′. Applying S1 to v, there
exists a sample (vn) of (Kn) that converges towards v, and
lim
n→∞ kψ(n) − vψ(n) = k − v ∈ int(D)
′.
Hence, kψ(n) − vψ(n) ∈ int(D)′ ⊂ D for large enough n, which contradicts the fact
that kψ(n) ∈ E(Kψ(n), D). Finally, from Corollary 3.8, E(K,D) is compact; hence
y ∈ E(K,D). To summarize, it has been shown that a = k − y with a ∈ D and both
k and y in E(K,D), which implies a = 0.
Note that the assumption E(K,D) = E(K, int(D)′) in Proposition 3.9 is only
used in the proof of S2.
4. A first-order discretization in time. We proceed in this section to a ﬁrst-
order discretization in time with a ﬁxed step h of the problem (P). This discretiza-
tion yields a discrete multiobjective optimal control problem denoted by (Ph). It
is shown, in section 5, how to generate convergent samples of the sequence of sets
(E(cl(Yh(x0)), D)) as h converges towards zero, where the set Yh(x0) is deﬁned as the
objective space for the problem (Ph).
Consider a division of I into N intervals of equal length h = T/N and the instants
(ti)i=0···N , where ti = ih. We build the discrete multiobjective optimal control prob-
lem (Ph) by considering that the controls u(·), the dynamics f(·, ·), and the running
cost L(·, ·) remain constant in any time interval [ti, ti+1). Hence, the discrete control
(ui)i=0···N for the problem (Ph) is deﬁned by
ui = u(ti), u(·) ∈ U .
The discrete trajectory (xi)i=1···N is obtained by the recursion
xi+1 = xi + hf(xi,ui)(4.1)
with initial conditions x0. And ﬁnally, the discrete cost Jh(x0,u(·)) is given by the
series
Jh(x0,u(·)) = h
N−1∑
i=0
L(xi,ui).(4.2)
Therefore, the discrete objective space Yh(x0) is deﬁned by
Yh(x0) = {Jh(x0,u(·)),u(·) ∈ U},
and the set of minimal elements of the discrete objective space, Vh(x0), hereinafter
referred to as the discrete minimal element set, is
Vh(x0) = E(cl(Yh(x0)), D).
Note that the ﬁnal value of the trajectory xN and the ﬁnal control uN do not play
any role in the proposed discretization as they do not appear in (4.2).
For the error estimates that will follow in section 5.1, it is convenient to consider
the piecewise constant extension uh(·) to I of the discrete control:
∀t ∈ I, uh(t) = ui, i =
[
t
h
]
,(4.3)
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and similarly, the piecewise constant extension xh(·) to I of the discrete trajectory:
∀t ∈ I, xh(t) = xi, i =
[
t
h
]
.
The piecewise constant extensions uh(·) and xh(·) are also referred to as discrete
control and discrete trajectory. If Uh ⊂ U denotes the set of discrete controls (4.3),
the discrete objective space Yh(x0) is equivalently deﬁned by
Yh(x0) = {Jh(x0,uh(·)),uh(·) ∈ Uh}.
Evidently, the deﬁnition of the discrete minimal element set Vh(x0) remains the same.
The existence of minimal elements (Proposition 3.5) and the external stability
property (Proposition 3.6) for the discrete objective space Yh(x0) are needed in sec-
tion 5 to build convergent samples of the sequence of discrete minimal element sets
Vh(x0) as the time step h converges towards zero. For this purpose, we state in
Proposition 4.1 the compactness of the discrete objective space Yh(x0), from which
follows that Vh(x0) = E(Yh(x0), D).
Proposition 4.1. The discrete objective space Yh(x0) is a compact set.
Proof. Let g(·) : RN → RN be the function that associates a discrete control to
the discrete trajectory and h(·, ·) : RN ×RN → Rp be the function that associates
a discrete control and the discrete trajectory to the cost. Both these functions are
continuous as f(·, ·) and L(·, ·) are continuous by assumption. The discrete objective
space Yh(x0) can be viewed as the image of the compact set UN by the continuous
function h(g(·), ·) : RN → Rp. Hence, it is itself compact.
5. A direct convergence proof. We propose in this section a recursive proce-
dure which generates convergent samples of the sequence of discrete minimal element
sets Vh(x0) as the time step h converges towards zero. It is worth mentioning that
under certain assumptions, the discrete objective space Yh(x0) can be shown to con-
verge towards the objective space Y (x0) in the sense of Hausdorﬀ. It then follows
from the continuity of the minimal element map (Proposition 3.9) that the discrete
minimal element set Vh(x0) converges towards the minimal element set V (x0). This
guarantees that the samples generated by the recursive procedure converge in the min-
imal element set V (x0). The key idea behind this procedure is to use the sequence
(hr), hr = T/2r, r ∈ N for the time step [2]. Using this sequence, it is possible
to obtain an error estimate between the minimal elements of the discrete objective
space Y2h(x0) and elements of the discrete objective space Yh(x0) as any discrete
control u2h(·) in U2h can always be viewed as a discrete control uh(·) ∈ Uh satisfying
uh(t2i) = uh(t2i+1), i = 0 · · ·N − 1. A minimal element of the discrete objective
space Yh(x0) can ﬁnally be obtained using the external stability property (Proposi-
tion 3.6). The error estimate between the elements of the discrete objective space
Y2h(x0) and elements of the discrete objective space Yh(x0) is derived in section 5.1,
while section 5.2 contains the proposed procedure and the proof of convergence for
the samples generated by the procedure.
5.1. Error estimation. Let u2h(·) be a discrete control in U2h and choose the
discrete control uh(·) in Uh such that u2h(t) = uh(t), ∀t ∈ I. An intermediate step
in the derivation of an error estimate between the discrete costs Jh(x0,uh(·)) and
J2h(x0,u2h(·)) is the derivation of an error estimate between the discrete trajectories
xh(·) and x2h(·). This step will be achieved in Proposition 5.1 using the Gronwall–
Bellman inequality. The derivation of the error estimate between the discrete costs
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Jh(x0,uh(·)) and J2h(x0,u2h(·)) will follow in Proposition 5.2. Note that both the
error estimates obtained in Proposition 5.1 and in Proposition 5.2 are of order h and
uniform in x0.
Proposition 5.1 (error estimate for the discrete trajectories). Under the as-
sumption (2.3) that the function f is uniformly bounded, and for two discrete controls
uh(·) ∈ Uh and u2h(·) ∈ U2h satisfying uh(t) = u2h(t), ∀t ∈ I, the following error
estimate between the discrete trajectories xh(·) and x2h(·) at time t ∈ I holds:
‖xh(t)− x2h(t)‖ ≤ C1h expKf t,
where C1 is a constant.
Proof. Equation (4.1) can be rewritten as
xh(t) =
∫ [ th ]h
0
f(xh(s),uh(s))ds + x0.
Similarly,
x2h(t) =
∫ [ t2h ]2h
0
f(x2h(s),u2h(s))ds + x0.
Now, we have
‖xh(t)− x2h(t)‖ ≤ I1 + I2 + I3,
where
I1 =
∫ t
0
‖f(xh(s),uh(s))− f(x2h(s),u2h(s))‖ds,
I2 =
∫ [ th ]h
t
‖f(xh(s),uh(s))‖ds,
I3 =
∫ [ t2h ]2h
t
‖f(x2h(s),u2h(s))‖ds.
The uniform boundedness assumption on f leads directly to
I2 ≤ hMf ,
I3 ≤ 2hMf .
Knowing that u2h(s) = uh(s), ∀s ∈ I, and using the Lipschitz condition on f , we
obtain
I1 ≤ Kf
∫ t
0
‖xh(s)− x2h(s)‖ds.
Finally,
‖xh(t)− x2h(t)‖ ≤ 3hMf + Kf
∫ t
0
‖xh(s)− x2h(s)‖ds.
Applying the Gronwall–Bellman inequality [16] yields
‖xh(t)− x2h(t)‖ ≤ 3Mfh expKf t = C1h expKf t,
where C1 = 3Mf .
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Proposition 5.2 (error estimate for the discrete costs). Under the same as-
sumptions as in Proposition 5.1 and the assumption (2.4) that the function L(·,u)
is Lipschitz, the following error estimate between the discrete costs Jh(x0,uh(·)) and
J2h(x0,u2h(·)) holds:
‖Jh(x0,uh(·)) − J2h(x0,u2h(·))‖ ≤ C2h,
where C2 is a constant.
Proof. Equation (4.2) can be rewritten as
Jh(x0,uh(·)) =
∫ T
0
L(xh(s),uh(s))ds.
Knowing that u2h(s) = uh(s), ∀s ∈ I, and using the Lipschitz condition on L, we
obtain
‖Jh(x0,uh(·)) − J2h(x0,u2h(·))‖ ≤ KL
∫ T
0
‖xh(s)− x2h(s)‖.
Substituting the error estimate for the discrete trajectories obtained in Proposition
5.1 and integrating yields
‖Jh(x0,uh(·))− J2h(x0,u2h(·))‖ ≤ 3MfKL
Kf
(exp(KfT )− 1)h = C2h,
where C2 = 3MfKLKf (exp(KfT )− 1).
5.2. Generating convergent samples of the sequence (Vh(x0)). The pro-
posed procedure to generate samples of the sequence Vh(x0), detailed below as Proce-
dure 1, is a recursive procedure consisting of two main steps. Starting from an element
J2h(x0,uh(·)) of the minimal element set V2h(x0), the discrete cost Jh(x0,uh(·))
corresponding to the discrete control uh(·) satisfying uh(t) = u2h(t), ∀t ∈ I, is cal-
culated. Then, the application of the external stability property (Proposition 3.6) to
the discrete objective set Yh(x0) yields an element in the minimal element set Vh(x0)
preferred to the discrete cost Jh(x0,uh(·)).
Procedure 1: let h → 0 through the sequence (hr) with hr = T/2r, r ∈ N . Let
the set Zr be deﬁned by Zr = Vhr (x0) (x0 is dropped for brevity), and let (zr) be
any sample of the sequence (Zr) built recursively as follows.
Step 1 Let r = 0. From Propositions 3.5 and 4.1, the set Z0 is nonempty; hence let
z0 ∈ Z0. Note that it is possible to initialize Procedure 1 at any r = r0 > 0.
Step 2 Proposition 5.2 yields an element yr+1 in the discrete objective space Yhr+1(x0)
such that
‖zr − yr+1‖ ≤ C2hr+1.
Step 3 From the external stability property (Proposition 3.6) and Proposition 4.1,
there exists zr+1 ∈ Zr+1 such that yr+1 ∈ zr+1 + D.
Step 4 Repeat Step 2.
The convergence of the sequence (zr) built from Procedure 1 will be proved in Propo-
sition 5.7. The main idea behind this proof is to show that every element of the
sequence (zr) is in an appropriate neighborhood of elements of any converging sub-
sequence, from which the convergence of the whole sequence can be concluded. This
proof requires the following preliminaries.
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Lemma 5.3 (Lemma 3.2.3, [20, p. 52]). Let K ∈ K, and Y ⊂ Rp be a closed set;
then the set K + Y is closed.
Deﬁne D̂ = {d ∈ D, ‖d‖ = 1} and D˜(d,D) = D ∩ (d − D), ∀d ∈ D. We also
introduce the scalar α(D) = inf{‖x− y‖, x ∈ D̂, y ∈ −D}.
Lemma 5.4. α(D) > 0.
Proof. Assume α(D) = 0; then there exists a sequence (xn) in D̂ and a sequence
(yn) in −D such that
lim
n→∞ ‖xn − yn‖ = 0.
D̂ being compact, there exists a convergent subsequence (xψ(n)) such that
lim
n→∞xψ(n) = x ∈ D̂.
It follows that the sequence (yψ(n)) is bounded. Hence, there exists a convergent
subsequence (yφ◦ψ(n)) such that
lim
n→∞ yφ◦ψ(n) = y ∈ −D.
Finally, x + (−y) = 0 with both x and −y in D. Knowing that D is pointed implies
that x = y = 0, which is a contradiction.
Lemma 5.5. ∀y ∈ D˜(d,D), ‖y‖ ≤ ‖d‖/α(D).
Proof. If y = 0, then the result is obvious. Let y ∈ D˜(d,D), y 	= 0, and y ∈ d−D;
hence there exists x ∈ D such that y + x = d. Divide this last expression by ‖y‖, and
rewrite it as
y
‖y‖ −
−x
‖y‖ =
d
‖y‖ ,
y/‖y‖ ∈ D̂, and −x/‖y‖ ∈ −D. The proof is completed by taking the norm on both
sides and using the deﬁnition of α(D).
Proposition 5.6. Consider (K1,K2) ∈ K×K such that (K1+D)∩K2 	= ∅ and
deﬁne K = (K1 + D) ∩ (K2 −D). Then, K ∈ K and ∀(k, k˜) ∈ K ×K,
‖k − k˜‖ ≤ 2
α(D)
sup{‖k1 − k2‖, (k1, k2) ∈ K1 ×K2}+ diam(K1),
where diam(K1) denotes the diameter of the set K1.
Proof. Let k ∈ K; then there exists k1 ∈ K1, k2 ∈ K2, (d1, d2) ∈ D×D such that
k = k1 + d1 and k = k2 − d2. Hence, k2 − k1 = d1 + d2, and therefore k2 − k1 ∈ D.
Now, we can write k = k1 + (k2 − k1)− d2. Hence, k − k1 ∈ (k2 − k1)−D. Knowing
that k− k1 ∈ D yields k− k1 ∈ D˜(k2 − k1, D). Similarly, let k˜ ∈ K; then there exists
k˜1 ∈ K1 and k˜2 ∈ K2 such that k˜ − k˜1 ∈ D˜(k˜2 − k˜1, D). We have
‖k − k˜‖ ≤ ‖k − k1‖+ ‖k1 − k˜1‖+ ‖k˜1 − k˜‖.
From Lemma 5.5, ‖k−k1‖ ≤ ‖k2−k1‖/α(D) and ‖k˜1− k˜‖ ≤ ‖k˜2− k˜1‖/α(D). Hence,
‖k − k1‖+ ‖k1 − k˜1‖+ ‖k˜1 − k˜‖ ≤ 1
α(D)
‖k2 − k1‖+ ‖k1 − k˜1‖+ 1
α(D)
‖k˜2 − k˜1‖.
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Finally,
‖k − k˜‖ ≤ 2
α(D)
sup{‖k1 − k2‖, (k1, k2) ∈ K1 ×K2}+ diam(K1),
which shows that K is bounded. The closure is a consequence of Lemma 5.3. Hence,
K is compact.
Proposition 5.7. Under the assumption (2.5) that the function L is uniformly
bounded, the sequence (zr) converges.
Proof. The uniform boundedness assumption on L implies that
∀x0 ∈ Rn, ∀u(·) ∈ Uh, ‖Jh(x0,u(·))‖ ≤ TML,
which shows that the sets Yh(x0), and consequently Zr, are uniformly bounded. The
sequence (zr) being bounded has at least one accumulation point z. From the deﬁni-
tion of z,
∀ > 0, ∀r0, ∃r > r0, ‖zr − z‖ < .
Repeatedly applying this deﬁnition with p = 1/p, p = 1 · · ·∞ yields an increasing
sequence (rp) such that ‖zrp − z‖ < 1/p. Setting ψ(p) = rp, a subsequence (zψ(p))
which converges towards z and satisﬁes ‖zψ(p) − z‖ < 1/p, ∀p ≥ 1 is obtained. The
key point is to observe that necessarily, from the construction of the sequence (zr),
zr ∈ K, ∀r ∈ [ψ(p), ψ(p + 1)],
where B(x, r) denotes the closed ball centered at x with radius r,
K = (B(zψ(p+1), l) + D)
⋂
(B(zψ(p), l)−D),
and
l = C2
ψ(p+1)∑
r=ψ(p)+1
hr ≤ C2 T2ψ(p) .
Applying Proposition 5.6 with K1 = B(zψ(p+1), l) and K2 = B(zψ(p), l) leads to
‖zr − zψ(p)‖ ≤ 2
α(D)
(
2l + ‖zψ(p+1) − zψ(p)‖
)
+ l.
By applying the triangular inequality,
‖zψ(p) − zψ(p+1)‖ < ‖zψ(p) − z‖+ ‖z− zψ(p+1)‖ < 1
p
+
1
p + 1
,
which implies that ‖zr−zψ(p)‖ < βp, where the sequence (βp) converges towards zero.
Let now r ∈ N; then there exists a unique p such that r ∈ [ψ(p), ψ(p + 1)). By
applying the triangular inequality,
‖zr − z‖ ≤ ‖zr − zψ(p)‖+ ‖zψ(p) − z‖ ≤ βp + 1
p
,
which shows that the sequence (zr) converges towards z.
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6. A discrete dynamic programming formulation. After having performed
the time discretization, the problem is to determine the discrete minimal element set
Vh(x0). This is realized in two steps. First, we prove in Corollary 6.6, using the
dynamic programming principle [10], that the discrete minimal element set Vh(x0)
is also the solution to a discrete multiobjective dynamic programming equation with
respect to the ordering cone D denoted by (HJh). Second, in section 7, we proceed
to a discretization in the state space of the discrete multiobjective dynamic program-
ming equation (HJh) yielding an approximate multiobjective dynamic programming
equation denoted by (HJdh). The solution to this approximate equation is shown in
Corollary 7.2 to converge towards the discrete minimal element set Vh(x0) in the sense
of Hausdorﬀ.
The statement of the discrete multiobjective dynamic programming equation
(HJh) in Proposition 6.1 requires the introduction of a few additional notations, which
are introduced below. For 0 ≤ k ≤ m ≤ N − 1, the discrete objective space Y k,mh (xk)
is deﬁned by
Y k,mh (xk) =
{
Jk,mh (xk,u(·)) = h
m∑
i=k
L(xi,ui),u(·) ∈ Uh
}
,
and the corresponding discrete minimal element set by
V k,mh (xk) = E
(
cl
(
Y k,mh (xk)
)
, D
)
.
With this notation, it can be seen that the discrete objective space Yh(x0) is the same
as the set Y 0,N−1h (x0) and the discrete minimal element set Vh(x0) is the same as the
set V 0,N−1h (x0). The set Y˜
k,m
h (xk) that will also be called discrete objective space is
deﬁned by
Y˜ k,mh (xk) =
{
Jk,mh (xk,u(·)) + V m+1,N−1h (xm+1),u(·) ∈ Uh
}
,(6.1)
and the corresponding discrete minimal element set by
V˜ k,mh (xk) = E
(
cl
(
Y˜ k,mh (xk)
)
, D
)
.
In the deﬁnition of the discrete objective space Y˜ k,mh (xk), the particular case m =
N − 1 yields the discrete minimal element set V N,N−1h (xN), which is usually referred
to as the terminal data condition [10], and is set to
V N,N−1h (xN) = {0}.(6.2)
The deﬁnition of the discrete objective space Y˜ k,mh (xk) can be justiﬁed by noting that
the discrete objective space Y m+1,N−1h (xm+1) is bounded from the uniform bound-
edness of the running cost function L(·, ·), which guarantees the existence of minimal
elements from Proposition 3.5. The existence of minimal elements for the discrete
objective space Y˜ k,mh (xk) can be justiﬁed using a similar argument.
Proposition 6.1. For 0 ≤ k ≤ m ≤ N − 1, the discrete multiobjective dynamic
programming equation denoted by (HJh) is
V k,N−1h (xk) = V˜
k,m
h (xk),
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which yields, together with (6.1),
V˜ k,mh (xk) = E
(
cl
({
Jk,mh (xk,u(·)) + V˜ m+1,m
′
h (xm+1),u(·) ∈ Uh
})
, D
)
,
with m + 1 ≤ m′ ≤ N − 1. From (6.2), the terminal data condition is
V˜ N,Nh (xN) = {0}.
Proof. For clarity, we prove the following three lemmas to be used in the proof of
Proposition 6.1 and postpone this proof to the end of this section.
Lemma 6.2. Y˜ k,mh (xk) ⊂ cl(Y k,N−1h (xk)).
Proof. Let y˜ ∈ Y˜ k,mh (xk) and  > 0; then there exists u˜(·) ∈ Uh and ym+1 ∈
Y m+1,N−1h (xm+1) such that∥∥∥y˜ − Jk,mh (xk, u˜(·))− ym+1∥∥∥ ≤ ,
with ym+1 = J
m+1,N−1
h (xm+1, û(·)) for some û(·) ∈ Uh. Deﬁne the new control
u(·) ∈ Uh as
u =
{
u˜, j = 1 · · ·m,
û, j = m + 1 · · ·N − 1.
Then, Jk,mh (xk, u˜(·)) + ym+1 = Jk,N−1h (xk,u(·)) = y ∈ Y k,N−1h (xk), and y veriﬁes
‖y˜− y‖ ≤ .
Hence, y˜ ∈ cl(Y k,N−1h (xk)).
Lemma 6.3. cl(Y k,N−1h (xk)) ⊂ cl(Y˜ k,mh (xk) + D).
Proof. Let y ∈ cl(Y k,N−1h (xk)) and  > 0; then there exists y ∈ Y k,N−1h (xk) such
that ‖y−y‖ ≤ . Writing y = Jk,mh (xk,u(·))+ym+1 with ym+1 ∈ Y m+1,N−1h (xm+1)
yields ∥∥∥y − Jk,mh (xk,u(·))− ym+1∥∥∥ ≤ .
We also have ym+1 ∈ cl(Y m+1,N−1h (xm+1)). From the external stability property,
there exists ym+1∗ ∈ V m+1,N−1h (xm+1) such that ym+1 ∈ ym+1∗ + D. Therefore,∥∥∥y − Jk,mh (xk,u(·)) − ym+1∗ − d∥∥∥ ≤ ,
which leads to Jk,mh (xk,u(·)) + ym+1∗ ∈ Y˜ k,mh (xk). Hence, y ∈ cl(Y˜ k,mh (xk)
+ D).
Lemma 6.4. cl(Y˜ k,mh (xk) + D) ⊂ cl(Y˜ k,mh (xk)) + D.
Proof. This is a consequence of the facts that the discrete objective space Y˜ k,mh (xk)
is bounded and D is closed.
Lemma 6.5. Let K1 ⊂ K, K2 ⊂ K satisfying K1 ⊂ K2 and K2 ⊂ K1 + D; then
E(K1, D) = E(K2, D).
Proof. From Proposition 3.5, E(K1, D) 	= ∅. Let k1 ∈ E(K1, D), and hence
k1 ∈ K1 ⊂ K2. Assume that k1 /∈ E(K2, D), and hence there exists k2 ∈ K2,
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d ∈ D, d 	= 0 such that k1 = k2 + d. By assumption, k2 ∈ K1 + D, and hence there
exists k′1 ∈ K1, d′ ∈ D such that k2 = k′1 + d′, which yields k1 = k′1 + d+ d′. D being
convex, d + d′ ∈ D with d + d′ 	= 0, which contradicts the fact that k1 ∈ E(K1, D).
Therefore, E(K1, D) ⊂ E(K2, D).
From Proposition 3.5, E(K2, D) 	= ∅. Let k2 ∈ E(K2, D); then k2 ∈ K2. By
assumption, k2 ∈ K1 + D; hence there exists k1 ∈ K1, d ∈ D such that k2 = k1 + d.
By assumption, k1 ∈ K2. Hence, necessarily, as k2 ∈ E(K2, D), we have d = 0,
k2 = k1, and k2 ∈ K1. From the assumption K1 ⊂ K2 follows that k2 ∈ E(K1, D).
Therefore, E(K2, D) ⊂ E(K1, D).
Combining the two inclusions yields E(K1, D) = E(K2, D).
We can now proceed with the proof of Proposition 6.1.
Proof. [Proposition 6.1] Apply Lemma 6.5 with K1 = cl(Y˜
k,m
h (xk)) and K2 =
cl(Y k,N−1h (xk)). The sets cl(Y˜
k,m
h (xk)) and cl(Y
k,N−1
h (xk)) are compact. The inclu-
sion K1 ⊂ K2 comes from Lemma 6.2, while the inclusion K2 ⊂ K1 + D comes from
Lemmas 6.3 and 6.4.
Corollary 6.6. The discrete minimal element set Vh(x0) is equal to the discrete
minimal element set V˜ 0,0h (x0), which can be obtained from the discrete multiobjective
dynamic programming equation (HJh)
V˜ k,kh (xk) = E
(
cl
({
hL(xk,u) + V˜
k+1,k+1
h (xk + hf(xk,u)),u ∈ U
})
, D
)
,(6.3)
with terminal data condition
V˜ N,Nh (xN ) = {0}.(6.4)
Proof. Recalling that the discrete element set Vh(x0) is the same as the set
V 0,N−1h (x0), this result follows directly from Proposition 6.1.
7. A discretization in the state space. This section describes the last step
of the approximation procedure proposed in this paper. It consists of a discretization
in the state space of the discrete multiobjective dynamic programming equation (6.3)
of Corollary 6.6, which yields an approximate multiobjective dynamic programming
equation (HJdh). Using the continuity of the minimal element map (Proposition 3.9),
the solution to the approximate multiobjective dynamic programming equation (HJdh)
is shown in Corollary 7.2 to converge towards the discrete minimal element set Vh(x0)
in the sense of of Hausdorﬀ as the state-space discretization converges towards zero.
We ﬁrst proceed with the discretization of the state space. If we denote Xk, k =
0 · · ·N the set of possible values for the state at the instant tk and assume that the
set X0 is compact, then it can be observed, using the continuity of the function f(·, ·),
that each set Xk, k = 1 · · ·N is compact. By compactness, each set Xk, k = 0 · · ·N
can be covered by a ﬁnite number Mk of closed balls B(xk,j, k), j = 1 · · ·Mk. Deﬁne
d = max{k, k = 0 · · ·N} as the size of the state-space discretization.
Let k = 0 · · ·N − 1 and xk ∈ Xk; then there always exists j such that xk ∈
B(xk,j, k). The set Ŷ
k,k
h (xk), representing the state-space approximation to the
discrete objective space Y˜ k,kh (xk), is deﬁned by
Ŷ k,kh (xk) =
{
hL(xk,j,u) + E
(
cl
(
Ŷ k+1,k+1h (xk + hf(xk,u))
)
, D
)
,u ∈ U
}
,(7.1)
while the set Ŷ N,Nh (xN) is deﬁned by
Ŷ N,Nh (xN) = {0}.(7.2)
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Proposition 3.5, together with the boundedness assumption on the running cost func-
tion L(·, ·), justify the deﬁnition of the set Ŷ k,kh (xk). The minimal element set
V̂ k,kh (xk), representing the state-space approximation to the minimal element set
V˜ k,kh (xk), is deﬁned by
V̂ k,kh (xk) = E
(
cl
(
Ŷ k,kh (xk)
)
, D
)
.
From (7.1)–(7.2), we can write
V̂ k,kh (xk) = E
(
cl
({
hL(xk,j,u) + V̂
k+1,k+1
h (xk + hf(xk,u)),u ∈ U
})
, D
)
,(7.3)
and
V̂ N,Nh (xN) = {0}.(7.4)
The multiobjective dynamic programming equation (7.3) denoted by (HJdh), together
with the terminal data condition (7.4), is an approximation to the multiobjective
dynamic programming equation (6.3), together with the terminal data condition (6.4).
Using the continuity of the minimal element map, it is shown in Proposition 7.1 that
the minimal element set V̂ k,kh (xk) converges towards the discrete minimal element
set V˜ k,kh (xk) in the sense of Hausdorﬀ as the state-space discretization d converges
towards zero.
Proposition 7.1. With the assumption (see Proposition 3.9)
V˜ k,kh (xk) = E
(
cl
(
Y˜ k,kh (xk)
)
, int(D)′
)
, ∀k = 0 · · ·N − 1, ∀xk ∈ Xk,
we have
lim
d→0
H
(
V̂ k,kh (xk), V˜
k,k
h (xk)
)
= 0, ∀xk ∈ Xk.
Proof. The proposed proof is a proof by induction.
Step 1: Proof for the case k = N − 1. Let xN−1 ∈ XN−1. We have
Y˜ N−1,N−1h (xN−1) = {hL(xN−1,u),u ∈ U},
and
Ŷ N−1,N−1h (xN−1) = {hL(xN−1,j,u),u ∈ U}.
To be able to apply Proposition 3.9, we must verify that the sets cl(Y˜ N−1,N−1h (xN−1))
and cl(Ŷ N−1,N−1h (xN−1)) are compact, and they are as both these sets are bounded.
It is also required that
lim
N−1→0
H
(
cl
(
Ŷ N−1,N−1h (xN−1)
)
, cl
(
Y˜ N−1,N−1h (xN−1)
))
= 0.
This follows from the Lipschitz assumption on the running cost L(·, ·).
Step 2: Proof for the case k − 1 assuming that the result is true for k > 1, i.e.,
lim
(k,...,N−1)→0
H
(
V̂ k,kh (xk), V˜
k,k
h (xk)
)
= 0, ∀xk ∈ Xk.(7.5)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
2598 GUIGUE, AHMADI, HAYES, AND LANGLOIS
Let xk−1 ∈ Xk−1. To be able to apply Proposition 3.9, we must verify that the sets
cl(Y˜ k−1,k−1h (xk−1)) and cl(Ŷ
k−1,k−1
h (xk−1)) are compact, and they are as both these
sets are bounded. It is also required that
lim
(k−1,...,N−1)→0
H
(
cl
(
Ŷ k−1,k−1h (xk−1)
)
, cl
(
Y˜ k−1,k−1h (xk−1)
))
= 0.
This follows from comparing (6.1), which can be rewritten, using Proposition 6.1,
Y˜ k−1,k−1h (xk−1) =
{
hL(xk−1,u) + V˜
k,k
h (xk−1 + hf(xk−1,u)),u ∈ U
}
,
with (7.1), which can be rewritten,
Ŷ k−1,k−1h (xk−1) =
{
hL(xk−1,j,u) + V̂
k,k
h (xk−1 + hf(xk−1,u)),u ∈ U
}
,
and using both the induction assumption (7.5) and the Lipschitz assumption on the
running cost L(·, ·).
Corollary 7.2. The minimal element set V̂ 0,0h (x0), solution to the multiobjec-
tive dynamic programming equation approximation (7.3) with terminal condition (7.4),
converges towards the discrete minimal element set Vh(x0) in the sense of Hausdorﬀ
as the state-space discretization d converges towards zero.
Proof. From Proposition 7.1, we know that the minimal element set V̂ 0,0h (x0)
converges towards the discrete minimal element set V˜ 0,0h (x0). From Corollary 6.6,
the discrete minimal element set V˜ 0,0h (x0) has been shown to be equal to the discrete
minimal element set Vh(x0), which completes the proof.
8. Extensions. The results obtained in this paper remain valid, with minimal
changes, for nonautonomous problems, including terminal cost. At the expense of
adding constraints on the terminal state, a terminal cost can be reformulated as an
integral cost [11, pp. 25–26]. However, such constraints are not considered in this
paper. Another alternative is to directly include the terminal cost in the formulation
of the multiobjective problem. In this case, the terminal cost function is required to
be Lipschitz for the error estimate (Proposition 5.2), and uniformly bounded for the
proof of convergence (Proposition 5.7). Another important modiﬁcation concerning
the terminal data condition (6.4) and (7.4) is to include the terminal cost evaluated
at the terminal state xN. For nonautonomous problems, the time variable appears
explicitly at each step of the approximation procedure. In this case, the Lipschitz
assumption in time is also required [12, 18].
Acknowledgment. The authors wish to thank Prof. Maurice Guigue for helpful
discussions and encouragement.
REFERENCES
[1] J.-P. Aubin and H. Frankowska, Set-Valued Analysis, Birkha¨user, Cambridge, MA, 1990.
[2] R. Bellman, Functional equations in the theory of dynamic programming-VI, a direct conver-
gence proof, Ann. Math., 65 (1957), pp. 215–223.
[3] A. E. Bryson Jr., and Y.-C. Ho, Applied Optimal Control: Optimization, Estimation and
Control, Taylor & Francis, Levittown, PA, 1975.
[4] I. Capuzzo-Dolcetta, On a discrete approximation of the Hamilton-Jacobi equation of dy-
namic programming, Appl. Math. Optim., 10 (1983), pp. 367–377.
[5] I. Capuzzo-Dolcetta and M. Falcone, Discrete dynamic programming and viscosity solution
of the Bellman equation, Ann. Inst. H. Poincare´ Anal. Non Line´aire, 6 (1989), pp. 161–183.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
A DISCRETE DYNAMIC PROGRAMMING APPROXIMATION 2599
[6] I. Capuzzo-Dolcetta and H. Ishii, Approximate solutions of the Bellman equation of deter-
ministic control theory, Appl. Math. Optim., 11 (1984), pp. 161–181.
[7] W. Cheney, Analysis for Applied Mathematics, Springer-Verlag, Berlin, 2001.
[8] H. W. Corley, An existence result for maximizations with respect to cones, J. Optim. Theory
Appl., 31 (1980), pp. 277–281.
[9] M. Falcone, A numerical approach to the inﬁnite horizon problem of determistic control
theory, Appl. Math. Optim., 15 (1987), pp. 1–13.
[10] W. H. Fleming and H. M. Soner, Controlled Markov Processes and Viscosity Solutions,
Springer-Verlag, Berlin, 1992.
[11] W. H. Fleming and R. W. Rishel, Deterministic and Stochastic Optimal Control, Springer-
Verlag, Berlin, 1975.
[12] R. Gonzalez and E. Rofman, On deterministic control problems: An approximation procedure
for the optimal cost II the nonstationary case, SIAM J. Control Optim., 23 (1985), pp. 267–
285.
[13] A. Guigue, M. Ahmadi, M. J. D. Hayes, R. G. Langlois, and F. C. Tang, A dynamic
programming approach to redundancy resolution with multiple criteria, IEEE International
Conference on Robotics and Automation, 2007, pp. 1375–1380.
[14] R. Hartley, On cone-eﬃciency, cone-convexity and cone-compactness, SIAM J. Appl. Math.,
34 (1978), pp. 211–222.
[15] F. Hausdorff, Set Theory, Chelsea Publishing Co., New York, 1962.
[16] G. S. Jones, Fundamental inequalities for discrete and discontinuous functional equations, J.
Soc. Indust. Appl. Math., 12 (1964), pp. 43–57.
[17] D. T. Luc, Theory of Vector Optimization, Springer-Verlag, Berlin, 1989.
[18] N. D. McKay, Minimum-cost control of robotic manipulators with geometric path constraints,
Rep. RSD-TR-16-85, Center for Research on Integrated Manufacturing, Univ. Michigan,
Robot Syst. Division Tech., 1985, pp. 94–111.
[19] K. M. Miettinen, Nonlinear Multiobjective Optimization, Kluwer Academic Publishers, 1999.
[20] Y. Sawaragi, H. Nakayama, and T. Tanino, Theory of Multiobjective Optimization, Aca-
demic Press, Inc., New York, 1985.
[21] E. D. Sontag, Mathematical Control Theory: Deterministic Finite Dimensional Systems, 2nd
ed., Springer-Verlag, Berlin, 1998.
[22] P. L. Yu, Cone convexity, cone extreme points, and nondominated solutions in decision prob-
lems with multiobjectives, J. Optim. Theory Appl., 14 (1974), pp. 319–377.
[23] Q. J. Zhu, Hamiltonian necessary conditions for a multiobjective optimal control problem with
endpoint constraints, SIAM J. Control Optim., 39 (2000), pp. 97–112.
