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Workshop on Decadal Climate Predictability
Executive Summary
 
Scripps Institution of Oceanography, La Jolla, CA, USA,  4-6 October 2000
George Boer
Canadian Centre f. Climate Modelling & Analysis, University of Victoria 
Victoria, Canada 
George.Boer@ec.gc.ca
Mojib Latif, Max-Planck-Institute for Meteorology, Hamburg, Germany
Roger Newson, Joint Planning Staff for WCRP,  WMO, Geneva, Switzerland
 
The joint WGCM/WGSIP Workshop on Decadal Climate Predictability took place at the
Scripps Institution of Oceanography, La Jolla, CA, USA, from 4-6 October 2000. There were
over 30 participants from 18 different scientific institutions, groups and organizations. The ob-
jective of the workshop was to form an overall sense of the "state of the art" in decadal
predictability. Since this area of study is in its infancy, the intent was a true "workshop" which
would explore observed and simulated decadal variability, decadal predictability, and such
practical attempts to produce decadal forecasts as were available. The Workshop was organ-
ized into a series of presentations in these broad areas followed, on the final morning, by three
break-out working groups. The groups summarised the status of observations and observed
variability, simulations and simulated variability, and prediction/predictability and made rec-
ommendations and suggestions.
Most presentations on observations and simulations focused on interdecadal variability in the
Pacific and North Atlantic. Several talks highlighted the multi-decadal variability in the Atlan-
tic Ocean. This type of variability has typical time scales of 60-80 years, and it can be described
from direct temperature observations and from indirect data for the last millennium. The mul-
ti-decadal variability involves an interhemispheric dipole in the Atlantic sea surface
temperature, and there is some evidence that it may be predictable several years in advance,
based on a perfect-model predictability study made with a coupled ocean-atmosphere general
circulation model. Other regions of relatively high "potential" decadal predictability, identified
in the control runs of 11 coupled models in the CMIP1 database, are the North Pacific, the trop-
ical Pacific and the Southern Ocean. Decadal predictability of surface temperature over land
appears to be very modest in these results.
In sum, the workshop considered long time-scale phenomena in the coupled system and the
evidence for decadal predictability. There was some indication of predictability, mainly at
higher latitudes and associated with long timescales in the ocean, obtained from prognostic
perfect model and diagnostic potential predictability studies. The utility and practical achieve-
ment of decadal forecasts, nevertheless remains an open question which requires directed
attention and active research.
 
Observations and simulations of decadal variability
 
Considerable attention was paid to the North Atlantic Oscillation, although no clear consensus
emerged as to its preferred time-scale. To first order, it appears that the atmosphere forces the
sea surface temperature via heat fluxes and Ekman currents. A secondary effect is due to
changes in the Atlantic gyre or thermohaline circulations responsible for anomalies. As well as
uncertainties in the underlying mechanism for the North Atlantic Oscillation, simulations of
response/feedback to the associated sea surface temperature anomalies differed among
models.
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The understanding of the North Pacific Oscillation (or Interdecadal Pacific Oscillation), is also
comparatively rudimentary, although there has recently been progress in modelling decadal
changes in the North Pacific. In the tropical Pacific, coupling to mid-latitudes does not appear
to explain much of the variance (temperature/salinity anomalies may be the key, but these
anomalies are small). The role of the Southern Hemisphere oceans, if any, is unknown. Decadal
variability could also not be clearly separated from global warming which might itself be re-
sponsible for some decadal variability. How global warming might interact with "natural"
decadal variability is not yet clear.
As a basis for further progress, much longer time series of data and model runs were seen as
essential (i.e. from reanalyses, paleoclimatic data, and extended coupled model integrations).
The requirement was also expressed for a multi-decadal ocean and/or coupled ocean/atmos-
phere reanalysis for hypothesis testing, for initialising simulations and decadal forecasts.
 
Predictability and prediction
 
Some predictability at decadal timescales of the ocean circulation at higher latitudes (particu-
larly the thermohaline circulation) was inferred from potential predictability studies and
perfect model experiments. Associated variations over land might be predictable also, but only
explain a small fraction of the total variance. In the tropical Pacific, some weak evidence of dec-
adal predictability was noted. The question of how decadal and interannual variability interact
is unanswered. There are large areas where there is yet no firm understanding, namely those
concerning the tropical Atlantic dipole, the Interdecadal Pacific Oscillation, and the North At-
lantic and the predictability of the North Atlantic Oscillation.
There was some consensus that the thermohaline circulation may be predictable at decadal
time scales provided that initial oceanic conditions could be satisfactorily specified. However,
the impact of the North Atlantic Oscillation on the export of freshwater from the Arctic re-
mained to be clarified. Improved simulations of overflows and deep (ocean) convection which
affect temperature/salinity locally were also needed. The interaction between ENSO variabil-
ity on decadal timescales and the thermohaline circulation was not well understood. A
pioneering attempt at practical decadal forecasting (by the Hadley Centre) is underway but
has achieved only modest results to date.
 
Future directions
 
It was considered that a vital step in making progress from the current rather elementary po-
sition was work on understanding the mechanisms that might underlie predictability
(including the study of particular modes). The understanding of the dynamics involved in
these mechanisms is limited. Time-scale interactions (e.g. the Interdecadal Pacific Oscillation
with ENSO) also needs study. 
The possibility of a "Historical Decadal Forecast Project" was raised, which would include ef-
forts toward an improved understanding of mechanisms, use of initial conditions from
atmospheric and oceanic reanalyses (based on data from merging all available observations
and model simulations), model development (in particular sub-grid scale ocean features such
as overflow, convection), and ensemble approaches (forecasts from sequential analyses and
from different models, estimates of skill, statistical treatments, probabilistic forecasts). Other
areas where work was needed was better international co-ordination of ocean analysis as a ba-
sis for initializing decadal forecasts (including quality control of data, obtaining more salinity
observations), and the study of the relative roles of sea surface temperature, sea-ice, vegetation
cover, and external effects. Another useful step would be to begin to document the potential
societal impact of decadal predictions.
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Appendix 2: Extended Abstracts
Characteristic Spatial and Temporal Structures of Pacific Sea 
Surface Temperature 
 
Mathew Barlow
IRI at LDEO, Columbia University, Palisades, NY, USA
mattb@iri.ldeo.columbia.edu
 
1. Spatial patterns 
 
The Pacific appears to have characteristic spatial patterns that occasionally show a strong in-
fluence in sea surface temperature (SST) anomalies for several years at a time. A well known
example is the spatial pattern associated with the climate „transition“ of 1976/77 (Fig. 1a), fre-
quently identified as a realization of the „Pacific Decadal Oscillation“ (PDO). The period from
1962 to 1966 (a time of severe drought in the northeastern U.S.) was also characterized by a sta-
ble pattern, but local to the North Pacific (Fig. 1b). Low frequency variability of the cold tongue
region, with some similarity to the El Niño- Southern Oscillation (ENSO), has also been noted
(Fig. 1c). In addition to the eastern equatorial centre of ENSO, two additional areas appear to
be centres of action (noted by asterisks in the panels of Fig. 1): the central North Pacific and the
subtropical eastern Pacific. An examination of the standard deviation of monthly SSTs (Fig. 1d)
shows that these two regions are local maxima of variance (and of SST gradient, not shown).
Rotated principal component analysis (RPCA) of monthly SSTs yields the basin-wide "PDO"
pattern as the second mode (Fig. 1e), behind ENSO, and the North Pacific pattern as the third
mode (Fig. 1f). Aside from some high frequency noise, the RPCA time series are virtually iden-
tical to the raw time series at the respective centres of action. The regressions to these
unprocessed time series are shown in Figs. 1g and 1h. 
 
In summary, the two patterns appear to be robust and of consequence, as they 1. occasionally dominate
the SST anomalies for multi-year periods, 2. are the 2nd and 3rd leading modes of RPC analysis, 3. may
be regressed directly from the raw data, and 4. are physically related to the climatological distribution of
variance. 
 
2. Contribution to patterns from different frequencies 
 
Although the multi-year averages demonstrate a strong low frequency component to these
modes, the details of spatial pattern and time evolution have varied considerably between
studies. Here, the RPCA time series are used to analyse the time evolution; using the raw time
series from the respective centres of action yields nearly identical results. The global relation-
ship for the PDO-type pattern (RPC 2) is shown in Fig. 2a, with the contributions from 2mo-
1yr periodicities shown in Fig. 2b, from 8-12yr in Fig. 2c, and 15-25yr in Fig. 2d. The same fre-
quency breakdown is shown for the North Pacific pattern (RPC 3) in Figs. 2e-h. 
 
For both modes, the high (sub-annual) and low (decadal) frequency parts of the pattern look quite similar
in the North Pacific, while differing greatly throughout the rest of the domain. 
 
3. Power spectrum of the PDO 
 
The power spectrum for RPC 2 ("PDO") is shown in Fig. 3a, with the 95% confidence limit from
an auto-regressive lag-1 process with the same lag as the RPC shown for reference. 
 
There are
two notable low frequency peaks, at ~11yr and ~22yr; these peaks are also present in the spectrum of the
raw time series from (125
 
o
 
W, 20
 
o
 
N) (Fig. 3b). 
 
The North Pacific mode also has a spectral peak at
~22yr, but it is less pronounced. 
  12
 
4. Time evolution of 15-25yr band 
 
Although the instantaneous spatial pattern for the PDO looks similar at ~11yr (Fig. 2c) and
~22yr (Fig. 2d), the spatial evolution is dramatically different: 
 
the 15-25yr band of the PDO is in
quadrature with the 15-25yr band of the North Pacific mode (Fig. 4a)
 
. The spatial evolution from the
PDO to the North Pacific mode is shown in Fig. 4b; the basic aspects of this evolution are ob-
served in the 1976/77 climate transition (in 3yr averages). 
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More speculatively, there also appears to be a relationship at the 15- 25yr time scale with polar
sea level pressure in a pattern somewhat similar to the Arctic Oscillation. Fig. 4c shows the 15-
25yr band of the North Pacific time series and the 15-25yr band of the AO.
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FIGURE 3: POWER SPECTRUM OF PDO
FIGURE 4: TIME EVOLUTION AT ~22YR
a) b)PDO (RPC 2) WAVELET SPECTRUM PDO (125W,20N)
a)  15-25yr PDO (solid and NP (dashed), 1900-1991
c)
b) Ω Cycle of 15-25 yr PDO NP Evolution (1945-1993 data)
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1.3yr
2.6yr
5.3yr
10.6yr
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~6 8mo
~11yr
~22yr
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4mo
8mo
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~22yr
95%, AR1 95%, AR1
15-25yr Trenberth AO (solid) and NP (dashed)
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Diagnostic and prognostic decadal predictability 
 
George J. Boer 
Canadian Centre f. Climate Modelling & Analysis, University of Victoria
Victoria, Canada 
George.Boer@ec.gc.ca
 
Introduction 
 
Predictability is an attribute of a physical system which indicates the rate at which two initially
close states separate with time. This rate limits attainable forecast skill in the presence of error.
The prognostic “perfect model” approach estimates the decadal predictability of the climate
system by calculating the rate of separation of a set of coupled model simulations. The diag-
nostic “potential predictability” approach is rather different. The control simulations of
coupled models are analyzed for evidence that the long times-cale variability they exhibit rep-
resents a “signal” which is assumed to be predictable given enough information. 
 
Perfect model predictability 
 
The “perfect model” calculation is based on three independent simulations with the CCCma
coupled GCM (Flato et al., 2000, Boer et al., 2000a, b, c). The simulations are initialized with the
same three-dimensional oceanic state but with independent 1 January atmospheric states. The
analysis is confined to surface air temperature (SAT) as the primary climatological variable.
The “rate of separation” of solutions is obtained from the average squared difference
between all pairs 
 
(i, j)
 
 of simulations. 
The scaled quantity , 
where 
 
σ
 
2 
 
is the variance obtained from the control run, gives a suitable measure of the “pre-
dictability” 
 
p
 
. For presentation purposes, the cumulative scaled predictability
is used to average over the forecast range. The top panel of the accompanying Figure displays
the geographical distribution of cumulative predictability for annual mean SAT at year 10. Val-
ues for which  > 0.4 are shaded. There is an indication of predictability for the southern ocean
and, to a somewhat lesser extent, the northern oceans. Patchy values are seen also for the trop-
ical Atlantic and Pacific. 
 
Potential predictability 
 
Potential predictability is a measure of the variability of the system which attempts to quantify
the fraction of long timescale variability that may be distinguished from the natural variability
noise. This “signal”, if it exists and is of appreciable magnitude, is deemed to arise from phys-
ical processes operating in the system which are, at lease potentially, predictable. The
statistical approach generally follows Rowell (1998), and Rowell and Zwiers (1999) and as-
sumes SAT variation is of the form 
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 the climate mean, 
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 the slow
timescale “signal” component of the variability, and 
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 the remaining unpredictable climate
noise. The ratio 
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) gives the fraction of the total variance associated with the “po-
tentially predictable” component. The value is tested against the null hypothesis that 
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The result is shown in the bottom panel of the Figure. The result does not depend on a single
model or simulation but is an ensemble estimate of the potential predictability of the coupled
system based on the control simulations of eleven models participating in the Coupled Model
Intercomparison Project (CMIP is described briefly in Meehl et al., 1997). The high latitude
oceans are the dominant regions exhibiting potential predictability although there is some in-
dication also in the tropical Pacific. 
Discussion 
The decadal predictability of the coupled atmosphere/ocean/ice system is examined using
both prognostic “perfect model” and diagnostic “potential predictability” approaches. Both
approaches give some evidence of long timescale predictability at high latitudes over oceans
and, to a lesser degree, in the tropical Atlantic and Pacific. Decadal predictability over land and
sea-ice is generally low. Both predictability approaches have their weak-nesses; the potential
predictability approach does not directly denote actual predictability and the prefect model
approach may suffer from model imperfections and the smallness of the ensemble of simula-
tions. The results direct attention to the high latitude oceans as the apparent seat of the
dominant mechanisms determining decadal predictability. 
Cumulative "perfect model" predictability p > 0.4  at year 10
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Atmospheric Circulation Anomalies and Inter-decadal Climate 
Variation in China 
Li Chongyin and Mu Mingquan
LASG, Institute of Atmospheric Physics, CAS, Beijing, China 
lcy@lasgsgi4.iap.ac.cn
1. Inter-decadal Climate Variation in China 
The climate jump in the 1960’s has been indicated in some studies and it was only one climate
jump event represented completely by observational data until now (Yamamoti, 1986; Yan, et
al., 1990; Wang, 1990). In fact, the climate jump in the 1960’s showed clearly the feature of in-
terdecadal variation of the climate. For this climate jump, many elements, such as
precipitation, temperature and surface pressure, all had obvious signal. The sudden variations
were all in the period from 1962 to 1967, and a precedent large-scale jump signal occurred at
500 mb height over the mid-latitude Atlantic region in the late of the 1950’s (Yan, 1992). In or-
der to understand the climate jump in 1960’s, two examples in China can be shown as follows:
one is shown by using temporal variation of the summer (June-August) precipitation anomaly
(%) in Huabei region. It is very clear that there were mainly positive precipitation anomalies
before 1964 but mainly negative precipitation anomalies from and after 1964. An obvious cli-
mate jump occurred in 1964 in Huabei region. The averaged summer precipitation changed
suddenly from the stage more than normal to the stage less than normal. The second is shown
in temporal variation of the surface air temperature anomaly in winter (December-February)
in Sichuan province. We can find that the winter temperature in Sichuan was changed into the
cold period since 1962 because there were mainly negative temperature anomalies after 1962.
Even though positive anomalies during the shorter time were in existence, it still means an ob-
vious climate jump occurred in Sichuan in 1962, and the averaged surface air temperature in
winter changed suddenly from warm stage to cold stage. The variation feature of winter tem-
perature in Sichuan is similar with that given in the reference by Wang. Obviously, based on
above-mentioned analyses and previous research results, it is very evident that a climate jump
occurred in the 1960’s and the inter-decadal climate variation in China was demarcated in the
1960’s. 
2. Anomalous Patterns Corresponding to Atmospheric Circulation NAO and NPO 
In the study of the decadal climate variation in China we have pointed out that the climate of
China occurred two different anomalous situations in the 1950s and 1980s, respectively. In the
1950s, North China had more rain in summer, but less rain in the 1980s. In the 1950s, Sichuan
Province was warm slightly in summer, but a bit cold in the 1980s. Relative to such climate fea-
tures, Western Pacific sub-tropical high moved northwestwards and was stronger than its
average state in the 1950s, but it located more east and was weaker in the 1980s. Mean 500 hPa
circulation situations of the 1950s (average of 10 years from 1953 to 1962) and the 80s (average
of 10 years from 1980 to 1989) have been drawn. There are many similarities in the two pic-
tures, especially, the distribution of the general circulation and the location of troughs and
ridges in the west hemisphere, because both of them are results of multi-year average.But we
can also find the difference between them. For Example, Western Pacific sub-tropical high lo-
cated over the more western place in the 1950s than in the 1980s, and East Asian trough was
weaker and the upper trough near to Balkhash Lake was stronger in the 1950s than in the
1980s. So we can say that climate characteristics are always related to the atmosphere general
circulation patterns, even as to the inter-decadal time-scale climate change, we can also find
some information from the activity of the general circulation. 
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3. Numerical Simulations with GCM
In this section, the simulated climate characteristics in the eastern China will be discussed, in-
cluding air temperature and precipitation. Meanwhile, their similarity and difference to the
observation will be analysed further. The interdecadal oscillations, including 10~20 and more
than 30 years, are striking in the temporal variation of the seasonal mean air temperature de-
parture in the eastern China (20o~40oN, 110o~120oE) and the time period cross-section of its
wavelet coefficient. There is well positive correlation of the air temperature anomaly in the
eastern China with East Asian trough variation. Strong East Asian trough (negative height de-
parture) is corresponding to the low air temperature in the eastern China (negative air
temperature), vice versa, the weak trough is accompanied by the high temperature in the east-
ern China. The two variables’ association on the inter-decadal time scale is analogous to that
on the weather time scale. So, their physical processes are consistent and apparent. In order to
be more clearly reflected the characteristics of the climate inter-decadal variation, the variables
will be done with the low pass filter so that the variation below the inter-annual time scale (on-
ly containing above 7 years oscillation) is ironed out. The features of the inter-decadal
variations are considerably apparent not only in the anomaly of East Asian trough and air tem-
perature in the eastern China but also in that of the precipitation in North China. It is specially
noticed that the climate abrupt change in the 1960s has been found in the past investigations
(Yan et al., 1990; Li and Li, 1999). It further exhibits that this abrupt also exists in the simulated
results. At the same time, the abrupt change of air temperature is parallel to the variation of
the geopotential height at 500 hPa. All of these are consistent with the observation very well
(Wang et al., 1998). Above all, the AGCM can well simulate not only the interdecadal variation
of climate and atmospheric circulation but also their associated component, the climate abrupt
change during the 1960s. 
4. Conclusions 
The main purpose of the paper is to analyse the inter-decadal change features of the atmos-
phere general circulation. Although observational data is not enough but the analyses can
clearly show that there is the evident inter-decadal variation exists in the evolution of the gen-
eral circulation, mainly including the 10-20 and more than 30 years quasi-periodical variations.
It shows clearly not only in the main atmospheric oscillations, but also in some important
weather and climate systems. The intensity changes of Western Pacific subtropical high, East
Asian and North American trough are in phase or out-of-phase some time as to the 10-20 years
quasi-periodical. To the more than 30 years quasi-periodical, they show mainly in phase, and
West Pacific subtropical high change goes ahead of 5-7 years.Parallel to the inter-decadal var-
iation of atmospheric circulation, climate anomalies in the eastern China, including the abrupt
change during the 1960s, are quite well grasped by the simulation of the AGCM too. The nu-
merical experiment with GCM is also a useful approach and technique to investigate the inter-
decadal variation of atmospheric circulation and global climate. 
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Introduction 
This paper investigates the existence and causal mechanisms of decadal SST anomalies in the
NAC region as simulated in the latest Hadley Centre coupled climate model (HadCM3, Gor-
don et al., 2000). It is the detailed modelling and understanding of these mechanisms which
may, in the future, enable some degree of predictability of natural climate variability. Dickson
et al. (1996) have shown that co-ordinated changes, forced by the North Atlantic Oscillation
(NAO), have been occurring in the region over the last fifty years. Sutton and Allen (1997) an-
alysed observed wintertime North Atlantic SSTs and calculated lagged correlations over the
entire basin with a source region in the vicinity of Cape Hatteras. These indicated that anom-
alies originating near Florida in the subtropics appear to propagate along the path of the NAC,
taking approximately nine years to cross the basin. This is much slower than the advective
speed of the NAC. 
Model simulation compared to observations 
The control integration of HadCM3 has completed over 1000 years and figure 1 shows the
NAOI (Hurrell, 1995) from the coupled model for the first 1000 years of the simulation. Choos-
ing a period of the control in which NAO variability is similar to that in the ocean observed
record we have made a comparison with LSW production. As in the observations the NAOI
and LSW production indicators show a clear anti-correlation relationship during this period.
Therefore in the model, as in the observations, there is a positive correlation between the NAO
and Labrador Sea convection. As shown in figure 2, the model also simulates propagating SST
anomalies similar to those found in the observational data by Sutton and Allen. 
Labrador Sea Convection Experiments 
To investigate the possible links between Labrador Sea convection and SST anomalies in the
sub-polar gyre a number of sensitivity studies have been performed with the coupled model.
Two experiments were designed in order to assess the effects of enhanced or inhibited convec-
tion. In order to force such events we utilised additional strong relaxation on salinity applied
only to the small region of the Labrador Sea that is associated with deep convection in the mod-
el (58.125-60.625oN, 58.75-50oW). In the first experiment, denoted CONV, enhanced salinity
forcing was applied continually to the forcing region of the Labrador Sea in order to promote
deep convection. In the second sensitivity experiment (INHIB) a freshwater forcing was ap-
plied to have a stabilising effect on the water column and hence inhibit deep convection. The
experiments were run for 14 years. 
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Figure 1. NAO index for the first 1000 years of the HadCM3 control experiment, calculated using
normalised wintertime (DJF) sea level pressure differences between Lisbon (Portugal) and Stykkisholmur
(Iceland), defined and smoothed as Hurrell (1995). Heavy line is the smoothed index.
Figure 2 (left). Model wintertime (DJF) sea surface temperature (oC) anomalies along the mean path of the
model North Atlantic current. ‘X’ marks the region in which the sub-polar and sub-tropical gyres meet (off
Newfoundland). No smoothing has been applied.
Figure 3 (right). Potential density (σ0) cross-section at 50
oN. Wintertime mean, year 10 (a) CONV, (b)
INHIB and year 10 equivalent (c) HadCM3 control.
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Figure 3 shows annual mean potential density (σ0) at year 10 on a cross section at 50
oN from
the North American coast to the European continent. The increased volume of density class
27.9 to 28.0 in CONV is striking, as is the steepening of the frontal structure at 30oW. There is
little change to the structure across the basin in INHIB. This implies that forcing convection has
led to a more voluminous water mass (LSW, density 27.9 to 28.0) relative to both the control
and the case with inhibited convection. The frontal structure observed at 30oW is associated
with the NAC, the steepening of the front being linked with an intensification of the northward
component of the current in this location. The development of the 27.9-28.0 water begins on
the western side of the basin as a thickening of the layer. The evolution of this feature can be
seen in figure 4 a distance-time section of the thickness of the 27.9-28.0 isopycnal layer across
50oN. A thikkening of this layer first appears on the western extreme of the section after ap-
proximately four years. This thickening continues and moves eastward until reaching 30oW
after a further four years. SST changes at 50oN behave in a similar way to changes in LSW
thickness and these changes in SST also propagate eastwards at this latitude. After approxi-
mately 3-4 years of convective forcing a large SST anomaly appears to the south of
Newfoundland which then propagates north eastwards along the NAC (not shown). 
Figure 4 (left): (a) Thickness of isopycnal layer (27.9<σ0<28.0) at 50
oN from CONV. Wintertime means
(DJF).
Figure 5 (right): Cyclic forcing experiment, detrended and filtered (retaining 7-20 years) wintertime SST
anomalies (oC) along the mean path of the modelled North Atlantic Current (taken from HadCM3 control).
X’ marks the region in which the sub-polar and sub-tropical gyres meet (off Newfoundland).
From the observational record of LSW temperatures there emerges a signal with a period of
approximately 14 years, although this is based on a relatively short record which also shows
longer timescale variability (Curry et al., 1998). This is indicating an enhancing and then inhib-
iting of convection in a fourteen-year sequence. In a final sensitivity study we aim to recreate
this pattern of forcing in an idealised way. For simplicity we apply sinusoidal fresh water/salt
forcing. The range of forcing is such that when it is at a maximum the forcing is the same as in
CONV, while at it’s minimum the forcing is as in INHIB. In these experiments a cycle time of
14 years was chosen so that the Labrador Sea experiences convection inhibiting conditions for
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the first half of thecycle followed by convection enhancing conditions for the later part of the
cycle. The experiment was run for 42 years allowing the completion of three cycles. To extract
the decadal signal the data have been filtered, removing signals of less than 7 years and greater
than 20 years. Figure 5 shows the filtered SST anomalies from this cyclic forcing simulation
along the mean pathway of the control NAC. A pulsating 14-year SST anomaly signal is very
evident at the point where the NAC turns north. The anomaly then propagates to the east with
decreasing amplitude. This experiment gives a clear illustration of how decadal variations of
deep convection in the Labrador Sea can lead to corresponding SST variations propagating
along the path of the NAC. 
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1. Introduction 
Deser and Blackmon (1993), on the basis of an Empirical Orthogonal Function (EOF) analysis
of surface climate variable in winter (1900-89), have isolated a large - scale SST pattern whose
power spectrum shows a broad band peak near the decadal period. The SST pattern shows op-
posite sign SST anomaly, roughly north and south of the mean position of the separated Gulf
Stream, and also extends to the eastern subtropics, such as to form a tripolar SST pattern. The
associated surface atmospheric circulation is reminiscent of the North Atlantic Oscillation
(hereafter the NAO), and similarly exhibits enhanced power at the decadal period. Although
Deser and Blackmon (1993) have suggested that the decadal timescale may be due to changes
in the thermohaline oceanic circulation, there is not yet a consensus on the mechanisms gov-
erning the low frequency evolution of the SST ’tripole’. Grötzner et al. (1998) have argued that
it may reflect an interaction between the NAO and the wind driven ocean circulation, as they
found such interactions in a long integration of a coupled Atmosphere - Ocean model. The lack
of long observational records of subsurface oceanic data is clearly a limiting factor to evaluate
the role of the ocean circulation in the decadal variability seen at the surface. Also, lots of stud-
ies lack a theoretical framework to use as a guide in the analysis of the available observations.
The interpretation of the results is even made more difficult by the use of complex and elabo-
rate statistical techniques (EOFs, Principal Oscillation Patterns, multivariate frequency domain
methods, etc ...). 
Here, to explore evidence and possible mechanisms of atmosphere-ocean coupling, we intro-
duce and study a simple SST index ∆Τ from a long observational record (1856 - 1998); it
measures the strength of the dipole of SST that straddles the Gulf Stream and was chosen be-
cause (i) it is a measure of low level baroclinicity to which cyclogenesis at the beginning of the
Atlantic storm-track may be sensitive (ii) it may be sensitive to anomalies in ocean heat trans-
port associated with both wind driven gyres and thermohaline circulation. Pronounced
decadal signals in ∆T are found which covary with the strength of sea level pressure (hereafter
SLP) anomalies over the Greenland - Iceland Low and subtropical High regions. Using the sim-
ple coupled model developed in Marshall et al. (2001), we interpret features of the power
spectrum of observed SST and SLP as the signature of coupled interactions between the atmos-
pheric circulation and an anomalous wind driven ocean gyre. 
2. A cross Gulf Stream SST index 
Figure 1 (upper panel) shows the time evolution of the SST index ∆T = TN-TS difference of SST
averaged over (60-40oW 40-55oN) and (80-60oW 25-35oN) in late winter February through
April), from Kaplan et al. (1997). Typical uctuations of 1 K are found on interannual timescales
(blue curve), and are reduced by about a factor two on decadal timescales (green curve, 6 -yr
running mean). Using a composite analysis based on yrs when the index is high (denoted by
the red stars in Fig. 1, upper panel) and low (blue stars), we investigate the typical evolution
of the SST pattern captured by ∆T once it has been generated (Fig. 1, bottom panel). It is seen
that the SST pattern is the tripole (Fig. 1, bottom left panel) and that it shows evidence of a
damped oscillatory behaviour. Indeed, if no large scale signal is found three yrs after the
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tripole has been generated (Fig. 1, bottom middle panel), the tripole reappears 6 yrs later, but
with opposite sign (Fig. 1, bottom right panel).
Figure 1: (Upper panel): timeseries of the
SST index ∆T = TN -TS. (bottom panel).
Composite maps for SST (in K). The black
lines indicate the 95% confidence level for
the SST composite maps. See text for
details.
Based on a similar composite analysis
with the long observational record of
SLP by Kaplan etal.(1999), we found
that the atmospheric conditions associ-
ated simultaneously with ∆T are
reminiscent of the NAO (not shown),
although slightly shifted southwest-
ward. They show opposite sign
anomalies over the Greenland - Ice-
land Low (hereafter GIL) and
subtropical High (hereafter STH) re-
gions, such that in yrs when SST are warmer north than south of the Gulf stream (∆T > 0), the
surface atmospheric circulation is weakened. We argue in the following that the sign reversal
exhibited by the SST tripole after 6 yrs is driven by the delayed adjustment of the wind driven
ocean circulation to the NAO surface wind forcing. As shown below, advection can success-
fully explain the change of sign of SST anomalies near the separated Gulf stream. It is
suggested that the sign reversal of subtropical SST is driven locally by turbulent surface heat
flux, reflecting the NAO response to changes in ∆T. 
3. A model for the decadal evolution of ∆T 
Using the NCEP - NCAR reanalysis, we have computed the equilibrium response of the ocean
circulation to the weakening / strengthening of the surface winds associated with ∆T anoma-
lies, according to linear at bottom Sverdrup dynamics (Fig. 2). The geostrophic streamfunction
consists, following yrs where the winds blow stronger over the ocean (i.e., yrs when ∆T < 0),
in an anticyclonic circulation connecting the two boxes used to define ∆T. Following Marshall
et al. (2001), we speculate that the path of the separated Gulf stream is anomalously poleward
when the gyre circulates anticyclonically, so that the northern box is anomalously warmed and
the southern box anomalously cooled. Thus, the wind driven circulation acts to change the sign
of an initial ∆T anomaly. Scaling arguments for the relative magnitude of local surface heat flux
(latent+sensible) and advective heat flux due to the anomalous gyre suggest that the two are
of same order (10 Wm-2) on decadal time scales (not shown).
Figure 2: Anomalous geostrophic
transport (contoured every Sv)
inferred from linear Sverdrup
dynamics. The climatological mean
position of the zero wind stress curl
line, which separates the subpolar and
subtropical gyres, is indicated by the
thick black line. The two boxes used to
define ∆T are also indicated. 
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The previous advective mechanism can be easily be added to the canonical model for SST
anomalies (Frankignoul and Hasselmann, 1977), in the form of an oceanic heat flux Qo
d∆T /dt = a∆P - λ∆Τ + Qo
where ∆P = GIL - STH denotes the dipolar SLP anomaly associated with ∆T (i.e., the NAO sig-
nature in SLP), generating surface turbulent heat exchange with the ocean, as measured by the
scaling factor a, and where λ is a damping timescale for ∆T resulting from local air sea interac-
tions (about a yr). We consider the following model for Qo
expressing that, after a delay ty, the anomalous gyre circulates cyclonically in response to pos-
itive ∆P anomalies, and cools ∆T at a rate set by the parameter b (b is of same order as a, as
discussed previously). The delay time ty is controlled by the baroclinic adjustment of the gyre
to surface windstress curl changes, and is set to a nominal value of 10 yrs.
Figure 3: Model predictions for ∆P (upper plots)
and ∆T (lower plots), for b = 0 (red), b≠0 but no
feedback of ∆T on ∆P (blue), b≠0 with a small
feedback of ∆T on ∆P (green). The frequency is
expressed in cyle per ty, i.e., in cycle per 10 yrs.
The power is non dimensional.
One readily sees from (2) that on timescales
> ty, , so that compared to the
hypothetical situation where the ocean cur-
rents would not impact SST, the level of the
forcing in (1) is reduced from a ∆P (no
ocean currents) to (a-b)∆P (ocean circula-
tion included). A signature of the role of
ocean circulation is thus to decrease the
power of ∆T on timescales longer than about 10 yrs, thereby peaking the SST spectrum in the
decadal band (Fig. 3, lower plots). When a small impact of ∆T on ∆P is allowed, the peak is even
more pronounced and may also be found in ∆P (Fig. 3, upper plots).
4. Comparison with the observations 
Figure 4 shows the observed power spectra for ∆T (green), GIL (blue) and STH (red). In good
agreement with the previous model (Fig. 3, green curve), the power spectrum of ∆T shows a
broad band peak in the decadal band, with no flattening on longer timescales, but instead a
continuous decrease of power. The power spectra of GIL and STH are similar up to timescales
of about 25 yrs (Fig. 4, blue and red curves respectively). This is consistent with a spectral co-
herence analysis, which indicates strong coherence and a robust out of phase relationship
between GIL and STH up to 25 yrs (not shown), in agreement with the NAO paradigm. On
longer timescales, however, the two spectra have different structures and the coherence be-
tween them is reduced (not shown). While the STH power spectrum keeps increasing with
timescales, that of GIL decreases. The NAO index of Hurrell (1995), the normalized SLP differ-
ence between Iceland and Lisbon, has a power spectrum very similar to that of STH (not
shown). The decrease of power seen in GIL at timescales > 25 yrs is in agreement with the mod-
el predictions when feedback is allowed (Fig. 3, top panel, green curve). We have checked that
GIL and ∆T keep coherent on these long timescales (not shown). Thus, although it is a highly
simplified view of the dynamics of GIL, our results are consistent with a control of the strength
of the Greenland - Icelandic Low by ocean circulation, through its impact on the surface baro-
clinicity (as measured by ∆T).
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Figure 4: Observed power spectra of SLP
anomalies near Greenland - Iceland (GIL, blue)
and near the subtropical High (STH, red). The
power spectrum of the cross Gulf Stream SST
index ∆T is also plotted (green). The frequency is
expressed in cycle per yr and the power in K2/
cpy for ∆T and mb2/cpy for GIL and STH. The
vertical bar indicates the 95% confidence level.
Note that the colors chosen here do not refer
necessarily to those of Fig. 3.
5. Discussion and comparison with previous studies 
Our analysis of the observations is close to that of Deser and Blackmon (1993), although we use
simpler techniques and a longer dataset. In agreement with the result of their EOF analysis
(their ’dipole mode’), we showed evidence for a pronounced decadal timescale in the variabil-
ity of North Atlantic SST. Both their second SST principal component and the ∆T index
introduced here show a broad band peak in the 10 -20 yr band, as expected from the similarity
between our SST index (SST difference across the separated Gulf Stream) and their 2nd EOF
pattern. Nevertheless, the power spectra differ at timescales longer than about 25 yrs: whereas
∆T shows decreasing power with timescales (Fig. 4, green curve), their PC2 shows the opposite
(their Fig. 3a). The different data set used (COADS vs Kaplan) may be a possible explanation.
However, as the power spectrum of the 1st EOF of North Atlantic SST in winter with the Ka-
plan et al. (1997) reanalysis shows a similar power spectrum as that of the second EOF in Deser
and Blackmon (1993), with very similar pattern (the tripole), this explanation does not seem
valid. Instead, the difference in power spectrum is likely to result from the EOF analysis em-
ployed by Deser and Blackmon, which emphasizes large - scale pattern and reflects SST
variability outside the Gulf Stream region, whereas our analysis only considers the difference
of SST across the Gulf Stream. Independently, we showed that a similar spectral feature is
found in SLP anomaly near the Greenland - Iceland Low region (Fig. 4, blue), which keep co-
herent with ∆T at these long timescales (not shown). The use of a longer dataset in our study
(143 yrs instead of 90 yrs) also certainly allows a better, although still limited, investigation of
these long timescales.
More fundamentally, we have proposed a plausible mechanism explaining this decrease of
power in ∆T at low frequency. This feature is expected based on linear Sverdrup dynamics,
and results primarily, at long timescales, from a partial cancellation of the advective forcing of
∆T anomalies by anomalous ocean currents (the intergyre gyre of Fig. 2), and the local surface
forcing of ∆T by the atmosphere. We note that the tendency for Atlantic SST anomaly to be-
come of basin extent at interdecadal timescale (Kushnir, 1994) may also be a factor explaining
the decrease of power seen in ∆T. 
Allowing a small feedback of ∆T on the NAO, Atmosphere - Ocean coupling may peak the
spectra of ∆T and SLP near the decadal band, in good agreement with the observed ∆T and GIL
spectra. The different structure seen in the latter and that of the NAO or SLP anomaly near the
subsidence region (Fig. 4) at low frequency (periods longer than 25 yrs) is intriguing. It is not
consistent with our theory which would predict a decrease of power for the whole NAO pat-
tern. This may reflect that, in late winter, other factors than ∆T / storm - track interactions
control the strength of SLP anomaly over the subsidence region. This requires further study. 
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North Atlantic Persistence and Decadal Forecasting 
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I examine decadal predictability in the North Atlantic. A region near Cape Code and the Gulf
of Maine is identified as featuring the highest North Atlantic persistence (Fig. 1 left), with a
unique combination of high- amplitude, persistent sea surface temperature anomalies, associ-
ated with substantial upper ocean heat content anomalies (Fig. 1 right). A mechanism is
advanced, whereby that region's surface ocean is a `window' to deep upper ocean dynamics,
with thermal evolution that tracks heatflux divergence by the slowly adjusting subtropical
gyre. This is consistent with the subtropical gyre playing a central role in NA climate variabil-
ity. The proposed interpretation is supported by broad, high lag correlations between the
Bermuda potential vorticity timeseries (representing the subtropical gyre state) and surface
anomalies (Fig, 2; the same for SSTA is not shown here). Successive lag correlation patterns re-
veal surface oscillations that are not apparent in the raw surface data. 
Finally, the correlation patterns are used for NAOI forecasting, using a new forecasting meth-
od (Fig. 3) that is presented and explained. Forecasts are robust and reproducible,
outperforming alternative methods (Fig. 4). At lead times of 25 and 12 years, cross validated
skills over 1927-64 (38 yrs) are 0.44 and 0.53, respectively. It is suggested that the combination
of skills and lead times may prove societally useful.
 29
Figure 1: Left Column: Two measures of `total' persistence. (a) The number of significant lags out of the
total number of lags considered. See text for details on the significance test. (b) Sum of squared acf at all
lags. Right Column: (a) Root mean square of July-August and February-March SSTA means. (b) The
correlations between these 2 means. (c) The product of panels a and b. 
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Fig. 2: Lagged correlation maps between the PV timeseries and those of SLPA at representative lags. 
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Fig. 3 (above): A schematic of the forecasting method. See text for
deatils.
Fig. 4 (right): Cross validation forecasting results for 3 segment
combinations against AR(1)-derived, 2000 member population.
See text for details.
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Observed variations of climate variability 
over the last 100 years
Chris Folland and Robert Allan 
Hadley Centre, The Met Office, Bracknell, UK
cfolland@meto.gov.uk
 This selective review concentrates on the longer time scales of variability over the last century
or more, mainly on large scales. There is some concentration on the Atlantic. Decadal to multi-
decadal climate variability over about the last century must be seen against a background of
global warming which itself may influence variability, or affect how variability is observed or
interpreted. In addition, many of the data used to study climate variability and change were
either not designed for the purpose or have suffered from numerous inhomogeneities. Com-
pounding this problem are time-varying data gaps, some remaining to this day. Indeed the
spatial coverage of some data is now declining. Particularly important are radiosonde data
needed for studying the spatial structure of decadal phenomena throughout the full depth of
the atmosphere, often within the context of reanalyses. Here a decline in coverage has occurred
since the 1980s. New methods are, however being developed to estimate data where gaps are
large. These techniques, e.g. the method of reduced space optimum interpolation (Kaplan,
2000), must be viewed with caution. Their correct use requires note to be taken of strong non-
stationarities in the data (Hurrell and Trenberth, 1999). 
At present there is only limited consensus on the topic of decadal to multidecadal variability,
so this brief review can only be preliminary. Useful reviews are given by Enfield and Mestas-
Nuñez (1999) and Allan (2000). This note gives a more personal slant. The longest time scale of
variability over the last century is the anthropogenic warming of the globe. The globe has
warmed (to 1999) by 0.6 ± 0.2oC (95% confidence limits) since the late nineteenth century in two
main phases, 1910-1945 and 1976-the present. The spatial pattern of this warming cannot be
regarded as fixed, though it may be estimated usefully on specific time scales using EOF meth-
ods. Such patterns may be the result of both external forcing (likely to be the largest component
when viewed on the global average) and variability internal to the climate system. The latter
is especially likely to be important for regional warming trends. Taken over the century, most
parts of the world have warmed, though an exception until recently, at least, has been an area
south of Greenland. However, nothing reliable can be said about the trends in the Southern
Ocean south of 50 oS until the 1980s when there is some evidence of rather muted warming in
places. There is also recent evidence of reduced warming of air temperature over the oceans
compared to the sea surface in the Indian Ocean and parts of the South Pacific that appeared
to commence around 1991. Note that our picture of the magnitude of warming in sea surface
temperature (SST) depends on the veracity of large corrections to SST data for their apparent
cold biases before 1942. 
The second longest time scale of variability is particularly uncertain, but may be a tendency to
quasi-interhemispheric variations of temperature, particularly sea surface temperature, as
suggested by Folland et al. (1986, 1987) when discussing Sahel drought. Ordinary eigenvector,
and both extended and complex eigenvector, analyses show this apparent pattern, which is al-
so evident from a perusal of the decadal average maps in Parker et al. (1994). Figure 1 shows
the possible pattern of this fluctuation (from Enfield and Mestas-Nunez, 1999). The time scale
is uncertain, but may be 50-80 years from the available data and from analyses of a similar, and
seemingly evolving spatiotemporal pattern by Mann et al. (1998) using palaeodata. Fluctua-
tions in the global thermohaline circulation may be implicated (e.g. as suggested in modelling
studies by Delworth and Mann, 2000). 
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Fig. 1: a) Distribution of correlations for the years 1857 to 1996 between local monthly SST anomalies versus
the third EOF "Atlantic Multidecadal Mode" b) Temporal realization of the Atlantic Multidecadal Mode
computed from temporal amplitude time series and the area-average spatial loadings over the rectangular area
in the North Atlantic. In Landsea et al. (1999) - from Enfield and Mestas-Nunez (1999).
An atmospheric pattern that varies on all time scales from days to many decades is the North
Atlantic Oscillation (NAO) (Hurrell, 1995) and its close cousin, the Arctic Oscillation (AO)
(Thompson and Wallace, 2000, Thompson et al., 2000). The pattern of the AO is one of either
relatively high or low pressure across the polar cap and nodes of opposite sign centred near
the Azores high and possibly in the mid latitude North Pacific. The NAO exists year round but
its pattern varies and it is best developed in winter (but see below). The AO is of larger scale
and very often includes the NAO as a component. The main controversy over the AO is wheth-
er the weaker mid latitude Pacific component is real or an artefact of analysis. Otherwise it is
clear that this is a major component of the mid to high latitude Northern Hemisphere atmos-
pheric circulation, affecting the stratosphere in the winter, particularly around January to
March. Both oscillations have undergone pronounced multidecadal variability with a strong
tendency since 1970, and particularly 1988, to move to the positive sign of both modes with rel-
atively low pressure over the Arctic. 
The NAO is related to a tripole pattern of SST anomalies in the North Atlantic on interannual
to quasi-decadal time scales. This pattern has one node in the higher latitudes of the North At-
lantic, a node of opposite sign off the east coast of USA stretching across the subtropical
Atlantic and a node of the same sign as in the higher latitudes in the tropical North Atlantic.
The tripole appears to be driven by the North Atlantic Oscillation on a variety of time scales,
and in turn there is evidence that it may force the NAO to some extent (Rodwell et al., 1999). 
Thompson and Wallace (2000) show that there is a similar “polar cap” pattern to the AO in the
Southern Hemisphere that was in fact first described by Kidson (1988), and called by Thomp-
son and Wallace the Antarctic Oscillation (AAO) and by Kidson the High Latitude Mode. This
mode has a similar vertical and horizontal structure to the AAO despite the very different sur-
Interhemispheric Thermal Contrast or
Atlantic Multidecadal Mode
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face conditions represented by Antarctica. The history of this mode is poorly known, but
atmospheric data are probably good enough to define its behaviour over the last 30 years. Like
the AO, the AAO appears to have multidecadal variability and has also gone into a positive
mode since the late 1980s. 
There appear to be modulations of the interannual El Niño-Southern Oscillation (ENSO) vari-
ations on decadal to multidecadal time scales which are particularly prominent in the Pacific,
and to some extent the Indian Ocean. The Pacific Decadal Oscillation is one manifestation, de-
fined over the North Pacific (Mantua et al., 1997), and the Interdecadal Pacific Oscillation is
another, defined over all of the Pacific basin. These phenomena may be essentially the same,
though this remains to be proved. The former has been defined on decadal and subdecadal
time scales whereas the latter was approached from an interdecadal perspective (Power et al.,
1999). Key features of these phenomena involve probable subtle changes in the familiar ENSO
pattern of SST as we move to decadal and multidecadal time scales. As the time scale gets long-
er, variance in the North West Pacific and (for the Interdecadal Oscillation) the South West
Pacific increases relative to that in the tropical central and east Pacific. The former regions have
the opposite sign of SST anomalies to the tropical central and east Pacific when the patterns are
well developed. Another change from shorter time scales is that the sign of the SST anomalies
is the same in the West Tropical Pacific as in the East Tropical Pacific on multidecadal time
scales; on the interannual ENSO time scale the sign is at least weakly opposite. This could
change the distribution of diabatic heating with more rainfall in parts of the easternmost part
of the west Pacific during the warm Tropical east Pacific phase. If these background SST and
diabatic heating variations are real, they should modulate interannual ENSO teleconnections
e.g. as suggested for Australia by Power et al. (1999) and for North America (via the PDO –
Mantua et al., 1997) by Gershunov and Barnett (1998). 
Related to the PDO are variations in North Pacific pressure sometimes called the North Pacific
Oscillation. This index measures the mean winter half-year surface pressure over a wide re-
gion of the North Pacific. Besides strong interannual variability, there is also clear interdecadal
variability. 
There is a tendency for quasi-bidecadal variability to occur over a number of regions of the
world. The most famous example is bidecadal variability of rainfall in parts of southern Africa.
This is so pronounced in the areas affected that the probability of seasonal drought or flood is
quite strongly dependent on the current phase of this variation. Folland et al. (1999) noticed
that several patterns of SST represented by major near global EOFs were significantly correlat-
ed with this phenomenon, particularly their EOF4 which gives weight to the South Indian
Ocean. Using cross validation and step-wise multiple correlation methods, substantial hind-
cast skill was obtained from the three most prominent global SST covariance EOFS in the 1911-
95 epoch, but excluding the global warming pattern. Pronounced sub-bidecadal variability has
recently been found for New Zealand temperature. 
Variations of SST on near decadal time scales appear in the tropical Atlantic. These variations
are associated with a dipole of SST anomalies between the tropical South and North Atlantic.
An apparent dipole of variability exists on many time scales but only on near decadal time
scales does a coherent anticorrelation of SST anomalies exist across the equator (Tourre et al.,
1999). North East Brazil rainfall is very sensitive to such anomaly dipoles in the Tropical At-
lantic, no matter whether the two nodes vary randomly or coherently. Besides the very strong
interannual influences, studies have also detected decadal influences on North East Brazil
rainfall, very likely due to this coherent dipole, using SST analyses, and an atmospheric gen-
eral circulation model forced with observed SST, both for the period 1912-1998. 
A feature of higher latitude Southern Hemisphere circulation that has received increasing in-
terest in recent years is the so called Antarctic Circumpolar Wave (ACW). The ACW is an
eastward propagating wave with a 3-6 year period, composed of covarying SLP and SST
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anomalies that take some 8 years to circle the globe. There is still contention as to whether the
ACW is linked to interannual ENSO variability, but there are also intriguing questions about
whether the ACW may display decadal-interdecadal fluctuations similar to the ‘ENSO-like’
modes noted above. At present, data is only sufficient to resolve the ACW effectively since the
early 1980s. 
Fig. 2: First EOF of extra-tropical pressure at MSL in July-August (pattern and time series), courtesy of J.
Hurrell
Finally, we mention a new topic. In the extratropics, much emphasis of research on decadal to
multidecadal variability has been on the colder seasons. However UK climatologists have long
suspected a strong variation in UK high summer (mainly July and August) rainfall and the as-
sociated atmospheric circulation on multidecadal time scales. This variation was linked
empirically to Sahelian summer rainfall variations in an unpublished analysis by Folland et al.
(1987). Recently Hurrell (personal communication) found that this behaviour of UK summer
climate seemed to be strongly related to the first EOF of extratropical pressure at mean sea lev-
el in July and August, quite similar to a pattern shown by Thompson and Wallace (2000) in
their study of the seasonal cycle of the NAO. Figure 2 from Hurrell (personal communication)
shows the pattern and time series of this July and August sea level pressure EOF. A horseshoe-
shaped ring of negative correlations is also found in the tropical Atlantic cyclone track that
joins the southern half of the midlatitude storm track crossing the UK in other analyses relating
Sahel rainfall and July and August sea level pressure over the North Atlantic for the period
1947-1996. Over the UK, correlations are highly significant. A very similar, slightly stronger
pattern is seen in the HadAM3 climate model. If confirmed, this phenomenon may involve
 36
tropical-extratropical interactions involving summer Atlantic storm tracks. Cross spectral
analysis shows significant coherence between high summer rainfall over England and rainfall
in the Sahel on multidecadal time scales, and some coherence on shorter time scales. 
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Analysis of sea surface temperature (SST) observations (Latif 2001) suggests a pan-oceanic in-
teraction between the tropical Pacific and the Atlantic Ocean at multi-decadal time scales, such
that periods of anomalously high SSTs in the eastern tropical Pacific are followed by a basin-
wide SST dipole in the Atlantic Ocean with a time delay of a few decades (Figure 1). The SST
anomaly structure in the Atlantic Ocean is reminiscent of variations in the North Atlantic ther-
mohaline circulation. The two ocean basins are linked through an “atmospheric bridge”
involving anomalous fresh water fluxes. Based on the observational findings, the Atlantic ther-
mohaline circulation may strengthen during the next decades in response to the strong
decades- long increase in eastern tropical Pacific SST, which will have strong impacts on the
climates of North America and Europe through changes in the North Atlantic has been shown
in a recent paper (Latif et al., 2000) that changes in the tropical Pacific stabilise the North At-
lantic thermohaline circulation (THC) in a greenhouse warming simulation, with the
atmosphere serving as a coupling device between the two oceans. The proposed mechanism
works as follows: The long-term changes in the eastern tropical Pacific SST induce changes in
the fresh water flux over the tropical Atlantic, which will lead to anomalous sea surface salin-
ities (SSSs) in the tropical Atlantic Ocean. The SSS anomalies are advected poleward by the
mean ocean circulation, eventually affecting the density in the sinking region of the Northern
Hemisphere, thereby affecting the convection and the strength of the thermohaline circulation. 
Fig. 1: Spatial distribution of correlation coefficients between the Niño-3 SST anomaly time series and the
global SST anomalies at lag 30 years. The anomaly structure is reminiscent of variations in the THC,
indicating that variations in the THC follow variations in tropical Pacific SST with a time lag of 30 years.
The data were low-pass filtered with a 11-year running mean prior to the correlation analyses.
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Abstract 
The low-frequency climate variability simulated in the North Atlantic by a coupled ocean-at-
mosphere model is diagnosed and compared to available observations. A variety of statistical
methods is used to study the quasi-decadal (QD) oscillations. They tend to show that local di-
rect interactions between the atmosphere and the ocean may help maintaining them. 
1. Observed low-frequency variability 
The observed power spectrum of climate records shows significant variability at different time
scales. Some well defined periods, as those of the diurnal or annual cycle, are governed by as-
tronomy. At the other extreme of the frequency record, variability at the scale of thousand
years has been documented by paleoclimatic indicators. Following Milankovitch’s theory
(1941), periodic variations of the orbital parameters can serve to trigger the glacial/inter-gla-
cial cycles over the last 3 millions years. Between those extremes, we may define for our
purpose a low frequency variability (LFV), at the scale of inter-annual to inter-decadal varia-
bility. We are interested in these time scales because they are those of our life time, although
they are not dominant in the power-spectrum. 
The spatial pattern associated with this LFV is well characterized. In the North Atlantic, the
atmospheric variability at any time scale is dominated by a large-scale fluctuation, between the
Azores Anticyclone and the Iceland Low: this is the North Atlantic Oscillation (NAO). A pos-
itive phase of this oscillation corresponds to both a strengthening of the high and low
pressures, intensifying western winds (figure 1, left). This is clearer in winter. To represent this
feature, Hurrell (1995) defined a NAO index as the difference of sea-level pressure (SLP) anom-
alies between Azores and Iceland, respectively normalized by their standard deviation. From
1864 to 1995, this index shows a strong high-frequency variability, modulated by “low-fre-
quency” fluctuations. A positive trend since 1960, which implies an increase of the positive
phase of NAO, is also apparent in the record. The sea surface temperature (SST) anomalies as-
sociated to this zonal SLP pattern (figure 1, right) are warmer in the west side of the basin,
south of New-Foundland and near Europe, and colder in the subpolar gyre and trade-winds
zone. This association of atmospheric (SLP) and oceanic (SST) modes is prevailing at both in-
ter-annual and intraseasonal time scales. 
NAO potential importance comes from its clear correlation with other climatic fields over Eu-
rope, like precipitation. In a positive phase of the NAO, there is a deficit of precipitation above
the Mediterranean Sea and in the South of Europe, with an opposite excess in the North of
Europe. 
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Figure 1: Left: Correlation
map between NAO index
(defined by Hurrell) and
SLP (NCEP data) from
1958 to 1995, in winter
means. Right: Correlation
map between SST (GISST
data) and NAO index from
1903 to 1992, in winter
means.
The study of this LFV shows some evidence of weak peaks which organize or dominate the
variability. In the atmosphere, Hurrell’s NAO index frequency spectrum shows some decadal
time scales, between 6 and 8 years (from winter means). On the contrary, the first two modes
of variability for SST anomalies in winter are characterized by longer periods of about 10 and
13 years. A first mode is more zonal and appears as NAO’s signature on the ocean surface. A
second mode exhibits marked anomalies off New-Foundland. The apparent difference of time
scales between the atmosphere and the ocean shows the inherent complexity of the mecha-
nisms affecting climate variability. Further diagnostics are needed and an additional useful
tool is the M-SSA analysis. It tends to reveal a 13-year oscillation. 
To investigate the main physical mechanisms playing a role in LFV, we try to find evidences
of atmosphere-ocean connections. We use for that purpose a coupled ocean-atmosphere mod-
el, in which we first study the role of the atmospheric heat fluxes and the SST. The
mathematical manifestation of climate variability may take different forms, and in conse-
quence we also use different statistical methods to study it. If the fluctuations are near-linear
oscillations they will probably be captured by an Empirical Orthogonal Function (EOF) anal-
ysis followed by harmonic analysis. Non-linear oscillations will be best detected by an auto-
regressive analysis (a M-SSA analysis). Then to study the mechanisms of rapid transitions be-
tween modes (Palmer, 1993; 1999), we use a weather regimes analysis - or an adaptation of it
to the seasonal time scale. 
2. General appreciation of the ISPL model 
The low-frequency climate variability over the North Atlantic middle latitudes is studied in
two-century long simulations of the IPSL coupled ocean-atmosphere General Circulation
Model (Institut Pierre Simon Laplace). The model used is constituted of the LMD AGCM for
atmosphere (version LMD5.3), the OPAICE OGCM for ocean (version OPA7). The coupler
used has been developed at CERFACS (OASIS2.1). The simulation considered here lasts 225
years and is very stable. 
The first modes of both the geopotential height at 500 hPa (z500) and the SST exhibit QD time
scales. The power spectrum of the first principal components (PC) shows significant peaks at
6 years for the atmosphere and around 9-10 years for the ocean. As for the observations, the
atmosphere evolves at shorter periods than the ocean. The simulated spatial structures are also
comparable with the observed ones. An M-SSA analysis confirms the robustness of the QD os-
cillation: both for the SST and the sea-surface salinity (SSS), we find a 8-year oscillation. This
oscillation is not confined at the surface but exists over a 500 m depth. 
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3. Analysis of the relation: atmospheric forcing (flux) / sea surface temperature in the cou-
pled model 
To study the phase relation between SST anomalies and oceanic heat flux anomalies at inter-
seasonal to inter-annual time scales, we plot the lagged correlation function between the SST
PC1 and the net oceanic heat flux in zonal mean, at 40oN, latitude of the maximum of the sim-
ulated QD variability (figure 2). The maximum of the correlation appears for a lag of 1 year
when atmosphere leads (correlation of 45%). To interpret the sign change of the function near
lag 0, we use the concepts illustrated by Frankignoul et al. (1998) through their simple model,
which considers the role of an atmospheric forcing associated with a negative atmospheric
feed-back. They show that in such a case the flux/SST covariance is anti-symmetric (between
positive and negative lags) and decreases towards zero when the lag increases. In the coupled
model, there is a sign change of the correlation function near zero lag, but the function doesn’t
decrease towards zero and oscillates around zero with a periodicity of 8 years, which is the QD
period found before. The atmospheric forcing is organized as a dipole SLP structure, corre-
sponding to a positive phase of NAO (not shown), with a gain of energy for ocean south of
New-Foundland and a deficit in the subpolar gyre. 
Figure 2: Lagged (in years) correlation function between
the SST PC1 and net oceanic heat flux in zonal mean at
40oN. Ocean leads for negative lags. Atmosphere leads
for positive lags.
In these analyses, we define the atmospheric forc-
ing at a seasonal time scale (mean over DJF). Its
role is difficult to analyse, though, because the
heat fluxes also and predominantly vary at short-
er daily and intraseasonal modes. For this reason,
we also use a weather-regime analysis and the as-
sociated notion of “climate regime” to better
characterize this atmospheric forcing. Weather
regimes are defined as the states of the atmos-
phere with the highest probability of occurrence.
We use a partitioning algorithm developed by Michelangeli et al. (1995) to obtain compact
clusters. The optimal number of clusters is given by the number for which the distance be-
tween a calculated index of classifiability and a 90% confidence level is positive and maximum.
For NCEP analysis, on z500, we find with daily winter values, 4 weather regimes, as found by
Michelangeli et al. (1995) and defined by Vautard (1990) as the blocking regime, the Greenland
Anticyclone, the zonal regime and the Atlantic ridge. The results of the coupled model are best
described by a slightly larger number of regimes (7), whose structures are however in good
correspondence with the observed ones. We also apply this idea of finding recurrent structures
to the seasonal winter means (to get a closer correspondence with the seasonal heat fluxes, as
noted above). We find a similar number of climate regimes (6). For these climatic regimes, the
amplitude is smaller and we recognize the zonal regime and the Greenland Anticyclone. To
check the robustness of the structures obtained through EOF and M-SSA analysis, we may
know calculate SST anomaly composites associated, for example, with the zonal regime. We
do find the same structure that was characterized as the NAO’s signature on the ocean surface.
When the atmosphere leads with a lag of 1 year, the SST amplitude is stronger, but the struc-
ture disappears after lag 1. 
These ”climate regimes” are therefore a pertinent tool to characterize the evolution of climate.
To determine the complexity of the climate behaviour we wish to know the weather regimes
which participate to a winter ”climate regime”, and therefore to the associated mean winter
atmospheric forcing. We plot for each of the climate regimes the number of days correspond-
 20  15  10  5 0 5 10 15 20
 0.4
 0.3
 0.2
 0.1
0
0.1
0.2
0.3
0.4
0.5
Correlation laggee PC1(SSTdjf)/flux chaleur oc 40N
dephasage (annee)
co
rr
e
la
tio
n
lag+: ocean menelag : atmosphere mene
 41
ing to any of the 7 weather regimes (figure 3). We see that a climatic regime is an aggregation
of the different weather regimes, with a different weighting. This complex aggregation is the
main driver of climate fluctuations at QD scales.
Figure 3: Repartition of the 7 weather
regimes in the 6 “winter climate regimes”
(z500)
Conclusions 
In our model, the atmosphere forces the ocean (which is a well-known result) but the ocean-
atmosphere interactions are also apparently important. This is shown in particular by the flux/
SST lagged correlation which shows a quasi-decadal periodicity which would be impossible to
explain through a passive answer of the ocean to the atmosphere. There is in particular a strong
local relation between flux and SST south of New-Foundland. The “winter climate regimes”
notion (on z500) permits to study intermittent fluctuations of the atmospheric forcing. The way
it associates SST composites with the atmospheric forcing is in agreement with other statistical
methods (EOF, M-SSA, correlation), with the same lag of 1 year. But the correspondence be-
tween the weather regimes based on daily values, and the actual structures that force the slow
variability of climate remains a statistical one, which is not fully understood. 
We also underline the necessity of using a large number of statistical tools as long as the true
nature of these oscillations has not been elucidated. 
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Introduction 
With the latest available "proxy" climate evidence, the spatial patterns of large-scale climate
change during the past millennium have now begun to be characterized (Briffa 2000; Mann et
al., 1998; 1999; 2000ab; Jones et al., 1998). Recent climate reconstructions of Mann and col-
leagues have used networks of diverse high-resolution proxy climate indicators ("multiproxy"
networks) to reconstruct large-scale surface temperature patterns (Mann et al. 1999; 2000ab),
indices of the ENSO phenomenon (Mann et al., 2000ab), North Atlantic Oscillation (Mann,
2000a; Cullen et al., 2000), and estimate natural (Delworth and Mann, 2000) and externally-
forced (Waple et al., 2000) patterns of climate variability during this period. Here we focus on
insights from these reconstructions into decadal climate variability in past centuries. 
Background 
The details of the approach to paleoclimate reconstruction are discussed elsewhere (see Mann
et al., 1998; 1999; 2000ab). The method involves a multivariate calibration of the leading eigen-
vectors of the 20th century surface temperature record against a global network of diverse
proxy indicators to exploit the large-scale structure and complementary seasonal and climatic
information in a diverse network of climate proxy indicators in reconstructing past global sur-
face temperature patterns. Significant skill in these reconstructions has been indicated in
independent cross-validation exercises (see Mann et al., 1998; 1999; 2000ab) and appropriate
self-consistent uncertainties have been estimated back in time. The annual-mean reconstruc-
tions of Mann et al. (1998) have recently recently been extended to include distinct warm and
cold-season reconstructions (Mann et al., 2000b). The underlying principle in this work is that
natural (and human) proxy archives of information can be used to capture the variations in the
main patterns of seasonal or annual temperature in the modern instrumental record, and that
these patterns can be used to reconstruct the surface temperature field back in time, as well as
yield global, hemispheric, or regional mean quantities of interest. Our methodology only as-
sumes that each proxy record exhibits a linear relationship with one or more of the principal
components (PCs) of the instrumental record, and not that the proxy itself necessarily be a tem-
perature record. Only carefully-screened records with annual resolution and dating were
used. For the period after A.D. 1820, when all 112 records were available, it was possible to
skillfully reconstruct 11 PCs, or temperature patterns, calibrating (and cross-validating) be-
tween 30-40% of the total instrumental surface temperature variance, and 70-80% of the
instrumental variance in Northern Hemisphere (NH) mean tempeature. As the dataset be-
comes sparser at earlier times, the number of patterns that can be skillfully reconstructed
decreases. Back to AD 1000 roughly 40% of the variance in NH is resolved in calibration and
verification. The primary feature of the NH reconstruction, which has sometimes been referred
to as the "Hockey Stick", is a gradual decline from A.D. 1000 to the mid-19 th century, signifi-
cant variation about this trend at interannual and decadal time scales, and then a sudden
reversal.
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Fig.1: Comparison of empirical and EBM-estimated millennial changes in Northern Hemisphere annual
mean temperatures during the past millennium.
Patterns of Decadal Variability 
The primary sources of interannual variability in global surface temperature patterns during
past centuries are the ENSO phenomenon (Mann et al., 2000ab) and, in the Northern Hemi-
sphere cold-season, the North Atlantic Oscillation or "NAO" (Cullen et al., 2000; Mann, 2000a).
Decadal ENSO-like variability, as well as decadal and multidecadal modulation of interannual
ENSO variability, is also a prominent feature in the reconstructed climate of the past few cen-
turies (Mann et al., 2000a). At multidecadal and century timescales, other patterns appear more
important. This is particularly true in the North Atlantic sector, where multidecadal and cen-
tury-scale changes in the North Atlantic Oscillation and related patterns, appear important in
describing the regionally prominent "Medieval Warm Period" and "Little Ice Age" of the North
Atlantic and neighboring regions (see e.g. Keigwin and Pickart, 1999). There is also evidence,
however, that basin-scale changes in North Atlantic sea surface temperatures distinct from the
NAO may also play a role in these changes. Black et al. (1999) emphasize prominent tropical
Atlantic variability in past centuries at decadal timescales, while Delworth and Mann (2000)
highlight (see also Kerr, 2000) the importance of an intrinsic mode of North Atlantic climate
variability on multidecadal climate changes in the North Atlantic sector (Mann et al., 1995).
The relationship between these interannual, decadal, and multidecadal temperature patterns,
and changes in regional drought, and atmospheric circulation patterns is an area of active cur-
rent research. One possible mechanism is that low-frequency variations have modulated the
behavior of ENSO. Significant multidecadal modulation of interannual ENSO teleconnection
patterns is evident in past centuries (e.g. Cole and Cook, 1998; Mann et al., 2000a). It is evident,
furthermore, that regions such as equatorial east Africa which are influenced by ENSO in mod-
ern history, have undergone significant changes in drought/wetness during the past 1000
years (Verschuren et al., 2000). Multidecadal changes in atmospheric circulation, and drought
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in North America (Woodhouse and Overpeck, 1998) may be associated with the impacts of a
significant pattern multidecadal climate variability originating in the North Atlantic sector dis-
cussed above (Delworth and Mann, 2000). 
Forced Variability 
Recent studies invoking statistical comparisons of reconstructions of surface temperature with
time series estimates of natural (solar and volcanic) radiative forcing during past centuries
(e.g., Lean et al., 1995; Overpeck et al., 1997; Mann et al., 1998; Damon and Peristykh, 1999;
Crowley and Kim, 1996; Waple et al., 2000) suggest that both solar and volcanic influences
have a detectable influence on decadal and longer-term temperature variations in past centu-
ries. Similar conclusions have been reached in studies that have used these forcing time series
to drive energy balance models (EBMs), producing surface temperature estimates that can be
compared to empirical temperature reconstructions (Crowley and Kim, 1999; Free and Rob-
ock, 1999; Crowley, 2000). Using such an EBM simulation, Crowley (2000) has shown that
between 40% and 60% of the decadal and longer-term pre-anthropogenic variability in the
Northern Hemisphsere temperature reconstructions of both Mann et al. (1999) and Crowley
and Lowery (2000) can be explained in terms of the response to a natural forcing (Figure 1).
The 20th century warming, however, requires the additional contribution of anthropogenic
(greenhouse gas plus sulphate aerosol) forcing. Crowley's model prediction underpredicts the
observed cooling of the the late 19th century, which may arise from albedo changes associated
with anthropogenic land-cover changes which are not incorporated in his analysis (see Mann,
2000b). Equally importantly, Crowley shows that the spectrum of the residuals (i.e. the remain-
ing component after this forced variability is accounted for) agrees almost precisely with that
of unforced variability from control runs of coupled models, reinforcing the notion that cou-
pled ocean-atmosphere climate models used for "fingerprint detection" of anthropogenic
climate change (e.g., IPCC, 1996) provide reasonable estimates of the amplitude of unforced
variability at decadal-to-century teimscales. The latter finding reinforces model-based claims
of detection and attribution of observed climate change.
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Introduction 
Decadal variability of tropical Pacific SSTs has been shown to be associated with Australian
rainfall anomalies in observations (Power et al., 1999). They noted a decadal modulation of in-
terannual teleconnections between El Niño events and Australian rainfall. When tropical
Pacific SSTs are warm on the decadal timescale, the interannual correlation between El Niño
and La Niña events and Australian rainfall decreases, with the converse being true during pe-
riods of anomalously cold tropical Pacific decadal SSTs. 
The purpose of this study is to use a global coupled model to study the possible mechanisms
that may be producing these decadal climate fluctuations. We analyse the NCAR/DOE Paral-
lel Climate Model (PCM), with a T42 18L atmosphere, a 2/3 degree (down to 1/2 degree in the
equatorial tropics) 32L ocean, dynamic and thermodynamic sea ice and the LSM land surface
scheme. A general description and simulation results from the PCM are given in Washington
et al. (2000). This model has been shown to simulate El Niño amplitude close to observed
(Meehl et al. 2000), with the observed negative correlation between interannual Niño3 SSTs
and Australian rainfall (10oS-40oS, 110oE-155oE) of -0.48. A more detailed description of these
results appears in Arblaster et al. (2000). 
Results 
Power et al. (1999) show that EOF3 of low-pass filtered seasonal SST has an El Niño-like pat-
tern with a decadal timescale but with a more broad off-equatorial maximum in the tropical
Pacific, and with like-sign anomalies stretching right across the Pacific. They use the principal
component time series of this EOF as an index of the Interdecadal Pacific Oscillation (IPO).
They show that in periods of positive IPO (when tropical Pacific SSTs are warm), there is re-
duced interannual teleconnectivity between El Niño and Australian climate variables, and vice
versa for periods of negative IPO. 
We derive an IPO index for the PCM by first low-pass filtering surface temperature from the
300 year control run with a 13 year cut-off. The first EOF of the filtered data has many features
in common with the IPO pattern of Power et al. (1999). Performing a similar calculation of cor-
relations in 13 year running blocks between SOI and Australian rainfall in the model shows
some periods when the observed decadal modulation of interannual teleconnections occurs in
the model, but some periods when the relationship does not hold. Since these linkages are in-
termittent in the model, either the model is not consistently capturing the observed
teleconnections, or the limited period of observations (about 100 years) samples only a strong
period of decadal teleconnectivity. 
We use the model as a tool here to study mechanisms by choosing 3 periods of positive IPO
and 3 periods of negative IPO when there is decadal modulation of interannual teleconnec-
tions between ENSO and Australian rainfall as in the observations. We then formulate
composites of positive and negative IPO to address three possible mechanisms that could be
producing the decadal modulation of interannual variability. For periods of positive IPO, 1) A
decrease of El Niño amplitude could reduce interannual teleconnections to Australian rainfall,
2) An eastward shift of the rising branch of the Walker Circulation away from Australia during
periods of positive IPO could reduce the interannual teleconnections from the tropical Pacific,
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and 3) Western Pacific SST anomalies associated with Pacific decadal variability could have a
regional influence on Australian rainfall and disrupt the larger scale teleconnections from the
central and eastern Pacific. 
Fig. 1: Difference, positive minus negative IPO, of upper ocean temperatures along the
equator in the Pacific. 
Concerning the first mechanism, the interannual standard deviation for all years of annual
Niño3 SST is 0.65oC. For periods of positive IPO, this drops to 0.48oC, and for negative IPO it
rises slightly to 0.70oC. This suggests that reduced El Niño/La Niña amplitude during positive
IPO could provide less forcing of the large-scale east-west circulation and reduce the interan-
nual correlations between Niño3 and Australian rainfall. The reason El Niño amplitude is
reduced during positive IPO is shown in Fig. 1 which is the difference, positive minus negative
IPO, of upper ocean temperatures along the equator in the Pacific. A relaxation of the thermo-
cline slope is indicated by negative differences at the depth of the thermocline in the western
Pacific near 200m, with positive differences in the central and eastern Pacific. It has been
shown that in this model if the thermocline deepens or becomes less intense in the central and
eastern Pacific, El Niño variability decreases (Meehl et al., 2000). This is the case here on the
decadal timescale. 
Fig. 2 illustrates the second mechanism as the difference of 200 hPa velocity potential for pos-
itive minus negative IPO periods. The eastward shift of the Walker Circulation in positive IPO
periods is indicated by negative differences to the north and east of Australia, and positive dif-
ferences over Australia. This would essentially contribute to isolating Australia from the
centres of action of the east-west circulation in the Pacific and reduce interannual teleconnec-
tivity between Niño3 SSTs and Australian rainfall. 
To investigate the third mechanism, we have run AMIP simulations with SSTs in the tropical
western Pacific enhanced by 0.5oC, and compared the interannual correlation between Niño3
SSTs and north-east Australian rainfall in that run to an AMIP control run. The correlations de-
crease from -0.57 in the control run to -0.47 in the warm SST run and -0.44 in the cold SST run.
A second set of integrations with anomalously cold and warm SSTs in the western Pacific
shows a comparable decrease for both experiments. Since both warm and cold SSTs decrease
the inter-annual correlations somewhat, there are two possible interpretations. Since all corre-
lations are still significant at the 10% level, one possibility is that the western Pacific SST
variations on the decadal timescale do not significantly affect the interannual teleconnections.
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Another possibility is that since in both warm and cold experiments the interannual correla-
tions decrease, any decadal deviation from near the mean state, either positive or negative,
changes the base state precipitation regime over northern Australia and disrupts somewhat
the interannual teleconnections. Thus neither decadal base state in the western Pacific is pref-
erential in actually increasing interannual teleconnectivity. In either case, the western Pacific
decadal SST variations appear to be less of a factor in disrupting the interannual teleconnectiv-
ity than the other two mechanisms. 
Fig. 2: a) Annual mean 200hPa velocity potential for a long-term mean. Negative contours indicate rising
motion, positive contours indicate sinking motion. Units are 106 m2 s-1. Anomalies from the long term
mean are shown for b) positive interdecadal periods and c negative interdecadal periods of 200 hPa velocity
potential for positive minus negative IPO periods.
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Conclusions 
A global coupled model, the NCAR/DOE PCM, shows some evidence of interannual and dec-
adal links between tropical Pacific SSTs and Australian rainfall. The decadal links are
intermittent in the model, suggesting that either the model is not consistently capturing he ob-
served teleconnections, or the limited period of observations (about 100 years) samples only a
strong period of decadal teleconnectivity. For decadal periods of positive SSTs in the tropical
Pacific in the model when the observed relationship holds: 
1. El Niño variability is less, contributing to weaker interannual teleconnections with 
Australian rainfall. 
2. The ascending branch of the Walker Circulation shifts eastward away from Australia and 
contributes to reduced interannual teleconnections to Australian rainfall. 
3. GCM sensitivity experiments show that western Pacific SST anomalies on the decadal 
timescale can have a regional influence on Australian rainfall, though these SST anomalies 
appear to be less of a factor in disrupting the interannual teleconnectivity between ENSO 
and Australian rainfall than the other two mechanisms. 
We further examined periods in the model when the interannual and decadal links did not
work. These are evidenced by a weaker connection of the IPO to the western Pacific with less
influence on the shifts in Walker Circulation and almost no impact on El Niño amplitude.
Thus, in the model, for the decadal modulation of interannual variability to work, there must
be a sufficiently high amplitude excursion of the IPO with a relatively strong change in base
state to allow the disruption of the interannual teleconnections. 
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We aim to increase the skill of climate predictions up to about 10 years ahead by initialising a
coupled ocean-atmosphere GCM with atmospheric and oceanic observations. This will allow
us to predict the evolution of low frequency anomalies arising from natural variability as well
as secular trends arising from the response to anthropogenic or natural changes in radiative
forcing. Our project focuses mainly on the North Atlantic and Europe, however we use a global
coupled model which is initialised by assimilating global data. This allows the possibility of
obtaining useful predictions for any part of the globe where the physics of coupled ocean-at-
mosphere variability leads to potential predictability on seasonal time scales or beyond. Here
we report early experiments with the HadCM3 coupled model (Gordon et al., 2000) in which
we initialise the ocean with observations and attempt to hindcast the early 1970s. These hind-
casts do not include the effects of anthropogenic changes in radiative forcing. 
HadCM3 as a decadal prediction tool 
The model reproduces quite well the observed variability of global mean surface temperature
and also possesses a vigorous and generally realistic ENSO cycle (Collins et al., 2000). Its rela-
tively high resolution of 1.25x1.25 degrees in the ocean allows a realistic simulation of heat
transports in upper ocean current systems such as the Gulf Stream/ North Atlantic Current
(NAC). This enables it to reproduce the observed characteristics of SST anomalies which prop-
agate along the NAC on the decadal time scale. The links between these anomalies and
variations in Labrador Sea convection and the North Atlantic Oscillation (NAO) are also sim-
ulated in a qualitatively realistic manner (Cooper and Gordon, 2000). On the other hand,
observed relationships with North Atlantic SSTs leading the atmospheric circulation are not
well captured (Rodwell and Folland, 2000) while the correlation between wintertime atmos-
pheric variability over the North Pacific and North Atlantic oceans is too strong (Collins et al.,
2000). Thus HadCM3 possesses a number of characteristics which are essential in a credible
seasonal to decadal forecasting tool, however it also possesses significant limitations which
will reduce the potential for skilful forecasts in the North Atlantic until they are addressed in
future (see Smith et al., 2000, this volume). 
Early attempts to initialise the ocean 
We first tried using the assimilation scheme employed in short range operational ocean fore-
casting at the Meteorological Office (Bell et al., 2000). Starting from a random state selected
from the control integration of HadCM3, temperature and salinity observations made in the
upper 1000m during the 1960s (Levitus and Boyer, 1994, Levitus et al., 1995) were assimilated
using the iterative analysis correction method of Lorenc et al. (1991). Observations were assim-
ilated as anomalies relative to the model climatology in order to minimise the risk of climate
drift once assimilation was switched off. Observations were nudged into the model over a 10
day period assuming that the spatial correlation between observations at different locations
follows a second order autoregressive function with an e-folding scale of 300km (increased to
600km near the equator). Sea surface temperatures were strongly relaxed towards monthly
global analyses taken from the GISST 3.0 dataset (Rayner et al., 1998). In a typical month tem-
perature observations were available everywhere at the surface but only at 5-15% of model
grid boxes sub-surface. Surface or In most parts of the world ocean the model assimilated the
observations effectively, however unacceptable biases developed in the north Atlantic in win-
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ter, characterised by positive errors in SST, erroneous deepening of the mixed layer and
negative temperature errors at the base of the mixed layer. The feedback responsible for these
errors is illustrated in Fig. 1: In response to positive SST errors the assimilation scheme gener-
ated negative temperature increments which drove convection, thus deepening the mixed
layer. This restored the original SST error and created negative errors at the base of the mixed
layer, since the sub-surface water is warmer than the surface water at high latitudes in winter.
The assimilation scheme then generated further negative increments at the surface and posi-
tive increments below, thus driving further deepening of the mixed layer. 
Figure 1: Monthly temperature anomalies, assimilation increments and mixed layer depths averaged over
part of the northern North Atlantic during an experiment using the original assimilation scheme 
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The development of the mixed layer feedback implies that the available observations were not
being allowed to constrain the model strongly enough during assimilation. Several limitations
of the assimilation scheme were identified as likely contributors to this problem: 
1. No attempt was made to infer salinity from temperature observations; 
2. In most parts of the ocean the correlation scale is much larger than 300km, thus 
individual observations should influence a much wider area; 
3. No account is taken of vertical correlations between observations- for example the SST 
should be assimilated throughout the mixed layer rather than just at the surface itself. 
A simple attempt was made to address (1) by using synthetic salinities chosen to balance the
effect on density of temperature increments, however this was only partially successful. It was
therefore decided to address all the above shortcomings using a new approach. 
New assimilation scheme 
In the new scheme the influence of available observations is extended by using horizontal and
vertical correlations simulated by HadCM3 to infer temperature and salinity values at loca-
tions remote to the actual observation sites. In addition local correlations between temperature
and salinity are used to infer salinity from temperature. These correlations are used to produce
gridded monthly analyses from the raw observations using optimal interpolation (OI). Only
statistically significant correlations (greater than 0.5 or less than –0.5) are used in the OI equa-
tions. The use of model rather than observed correlations leads to analyses which are
consistent with the simulated natural variability of HadCM3 as well as with the available
observations. 
In OI the analysis at any grid point is computed as a weighted sum of the observations, the
weights being chosen to minimise the expected error of the analysis. This involves inverting a
KxK square matrix, where K is the total number of observations. In order to reduce the com-
putational burden the analysis was performed in two steps: horizontal followed by vertical.
The horizontal step analyses all observations on a given level. This greatly reduces the time
needed to analyse sub-surface levels where there are typically less than 1,000 observations in
a given month, cf. ~10,000 for SST. The vertical step then spreads information vertically by
combining the horizontally analysed data in each model column. Finally the monthly analyses
are smoothed in time: this is done by combining each analysis with that from the preceding
and following months using OI based on persistence correlations obtained from HadCM3.
It was found that the GISST analyses of SST were often inconsistent with contemporaneous
near-surface observations from the Levitus and Boyer dataset, so it was decided to use month-
ly SST observations from the Comprehensive Ocean-Atmosphere Dataset (COADS) (Slutz et
al., 1985), which showed much better consistency with the sub-surface data. Typical results
from the analysis procedure are shown in Fig. 2a, b. The horizontal interpolation produces a
smoothly varying and complete analysis of SST from the COADS observations. Even at sub-
surface levels the horizontal interpolation produces an analysis with relatively few gaps, de-
spite the sparse distribution of raw observations. This reflects the large horizontal correlation
scales associated with the patterns of variability simulated by the model. The vertical interpo-
lation substantially increases the weights associated with the sub-surface analysis (the weight
is the expected error if climatology is used as the analysis divided by the expected error in the
actual analysis), due to the downward propagation of information from the surface. The ana-
lysed sub-surface anomalies increase in magnitude, however the large scale pattern remains
quite similar to that obtained from the horizontal analysis alone. This suggests that the
HadCM3 spatial correlation patterns used to make the horizontal analysis are broadly realistic.
The analysis procedure also produces distributions of salinity with relatively few gaps (not
shown), obtained by combining salinity values inferred from local temperature with real salin-
ity observations using OI. 
 53
The analyses are assimilated into the model by combining them with the model fields, which
are assumed to possess an expected error equal to the standard deviation of the model
climatology. 
Figure 2a (upper panels): First-stage analyses of ocean temperature at 5m and 48m for November 1968, and
associated weights, derived from a horizontal optimal interpolation (OI) of observations using model
correlation statistics 
Figure 2b (lower panels): Second-stage analyses for November 1968 after combining the horizontal analyses
in the vertical OI step 
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Experimental hindcasts 
An experiment was carried out in which observations were assimilated from 1 June 1968 to 30
November 1968 using the new assimilation scheme, following which assimilation was
switched off to allow HadCM3 to hindcast the period December 1968 to December 1973. An
ensemble hindcast of four members was produced with each member initialised from consec-
utive days at the end of the assimilation period. A corresponding experiment was carried out
using the old assimilation scheme to initialise the hindcast. 
During assimilation the model accepts the specified SST anomalies better using the new
scheme than the old scheme (Fig. 3). The contrast between the new and old schemes is even
more pronounced for sub-surface temperatures. In particular, the new scheme suppresses the
mixed layer feedback. The ultimate test for an assimilation scheme, however, is whether it
leads to improvements in forecast skill (measured here by the correlation between hindcast
and observed anomalies). The new scheme does lead to improved skill in the ocean, both at the
surface (Fig. 3) and sub-surface (not shown). This is confirmed by a second hindcast experi-
ment initialised from 1 December 1973. Nevertheless the hindcast skill is significantly below
an estimated theoretical upper limit obtained by calculating the average correlation between
pairs of ensemble members. This indicates considerable scope for improving skill in future, ei-
ther by improving the initialisation, the model, or both. Note that the estimated upper limit of
skill is itself dependent on the simulated representation of low frequency variability, and could
change as the model is improved. 
Figure 3: The red and green curves to the right of the dashed line show the correlation between simulated
and observed SST anomalies (5 month running means) during hindcasts initialised from December 1968
following six month assimilations performed using the old and new assimilation schemes. Each hindcast is
the mean of a four member ensemble. The black curve is the average correlation between pairs of ensemble
members in the hindcast initialised using the new scheme. The curves to the left of the dashed line show the
correlations between model SST anomalies and the anomalies being assimilated. 
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Figure 3 shows an interesting return of skill during months 18-30 of the hindcast. This is due
to a skilful prediction of a La Niña event which occurred in 1970-71 (Fig. 4). The fact that all
ensemble members predicted this event at a lead time of 2 years is encouraging, however a
large sample of hindcast experiments is needed to determine whether this was fortuitous, or a
real indication of predictability beyond the seasonal time scale. 
Figure 4.: Time series of the observed SST anomaly for the Niño3 region (90-150°W, 5°S-5°N) compared
with hindcast anomalies from the four member ensemble initialised using the new assimilation scheme. The
green curve shows the ensemble mean and the green shading shows the ensemble spread defined by the mean
plus and minus one standard deviation.
Future developments in initialisation 
We plan a number of improvements to the initialisation of forecasts: 
• Assimilation of atmospheric reanalyses into the coupled model 
This will allow us to initialise the wind-driven ocean circulation via atmosphere-ocean
coupling during assimilation, and should also improve the initialisation of temperature and
salinity via improved specification of surface heat and water fluxes. It will also allow us to
start forecasts from the observed atmospheric initial state. The (ERA) reanalyses will be
assimilated as anomalies in order to minimise the risk of climate drift in the atmosphere
once assimilation is switched off. 
• Assimilation of sea surface height anomalies from satellite altimetry 
We will assess the scope for improving ocean initialisation by assimilating global sea
surface height observations derived from satellite altimetry during the 1990s. Sea surface
height observations will be used to improve analyses of temperature and salinity using
correlations obtained from the HadCM3 ocean, consistent with the approach used to
generate analyses from temperature and salinity observations. 
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• Improved specification of model background error during ocean assimilation 
At present the weights for combining the analyses with the model fields are calculated by
assuming that the model fields possess a fixed error. In fact the error should vary in space
and time, dependent on the data previously assimilated and the error growth characteristics
of the model. The assimilation scheme is being refined to update the model error
interactively in order to optimise the calculation of the weights during assimilation. 
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Introduction 
The success of an ENSO-based statistical rainfall prediction scheme and the influence of ENSO
on Australia has been shown to vary in association with a coherent, inter-decadal oscillation
in surface temperature over the Pacific Ocean. When this Inter-decadal Pacific Oscillation
(IPO) raises temperatures in the tropical Pacific Ocean, the relationship between year-to-year
Australian climate variations and ENSO weakens substantially (Fig. 1), as does the vigour of
ENSO itself (Power et al., 1999).
Figure 1: Shows the correlation coefficients between the SOI and various quantities sensitive to climate
variability over Australia. Two sets of correlation coefficients are calculated – one for those decades in which
the IPO index is positive (> +0.5) and the other set covering those decades when the IPO index is negative
(< -0.5).
This waxing and waning is also reflected in the skill scores of the prediction scheme, with skill
dropping off when the relationships are weak and picking up when they are strong (Figure 2).
The impact of ENSO on Australia is currently being investigated using a 200 year long integra-
tion of the BMRC CGCM (Power et al., 1998). This model includes a R21 L17 version of the flux
adjusted BMRC AGCM (Colman, 1999; see also Colman and McAvaney, 1995 for more details
on where this model originated), a thermodynamic sea-ice model (Colman et al., 1992; Semt-
ner, 1976) and a global version of MOM (Power et al., 1995; Pacanowski et al., 1991; 1993) with
25 vertical levels, a zonal spacing of 2 degrees with a telescopic meridional spacing down to
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0.5 degrees near the equator. The model was specifically designed with ENSO and long-term
climate change and climate variability in mind. In fact an earlier version of this model was in-
corporated into a system which is now being used to perform ongoing experimental seasonal
predictions (Wang et al., 2000). 
Figure 2: Frequency distribution of skill scores taken from hindcasts back to 1900 using a statistical
prediction scheme for Australian seasonal rainfall anomalies based on the SOI. Positive scores correspond
to skillful forecasts. The black line with dots show the scores when the IPO index is negative. The red line
shows the scores when the IPO index is positive. Note that the latter has more negative (un-skilful) scores
and fewer positive scores. Thus the IPO appears to have modulated our ability to predict seasonal rainfall
anomalies over Australia.
Results 
The modelled impact of ENSO in this coupled model varies on inter-decadal time-scales. For
example, correlation coefficients between NIÑO3 and All-Australia rainfall in running 13 year
blocks vary from less than –0.9 to over 0.2 during the 200 year control integration conducted.
The key questions being addressed here are: do these inter-decadal changes in the “strength”
of the relationship between ENS O and Australia arise randomly or is there something in the
system like the IPO which favours decadal periods during which strong or weak teleconnec-
tions are favoured? To address these questions we are conducting a number of perturbation
experiments each 13 years long. As expected, the predictability of seasonal anomalies in
NIÑO4 appears lost in the preliminary experiments after about 2 years or less. Here, however,
we are more interested in the predictability and robustness of statistical relationships between
ENSO and Australian climate variability on decadal time-scales. Some of the perturbation ex-
periments begin where the teleconnections are strong and others where they are weak.
Additional perturbation experiments begin when the IPO is estimated to be in a negative
phase and others when the IPO is estimated to be in a positive phase. 
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Conclusions 
Interesting and potentially important variability in the strength of ENSO-Australia teleconnec-
tions have occurred on inter-decadal time-scales over the past century and similar variability
occurs in a 200 year long free-wheeling integration of our coupled GCM. Perturbation experi-
ments are being used to help assess the degree to which this variability is predictable by testing
the null hypothesis that the variability is a purely random phenomenon. An alternative possi-
bility is that the system is modulated by the IPO and this pre-conditions the climate system to
produce either strong or weak ENSO-Australia teleconnections. 
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Climate variations on decadal time scales have a profound influence on human activities. The
possibility of predicting them requires investigating the underlying physics. This entails estab-
lishing (a) the relationships and physical linkages between the different variables and (b) the
dynamics that set the decadal time scale. In analogy to a simple oscillator, (a) deals with the
multi-variate polarization relation or ‘anatomy’ of decadal variability, while (b) concerns its
dynamics. 
The purpose of this study is to revisit the coupled model decadal variability investigated by
Pierce et al. (2001) and Barnett et al. (1999) in the 128-year ECHO-2 coupled model run. This
model is an updated and improved version of the coupled model studied by Latif and Barnett
(1994), and hence should contain the 20-year decadal mode whose fundamental physical
mechanism has remained uncertain. We seek here to understand the relationships among dec-
adal anomalies of various physical fields in the central Pacific and the Kuroshio-Oyashio
Extension (KOE) region, the oceanic heat budgets in the central Pacific and KOE region, possi-
ble regional responses of the atmosphere to temperature anomalies caused by ocean dynamics,
and the consistency of the evolution of the run with mid-latitude coupled ocean- atmosphere
dynamics. In addition, we compare the findings with the available observations. Complete de-
tails of our results are given by Schneider et al. (2001).
Our study focuses on model streamfunction variability in the North Pacific which exhibits a
strong decadal component especially in the KOE and is clearly due to ocean dynamics (Pierce
et al., 2000) but can not be explained by spatial resonance (Saravanan and McWilliams, 1998;
Pierce et al., 2000). A complex empirical orthogonal function analysis of streamfunction evolu-
tion captures the bulk of its decadal variability and provides via the associated patterns clear
linkages with SST, atmospheric pressure, Ekman pumping and precipition. These are shown
for a typical magnitude of decadal variability and correspond to half a cycle of the leading
CEOF of ocean streamfunction(Fig. 1, 2). Coupled model decadal variability in the North Pa-
cific evolves in accordance with the schematic of Miller and Schneider (2000). Changes of
wintertime atmospheric pressure in the North Pacific, primarily due to intrinsic, low-frequen-
cy and global atmospheric variability, alter the surface heat budget in the central North Pacific
by changing Ekman advection and vertical mixing. This causes the development of the ‘canon-
ical’ SST anomaly pattern in the central and eastern North Pacific (Fig. 1) where anomalies of
opposing signs occur in those two areas (Zhang et al., 1997). The model central Pacific SST
anomalies are then subducted southwestward towards the equator while diffusion extinguish-
es them. 
Anomalies of Ekman pumping associated with changes of the North Pacific sea level pressure
excite changes of the oceanic stream function. Its anomalies (Fig. 2) are a superposition of a
larger-amplitude stationary forced response and a smaller-amplitude westward propagating
component associated with long Rossby waves. On average, the KOE region is affected up to
five years after anomalies in the central Pacific reach their maximum. In the KOE region, the
changes of the geostrophic circulation persist year-round. During summer, subsurface temper-
ature anomalies are insulated from the atmosphere by the seasonal thermocline and attain
largest values, while the anomalies at the sea surface are small. During winter, deep mixed-
layers bring the subsurface anomalies to the surface and lead to KOE SST anomalies with the
same sign as the preceding SST anomalies in the central Pacific (Fig. 1). The associated anom-
alous heating of the surface layer is vented to the atmosphere by changes of the turbulent
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surface heat fluxes (mainly latent). These anomalous surface conditions lead to anomalous pre-
cipitation in the western boundary region, such that warm SSTs and increased transfer of
sensible and latent heat from the ocean to the atmosphere coincide with increased precipita-
tion. Thus the atmosphere responds locally to oceanically induced KOE surface flux
anomalies. 
Figure 1 (left): Decadal anomalies of winter sea surface temperature (January through March). The
anomalies are scaled to a typical magnitude and are in units of degree K. Panels are approximately 3 years
apart and corresponds to half a cycle of decadal variability
Figure 2 (right): Decadal anomalies of oceanic stream function, vertically integrated between the surface
and a depth of 500m. Units are 103m2s-1. The sequence of panels correspond to Fig. 1.
The response of the wind stress suggests a positive feedback, with anomalies of wind-stress
curl over the western North Pacific reinforcing the existing KOE anomalies. This result is based
on experiments with an equivalent barotropic ocean model that captures the dynamics of lin-
ear, forced, mid-latitude Rossby waves and is successful in reproducting the results of the
coupled model (Fig. 3, left panel).
Experiments with this simple model suggest that the decadal time scale of the KOE variability
results from the integration along Rossby wave trajectories of stochastic forcing due to internal
atmospheric dynamics (Fig. 3, centre). The positive feedback of pressure in the KOE region
with North Pacific wind stress curl enhances the low frequency variability of the ocean stream
function due to a reddening of the spectra of wind stress curl (Fig. 3, right).
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Figure 3: Spectral power of ocean pressure at 151oE,
averaged from 34oN to39oN and integrated vertically
over the top 500 m of the water column. The left panel
shows spectra for results of ECHO-2 (solid line) and
from the best fit solution to an equivalent barotropic
Rossby wave forced by ECHO-2’s wind stress curl
(dashes connected by thin line). This spectra is repeated
as a reference on the centre and right panels. The centre
panel shows as a solid line the spectrum expected for
wind stress curl that has a white frequency spectrum
while conserving the spatial coherences and variances of
ECHO-2. The right panel displays as a solid line the
solution with positive feedback estimated from results of
ECHO-2. The dotted line shows results for the same
feedback, but with reversed sign.
It does not, however, select a time scale. The inconsistency of a negative feedback with model
results (Fig. 3, right) and the absence of a closed feedback loop are inconsistent with the as-
sumptions often invoked in simple coupled models of North Pacific decadal variability.
Instead, the results are consistent with the stochastically forced ocean model of Frankignoul et
al. (1997) with a local atmospheric response to SST that may act as a positive feedback.
Comparisons with observations confirm the coupled model results. In both observations and
model, decadal anomalies of atmospheric forcing and SST are largest during winter. The SST
anomalies occur in two centres of action (c.f.: Deser and Blackmon, 1996; Nakamura et al.,
1997): first in the central North Pacific, and then, with like sign and a lag of up-to-five years, in
the KOE region.
There, the latent heat flux damps the SST anomalies consistent with an oceanic, rather than an
atmospheric, generation (Cayan, 1992; Battisti et al., 1995; Xie et al., 2000). This points to the
role of gyre adjustment in linking anomalies in the central Pacific to those in the KOE region
with a lag of up-to-five years (Deser et al., 1999; Miller et al., 1998) and implies that observed
anomalies in the KOE region can be predicted from the preceding wind stress forcing over the
central North Pacific (Schneider and Miller, in preparation, 2001). Prediction of SST anomalies
in the KOE region several years in advance could aid the study of sardine fisheries and zoo-
plankton populations which are sensitive to oceanic temperature.
Likewise, if KOE temperature anomalies drive an atmospheric response in nature that is sim-
ilar to the coupled model, precipitation over the northwestern North Pacific (and perhaps
concomitant climate anomalies elsewhere in the Northern Hemisphere) could also be predict-
ed at several-year lead time. Thus, even in the absence of a closed feedback loop, the time
horizon of such predictions is several years, and could be of significant value to society.
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1.Introduction 
Interannual variability of tropical Atlantic SST and the location of the Atlantic ITCZ display a
strong mutual relationship, particularly during the boreal spring season.In this relationship
ITCZ location is linked to the basin-wide cross equatorial SST gradient, (Hastenrath and Gre-
ischar, 1993; Nobre and Shukla, 1996; Ruiz- Barradas et al., 1999; Sutton et al., 2000). When the
SST gradient anomaly is positive, the ITCZ stays north of its normal position, particularly dur-
ing boreal spring. The opposite is true when the anomalous SST gradient is reversed. This
pattern of variability exhibits decadal time scales that have puzzled scientist (e.g., Mehta and
Delworth, 1995; Carton, 1997; Rajagopalan et al., 1998). Understanding the mechanisms gov-
erning this variability is of importance to the semi-arid regions of northeast Brazil and west
Africa because rainfall there is governed by the location of the ITCZ (Hastenrath and Heller,
1977). 
During the last decade or so oceanographers began to suggest that it is the tropical Atlantic
ocean that sets the pace for the decadal time-scale of the ITCZ/SST gradient fluctuations. They
have argued that it is the interaction between atmospherically forced SST anomalies and the
slow, meridional, upper-ocean circulation that gives rise to the quasi-periodic oscillation of
SST north and south of the equator and, in turn, the location of the ITCZ (Chang et al., 1997;
Xie, 1999). While the proposed mechanisms differed in details they both call upon a positive
heat flux – SST feedback in the trade wind regions offset by advection of the upper ocean tem-
perature anomaly. 
In an effort to understand the mechanisms governing SST variability in the tropical Atlantic
basin we recently conducted a study in which a hierarchy of ocean models was forced by ob-
served surface winds between 1958-1997 (Seager et al., 2001). Each of the ocean models was
coupled to a two-dimensional advective atmospheric mixed layer model (AML) that given the
wind field, interacts with the predicted SST to produce consistent surface heat fluxes.(for more
details about the AML see Seager et al., 1995). These ocean model experiments show that SST
variability in the region can be well simulated in an ocean model in which the 3-dimensional
flow field is held fixed at its climatological value (see Fig. 1). Based on these considerations we
construct a simple model to describe the evolution of zonally averaged SST anomalies in the
tropical Atlantic Basin from a linear balance between atmospheric heat flux forcing and mean
ocean advection. We will hereafter refer to this model as SAM (for simple Atlantic Model). 
The link between the ITCZ location and the gradient of SST across the equator has been inter-
preted as the atmospheric response to the latter (e.g., Saravanan and Chang, 2000; Sutton et al.,
2000). This motivated us to devise a statistical model that predicts ITCZ-associated meridional
winds across the equator based on the SST anomaly. With this statistical model we create a
simple coupled system (hereafter CSAM) in which SST anomalies in the trade-wind regions
north and south of the equator are forced by random, "white-noise" wind fluctuations, gener-
ating a coupled atmospheric wind response close to the equator. This paper describes early
results from the integration of SAM and CSAM aimed at studying the mechanisms of decadal
variability in the region. 
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FIigure 1: Results from two ocean model simulations of
tropical Atlantic decadal SST variability 1958-1997
compared with observations.The model simulations are
described in Seager et al.(in press.) and briefly in the
text above. SST is low-pass filtered with two
applications of a 36-months running means and zonally
averaged across the basin.Shown are: (a) observed
values (from NCEP/NCAR “reanalysis” data); (b) a
full ocean GCM simulation; (c) a simulation with an
ocean GCM in which the 3-dimensional flow field is
kept at its climatological value.
2. Model formulation
Because SST variability in the tropical Atlan-
tic Basin is largely Zonally Symmetric, and
because the leading mechanism of SST varia-
bility, as found in our three dimensional
modelling study (Seager et al., in press and
see above Fig. 1) is a balance between latent
heat flux forcing and damping by the mean
meridional flow in the ocean, we write down
the equations governing zonally averaged
SST as: 
(1) 
where
T’ = SST anomaly,
vo = mean ocean meridional current
wo = mean ocean upwelling
Q’LH = latent heat flux anomaly, and
H = mixed layer depth
All variables are zonally averaged. 
The latent heat flux is derived from a linearized version of the Seager et al. (1995) advective
atmospheric mixed layer model so that: (2) 
Where: 
ρa = density of air,
h = depth of the atmospheric mixed layer,
L = latent heat of evaporation,
CE = the exchange coefficient,
va, v’a = mean and anomalous atmospheric meridional wind
qa, q’a = mean and anomalous atmospheric humidity,
|u|, |u’| = mean and anomalous wind speed.
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The model makes the simplification that the relative humidity in the air above the sea surface
is constant, given by: 
(3) 
where qs is the saturation specific humidity at the sea surface. This allows us to express the
anomalous air humidity in terms of the SST anomaly: 
(4) 
When (4) is substituted for qa in (2) and (2) is substituted in (1) we can solve the latter for T’
given |u’| and v’a. We derive this solution numerically on a 2° latitudinal grid from 29°S to
29°N, using a time step of one month. Monthly mean values of |u’| and v’a are taken from ob-
servations as are the climatological values of the atmospheric variables (the corresponding
anomalies and long-term means of the NCEP/NCAR “reanalysis” fields). The oceanic varia-
bles are taken from the full GCM integration described in Seager et al. (in press). 
3. Forcing with observed winds
The results from the model run forced with
observed (NCEP/NCAR “reanalysis”)
monthly winds for the interval 1958-1997
are shown in Fig. 2. Clearly SAM is success-
ful in reproducing the full-and mean-ocean
GCM results obtained with two-dimension-
al wind forcing when it comes to the low-
frequency (decadal) part of the SST field.
The SAM simulation displays somewhat
smaller SST anomalies but their evolution is
similar to those of the full GCM. This indi-
cates that SAM can provide insight into the
mechanisms responsible for decadal SST
variability in the tropical Atlantic Basin. We
thus feel justified in proceeding to build a
statistical model of the interaction between
the tropical Atlantic wind systems and the
SST so we can study the coupled ocean-at-
mosphere aspect of the problem. 
Figure 2: A comparison between the SST simulation
of (a) a full ocean GCM forced with the 2-
dimensional wind field and (b) the SAM forced with
the zonally averaged windspeed and meridional
wind. Observations are shown for comparison in (c).
All SST fields were low-pass filtered to emphasize
fluctuations with periods longer than 3-years and
zonally averaged in (a) and (c). Contour interval is
0.2°C negative contours are dashed.
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(b) SAM simulation
Contours every 0.2 
1960 1965 1970 1975 1980 1985 1990 1995
-20
-10
0
10
20
 -0.4
 -0.4
-0.4
 -0.4
 -0.4
 -0.4
 -0.4
 -0.4
 -0.4
 -0.4
 -0.4
 -0.4
 -0.4
L
0.2
.2
 0.2
 0.2
 0.2
 0.2
 0.2
 0.2
 0.2
 0.2
 0.2
 0.2
 0.2
 0.2
 0.2 0.6
 0.6
 0.6
 0.6
H
Time
La
tit
ud
e
(c) Observations
Contours every 0.2 
 67
4. The statistical atmosphere model
Using observed monthly mean winds and SST, zonally averaged across the tropical Atlantic
Basin, we derive a statistical representation of the joint evolution of ocean and atmosphere in
the region. The statistical analysis rests on the calculation of the wind and SST EOFs, selecting
a subset of the leading patterns, and looking for the relationship between them in a procedure
akin to canonical correlation analysis (CCA, see Barnett and Preisendorfer, 1987). 
4.1 Trade wind EOFs 
First we calculated EOFs of the zonally averaged windspeed on a 2°-latitude grid from 29°S to
29°N.The two leading patterns (Fig. 3 below) correspond to uncorrelated (on monthly time
scales) fluctuations in the strength of the trade winds north and south of the equator. Together
both EOFs explain ~57%of the total variance. These fluctuations correlate with fluctuations in
local SST but the relationship here is clearly that of the former forcing the latter, and is thus
reproducible by the ocean model component (SAM). Thus in the statistical model, the first two
windspeed EOFs are viewed as external forcing agents, which we shall assume follow an en-
tirely stochastic time evolution and lacking a preferred time scale. Note that the two EOFs are
not well separated, as their variances are quite similar. They are however, well separated from
the higher order EOFs.Thus they can be used for the purpose of reducing the dimension of the
domain- wide windspeed variability. Care must be taken however, not to interpret these pat-
terns as indicative of physical “modes” of variability.
4.2 SST-meridional wind relationship 
When the leading EOFs of monthly averaged meridional wind are correlated with the leading
EOFs of SST in a CCA analysis, a clear coherent pattern emerges in which variations in the
cross equatorial flow are linked to the variability in the north-south SST gradient (Fig. 4). When
anomalous SST in the Northern Hemisphere is warmer than in the Southern Hemisphere, the
wind is directed northward across the equator with a maximum at about 5°N. The north-south
SST gradient seems to be dominated by variability north of the equator. This picture is entirely
consistent with the two dimensional analysis of Nobre and Shukla (1996). In the analysis we
used two SST EOFs and three meridional wind EOFs. The resulting pattern explains 16% of the
total SST variance and 28% of the meridional wind variance. Locally, in the Northern Hemi-
sphere SST maximum and in the equatorial wind maximum the variance explained reaches
~50% and ~90% of the SST and wind variance, respectively.
Figure 3: The leading EOFs of tropical Atlantic monthly
windspeed variability. The numbers in parentheses are the
percent of total variance explained by each pattern.
Note that the SST meridional wind relationship is such
that in the vicinity of the equator a positive feedback oc-
curs between the two fields. This is because the zonally-
averaged windspeed is affected as well (see Fig. 4). When
the cross-equatorial meridional wind perturbation is
positive, windspeed weakens north of the equator, over
the warm SST anomaly, and intensifies south of the
equator, over the cold SST anomaly. 
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Figure 4: The leading pattern of the canonical correlation analysis
between SST and meridional wind (va). Also shown is the projection
of the zonally- averaged windspeed field (|u ’|)on the CCA “mode ”of
meridional wind.The numbers in parentheses are the percent of total
variance explained by each pattern.
4.3 SST simulation with EOF winds 
To test the ability of the statistical model to simulate the
observed SST variability we forced the SAM using wind-
speed anomalies reconstructed from the first two leading
EOFs of that field. The meridional wind changes in the
trade wind belts was also included by fitting the observed
variability to the windspeed one, using simple linear re-
gression. We then feed the model generated SST
anomalies to the statistical CCA model to generate a me-
ridional wind respond with a realistic sign and
meridional pattern (specifically, we projected the SST field on its CCA pattern and used the
derived amplitude to appropriately scale the CCA pattern of meridional wind). We also add
to the windspeed anomaly field a component corresponding to the change in the “predicted”
meridional wind (see Fig. 4). The results of this simulation are shown in Fig. 5 below.
Figure 5: As in Fig.2(b)but with
SAM forced with EOF
reconstruction of the windspeed and
the CCA model for the cross-
equatorial meridional wind response.
5. Coupled model
We couple the SAM to the statistical model of the tropical wind system in the following way: 
a. A random time amplitude with no preferred time scale (Gaussian white noise) is imposed
on the first two EOFs of the zonally-averaged windspeed which peak in the middle of the
trade wind regions. 
b. Together with that random amplitude we also perturb in a consistent manner the zonally-
averaged meridional wind using a linear regression based on observations. 
c. The model calculated zonally-averaged SST field is then projected on the EOFs of the
observed SST EOFs, and the results are used to calculate the zonally-averaged, cross-
equatorial meridional wind response according to the CCA analysis. 
d. The zonally averaged windspeed is modified in a manner consistent with the meridional
wind perturbation using a linear fit based on observations. 
With this formulation, the model is continuously forced by “noise” in the trade wind region.
The slowly responding ocean mixed layer presumably imposes its time scale of a few months
on the SST evolving anomalies. However, the feedback in the equatorial region, where the me-
ridional wind response in significant, may impose an even longer time scale. We turn to the
model to see if this is so. 
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Figure 6: A 120-year evolution of the SST field simulated by
CSAM -the statistically coupled simple model of the zonally
averaged tropical Atlantic ocean- atmosphere interaction. The
model was forced with “white-noise” windspeed variability
with a spatial structure depicted by the two EOFs of Fig. 3.
Contours as in Fig. 2 above. Data were filtered with lowpass
cutoff of 3-years. Time was arbitrarily set to start in January
1958.
Fig. 6 shows an extended (120-year) simulation of
SST in a coupled model run. The data were lowpass
filtered to emphasize fluctuations with a time scale
longer than 3-years. Clearly the model generates
“decadal” SST variability even when its forcing has
no preferred time scale. The spectrum of this simu-
lation is shown in Fig. 7. The striking feature about
these decadal anomalies is that they tend to form a
dipole, such when SST is colder than normal north
of the equator it is warm to the south. This tendency
of the model to produce dipole-like features can be
seen in the runs forced with the EOF expansion of
the observed winds (Fig. 5 above). Apparently, the
statistical atmospheric model is giving rise to this consistent equatorial asymmetry through the
strong coupling between SST and the meridional wind along the equator. The issue of whether
SST variability in the tropical Atlantic is “dipole-like” has been extensively discussed in the lit-
erature (e.g., Houghton and Tourre,1992; Rajagopalan et al., 1998; Enfield et al.,1999; Tanimoto
and Xie, 1999). The observed SST field (Fig. 3c above) does not support such anti-symmetric
behaviour. 
6. Conclusions 
A simple, two-dimensional, coupled linear model of the tropical Atlantic Basin was construct-
ed to study the mechanisms of decadal variability in this region. We find that when the model
is forced with observed wind anomalies, it is able to simulated aspects of the observed SST var-
iability and is even more successful is reproducing the SST variability in a full three-
dimensional ocean GCM forced with observed winds.
The coupling between the meridional SST gradient and the meridional surface wind compo-
nent in the equatorial region appears to produce very long time-scale variability in the entire
domain. This is despite the fact that the model is forced with “white-noise” windspeed varia-
tions off the equator, in the core of the trade- wind belts. The resulting low-frequency SST
fluctuations north and south of the equator are strongly negatively correlated, unlike the im-
pression given by the observations. This could be because of the built in atmosphere-ocean
coupling is too strong or because the variability in nature is affected by other process, not well
represented in this model. We plan to use the model for further study of the role of ocean ad-
vection and ITCZ-SST coupling in regional climate variability.
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Figure 7: Power spectral density of an SST index calculated
from CSAM forced with “white-noise” windspeed
variability (see Fig. 6). The index is the SST anomaly
difference between 15°N and 10°S.The vertical bar to the left
of the curve is the 95% confidence interval for all
frequencies.
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An extreme climatic event in the GFDL AOGCM
Ronald J. Stouffer and Alex Hall
NOAA/GFDL, Princeton, NJ, USA
rjs@gfdl.gov
A low resolution coupled ocean-atmosphere model is integrated for 15,000 years. During the
integration two extreme cooling events occur: one in the high latitudes of each hemisphere.
Both events are quite extreme in that they fall well outside of what would be expected in an
integration of this length and are caused by the capping of oceanic convection by a fresh water
anomaly. In order to successfully integrate the coupled model for long time periods, the reso-
lution is relatively low, approximately 4 degrees. During the integration, there are no
interannual changes in the radiative forcing of the model.
We concentrate our analysis on the extreme cooling event in the Greenland Sea region which
lasts for about 20 to 30 years. During the event, the sea surface temperature (SST) and sea sur-
face salinity (SSS) fall about 10 standard deviations below their mean values. This event is
qualitatively similar to the quasi-periodic great salinity anomalies already documented in this
model (Delworth et al., 1997). It also resembles some of the abrupt cooling events seen in the
Holocene record (Bond et al., 1997) although it is shorter in duration.
The dramatic cooling is caused by an unusual southward current anomaly that transports cold,
fresh water out of the Arctic, along the coast of Greenland to the N. Atlantic. Several feedbacks
amplify the cold anomaly as it moves south. The fresh SSS anomaly shuts down convection all
along the Greenland coast concentrating the wintertime cooling of the ocean near the surface,
further depressing the SST. The cooling also reduces evaporation, thereby increasing the fresh-
ening, inhibiting convection further, and inducing further cooling. A large increase in sea ice
and therefore albedo also accompanies the event which acts to cool the region. Finally about
half way through the event, the surface freshening slows down the thermohaline circulation,
significantly depriving the entire N. Atlantic region of warm, salty water from the south. 
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Predictability experiments using HadCM3 with a perfectly 
initialised ocean
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1. Introduction
Successful simulations of the North Atlantic Oscillation (NAO) using atmosphere models
forced by observed sea surface temperature (SST) distributions (Rodwell et al., 1999; Mehta et
al., 2000; Latif et al., 2001 suggest that the low frequency variability of the NAO is potentially
predictable provided the evolution of SST can be predicted. However, hindcasts of the 1970s
using HadCM3 initialised by assimilating ocean observations (Smith and Murphy, 1999; Smith
et al., 2000) showed very little predictability of the NAO. This lack of skill probably arises from
a combination of imperfect initialisation of the ocean model and imperfections in both the at-
mosphere and ocean models and the coupling between them. 
Given the sparsity of ocean observations and the difficulty of assimilating them into a dynamic
model (Murphy and Smith, 1999) it is likely that imperfect initialisation is a major factor in the
lack of hindcast skill. This limitation has been removed in this study by attempting to predict
the evolution of the NAO which occurred in the control run of the HadCM3 coupled model,
using a perfectly initialised ocean. This is achieved by joining an ocean state selected from a
positive (negative) NAO period of the control integration with an atmosphere state taken from
a negative (positive) NAO period and comparing the subsequent evolution with the original
control integration. An ensemble of such experiments were performed in order to obtain sta-
tistically robust results.
2. Experiment Design
The NAO index from part of the HadCM3 control integration is shown in Figure 1 together
with four selected periods of high NAO index (shown in red and orange) and four selected pe-
riods of low NAO index (shown in blue and green). A total of four experiments were
performed, two aimed at predicting the evolution of the high NAO index periods shown in red
in Figure 1 and two aimed at predicting the evolution of the low NAO index periods shown in
blue. Each experiment consisted of four ensemble members generated by combining one ocean
state with four different atmospheres from the opposite phase of the NAO. Thus, the ocean
states from the beginning of each of the periods shown in red were combined with the atmos-
phere states from the beginning of each of the periods shown in blue and green in the two
experiments aimed at predicting the evolution of the high NAO periods. Similarly, the ocean
states from the beginning of each of the periods shown in blue were combined with the atmos-
phere states from the beginning of each of the periods shown in red and orange in the two
experiments aimed at predicting the evolution of the low NAO periods. The integrations were
started in June so that any imbalances arising from the use of different atmosphere and ocean
dumps would have settled down before the first predicted winter NAO.
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Figure 1: NAO index from part of HadCM3 control run. The thick black line shows the NAO smoothed by
applying a 1-2-1 binomial filter three times. The coloured curves show the periods of high and low NAO
selected for use in this study as described in the text.
3. Results
The winter NAO was not predictable in any of the experiments and was generally not within
the ensemble spread (Figure 2). Similar results were obtained for all other seasons (not shown).
The possibility that the NAO is not forced by SST cannot be discounted from these experi-
ments. However, lead-lag analysis of SVD patterns (Rodwell and Folland, 2000) suggests that
any possible forcing of the atmosphere by North Atlantic SST is much weaker in HadCM3 than
in reality. Future work is therefore required in order to develop a coupled model in which links
between North Atlantic SST and the NAO are as strong as in observations. 
Figure 2: NAO index (DJF) predicted by each ensemble compared with the original control integration.
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Figure 3: Mean normalised SST error variance of ensemble mean (DJF).
In order to asses potential predictability the normalised error variance, averaged over all four
experiments, of the ensemble mean SST is shown in Figure 3 for DJF. Because the ensembles
were started from very different atmospheric states these experiments would be expected to
provide a lower bound of predictability. Furthermore, the weaker response to North Atlantic
SST anomalies in HadCM3 than in reality would also be expected to degrade predictability.
Nevertheless, SST is reasonably predictable over most of the ocean for at least 6 months. The
tropical Pacific exhibits modest predictability for another year, but the error variance has sat-
urated after 2.5 years. Except at high latitudes the error variance over most of the North
Atlantic has also saturated after 2.5 years. There are reasonably large areas in the North and
South Pacific, South Atlantic and south of Australia which are potentially predictable for 3.5
years. 
The most predictable region is the high latitude North Atlantic. Further analysis of the
HadCM3 control integration (not shown) reveals an oscillation of SST anomalies in the Labra-
dor Sea with a period of about 20 years. This oscillation does not appear to be forced locally by
the atmosphere since wind speed, heat flux, E - P and longwave radiation lag SST by about a
year. This is consistent with the high degree of predictability exhibited by the ensemble exper-
iments and suggests that ocean dynamics axe involved. This is further supported by the fact
that vertical velocity at 165m leads SST by about 5 years, but the exact mechanism driving the
oscillation has not yet been identified. Labrador Sea convection is highly correlated with SST
and has been shown by Cooper and Gordon (2000) to cause slowly propagating SST anomalies
along the path of the North Atlantic Current similar to those observed by Sutton and Allen
(1997). Further understanding of the Labrador Sea oscillation might, therefore, help to explain
the causes of SST anomalies over a wider area of the North Atlantic.
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PREDICATE: Mechanisms and Predictability of Decadal 
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Understanding fluctuations of the climate system on time scales from decades to centuries is
one of the major topics of the CLIVAR programme. Five Principal Research Areas (PRAs) with-
in the Initial CLIVAR Implementation Plan (WCRP, 1998) focus on aspects of decadal climate
variability. In the Atlantic Sector the key topics are the North Atlantic Oscillation, the Thermo-
haline Circulation and Tropical Atlantic Variability. The problem of understanding and
forecasting these aspects of decadal climate variability presents a major challenge to the scien-
tific community. An adequate response is beyond the resources of any single organisation, and
thus coordination of activities is essential. PREDICATE is a 3-year research programme, fund-
ed by the European Union under Framework 5, in which eight of the leading climate centres
in Europe have come together to provide a focused effort in this vital area.
The objectives of PREDICATE are:
1.To assess the predictability of decadal fluctuations in 
Atlantic-European climate.
2. To improve understanding and simulation of 
mechanisms via which ocean-atmosphere 
interactions cause decadal fluctuations in Atlantic-
European climate.
3. To improve the European capability for forecasting 
decadal fluctuations in Atlantic- European climate 
by developing forecasting systems based on 
coupled ocean-atmosphere models.
4. To work with targeted user groups to assess the 
potential benefits from possible future decadal 
forecasts for selected sensitive industries.
As can be seen, PREDICATE targets the role of ocean-
atmosphere interactions rather than the response to ex-
ternal forcings. These aims are to be achieved through
a coordinated programme of numerical experimenta-
tion, evaluation against observations, and development
of prediction systems. The project has four principal
themes, as follows.
A) Mechanisms and Predictability of Decadal Fluctuations in the Atmosphere. 
The potential predictability of the North Atlantic Oscillation (NAO) has been a subject of con-
siderable recent debate. It has been shown that atmosphere models forced with observed SST
can simulate NAO variability that is highly correlated with the observed record (Rodwell et
al., 1999). Because of large sampling fluctuations there is need for caution in the interpretation
of these results (Mehta et to be fully explained. In some models there appears to be no signifi-
cant skill (L. Terray, personal communication), and in those where skill exists it is not clear
whether consistent features of the SST variability are responsible.
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A major contribution of PREDICATE to this topic is a rigorous quantitative comparison of four
different atmosphere GCMs to assess their skill in simulating the climate variability that was
observed over the last century, with a particular focus on the North Atlantic region. The com-
parison includes the powerful technique of signal-to-noise optimised Principal Component
Analysis (Venzke et al., 1999). This approach enables determination of which features in the
SST field exert most influence.
B) Mechanisms of Decadal Fluctuations in the Atlantic Ocean 
Prominent amongst the observational results of recent years has been the identification of per-
sistent, often propagating, surface and subsurface anomalies in the North Atlantic ocean (e.g.
Dickson et al., 1988; Sutton and Allen, 1997; Curry and McCartney, 1998). A major current chal-
lenge is to understand the mechanisms through which these anomalies form, propagate, and
decay, and to understand how their life-cycles are related to fluctuations in the atmosphere
and in the oceanic gyre and thermohaline circulations. 
In PREDICATE these issues are being addressed through a coordinated programme of exper-
imentation with six different ocean GCMs. PREDICATE partners are investigating the skill
with which the variability observed in the Atlantic during the second half of the twentieth cen-
tury is simulated in models forced with observed winds and air-sea fluxes. The sensitivity of
simulations to model resolution and the representation of the Arctic ocean is being explored.
C) Decadal Climate Prediction for the Atlantic European Region. 
The problem of decadal climate forecasting presents considerable scientific and technical chal-
lenges. Predictability on these timescales arises from two influences: that of the ocean, and that
of external forcings such as the rising trend of greenhouse gases. Current climate change fore-
casts make no use of information about the present state of the oceans (see Figure 1). This
approach is very unlikely to be optimal for forecasts with time horizons of a few years or dec-
ades. Thus work to incorporate ocean state information into climate forecasts is essential.
Fig. 1: Observations of Northern European temperature anomalies (white line) and three forecasts
demonstrating the large uncertainty in climate scenarios for the next 20 years. Note that the forecasts are
not continuous with the observations because no information about the current ocean (and atmosphere)
state is currently employed. This is a key issue that PREDICATE is addressing. 
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Building on the understanding and evaluation of mechanisms achieved in other parts of the
programme, a major part of PREDICATE is addressing the development of systems for dec-
adal forecasting and the assessment of predictability on decadal timescales. The study of
Griffies and Bryan (1997) was a pioneering step in this field. However, the coarse resolution of
the model used brings into question the realism of the mechanisms it simulated. PREDICATE
will take forward the work of Griffies and Bryan by performing experimental decadal predic-
tions with four different coupled models, all of which have higher resolution than that used by
Griffies and Bryan. The sensitivity of forecasts to initial conditions in both the ocean and the
atmosphere will be investigated and a quantitative assessment of decadal predictability will
be made for each of the models. The application to decadal forecasting of techniques (e.g.
‘breeding’) to generate initial perturbations for decadal forecasts will be investigated.
D) Interactions with Users and Dissemination of Results. 
Decadal time horizons are of central concern for strategic planning in a wide range of indus-
tries. It is a high priority for PREDICATE that the needs of potential users are well understood
and are taken into account throughout the programme. It is also essential that potential users
begin to think seriously about how they could exploit future real-time decadal forecasts. To
achieve these ends PREDICATE is promoting a dialogue between the climate prediction sci-
ence community and business users in a wide range of sectors (for example, insurance, energy,
water, construction). An example of the project activities is a workshop at The Royal Society
London, 8-9 March 2002: ‘Climate Risks to 2020: Business Needs and Scientific Capabilities’
The PREDICATE project began on 1 March 2000 and will end on 28 February 2003. The PRED-
ICATE partners are:
CGAM: Centre for Global Atmospheric Modelling, University of Reading, UK, The Met Office,
Bracknell, UK, MPI: Max Planck Institut für Meteorologie, Hamburg, Germany, LODYC: Lab-
oratoire d’Oceanographie Dynamique et de Climatologie, Paris, France, NRSC: Nansen
Environmental and Remote Sensing Research Centre, Bergen, Norway, ING: Istituto Nazion-
ale di Geofisica, Bologna, Italy., DMI: Danmarks Meteorologiske Institut, Copenhagen,
Denmark, CERFACS: The European Centre for Research and Advanced Training in Scientific
Computation, Toulouse, France. 
For further information see http://ugamp.nerc.ac.uk/predicate 
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Climate Predictability in the Context of Global Warming: 
Preliminary Numerical Experiments
 G. Vallis, T. Delworth, S. Griffies and R.Stouffer GFDL/Princeton University 
1. Introduction 
The predictability of climate on decadal timescales (i.e., timescales of a few years to a few dec-
ades) is not well understood. By this statement we mean the following. On the intraseasonal
timescale, there is evidence that numerical forecasts can be made that improve on climatology
(e.g., Shukla et al., 2000). Much of the source of this skill arises from predicting the conditions
of the tropical ocean, and the effects this has on the global atmosphere. Forecasts at this times-
cale are in some ways well-posed initial-value problems. At much longer timescales, for
example the multi-decadal, the response to greenhouse gases may dominate that of natural
variability. That is to say, the difference between the climate of a century hence (given typical
business-as-usual projections of the increase in greenhouse gas and aerosol concentrations)
and that of today is likely to be much larger than the natural variability of climate itself, be-
cause the boundary/forcing conditions of the atmosphere have changed so much. Thus, if
ones prior estimate is simply the climatology of today, one might say that predictability also
resides at the multi-decadal–centennial timescales. 
In contrast to both of these limits, on the decadal timescale the natural variability is likely to be
roughly comparable with the forced change in climate over that time-period. Unless some as-
pects of this variability can be predicted, the useful predictability at this timescale may be
limited. This situation is not unique to climate; an analogous situation exists in weather fore-
casting. Here, forecasts of a few days depend almost entirely on the initial conditions, and can
be quite skillful. At the seasonal timescale (which we are now regarding as the long-time limit
of weather forecasting), skill emerges by way of the influence of the slowly evolving sea-sur-
face temperature, which provides a boundary condition on the atmosphere. But at the
intermediate timescale useful skill is harder to define. Thus, for both climate and weather fore-
casts, the timescale that is long enough so that the memory of the initial conditions is partially
lost, but not long enough for the slowly varying boundary conditions to have impressed them-
selves on the system, may provide the greatest challenge. It is this timescale we explore in this
note. 
2. Experimental Design 
The main experiments we describe are performed with a standard GFDL coupled climate
model at R30 horizontal atmospheric resolution and 2ooceanic resolution (Delworth and Knut-
son, 2000). A 900 year control integration with pre-industrial concentrations of forcing
(greenhouse gases and aerosol concentrations) was performed to provide a stable climatology.
Then, from three independent times in this integration (but each corresponding to a nominal
year in terms of greenhouse gas concentrations of 1865) anthropogenic greenhouse gases were
increased for a period of 136 years, so providing three different initial conditions that each cor-
respond to January, 2001. We may thus expect, for example, that the thermohaline conditions
of the ocean differ for each state.
From each of these three states we then create an ensemble of eight members by perturbing the
atmospheric initial conditions, and continuing the integrations for an additional 30 years, each
with projected increasing levels of greenhouse gases from anthropogenic emissions. The ex-
periments are similar to those of Griffies and Bryan (1997), except that the model has higher
resolution in both atmosphere and ocean, and anthropogenic greenhouse gases and aerosols
increase through the integration. 
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3. Results 
Fig. 1 shows the divergence of the thermohaline circulation in the North Atlantic in two of the
ensembles. Evidently, the model thermohaline circulation can be predictable for a few dec-
ades. Furthermore, the natural variability of the thermohaline circulation over the next few
decades dominates over the slow weakening expected because of global warming. (The weak-
ening arises because of increased precipitation and runoff, and warming of the near-surface
layer in the subpolar North Atlantic, all of which weaken the (negative) buoyancy forcing at
high latitudes.) 
Figure 1: Evolution of the North Atlantic overturning circulation (Sverdrups) in two of the ensembles. (The
third is qualitatively similar.) Within each ensemble the atmospheric weather differs at day one, but the
ocean conditions are identical.
The predictability of the SST is assessed using EOFs, calculated from a 300 year segment of the
control integration, and restricted to the North Atlantic. Typically, the first few EOFs have a
dominant signal in the subpolar gyre. The divergence of the principal components of the first
EOFs for two of the ensembles is illustrated in fig. 2. Predictability of the SST seems present for
a decade or perhaps two, after which the variance of any one integration is comparable to the
difference between integrations. 
Figure 2: As for fig. 1, but for the first principal component of the two ensembles.
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4. Discussion and Conclusions 
The thermohaline circulation in this model undergoes fairly regular oscillations with a domi-
nant period of about 50 years (Delworth et al., 1993), consistent with it being a damped
oscillator driven by noise from the atmosphere (Griffies and Bryan, 1997). This circulation is,
perhaps not unexpectedly, predictable on this timescale. The surface manifestation of these os-
cillations and the associated predictability appears to be mainly in the subpolar gyre,
consistent with theory that suggests that the thermohaline circulation is at first order buffered
from the subtropical sea-surface by an isothermal layer at the base of the ventilated thermo-
cline (e.g., Vallis, 1999). 
Figure 3: Evolution of a small ensemble of experiments of an a sector ocean model coupled to an atmospheric
EBM. The ensemble members have different realisations of atmospheric noise. Left, SST at two latitudes in
the subpolar gyre. Right, evolution of SST and SAT in the subtropical gyre.
Our results suggest that predictability of the SST of the subtropical gyres may be lower than
that of the subpolar gyres. This may be because, even though the subtropical gyres may also
have internal decadal-scale variability, their mixed layer is shallower and the SST is deter-
mined to a greater degree (than in the subpolar gyre) by the intrinsically unpredictable
atmospheric dynamics. To explore this we performed similar predictability experiments with
a sector ocean model coupled to an atmospheric energy balance model, plus noise whose var-
iance is geographically uniform. Again the thermohaline circulation oscillates (in fact, sector
models with flat bottoms typically oscillate more readily than models with realistic topogra-
phy; Winton 1997) providing high latitude SST predictability, but the subtropical SST (and
SAT) is less predictable (fig. 3). The predictability properties of the lower latitudes, and the pre-
dictability of the atmosphere in general, remain topics for future exploration. 
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Decadal variability of the North Pacific upper ocean simulated 
by MRI ocean general circulation model 
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Introduction 
On the decadal variability of the North Pacific, two major mechanisms have been proposed.
One is a midlatitude-tropical linkage. Midlatitude temperature anomalies formed by the dec-
adal shift of the atmospheric circulation are advected to the equatorial surface, and then
atmospheric circulation over the North Pacific changes as a response to those altered SST and
convection over the tropical Pacific. In this mechanism, subduction process in the thermocline
brings the temperature anomalies from the midlatitude to the equator (Gu and Philander,
1997). From the analysis of the observed temperature data, Zhang and Liu (1999) claimed to
obtain a mode associated with the subduction process, while Schneider et al. (1999) concluded
that the subduction bridge from the midlatitude to the equator cannot be recognized. The other
mechanism is a midlatitude air-sea interaction. According to Latif and Barnett (1994, 1996), the
oceanic gyre responds baroclinically to the change in the wind stress fields, and then temper-
ature variations in the northwestern part of the subtropical gyre caused by the gyre spinup/
down change the atmospheric circulation through the surface heat flux. In the present study,
decadal variability of the North Pacific is simulated by an OGCM, and the key oceanic proc-
esses for the mechanisms mentioned above are investigated. 
Model and boundary conditions 
The ocean general circulation model used in this study is a z-coordinate primitive equation
model developed in MRI (Yamanaka et al., 1998). The model spans from 120oE, 15oS to 70oW,
60oN with the horizontal grid resolution of 2 longitudes and 1 latitude, and has 30 levels in the
vertical. The horizontal eddy viscosity is constant at 2.0x104 m2 s-1 and the isopycnal diffusion
scheme of Gent and McWilliams (1991) is applied where the isopycnal and diapycnal diffusiv-
ities are 2.0x103 m2s-1 and 0.1 m2s-1 respectively. Vertical viscosity and diffusivity are
determined by the level 2 turbulent closure scheme of Mellor and Yamada (1982). After 40-yr
spinup integration, the interannual simulation for January 1960 through December 1993 is per-
formed using COADS historical monthly data of wind stress, radiative uxes, and the
atmospheric factors (da Silva et al., 1994). Salinity at the uppermost level is restored to the
monthly climatology of sea surface salinity in WOA94. 
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Figure 1 (left): Heat budget of the wintertime 200m surface layer averaged in the Subtropical Front area
(170o-150oW, 25o-35oN). (a) Temperature anomalies. (b) Temporal temperature change rate. (c) Anomalies
of the horizontal advection (closed circle), the vertical advection (triangle), and the surface net heat flux
(open circle). (d) Anomalies of the horizontal advections by Ekman (closed circle) and geostrophic (open
circle) transports.
Figure 2 (right) : Heat budget of the annual mean 400m surface layer averaged in the Kuroshio Extension
area (160oE-180o, 35o-45oN). (a) Temperature anomalies. (b) Temporal temperature change rate. (c)
Anomalies of the horizontal advection (closed circle), the vertical advection (triangle), and the surface net
heat flux (open circle). (d) Anomalies of the horizontal advections by Ekman (closed circle) and geostrophic
(open circle) transports.
Heat budget of the midlatitude surface layer 
The first EOF mode of simulated SST reveals a cooling in the mid 1970s in the areas of the sub-
tropical front and Kuroshio extension as seen in the observed SST (Nakamura et al., 1997).
Figure 1 shows the heat budget of the wintertime 200m surface layer averaged in the subtropi-
cal front area (170o-150oW, 25o-35oN). Since the horizontal advection turns to negative in 1977
(closed circle in Fig. 1c), cooling occurs in the subtropical front area. The change in the diver-
gence of the Ekman heat transport dominates in the horizontal advection term (closed circle in
Fig. 1d). Figure 2 shows the heat budget of the annual mean 400m surface layer averaged in
the Kuroshio extension area (160oE-180o, 35o-45oN). Although temperature anomalies remain
positive in the early 1970s, temporal change rate becomes negative (Fig. 2b). The divergence of
the geostrophic heat transport correlates well with the temperature change rate, but that of the
Ekman heat transport does not (Fig. 2d). 
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Figure 3: Latitude-time plots of the zonally averaged temperature anomalies on the 25.2σθ climatological
surface. Zonal average is taken in the area where the temperature variations related to the subduction
processes are large. (a) Simulation forced by the wind stress in the whole area. (b) Simulation forced by the
wind stress whose interannual anomalies are eliminated south of 20 oN. Contour intervals are (a) 0.4 oC
and (b) 0.1 oC.
Figure 4: Longitude-time plots of (a) temperature anomalies at 275m depth and (b) wind stress curl
anomalies averaged in 5 o-15oN. Contour intervals are (a) 1 oC and (b) 10-8 Nm-3
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Subduction signals 
The possibility of temperature advection from midlatitude to the equator by the subduction
process is investigated. Figure 3a shows the latitude-time plots of zonally averaged the tem-
perature anomalies on the 25.2σθ climatological surface. Zonal average is taken in the area
when the temperature variations related to the subduction processes are large. In the midlati-
tude, warm temperature anomalies subduct in 1974-1976, and cold anomalies subduct in 1977-
1988. After 1989, warm anomalies subduct again. Those subducting temperature anomalies
reach 15oN along the subtropical gyre, but could not be traced furthermore to the equator nor
to the northwestern part of the subtropical gyre. This coincides with the observed temperature
fields in Schneider et al. (1999). Instead, temperature anomalies in the western tropical Pacific
has a strong correlation with the wind stress curl anomalies averaged in 5oto 15oN (Fig. 4).
Warm (cold) temperature anomalies correspond to negative (positive) wind stress curl anom-
alies. This implies that temperature anomalies in the western tropical Pacific are mainly
determined by the zonal propagation of the Rossby waves generated by the wind stress curl.
When the model is run by the wind stress whose interannual anomalies are eliminated south
of 20oN, tropical temperature changes associated with the wind stress curl anomalies disap-
pear and the subduction signals from the midlatitude are more clearly seen. These signals,
however, do not extend to the equator along the western boundary (Fig. 3b). The equatorial
thermal structure could not be affected by the midlatitude temperature anomalies through the
subduction process. 
Effect of the gyre intensification 
Surface temperature changes in the Kuroshio extension area due to the gyre spinup/down is
important for the phase reversal in the mechanism of Latif and Barnett (1994, 1996). intensifi-
cation of the westerlies associated with the Aleutian Low leads to an increase of the transport
of both the sub- tropical and subpolar gyres after the mid 1970s. Simulated Kuroshio transport
varies corresponding to the Sverdrup transport of the subtropical gyre. In the Kuroshio exten-
sion area (160oE-180o), the surface temperature anomalies are negative south of 36 oN (the axis
of the Kuroshio extension) and positive north of 36oN before the mid 1970s, and vice verse after
the mid 1970s. This represents that thermal structure of the subtropical gyre changes from a
shallow one to a deep one in the mid 1970s, namely, the gyre becomes stronger. The gyre spin-
up/down influences the upper thermal structure in the Kuroshio extension area as shown in
Fig. 2. Change in the surface heat flux in the Kuroshio extension area, however, is mainly
caused by the observed air temperature. Consequently, it is difficult to estimate the contribu-
tion of the Kuroshio heat transport to the SST change in a quantitative sense. 
Concluding remarks 
It is concluded that the subduction process does not advect the midlatitude temperature anom-
alies strong enough to change the equatorial SST. It is also concluded that the change in the
Kuroshio heat transport has a considerable influence on that in the heat budget of the surface
layer. However, we cannot verify the decadal midlatitude air-sea interaction. Several mecha-
nisms have been proposed recently on the midlatitude-tropical linkage in addition to the
subduction process (Kleeman et al., 1999; Yukimoto et al., 2000). Their verification with an
OGCM simulation is required. The influence of the variations in the South Pacific is not con-
sidered in the present model, but must be taken into account. Moreover, simulated variability
in the Kuroshio extension area could depend on the model parameters (resolution, diffusivity,
data using as boundary conditions at the sea surface, etc.). Therefore, further many numerical
experiments with various model parameters are needed to understand mechanisms of the dec-
adal variability of the North Pacific. 
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Multidecadal Rainfall Variability in the Sahel - the roles of SST, 
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The roles of SST, land and naturally varying vegetation in influencing the climate variability
in the Sahel are studied in a coupled atmosphere-land-vegetation model. The Sahel rainfall
variability is influenced by sea surface temperature variations in the oceans. Land-surface
feedback is found to increase this variability both on interannual and interdecadal time scales.
Interactive vegetation enhances the interdecadal variation significantly, but can reduce year to
year variability due to a phase lag introduced by the relatively slow vegetation adjustment
time. Variations in vegetation accompany the changes in rainfall, in particular, the multi-dec-
adal drying trend from the 1950s to the 1980s. 
The rainfall over the West African Sahel region (Hulme, 1994) shows a multi-decadal drying
trend from the 1950s to the 1980s and early 90s, as well as strong interannual variability (Figure
A). Causes proposed to explain this dramatic trend include global sea surface temperature var-
iations (Folland et al., 1986; Rowell, 1996; Semazzi et al., 1996) and land-use change, i.e., the
desertification process (Xue and Shulka, 1993; Dirmeyer and Shukla, 1996). Since vegetation
distribution tends to be controlled largely by climate, and surface property changes can impact
climate by modifying the atmospheric energy and water budget (Charney, 1975; Claussen,
1998), it is reasonable to propose that dynamic vegetation-climate interaction might influence
decadal climate variability substantially in a climatically sensitive zone like the Sahel. We test
this hypothesis in a coupled atmosphere-land-vegetation model of intermediate complexity.
The atmospheric component of the model is the Quasi-equilibrium Tropical Circulation Model
(QTCM) (Neelin and Zeng, 2000; Zeng et al., 2000), which is coupled to the land-surface model
Simple-Land (SLand) (Zeng et al., 2000). The QTCM simulates a seasonal climate over the Sa-
hel that is close to observations and that compares favourably with current atmospheric
general circulation models (GCMs). 
We model the major effects on climate of a varying vegetation through its control of the eva-
potranspiration process and modification of surface albedo with SLand (Zeng et al., 1999).
Vegetation dynamics is modelled by a biomass equation driven by photosynthesis and vege-
tation loss:
 (1)
where α is a carbon assimilation coefficient, β is the soil moisture dependence as used in the
original SLand, L is the plant leaf area index (LAI), and k is the extinction coefficient of photo-
synthetically active sunlight taken as 0.75. The vegetation time scale τ is set to one year. This
equation is similar to the biomass equations used in models with more explicit vegetation
dynamics.
The original version of the land model was modified to account for the effects of leaf-to-canopy 
scaling (Sellers et al., 1996) so that the canopy conductance for evapotranspiration is:
where gsmax is a leaf-level maximum conductance. Note that photosynthesis and evapotranspi-
ration are closely related in Eq. 1 and Eq. 2 (Sellers et al., 1996). 
dL
dt------
αβ w( ) 1 e kL––( ) V τ⁄–=
g
c
g
smax
β ω( ) 1( e kL– )– k⁄= (2)
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Besides modifying evapotranspiration through Eq. 2, vegetation also changes land-surface
albedo A as
A = 0.38 - 0.3 (1 - e -kL) (3)
This corresponds to an albedo of 0.38 at V = 0 (desert), and 0.09 at maximum vegetation V = 1
(dense forest). Thus, vegetation feeds back into the atmosphere by modifying evapotranspira-
tion and surface albedo through Eq. 2 and Eq. 3. In order to identify the relative importance of
oceanic forcing as represented by sea surface temperature (SST), land-surface and vegetation
processes, we perform a series of model experiments, starting from a run in which both land
and vegetation are interactive. In this realistic case, designated AOLV, the atmosphere, ocean,
land and vegetation all contribute to variability. The monthly output from this run is then used
to derive a vegetation climatology (with a seasonal cycle but which does not change from year
to year) which issued as a model boundary condition for the second run AOL. The output of
the run AOL is then used to derive a soil moisture climatology which is used to drive the third
experiment AO. In all these three runs, the coupled atmosphere-land-vegetation model is driv-
en by the observed monthly SST from 1950 to 1998 (Reynolds and Smith, 1994)). All three start
from an initial condition taken from an interactive land/vegetation run forced by a climatolog-
ical SST. The modelled annual rainfall over the Sahel from these experiments is shown in Fig.
B-D. 
Figure 1: Annual rainfall anomaly in mm
y-1 (vertical bars) over the West African
Sahel (13oN-20oN, 15oW-20oE) from
1950 to 1998: (A) observations from
Hulme (1994); (B) model with non-
interactive land-surface hydrology (fixed
soil moisture) and non-interactive
vegetation (SST in uence only, AO);
smoothed line is a 9-year running mean
showing the low-frequency variation; (C)
model with interactive soil moisture but
non-interactive vegetation (AOL); (D)
model with interactive soil moisture and
vegetation (AOLV). Also plotted (as
connected circles; labeled on the right)
are: (A) the Normalized Difference
Vegetation Index (NDVI); (C) model
simulated annual soil moisture anomaly
(mm); (D) model simulated leaf area index
(LAI) anomaly. All the anomalies are
computed relative to the 1950-98 base
period except that the NDVI data is
relative to 1981.
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Compared to the observations in Fig. A, the AO run forced by interannually varying SST but
with non-interactive soil moisture and vegetation (Fig. B) shows a weak interannual variation,
and a much weaker interdecadal signal, although a drying trend can be seen from the 1950s to
the 80s. The interactive soil moisture (Fig. C) appears to increase this interdecadal drying trend
into the early 90s. The simulated soil moisture shows a high degree of correlation with precip-
itation. The amplitude of interannual variation is also larger in general, in agreement with
other studies (Delworth and Manabe, 1993; Lau and Bua, 1998). 
By allowing vegetation feedback to the atmosphere in AOLV, the decadal rainfall variability is
enhanced significantly (Fig. D). The wet periods in the 1950s and the dry periods in the 1970s
and the 80s stand out and are more like the observations. Compared to the non-interactive veg-
etation case, AOL, the interannual variability does not show enhancement. In some cases, the
year to year change, such as from the dry 1987 to the relatively wet 1988, is actually reduced
because the vegetation is still low from the previous drought due to its relatively slow re-
sponse. This complicated, lagged relationship between vegetation and precipitation is also
seen in the observations (Goward and Prince, 1995)), but our understanding of vegetation dy-
namics and the modelling tools available are not sufficient for a precise assessment of the
reasons for this. Variation in rainfall drives a similar trend in vegetation through vegetation
growth or loss (Fig. D). The vegetation lags slightly behind the rainfall and its variation is also
smoother, although these tendencies are not very strong because the one-year vegetation time
scale used in the model runs is comparable to the time resolution of the plot. 
Figure 2: Sahel rainfall difference between the
period 1950-67 and the period 1968-87 for
observations ( lled square) and three 9-member
ensemble runs: AO-atmosphere model forced
by observed SST, AOL-plus interactive soil
moisture, AOLV- plus interactive vegetation.
Open circles denote individual ensemble
members, crosshairs denote ensemble means.
To assess the internal climate variability in the model, additional three 9-member ensemble
runs have been conducted corresponding to the cases above. The member runs in an ensemble
differ only in their initial atmospheric and soil moisture conditions. We use the Sahel rainfall
difference between the wet period 1950-67 and the dry period 1968-87 as an indicator of the
amplitude of the interdecadal variation. Successive amplification of the decadal trend occurs
with the inclusion of interactive soil moisture, and especially vegetation (Fig. 2). However,
even the AOLV ensemble still tends to underestimate the observed decadal trend, and the case
shown in Fig. D is on the high side of the distribution. Furthermore, the scatter among the en-
semble members also increases when additional feedbacks are included. Interactive vegetation
increases the variance even though vegetation initial conditions are identical in these runs. 
The modelled Sahel rainfall in AOLV shows a correlation with observations of 0.67, a signifi-
cant improvement from a 0.44 correlation in AOL. However, the year to year comparison with
the observations is not as satisfactory. When we decompose the Sahel rainfall time series into
low frequency (longer than 10 years) and high frequency (shorter than 10 years) components,
the correlation with the observation is only 0.1 at high frequency and 0.94 at low frequency for
the AOLV run. The discrepancy in the interannual simulation, both in our model and in the
GCMs (Rowell, 1996; Sperber and Palmer, 1996), may have considerable contribution from
chaotic atmospheric internal variability, for which model and observation can only be com-
pared in a statistical sense.
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While we focus on natural climate variations involving vegetation change, this does not ex-
clude any role anthropogenic land-use change might play. It is possible that the anthropogenic
factor might account for the remaining difference between the interactive vegetation run and
observations in Fig. on decadal time scales, but because the vegetation feedback acts to amplify
Sahel rainfall variability that originates from SST variations, significant effects can occur with
relatively small vegetation changes. The change of surface albedo (not shown) on the interdec-
adal time scale is about 0.03 in the experiment with interactive vegetation (AOLV). This is a
subtle change compared either to the albedo change values of 0.1 used in GCM desertification
experiments (Xue and Shukla, 1993), or to what could be estimated from satellite observations
in earlier decades. Current satellite systems will be capable of measuring this level of variation
for future decadal fluctuations. The present results suggest the importance of such measure-
ments, due to the role vegetation feedbacks can play ininterannual/interdecadal climate
variability in climatically sensitive zones like the Sahel. 
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