This document includes two sections. Section S1 is about the robustness check and the corresponding simulation results are presented in Tables S1 -S4.
Section S1: Robustness Check
It is clear that technical condition (C3) requires that ρ → 0 as the network size n → ∞. We thus perform a robustness check for this condition. More specifically, we are interested in examining the finite sample performance of the proposed estimator (NLSE), when condition (C3) is violated (e.g., a fixed ρ). To that end, we conduct a number of robustness studies. We replicate all of the 4 simulation examples in the main article, the only difference being that we fix ρ = 0.5 instead of allowing ρ = 1/ log(n) → 0. The detailed results are given in Tables S1-S4 in this supplement material. We are glad to report that the empirical results are qualitatively similar to those of the previous simulation studies. The performance of the proposed NLSE remains fairly outstanding. Take Table S1 for illustration purpose. As we can see from this table, for the NLSE, the RMSE (%), SE (%), and SE (%) values all drop towards 0, as the network size n increases. Besides, the BIAS (%) values are much smaller than the RMSE (%) values and thus, can be ignorable. Moreover, the estimated SE (%) (i.e., SE (%)) approximates the true SE (%) quite well. As a consequence, the reported coverage probabilities are fairly close to their nominal level 95%. These results corroborate the asymptotic theory given in Theorem 1 quite well and suggest that the proposed NLSE is indeed consistent.
Comparatively speaking, as the network size increases, the coverage probability of our estimator (NLSE) is stable at the nominal level 95%. However, it becomes much harder for the MLE to get reliable ρ. Especially, when n = 5, 000, the reported coverage probability for the MLE equals to 46.20%, which is far from its nominal level 95%. Moreover, the NLSE is computationally much more efficient than the MLE. The CPU time consumed by the MLE is substantially larger than that of the NLSE; see the last two columns in Table S1 . For regression coefficients, the NLSE and MLE have better performance than OLSE, and therefore omitted the description for it here. Qualitatively similar patterns can be observed for Tables S2-S4 and therefore omitted here.
Section S2: Proof of Theorem 1
To prove Theorem 1, we first need to establish the following conclusions for λ max (·), which are to be used extensively in the proof. Let A and B be two arbitrary matrices with compatible dimensions, we should have
for any positive integer k > 0.
Proof of (A.1): Let u be a vector with unit length and a compatible dimension. Then, by definition, we should have λ 2 max (A + B) = sup u =1 u (A + B) (A + B)u, which can be further bounded by
where the first and the last equality is implied by the definition of λ max (·) and the last inequality is implied by Cauchy's inequality. Thus, (A.1) holds.
Proof of (A.2): Similarly with the proof of (A.1), we have
which completes the proof of (A.2).
Proof of (A.3): Note that
, which completes the proof of (A.3). Proof of Theorem 1: Since Y can be expressed as Y = (I n − ρW ) −1 (Xβ + E). We then have θ = ( ρ, β ) . Specifically, θ can be expressed as
Y W X/n, and Σ 21 = Σ 12 . Then (A.4) can be further expressed as
To establish the conclusion of Theorem 1, we consider the following three steps. In the first step, we demonstrate that ξ = (Y W E/ √ n, E X/ √ n) is asymptotically normal. In the second step, we are going to show that Σ → Σ, where Σ is a positive definite matrix. Once Step 2 is established, we are then ready to prove the asymptotic normality of θ, which is given in the third step.
Step 1. We are going to show that ξ
which can be further expressed as
Since G = (I n − ρW ) −1 , the first part of equation (A.6) can be further expressed as
By Cauchy's inequality, it can be bounded by
By the definition of λ max (·), we further have
where the last inequality is due to (A.1). Next, by (A.2), we have
Then, by (A.3), the right hand side of (A.7) can be further
where the last inequality is implied by condition (C2) and the last equality is implied by condition (C3). On the other hand, implied by condition (C2), we have
Xβ + E E are of the same order. The above conclusions together with (A.7), we further have (A.6) can be approximated by
with each element equals to 0. By the Lindeberg-Feller central limit theorem, we haveξ|X is asymptotic normal. Firstly, by simple calculation, we can obtain that E(ξ) = 0. Secondly, sincẽ
by Theorem 1 of Kelejian and Prucha (2001) , the asymptotic covariance matrix ofξ is the limitation of 1 n
. By condition (C1), we know that X i and X j are independent with i = j and E(X i ) = E(X j ) = 0. We then have
By condition (C2), we know that (A.9) tends to C 1 β Σ X β, as n → ∞. Next, we want to compute var{n −1 (W Xβ) (W Xβ)}. To this end, we start with
Then, according to the index relationship between (i 1 , j 1 ) and (i 2 , j 2 ), we can decompose the above quantity into the following three parts: A 1 , A 2 , and A 3 respectively.
Specifically,
We then evaluate the the above three parts separately. Firstly,
By condition (C1), we know that E(X i β) 4 exists. Combine with the above results, we immediately have
Implied by (A.9), we have E 2 {n −1 (W Xβ) (W Xβ)} = n −2 (β Σ X β) 2 tr 2 ( W ). Thus, var{n −1 (W Xβ) (W Xβ)} = 2(β Σ X β) 2 n −2 tr( W 2 ) + o(1) = o(1), where the last equality is implied by condition (C2). Therefore, n −1 σ 2 (W Xβ) (W Xβ) → p C 1 σ 2 β Σ X β. Then, implied by condition (C2), we have Σ * 11 → p C 1 σ 2 β Σ X β + C 2 σ 4 /2. On the other hand, Σ * 22 = σ 2 n −1 X X → p σ 2 Σ X . Note that Σ * 12 = n −1 σ 2 β n i,j=1 X i ×w ji X j . By similar technique, we can obtain that E( Σ * 12 ) = 0 and var( Σ * 12 ) = o(1). Thus, Σ * → p Σ * , where Σ * = (C 1 σ 2 β Σ X β + C 2 σ 4 /2, 0; 0, σ 2 Σ X ). Therefore, ξ → d N (0, Σ * ), which completes the proof of Step 1.
Step 2. Note that Σ 11 = Y W W Y/n, which can be expressed into (S 1 + S 2 + S 3 )/n. Here,
We can verify that S 1 = o(S 3 ) and S 2 = o(S 3 ). We start with S 2 first and S 1 is a smaller order of S 2 . By Cauchy's inequality, we have
. Similarly, we can obtain that S 1 = o p ( Xβ + E 2 ). On the hand, we have S 3 ≤ λ max (W W ) Xβ + E 2 and S 3 ≥ λ min (W W ) Xβ + E 2 . Then, by condition (C2), we can find that S 3 has the same order with Xβ + E 2 . Therefore, S 1 = o p (S 3 ) and S 2 = o p (S 3 ), which implies that Σ 11 = S 3 {1 + o p (1)}/n. Similar technique with Step 1, we have Σ 11 → p C 1 (β Σ X β + σ 2 ), Σ 22 → p Σ X , Σ 21 → p 0, and Σ 12 → p 0. Let Σ = (Σ 11 , Σ 12 ; Σ 21 , Σ 22 ). Specifically, Σ 11 = C 1 (β Σ X β + σ 2 ), Σ 12 = 0, Σ 21 = 0, and Σ 22 = Σ X . We then have Σ → p Σ, which completes the proof of Step 2.
Step 3. Since 
