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Wave-particle duality relations express the fact that knowledge about the path a particle took
suppresses information about its wave-like properties, in particular, its ability to generate an in-
terference pattern. Recently, duality relations in which the wave-like properties are quantified by
using measures of quantum coherence have been proposed. Quantum coherence can be generalized
to a property called group asymmetry. Here we derive a generalized duality relation involving group
asymmetry, which is closely related to the success probability of discriminating between the actions
of the elements of a group. The second quantity in the duality relation, the one generalizing which-
path information, is related to information about the irreducible representations that make up the
group representation.
I. INTRODUCTION
Resource theories, in particular the resource theory of
coherence, have been an area of considerable recent ac-
tivity. In a resource theory, one has a set of free states,
which do not possess the resource, and free operations
that do not create the resource. In addition, there is a
measure of the extent to which a state that is not a free
state does possess the resource. The first such theory was
that of entanglement. In that case, the free states are the
separable states. In the case of coherence, one specifies
a basis, and the free states are those that are diagonal in
that basis [1].
The resource theory of coherence is an example of a
broader class of resource theories that are characterized
by asymmetry under a group of transformations [2, 3].
One starts with a group, G, and a unitary representa-
tion of the group, U(g) for g ∈ G acting on a Hilbert
space H. States, ρ, that are invariant under the action of
the group, i.e. U(g)ρU†(g) = ρ for all g ∈ G, constitute
the free states, and the free operations are those that sat-
isfy E [U(g)ρU†(g)] = U(g)E(ρ)U†(g) for all g ∈ G and
all ρ, where E is a completely positive, trace preserving
map. Maps with this property are called G-covariant [3].
States for which Ug(ρ) := U(g)ρU†(g) 6= ρ for at least
one g ∈ G, are said to possess asymmetry. The resource
theory of coherence results when the group is taken to be
a cyclic group.
A useful measure of asymmetry is the robustness of
asymmetry [4, 5]. For a given state ρ, it is given by
AR(ρ) = min
τ∈D(H)
{
s ≥ 0
∣∣∣∣ρ+ sτ1 + s ∈ S
}
, (1)
where D(H) is the set of density matrices on H and S
is the set of free states. It has the following useful prop-
erty. If one is trying to discriminate among the states
U(g)ρU†(g) for g ∈ G, and each of the states is equally
probable, the robustness of asymmetry of ρ is closely re-
lated to the optimal minimum-error probability of suc-
cessfully discriminating among the states, Ps(ρ). In par-
ticular, we have that [5]
Ps(ρ) =
1 +AR(ρ)
|G| , (2)
where |G| is the number of elements in G. This relation
suggests that in this scenario, i.e., discriminating among
the equally probable states U(g)ρU†(g), Ps(ρ) itself is a
good measure of asymmetry. It has a clear operational
interpretation. It tells us how good a state is for discrim-
inating the quantum channels Ug. In channel discrimina-
tion, one sends an input state into a channel, and then
discriminates as best one can, the output states [6, 7]. In
general the input states can be in a Hilbert space that is
larger than the one the channel acts on, but we will only
consider states in the carrier space for the representa-
tion U(g). If Ps(ρ) is small, then the state ρ is a poor in-
put state to use for channel discrimination, which means
that its asymmetry must be small, too. If Ps(ρ) is close
to one, then it is a good input state and also very asym-
metric. It is also the case that Ps(ρ) has some additional
properties that are desirable for a measure of asymme-
try. It decreases under G-covariant quantum maps and
it is convex. These properties follow from those of the
robustness of asymmetry, but, for completeness, short
proofs are provided in Appendix A.
In a wave-particle duality experiment, a particle goes
through an interferometer, and there are detectors that
provide some information about which path the parti-
cle took. There is a tradeoff, expressed by the duality
relation, between how much information one has about
the path and the visibility of the interference pattern
produced by the particle [8–17]. The higher the vis-
ibility, the easier it is to discriminate among different
phases imprinted to the particle state by, e.g., phase-shift
plates placed in the paths. In the case considered here,
the paths, or rather the orthogonal one-dimensional sub-
spaces that represent them, are replaced by the invariant
subspaces that carry the irreducible representations, and
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2the phases by the channels Ug. If one tags these sub-
spaces with ancillary states, which can be thought of as
detector sates and are not, in general, orthogonal, we
find that the probability of discriminating the tagging
states places a limit on the probability of discriminating
the channels Ug, for g ∈ G. The tagging states, then,
affect the asymmetry of the input state, by affecting the
coherence between the different subspaces. This duality
notion for asymmetry could be implemented, e.g., by an
optical network such as that in Fig. 1, where detectors tell
whether a photon has gone through different parts, the
parts corresponding to the subspaces. The tags are then
the states of the detectors. Our complementarity relation
can be viewed as providing a tradeoff between being able
to identify which network we have, expressed by U(g) [in
the figure U(g) is the direct sum of three irreducible rep-
resentations Γ1(g), Γ2(g), Γ3(g), of dimension 1, 1 and 2,
respectively], and knowing which part of a network the
photon went through.
 2(g)
 1(g)
 3(g)
p-meter
g-meter
p = 1
p = 2
p = 3
 2(g)
 1(g)
 3(g)
p-meter
g-meter
p = 1
p = 2
p = 3
c-U U(g)
FIG. 1. Schematic representation of a network for the second
example in Sec. IV, U(g) = ⊕3p=1Γp(g), on a multiport inter-
ferometer. An ancillary system (three lines on top) is used
to tag, through a controlled-unitary gate (labeled c-U), the
parts of the network on which the irreducible representations
{Γp}3p=1 act. The discrimination of the ancillary states by the
optimal measurement (labeled p-meter) tells us which part of
the network the photon went through with minimum-error
success probability Ps. The g-meter represents a measure-
ment intended for determining which g ∈ G has been imple-
mented by the blue boxes (e.g., by analyzing the interference
pattern or otherwise).
The paper is organized as follows. In Section II we
present and discuss a formula for Ps(ρ) in the case that ρ
is a pure state and there are no repeated irreducible rep-
resentations. In Sec. III we derive a duality relation in
the simplest case where irreducible subspaces have the
same probability, i.e., the particle can be found in each
part of the network with equal probability. The general
case, including also that of irreducible representations
with multiplicity greater than one and the possible use
of entanglement with an idler particle, is left for a sepa-
rate publication [18].
II. A SIMPLE EXPRESSION FOR THE
SUCCESS PROBABILITY
The discrimination of states generated by the action
of a representation of a group acting on a single state,
i.e., the states {U(g)|φ〉 | g ∈ G}, has been studied by a
number of people. The case of cyclic groups was treated
by Ban et al. and this was extended to abelian groups
by Eldar and Forney [19, 20]. The problem for general
groups has been studied by Chiribella et al. [21, 22] and
Krovi et al. [23]. We shall make use of a formula for
the probability of successfully discriminating among the
states {U(g)|φ〉 | g ∈ G} with minimum error that was
obtained in [23]. For completeness, we present a proof in
Appendix B.
Suppose that when the representation U(g) is ex-
pressed as a direct sum of irreducible representations,
each irreducible representation appears at most once. For
any state |φ〉, we then have
Ps(|φ〉〈φ|) =
(∑
p
√
dp
|G| ‖φp‖
)2
. (3)
Here the sum is over the irreducible representations that
appear in U(g), dp is the dimension of the p
th irreducible
representation, and |φp〉 is the component of |φ〉 in the
subspace, Hp, that carries the pth irreducible representa-
tion. Note that this relation plus the convexity property
of Ps (See Appendix A) can be used to find an upper
bound on Ps for mixed states.
We can use the above expression to find the best pure
state to discriminate the channels U(g) by maximizing
the right-hand side. The Schwarz inequality and the fact
that
∑
p ‖φp‖2 = 1 imply that
Ps(|φ〉〈φ|) ≤ 1|G|
∑
p
dp, (4)
and that this bound is achieved when
‖φp‖ =
(
dp∑
p′ dp′
)1/2
. (5)
To attain the success probability in Eq. (4) coherence
among the various irreducible subspaces is required. If no
such coherence exists, the maximum success probability
is given by Eq. (16) below.
III. A DUALITY RELATION
There are duality relations that limit one’s ability to
both know which path a particle took and to produce an
interference pattern with that particle. More recently,
duality relations originating from entropic uncertainty re-
lations [24, 25] or incorporating coherence measures have
been derived [26, 27]. As we have mentioned and will
3show in Sec. IV, the l1 coherence measure is closely re-
lated to the optimal success probability of discriminating
among states generated by the action of a cyclic group.
This suggests that it should be possible to find a duality
relation for more general groups.
Let us consider a representation U(g) =
⊕N
p=1 Γp(g),
where each irreducible representation appears at most
once, and a pure state of the system as input, given by
|ψ〉S = 1√
N
N∑
p=1
|up〉S, (6)
where |up〉S is a normalized state in the subspace Hp
corresponding to Γp. We use an ancillary system to tag
the N subspaces by applying a controlled-unitary gate to
system plus ancilla, the latter having been prepared in an
initial state |η0〉A. If 1 p is the projector onto the invariant
subspace Hp, then the gate has the form
∑N
p=1 1 p ⊗ Vp,
where the unitaries {Vp}Np=1 acting on the ancillary sys-
tem are such that Vp|η0〉A = |ηp〉A. The resulting state
in H = HS ⊗HA, HS = ⊕Np=1Hp, is
|Ψ〉 = 1√
N
N∑
p=1
|up〉S|ηp〉A. (7)
To simplify the notation, we will drop the indexes S (sys-
tem) and A (ancilla) wherever no confusion may arise.
The ancillary states {|ηp〉}Np=1 are normalized but, in gen-
eral, not orthogonal. If the channel Ug is applied, the
state becomes
|Ψg〉 = 1√
N
N∑
p=1
[U(g)|up〉]|ηp〉. (8)
We note that the tagging and the channel application
commute, so tagging after the channel application would
lead to the same result. Let
ρg = TrA (|Ψg〉〈Ψg|)
=
1
N
N∑
p,p′=1
U(g)|up〉〈up′ |U†(g) 〈ηp′ |ηp〉
= U(g)ρeU
†(g), (9)
where ρe corresponds to the identity element of the
group. We want to find a relation between our ability
to discriminate the states {ρg}g∈G and our ability to dis-
criminate the states {|ηp〉}Np=1.
With no loss of generality, we can discriminate the
states {ρg}g∈G with a covariant POVM {Πg}g∈G, where
Πg = U(g)ΠeU
†(g), and Πe is the POVM element cor-
responding to the identity element of the group, e ∈ G.
This implies that our probability of successfully discrim-
inating the channels Ug with the input state |ψ〉 is
PUg :=
1
|G|
∑
g∈G
Tr(Πgρg) = Tr(Πeρe). (10)
Now, using that Πe ≥ 0,
Tr(Πeρe)=
1
N
N∑
p,p′=1
〈up′ |Πe|up〉〈ηp′ |ηp〉
≤ 1
N
N∑
p,p′=1
√
〈up′|Πe|up′〉〈up|Πe|up〉|〈ηp′ |ηp〉|. (11)
From Appendix B, we have that
〈up|Πe|up〉 ≤ dp|G| , (12)
so that
PUg = Tr(Πeρe) ≤
1
N |G|
N∑
p,p′=1
√
dpdp′ |〈ηp′ |ηp〉|. (13)
This inequality can be satisfied as an equality in some
circumstances. Let us choose Πe = |X〉〈X|, where
|X〉 = ∑Np=1 |Xp〉, and |Xp〉 = eiθp√dp/|G||up〉 is the
component of |X〉 in the carrier space of Γp. This will
satisfy
∑
g∈G Πg = 1 S (see Appendix B), and we then
have that
Tr(Πeρe) =
1
N |G|
N∑
p,p′=1
√
dpdp′e
i(θp′−θp)〈ηp′ |ηp〉. (14)
If the {θp}Np=1 can be chosen so that
ei(θp′−θp)〈ηp′ |ηp〉 = |〈ηp′ |ηp〉|, (15)
then the inequality in Eq. (13) will be satisfied as an
equality. One case in which this inequality becomes an
equality is the case in which the vectors {|ηp〉}Np=1 are
orthonormal. This implies that
D := P orthUg =
1
N |G|
N∑
p=1
dp. (16)
It follows that in this case |Ψ〉 is maximally entangled,
and thus ρg is the least informative state, i.e., it has min-
imum asymmetry, among those in Eq. (7). Hence, D is
the minimum value of PUg . We read off from Eq. (16) that
D = 1/|G| (random guessing) if all irreducible represen-
tations are one dimensional (as is the case of coherence).
We will come back to this below.
Now let us move on to the duality relation. In addi-
tion to PUg , the relation involves the probability that one
correctly infers the value of p from the discrimination of
the tagging states. In the example of Fig. 1, this would
amount to inferring which part of the network the parti-
cle went through. Tracing out the system, we find that
the state of the ancilla is
ρA = TrS (|Ψg〉〈Ψg|) = 1
N
N∑
p=1
|ηp〉〈ηp|, (17)
4independently of the channel Ug that has been applied.
Clearly, ρA corresponds to the specific ensemble where
each of the states {|ηp〉}Np=1 is equally likely. The optimal
probability of discriminating them with minimum error,
PHp , satisfies [27],
PHp −
1
N
≤ 1
N2
N∑
p,p′=1
√
1− |〈ηp|ηp′〉|2. (18)
Let us define the two-component vectors
vpp′ :=
(
1
N
√
1−|〈ηp|ηp′〉|2,
√
dpdp′
|G| |〈ηp|ηp′〉|
)
, (19)
such that
‖vpp′‖2= 1
N2
[
1+
(
N2dpdp′
|G|2 −1
)
|〈ηp|ηp′〉|2
]
≤ M
N2
, (20)
where M is the maximum over all possible sets {|ηp〉}Np=1
of the term in square brackets. An obvious upper bound
for M is
M ≤ M˜ := 1 + max
p,p′
p 6=p′
{(
N2dpdp′
|G|2 − 1
)
, 0
}
. (21)
We then have from Eqs. (13) and (18) that
(
PUg −D
)2
+
(
PHp −
1
N
)2
≤
1
N2
N∑
p,p′=1
p 6=p′
N∑
q,q′=1
q 6=q′
vpp′ · vqq′ . (22)
Making use of the Schwarz inequality we find
(
PUg −D
)2
+
(
PHp −
1
N
)2
≤M
(
1− 1
N
)2
. (23)
This is the desired duality relation which constitutes the
central result of the paper. It places a limit on our ability
to tell which channel, Ug, we have and which invariant
subspace Hp the particle went through.
IV. EXAMPLES
A. Cyclic group
Let us first look at the case in which G is the cyclic
group of order N . Let a be the generator of the
group, and then the group is G = {an}N−1n=0 . We have
that a0 = e, the identity element, and aN = e. The ir-
reducible representations of G are one-dimensional, and
there are N of them. We shall denote the elements
of the pth irreducible representation by Γp(a
n). If the
state |up〉 transforms according to the pth irreducible rep-
resentation, then
Γp(a
n)|up〉 = e2piipn/N |up〉. (24)
Now consider the representation
U =
N−1⊕
p=0
Γp. (25)
This is an N -dimensional representation of G, and
its carrier space is spanned by the orthonormal
states {|up〉}N−1p=0 .
For a vector |φ〉 in the carrier space of U , we have,
from Eq. (3) that
Ps(|φ〉〈φ|) = 1
N
(
N−1∑
p=0
|〈up|φ〉|
)2
. (26)
If we now set ρ = |φ〉〈φ| and subtract 1/N , which is just
the probability of guessing which state U(an)|φ〉 we have,
we obtain
Ps(ρ)− 1
N
=
N−1∑
p,q=0
p 6=q
|〈up|ρ|uq〉| =
N−1∑
p,q=0
p 6=q
|ρpq|. (27)
This is just the l1 measure of coherence defined in [1]
in the basis {up}N−1p=0 . Physically we can interpret the
states |up〉 as corresponding to different paths in an in-
terferometer and the factors of exp(2piipn/N) as resulting
from phase shifters placed in those paths.
B. Non-Abelian groups: dihedral group D3 or
symmetric group S3
Next, let us look at a non-abelian group. A simple
non-abelian group is the dihedral group D3, which con-
sists of rotations and reflections in the plane that leave
an equilateral triangle invariant. It has six elements,
{e, r, r2, s, rs, r2s}, where r3 = e and s2 = e. The dihe-
dral group D3 is isomorphic to the symmetric group S3,
i.e., the group of permutations of three elements. The
mapping is defined by s 7→ (12), r 7→ (123). The group
has three conjugacy classes Ce = {e}, Cr = {r, r2},
and Cs = {s, rs, r2s}. It has three irreducible repre-
sentations, Γp for p = 1, 2, 3, where Γ1 and Γ2 are one-
dimensional and Γ3 is two dimensional. The character
table for the group is given in Table I for completeness.
The one-dimensional representations are the trivial
representation, Γ1(g) = 1 for all g ∈ D3, and the so-called
sign or alternate representation, defined by Γ2(r) = 1 and
Γ2(s) = −1 for the generators of the group r and s. For
the representation Γ3, we can take the matrices,
Γ3(r) =
(
−1/2 −√3/2√
3/2 −1/2
)
, Γ3(s) =
(
1 0
0 −1
)
, (28)
5Ce Cr Cs
Γ1 1 1 1
Γ2 1 1 −1
Γ3 2 −1 0
TABLE I. Character table for D3.
expressed in the computational basis {|0〉, |1〉}.
Suppose we have two qubits, which transform accord-
ing to the representation Γ3 ⊗ Γ3. We find that
Γ3 ⊗ Γ3 = Γ1 ⊕ Γ2 ⊕ Γ3, (29)
where |v1〉 = (|00〉 + |11〉)/
√
2 transforms as Γ1, |v2〉 =
(|01〉− |10〉)/√2 transforms as Γ2, and the subspace that
transforms as Γ3 is spanned by |v3〉 = (|00〉 − |11〉)/
√
2
and |v4〉 = (|01〉+ |10〉)/
√
2. For a state |φ〉 in the carrier
space of Γ1 ⊕ Γ2 ⊕ Γ3, we have
|φ〉 =
4∑
j=1
cj |vj〉. (30)
We can write |φ〉 in the form,
|φ〉 = c1|u1〉+ c2|u2〉+
√
|c3|2 + |c4|2|u3〉, (31)
where
|up〉 := |vp〉, p = 1, 2; |u3〉 := c3|v3〉+ c4|v4〉√|c3|2 + |c4|2 , (32)
so ‖φp‖ = |cp|, for p = 1, 2, and ‖φ3‖ =
√|c3|2 + |c4|2.
Using Eq. (3) we find
Ps(ρ) =
1
6
(
|c1|+ |c2|+
√
2
√
|c3|2 + |c4|2
)2
. (33)
In this case, the maximum value of Ps is 2/3.
If we apply our duality relation to the representation
in Eq. (29), we find D = 2/9 and M = M˜ = 1 (for
{|ηp〉}3p=1 orthogonal), giving us(
PUg −
2
9
)2
+
(
PHp −
1
3
)2
≤ 4
9
. (34)
Note that in the case that the states {|ηp〉}3p=1 are or-
thogonal, we have P orthUg = D = 2/9 and PHp = 1, so that
in this case the inequality becomes an equality. Unlike
in the case of a cyclic group, where all of the invariant
subspaces are one-dimensional, and we can do no bet-
ter than guessing which Ug we have when the states |ηp〉
are orthogonal, in this case, since one of the subspaces
is two-dimensional, there is some information about the
transformation that survives (D = 2/9 > 1/6 = 1/|G|).
V. CONCLUSION
We have derived a duality relation for finite groups,
which generalizes those for wave-particle duality. One of
the quantities in the duality relations, PUg , i.e., the prob-
ability of successfully discriminating the channels Ug, is
a measure of the asymmetry of a state under the action
of the group. If the group is cyclic, which corresponds
to the usual case of phase information versus path infor-
mation, PUg reduces to the l1 measure of coherence. The
other quantity, PHp , reflects our ability to discriminate
the tags {|ηp〉} attached to the irreducible representations
that act on the system. Since irreducible representations
act in invariant subspaces, the tags can be interpreted
as labelling these subspaces. If we have a network that
implements the group transformations, such as that in
Fig. 1, the tags tell us which part of the network the par-
ticle went through, and so in the case of one-dimensional
irreducible representations, they simply tell us about the
path the particle took. In the usual case, if we have
complete information about the path, the quantum co-
herence is zero and no information about the phases is
left, while in the more general case considered here, since
some of the subspaces have dimension greater than one,
we can know which subspace the particle went through,
and there will be some information left about the the
group transformation, that is, the state of the particle
will still have some asymmetry.
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Appendix A
First, we will show that Ps(ρ) decreases under G-
covariant quantum maps, that is, Ps(E(ρ)) ≤ Ps(ρ),
where E is a trace-preserving, completely positive and
G-covariant map. Let the Kraus operators for E be Aj ,
E(ρ) =
∑
j
AjρA
†
j , (A1)
and set ρg = U(g)ρU
†(g). Let {Πg}g∈G be the opti-
mal minimum-error POVM that discriminates among the
states ρg. We then have that
Ps(ρ) =
1
|G|
∑
g∈G
Tr(ρgΠg), (A2)
6where |G| is the number of elements in G. Now let
{Π(E)g }g∈G be the optimal minimum-error POVM that
discriminates among the states E(ρg). We then have that
Ps(E(ρ)) = 1|G|
∑
g∈G
Tr(U(g)E(ρ)U†(g)Π(E)g )
=
1
|G|
∑
g∈G
Tr(E(ρg)Π(E)g )
=
1
|G|
∑
g∈G
∑
j
Tr(Π(E)g AjρgA
†
j)
=
1
|G|
∑
g∈G
Tr
∑
j
A†jΠ
(E)
g Aj
 ρg
 . (A3)
Define
Π′g =
∑
j
A†jΠ
(E)
g Aj . (A4)
These operators are positive and sum to the identity, and,
therefore, constitute a POVM. Because {Πg}g∈G is the
optimal minimum-error POVM that discriminates among
the states ρg, we have that∑
g∈G
Tr(Π′gρg) ≤
∑
g∈G
Tr(Πgρg), (A5)
which implies that Ps(E(ρ)) ≤ Ps(ρ) .
Next, we would like to show that Ps(ρ) is convex. Let
ρ =
∑
n pnρn and let {Π(n)g }g∈G be the optimal POVM
for discriminating the states U(g)ρnU(g)
† for g ∈ G.
If {Πg | g ∈ G} is the optimal POVM for discriminating
the states U(g)ρU(g)† for g ∈ G, then
1
|G|
∑
g∈G
Tr(U(g)ρnU(g)
†Πg)
≤ 1|G|
∑
g∈G
Tr(U(g)ρnU(g)
†Π(n)g ), (A6)
and this implies that
Ps(ρ) ≤
∑
n
pnPs(ρn). (A7)
Appendix B
Suppose we have a set of states {U(g)|φ〉 | g ∈ G},
where G is a group and U(g) is a unitary representa-
tion of G. We will denote the identity element of the
group by e. Our object is to find a POVM that will op-
timally discriminate among these states with minimum
error. We can assume that the POVM can be expressed
as Πg = U(g)ΠeU(g)
†, where Πg is the POVM element
corresponding to U(g)|φ〉 and Πe corresponds to |φ〉 (see
Appendix C). Assuming the states are equally likely, the
success probability for the measurement is
Ps =
1
|G|
∑
g∈G
〈φ|U(g)†ΠgU(g)|φ〉 = 〈φ|Πe|φ〉, (B1)
where |G| is the order of the group.
As in the main text, let us assume that U(g) is a rep-
resentation of G in which each irreducible representa-
tion appears at most once and denote the pth irreducible
representation by Γp(g). If 1 p is the projector onto the
invariant subspace on which the pth irreducible represen-
tation acts, and |X〉 is a vector, then
1
|G|
∑
g∈G
U(g)|X〉〈X|U(g)† =
∑
p
1
dp
‖1 pX‖21 p, (B2)
where the sum is over the irreducible representations oc-
curring in U(g), and we recall that dp is the dimension
of the pth irreducible representation.
Now let |φp〉 = 1 p|φ〉. We then have that
〈φ|Πe|φ〉 =
∑
p,q
〈φp|Πe|φq〉
=
∑
p,q
〈
√
Πeφp|
√
Πeφq〉
≤
∑
p,q
(〈φp|Πe|φp〉〈φq|Πe|φq〉)1/2
≤
(∑
p
〈φp|Πe|φp〉1/2
)2
. (B3)
Now let’s make use of the fact that the sum of the POVM
elements is the identity. Let |Xp〉 be a vector of norm
one in the invariant subspace corresponding to the pth
irreducible representation. Then
∑
g∈G
Tr(Πg|Xp〉〈Xp|)=Tr
∑
g∈G
Πg
 |Xp〉〈Xp|

=1. (B4)
However, we also have∑
g∈G
Tr(Πg|Xp〉〈Xp|)=
∑
g∈G
Tr(U(g)ΠeU(g)
†|Xp〉〈Xp|)
=Tr
Πe∑
g∈G
U(g)†|Xp〉〈Xp|U(g)

=Tr
Πe∑
g∈G
U(g−1)|Xp〉〈Xp|U(g−1)†

=
|G|
dp
Tr(1 pΠe1 p). (B5)
7Therefore,
Tr(1 pΠe1 p) =
dp
|G| . (B6)
We also have that
1
‖φp‖2 〈φp|Πe|φp〉 ≤ Tr(1 pΠe1 p), (B7)
which, finally gives us that
〈φ|Πe|φ〉 ≤
(∑
p
√
dp
|G| ‖φp‖
)2
. (B8)
Now let us find a POVM that achieves this bound.
Choose Πe = |X〉〈X| for some vector |X〉. Then the
requirement that the POVM elements sum to the identity
gives us∑
g∈G
U(g)|X〉〈X|U(g)† =
∑
p
|G|
dp
‖Xp‖21 p = 1 , (B9)
where |Xp〉 = 1 p|X〉. This implies that
‖Xp‖ =
√
dp
|G| . (B10)
Now assume that we choose |Xp〉 parallel to |φp〉. This
implies that
〈φp|Xp〉 =
√
dp
|G| ‖φp‖, (B11)
and
Ps = 〈φ|Πe|φ〉 =
∑
p,q
〈φ|Xp〉〈Xq|φ〉
=
(∑
p
√
dp
|G| ‖φp‖
)2
. (B12)
Therefore, this POVM achieves the upper bound in
Eq. (B8) and is the minimum-error POVM of covariant
form, which is the optimal minimum-error POVM.
Appendix C
Suppose we have a set of states {U(g)|φ〉}g∈G, where G
is a group and U(g) is a unitary representation of G. Our
object is to show that in this case we can assume with no
loss of generality that the optimal POVM for discrimi-
nating the given states is of the form Πg = U(g)ΠeU
†(g),
which we call covariant. We will do it by proving that
for any POVM, {Π˜g}g∈G, we can always find a covariant
POVM that attains the very same success probability P˜s.
Assuming that the states are equally likely we have
P˜s =
1
|G|
∑
g∈G
Tr
[
U(g)|φ〉〈φ|U†(g) Π˜g
]
= Tr
|φ〉〈φ| 1|G|∑
g∈G
U†(g)Π˜gU(g)

= Tr (|φ〉〈φ|Ω) = 〈φ|Ω|φ〉, (C1)
where we recall that |G| is the order of the group and we
have defined
Ω =
1
|G|
∑
g∈G
U†(g)Π˜gU(g). (C2)
We further define Πg = U(g)ΩU
†(g). Each Πg is positive
and ∑
g∈G
Πg=
1
|G|
∑
g,g′∈G
U(g)U†(g′)Π˜g′U(g′)U†(g)
=
1
|G|
∑
g,g′∈G
U(gg′−1)Π˜g′U†(gg′−1)
=
1
|G|
∑
g′′,g′∈G
U(g′′)Π˜g′U†(g′′)
=
1
|G|
∑
g′′∈G
U(g′′)
( ∑
g′∈G
Π˜g′
)
U†(g′′)=1 . (C3)
This shows that the set {Πg}g∈G defines a proper POVM,
where Πe = Ω is the POVM element corresponding to |φ〉
and Πg corresponds to U(g)|φ〉. Moreover, this POVM
gives the same success probability as Π˜g, since
Ps =
1
|G|
∑
g∈G
Tr
[
U(g)|φ〉〈φ|U†(g)Πg
]
=
1
|G|
∑
g∈G
Tr
[|φ〉〈φ|U†(g)ΠgU(g)]
=
1
|G|
∑
g∈G
Tr (|φ〉〈φ|Ω) = 〈φ|Ω|φ〉 = P˜s, (C4)
as Eq. (C1) shows. The proof also works for mixed states.
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