Many inference problems in environmental DDDAS must contend with high dimensional models and non-Gaussian uncertainties, including but not limited to Data Assimilation, Targeting and Planning. In this this paper, we present the Mixture Ensemble Filter (MEnF) which extends ensemble filtering to non-Gaussian inference using Gaussian mixtures. In contrast to the state of the art, MEnF embodies an exact update equation that neither requires explicit calculation of mixture element moments nor ad-hoc association rules between ensemble members and mixture elements. MEnF is applied to the chaotic Lorenz-63 model and to a chaotic soliton model that allows idealized and systematic studies of localized phenomena. In both cases, MEnF outperforms contemporary approaches, and replaces ad-hoc Gaussian Mixture approaches for non-Gaussian inference.
Introduction
The prediction and predictability of atmospheric phenomena from benign thermals and sea breeze to hazardous hurricanes, storms and tornadoes is of great interest [20] . Prediction using numerical models alone is challenging [17] . The highly nonlinear processes entailed are known to be chaotic [17] , where small departures from perfect knowledge of the initial and boundary conditions, or model parameters and structure lead to prediction errors with possibly non-Gaussian distributions [24] . Worse, resolving many of the small scale features of interest demands high resolution so that, together, the nonlinearity and dimensionality issues make model-based approaches challenging.
Prediction using measurements and models derived from measurements is also challenging because neither the dense measurements necessary to resolve fine structure nor the frequent measurements needed to resolve fast growing modes are typically available. In fact, very little of the atmosphere is actually observed. Therefore, neither data nor model-based strategies individually suffice for prediction or assessing predictability.
The DDDAS paradigm to combine information from data and models to arrive closer to truth than either source alone is therefore a natural framework for predictive modeling of atmospheric phenomena. Central within this paradigm is the assimilation of data into models and the steering of the measurement process using model predictions. This combination involves the solution of two inference problems: (a) The Targeting problem p(y |x, y), where observations y are selected based on model solution x and current measurements y and (b) the Data Assimilation problem p(x|y), where model variables x are updated using all available measurements y.
The inference problems entailed by Data Assimilation and Targeting share many difficulties in common. They must contend with high dimensional model states, model error, sparse measurements, and uncertainties in predictions and measurements. In this paper, we focus on the as yet unresolved problem of inference from data and models for high-dimensional non-Gaussian conditions with application to Data Assimilation. This is of broad interest within DDDAS and of particular relevance to environmental DDDAS. Formally an estimation problem, Data Assimilation is commonly posed as fixed point, fixed interval or fixed lag estimation for which sequential filters and smoothers have been devised using cost function methods such as 3DVAR and 4DVAR [2] . Bayesian approaches [15] are also common and especially applicable in the presence of uncertainties. They include variational methods interpreted probabilistically, as well as others such as the celebrated Kalman [12] and Ensemble Kalman filters and smoothers [10, 22] and particle filters and smoothers [3] , and many variants in between [8] .
For high dimensional systems, Ensemble Kalman filters and smoothers (EnKF/S) [10, 22] are popular tools [14] . EnKF is easy to implement and does not require linearization of complex numerical models. The assumed Gaussian nature of the prior and likelihood assures straightforward synthesis of variational objectives. The direct adjustment of the ensemble members yields relatively rapid inference of the posterior distribution. The Gaussian assumption is, however, problematic [19] . The alternative is to resort to non-parametric Bayesian inference, most notably through the particle filter [6] . With an effective method for resampling, one can devise methods, for example in combination with kernel representations of probability mass functions, to represent highly non-Gaussian distributions. However, the sampling and resampling processes are intractable when dealing with high dimensional states, even with MCMC sampling [15] . It would be a great methodological advance if it were possible to avoid resampling, perhaps retaining the advantages of direct state adjustment like the Ensemble Kalman Filter and variants, but at the same time have the ability to deal with non-Gaussian problems.
In this paper, we propose the Mixture Ensemble Filter (MEnF) which extends ensemble filtering to non-Gaussian inference using Gaussian mixtures [18] . Gaussian Mixture Models (GMM) are receiving increased attention for Data Assimilation within environmental DDDAS for non-Gaussian problems [25] . In this framework, the moments of the mixture elements are first predicted and then corrected with data. Using information criteria, new mixture elements may be automatically added or existing ones removed. This is an elegant approach to extend the Gaussian assumption. However, existing practice along any of three directions has not solved the attendant dimensionality problem. In the first dead end, the means and covariances of the mixture elements are explicitly propagated and individually updated [1] . In the second, although an ensemble is used for propagation, mixture element moments are still explicitly calculated for the update [25] . In the third, a somewhat contrived attempt to overcome the curse of dimensionality, ensemble members are used with ad-hoc balance and mixture membership rules [11] .
Here, we derive an exact update equation for the ensemble members and their membership to mixture elements. Our approach enables ensemble filtering for non-Gaussian inference and retains the key computational advantages of EnKF. MEnF posts excellent performance on the chaotic Lorenz system [17] that is universally used to study prediction and predictability, but we emphasize that the methodology has broad applicability within a wide variety of DDDAS applications. As an example, we show application to coherent structures. A new model is proposed to study localized phenomena using a chaotic soliton that solves the forced and damped Korteweg-de Vries (KdV) [23, 16] equation. In this system, dynamically changing coherent patterns emerge and dissipate away creating a challenging non-Gaussian feature distribution. This model is amenable for methodological investigations and comparisons, much like the Lorenz system but with specific emphasis on localized structures a topic of special interest within environmental DDDAS. MEnF performance is outstanding, suggesting that a common framework for localized phenomena [21, 4] using only generic non-Gaussian inference may have been found.
The remainder of this paper is organized as follows. Section 2 presents related work. Section 3 formulates the assimilation problem and Section 4 derives MEnF with results of application to the two models in Section 5. Conclusions are presented in Section 6.
Related Work
The most popular contemporary approach to the filtering problem is the EnKF [10, 22] which creates an ensemble by sampling from the probability distribution of the initial condition. The solution is then propagated forward in time by numerically integrating the system model for each ensemble member. When observations are available, the forecast ensemble is updated using
where A f and A a are forecast and analysis ensembles, D is a data ensemble and the Kalman Gain K(P f ) is estimated using the ensemble covariance P f . For non-Gaussian inference problems, however, alternatives such as mixture approaches are gaining increasing attention.
Contemporary GMM based filters can be classified into three approaches. The first approach uses a fully parametric formulation. Alspach and Sorenson [1] propose an approximation of an arbitrary PDF by a Gaussian Mixture Model and then apply the Kalman Filter equations on each mixture element to obtain the posterior mean, covariance and associated mixture weights.
A second approach improves this scheme by using a semi-parametric formulation [25] . Sondergaard and Lermusiaux [25] use a GMM formulation similar to Alspach and Sorenson [1] , augmented by an EM algorithm for obtaining GMM and BIC to determine the number of mixtures. They use dynamically orthogonal field equations [27] to integrate the ensemble forward in time, making their method amenable to large scale problems. Only when data is available, the EM-Algorithm is used to approximate the forecast ensemble using a GMM. Unfortunately, in the update, mixture element moments are explicitly calculated, thus eliminating any gained efficiencies. Further, subsequent ensemble propagation requires resampling each time an analysis or update is produced.
A third alternative formulation is based on an implicit formulation similar to EnKF [9, 11] . It operates directly on ensemble members but the membership and updates are entirely ad hoc, including problems such as duplication and elimination of ensemble members as an unintended effect. Bengtsson et al. [5] propose an ad-hoc approach where the forecast ensemble is divided into clusters formed around centroids obtained using clustering algorithms such as K-means algorithm. The ensemble mean and covariance matrix for each cluster is defined locally using its members, while the mixture weights are proportional to the number of cluster members. The Kalman gain is defined for each cluster separately using the localized covariance matrix, while each ensemble member is updated using the cluster membership of the sample.
Smith [24] uses the expectation-maximization algorithm (EM Algorithm) [18] to approximate the forecast distribution using a GMM, with the number of mixtures fixed using a Bayesian Information Criteria (BIC). The forecast ensemble is then updated by projecting the GMM onto an approximate posterior Gaussian distribution, but this is surprising because GMM-Gaussian are conjugate. Dovera and Rossa [9] extend Smith's method [24] by removing the constraint of approximation of the posterior by a Gaussian distribution. They first sample an index according to the posterior mixture weight; the associated ensemble member is updated similar to the EnKF. Frei and Kunsch [11] further extend Dovera and Rossa [9] by using the balanced sampling to determine the ensemble member for update.
We posit that these ad-hoc steps are not necessary. MEnF embodies an exact update equation for ensemble members that respects mean of the posterior GMM. It provides advantages over the current state of the art including retaining computational advantages of EnKF whilst avoiding difficult ensemble member association and resampling issues.
An alternative to a mixture approach is kernel density estimation. Hoteit et al. [13] and Stordal et al. [26] approximate the forecast ensemble using a Gaussian kernel with different weights for each ensemble member. Tagade and Ravela [19] recently proposed to use a kernel representation with quadratic mutual information for data assimilation. The mixture and kernel formulations are duals, however we do not pursue the latter in this paper.
The application of MEnF to localized structures is new work as is the proposed chaotic soliton model. Although ad-hoc methods to assimilate localized features have been developed [22, 20] and have been recognized as important in environmental DDDAS [4] , the MEnF offers a single solution for both random fields such as Lorenz-63 and localized phenomena, shown here using the chaotic soliton.
Problem Formulation
Consider a dynamical system x t+∆t = f (x t , u t ), where x ∈ R n is an n-dimensional discrete state vector and f (·, ·) is a possibly non-linear model with parameters u t as inputs. For simplicity, the model is illustrated without "model error" or "process noise", utilizing instead the epistemic uncertainties of the initial conditions as the primary source of uncertainty. Measurements y t ∈ R m are assumed linear, or linearized, and expressed by the observation equation y t = Hx t + v t wherex t is the true but unknown state vector, H is a measurement process, and v t the (additive) measurement uncertainty.
The filtering problem is to update the current model state given the experimental observations obtained until the current time t. For a Markov process, the data can be assimilated sequentially, while the updated statistics can be propagated forward in time through the model dynamics. Thus, a sequential filter can be expressed as a recursive estimate
The recursive nature of Equation 1 allows us to remove the subscript t and obtain the Bayes rule at any measurement (update) time step, i.e.
We are interested in non-Gaussian prior and/or posterior distributions which we model here as a mixture of Gaussians. For a generic distribution p(x), the Gaussian Mixture Model is defined as [18] p
where M is the number of mixture components used, also known as mixture complexity, α m is the mixture weight, and N (x; µ m , P m ) is a multivariate normal distribution with mean µ m and covariance P m . The mixture weight is constrained by M m=1 α m = 1. The parameters of the GMM are typically estimated from data using a maximum likelihood approach for which the Expectation Maximization (EM) algorithm is common [18] . Because the probability is a mixture, any point in state space has some finite probability of belonging to every other mixture element. This fact is modeled through a weight vector ω i,m , given by
The EM algorithm consists of two alternating steps: an expectation (E) step and a maximization (M) step [18] . They are repeated until convergence for mixture parameters α m , µ m and P m is obtained. In the E-step, ω i,m is computed. In the M-step, optimal mixture parameters are estimated using ω i,m . To calculate the mixture parameters, we first define N m = N i=1 ω i,m and calculate the mixture parameters for an ensemble of size N as [18] 
The EM algorithm assumes that the number of mixture components M is known which is seldom the case. Therefore, the number of mixture components M is selected by minimizing the Bayesian Information Criterion (BIC) which is an approximation of the log-likelihood of the GMM for a given forecast ensemble [25] . We run the EM algorithm for different values of M , and then choose the number of mixtures with minimum BIC. The Mixture Ensemble Filter couples EM calculations with Bayesian updates in Equation 1. This is discussed in the next section.
The Mixture Ensemble Filter
The primary approach to the synthesis of MEnF involves interspersing EM iterations with filter updates. We can couple EM computations with Equation 1 in two ways as shown in Figure 1 . This corresponds to updates to a GMM defined on either the posterior or the prior, that is
Here and in the following, we use superscript f and a to denote GMM parameters for prior and posterior.
In the first approach, EM is applied to the forecast ensemble before data assimilation, see Figure 1 (a). The filter is used to obtain p(x | y) and the estimated ensemble is propagated forward. In the second approach, see Figure 1 (b), the EM algorithm is applied to approximate p(x | y) after data assimilation takes place. Then the ensemble is propagated. We follow the first approach in this paper. The GMM is a conjugate prior to the Gaussian, so that when the prior is a GMM and the data likelihood is Gaussian, the posterior is also a GMM. Note that the assumption that the likelihood is Gaussian is not general, but it is a common one for environmental applications. When both likelihood and prior are non-Gaussian, then methods such as Tagade and Ravela's mutual information filter could be used [19] .
Using EM to obtain the GMM parameters for p(x), the posterior parameters of the GMM are given by [25] 
where K(P f m ) is a Kalman gain. However, this update requires operations on covariances that become computationally infeasible. We therefore introduce an ensemble approach to overcome this problem and derive an update equation for each ensemble member that ensures that the ensemble mean matches the posterior GMM mean. The ensemble update can be denoted as
Marginalizing Equation 8 over all mixtures and definingω
, we obtain the update equation
Thus, MEnF incorporates each ensemble member's mixture probability within an EnKF-like update. The proposed MEnF approach provides three key advantages over the existing state of the art; a) Since the individual ensemble members are updated, computationally costly operations on covariance matrices are not necessary. b) As the update equation explicitly accounts for membership and mixture weights, the problems such as elimination and duplication of ensemble members is avoided. c) The method does not require resampling, however, occasional resampling to enrich an impoverished mixture element can be easily employed, if necessary.
Application Examples
MEnF is applied to two problems, the Lorenz-63 system and the chaotic soliton. In both these cases, results show that it outperforms EnKF. In the Lorenz-63 system, it is able to track the two dominant "climate" modes, and, in the chaotic soliton, MEnF can track emergent localized features. The fact that a unified inference framework across these two applications is feasible is exciting. These applications are discussed in this Section.
Example with Lorenz Model
Lorenz model [17] is a three-dimensional, highly non-linear chaotic system of coupled differential equations
Common parameters are σ = 10, ρ = 28 and β = 8/3. We initialize "truth" at (1.5, −1.5, 25.4) and integrate it forward for a long duration, thence sampling with a Gaussian noise of
We compare the performance of MEnF with EnKF and Bayesian inference using MCMC sampling. MEnF and EnKF runs are initialized with an identical ensemble of 1, 000 uncertain initial conditions around the point (1.5, −1.5, 25.4) using Gaussian noise with variance 3.0 in each spatial direction. For MCMC, an initial 10, 000-sized ensemble is propagated forward. A histogram from the forecast ensemble is used to model the prior and 50, 000 samples are collected from the posterior after an initial burnout period of 10, 000 samples. Simulations are again continued after Bayesian estimation using the updated 10, 000 prior ensemble members.
For the test case presented in Figure 2 , an example of assimilated data is shown for time T = 60s to compare EnKF, MEnF and MCMC results. Although the Lorenz model develops chaotic behavior, early in the simulation process however, the forecast ensemble can reasonably be approximated using a Gaussian distribution and we note that both EnKF and MEnF perform comparably. Over longer time integration, the non-Gaussian behavior of the Lorenz model dominates. In the example at T = 60s (see Figure 2 inset ), a distinctly bimodal behavior emerges. Thus, after Data Assimilation at T = 60s, updated ensemble means don't quite match each other, but the MEnF using two mixtures more closely matches MCMC than EnKF in both the mean and variance, as shown for the 'X' direction of Lorenz-63 in Figure 2 ). 
MEnF for DDDAS Tagade, Seybold and Ravela
To investigate efficacy of the MEnF for sequential Data Assimilation, we assimilate five data points every 20s. In Figure 3 , the mean squared error (MSE) in mean and variance for EnKF and MEnF are compared with MCMC predictions. The MSE for MEnF is significantly lower than the EnKF both for mean and variance. This clearly demonstrates the better convergence of the MEnF to the "true" posterior. 
The Chaotic Soliton
The study of mesoscale and sub-mesoscale atmospheric phenomena which are localized is of great importance for climate and natural hazards. Recently, it has been gaining increased attention in environmental DDDAS. It is now well established that the distribution of localized structure predictions can contain both position and amplitude errors and, therefore, be highly non-Gaussian [21] . Ad-hoc assimilation schemes to mitigate these errors have been developed [21, 4] . The development of systematic methodology for assimilation and sampling methods is facilitated here through the chaotic soliton, an idealized system with all the desirable elements to study localized phenomena for inference.
The KdV equation models a traveling waves on shallow water [23] which admits solitary wave solutions known as soliton. Here, we consider a modified KdV equation with zeroth order damping and external forcing. The forced and damped KdV equation over a periodic domain is given by [7] ∂u ∂t + 1 2
where γ is a damping coefficient, η is a forcing amplitude and f (x) is an external sinusoidal forcing. Equation 11 is solved numerically using a Fourier spectral method on a periodic domain. The original KdV equation has a global attractor and does not show any chaotic behavior. However, if forced and damped, chaos emerges over a certain amount of time. Here, we initialize the solution with two solitary waves given by
Parameters (a 1 , a 2 , b 1 , b 2 ) are assumed uncertain with mean (25.0, 20.0, 16.0, 10.0) and variance 1.0. In Figure 4 , the mean soliton solution and respective ensembles are shown at initial condition and three different time instances. The solution is initialized with two solitary waves that travel with velocities proportional to the wave amplitude. Over time, the larger wave overtakes the smaller one, with the waves emerging unaffected after the collision. In time the external forcing creates new waves that behave similar to the initial waves, while the damping affects the amplitude of the emergent waves. Birth, deaths, "splits" and merges are all evident. We assimilate the data in feature space that trades the wave nature for the particle nature of the soliton. Figure 4 (bottom) shows an ensemble of solitons in position-amplitude domain, forming localized distributions mimicking the features in the state vectors. They can initially be modeled using bimodal Gaussian mixture. Larger waves move faster, stretching each mixture. At long timescales, the bimodal distribution becomes multimodal owing to the formation and destruction of new solitary waves.
We perform the Data Assimilation using MEnF at times T = 0.0005s and T = 0.002s. Amplitude and position of the mean soliton solution is used as observed "truth" with an uncertainty of N (0.0, σ 2 = 20.0) in amplitude and N (0.0, σ 2 = 0.05) in position. The forecast and posterior ensemble are obtained using the proposed MEnF. This is shown in Figure 5 . At time T = 0.0005s, the mean solitons coalesce together and then split up again by time T = 0.002s. The MEnF tracks these changes, easily managing the changing modes of features. In contrast, the EnKF completely falls "between two stools," an expected result as it has no way of representing multimodality. In future work, we will explore alternative formulations of mixture filtering, its relationship to kernel models, and information theoretic inference. Application to mapping localized atmospheric phenomena will also be sought.
