Abstract-This paper presents two novel forecasting algorithms for sports achievement based on combination of grey model and neural network: (1) GM-NN1: Firstly, the error sequence is obtained by GM(1,1) model using original data sequence of sports achievement, and then in order to gain a forecasting error sequence, the neural network is built up to train the regression of error sequence. This new model corrects the error of GM(1,1) model prediction using neural network, and its accuracy has been significantly improved. (2) GM-NN2: This model uses the partialdata sequence of the original sports achievement data to create partial-data GM(1,1) model group, and build a neural network to establish the nonlinear relationship between the fitted values and original data, the generated network estimates the forecasting development trend of the partial-data GM(1,1) model group, and achieves better results in the medium-and long-term forecast for sports achievement.
I. INTRODUCTION
Physical education forecast refers to the predictor's prediction and deduction to all kinds of future or unknown factors in the field of physical education [1, 2] . Physical education forecast is not only very important to the development of physical education career, but also important to the assessment of the development trend of sports achievement. It provides scientific basis to policy-maker. How to establish a forecasting model for athletic contest achievement is an important project of tourism study. But there is not a centralized normal form for which kind of mathematics model can be used [3] . At present commonly used mathematics models are [4~6]: (1) Time sequence model: often used to predict simple, stable or periodic statistics. As for the apparent rising Chinese athletic contest achievement, the prediction result may be lower than the real one. (2) Regression model: rely too much on limited variables, and many major influential factors have been excluded from the model. The model is usually in static state. It is hard to predict the future changing trend of the self-variables that set up in the competitive achievement function. (3) Gray predictions: a linear model, however the change of the athletic contest achievement is a linear dynamic process, so it is hard for the Gray model to predict the exact change of the athletic contest achievement. (4) Delphi method: it cannot effectively reveal the relationship among various kinds of factors in physical education system, in which they interact and associate with each other, and cannot reveal the relationship between physical education system and outside environment.
A. GM-NN1 Algorithm
That using GM(1,1) model to fit the original data cannot avoid the information distortion caused by positive and negative cancellation in the process of accumulative sequence of system identification [18] . Therefore, to increase accuracy, we propose a combined forecasting model based on grey GM(1,1) model and neural network 1 st (GM-NN1) algorithm. The content of GM-NN1 algorithm is shown in Fig. 1 : At first, we set up GM(1,1) model according to the original data, and obtain error sequence. Secondly, neural network is used to obtain forecasting error sequence by error regression analysis. At last, a new forecasting value is acquired by adding the forecasting value of GM(1,1) and the forecasting error.
The mathematical description is given as follows:
For an original non-negative sequence
( (1), (2),...,
the reduction value sequence of
X , can be obtained through utilizing grey GM(1,1) model, i.e.,
To facilitate description, we make the following definitions.
X is the fitting value of (0)
X , thus
 represents the error sequence of GM (1, 1) model, which can be denoted as
( ) x k is the forecasting value calculated by GM (1, 1) . Let k n m   , then the forecasting sequence of GM (1, 1) can be denoted by
where m is the forecasting steps.
The Definition 1 reflects the difference between real value and fitting value, which exists in GM(1,1) predictions. The traditional GM(1,1) model utilizes the k n  values of the reduction sequence (0) X mentioned in Definition 2 to make predictions, without considering the changes of the error sequence, which may lead large difference into prediction. For solving the above problem, GM-NN1 algorithm is proposed, and the detail procedure is described as follows:
Step 1: GM(1,1) model calculates reduction sequence (0) X , error sequence (0)  , and prediction sequence from original data sequence.
Step 2: in order to obtain a forecasting error sequence (0)  , a neural network is built up to train the regression of error sequence. Denote q as the forecasting steps of the neural network,
i.e., the information of  by the neural network. The trained neural network can be used as an effective tool for forecasting the error sequence, for example, the forecasting value of (0) ( 1) n   can be obtained from the values of
For an error sequence which needs m steps prediction, let
 be the forecasting sequence from training and prediction of the neural network, thus
Step 3: a new forecasting value is obtained while summing the GM(1,1) model prediction and forecasting error sequence, i.e.,
( ) x i is the new forecasting value obtained from GM-NN1.
This new model correct the error of GM(1,1) model prediction using neural network, and its accuracy has been significantly improved, which will be verified in section III.
B. GM-NN2 Algorithm
In the GM(1,1) modeling procedure, it doesn't need to utilize all the data in the raw sequence, and when the data choosing manners are different, the sports achievement forecasting models have a lot of diversity. We explore partialdata sequence of the original sports achievement data to create a prediction grey area with upper and lower bounds. This area appears to be a horn with the passage of time, i.e., The longer the forecasting period, the larger the grey area, the lower the predicted precision, which is one of the main reasons that grey forecasting manner is not suitable to make a long-term prediction. To raise the long-term predicted precision, neural network is explored to set up the nonlinear mapping relation between partial-data GM(1,1) model and original data. X given in Eq. (1) and (2), define as follows:
Definition 3: if GM(1,1) modeling needs at least k data, then the GM(1,1) model obtained by the former S data of
( (1), (2) Usually, GM(1,1) modeling needs five data, i.e., 5 k  . For an original non-negative sequence with n data, we can obtain 4 n  partial-data GM(1,1) models, which compose a GM (1,1) The detail procedure of GM-NN2 algorithm is described as follows:
Step 1: Set up the S data GM(1,1) model, and obtain the partial-data GM(1,1) model groups.
Step 2: Input the fitting values of partial-data GM(1,1) model groups and set up neural network by the supervised values. The nonlinear mapping relationship between partialdata GM(1,1) model groups and original data can be reflected by the trained neural network.
Step 3: For the trained neural network, the forecasting values of the original data can be obtained by inputting the forecasting values of partial-data GM(1,1) model groups.
III. SIMULATION RESULTS
Sports achievement forecasting has very important meaning to hold the development trends of athletics sports. And it is the basic and premise of finding scientific theory of training and instructing practice of training. However, sports achievement forecasting is affected by many factors, such as level of training, personal habits, health, climate and temperature conditions. Sports achievement forecasting model must give full consideration to various factors. But some of them can be quantized while others cannot, so it's difficult to depict all the factors accurately. From the viewpoint of system theory, the forecasting model is a typical grey system in which information is known partly and unknown partly. 
A. GM-NN1 Algorithm
In GM-NN1 algorithm, GM(1,1) model is set up by the former 9 data, and the obtained error sequence is maken regressive training. After training is completed and neural network is convergent, new forecasting values can be calculated, which are shown in Fig. 3 . In this figure, we compare GM-NN1 algorithm forecasting values with GM(1,1) model forecasting and real values. As depicted in Figure. 3, for the neural network can fit test samples accurately, the fitting values of GM-NN1 algorithm is fine, and the forecasting values of GM-NN1 algorithm is better than those of GM(1,1) model.
B. GM-NN2 Algorithm
In GM-NN2 algorithm, partial-data GM(1,1) model group is set up by the former 6, 7, 8, and 9 data, respectively. We use fitting data as input and original data as output to train the neural network. After training is completed and neural network is convergent, new forecasting values can be calculated, which are shown in Fig. 4 . In this figure, we compare GM-NN2 algorithm forecasting values with real values and forecasting values of partial-data GM(1,1) model with 6 7, 8, 9 data, which are denoted by GM(1,1)-6, GM(1,1)-7, GM(1,1)-8, and GM(1,1)-9. It can be seen from Figure. 4, the curves of partial-data GM(1,1) model group appear to be a horn with the passage of time, which proves that the forecasting time cost is larger and the precision is higher when the test samples used to set up model is more. The fitting and forecasting results show that GM-NN2 algorithm perform much better than partial-data GM(1,1) model group.
IV. CONCLUSION
Predictions of sports achievements have much to do with strategies for sports development. In this article, we propose two algorithms, i.e., GM-NN1 and GM-NN2, to analyze given athletic performances, and forecast new performances. The simulation results prove that our proposed algorithms perform better than the traditional model.
