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The experimental discovery and subsequent theoretical understanding of the
integer quantum Hall effect, the first known topological phase, has started a
revolutionary breakthrough in understanding states of matter since its discov-
ery four decades ago. Topological phases are predicted to have many generic
signatures resulting from their underlying topological nature, such as quantized
Hall transport, robust boundary states, and possible fractional excitations. The
intriguing nature of these signatures and their potential applications in quan-
tum computation has intensely fueled the efforts of the physics community
to materialize topological phases. Among various topological phases initially
predicted on theoretical grounds, chiral topological superconductors and time-
reversal symmetric topological insulators (TI) in three dimension (3D) are two
promising candidates for experimental realization and application.
The family of materials, Bi2X3 (X=Se, Te), has been predicted and shown ex-
perimentally to be time-reversal symmetric 3D TIs through the observation of
robust Dirac surface states with Rashba-type spin-winding. Due to their robust
surface states with spin-windings, these 3D TIs are expected to be promising
materials for producing large spin-transfer torques which are advantageous for
spintronics application. As for topological superconductors, despite the exotic
excitations that have been extensively proposed as qubits for topological quan-
tum computing, materials hosting topological superconductivity are rare to date
and the leading candidate in two dimensions (2D), Sr2RuO4, has a low transi-
tion temperature (Tc). The goal of my phd study is to push forward the current
status of realization of topological phases by materializing higher Tc topological
superconductors and investigating the stability of Dirac surface states in 3D TIs.
In the first part of this thesis, I will discuss our double-pronged objective
for topological superconductors: to propose how to enhance the Tc of the ex-
isting leading candidate Sr2RuO4 and to propose new material candidates for
topological superconductors. First, by carrying out perturbative renormaliza-
tion group (RG) analysis, we predicted that straining the ruthenate films will
maximize the Tc for triplet pairing channel when the Fermi surface is close to
van Hove singularities without tuning on to the singularity. Then with a similar
RG approach and a self-consistent calculation for the gap equations, we inves-
tigated the repulsion-mediated intrinsic and proximity-induced superconduc-
tivity in a family of lightly hole-doped noncentrosymmetric semiconductors,
monolayer transition metal dichalcogenides (TMDs). We found that thanks to
the spin-valley locking in lightly hole-doped TMDs, two distinct topological
pairing states are favored for the intrinsically superconducting case: an inter-
pocket paired state with Chern number 2 and an intrapocket paired state with
finite pair momentum. Moreover, nematic odd-parity pairing with a possibly
high Tc can be induced when proximitized by a cuprate. A confirmation of
our predictions will open up possibilities for manipulating unconventional and
topological superconductivity at a higher temperature on the device-friendly
platform of strained ruthenate films and monolayer TMDs.
In the second part, I will discuss our studies on the stability of the Dirac
surface states in 3D TIs in the presence of bulk states and in TI-ferromagnetic
metal heterostructures. We constructed simple microscopic models with Fano-
type couplings between localized and extended states for each situation. Then
with ab initio calculations we investigated the fate of the Dirac surface states
in terms of the spectrum, the spatial profile and the spin-texture. Based on our
results, we proposed explanations for existing experimental spectroscopic and
spin-torque results.
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CHAPTER 1
INTRODUCTION
1.1 An Overview
A major advance in condensed matter physics over the past four decades is in
distinguishing and characterizing states of matter that have the same symme-
tries but exhibit very different properties. This is a problem beyond the scope
of the Landau paradigm which classifies phases using symmetries. The key
insight of this revolution is the nontrivial role of topology[161, 48, 49, 51]. In
non-interacting systems, the mathematical concept of topology enters the de-
scription of phases through the band structure. For instance, in the case of the
integer Quantum Hall state (IQHE) where a perpendicular magnetic field is ap-
plied to two-dimensional (2D) electron gas at low temperature[87], the filled
magnetic Bloch bands exhibit nontrivial Berry curvature[161, 88]. The integra-
tion of such curvature over the magnetic Brillouin zone divided by 2pi is bound
to be an integer that is known as the first Chern number C = N, N ∈ Z[161, 88],
which is responsible for the experimentally observed quantized Hall conduc-
tance Ne2/h[87]. Just like the order parameters serve to label symmetry-distinct
phases, this first Chern number serves as the topological index that labels the
vacuum (C=0) and different integer quantum Hall states (C = N , 0) exhibit-
ing different values of quantized conductance due to their topologically distinct
Bloch bands. In general, insulating phases with a topologically non-trivial band
structure feature quantized Hall transport and robust boundary states against
perturbations that do not close the bulk gap[51].
Following the experimental and theoretical investigations of the time-
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reversal breaking IQHE, several topological band insulators preserving time-
reversal symmetry have been predicted[74, 10, 186] and discovered in the past
decade such as the HgTe quantum well in two dimensions (2D)[91] and Bi2Se3
in three dimensions (3D)[57]. These time-reversal symmetric topological insu-
lators (TI) essentially consist of two copies of quantum Hall insulators with op-
posite Chern numbers, one for each of the time-reversal partners. Although
the overall Chern number is zero such that there is no quantized Hall effect in
the charge sector, the topologically nontrivial bulk leads to counter-propagating
edge modes of each spin species in 2D, which results in a quantized spin Hall ef-
fect (QSHE) [74, 10]. For 3D TIs, the topologically protected surface states have
opposite Rashba-type spin windings on the opposite surfaces[57] and have thus
become a potentially important element in spintronics[19, 132, 39, 118].
Besides insulators, superconductors can also be topological if described
by a Bogoliubov de Gennes Hamiltonian with topologically nontrivial
dispersion[142]. In particular, chiral superconductors are topological supercon-
ductors that break time-reversal symmetry and are characterized by nonzero
Chern numbers[73]. The simplest example of a topological chiral superconduc-
tor is a chiral p-wave superconductor[142]. Besides robust boundary states and
quantized Hall effects, chiral p-wave superconductors are most famous for be-
ing able to host half-quantum vortices with a ‘Majorana zero mode’ bound in the
core[142, 2]. Such exotic excitations have been extensively proposed as qubits
for topological quantum computing[124].
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1.2 A road map for this thesis
Motivated by the intriguing nature of topological superconductors and insula-
tors and their potential application in quantum computation, my PhD is ded-
icated to bridging these topological phases which were initially predicted on
theoretical grounds towards the experimental accesible world. In this thesis, I
will present my studies which focus on two main directions: (1) the materializa-
tion of topological chiral superconductors and (2) the stability of 3D TIs’ surface
states in the context of application to spintronics. I will discuss works along the
former direction in Chapter 2 and those along the latter direction in Chapter 3.
1.2.1 Topological superconductors
One of the main challanges in the development of topological superconductors
is that materials hosting topological superconductivity are still rare to date. So
far the leading as-grown material candidate in 2D is Sr2RuO4, which is a transi-
tion metal oxide with a layered perovskite structure. Nonetheless, besides the
on-going debates over the experimental evidences of edge states and half quan-
tum vortices, this leading candidate suffers from a major disadvantage which is
its low transition temperature (Tc) ∼1.5 K[71]. To push forward the current sta-
tus of topological superconductivity, during the past few years my collaborators
and I pursued a double-pronged objective: we proposed how to enhance the Tc
of Sr2RuO4 in an experimentally accesible way, and we also identified a fam-
ily of widely experimetally studied 2D semiconductors, monolayer transition
metal dichalcogenides (TMDs), to be new candidates for topological supercon-
ductors. I will discuss studies related to the superconductivity in ruthenates in
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section 2.1 and 2.2, and studies related to the superconductivity in monolayer
TMDs in section 2.3 and 2.4.
Superconductivity in strained ruthenates
In section 2.1, I will discuss our proposal for how to enhance the Tc of Sr2RuO4
through biaxial epitaxial strain. This section is adapted from a published work,
Physical Review B 94, 045118 (2016). An experiment in 2002[40] found that the
Tc of a bulk Sr2RuO4 decreased with hydrostatic pressure. Our local experimen-
tal collaborators, Darrell Schlom’s group and Kyle Shen’s group, were inspired
by this observation and wondered if straining could be a realistic and control-
lable way to tune the Tc of Sr2RuO4. What they managed to accomplish was to
grow epitaxially strained ruthenate films with various degrees of biaxial strain
and image how the Fermi surfaces evolve under such strain[17]. These films
are, however, not yet superconducting due to the disorders.
Thus to predict if the Tc could improve under the strain while the supercon-
ductivity stays topological, I carried out a perturbative renormalization group
(RG) analysis with an input of ARPES data on films with different degrees of
strain. Using this RG method, I was able to calculate the superconducting ten-
dency, which is related to the Tc, and the dominant pairing channel. In col-
laboration with a coding expert Weejee Cho, a density functional theory (DFT)
expert Alejandro Rebola in Craig Fennie’s group, and an ARPES expert Bulat
Burganov, I found that instead of a monotonic change, the pairing tendency ex-
hibited a peak with an inceasing strain. Moreover, at strain magnitudes where
the pairing tendency was close to but not right at the peak, the superconduc-
tivity was topological. Here, topological superconductiviy was indicated by a
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dominant spin-triplet pairing channel from the 2D band due to the energet-
ics since the four-fold rotational symmetry was preserved in these biaxially
strained films. I further understood how these results were related to the Lif-
shitz transition and the magnetic fluctuations of the 2D band Fermi surface.
Most importantly, we predicted a particular strained film to host spin-triplet su-
perconductivity with the highest Tc among all the available strained films and
the bulk Sr2RuO4. A confirmation of our prediction, which would require a su-
perconducting test on this film with an improved film quality, could lead to a
higher-Tc topological superconductor.
In section 2.2, I will discuss a follow-up work on superconductivity in
strained ruthenates, concerning the dependence of the perturbative RG method
I used in the aforementioned study on the input band structure. This section
is adapted from a preprint, arxiv:1701.07884. Here I demonstrated this depen-
dence by an example of uniaxially strained Sr2RuO4. While studying the biaxi-
ally strained ruthenate films, I worked closely with both angle-resolved photoe-
mission spectroscopy (ARPES) and first-principles experts. From their ARPES
data and DFT-calculated band structures of biaxially strained ruthenates, they
noticed that there was a large “mass enhancement” effect, which means that the
DFT results underestimated the effective mass compared to the ARPES data[17].
Most importantly, they found such effect to be band-selective in strained ruthen-
ates, where the effect was much more severe in the 2D band than in the 1D
bands[17]. My advisor Eun-Ah and I suspected that generally speaking, such
band-selective effect of the input band structure could cause a qualitative differ-
ence in the RG results when a DFT-calculated band structure is used rather than
the ARPES data. To demonstrate such qualitative difference, I collaborated with
a DFT expert Alejandro Rebola and used the RG method to study the supercon-
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ductivity in Sr2RuO4 under various degrees of uniaxial strain with two sets of
input band structures: one was calculated by DFT, and the other was based on
ARPES data. We chose uniaxially strained Sr2RuO4 because a recent experiment
on superconducting uniaxially strained Sr2RuO4 found a peak in Tc as the strain
magnitude increases. By comparing the RG results using these two sets of in-
put band structures, I found that only the ARPES-based RG result reproduced
the observed peak in Tc in experiment while the DFT-based RG result showed a
monotonic growth of Tc with increasing strain. Most importantly, such qualita-
tive difference in an observable had its roots in the band-selective mass enhance-
ment, which led to different bands being responsible for the superconductivity
in the two sets of results. This work points out an under-appreciated effect in the
RG community, and illustrates that extra caution is required when making RG
predictions for multi-band superconductors in connection with experiments.
Superconductivity in monolayer TMDs
In section 2.3 and 2.4, I will discuss my effort on searching for new material
candidates for topological superconductors. It has been well known that pairs
formed by fermions of “the same spin species” are very likely to result in topo-
logical superconductivity. A famous proposal along this line was made by Fu
and Kane. They proposed to proximitize a single surface of a 3D TI, which hosts
a Fermi surface exhibiting only a counterclockwise (or clockwise) Rashba-type
spin-winding, by a conventional s-wave superconductor[42]. While much ex-
perimental progress has been made in realizing this proposal, the fact that the
proposed topological superconductivity exists on the interface between the TI
and s-wave superconductor is expected to hinder further surface detection and
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analyses of the superconducting properties.
Fortunately, Eun-Ah and I learned from students and postdocs in Dan
Ralph’s group about a family of graphene-like 2D semiconductors, monolayer
transition metal dichalcogenides (TMDs), that has seized rapidly growing at-
tention for its potential application in transistors, photoelectronics and val-
leytronics. Most interestingly, many of these unusual transport and optical
properties result from the “spin-valley locked” band structure in the valance
band[190, 159] due to the so-called Ising spin-orbit coupling[107] in the ma-
terial. In particular, my collaborators and I noticed that lightly hole-doped
TMDs have Fermi surfaces whose spin degeneracy is split in momentum space,
which is dual to the case in Fu-Kane’s proposal where the spin-degeneracy on
the Fermi surface was split in real space. We then started to wonder what
kind of superconductvity a lightly hole-doped monolayer TMD could host. In
fact, superconductivity has been recently discovered in various electron-doped
TMDs[177, 67, 152, 22]. Nonetheless, unlike the spin-valley locked Fermi pock-
ets of hole-doped TMDs, pockets of the electron-doped TMDs are nearly spin-
degenerate and thus not advantageous for topological pairing. Therefore, I be-
gan to study the pairing symmetry in lightly hole-doped monolayer TMDs us-
ing the RG method that was used in the aforementioned studies on ruthenates.
In section 2.3, I will discuss our study on the intrinsic superconductivity me-
diated by electronic repulsion in lightly hole-doped monolayer TMDs. This sec-
tion is adapted from a published work, Nature Communication 8, 14985 (2017).
My collaborators and I predicted that two types of topological superconduct-
ing states would dominate: an inter-pocket paired state with Chern number
|C| = 2 and an intra-pocket paired state which modulates in the real space. I will
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further discuss proposals for the detection of these two paired states. As mono-
layer TMDs are 2D materials that are highly manipulable just like graphene, an
experimental confirmation of our predictions will open up new possibilities for
employing topological superconductivity on a device friendly platform.
Besides that TMDs are experimentally challenging to hole-doped, another
possible obstable for the realization of our proposal is if the lightly hole-doped
monolayer TMDs are not intrinsically superconducting. Therefore Eun-Ah and I
were motivated to investigate what kind of superconductivity could be induced
in lightly hole-doped monolayer TMDs when proximitized by another super-
conductor. In section 2.4, I will discuss our study on the proximity-induced
superconductivity in monolayer TMDs when in contact with a cuprate, which
is an experimentally established high-Tc d-wave superconductor. This section is
currently being written up for publication in a peer-reviewed journal. By solv-
ing the gap equations for the bilayer self-consistently, we found that nematic
odd-parity superconductivity is induced in the TMD. Therefore even if lightly
hole-doped monolyer TMDs do not intrinsically superconduct, they can still of-
fer a platform for experimental studies of 2D unconventional superconductivity
with odd parity and with a possibly high Tc.
1.2.2 Topological Insulators
Unlike topological superconductors, 3D TIs protected by time-reversal symme-
try have already been materialized and widely experimentally studied over the
past decade[56, 57]. In particular, their robust Dirac surface states which pos-
sess Rashba-type spin texture[57, 59] have attracted much attention in terms of
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application to spintronics[19, 29, 132, 39, 118, 34]. While being an appealing
element in spintronics, these ‘topologically protected’ surface states, however,
might be much more vulnerable than what one would expect in an isolated and
theoretically ideal TI when placed in experimental devices. To bridge this gap
between the naive theoretical picture for ideal TIs and realistic situations, my
collaborators and I have investigated the stability of Dirac surface states under
the influence of two important factors that are often present in experimental se-
tups: the surface-bulk coupling arising from the metallic nature of realistic ‘TI’
materials, and the hybridization with metallic bands in TI-ferromagnetic metal
heterostructures. I will discuss the study on surface-bulk coupling in section
3.1, and the study on the hybridization in heterostructures in section 3.2.
Many available materials for 3D TIs, such as Bi2Se3, are in fact naturally
electron-doped, which makes them topological metals rather than insulators[11,
57]. Therefore, identifying the consequences of this coupling between the Dirac
surface states and the bulk states becomes a key challenge when exploiting the
transport and spin properties of these surface states in devices. In section 3.1, I
will discuss an effective model we built that captures the surface-bulk coupling
to the lowest order in the spirit of the Fano model. This section is adapted from a
published work, Physical Review B 89, 205438 (2014). The Fano model is a well-
studied model describing generally the coupling between a localized state and
extended states. My collaborators and I built an effective model for topological
‘metals’ by including symmetry-preserving Fano-type couplings between the
surface and bulk states in a well-known effective model for electron-doped 3D
TIs. Together with the DFT calculation on a slab of Bi2Se3 done by my collab-
orator Kyungwha Park, we showed that our effective model is able to capture
features observed in previous ARPES and spin-ARPES data on TIs.
9
Besides the bulk states of the TI itself, the environment surrounding the TI
can also cause major changes to the surface states of the TI. For example, it
was observed that when a TI was simply left in the vacuum after cleaving, the
band-bending effect due to the vacuum not only shifted the chemical potential
but also created an additional 2D electron gas on the surface[11, 83]. Another
example is that DFT calculations on various TI-insulator heterostructures have
shown two interface states with Dirac dispersions, instead of one, at energies
away from that of the single Dirac surface state in a bare TI[46, 101, 119]. While
the origins of these interface states are still not fully clear, the band-bending
effect due to the chemical potential difference between the TI and the insulator
has been considered a major cause of the shifts in energy[101, 119].
On the other hand, the fate of the Dirac surface state in a TI-metal het-
erostructure, a widely used structure in spintronic devices, is even more elusive.
This is because besides the band-bending effect, now the Dirac surface state on
the interface could very well be destroyed when coupled to all the extented
states from the metal layer at similar momenta and energies. Moreover, even
if this coupling was negligibly small, the band-bending effect due to the large
charge transfer from the metal to the TI is still expected to raise the chemical
potential substantially. This is particularly problematic in terms of application
to spintronics because the Dirac surface state which has the Rashba-type spin
texture would not be able to participate in any transport if buried way below
the chemical potential.
What piqued Eun-ah’s and my curiosity was the large spin-transfer torque
that was recently observed in a TI-permalloy bilayer[118]. This spin-torque sig-
nal was attributed by analyses to an interface state with a Rashba-type spin-
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winding in the same direction as that of the bare Dirac surface state[118]. We
were wondering about the identity of this interface state since it was far from
clear to us if the Dirac surface state could suvive near the chemical potential un-
der the influence of the permalloy layer. In section 3.2, I will discuss our effec-
tive model for a TI-ferromagnetic metal (FM) heterostructure which reveals the
fate of the Dirac surface state in the presence of a substantial amount of charge
transfer and severe hybridization with many FM states. This section is currently
being written up for publication in a peer-reviewed journal. Combined with
a DFT calculation on a Bi2Se3-Ni bilayer done by my collaborator Kyungwha
Park, we showed that the hybridization not only destroyed the bare Dirac sur-
face state on the interface, but also gave birth to new interface states which we
dubbed “descendant states” near the chemical potential. While losing the Dirac
dispersion, we found these descendant states to inherit both the spatial local-
ization and the spin texture of the bare Dirac state on the interface. From our
effective model and the DFT results, we thus deduce that these hybridization-
induced descendent states are an important source of the experimentally ob-
served large spin-torque[118].
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CHAPTER 2
TOPOLOGICAL SUPERCONDUCTORS
2.1 Manipulating superconductivity in ruthenates through
Fermi surface engineering
This section is adapted from Physical Review B, 94, 045118 (2016), which was
in collaboration with Dr. Weejee Cho, Dr. Alejandro Federico Rebola, Bulat
Burganov, Dr. Carolina Adamo, Prof. Kyle M. Shen, Prof. Darrell G. Schlom,
Prof. Craig J. Fennie, and Prof. Eun-Ah Kim.
Besides the fact that material candidates for topological superconduc-
tors are still rare to date, one major challenge in the studies of topologi-
cal superconductivity is that the transition temperature (Tc) of the leading
candidate, Sr2RuO4, is low. To improve the Tc of Sr2RuO4, my collaborators
and I put forth a new strategy, which is to combine theoretical develop-
ments in the weak-coupling renormalization group (RG) approach with the
experimental developments in Fermi-surface (FS) engineering using lattice
strain. To be specific, my experimental collaborator Carolina Adamo in Dar-
rell Schlom’s group managed to grow ruthenate films with different degrees
of biaxial strain introduced by different substrates and an isovalent substi-
tution Sr → Ba[17]. Bulat Burganov in Kyle Shen’s group then imaged the
FSs of these films using angle-resolved photoemission spectroscopy (ARPES)
and found that the Fermi pocket of the 2D band has overgone Lifshitz tran-
sition as the strain increased[17]. To predict if Sr2RuO4 can stay topological
while the Tc increases under such change in that Fermi pocket, my goal is
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to calculate the superconducting tendency in each pairing channel in the bi-
axially strained films. Using the density-functional-theory(DFT)-calculated
band structures provided by Alejandro Rebola in Craig Fennie’s group, I first
test the RG method on uniaxially strained Sr2RuO4 and compare the result
with the experimentally measured trend of Tc in strain[149]. Then with the
ARPES-extracted low-energy band structure provided by Bulat Burganov, I
carry out the RG calculation on the biaxially strained films with the help of
a coding expert Weejee Cho. I find that the superconducting tendency of the
spin-triplet pairing channel in the 2D band stays dominant, which indicates
topological superconductivity, and becomes maximized when the 2D band
Fermi pocket is close to but not sitting right at the van Hove singularities.
2.1.1 Introduction
The notion of topological superconductivity [167, 143, 65, 32, 124, 158, 28] drove
intense investigation of a triplet superconductor Sr2RuO4 [64, 125, 76, 84, 30, 66].
Unfortunately its fairly low transition temperature Tc ∼ 1.5 K[108] has been
one of the limiting factors for experimental studies. Naturally there has been
much interest in enhancing the Tc of Sr2RuO4. Since the Tc is extremely sensitive
to disorder, the usual tuning knob of doping is not an option. On the other
hand, successes in both local enhancement of Tc in eutectic samples[109, 3] and
near dislocations[178] and in global enhancement of Tc using c-axis uniaxial
pressure[86, 85] and in-plane uniaxial strain[54] point to a new knob: the lattice
strain. Now the key question is how to connect this new knob to a theoretical
framework that can guide the quest for higher Tc topological superconductor.
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Tc is generally hard to theoretically predict since it is a non-universal quan-
tity which depends on microscopic details of the system. The fact that one
cannot just apply mean-field theory for repulsion-driven anisotropic supercon-
ductors makes it even worse. Nevertheless Kohn and Luttinger[89] have ob-
served early on that even with a short-range bare repulsion, the momentum-
dependence in the irreducible particle-particle vertex from higher order correc-
tions can still give rise to a Cooper instability in a suitable channel. This insight
was further developed for Hubbard type models on lattice [183, 47, 148, 55, 138].
A common thread in these approaches is the fact that the band structure near
Fermi surfaces (FS) determines the bare susceptibilities which enter the expres-
sion for the pairing interaction. This invites the notion of controlling super-
conductivity through controlling fermiology, going beyond the traditional ap-
proach of doping [184, 160, 26, 121].
Our idea is to employ the weak-coupling renormalization group (RG)
approach[138, 135] in embracing the new experimental knob of lattice strain.
Since the pioneering work of Chu et al.[25], piezoelectric-based control of lat-
tice strain has become a new knob. This approach was further developed[53]
to enable substantial uniaxial strain on bulk Sr2RuO4 and led to a 40% enhance-
ment of Tc[54]. A recent experimental advance by Darrell Schlom’s group and
Kyle Shen’s group in growing epitaxially strained ruthenate films[18] presents
a new opportunity. This is particularly exciting because the epitaxial strain can
dramatically alter the band structure[18].
Here, we theoretically investigate how strain affects the fermiology and
the associated superconducting tendencies. For this, we extract tight-binding
parametrization from ARPES data and a density functional theory(DFT) cal-
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culation on strained systems. We then use the tight-binding model as the mi-
croscopic input to the RG calculation to study superconducting instability. We
examine the cases of piezoelectric-based uniaxial strain[54] and epitaxial biaxial
strain[18]. We reproduce the observed trend for the case of uniaxial strain and
predict non-monotonic dependence of the Tc on the biaxial strain.
2.1.2 The Model and the Approach
Our microscopic starting point is a three-band Hubbard model derived from the
Ru t2g orbitals dxz, dyz, and dxy:
H =
∑
~kασ
α(~k)c†
~k,α,σ
c~k,α,σ + U
∑
iα
ni,α,↑ni,α,↓, (2.1)
where ~k = (kx, ky), α = xz, yz, xy, σ =↑, ↓ denote the crystal momentum, the
orbital index, and the spin respectively, and ni,α,σ ≡ c†i,α,σci,α,σ. Given the
well-established unconventional aspects of superconductivity in bulk Sr2RuO4
[64, 125, 76], we focus on the repulsive intra-orbital on-site repulsion U >
0[89, 135]. 1
For the intra-orbital kinetic energies α(~k) we employ the following tight-
binding parameterization:
 xz(~k) = −2tx cos kx − 2t⊥y cos ky − µ1
yz(~k) = −2ty cos ky − 2t⊥x cos kx − µ1
 xy(~k) = −2(t′x cos kx + t′y cos ky) − 4t′′ cos kx cos ky − µ2 (2.2)
where we neglect the orbital-mixing terms. Although Scaffidi et al. [150] found
1We are not including the inter-orbital repulsion V in this letter. Nevertheless we have
checked that the inter-orbital V ≤ 0.5U makes no qualitative difference to the results we report.
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Figure 2.1: The effect of epitaxial biaxial strain on the xy 2D-band in
Sr2RuO4 and Ba2RuO4, respectively. Red curves are unstrained
bands. Bands were obtained by fitting tight-binding parame-
ters to DFT data.
the spin-orbit coupling in particular to significantly alter the nature and mech-
anism of pairing in the unstrained system, the van Hove singularities occur at
point X = (pi, 0) and Y = (0, pi) which lie in the region of the FS where orbital
characters are well defined[146, 72, 52, 164] Hence we expect the absence of
orbital-mixing terms in our model would not affect our conclusions in a qualita-
tive manner. The dispersions of the three bands in Eq. (2.2) yield two quasi-one
dimensional(1D) FS’s consisting of the Ru orbitals dxz and dyz, and one quasi-two
dimensional(2D) FS consisting of the Ru orbital dxy.
We connect the lattice strain to the model Eq. (2.2) through the ARPES data
of Ref. [18] and DFT calculations. Unstrained Sr2RuO4 and its close relative
Ba2RuO4 have van Hove singularities of the dxy character(2D xy band) at the X
and Y points slightly above (Sr2RuO4) or below (Ba2RuO4) the Fermi level (see
the Supplementary Material (SM) subsection II.B). When applying uniaxial ten-
sile strain in [100] direction on these quasi 2D ruthenates, one expects[54, 36]
the bandwidth to decrease along [100] direction while behaving oppositely in
the [010] direction. Our DFT calculations indeed predict the density of states of
the xz and xy band to show similar amount of growth for small magnitude of
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Figure 2.2: (a)Measured Tc under both tensile(>0) and compressive(<0)
uniaxial strain in [100] direction presented in Ref. [54]. (b) Cal-
culated quantity Wαe−1/|λ˜α | under different amounts of uniaxial
strain in the [100] direction with U = 1 eV. The black dashed
line shows the expected transition temperature Tc.
uniaxial strain(see SM subsection II.A) although it is the xy band that eventually
reaches the van Hove singularity at X or Y at a large enough strain(see SM sub-
section II.A). As for the biaxial strain, we predict Sr2RuO4 and Ba2RuO4 to reach
the van Hove singularity at both X and Y points at the Fermi level under a ten-
sile and compressive strain respectively (see Figure 2.1 and SM subsection II.B),
consistent with the experimental observations of Ref. [18] (see Fig. 2.10). More-
over, we find this shift to the van Hove singularity to be driven by both the
change in the bandwidth of the xy band (see Fig. 2.1) and the charge-transfer
from the xz and yz bands (see SM subsection I). Nevertheless DFT consistently
overestimates the Fermi velocities vF compared to ARPES, in particular that of
the 2D band xy[18].
For completeness we now briefly review the two-step perturbative RG
approach[138, 135] we adopt. As a first step we numerically calculate the ef-
fective pairing vertices in different channels at some intermediate energy scale
E = Λ0 near the FS by integrating out higher energy modes down to Λ0. To the
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one-loop order, the singlet and triplet effective pairing vertices Γαs/t(kˆ, kˆ′) at en-
ergy Λ0 are related to the repulsive bare interaction U and the static particle-hole
bubbles Παph(~q) through
Γαs (kˆ, kˆ′) = U + U
2Παph(qˆ = kˆ + kˆ′), (2.3)
and
Γαt (kˆ, kˆ′) = U
2Παph(qˆ = kˆ − kˆ′). (2.4)
Now the pairing tendency hosted by band α in each of the two pairing chan-
nels can be quantified by the most negative eigenvalue λ˜αs/t ≡ λαs/t(E = Λ0) of a
dimensionless matrix gαs/t(kˆ, kˆ′), which is a product of the density of states(DOS)
Nα(Λ0) ∼ Nα(0) and the normalized effective pairing vertices at the intermediate
energy scale Λ0:
gαs/t(kˆ, kˆ′) = N
α(Λ0)
√
v¯Fα
vαF(kˆ)
Γαs/t(kˆ, kˆ′)
√
v¯Fα
vαF(kˆ′)
. (2.5)
Here kˆ(′) are the outgoing(incoming) momenta on the FS of band α, vαF(kˆ) is
the magnitude of Fermi velocity at kˆ, and 1v¯Fα ≡
∫
dpˆ
S αf
1
vαF ( pˆ)
with S αF ≡
∫
dpˆ be-
ing the FS ‘area’ of orbital α. The second step is to study the RG flows of
the most negative eigenvalues λαs/t(E) for different channels (α, s/t). Given the
well known RG equations for the Cooper instability,
dλαs/t
dy = −(λαs/t)2 in terms of
y ≡ log(Λ0/E)[151], we can relate Tc to the most negative λ˜αs/t among all channels
(λ˜) as Tc ∝ e−1/|λ˜|[135].
2.1.3 Uniaxially strained Sr2RuO4
Hicks et al.[54] found the superconducting Tc of Sr2RuO4 to enhance under both
tensile and compressive uniaxial strain in [100] direction(see Fig. 2.2(a)). They
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Figure 2.3: The spectral functions extracted from the ARPES data in
Ref. [18] for (a) the bulk Sr2RuO4, (b) Sr2RuO4/ STO, (c)
Ba2RuO4/ STO, and (d) Ba2RuO4/ GSO respectively. The dis-
tance from the hole pockets to the van Hove singularities lo-
cated at ~k=(±pi, 0) and (0,±pi) are denoted by δ in (c). The pa-
rameterizations for the bulk Sr2RuO4, Sr2RuO4/ STO, Ba2RuO4/
STO, and Ba2RuO4/ GSO are (t, t⊥, µ1, t′, t′′, µ2, thyb) = (0.165,
0.0132, 0.178, 0.119, 0.0488, 0.176, 0.0215), (0.14, 0.0126, 0.148,
0.114, 0.0456, 0.171, 0.0224), (0.115, 0.0219, 0.112, 0.095, 0.0365,
0.1463, 0.0161), and (0.085, 0.0162, 0.074, 0.07, 0.0245, 0.11,
0.0136) in the unit of eV respectively.
then used phenomenological Ginzburg-Landau analysis to interpret that the en-
hancement of Tc was driven by the enhancement of density of states in one of
the two quasi-one dimensional bands. Here, by determining the tight-binding
parameters from DFT calculations under strain we gain insight into the inter-
play between strain and electronic structure. Further by feeding the the strained
tight-binding parameters into the RG procedure, we can let our RG flow start
from experimentally relevant short-distance physics.
We then carried out the RG analysis to obtain the most negative eigenvalues
λ˜αs/t, which are determined by the DOS N
α(0), band width Wα, and the on-site
repulsion U. Fig. 2.2(b) shows a quantity corresponding to Tc which involves
the pairing tendency of band α quantified by the more negative eigenvalue be-
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tween singlet and triplet channels λ˜α ≡ min(λ˜αs , λ˜αt ) under different amounts of
strain. We find that while the strain enhances the density of states of both 1D
and 2D bands moderately (see SM subsection II.A), the strong pairing interac-
tion of the 1D bands due to the antiferromagnetic fluctuation further amplifies
the enhancement in the 1D pairing tendencies |λ˜xz/yz|2. As the more dominant of
the two 1D bands will onset the superconducting transition, our results imply
the transition temperature Tc to follow the dashed curve in Fig. 2.2(b) as a func-
tion of tensile and compressive strain. Note that the estimated value of U from
first principle calculations is at the order of eV[163], which is beyond the weak
coupling regime. Nonetheless, we set U = 1 eV in Fig. 2.2(b) for illustrative pur-
poses. The so obtained strain dependence of the Tc qualitatively captures the
measured trend [54] shown in Fig. 2.2(b).
2.1.4 Biaxially strained ruthenates thin films
We now turn to the epitaxial ruthenate films under biaxial strain[18]. Biaxial
strain has the advantage that it retains the tetragonal symmetry necessary for
the onset of topologically non-trivial px + ipy order parameter. Further, since
X and Y points are approached simultaneously the van Hove singularity is ex-
pected to have a more substantial impact under biaxial strain(see SM subsection
II. A and B). On the other hand, epitaxial strain can only access a discrete set of
strain values and likely none will be precisely tuned to the van Hove point. But
this may be a blessing since there are two theoretical issues when reaching the
van Hove singularity. First, the van Hove points at X and Y points are forbidden
2We should note that DFT electronic structure significantly underestimate the density of
states and the ferromagnetic fluctuation of the 2D band xy in particular, which can affect the
balance.
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from supporting a odd-parity triplet pairing by symmetry[174, 122]. Secondly,
other ordering tendencies that can also benefit from the van Hove singularity
can compete with superconductivity[77, 106]. Hence by being close to a van
Hove singularity without tuning into one, epitaxial biaxial strain may optimize
triplet pairing.
Four representative samples we consider are the unstrained bulk Sr2RuO4, a
Sr2RuO4 film grown on SrTiO3 (Sr2RuO4/ STO), a Ba2RuO4 film grown on SrTiO3
(Ba2RuO4/ STO), and a Ba2RuO4 film grown on GdScO3 (Ba2RuO4/ GSO). See
Fig. 2.10(a)-(d) for the associated spectral function of quasi-particles simulat-
ing the ARPES data, where the xy-band is electron-like in Fig. 2.10(a)-(b) and
hole-like in Fig. 2.10(c)-(d) 3. Interestingly, the DFT calculations consistently un-
derestimate the density of states and the Lindhard susceptibility at small ~q of
the xy-band: N xy(0) and Πxyph(~q) at small ~q. For our RG analysis we use the pa-
rameters tx = ty ≡ t, t⊥x = t⊥y ≡ t⊥, and t′x = t′y ≡ t′ extracted from the ARPES data
of Ref. [18].
In Fig. 2.4 we show the resulting most negative eigenvalues λ˜αs/t of singlet and
triplet channels hosted by each band α for the four representative samples. Since
the measured effect of strain on the band structures of the 1D bands is mild, the
eigenvalues associated with the 1D bands do not change drastically. The tight
competition between different channels of unstrained system[135, 150] is lifted
as triplet pairing tendency of 2D band shoots up to become clearly leading in-
stability in the vicinity of the Lifshitz transition. Moreover, this leading pairing
tendency shows a striking non-monotonic dependence on the strain with sig-
nificantly improved pairing tendency in film Ba2RuO4/ STO. Importantly, as
3The simulation included an additional hybridization term between the 1D bands with
strength Vhyb(~k) = 4thyb sin kx sin ky extracted from the ARPES data[18].
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Figure 2.4: The magnitudes of the most negative eigenvalues λ˜αs/t of dif-
ferent channels (α, s/t) for the four representative samples. In
the order of increasing volume of one unit cell, the ticks on
the horizontal axis mark the four representative samples: the
bulk Sr2RuO4(0%), and the films Sr2RuO4/ STO(2%), Ba2RuO4/
STO(8%), and Ba2RuO4/ GSO(12%). The percentage refers to
the increase in the volume of one unit cell compared to that of
the unstrained bulk Sr2RuO4. The upper horizontal axis shows
the in-plane strain of each Sr2RuO4 and Ba2RuO4 sample de-
fined with respect to the bulk Sr2RuO4 and Ba2RuO4/ GSO re-
spectively.
the Ba2RuO4/ STO film is slightly away from the actual van Hove singularity by
a small distance δ(see Fig. 2.10(c)) triplet pairing is allowed by symmetry.
The significant enhancement in the triplet pairing tendency of the 2D band
in the Ba2RuO4/ STO film is due to the conspiracy between the enhanced DOS
of the 2D band and associated enhancement in the ferromagnetic fluctuation in
the measured band structure that enters the triplet pairing vertex through the
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bare particle-hole bubble Πxyph(~q = 0). Interestingly, although the singlet pairing
tendency of the 2D band also benefits from the enhanced DOS of the 2D FS near
the van Hove singularity, the antiferromagnetic fluctuation which facilitates the
singlet pairing does not benefit from the proximate van Hove singularities as
much due to the lack of perfect nesting.
2.1.5 Summary
In summary, we theoretically investigated how strain-driven changes of band
structure should impact the superconducting instabilities in ruthenates. Con-
sidering the effect of mild uniaxial strain of the degree achieved in Ref. [54], we
confirmed our approach of using the strained band structure as an input to the
RG calculation qualitatively reproduce the observed Tc -dependence on the lat-
tice strain. We then noted by order few%strain the FSs can be altered sufficiently
to come close to the nearby van Hove singularity. As such degree of biaxial
strain has been achieved by Darrell Schlom’s group and Kyle Shen’s group[18]
and shown to result in van Hove singularity in the 2D band, we used the band
structure extracted from ARPES data as the input to the weak-coupling RG pro-
cedure and predicted triplet superconductivity with enhanced Tc to be driven
predominantly by 2D bands near van Hove singularity. In order to test our pre-
dictions, the film purity[108] and structural order[116, 191] need to improve.
Recent success in growing superconducting Sr2RuO4 thin films[97] makes us
optimistic that point defects and extended defects of strained films can be suffi-
ciently reduced.
It is important to note that in the proposed strategy of engineering Fermi
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surface and using the resulting band structure as an input to an RG procedure,
the aspects of results that are of great interest such as pairing channel and the Tc
are non-universal aspects that are sensitive to microscopic details. As we pro-
pose to use this very sensitivity to engineer a desired superconductor with the
advancement of experimental capabilities[54, 18, 157], we should also stress the
importance of basing the microscopic model to the measurement of the actual
band structure.
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2.1.6 Supplementary Note 1: Effects of strain on bandwidth
and occupation
When either uniaxial or biaxial tensile strain is applied to the ruthenates,
the bond length along the direction of strain increases which causes band-
flattenings in the same direction (see Fig. 2.1 of the main text). On the other
hand, a dramatic change in the shape of the bands is at the same time accom-
panied by a charge-transfer among different bands. In Fig. 2.5 we show the
d-orbital crystal field splitting corresponding to the RuO6 octahedra in Sr2RuO4
before and after applying strain (for comparison we also include the splitting
corresponding to a perfect octahedral environment). In the biaxial case, tensile
strain enlarges both in-plane lattice parameters while simultaneously reducing
the out-of-plane one. The resulting octahedron is then less elongated and the
energy splitting between orbital xy and orbital xz, yz is reduced. Consequently
the occupation of the xy level increases. Such charge-transfer together with the
flattening of the xy band along the strain direction could bring the quasi-2D
Fermi surface which is already close to van Hove singularity in the absence of
strain to one or both of the van Hove points X = (pi, 0) and Y = (0, pi). Similar ef-
fects occur in Ba2RuO4 under an opposite direction of strain due to the fact that
the Fermi level lies above the van Hove points instead of below (see Fig. 2.1 of
main text).
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2.1.7 Supplementary Note 2: DFT calculation on strained
ruthenates
In order to gain a deeper insight into the interplay between strain and elec-
tronic structure in ruthenates we perform DFT calculations by systematically
varying the applied amount of uniaxial and biaxial strain. We use the PBEsol
exchange-correlation functional as implemented in VASP[93, 13] with a plane
wave basis cutoff of 520 eV. For structural and static calculations we use a 8x8x4
and 12x12x12 sampling of the Brillouin zone, respectively. Full structural re-
laxations are performed on Ba2RuO4 and Sr2RuO4 and the optimized cells thus
obtained are the unstrained unit cells we later use in uniaxial and biaxial cal-
culations. The resulting lattice constants are in both cases in good agreement
with experiment: the obtained values are a = 3.947Å (exp. 3.990Å), c = 13.417Å
(exp. 13.430Å) for Ba2RuO4, and a = 3.831Å (exp. 3.871Å) , c = 12.731Å (exp.
12.739Å) for Sr2RuO4[18]. Despite the negligible underestimation of the exper-
imental value for the c lattice constant, we find the calculated in-plane lattice
constant a to be underestimated by a 1% for both ruthenates, which leads to
an artificial elongation in the RuO6 octahedron. Moreover, while the Fermi ve-
locities of all three bands xz, yz, xy are underestimated compared to the ARPES
data, in particular we find the Fermi velocity of band xy to be underestimated
the most which agrees with the observation made in Ref. [18]. These underesti-
mation in turns reduces the xy band occupations and the DOS at the Fermi level
for this band.
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Figure 2.5: Crystal field splitting of energy levels in Sr2RuO4: unstrained,
under tensile biaxial strain and under compressive [100] uni-
axial strain. Octahedral symmetry is broken in the three cases.
In the biaxial case, changes in the bond lengths decrease the
energy difference between xy and xz, yz levels, increasing the xy
occupation. For uniaxial case, bond lengths are reduced along
the [100] direction and increased along [010], as a result the xz
and yz levels are shifted up and down, respectively.
Uniaxial strain
We relax the internal structural degrees of freedom and transverse lattice con-
stants by keeping the [100] direction fixed at the desired strain amount. The
Fermi surfaces (FSs) and dispersions obtained from DFT are then used to fit the
parameters for the tight-binding model in Eq. (2) in the main text.
In Fig. 2.6 we show the evolution of the band-projected density of states
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Figure 2.6: The density of states at the Fermi level for xy, xz and yz bands
under tensile(>0) and compressive(<0) uniaxial strain. The
unshaded regime is the regime with small strain magnitude
which corresponds to Fig. 2(b) in main text.
(DOS) at Fermi level ( Nα(0)) as a function of [100] uniaxial strain in Sr2RuO4. As
bond lengths along the x-direction are reduced, bond lengths along y increase.
Consequently yz bands become less dispersive and the number of states at Fermi
level is increased while it is reduced for xz. At the same time occupation for
the xz bands decreases, while increasing for yz (see Fig. 2.5). Note that though
the DOS of the xy band starts to thrive at a large amount of strain due to the
van Hove singularity, the growths in DOS of xz(yz) and xy bands under a small
amount of tensile(compressive) strain are of similar magnitudes as shown in the
unshaded area. This small strain regime is the regime where we investigate the
superconducting tendencies in Fig. 2(b) of the main text.
In our calculation, the xy band meets the van Hove points X and Y at the
Fermi level for a [100] compressive strain of 1.3% and for a [100] tensile strain of
1% (see the top panel of Fig. 2.7). The larger value for [100] compressive strain
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Figure 2.7: FSs at kz = 0 for Sr2RuO4 (top panel) and the corresponding
DOS for the xy band (bottom panel) as a function of [100] uni-
axial strain. The uniaxial strain lowers the symmetry from D4h
to D2h. As a result, while the peak in the DOS of xy band due to
the van Hove point X = (pi, 0) sits at the Fermi level, the peak
due to the van Hove point Y = (0, pi) lies above the Fermi level
by around 200 meV. Units of kx and ky are pi/a and pi/b respec-
tively, where a and b are the in-plane lattice constants.
is due to the in-plane Poisson ratio (≈ 0.4)[126] of Sr2RuO4. From the xy band
DOS shown in the bottom panel of Fig. 2.7, we notice the peak due to van Hove
singularities in the unstrained case splits into two peaks under strain. This is a
consequence of uniaxial strain reducing the symmetry from D4h to D2h.
Biaxial strain
We perform DFT calculations for a wide range of values of tensile and compres-
sive strain by fixing the in-plane lattice constants and letting all internal and
out-of-plane lattice constant to relax. We then fit the tight-binding model pre-
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Figure 2.8: FSs at kz = 0 for Ba2RuO4 (top panel) and Sr2RuO4 (bottom
panel) as a function of strain obtained by fitting the tight-
binding model to DFT data. While the Fermi level of Sr2RuO4
approaches the van Hove points X = (pi, 0) and Y = (0, pi) under
a tensile strain, the opposite trend is predicted for Ba2RuO4. kx
and ky are in the unit of pi/a where a is the in-plane lattice con-
stant.
Figure 2.9: The density of states for Sr2RuO4 before and after applying the
biaxial strain.
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sented in the main text to our DFT data. As illustrated in Fig. 2.1 in the main
text, in the case of Sr2RuO4 the hopping parameters decrease and the bands be-
come flatter with tensile strain, thus approaching the van Hove singularity. Due
to the simultaneous increase of in-plane bond lengths together with a decrease
of the out-of-plane ones, xy energy levels move downwards while xz and yz are
shifted up (Fig. 2.5). As mentioned in section I, this results in an enhancement
of the xy occupation which further contributes to reaching the van Hove singu-
larity. Our calculations predict a peak in the DOS of the xy band due to the Van
Hove singularities at both X and Y at the Fermi level for a tensile strain of ≈
2.2 % (lower panel in Fig. 2.8 and Fig. 2.9). Contrarily, for Ba2RuO4 it requires
a compressive strain of ≈ 0.4 % (upper panel in Fig. 2.8). This is due to the
fact that in Ba2RuO4 the xy band lies below the Fermi level and thus a compres-
sive strain needs to be applied in order to increase the hopping parameters and
broaden the band (see Fig. 2.1 in the main text). One important difference from
the uniaxial strain case is that D4h symmetry is preserved under biaxial strain
such that the xy band FS can meet both van Hove points simultaneously. Thus
the DOS of xy band only has a single peak due to the van Hove singularity with
a much higher intensity (see Fig. 2.9) than the small split peak at the Fermi level
of uniaxially strained Sr2RuO4 (see the bottom panel of Fig. 2.7).
2.2 Bandstructure-dependence of renormalization-group pre-
diction on pairing channels
This section is adapted from a preprint, arxiv:1701.07884, which was in col-
laboration with Dr. Alejandro Federico Rebola, Prof. Craig J. Fennie, and
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Prof. Eun-Ah Kim.
As discussed in the previous chapter, recent experimental advances in
using strain engineering to significantly alter the band structure of ruthen-
ates offer opportunities and challenges to the weak-coupling renormalization
group (RG) analysis for predicting superconducting instabilities in moder-
ately correlated materials with multi bands. On one hand, the RG approach
can provide theoretical guidance. On the other hand, it is now imperative to
better understand how the predictions of the RG approach depends on the
non-universal details of the input microscopic models. Here my collabora-
tors and I focus on the effect of band-selective mass-renormalization, which
is often observed in angle resolved photoemission spectroscopy (ARPES) but
not captured by density functional theory (DFT) calculations. To demon-
strate possible consequences of such effect in RG predictions, I take uniax-
ially strained Sr2RuO4 as an example to carry out weak-coupling RG analyses
with two sets of input band structures: one is from DFT calculations done
by Alejandro Rebola in Craig Fennie’s group, and the other is based on exist-
ing ARPES data[17]. Despite good qualitative agreement between the Fermi
surfaces of the two sets of band structures, we find their corresponding RG
analyses to predict qualitatively different trends in the strain dependence of
the superconducting transition temperature Tc as well as the dominant pair-
ing channel. Moreover, only the predicted trend based on the ARPES-based
band structure agrees with the recent Tc-measurement on uniaxially strained
Sr2RuO4. With this example, we want to point out a fact that has been so
far under-appreciated by the community: seemingly unimportant quantita-
tive details in the input microscopic model could lead to qualitatively differ-
ent RG results for systems with more complicated band structures, such as
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multi-band materials. We emphasize that extra care is necessary for the input
microscopic model in attempts to connect RG predictions with experiments.
2.2.1 Introduction
Strain of magnitude that can significantly alter the band structure of correlated
materials recently reached via bulk strain [54, 157] or epitaxial strain[17] now
offers a new axis of control beyond traditional means. This new dimension
presents both opportunity and challenge for theory. On the bright side, weak-
coupling renormalization group (RG) approaches[139, 136, 149, 157, 26] that
take the band structure based on microscopic information as starting points can
now aspire to guide experimental efforts [60]. Nonetheless, such proximity to
reality puts higher bar on the theory. Especially, importance of better under-
standing the sensitivity of the RG predictions against microscopic details cannot
be understated.
Here, we focus on the impact of band-specific mass renormalization that
can affect the RG prediction for dominant pairing channel in a qualitative man-
ner. It is well-known that band structures obtained using DFT inaccurately pre-
dict bandwidth. In a single-band system, this is often remedied through over-
all rescaling. Now growing interest in multi-band systems have presented a
new challenge: the discrepancy in the band mass, often referred to as “mass
renormalization”, is often band selective[17]. Under such band-specific mass
renormalization there is no simple way to reconcile the discrepancy between
the dispersion of density functional theory (DFT) based band structure and that
of angle-resolved photoemission spectroscopy (ARPES) measurements, even
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when the two band structures exhibit virtually identical Fermi surfaces (FSs).
Now the critical question is the possible impact of such mass renormalization in
possible superconducting instability. We investigate this issue in the context of
strain-dependence of superconducting instability in Sr2RuO4.
Partially driven by the fact that Sr2RuO4 is the leading candidate material for
a two-dimensional (2D) topological superconductor[72, 64, 125, 76, 84, 30, 66],
recent strain-engineering efforts and careful study of experimental band struc-
ture focused on the material. In particular, Burganov et al.[17] reported band-
specific mass renormalization. Burganov et al. also reported that ruthen-
ate films can undergo Lifshitz transition upon epitaxial biaxial strain of order
1.6%[17, 60]. More recently, Steppke et al.[157] found the superconducting tran-
sition temperature (Tc) of Sr2RuO4 to change upon a bulk compressive uniaxial
strain and peak at a certain magnitude [see Fig. 2.11(a)]. They further found
that the upper critical field shows a decreased anisotropy at the Tc maximum,
which indicates the pairing to become spin-singlet at the point. Nonetheless,
the large mass renormalization found in the ARPES data of biaxially strained
ruthenates suggests possible discrepancies between the DFT-based band struc-
tures and actual band structure under uniaxially strain. In particular, the band-
selective mass renormalization in Sr2RuO4 was found to be at the order of 30%
larger in the quasi-2D band than in the quasi-1D bands depend on the strain
magnitude[17].
The purpose of this article is to point out a fact that has been so far under-
appreciated by the community: the perturbative RG results could be very sensi-
tive to details in the input band structures. This would imply that extra attention
is necessary in attempts to connect RG predictions with experiments. To demon-
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strate our point, we will take the uniaxially strained Sr2RuO4 as an example to
contrast the RG results based on the two sets of tight-binding parameters: one
obtained from a DFT calculation, and the other from extrapolating the ARPES
data in the absence of strain. Then, we will compare the two sets of results to
the measured strain-dependent Tc[157].
2.2.2 The model and approach
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Figure 2.10: The FSs of unstrained Sr2RuO4 obtained from the tight-
binding model with parametrizations extracted from (a) DFT
calculation (b) ARPES measurement.
Our model for the uniaxially strained Sr2RuO4 is a three-band Hubbard
model derived from the Ru t2g orbitals dxz, dyz, and dxy:
H() =
∑
~kασ
Eα~k ()c
†
~k,α,σ
c~k,α,σ + U
∑
iα
ni,α,↑ni,α,↓, (2.6)
where  < 0 denotes the compressive uniaxial strain along [100] direction. Here,
~k = (kx, ky), α = xz, yz, xy, σ =↑, ↓ denote the crystal momentum, the orbital index,
and the spin respectively, and ni,α,σ ≡ c†i,α,σci,α,σ. We employ the following tight-
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binding parameterization for intra-orbital kinetic energies:
Exz
~k
() = −2tx() cos kx − 2t⊥y () cos ky − µ1()
Eyz
~k
() = −2ty() cos ky − 2t⊥x () cos kx − µ1()
Exy
~k
() = −2t′x() cos kx − 2t′y() cos ky
− 4t′′() cos kx cos ky − µ2(), (2.7)
where we neglect the orbital-mixing terms 4. The dispersions of the three bands
in Eq. (2.7) lead to two quasi-1D FSs comprising the Ru orbitals dxz and dyz,
and one quasi-2D FS comprising the Ru orbital dxy. For the bare interaction,
we focus on the repulsive intra-orbital on-site repulsion U > 0[136] given the
experimentally observed unconventional pairing in as-grown Sr2RuO4 [64, 125,
76].
Our model above differs from the model in Ref. [157] in that the latter has
emphasized the inter-band coupling. Furthermore, starting from their DFT-
based band structure, they found the quasi-1D bands to be the leading pair-
ing channels although it is the 2D band that goes through the Lifshitz transi-
tion. Therefore, the inter-band repulsion U′ of a significant magnitude of 0.84U
was cruicial for the predominantly 1D-band-driven superconductivity to nev-
ertheless show the experimentally observed peak in Tc as a function of uniaxial
strain while the 2D band is closer to the van Hove singularity in the model of
Ref. [157]. Here, we focus on the results in the absence of the inter-orbital repul-
sion U′. Nevertheless, we have checked that the inter-orbital U′ ≤ 0.5U makes
no qualitative difference to the results we report in this paper.
4Although Ref. [149] found the spin-orbit coupling to significantly affect the nature and
mechanism of pairing in the unstrained system, the van Hove singularities which sit at point
X = (pi, 0) and Y = (0, pi) lie in the region of the FS where orbital characters are well-defined[146,
72]. Hence, we expect the absence of orbital-mixing terms in our model would not affect our
conclusions in a qualitative manner.
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Our main concern is the effects on the pairing instability from the mass
renormalization, which is often present in measured band structures, despite
the calculated and measured FSs could be qualitatively similar [see Fig. 2.10].
Thus in the following, we contrast and compare the RG predictions starting
from two sets of tight-binding parameters Eα
~k
() in Eq. (2.7): 1) the parameters
fitted to DFT calculations with varying degree of strain, and 2) the parameters
fitted to the available unstrained ARPES data and strained appropriately. For
the first set of parameters we performed DFT calculations by fixing the [100] lat-
tice constants to the desired strain value and by letting all internal parameters as
well as transverse lattice constant to fully relax. All our DFT calculations were
performed with VASP [94, 14], using the PBEsol Exchange-correlation func-
tional, a plane-wave basis cutoff of 520 eV and a 12x12x12 k-point sampling
of the Brillouin zone. The band structure thus obtained was then used to fit the
tight-binding model in Eq. (2.7).
For the second set of parameters, we use the parameters extracted from
the ARPES data of an unstrained Sr2RuO4[17] at zero strain  = 0. As no
ARPES data is currently available under uniaxial strain  < 0, we determine the
tight-binding parameters under strain by extrapolating the unstrained ARPES-
extracted parameters. For this, we determine the percentage change of each
parameter p() under strain from the first set of DFT-extracted parameters by
p() ≡ tDFTx ()/tDFTx (0)−1. We then estimate each strained parameter starting from
the ARPES-measured parameter for unstrained system as tx() = tx(0)[1 + p()].
The key difference between the first and the second set of parameters is the
band-selective mass renormalization that has been measured in the ARPES data
of Ref. [17] in the absence of strain. Although it is well-known that DFT often
underestimates band mass, band-selective mass renormalization in multi-band
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system poses challenges that have been under-appreciated. It turns out that the
mass renormalization is focused on 2D bands in Sr2RuO4, which enhances the
density of states of the 2D band at the Fermi level substantially.[17, 60]5
To study the dominant pairing channels under strain, we then carry out a
two-step perturbative RG analysis with the microscopic model being Eq. (2.6)
and (2.7) with the two sets of tight-binding parameters. For completeness, we
now briefly review the perturbative two-step RG approach[139, 136] we adopt.
In the first step, we numerically evaluate the effective pairing vertices in differ-
ent channels at some intermediate energy scale E = Λ0 near the Fermi level by
integrating out the higher-energy modes down to Λ0. Up to the one-loop order,
the singlet and triplet effective pairing vertices Γαs/t(kˆ, kˆ′) at energy Λ0 are related
to the repulsive bare interaction U and the non-interacting static particle-hole
susceptibilities Παph(~q) for band α at momentum ~q through
Γαs (kˆ, kˆ′) = U + U
2Παph(kˆ + kˆ′), (2.8)
and
Γαt (kˆ, kˆ′) = −U2Παph(kˆ − kˆ′), (2.9)
where kˆ(′) are the outgoing (incoming) momenta on the FS of band α. Now, the
pairing tendency of band α in the singlet and triplet channels can be quantified
by the most negative eigenvalue λ˜αs/t ≡ λαs/t(E = Λ0) of a dimensionless matrix
gαs/t(kˆ, kˆ
′), which is a product of the density of states ρα on the Fermi surface of
the band α and the normalized effective pairing vertices at the energy scale Λ0:
gαs/t(kˆ, kˆ′) = ρ
α
√
v¯Fα
vαF(kˆ)
Γαs/t(kˆ, kˆ′)
√
v¯Fα
vαF(kˆ′)
. (2.10)
5Here for the second set of parameters, we have effectively assumed the bias in mass renor-
malization stays constant as the uniaxial strain increases though the ARPES data is yet not avail-
able.
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Figure 2.11: (a) The measured Tc as a function of uniaxial strain presented
in Ref. [157]. (b-c) The estimate of Tc ∼ Wαe−1/|λ˜α | for different
pairing channels as a function of uniaxial strain with U = 1 eV
using tight-binding parameters based on (b) the DFT results
and (c) the ARPES data. Here, VHS is the strain amount at
which the 2D band FS goes through Lifshitz transition, and
the dashed line shows the expected transition temperature Tc.
Here, vαF(kˆ) is the magnitude of Fermi velocity at kˆ, and
1
v¯Fα
≡ ∫ dpˆS αf 1vαF ( pˆ) with S αF ≡∫
dpˆ being the FS ‘area’ of band α. In the second step, we study the evolution of
the most negative eigenvalues λαs/t(E) for different channels (α, s/t) as the energy
E lowers from Λ0 to 0. Given the well-known RG flow for the Cooper instability,
dλαs/t
dy = −(λαs/t)2 with the RG running parameter being y ≡ log(Λ0/E)[151], we can
relate Tc to the critical energy scale at which the most divergent λαs/t(y) among all
channels diverges as[136]
Tc ∼ Wαe−1/|λ˜|, (2.11)
where Wα is the bandwidth of the dominant band α, and λ˜ is the most negative
λ˜αs/t among all channels.
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2.2.3 Results
Using the first set of tight-binding parameters obtained from DFT, we find the
critical energy scale defined in Eq. (2.11) to increase monotonically with the com-
pressive uniaxial strain in [100] direction  < 0 [see Fig. 2.11(b)]. This is be-
cause the active band is the yz-orbital-based 1D band whose density of states
monotonically increase with the compressive strain, as opposed to that of the
xy-orbital-based 2D band which peaks at the strain amount VHS, where the 2D
band FS goes through Lifshitz transition. The 1D band dominates over the 2D
band despite the fact that the 2D band density of states ρxy is slightly larger than
that of the 1D band ρyz. This is because the particle-hole susceptibility of the 1D
band peaks sharply at ~q ∼ (pi, 2kF) due to the high degree of nesting. This is a
feature shared between our DFT-based band structure and the DFT-based band
structure used by Ref. [157]. Similarly, Ref. [157] also found the 1D band to
dominate the pairing instability. It was only through a substantial inter-orbital
coupling U′ could Ref. [157] find the Tc scaling to peak riding on the van Hove
singularity touched by the 2D band FS.
By contrast, the Tc calculated using the second set of parameters based on
ARPES data peaks as a function of strain even in the absence of any inter-orbital
coupling. This is because the 2D band is now the active band due to the mass
renormalization which is substantially more severe on the 2D band[17]. Hence,
when the 2D FS goes through Lifshitz transition at the strain amount VHS, Tc
peaks [see the dashed line in Fig. 2.11(c)]. Note that in the close vicinity of
the van Hove singularity at (±pi, 0), the parity-even singlet dominates over the
parity-odd triplet pairing tendency as the latter is expected to be suppressed by
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the symmetry[175, 123]6. Interestingly, the prediction for the peak in Tc and the
dominance of the singlet pairing in the close vicinity of the peak agrees with
what was observed in the experiment [see Fig. 2.11 (a)]. The fact that key ex-
perimental features are robustly reproduced by the RG prediction with a simple
model for interactions is rather appealing.
To summarize, we investigated how perturbative RG predictions for super-
conducting instability depends often on the understated aspects of the band
structure beyond Fermi surface. We found that in a multi-band model, bal-
ance between mass renormalizations of different bands can change the balance
between different pairing channels, and thus the qualitative trends of pairing
properties under external knobs. Motivated by recent experimental findings
(1) Tc peaking at a finite percentage of uniaxial strain, and (2) singlet pair-
ing near the peak, we investigated the specific example of uniaxially strained
Sr2RuO4 with two sets of band structures. We found the two band structures to
host qualitatively different trends in Tc as a function of strain: while the DFT-
based band structure fails to reproduce the observed peak in Tc in the absence
of strong inter-orbital interaction[157], the ARPES-based band structure repro-
duces the observed peak even with a simple Hubbard type model. This shows
band-selective mass renormalizations can affect balance between different su-
perconducting channels, hence calls for realistic band-structure information to
accompany strain engineering studies.
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2.3 Topological superconductivity in monolayer transition
metal dichalcogenides
This section is adpated from Nature Communication 8, 14985 (2017), which
was in collaboration with Dr. Abolhassan Vaezi, Dr. Mark H. Fischer, and
Prof. Eun-Ah Kim.
Theoretically it has been known that breaking spin-degeneracy and ef-
fectively realizing spinless fermions is a promising path to topological su-
perconductors. Yet, topological superconductors are rare to date. Here, my
collaborators and I propose to realize spinless fermions by splitting the spin-
degeneracy in the momentum space. Specifically, we identify lightly hole-
doped monolayer transition metal dichalcogenide (TMD) semiconductors as
candidates for topological superconductors out of such momentum-space-
split spinless fermions. Although electron-doped TMDs have recently been
found superconducting, the observed superconductivity is unlikely topolog-
ical due to the near spin-degeneracy. Meanwhile, hole-doped TMDs with
momentum-space-split spinless fermions remain unexplored. In this work,
I carry out a renormalization group study to predict the dominant pairing
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channel in lightly hole-doped monolayer TMDs. By further analyses on the
symmetries and topological properties of the dominant pairing channels with
the help of Abolhassan Vaezi and Mark Fischer, , I find that the unusual spin-
valley locking in hole-doped TMDs together with repulsive interactions se-
lectively favors two topological superconducting states: inter-pocket paired
state with Chern number |C| = 2 and intra-pocket paired state with finite pair-
momentum. A confirmation of our predictions will open up possibilities for
manipulating topological superconductors on the device friendly platform of
monolayer TMDs.
2.3.1 Introduction
The quest for material realizations of topological chiral superconductors with
nontrivial Chern numbers[142, 73, 153, 134] is fueled by predictions of exotic
signatures, such as Majorana zero modes and quantized Hall effects. Unfortu-
nately, natural occurrence of bulk topological superconductors are rare with the
best candidates being superfluid 3He[168] and Sr2RuO4[71]. Instead, much re-
cent experimental progress relied on proximity inducing pairing to a spin-orbit-
coupled band structure building on the proposal of Fu and Kane[42]. Their key
insight was that a paired state of spinless fermions is bound to be topological
and that the surface states of topological insulators are spinless in that the spin-
degeneracy is split in position-space (r-space): the two degenerate Dirac surface
states with opposite spin textures are spatially separated. Nevertheless despite
much experimental progress along this direction [185, 147, 165, 170, 24, 171, 173],
the confinement of the helical paired state to the interface of the topological in-
sulator and a superconductor limits experimental access to its potentially exotic
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properties.
Another type of exotic paired states that desires material realization is the
finite-momentum-paired states, which has long been pursued since the first
proposals by Fulde and Ferrell[43] and by Larkin and Ovchinnikov[99]. Most
efforts towards realization of such modulated superconductors[63, 189], how-
ever, relied on generating finite-momentum pairing using spin-imbalance un-
der an (effective) magnetic field in close keeping with the original proposals.
Exceptions to such a spin-imbalance-based approach are Ref. [1] and [23]
that made use of spinless Fermi surfaces with shifted centers. More recently,
there have been proposals suggesting modulated paired states in cuprate high-
Tc superconductors[6, 102, 50]. However, unambiguous experimental detection
of a purely modulated paired state in a solid-state system is lacking.
We note an alternative strategy that could lead to pairing possibilities for
both topological and modulated superconductivity: to split the spin-degeneracy
of fermions in momentum-space (k-space). This approach is essentially dual to
the proposal of Fu and Kane and it can be realized in a time-reversal-invariant
non-centrosymmetric system when a pair of Fermi surfaces centered at oppo-
site momenta ±k0 consist of oppositely spin-polarized electrons [see Fig. 1(a)].
When such a spin-valley-locked band structure is endowed with repulsive in-
teractions, conventional pairing will be suppressed. Instead, there will be two
distinct pairing possibilities: inter-pocket and intra-pocket pairings, where the
latter will be spatially modulated with pairs carrying finite center-of-mass mo-
mentum ±2k0.
What is critical to the success of this strategy is the materialization of such
k-space-split spinless fermions. A new opportunity has arisen with the discov-
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ery of a family of superconducting two-dimensional (2D) materials, monolayer
group-VI transition metal dichalcogenides (TMDs) MX2 (M = Mo, W, X = S,
Se)[177, 67, 152, 22]. Although the transition metal atom M and the chalcogen
atom X form a 2D hexagonal lattice within a layer as in graphene, monolayer
TMDs differ from graphene in two important ways. Firstly, TMD monolayers
are non-centrosymmetric, i.e., inversion symmetry is broken [see Fig. 2.18(b)
and (c)]. As a result, monolayer TMDs are direct-gap semiconductors[162] with
a type of Dresselhaus spin-orbit coupling[159, 172] referred to as Ising spin-
orbit coupling[107]. This spin-orbit-coupled band structure leads to the valley
Hall effect[172, 114], which has established TMDs as experimental platforms for
pursuing valleytronics applications[172, 20, 115, 68, 114, 113]. Our focus, how-
ever, is the fact that there is a sizable range of chemical potential in the valence
band that could materialize the k-space spin-split band structure we desire [see
Fig. 2.18(d)]. Secondly, the carriers in TMDs have strong d-orbital character
and hence, correlation effects are expected to be important. Interestingly, both
intrinsic and pressure-induced superconductivity has been reported in electron-
doped (n-doped) TMDs [177, 67, 152, 22] with the debate regarding the nature
of the observed superconducting states still on-going[144, 182, 181, 31, 145].
Here, we propose to obtain k-space-split spinless fermions by lightly hole-
doping (p-doping) monolayer TMDs such that the chemical potential lies be-
tween the two spin-split valence bands. We investigate the possible paired
states that can be driven by repulsive interactions[89] in such lightly p-doped
TMDs using a perturbative renormalization group (RG) analysis going beyond
mean-field theory[182, 154]. We find two distinct topological paired states to be
the dominant pairing channels: an inter-pocket chiral (p/d)-wave paired state
with Chern number |C| = 2 and an intra-pocket chiral p-wave paired state with a
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spatial modulation in phase. The degeneracy can be split by the trigonal warp-
ing or Zeeman effect.
2.3.2 Results
Spin-valley locked fermions in lightly p-doped monolayer TMDs
The generic electronic structure of group IV monolayer TMDs is shown in
Fig. 2.18(d). The system lacks inversion symmetry [see Fig. 2.18(b) and (c)],
which leads to a gapped spectrum and a S z-preserving spin-orbit coupling.
Such Ising spin-orbit coupling[107] acts as opposite Zeeman fields on the two
valleys that preserves time-reversal symmetry. Furthermore the spin-orbit cou-
pling is orbital-selective[190] and selectively affects the valence band with a
large spin-split [159].
By lightly p-doping the TMDs with the chemical potential µ between the
spin-split valence bands, spin-valley locked fermions can be achieved near the
two valleys [see Fig. 2.13(a) and (b)]. Assuming negligible trigonal warping at
low doping, we can use a single label τ =↑, ↓ to denote the valley and the spin.
Denoting the momentum measured from appropriate valley centers ±K by q,
the kinetic part of the Hamiltonian density is
Hp0 =
∑
q,τ
(
− q
2
2m
− µ
)
c†q,τcq,τ, (2.12)
where µ is the chemical potential, m is the effective mass of the valence band, and
cq,↑ ≡ ψK+q,↑ and cq,↓ ≡ ψ−K+q,↓ each annihilates a spin-up electron with momen-
tum q relative to the valley center K or a spin-down electron with momentum q
relative to the valley center −K [see Fig. 2.13(a)]. Hence, the spin-valley locked
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two-valley problem is now mapped to a problem with a single spin-degenerate
Fermi pocket. Nonetheless, the possible paired states with total spin τz = ±1
and τz = 0 in fact represent the novel possibilities of intra-pocket modulated
pairings with total τz = ±1 and inter-pocket pairing with total τz = 0 respec-
tively [see Fig. 2.13(a) and (b)].
Pairing possibilities
To discuss the pairing symmetries of the two pairing possibilities, it is conve-
nient to define the partial-wave channels l˜ with respect to the two valley centers
±K. Since a total spin τz = ±1 intra-pocket pair consists two electrons with equal
spin, Pauli principle dictates such pairing to be in a state with odd partial wave
l˜. Stepping back to microscopics, such pairs carry finite center-of-mass momen-
tum ±2K and form two copies of phase-modulated superconductor[43]. This
case may or may not break time-reversal symmetry due to the absence of lock-
ing between the l˜s of the two pockets τ =↑, ↓. For the total τz = 0 inter-pocket
pairing, the allowed symmetries of a superconducting state is further restricted
by the underlying C3v symmetry of the lattice. In particular, the absence of an
inversion center allows the pairing wavefunction in each irreducible represen-
tation to be a mixture between parity-even and -odd functions with respect to
the Γ point[37]. Specifically, s-wave mixes with f -wave and d-wave mixes with
p-wave [see Fig. 2.13(c) and (d)]. Among the irreducible representations of C3v,
two fully gapped possibilities are the trivial A1 representation which amounts
to (s/ f )-wave pairing (l˜ = 0) and a chiral superposition of the two-dimensional
E representation which amounts to a mixture of p± ip and d∓ id pairing (|l˜| = 1).
The mixing implies that the non-topological f -wave channel that is typically
dominant in trigonal systems as a way of avoiding repulsive interaction will be
blocked together with s-wave by the repulsive interaction in the p-doped TMDs.
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Hence it is clear that the pairing instability in |l˜| = 1 channel is all one needs for
topological pairing in the p-doped TMDs.
Two distinct topological paired states
To investigate the effects of the repulsive interactions between transition metal
d-orbitals, we take the microscopic interaction to be the Hubbard interaction,
which is the most widely studied pardignamtic model of strongly correlated
electronic systems
H′(W) =
∑
i
Uni,↑ni,↓, (2.13)
where W is the ultra-violet energy scale, U > 0, and ni,s is the density of elec-
trons with spin s on site i. By now it is well-established that the interaction
that is purely repulsive at the microscopic level can be attractive in anisotropic
channels for low energy degrees of freedom, i.e., fermions near Fermi surface.
The perturbative RG approach has been widely used to demonstrate this prin-
ciple on various correlated superconductors. For the model of p-doped TMDs
defined by Eqs. (2.12) and (2.13), the symmetry-allowed effective interactions
at an intermediate energy scale Λ0 & 0 close to the Fermi level in the Cooper
channel (see Supplementary Note 1) would be:
H′eff(Λ0) =
∑
q,q′,τ,τ′
g(0)τ,τ′(q,q
′)c†q′,τc
†
−q′,τ′c−q,τ′cq,τ, (2.14)
where q and q′ are the incoming and outgoing momenta. Now, the remain-
ing task is to derive the effective inter- and intra-pocket interactions g↑,↓(q,q′)
and g↑,↑(q,q′) perturbatively in the microscopic repulsion U and check to see if
attraction occur in the |l˜| = 1 channel (see Methods and Supplementary Note 2).
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Before going into the details of calculation, it is important to note that
isotropic pairing with l˜ = 0 is forbidden by Pauli principle in the total τz = ±1
channel and blocked by the bare repulsive interaction in the total τz = 0 chan-
nel. Hence we need to look for attraction in the anisotropic l˜ , 0 channel,
which is given by the momentum-dependent part of g(0)ττ′ . With our assumption
of isotropic dispersion at low-doping, one needs to go to the two-loop order
to find momentum dependence in the effective interaction. Fortunately, it has
been known for the model of Eqs. (2.12) and (2.13) that effective attraction is
indeed found in anisotropic channels at the two-loop order [27]. Here, we carry
out the calculation explicitly (see Methods and Supplementary Note 2) and find
the effective interactions in the |l˜| = 1 channel to be attractive, i.e.,
λ(0),|l˜|=1τ,τ′ =
1
pi
∫ pi
0
dθg(0)τ,τ′(θ)Φ1(θ) < 0 (2.15)
for τ, τ′ =↑, ↓, where θ ≡ 2 sin−1( |q±q′ |2qF ) is the angle associated with the momen-
tum transfer, and Φ1(θ) =
√
2 cos(θ) is the normalized angular-momentum-one
eigenstate in 2D.
In the low energy limit, the effective attractions in the |l˜| = 1 channel at the
intermediate energy scale Λ0 in Eq. (2.15) will lead to the following two degener-
ate topological paired states (see Methods): the inter-pocket (p/d)-wave pairing
which is expected to be chiral [see Fig. 2.14(a)] and the modulated intra-pocket
pairing [see Fig. 2.14(b)]. The degeneracy is expected for the model of Eqs. (2.12)
and (2.13) with its rotational symmetry in the pseudo spin τ. There are two ways
this degeneracy can be lifted. Firstly, the trigonal warping will suppress intra-
pocket pairing as the two points on the same pocket with opposing momenta
will not be both on the Fermi surface any more [see Fig. 2.14(c)]. On the other
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hand, a ferromagnetic substrate which will introduce an imbalance between the
two pockets which promotes intra-pocket pairing[133] [see Fig. 2.14(d)].
2.3.3 Discussion
The distinct topological properties of the two predicted exotic superconduct-
ing states lead to unusual signatures. The inter-pocket |l˜| = 1 paired state [see
Fig. 2.14(a)] is topological with Chern number |C| = 2 due to the two pockets
(see Methods). The Chern number dictates for two chiral edge modes, which in
this case are Majorana chiral edge modes each carrying central charge 12 [16, 142].
This is in contrast to d+ id paired state on a single spin-degenerate pocket which
is another chiral superconducting state [140, 121, 78, 12, 38, 79] with four chi-
ral Majorana edge modes. An unambiguous signature of two Majorana edge
modes in the inter-pocket chiral |l˜| = 1 paired state will be a quantized thermal
Hall conductivity[142] of
KH = c
pi2k2B
3h
T (2.16)
at temperature T , where c = 1 is the total central charge. Additionally, sig-
natures of the chiral nature of such state could be revealed by a detection of
time-reversal symmetry breaking in polar Kerr effect and muon spin relaxation
measurements. Finally, a sharp signature of anisotropy of the pairing will be the
maximization of the critical current in a direct current superconducting quan-
tum interference device (dc SQUID) interferometry setup of Fig. 2.15(a) at some
finite flux Φmax , 0.
The intra-pocket |l˜| = 1 paired state [see Fig. 2.14(b)] is not only topological,
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but also its phase of the gap is spatially modulated with ei2K·r and e−i2K·r for
spin-up and -down pairs respectively, where r is the spatial coordinate of the
center of mass of the pair (see Supplementary Note 3). Since the gaps on the
two pockets are not tied to each other in principle, the system may be either
helical respecting time-reversal symmetry (C = 0) or chiral (C = 2). Either way,
there will be a Majorana zero mode of each spin species at a vortex core so
long as τz is preserved. What makes the intra-pocket paired state distinct from
existing candidate materials for topological superconductivity, however, is its
spatial modulation. Smoking gun signature of the modulation in phase would
be the halved period hc4e of the oscillating voltage across the dc SQUID setup in
Fig. 2.15(b) in flux Φ due to the difference between the pair-momenta on the
two sides of the junction. Another signature of the intra-pocket paired state will
be the spatial profile of the modulated phase directly detected with an atomic
resolution scanning Josephson tunneling microscopy (SJTM)[82, 50].
In summary, we propose the k-space spin splitting as a new strategy for
topological superconductivity. Specifically, we predict lightly p-doped mono-
layer TMDs with their spin-valley-locked band structure and correlations to ex-
hibit topological superconductivity. Of the monolayer TMDs, WSe2 may be the
most promising as its large spin-splitting energy scale[100] allows for substan-
tial carrier density within the spin-valley-locked range of doping[141]. The ra-
tionale for the proposed route is to use a lower symmetry to restrict the pairing
channel. The merit of this approach is clear when we contrast the proposed set-
ting to the situation of typical spin-degenerate trigonal systems. With a higher
symmetry, trigonal systems typically deals with the need for anisotropic pairing
due to the repulsive interaction by turning to the topologically trivial f -wave
channel [140, 73]. The n-doped TMDs whose low-energy band structure is ap-
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proximately spin-degenerate fall into this category. Hence, experimentally real-
ized superconductivity in n-doped systems would likely be topologically trivial
even if the superconductivity is driven by the same repulsive interaction we
consider here. The predicted topological paired states in p-doped TMDs are a
direct consequence of the spin-valley locking which breaks the spin-degeneracy
in k space and creates two species of spinless fermions. Experimental confirma-
tion of the predicted topological superconductivity in p-doped TMDs will open
unprecedented opportunities in these highly tunable systems.
2.3.4 Methods
Perturbative renormalization group (RG) calculation
For the RG calculation, we follow the perturbative two-step RG procedure in
Ref. [140], which has been used to study superconductivity in systems such as
Sr2RuO4[137] and generic hexagonal lattices with spin-degeneracy[140]. Taking
the Hubbard on-site repulsion in Eq. (2) as the microscopic interaction, the first
step is to integrate out higher energy modes and obtain g(0)τ,τ′ in Eq. (3), the low-
energy effective interactions in the Cooper channel at an intermediate energy
Λ0 & 0 close to the Fermi level. The second step is to study the evolution of
these effective interactions as the energy flows from Λ0 to 0, which is governed
by the RG equations.
In the first step, we calculate the inter- and intra-pocket effective interactions
g(0)inter(q,q
′) ≡ g(0)τ,τ¯(q,q′) and g(0)intra(q,q′) ≡ g(0)τ,τ(q,q′) in terms of the incoming and
outgoing momenta q and q′ order by order in U until we obtain attraction in
one of them in certain partial-wave channel l˜. Following Ref. [27], we find the
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effective interactions to be (see Supplementary Note 2)
g(0)inter(q,q
′) ∼ C + m
2U3
2pi3
√
4q2F − p′2
2qF
− U
3m2
64pi3
(1 − p
2
4q2F
) log[1 − p
2
4q2F
], (2.17)
and
g(0)intra(q,q
′) ∼ C′ − m
2U3
2pi3
√
4q2F − p2
2qF
− U
3m2
64pi3
(1 − p
2
4q2F
) log[1 − p
2
4q2F
], (2.18)
where p = q ± q′ is the momentum transfer, C > 0 and C′ < 0 are momentum-
independent constants coming from tree level and one-loop order, and the
momentum-dependent terms come solely from two-loop order.
Each partial-wave l˜ component is given by the projection of g(0)inter/intra(q,q
′)
on to the normalized angular momentum l˜ eigenstate in 2D, Φl˜(θ) =
√
2 cos l˜θ,
where θ ≡ 2 sin−1( p2qF ) is the angle associated with the momentum transfer p. We
find
λ(0),l˜inter/intra =
1
pi
∫ pi
0
dθg(0)inter/intra(θ)Φl˜(θ) =
2
√
2α
pi
(±1)l˜+1
1 − 4l˜2−
β√
2pi
H1−l˜ + H1+l˜ + 2 log 2 − 3
l˜(1 − l˜2) sin(l˜pi),
(2.19)
where Hn is the nth harmonic number, and α ≡ U3m22pi3 and β ≡ U
3m2
64pi3 are postive
constants related to density of states and interaction strength. Here, terms with
α and β come from contributions with one particle-particle and one particle-
hole bubble, and two particle-hole bubbles, respectively (see Supplementary
Note 2). The α term in λ(0),l˜intra acquires an extra minus sign on top of (−1)l˜ from
the closed fermion loops in Supplementary Fig.1 (3g) and (3h). Meanwhile, the
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α term in λ(0),l˜inter contains an implicit (−1)l˜ factor due to the fact that the outgoing
external momenta in Supplementary Fig.1 (3a) and (3b) are exchanged, which
is equivalent to setting Φl˜(θ)→ Φl˜(pi − θ).
Note that λ(0),l˜intra with even l˜s are forbidden since intra-pocket pairs have equal
spin, and that λ(0),l˜inter = λ
(0),l˜
intra for odd l˜s since they correspond to the spin-triplet
states with τz = 0 and ±1 respectively. While λ(0),0inter > 0 as expected from the bare
repulsion, the most negative values are λ(0),±1inter = λ
(0),±1
inter ∼ −0.3α − 0.04β < 0.
In the second step, we derive and solve the RG equations to study the evo-
lutions of the effective interactions λl˜inter/intra(E) as the energy E lowers from Λ0 to
0. Using λ(0),l˜inter/intra in Eq. (2.19) as the initial values for the RG flows, the channel
with the most relevant attraction in the low-energy limit E → 0 is the dominant
pairing channel. Under the assumption that the energy contours for 0 < E < Λ0
are isotropic, different partial-wave components do not mix while the inter- and
intra-pocket interactions with the same l˜ can in principle mix. By a procedure
similar to that in Ref. [121] and [112], we find the RG equations up to one-loop
order to be
dλl˜inter
dy
= −(1 − d2)(λl˜inter)2 (2.20)
and
dλl˜intra
dy
= −(d1 − d3)(λl˜intra)2 − 2d3(λl˜inter)2, (2.21)
where the inverse energy scale y ≡ Πss¯pp(0) ∼ ν0 log(Λ0/E) is the RG running pa-
rameter, d1(y) ≡ ∂Π
ss
pp(±2K)
∂y , d2(y) ≡
∂Πss¯ph(±2K)
∂y , and d3(y) ≡
∂Πssph(0)
∂y . Here, Π
ss′
pp/ph(k) is
the non-interacting static susceptibility at momentum k in the particle-particle
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or particle-hole channel defined in Supplementary Note 1. Since the low-energy
band structure is well-nested at ±2K in the particle-particle channel, the Cooper
logarithmic divergence appears not only at k = 0 but also ±2K (see Supple-
mentary Note 1). Thus, d1(y) = 1. On the other hand, since the low-energy
band structure is poorly-nested at any k in the particle-hole channel and is far
from van Hove singularity, the particle-hole susceptibilities do not diverge in
the low-energy limit (see Supplementary Note 1). Thus, d2(y), d3(y)  1 in the
low-energy limit y → ∞. Therefore with logarithmic accuracy, the inter- and
intra-pocket interactions renormalize independently with the well-known RG
equation in the Cooper channel
dλl˜i
dy
= −(λl˜i)2 (2.22)
with i = inter, intra. The RG flow λl˜i(y) =
λ(0),l˜i
1+λ(0),l˜i y
which solves the RG equation
shows that the pairing interaction in channel l˜ becomes a marginally relevant
attraction only if the initial value λ(0),l˜i < 0. Since we concluded that the most
negative initial values occur in the |l˜| = 1 channels for both inter- and intra-
pocket interactions in the first step of the RG procedure, we expect degenerate
inter- and intra-pocket |l˜| = 1 pairings in the low-energy limit.
The Chern number of inter-pocket paired state
The inter-pocket chiral |l˜| = 1 paired state becomes just a spinful p + ip paired
state with total spin τz = 0 when we map the spin-valley-locked two-pocket
problem to a spin-degenerate singlet-pocket problem. The spinful p+ ip pairing
comprises two copies of ‘spinless’ p + ip pairings as the Bogoliubov-de Gennes
(BdG) Hamiltonian of the former can be written as
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H =
∑
q
q(c
†
q,↑cq,↑ + c
†
q,↓cq,↓) + ∆q(c
†
q,↑c
†
−q,↓ + c
†
q,↓c
†
−q,↑) + H.c.
=
∑
q
(qc
†
q,+cq,+ + ∆qc
†
q,+c
†
−q,+ + H.c.) + (qc
†
q,−cq,− − ∆qc†q,−c†−q,− + H.c.), (2.23)
where the low-energy dispersion q = − q22m −µ, the gap function ∆q ∼ qx± iqy, and
cq,± ≡ (cq,↑±cq,↓)/
√
2. Since a spinless p+ip paired state has Chern numberC = 1,
where C = 18pi
∫
d2q mˆ · [∂qxmˆ × ∂qymˆ] with mˆ = (Re[∆q], Im[∆q], q)/
√
2q + |∆q|2,
the τz = 0 spinful p + ip paired state in the single-pocket system has C = 2.
Hence, the inter-pocket chiral |l˜| = 1 pairing in the two-pocket system has C = 2
as well.
Data Availability Statement The authors declare that the data supporting
the findings of this study are available within the paper and its Supplementary
Information file.
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Figure 2.12: k-space spin-split in the spin-valley-locked band structure
of group IV monolayer TMDs. (a) Schematic Fermi sur-
face hosting k-space-split spinless fermions. Here, the two
pockets centered at some opposite crystal momenta k = ±k0
host oppositely spin-polarized electrons (represented by the
orange and blue arrows) in a time-reversal-symmetric fash-
ion. (b) A sketch for a unit cell of a monolayer TMD. The
blue and red spheres represent the transition-metal M atoms
and the chalcogen atoms X respectively. (c) A sketch for the
top view of the buckled honeycomb lattice of a monolayer
TMD. The blue circles represent the transition-metal M atoms
and the solid (hollow) red circles represent the chalcogen
atoms X above (below) the plane of transition-metal atoms.
(d) Schematic low-energy dispersion of a monolayer TMD.
The hexagon represents the first Brillouin zone. The green
paraboloids represent the nearly spin-degenerate conduction
band, and the orange and blue paraboloids represent the spin-
split valence bands for the spin-up and -down electrons re-
spectively. This dispersion is time-reversal symmetric since
the spin-splits are opposite near the two valleys K and K′
which centered at opposite momenta ±K with respect to the Γ
point.
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Figure 2.13: Symmetry-distinct pairing channels in a lightly p-doped
monolayer TMD. The two oppositely spin-polarized Fermi
surfaces centered at K and K′ valleys (represented by the ma-
roon and blue circles) can develop (a) inter-pocket pairing or
(b) intra-pocket pairing. Here, cq,↑ (cq,↓) denotes the annihila-
tion operator for spin-up (-down) electrons on the pocket at
valley K (K′), and q denotes the momentum relative to the
pocket centers. (c) and (d) are candidate gap functions for
inter-pocket pairing allowed by the point group C3v. Each
hexagon represents the first Brillouin zone where the curves
around the corners within the unshaded (shaded) wedges are
segments of Fermi surfaces around valley K (K′). Due to the
broken C6 rotations (expressed by the shaded wedges), the
gap structures of (c) s-wave and f -wave both belong to the
same irreducible representation A1 and can thus mix. Simi-
larly, the gap structures of (d) p-wave and d-wave both belong
to the two-dimensional irreducible representation E and can
mix as well. The number in each wedge labels the angle corre-
sponding to the phase of each gap function at the midpoint of
the Fermi surface segment in the wedge. Note that the (p+ip)-
and (d − id)-waves have the same phase-winding pattern on
each pocket around respective valley centers.
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Figure 2.14: The inter- and intra-pocket |l˜| = 1 paired states. The gap
functions of the l˜ = ±1 paired states have the approximate
form qx ± iqy on the two pockets (represented by hollow cir-
cles) centered at ±K which we assume to be small and circu-
lar as discussed in the text. The color scheme on the circles
represents the phase of the gap functions, as indicated by the
color wheel. (a) For the inter-pocket pairing case, the phase
winding on the two pockets are locked to each other. Over-
all, the paired state breaks time-reversal symmetry. (b) For
the intra-pocket pairing case, each pocket can independently
have either l˜ = 1 or l˜ = −1, which leads to a counterclock-
wise or clockwise phase winding of 2pi. The possible factor
and way to tilt the balance between the inter- and intra-pocket
pairings: (c) A sketch for the trigonally warped Fermi pockets
expected upon a heavier doping where the chemical potential
still lies within the spin-split. Such trigonal warping is ex-
pected to suppress the intra-pocket pairing as an electron at
q has no pairing partner on the same pocket at −q. (d) The
schematic low-energy dispersion near the two valleys for a
monolayer TMD grown on a ferromagnetic substrate. As the
chemical potential µ (represented by the dashed line) inter-
sects only one band near one valley, the intra-pocket pairing
is expected to be promoted.60
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Figure 2.15: Configurations of possible SQUID experiments for prob-
ing the two paired states. In both (a) and (b), the red and
blue parts indicate the lightly p-doped monolayer TMD and a
uniform s-wave superconductor respectively, which are con-
nected by two Josephson junctions represented by the yellow
strips. I is the applied current and Φ is the magnetic flux
through the loop. (a) shows the proposed dc SQUID inter-
ferometer set-up which can detect the anisotropy of the inter-
pocket pairing symmetry. The flux-dependence of the critical
current is expected to be insensitive and sensitive to the an-
gle θ between the edges connected to the two junctions for
isotropic and anisotropic pairing respectively. (b) shows the
proposed dc SQUID interferometer set-up which can probe
the finite pair-momentum of the intra-pocket pairs for the
C = 0 case. The TMD is oriented in the direction such that
the phase of the pairing wavefunction is spatially modulated
along the junction. The period in flux Φ of the modulated
voltage V across the SQUID loop is expected to be halved
into hc4e since the difference between the pair-momenta on the
two sides of a junction requires simultaneous tunneling of
a spin-up and a spin-down intra-pocket pair, each carrying
pair-momentum 2K and −2K, into the uniform superconduc-
tor.
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2.3.5 Supplementary Note 1: Why only pairing instabilities?
In this work we consider only pairing instabilities but not particle-hole insta-
bilities, e.g. spin density waves. In the following, we explain why the pairing
instabilities are expected to dominate over particle-hole instabilities in the low
energy limit. Whether instabilities in particle-hole channel or particle-particle
(pairing) channel dominate depends on which of the non-interacting static sus-
ceptibilities in particle-hole channel Πph(p) and particle-particle channel Πpp(p)
diverges faster as approaching the low energy limit. These susceptibilities of
electrons with spin s and low-energy dispersion  s(k) have the form
Πss
′
pp(p) ≡
∑
n
∫
d2k
4pi2
Gs(iωn,k)Gs
′
(−iωn,−k + p) =
∫
d2k
(2pi)2
1 − f ( s−k+p) − f ( s
′
k )
 s(−k + p) +  s′(k)
(2.24)
and
Πss
′
ph (p) ≡ −
∑
n
∫
d2k
4pi2
Gs(iωn,k)Gs
′
(iωn,k + p) = −
∫
d2k
(2pi)2
f ( sk+p) − f ( s
′
k )
 s(k + p) −  s′(k) ,
(2.25)
where spin s, s′ =↑ / ↓, ωn is the fermionic Matsubara frequency, k and p are
momenta, Gs(iωn,k) = 1iωn− s(k) is the non-interacting Green’s function, and f (
s
k)
is the Fermi function at temerature T .
In general, Πss′pp(p) always diverges logarithmically at total-momentum p = 0
despite the low-energy dispersion  sk, which indicates pair-momentum 0 su-
perconductivity if dominates. On the other hand, Πss′ph (p) typically diverges at
momentum-transfer p = 0 when the density of states diverges, i.e. near the van
Hover singularity, or at some finite momentum-transfer p = Q when the Fermi
surface is nested in the particle-hole channel at Q. The former and latter indi-
cate instabilities such as ferromagnetism and density-waves respectively when
they each dominates. In a two-pocket system, this requires a hole and an elec-
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tron pocket to have the same low-energy dispersion (but opposite in energy).
In the case where susceptibilities in the two channels diverge equally fast, one
needs to further compare their corresponding driving interactions to determine
the dominant instability.
In the current lightly p-doped monolayer TMD case, note that both pock-
ets are hole pockets though they have the same low-energy dispersion ↑(k) =
− (k−K)22m and ↓(k) = − (k+K)
2
2m with respect to their own valley centers K and −K
upon low-doping. Thus, the Fermi surface is in fact poorly nested at 2K in the
particle-hole channel. To be precise, since ↓(p) = ↑(p + 2K), the particle-hole
susceptibility has the relation
Πss¯ph(2K+p) = −
∫
d2k
4pi2
f sk+2K+p − f s¯p
 s(k + 2K + p) −  s¯(k) = −
∫
d2k
4pi2
f s¯k+p − f s¯k
 s¯(k + p) −  s¯(k) = Π
s¯s¯
ph(p)
(2.26)
for s =↑ and s¯ = −s. Thus,
Πss¯ph(±2K) = Πssph(0) ∼ ν0 (2.27)
is not diverging in the low energy limit as long as the density of states on the
Fermi surface ν0 is finite. Therefore, we do not consider particle-hole suscepti-
bilities in this work.
On the other hand, since the Fermi surface is perfectly nested at 2K in the
particle-particle channel, the particle-particle susceptibility
Πss¯pp(0) = Π
ss
pp(±2K) ∼ ν0Log(
Λ
E
) (2.28)
diverges logarithmically as approaching the low-energy limit E → 0 with Λ
being the UV cutoff scale. Note that the Cooper logarithmic divergence does
not occur only at the usual p = 0, but also at p = 2K. This indicates that the
superconductivity with pair momentum 0 (spatially uniform) and 2K (spatially
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FIG. 1: Feymann diagrams for the two loop contributions to the inter- and intra-pocket interactions.
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Figure 2.16: Feymann diagrams for the contributions up to two-loop
order to the inter- and intra-pocket effective interactions
g(0)inter/intra(q,q
′) at the intermediate energy scale E = Λ0. The
solid and dotted lines represent fermions and repulsive Hub-
bard interaction U respectively.
modulated at 2K) could be equally dominant in the low energy. To determine
which is truly more dominant, we need to study their pairing interactions using
the RG analysis in the following subsection.
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2.3.6 Supplementary Note 2: Inter- and intra-pocket effecitve
interactions
We will calculate the inter- and intra-valley effective interactions g(0)inter(q,q
′) ≡
g(0)τ,τ¯(q,q
′) and g(0)intra(q,q
′) ≡ g(0)τ,τ(q,q′) at energy Λ0 in terms of the incoming and
outgoing momenta q and q′ order by order in U until we obtain attraction in
one of them in certain partial-wave channel l˜. Before we start, notice that by
omitting the valley index, which is inter-locked with the spin index τ for the
low-energy fermions, the inter- and intra-valley interactions in the spin-valley
locked two-pocket picture are just the opposite- and equal-spin interactions in a
spin-degenerate single-pocket picture. Fortunately, Ref. [27] has already stud-
ied the pairing problem in a spin-degenerate single-pocket system under repul-
sive Hubbard interaction described by Eq. (1) and Eq. (2). Thus, we expect
the same result as Ref. [27], i.e. the largest attraction occuring in the angular-
momentum-one channel, but with a different physical meaning when mapping
back to the spin-valley locked two-pocket picture. To make the mapping be-
tween the two pictures explicit, we will follow Ref. [27] to calculate g(0)inter(q,q
′)
and g(0)intra(q,q
′) in the two-pocket picture and denote the spin s and valley ±K
separately.
2.1 Tree level
At the tree level, the on-site repulsion U > 0 only contribute to the inter-
pocket interaction because U acts between only electrons with opposite spins
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due to Pauli exclusive principle. Thus,
g(0),1inter(q,q
′) = U (2.29)
with the superscript 1 denoting the tree-level contribution [see Supplementary
Fig. 2.16(1a)]. This bare repulsion contributes to only the l˜ = 0 component of
g(0)inter because U is independent of the incoming and outgoing momenta q and
q′. Since this is a perturbative analysis, the inter-pocket l˜ = 0 pairing is sup-
pressed regardless what the higher order contributions to l˜ = 0 channel are. To
have any finite contribution to aisotropic channels (l˜ , 0) requires momentum-
dependence from loop corrections.
2.2 Second order
The U2 (one-loop) order contributions to inter- and intra-pocket interactions
are
g(0),2inter(q,q
′) = U2Πss¯ph(±Q + q + q′), (2.30)
and
g(0),2intra(q,q
′) = −U2Πssph(q − q′) (2.31)
respectively for s =↑ / ↓, where the superscript 2 denotes corrections from the
second order [see Supplementary Fig. 2.16(2a) and (2b)]. The particle-hole sus-
ceptibilies defined in Supplementary Eq. (2.25) can be calculated as
Πssph(p) =
m
2pi2
∫ pi/2
−pi/2
dφ
∫ k1
k2
dk
k
kp cos φ
=
m
2pi
= Πs¯sph(p) (2.32)
where k1/2 ≡ ± p2 cos φ +
√
4q2F−p2 sin2 φ
2 . Thus, the one-loop corrections are still
momentum-independent and contribute to only the l˜ = 0 channel. This is a
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consequence of isotropic parabolic dispersion in 2D[27, 140]. Note that though
g(0),2intra seems to imply l˜ = 0 intra-pocket pairing, pairings in even l˜ channels are
not allowed since these are equal-spin pairs. Thus, if either the inter- or intra-
pocket pairing were to occur at all, the effective attraction has to come from at
least two-loop order.
2.3 Third order
The U3 (two-loop) contribution of short-range repulsion for a spin-
degenerate rotational-invariant 2D system with a single pocket and parabolic
dispersion has been proven to facilitate p-wave (angular momentum 1)
pairing[27]. Since both pockets in p-doped TMDs have the same low-energy ef-
fective dispersion which is parabolic upon light doping, we can map this spin-
valley locked two-pocket system to the spin-degenerate single-pocket system
studied in Ref. [27] by bringing the pocket centers K and K’ both to k = 0. Thus,
we expect to obtain the largest attractions in the partial-wave channel l˜ = 1 as
well, but the partial-wave channels here are with respect to K and K’ instead
of Γ. This indicates degenerate inter- and intra-pocket pairings with l˜ = 1 af-
ter we map back to the two-pocket system. In the following, we will show the
calculations of g(0)intra/inter following Ref. [27] to comfirm our expectation.
From the corresponding diagrammatic expressions shown in Supplemen-
tary Fig. 2.16(3a)-(3j), we can see that the two-loop contributions can be divided
into two groups: the ones with one particle-particle and one particle-hole bub-
ble (diagram 3a, 3b, 3g and 3h), and the ones with two particle-hole bubbles
(diagram 3c, 3d, 3e, 3f, 3i, and 3j). We first calculate the former contributions to
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intra-pocket interaction, i.e. diagram (3g) and (3h). In the static limit,
gppintra(q,q
′) = g3g(q,q′) + g3h(q,q′)
= −U3
∑
n,n˜
∫
d2l
4pi2
∫
d2l˜
4pi2
G↑(iωn˜, l˜)G↓(−iωn˜,−l˜ + t+)G↓(iωn, l + p2 )G
↓(iωn, l − p2 )
+ (t+ → t−) (2.33)
where ωn(n˜) is the fermionic Matsubara frequency, Gs(iωn, l) = 1iωn− s(l) is the non-
interacting Green’s function, t± ≡ l ± q+q′2 , p ≡ q′ − q, and q and q′ are the
external incoming and outgoing momenta relative to the valley center K. As
the electrons have energy E = Λ0 & 0, |q| = |q′| ∼ qF with qF being the Fermi
momentum of a single pocket. The over-all minus sign results from the closed
fermion loop. The particle-particle loop integral can be calculated as
∑
n˜
∫
d2l˜
4pi2
G↑(iωn˜, l˜)G↓(−iωn˜,−l˜ + t+) =
∫
d2l˜
4pi2
1 − f (↑
l˜
) − f (↓−l˜+t+)
↑
l˜
+ ↓−l˜+t+
=
∫
d2l˜
4pi2
1 − f (↑
l˜
) − f (↑
l˜−t+)
↑
l˜
+ ↑
l˜−t+
= −2m
∫
d2l˜
4pi2
1 − f (↑
l˜+K+ t+2
) − f (↑
l˜+K− t+2
)
(l˜ + t+2 )
2 + (l˜ − t+2 )2 − 2q2F
= − 2m
4pi2
∫ pi/2
−pi/2
dφ˜(
∫ l˜2
0
−
∫ r−10
l˜1
)dl˜
l˜
l˜2 + t
2
+
4 − q2F
∼ − m
2pi
(ln[
t2+
q2F
] + c0) (2.34)
assuming t±  2qF , which is the regime where the main momentum-
dependence comes from[27]. Here, φ˜ is the angle between the loop momentum
l˜ and t+, r−10 the UV cutoff for momentum integral, l˜1/2 ≡ ± t+ cos φ˜2 + t+2
√
4q2F
t2+
− sin2 φ˜,
and c0 contains terms independent of t±. We will drop c0 in the following since
our purpose is to obtain the momentum-dependent part. Plugging Supplemen-
tary Eq. (2.34) back to Supplementary Eq. (2.33), we obtain the second loop
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integral
gppintra(q,q
′) =
+mU3
2pi
∑
n
∫
d2l
4pi2
ln[
t2+t
2
−
q4F
]G↓(iωn, l +
p
2
)G↓(iωn, l − p2 )
=
−2m2U3
2pi
∫
d2l
4pi2
ln[
t2+t
2
−
q4F
]
fl+ p2 − fl− p2
(l + p2 )
2 − (l − p2 )2
∼ −m
2U3
4pi3
∫ pi/2
0
dφ
cos φ
∫ l¯1
l¯2
dl¯ ln[(l¯2 − 2)2 + 42l¯2 cos2 φ] (2.35)
where φ is the angle between p and l, 2 ≡ 4q2F−p2p2 , l¯ ≡ 2lp , and l¯1/2 ≡ ± cos φ +√
2 + cos2 φ. Here,   1 is a small parameter as we assumed t+/qF  1 in
the first loop, which corresponds to the regime where the external momenta
statisfy p ∼ 2qF and the loop momentum l/qF ∼ l¯  1. Notice that the integral
is dominated by the regime of φ where cos φ = O() is another small parameter
besides . Since we are interested in the portion of scattering amplitude which
depends on the external momenta, we will calculate gppintra(q,q
′) − gppintra(p = 2qF)
up to the leading order in the small parameters  and cos φ. By keeping the small
parameters in the upper and lower limits l¯1/2 while dropping those in the slowly
varying logarithmic integrand, we obtain
gppintra(q,q
′) − gppintra(p = 2qF) ∼ −
m2U3
4pi
√
4q2F − p2
2qF
(2.36)
for the regime of external momenta satisfying   1.
The two-loop contributions to intra-pocket interaction involving only
particle-hole bubbles, i.e. diagram (3i) and (3j), can be calculated in a similar
way. In the same regime where the external momenta satisfy   1, we obtain
gphintra(q,q
′) = g3i(q,q′) + g3 j(q,q′)
∝ −U
3m2
64pi3
(1 − p
2
4q2F
) log[1 − p
2
4q2F
], (2.37)
where the minus sign is due to the closed fermion loop.
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We then turn to the inter-pocket interaction. Among all the third-order
contributions to g(0)inter, diagram (3e) and (3f) in Supplementary Fig. 2.16 are
both just the product of two second-order corrections and do not contribute
to momentum-dependence. Thus, we will focus only on diagram (3a)∼ (3d).
Note that similar to the case of intra-pocket interaction, diagram (3a) and (3b)
involve vertex corrections from one particle-particle and one particle-hole bub-
ble just like (3g) and (3h), while diagram (3c) and (3d) involve corrections from
two particle-hole bubbles just like (3i) and (3j). Thus, diagram (3a) and (3b) have
similar amplitudes as diagram (3c) and (3d) except the momentum-transfer in
the particle-hole bubble and the absence of closed fermion loop:
gppinter(q,q
′) − gppinter(p = 2qF) ∼
m2U3
4pi
√
4q2F − p′2
2qF
, (2.38)
where p′ ≡ q′ + q. On the other hand, diagram (3c) and (3d) have the same
amplitudes as diagram (3i) and (3j) such that
gphinter(q,q
′) = g3c(q,q′) + g3d(q,q′) ∝ −U
3m2
64pi3
(1 − p
2
4q2F
) log[1 − p
2
4q2F
] (2.39)
in the regime where  is small. After collecting all the contributions, the U3
corrections to the effective inter- and intra-pocket interactions at E = Λ0 read
g(0),3inter(q,q
′) = gppinter(q,q
′) + gphinter(q,q
′)
∼ m
2U3
2pi3
√
4q2F − p′2
2qF
− U
3m2
64pi3
(1 − p
2
4q2F
) log[1 − p
2
4q2F
] (2.40)
and
g(0),3intra(q,q
′) = gppintra(q,q
′) + gphintra(q,q
′)
∼ −m
2U3
2pi3
√
4q2F − p2
2qF
− U
3m2
64pi3
(1 − p
2
4q2F
) log[1 − p
2
4q2F
]. (2.41)
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In summary, we have derived the effective inter- and intra-pocket interac-
tions at E = Λ0 from the bare repulsion U > 0 up to two-loop order:
g(0)inter(q,q
′) = g(0),1inter(q,q
′) + g(0),2inter(q,q
′) + g(0),3inter(q,q
′)
∼ C + m
2U3
2pi3
√
4q2F − p′2
2qF
− U
3m2
64pi3
(1 − p
2
4q2F
) log[1 − p
2
4q2F
], (2.42)
and
g(0)intra(q,q
′) = g(0),1intra(q,q
′) + g(0),2intra(q,q
′) + g(0),3intra(q,q
′)
∼ C′ − m
2U3
2pi3
√
4q2F − p2
2qF
− U
3m2
64pi3
(1 − p
2
4q2F
) log[1 − p
2
4q2F
], (2.43)
where C > 0 and C′ < 0 are momentum-independent constants.
2.3.7 Supplementary Note 3: The real-space profile of the phase
of the intra-pocket pairing wavefunction
Since the intra-pocket pairs are spinless and the intra-pocket interaction is at-
tractive in the l˜ = 1 channel, the intra-pocket pairing wavefunction on the spin-
up pocket is expected to be ∆↑↑q = 〈ψK+q,↑ψK−q,↑〉 ∝ qx ± iqy in terms of separate
spin and valley indices. The p-wave pairing is expected to be chiral to avoid
nodes due to energetics. The pairing wavefunction in real space can then be
obtained by doing the following Fourier transform:
〈ψr+ d2 ,↑ψr− d2 ,↑〉 =
∑
q
〈ψK+q,↑ψK−q,↑〉ei2K·reiq·d = ei2K·r
∑
θq
qFe±iθqeiqd cos(θq−θd) ∝ ei2K·reiθd
(2.44)
where r and d = d(cos θd, sin θd) are the center-of-mass and relative positions of
the pair repectively, the relative momentum q = qF(cos θq, sin θq) is confined on
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Figure 2.17: The phase of the intra-pocket pairing wave function in real
space: (a) shows the phase eiθd in Supplementary Eq. (2.44)
which accounts for the chiral l˜ = 1 phase-winding within a
pocket. The arrows represent d for the nearest-neightboring
transition metal ions M (the grey dots). (b) shows the spa-
tially modulated phase ei2K·r due to the finite pair-momentum
2K for a spin-up pair. We consider only pairing between elec-
trons from nearest-neightboring sites. Thus, the phase of the
pairing wave function is defined on each bond. The colors on
the bonds represent different values of 2K · r.
the circular pocket centered at K with qF being the Fermi momentum, and θd(θq)
is the angle between d(q) and K. While the phase winding from eiθd [see Sup-
plementary Fig. 2.17(a)] accounts for the qx + iqy pairing symmetry on a pocket,
the spatial modulation in phase from ei2K·r [see Supplementary Fig. 2.17(b)] is a
consequence of the finite pair-momentum 2K.
2.4 Proximity-induced nematic odd-parity superconductivity
in monolayer transition metal dichalcogenides by cuprate
This section is currently being written up for publication in a peer-reviewed
journal, and is in collaboration with Dr. Kyungmin Lee and Prof. Eun-Ah
Kim.
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As discussed in the previous section, lightly hole-doped monolayer tran-
sition metal dichalcogenides (p-doped TMDs) are a family of noncentrosym-
metric materials that host opposite spin species of low-energy electrons in
the two valleys due to the intrinsic Ising spin-orbit coupling. Thanks to
such spin-valley locked low-energy band structure, in the previous work my
collaborators and I found the intrinsic superconductivity mediated by elec-
tronic correlations to be topological[62]. While experimental efforts in lo-
cal groups towards realizing our proposal are still at the stage of sample
fabrication, a possible obstable that could occur in the path is the situation
where the lightly hole-doped monolayer TMDs do not intrinsically supercon-
duct. Therefore in this work, my collaborators and I propose proximitizing
as an alternative approach to obtain unconventional pairings besides hoping
for intrinsic superconductivity. With the help from Kyungmin Lee, I study
the pairing symmetry of the induced superconductivity in a p-doped TMD
proximitized by a non-chiral d-wave superconductor, such as cuprates. By
solving the Bogoliubov-de Gennes (BdG) equation on the interface of this
heterostructure self-consistently, we find that sizable odd-parity pairing that
breaks rotational symmetry is induced. This proposed setup offers a platform
to experimentally study high-temperature two-dimensional superconductiv-
ity with odd parity.
2.4.1 Introduction
Odd-parity superconductors are a class of unconventional superconductors
that exhibits rich and intriguing phenomena such as possessing Majorana zero
modes[142], and breaking time-reversal[73] or point-group symmetries[180].
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Existing candidate materials include the chiral f -wave heavy fermion super-
conductor UPt3[69] and chiral p-wave transition-metal oxide Sr2RuO4[71]. In
particular, superconductors with a two-component odd-parity order parameter
that breaks rotational symmetry by choosing a certain combination of the two
components are dubbed nematic[166]. Leading candidates of this kind are Cu-
doped Bi2Se3[180] and uniaxially strained Sr2RuO4[157]. Although odd-parity
superconductors have drawn extensive interests, they are unfortunately very
rare[69, 71] and the leading candidates have low transition temperatures (Tc).
Our goal in this work is to obtain odd-parity superconductivity with a higher
Tc.
One place to look for odd-parity pairing is noncentrosymmetric metals since
even- and odd-parity components are allowed to mix in a pair wavefunc-
tion when parity is not a good quantum number. Nonetheless their relative
magnitude is not dictated by symmetry when the Fermi surface (FS) is spin-
degenerate, so the odd-parity component could be vanishingly small. For in-
stance, the proximity-induced pairing in graphene by a spin-singlet supercon-
ductor is predominantly spin-singlet with only a tiny triplet component result-
ing from the interfacial Rashba SOC[104, 33]. In contrast, non-vanishing odd-
parity component is guaranteed on FS with certain spin-texture that dictates
a substantial spin-triplet magnitude due to fermionic statistics. For instance,
for oppositely spin-polarized pockets centered at opposite momenta shown in
Fig. 2.18(a), the spin part of the interpocket pair wavefunction is an equal mix-
ture of spin-singlet and -triplet with sz = 0.
Important to this strategy for obtaining odd-parity pairing is the mate-
rial that has FS with the desired spin texture. A suitable candidate is mono-
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layer group IV transition metal dichalcogenides (TMD), the two-dimensional
(2D) noncentrosymmetric semiconductors that have attracted rapidly growing
attention[177, 67, 152]. The inversion-asymmetric lattice of monolayer TMDs
leads to the orbital-selective[172, 190] Ising SOC[107] such that the Fermi pock-
ets are nearly spin-degenerate upon electron-doping (n-doping), but strictly
spin-valley locked upon hole-doping (p-doping) with chemical potential lying
between the two spin-split valence bands [see Fig.2.18 (b) and (c)]. These spin-
valley locked pockets resemble that we showed in Fig. 2.18(a), and thus suggest
at least the same order of even- and odd-parity components in the inter-pocket
pair wavefunction[62, 154]. Thanks to this spin-valley locking, such lightly p-
doped monolayer TMDs have been predicted to host topological superconduc-
tivity if intrinsically superconducting under repulsive interaction[62]. Nonethe-
less, cases where low density of states or weak interaction strength prevent p-
doped TMDs from superconducting or result in low Tc cannot be ruled out un-
til experimentally tested. Hence here we instead study the proximity-induced
pairing, where substantial odd-parity component is expected due to the spin-
valley locking, by a spin-singlet superconductor.
To optimize the Tc of the induced pairing in TMD, we propose cuprate
as the proximiting superconductor. In fact, cuprate-induced unconven-
tional superconductivity has been experimentally observed in 1T-TaS2[103] and
graphene[33] at 40K and above 4K respectively despite the short coherence
length of cuprates. Besides the possibly large difference in Tc, the induced
pairings by a cuprate and by a conventional s-wave superconductor could also
differ in the pairing symmetries as shown by the following crude guess: For
cuprates with dx2−y2-wave pairing symmetry, the induced triplet pairing is likely
p-wave since they both belong to the 2D irreducible representation E of the
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Figure 2.18: (a) Schematic FS with spin-splitting in momentum k space
that could host inter-pocket pairs with pair wavefunctions
being an equal mixture of spin-singlet and -triplet compo-
nents. Here the two pockets centered at some opposite mo-
menta ±k0 host oppositely spin-polarized electrons (repre-
sented by the orange and blue arrows) in a time-reversal-
symmetric manner. (b) Schematic low-energy dispersion of
a monolayer TMD. The hexagon represents the first Brillouin
zone boundary. The green paraboloids represent the nearly
spin-degenerate conduction band, and the orange and blue
paraboloids represent the spin-split valence bands for the
spin-up and -down electrons, respectively. (c) A sketch for
an inter-pocket pair formed on the pair of spin-valley locked
pockets (represented by the red and blue circles) centered at
±K in a lightly hole-doped monolayer TMD. The orange and
blue paraboloids are the spin-up and -down valance bands
and the the grey plane represents the chemical potential. The
above figures were presented in Ref. [62].
point group C3v for a pristine monolayer TMD. Note that this is different from
existing proposals involving s-wave superconductors[169, 45, 154], where the
induced triplet component was predicted to be f -wave that belongs to the triv-
ial representation A1 as s-wave does. Moreover, we expect this p-wave pairing
to be nematic[180, 166] as one of the two components is suppressed by the ab-
sence of the dxy-wave component in the cuprates.
To confirm our hypothesis, in this work we numerically study the induced
pairing symmetry in the bilayer of lightly p-doped monolayer TMD and a layer
of cuprate [see Fig. 2.19(a)] by solving the self-consistent gap equations. The
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rest of the article is structured as follows: In section II, we construct the model
for the bilayer and describe a method. In section III, we present and discuss the
obtained pairing in the TMD layer from the calculation. We then summarize the
findings in section IV.
2.4.2 Model and method
We focus on the interface of the cuprate-TMD heterostructure, which is a bilayer
effectively comprising a CuO4 layer and a lightly p-doped monolayer TMD with
N = L × L lattice sites [see Fig. 2.19(a)]. We describe the kinetic terms of the
cuprate and TMD layer respectively by the tight-binding models
H sc =
∑
x
2∑
i=1
−tψ†σ,x±aiψσ,x − t′ψ†σ,x±biψσ,x − µscψ†σ,xψσ,x (2.45)
and
Hm =
∑
x
− t˜φ†↑,x±c1φ↑,x − t˜φ†↑,x±c3φ↑,x − t˜∗φ†↑,x±c2φ↑,x
− µmφ†↑,xφ↑,x + (↑→↓, t˜ ↔ t˜∗), (2.46)
where ψσ,x and φσ,x annihilate an electron at site x with spin σ =↑, ↓ on the square
lattice of the copper atoms and the triangular lattice of the transition metal
atoms respectively. ai and bi connect the nearest-neighbor (nn) and the next-
nearest-neighbor (nnn) copper sites respectively, and ci connect the nn transition
metal sites [see Fig. 2.19(c)]. H sc leads to a spin-degenerate large hole pocket
whereas the effective two-band model Hm produces the desired Fermi pockets
with spin-valley locking [see Fig. 2.19(b)].
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Figure 2.19: (a) A schematic for the bilayer of a monolayer TMD and the
superconducting plane of the cuprate. (b) FSs of cuprate and
TMD obtained from the tight-binding models Eq. (2.45) and
(2.46) with parameter µc = −0.8, t = 1, t′ = −0.3, µm = 4.6,
and t˜ = 1√
3
+ i in the unit of eV. (c) A sketch for the lattices
of the cuprate and TMD layer in the absence of lattice strain-
ing (upper panel) and the sheared lattice of the bilayer in the
presence of lattice straining (lower panel).
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Due to the lattice mismatch between two lattices, certain amount of lattice
strain is expected. To allow for the simplest microscopic form of interlayer cou-
pling, we assume that the two layers share the same lattice with lattice vectors di
under mutual lattice shearing such that a1, c1 → d1, a2, c2 → d2, and b2, c3 → d3
[see Fig. 2.19(c)]. This sheared lattice with a reduced point group symmetry of
Cs has four nn sites denoted by ±d1, ±d2 and two nnn sites denoted by ±d3. We
then introduce on-site, nn, and nnn interlayer hopping terms at the same mag-
nitude H′ =
∑
x λφ
†
σ,xψσ,x + λ
∑3
i=1 φ
†
σ,x±diψσ,x + h.c..
Together with the kinetic terms H sc, Hm, and H′, we can write down the
Bogoliubov de Genn Hamiltonian for the bilayer by including the nn and nnn
pairing terms
∑
x ∆
sc
xyψ↑xψ↓y + ∆
m
xyφ↑xφ↓y + h.c. with y = x ± di, i = 1, 2, 3. With this
mean-field Hamiltonian, we then self-consistently solve the gap equations
∆scxy = U〈ψ↓yψ↑x〉
∆mxy = U〈φ↓yφ↑x〉, (2.47)
where U < 0 is the nearest-neighbor attraction. The initial pairing are set to be
random but preserving time-reversal symmetry in both the cuprate and TMD
layers.
2.4.3 Result
The calculated gap function of the induced pairing in TMD is shown in
Fig. 2.20(a). Despite that the gap function in the cuprate layer is predominantly
spin-singlet, the induced pairing contains a non-vanishing odd-parity compo-
nent as it looks odd in x+ y direction with respective to Γ. In fact, the odd-parity
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Figure 2.20: The proximity-induced pairing gap in the TMD layer ob-
tained from the self-consistent calculation with system size
L = 25, λ = 0.5t, U = ... for ? reason. The hexagon and
the red (cyan) circle represent the first Brillouin zone and the
spin-up (-down) pocket of the TMD. The dashed black lines
represent the nodal lines where gap vanishes. (a) The full in-
duced gap. (b) and (c) The parity-even and -odd component
of the induced gap.
component magnitude is about one-third of that of the even-parity component.
If we look at each parity component separately, the resulting singlet and
triplet components shown in Fig. 2.20(b) and (c) have the form
∆m,sk = 2ηs(cos k1 − cos k2) (2.48)
and
∆m,tk = −2ηt(sin k1 + sin k2), (2.49)
where ki = k ·di for i = 1, 2, 3 and ηs ∼ 3ηt. The absence of k3 term in the induced
gap in TMD ∆mk indicates a pair of nodes on a pocket [see Fig. 2.20(a)], which
means both components have partial wave l˜ = 1 with respect to the valley cen-
ters. Nonetheless in terms of the angular momentum with respect to Γ point,
the singlet component ∆m,sk has even-parity with dx2−y2-wave and the triplet com-
ponent ∆m,tk has odd-parity with (px + py)-wave. To be more precise, we should
characterize the pairing symmetry from the point group of the bilayer,Cs. Cs has
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one trivial irreducible representation A1 and only one nontrivial one A′1, which
differ by even or odd under the reflection with respect to the (11¯0) plane. The
obtained (p + d)-wave belongs to the non-trivial A′1 representation, whereas if a
conventional s-wave superconductor were used instead of cuprate, the induced
pairing would belong to the trivial representation A1.
The obtained (p + d)-wave pairing preserves time-reversal symmetry due
to the absence of the dxy- and (px − py)-wave components, which is different
from the chiral l˜ = 1 pairing predicted intrinsically in p-doped TMDs under
repulsive interaction. Moreover, by choosing k3 to be the nodal direction, this
(p+d)-wave pairing breaks rotational symmetry and is thus nematic. Hence, we
have numerically obtained the induced pairing in the TMD layer to be nematic
(p + d)-wave.
2.4.4 Summary and discussion
By self-consistently solving the gap equations, we found a sizable nematic odd-
parity component in the induced superconductivity in a lightly hole-doped
monolayer TMD proximitized by a cuprate. This induced odd-parity super-
conductivity could have a higher Tc than existing candidates for odd-parity su-
perconductors. We emphasize that our result of obtaining nematic odd-parity
superconductivity is robust so long as the bilayer lattice preserves an in-plane
mirror symmetry under lattice straining. The exact lattice matching that was in-
troduced here for calculation convenience is not essential. Although the lattice
constants of the families of cuprates are much larger than that of 2H-TMD semi-
conductors, a lattice strain near a feasible scale could occur in suitable material
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choices. For example, the lattice-constant mismatch between a 2H-WTe2 and
HgBa2CuO4+δ is ∼ 6%. The existence of the induced odd-parity superconductiv-
ity could be detected by a phase-sensitive detection, such as a superconducting
quantum interference device (SQUID) loop formed by the proximitized TMD
and an s-wave superconductor.
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CHAPTER 3
TOPOLOGICAL INSULATORS
3.1 Effects of surface-bulk hybridization in three-dimensional
topological metals
This section is adapted from Physical Review B 89, 205438 (2014), which was
in collaboration with Prof. Kyungwha Park, Prof. Taylor Hughes, and Prof.
Eun-Ah Kim.
Dirac surface states are signatures of time-reversal-symmetric three-
dimensional (3D) topological insulators (TIs). These surface states with
Rashba-type spin textures[57, 59] have attracted extensive attention in the
past decade not only because they are direct consequences of the topolog-
ical nature of 3D TIs, but also because of their potential application in
spintronics[19, 29, 132, 39, 118, 34]. While Dirac surface states are expected
to be robust in ideal TIs, many available materials for 3D TIs are in fact nat-
urally electron-doped, which makes these materials topological metals rather
than insulators[11, 57]. Therefore, identifying the effects of surface-bulk cou-
plings becomes a key challenge in exploiting these surface states in 3D topo-
logical “metals”. Here my collaborators and I combine an effective-model
calculation and an ab-initio slab calculation to study the effects of the lowest
order surface-bulk interaction: hybridization. In the effective-model study,
I discretize an established low-energy effective four-band model and intro-
duce hybridization between surface bands and bulk bands in the spirit of the
Fano model. I find that hybridization enhances the energy gap between bulk
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and Dirac surface states and preserves the latter’s spin texture qualitatively
albeit with a reduced spin-polarization magnitude. On the other hand, our
ab-initio study done by Kyungwha Park finds the energy gap between the
bulk and the surface states to grow upon an increase in the slab thickness,
which is very much in qualitative agreement with my effective model study.
Comparing the results of our two approaches, we deduce that the experimen-
tally observed low magnitude of the spin polarization can be attributed to
a hybridization-type surface-bulk interaction. We also discuss evidence for
such hybridization in existing ARPES data.
3.1.1 Introduction
Many discrepancies between experimental measurements and theoretical pre-
dictions of ideal topological insulators (TI’s) are attributed to the fact that the
chemical potential lies in the conduction band and the bulk band interferes with
measurements [80, 129, 11, 156]. That is, many available TI materials are actu-
ally metallic. Recent developments in thin-film experiments[188, 156, 4, 105, 81]
further call for studies of surface-bulk electron interaction in films. However,
explicit first-principles calculations on TI films are limited to very thin slabs
with thickness less than 10 nm due to the computational cost. Therefore, there
is a need for a simple microscopic model which incorporates surface-bulk inter-
actions that can be used to study how physical properties depend on the film
thickness.
One important question such a model should address is the effect of surface-
bulk interaction on the spin-texture. The surface spin-texture is a key physi-
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cal characteristic of topological surface states in ideal TIs. While low-energy
effective theories guided by symmetries predict perfect spin-momentum lock-
ing for topological surface states within the bulk gap, spin- and angle-resolved
photoemission spectroscopfy (SARPES) data show lower in-plane spin polar-
ization and total spin magnitude[57, 127, 176]. On the other hand, an ab-initio
calculation on a few-quintuple-layer (QL) slab[176] found both the spin polar-
ization and the total spin magnitude to be much smaller. Although reduction
in spin polarization and total spin magnitude are to be anticipated at large sur-
face Fermi-momenta where hexagonal warping manifests[21, 41, 98], little is
understood about the reduction observed at small Fermi-momenta and how the
surface-bulk interaction affects the spin texture. However, such understanding
is crucial for pursuing technical applications of spin-momentum locking in thin
films of topological insulators in the metallic regime[44, 179, 39].
Our starting point is the observation made by Ref. [8] that the lowest order
electron-electron interaction term between the surface state and the bulk states
can be viewed as a hybridization term in the Fano model[110]. The key effect of
hybridization in this low-energy effective theory is to spectroscopically separate
surface states localized on the surface from the extended metallic bands. Build-
ing on the principles underlying this low-energy effective theory, we study the
hybridization effects with a microscopic model of 3D time-reversal invariant
strong topological insulators to address the thickness dependence of physical
quantities and connect the results to ab-initio slab calculations. Specifically, we
study TI slabs with finite thickness in the presence of surface-bulk interaction
from two complementary perspectives: a simple microscopic model including
the lowest order surface-bulk interaction and an ab-initio calculation of a few-
QL Bi2Se3. We focus on how the spectroscopic properties and the spin texture
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evolve as a function of film thickness.
The paper is structured as follows. In subsection 3.1.2 we construct a lattice
model for a slab with surface-bulk hybridization (S-B hybridization) and study
the spectroscopic properties of the model as well as the effects of the S-B hy-
bridization on the spin texture. In subsection 3.1.3 we present an ab-initio study
on 4,5,6-QL Bi2Se3 using density functional theory (DFT) and discuss the insight
the simple hybridization model offers in understanding the ab-initio results. We
then conclude in subsection 3.1.4 with discussions of implications of our results
and open questions.
3.1.2 Lattice model for a slab with s-b hybridization
The Model
In order to introduce surface-bulk hybridization as a perturbation in the spirit
of the Fano model[8] and study its effects on a slab with finite thickness, we first
need a lattice model for a slab. For this, we discretize1 the effective continuum
model by Ref. [187], which is a four band k · p Hamiltonian guided by symme-
tries and first-principle-calculation results. We then make the system size finite
along the vertical axis, i.e., the film growth direction.
The low-energy effective four-band model in Ref. [187] describes a strong 3D
TI with rhombohedral crystal structure such as Bi2Se3. In this effective model
each QL is treated as a layer since the inter-QL coupling is weak, and the four
lowest-lying spin-orbital bands come from the mixing of the two Pz atomic or-
1A similar discretization was used in other papers, e.g., G. Rosenberg and M. Franz, Phys.
Rev. B 85, 195119 (2012).
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bitals from Bi and Se referred to as P1 and P2 and the two spins ↑, ↓. We take
this effective model written in terms of 4 × 4 Γ-matrices and discretize it follow-
ing the discretization scheme used for 2D TIs in Ref. [90] such that the lattice
Hamiltonian reduces to the low-energy effective k · p Hamiltonian in Ref. [187]
in the limit |k| → 0. The resulting lattice model in the rotated spin-orbital basis
{|P1, ↑〉, −i|P2, ↑〉, |P1, ↓〉, i|P2, ↓〉} is
H0 =
∑
k‖,kz
h0(k‖, kz)c†k‖,kzck‖,kz , (3.1)
where c†k‖,kz is an operator creating a four spinor in the rotated spin-orbital basis
with an in-plane momentum k‖ = (kx, ky) and perpendicular momentum kz, and
the lattice Hamiltonian2 is
h0(k‖, kz) = 1(k‖, kz)I4×4 +
A1
az
sin(kzaz)Γ1 (3.2)
+
A2
ax
sin(kxax)Γ3 +
A2
ay
sin(kyay)Γ4 + M1(k‖, kz)Γ5,
with
1(k‖, kz) ≡C + 2D1a2z
[1 − cos(kzaz)] + 2D2a2x
[1 − cos(kxax)]
+
2D2
a2y
[1 − cos(kyay)], (3.3)
M1(k‖, kz) ≡m − 2B1a2z
[1 − cos(kzaz)] − 2B2a2x
[1 − cos(kxax)]
− 2B2
a2y
[1 − cos(kyay)]. (3.4)
The Gamma matrices are defined as Γ1 = σz ⊗ τx, Γ2 = −I2×2 ⊗ τy, Γ3 = σx ⊗ τx,
Γ4 = σy ⊗ τx, and Γ5 = I2×2 ⊗ τz, where σ j and τ j are Pauli matrices acting on
(↑, ↓) and (P1, P2) spaces, respectively. ax, ay and az are the lattice constants in x,
2The lattice Hamiltonian h0(k‖, kz) does not have in-plane three-fold rotational symmetry of
the continuum Hamiltonian. However, we do not expect this to change any of our conclusions
in a qualitative manner.
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y, z directions respectively. We use the parameters for Bi2Se3 obtained by fitting
the continuum model to ab-initio calculations[187]: m = 0.28 eV, A1 = 2.2 eV,
A2 = 4.1 eV, B1 = 10 eV2, B2 = 56.6 eV2, C = −0.0068 eV, D1 = 1.3 eV2 and
D2 = 19.6 eV2.
We model a slab of Bi2Se3 by imposing open boundary conditions at the
top and the bottom surfaces which break the translational symmetry along the
z-axis. Since kz is no longer a good quantum number, while k‖ still is, we sub-
stitute ck‖,kz =
1√
N
∑
j eikz jazck‖, j in Eq. (3.1) and label the four-spinor operators by
the in-plane momentum k‖ = (kx, ky) and the index of layers j stacking in the z
direction. Now the Hamiltonian for a slab with N layers is
H0(N) =
∑
k‖
H0(k‖,N), (3.5)
where
H0(k‖,N) =
N∑
j=1
M c†k‖, jck‖, j + Tc
†
k‖, j+1ck‖, j + T
†c†k‖, jck‖, j+1 (3.6)
and the 4 × 4 matrices T and M are defined as
T ≡ −D1
a2z
I4×4 +
B1
a2z
Γ5 − iA1
2az
Γ1, (3.7)
and
M ≡ 2(k‖)I4×4 + A2ax sin(kxax)Γ
3 +
A2
ay
sin(kyay)Γ4 + M2(k‖)Γ5 (3.8)
where
2(k‖) ≡ C + 2D1a2z
+
2D2
a2x
[1 − cos(kxax)] + 2D2a2y
[1 − cos(kyay)] (3.9)
and
M2(k‖) ≡ m − 2B1a2z
− 2B2
a2x
[1 − cos(kxax)] − 2B2a2y
[1 − cos(kyay)]. (3.10)
For the sake of simplicity, the results presented in the remainder of this subsec-
tion are calculated with ax = ay = az = 1Å.
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We can diagonalize H0(k‖,N) as
H0(k‖,N) =
4N−4∑
α=1
E0B,α(k‖)b
0†
α,k‖b
0
α,k‖ +
4∑
β=1
E0D,β(k‖)d
0†
β,k‖d
0
β,k‖ , (3.11)
where b0α,k‖ and d
0
β,k‖ are four-spinor annihilation operators for bulk and surface
states (henceforth referred to as the “Dirac” states) respectively in the absence of
hybridization, E0B,α and E
0
D,β are their corresponding eigenenergies. Here, α and
β label the unhybridized bulk and Dirac states respectively. All energy eigen-
states are two-fold degenerate as required by inversion (P) and time-reversal
(T) symmetries. For each in-plane momentum k‖, four energy eigenstates with
their energies closest to the Dirac point are labeled to be valence (β = 1, 2) and
conduction (β = 3, 4) Dirac states. α label the remaining 4N − 4 bulk states. A
natural choice for the labeling is to let α = 1, · · · , 2N − 2 denote valence bulk
states and let α = 2N − 1, · · · , 4N − 4 denote conduction bulk states with the
eigenenergies increasing monotonically with α. As the model is derived from a
low-energy effective model near the Dirac point, it will break down at large en-
ergies. However, we expect qualitatively correct results when it comes to trends
of physical properties over the hybridization strength and film thickness which
only require knowledge of the low-energy physics near the insulating gap.
Now we introduce the S-B hybridization term that is allowed by symmetries
in the spirit of Fano model[110]. The Fano model is a generic model describ-
ing the mixing between extended states ck with energy k and a localized state b
with energy  through Hamiltonian HF = b†b+
∑
k[kc
†
kck +Ak(c
†
kb+b
†ck)], where
Ak represents scattering strength. Ref. [8] pointed out that HF can be used to de-
scribe the lowest order interaction between a helical surface state and a metallic
bulk band, i.e. hybridization. They studied effects of hybridization in a field
theoretic approach. Here we use a symmetry-preserving form of the surface-
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bulk hybridization term in the spirit of HF for the microscopic model of Bi2Se3
shown in Eq. (3.23) to study the effects of mixing between Dirac states and bulk
states.
For simplicity we consider the case where the hybridization strength pre-
serves in-plane momenta k‖ and is independent of energy and k‖, i.e.
h′(k‖) =
∑
α,β
g b0†α,k‖d
0
β,k‖ + H.c.. (3.12)
We then impose T and P symmetries on the full hybridization perturbation
H′(k‖) by constructing H′(k‖) through
H′(k‖) = h′(k‖) + Ph′(k‖)P† + Th′(k‖)T †
+ PTh′(k‖)(PT )†, (3.13)
where the representations for T and P symmetry operators with the spatial in-
version center at the middle point of the slab in the current 4N tight-binding
spin-orbital basis are T = K iσy ⊗ I2×2⊗ IN×N with k‖ ↔ −k‖, and P = I2×2 ⊗ τz with
z : [0,N/2] ↔ [N/2,N] and k‖ ↔ −k‖, respectively. Here, K is the usual complex
conjugation operator. Finally, the full Hamiltonian including hybridization at a
given in-plane momentum k‖ reads
H(k‖) = H0(k‖,N) + H′(k‖). (3.14)
After diagonalizing the full Hamiltonian in the tight-binding spin-orbital bases,
we can write
H(k‖) =
4N−4∑
α=1
EB,α(k‖)b†α,k‖bα,k‖
+
4∑
β=1
ED,β(k‖)d†β,k‖dβ,k‖ ,
(3.15)
where bα,k‖ , dβ,k‖ , EB,α and ED,β are defined similarly to the corresponding sym-
bols with a superscript 0 in Eq. (3.23) but in the presence of hybridization.
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EB,α and ED,β are again two-fold degenerate as H(k‖) preserves parity and time-
reversal symmetries by design. α and β label the bulk and Dirac states for H(k‖),
where the terms bulk and Dirac states are defined in the same fashion as for
H0(k‖,N) in the absence of hybridization.
Topological Metal Regime
(a) (b) (c)
(d) (e) (f)
Figure 3.1: (a) Spectra of the model on a 300-layer-thick slab. The three
chemical potentials µT I , µTM and µM are taken as representa-
tive points for the three regimes TI(µ ≤ Ec), M (µ & EM),
and TM(Ec ≤ µ . EM) as defined in the text, respectively.
(b)-(d)The corresponding unhybridized(dashed, blue) and hy-
bridized(solid, green) spatial profiles of the pair of degenerate
conduction Dirac states |ΨD,k‖(z)|2 at k‖ = k‖,µ with µ = µT I , µTM,
and µM, respectively. (e) Effect of the hybridization on the spec-
tra. (f)ARPES data on Bi2Se3[11].
We begin our numerical study with no hybridization. In the absence of
hybridization, depending on the chemical potential µ, we now define three
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regimes: topological insulator(TI), metal(M), and topological metal(TM)(see
Fig. 3.1(a)). The familiar topological insulator (TI) regime is where the chem-
ical potential lies within the bulk gap and the system is actually a bulk band
insulator, i.e., Ev ≤ µ ≤ Ec with Ec being the bottom of the conduction band
and Ev the top of the valence band. Within the TI regime, the Dirac states fea-
ture Rashba-type spin-momentum locking and a spatial profile localized on the
surfaces. Of our particular interest is the distinction we will draw between M
and TM regimes based on whether the Dirac states retain the spin-momentum
locking and the surface localization when being away from the TI regime.
In order to examine the above two properties of Dirac states, we define
|ψD,k‖〉 ≡ d†3,k‖ |0〉 (d0†3,k‖ |0〉) and |ψ˜D,k‖〉 ≡ d†4,k‖ |0〉 (d0†4,k‖ |0〉) in the presence(absence) of
hybridization to represent the pair of degenerate Dirac states above the Dirac
point. Now the spatial profile of the conduction Dirac states is |ΨD,k‖(z)|2 ≡
|ψD,k‖(z)|2 + |ψ˜D,k‖(z)|2 which is a function of z measured from the bottom of the
slab along the finite dimension of the slab. This quantity will show whether the
Dirac states are localized on the surfaces or not. Let us identify a particular k‖
of interest for a given value of chemical potential as the in-plane momentum at
which the chemical potential µ intersects the Dirac branch; we denote such in-
plane momentum by k‖,µ. To illustrate the features defining the three regimes,
we will now show the spatial profiles and the spin polarizations of the Dirac
states in the three regimes in the absence of hybridization. In the next subsec-
tion we will add the hybridization and examine its effects.
Inspecting |ΨD,k‖(z)|2 at k‖ = k‖,µ at the representative values of chemical po-
tential for the three regimes µT I , µM, µTM shown in Fig. 3.1, we find that the spa-
tial profile of the Dirac states |ΨD,k‖(z)|2 indicates surface localized states of the
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slab in the TI regime as expected (see Fig. 3.1(b)). On the other hand, in the M
regime, where the chemical potential is well within the bulk conduction band,
|ΨD,k‖(z)|2 is fully delocalized over the entire slab (see Fig. 3.1(c)). In this regime,
the system cannot be distinguished from an ordinary metal. However, even
with µ > Ec there is an energy window between Ec and a crossover energy
scale EM, where the Dirac states are still spatially localized on the surfaces in
the sense that |ΨD,k‖(z)|2 is peaked on each surface of the slab and decays away
from the surfaces (see Fig. 3.1(d)). The crossover energy scale EM is a thresh-
old energy, where, within the regime µ & EM (regime M), wavefunctions for all
states at in-plane momentum k‖,µ delocalize. We define the system to behave as
a topological metal(TM) when the chemical potential lies within this window,
i.e. Ec < µ < EM, represented by µTM.
A detectable characteristic of TI and TM regimes is the spin-momentum lock-
ing. One measure to quantify spin-momentum locking at the surface is through
the so-called “spin polarization” which is the expectation value of the spin com-
ponent perpendicular to the in-plane momentum of a Dirac state, i.e.,
〈S nˆ〉(k‖) ≡ 〈ψD,k‖ |S nˆ|ψD,k‖〉 (3.16)
with nˆ ·k‖ = 0. Here the nˆ component of the quantum spin operator is defined as
S nˆ ≡ ~2~σ·nˆ⊗I2x2⊗INxN, where ~σ = (σx, σy, σz) are Pauli matrices acting on spin, I2x2
acts on the orbital degree of freedom , and INxN acts on the layer index. 〈S y〉(kx xˆ)
is evaluated at kx xˆ = kx,µ xˆ and shown for µ = µT I , µTM, µM in Fig. 3.2(a). We
see here that, in the absence of hybridization(g=0), the spin polarization stays
maximal in the TI and TM regimes while rapidly dropping upon entering the M
regime. Another quantity of experimental interest is the total spin magnitude
associated with the Dirac states with in-plane momentum k‖ defined in terms of
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spin polarization as
S (k‖) ≡
√ ∑
i=x,y,z
[〈S i〉(k‖)]2. (3.17)
Fig. 3.2(a) and 3.2(b) show that the spin-momentum locking quantified using
these measures clearly distinguishes the TM regime from the ordinary metal
regime (M) in the absence of hybridization.
(a) (b)
Figure 3.2: The effect of hybridization on the degree of spin-momentum
locking in different regimes. The spin expectation values are
calculated for a 300-layer-thick slab using a conduction Dirac
state |ψD,kx xˆ〉 with kx = kx,µ at different representative chemical
potentials µ = µT I , µTM and µM. (a)Spin polarization 〈S y〉(kx xˆ).
(b)Total spin magnitude S (kx xˆ)(defined in the text).
Effects of S-B Hybridization
We now turn to the effects of hybridization. One effect of hybridization that is
manifest in the experimental detection of Dirac surface states in the TM regime
is an increase in the bulk-Dirac state energy gap. We quantify this energy gap,
for a given chemical potential µ, using the energy difference between a Dirac
state above the Dirac point and the energetically closest bulk state defined by
∆DB(µ) ≡ E(0)B,2N−1(k‖,µ) − E(0)D,3(k‖,µ) (3.18)
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in the presence(absence) of hybridization. Comparing Fig. 3.1(a) to (e), we find
that the key effect of hybridization that is spectroscopically detectable is the
increase in ∆DB(µ) in both TM and M regimes compared to the TI regime. Other-
wise the spectra in the absence or presence of hybridization look similar. Note
that most ARPES data on 3D TIs exhibit a clear energy gap between the Dirac
branch and the bulk states at a chemical potential well into the bulk band as
shown in Fig. 3.1(f). This experimental trend hints at the possibility that a siz-
able hybridization between Dirac states and the bulk states is common in 3D TI
materials. In order to demonstrate the effect of hybridization, we choose a value
of g = 5meV that is subdominant to all the hopping terms yet substantial in this
paper. However, key effects of hybridization do not depend qualitatively on the
value of g.
Another effect of hybridization is to broaden the Dirac state wavefunctions
in the TI and TM regimes. The degree of broadening depends on the chemi-
cal potential µ, hybridization strength g, and the slab thickness N. However,
as long as g is the smallest energy scale in the total Hamiltonian as is the case
for Figs. 3.1(b-d), the Dirac states in the TI and TM regimes remain localized
on the surfaces. A tangible consequence of the wavefunction broadening is the
quantitative suppression of the spin-momentum locking. As mentioned earlier,
in the absence of hybridization the Dirac states of TI and TM exhibit a maximal
degree of spin-momentum locking. However, hybridization rotates the spin
vectors of different atomic orbitals and layers away from the direction perpen-
dicular to the in-plane momentum. Hence, both measures of spin-momentum
locking shown in Fig. 3.2 show quantitative reduction upon hybridization. This
is in qualitative agreement with the low values of spin polarization and total
spin magnitude found in a first-principle calculation of a thin slab in a previous
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(a) (b)
Figure 3.3: Thickness dependence of the hybridization effects.
(a)Dimensionless measure of bulk-Dirac energy gap
r = ∆DB/∆BB(defined in the text) at different slab thick-
ness for µ = µTM. (b)The spin polarization of a conduction
Dirac state 〈S y〉(kx xˆ) at µ = µTM.
work[176] and our DFT results in the next subsection. Note that the hybridiza-
tion still preserves the spin-texture winding despite the quantitative reduction
in the spin polarization.
Finally, we study how the effects of hybridization on the two experimen-
tally accessible characteristics of the TM regime, namely how the bulk-Dirac
energy gap ∆DB(µ) and the spin polarization 〈S nˆ〉(k‖) of a Dirac state, vary with
the slab thickness. Since the quantized energy spacings due to finite size effects
decreases with increasing slab thickness, we consider a dimensionless measure
that quantifies the bulk-Dirac energy gap:
r(µ) ≡ ∆DB(µ)/∆BB(µ), (3.19)
where ∆BB(µ) ≡ E(0)B,2N+1(k‖,µ) − E(0)B,2N−1(k‖,µ) is the energy spacing in the pres-
ence(absence) of hybridization between the two lowest lying conduction bulk
branches measured at the same in-plane momentum k‖,µ where ∆DB(µ) is calcu-
lated. This dimensionless quantity r(µ) allows us to compensate for finite size
effects though ∆BB would be hard to measure experimentally for realistic bulk
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samples due to the lack of the required energy resolution. Fig. 3.3(a) shows that
the hybridization induced enhancement in the bulk-Dirac energy gap becomes
more prominent with increasing slab thickness. Comparing the existing ARPES
data on bulk samples[11] and on thin films[188], we find the Dirac branch to be
better separated from the bulk states in the bulk samples than in the thin films,
which is consistent with the hybridization effect shown in Fig. 3.3(a). Finally
Fig. 3.3(b) shows that the reduction in spin-polarization magnitude |〈S y〉(kx xˆ)| is
also intensified with increasing thickness. Such an enhancement in the impact
of hybridization with the increase in slab thickness can be explained from the
fact that a thicker slab implies a larger number of bulk states that mix with a
fixed number of Dirac surface states for a given strength of hybridization g.
3.1.3 DFT calculations of thin Bi2Se3 slabs
Now we turn to an ab-initio study of thin slabs to compare with the simple phe-
nomenological model of hybridization we explored in the previous subsection.
The approach of the previous subsection is limited, in the sense that it builds
on a low-energy effective description of the band structure, and that there is no
detailed knowledge of the hybridization strength g which could in principle be
k‖-dependent. On the other hand, the DFT approach on slabs, which does not
require calculating surface and bulk separately as in the calculations of semi-
infinite systems[187], is limited to very thin films of several QLs due to com-
putational limits. By combining the two approaches, we extract a more robust
understanding of the effects of hybridization in the TM regime and implications
on their trends over film thickness.
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We calculate the electronic structure of Bi2Se3(111) slabs of 4-6 QLs using
the VASP code [95, 92] with the projector-augmented-wave method [15], within
the generalized-gradient approximation (GGA) [130]. Spin-orbit coupling is in-
cluded self-consistently. We use experimental lattice constants [120] and an en-
ergy cutoff of 420 eV with a 31 × 31 × 1 k-point grid. Our DFT calculations are
limited up to 6 QLs. For 5-6 QLs, the overlap between top and bottom surface
states is already very small yielding an energy gap of the order of meV at Γ.
Expectation values of spin components 〈S x〉, 〈S y〉, 〈S z〉 are calculated from the
summation of the expectation values of each atom.
Figure 3.4: (a) DFT-calculated band structure of a 6-QL slab of Bi2Se3.
(b)DFT-calculated spin expectation values of the conduction
Dirac state 〈S i〉(kx xˆ) for a 6-QL Bi2Se3 slab.
Figure 3.4 shows the DFT-calculated band structure and spin expectation
values 〈S i〉(kx xˆ) of a 6-QL slab. The surface states are doubly degenerate and
have a Dirac dispersion and we show five confined states in the bulk conduc-
tion band region [Fig. 3.4(a)]. For small |kx| values, 〈S y〉 of a Dirac conduction
state is clearly dominant over other components and exhibits spin-momentum
locking [Fig. 3.4(b)]. As |kx| increases, a small z component of spin expectation
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Figure 3.5: (a) Ratio r = ∆DB/∆BB within the TM regime, calculated at a
fixed k‖. (b) 〈S y〉 of the conduction Dirac state calculated using
DFT as a function of slab thickness N.
value develops. However, over the entire range of kx, 〈S y〉 is much less than
the maximal value, in agreement with previous DFT study[176]. A comparison
between Fig. 3.2 and Fig. 3.4(b) indicates that our hybridization model is an ef-
fective way to capture the broadening of the Dirac surface state wavefunction
and the resulting reduction in the spin polarization and the total spin magni-
tude3.
Now we discuss the thickness dependence in the bulk-Dirac energy gap
measure and the spin polarization. We calculate the dimensionless measure
of bulk-Dirac energy gap r = ∆DB/∆BB in the TM regime at the k‖ point where
the Dirac surface state branch has slightly higher energy than the bottom of
the conduction band Ec, as indicated in Fig. 3.4(a). We find that the ratio
∆BB(N1)/∆BB(N2) is close to (N2/N1)2 at the k‖ point of interest as expected of finite-
size-effect origin of the scale ∆BB(N). Surprisingly, despite the small range of
thickness accessible to the slab DFT calculation, the dimensionless measure of
3Our DFT calculations also show evidence of the hexagonal warping effect[41, 98] for kx ≥
0.08pi/a
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bulk-Dirac energy gap r = ∆DB/∆BB in Fig. 3.5(a) shows a significant increase
upon an increase in the slab thickness. This is qualitatively consistent with
observations from the effective model and hybridization effects in Sec. 3.1.2.
On the other hand, the range of thickness in the present calculation appears
to be too small to show any change in the 〈S y〉 as a function of slab thickness
[Fig. 3.5(b)].
3.1.4 Conclusion
We combined a Fano-type hybridization model calculation with an ab-initio slab
calculation to study the lowest order effects of surface-bulk interaction in topo-
logical insulators with a particular focus in the TM regime. We defined the
TM regime of a topological insulator to be where the Dirac surface states and
bulk states coexist and interact, yet the spin-winding is preserved albeit with
a reduced spin-polarization magnitude. The hybridization model presented
in Sec. 3.1.2 captures the spin-polarization reduction of the Dirac states origi-
nating from the hybridization with bulk states. Given the metallic behavior of
most TIs, and the experimental evidence of reduced spin polarization, our sim-
ple model offers a useful starting point for applications of TIs which need to
take real materials in the TM regime into account. Moreover, the hybridization-
driven bulk-Dirac energy gap explains why the Dirac branch shows up so well
separated from bulk states in ARPES experiments. Note that this energy gap
and the suppression of total spin magnitudes are both experimentally observed
phenomena that cannot be accessed by the typical approach of coupling a single
“surface layer” to a bulk electronic structure to include surface states in semi-
infinite systems as in Ref. [187]. We propose SARPES experiments for films of
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varying thickness to test our predictions for hybridization-driven suppression
of spin polarization for further vindication of the model.
Promising future directions include DFT tools to study slightly thicker sys-
tems. This might reveal thickness dependence in spin polarization and com-
pared to the results of the simple model. Also this would reveal more de-
tailed knowledge of the magnitude and k‖-dependence of the hybridization
strength g. Preliminary DFT results show that g(k‖) has a significant k‖-
dependence. Another interesting direction will be to study consequences of the
hybridization effect on transport properties. Many puzzling aspects of trans-
port experiments[156, 81, 4, 105] have been attributed to the presence of bulk
states or surface-bulk interaction. There is growing theoretical interest on the
transport properties of topological edge states in the presence of metallic bulk
states[7, 5, 75, 70] as well. Our microscopic model offers a simple starting point
to theoretically address effects of surface-bulk interaction on transport in 3D TIs.
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3.2 Hybridization-induced interface states in a topological-
magnetic metal bilayer
This section is currently being written up for publication in a peer-reviewed
journal, and is in collaboration with Prof. Kyungwha Park and Prof. Eun-Ah
Kim.
As mentioned in the previous section, the Dirac surface states of three-
dimensional (3D) topological insulators (TIs) have attracted extensive atten-
tion for their potential application in spintronics. While these surface states
are expected to be robust in ideal TIs, however, their stability could be in
question in realistic TI materials or TI-based structures. In the previous
section I illustrated my study on the former case, where surface-bulk cou-
plings become important in the naturally electron-doped topological “met-
als”. In this section I will discuss my study on the latter case, in particular
TI-ferromagnetic metal(FM) heterostructures. I focus on TI-FM bilayers be-
cause recent experiments have demonstrated large spin-transfer torques in
such bilayers[118]. The source of the observed spin-transfer torque, how-
ever, remains unclear. This is because the large charge transfer from the FM
to TI layer would prevent the Dirac cone on the interface from being any-
where near the Fermi level to contribute to the observed spin-transfer torque.
Moreover, there is yet little understanding on the impact on the Dirac cone
on the interface from the metallic bands overlapping in energy and momen-
tum, where strong hybridization could take place. Here my collaborators and
I investigate the fate of these Dirac interface states in TI-FM heterostructures
from two complementary prospectives: I build a simple microscopic model
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and Kyungwha Park perform first-principles-based simulations for such het-
erostructure, considering both the strong hybridization and charge transfer
effects. We find that the original Dirac cone is destroyed by the hybridization
as expected. Instead, we find a new interface state which we dub ’descendent
state’ to form near the Fermi level due to the strong hybridization with the
FM states at the same momentum. Such ‘descendent state’ carries a sizable
weight of the original Dirac interface state and thus inherit the localization on
the interface and the same Rashba-type spin-momentum locking. We propose
that the ‘descendent state’ may be an important source of the experimentally
observed large spin-transfer torque in the TI-FM heterostructure.
3.2.1 Introduction
Topological insulator(TI)-based heterostructures have become appealing can-
didates for spintronics due to the Dirac surface states which exhibit the
spin-momentum locking with opposite Rashba spin-windings on opposite
surfaces[58]. In particular, large spin-transfer torques comparable to conven-
tional heavy-metal-based structures have been reported in three-dimensional
(3D) TI-based bilayers[118, 34]. Although large signals from the spin-
momentum-locked Dirac surface states on the interface have been predicted in
TI-ferromagnetic insulator heterostructures[111], the materials involved in ex-
periments are often ferromagnetic metals (FM)[118] since ferromagnetic insula-
tors are rare. While data analysis attributed the observed spin-transfer torques
to an interface state with a spin-winding in the same direction as the Dirac state
in pristine TI on the surface in contact with ferromagnetic layer[118, 35], the
identity of this state remains elusive. This is because this Dirac surface state is
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very likely to be buried way below the raised chemical potential or even de-
stroyed when hybridized with a large amount of FM states under an Ohmic
contact.
The impacts on the primitive Dirac surface state localized at the interface
(henceforth referred to as the ‘Dirac interface state’) from heterostructure for-
mation have been investigated for various materials. In the cases of TI-insulator
bilayers, first-principles studies have found that interface states localized a
bit deeper into the interface appear near the Fermi level EF with Dirac-like
dispersion, while the original Dirac surface states are shifted way below EF
due to band-bending potentials, which are induced by the mismatch between
chemical potentials [101, 119, 46, 128]. As for TI-metal heterostructures, effec-
tive model studies have found Dirac interface states becoming diffusive under
weak TI-metal coupling[29] while first-principles studies have reported no spin-
momentum-locked interface states for various metals[155]. In particular, severe
hybridization is expected for cases where electrons in the Dirac interface states
are coupled to many itinerant electrons with similar momenta and energies
from a metal slab with much higher chemical potential. Such a scenario where
itinerant electrons couple with a localized state has been generically described
by the Fano-Anderson model to the lowest order[110, 9, 61]. Fano coupling
involving enough extended states can produce a new long-lived localized state
sitting outside of the metal band which carries substantial weight of the original
localized state[110]. This ‘descendent state’ suggests the identity of the interface
state with the same spin-winding as the Dirac interface state which lead to the
large spin-transfer torque probed in the TI-FM heterostructure.
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Our goal is to study the fate of the Dirac interface state in contact with an FM
slab that has a much higher EF and many states overlapping with the Dirac in-
terface state in energy and momentum. In this article, we take two complemen-
tary approaches: we construct a simple microscopic model and perform first-
principles calculations, including the hybridization between the metal states
and the Dirac cone in such a TI-FM bilayer. By examining spectroscopic proper-
ties, we identify the new interface state near EF as the ‘descendent’ state, which
is localized slightly deeper into the TI layer and inherits the spin texture of the
original Dirac cone. The features obtained from the microscopic model agree
with those from the first-principles-based simulations of the TI-FM bilayer. We
propose that the descendent states may be an important source of the recently
observed large spin-transfer torque in Bi2Se3-Py heterostructure[118]. The arti-
cle is structured as follows: In Sec. II, we construct a lattice model for a TI-FM
heterostructure with hybridization in the spirit of Fano-Anderson model. In Sec.
III, we study the spectroscopic properties of the model and the properties of the
newly formed interface states. In Secs. IV and V, we present a first-principles
study on Bi2Se3-Ni bilayer using density functional theory (DFT) and compare
the results to those from our lattice model. In Sec. VI, we summarize our results
and address open questions.
3.2.2 Lattice model for a TI-FM bilayer in the presence of hy-
bridization
Generically the coupling between a localized state f with energy 0 and itinerant
electrons ck with energy Ek can be described by Fano model[110] HF = 0 f † f +
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∑
k E0kc
†
kck + gk(c
†
k f + f
†ck), where gk is the coupling strength. Ref. [9] pointed
out that HF can be used to model the lowest order interaction between a helical
surface state and a metal bulk band, i.e. hybridization. The hybridized spectral
function of the surface state f shows that the surface state not only acquire a
finite lifetime, but also ‘give birth to’ one new long-lived surface state next to
each of the metal band edge. We thus dub the new surface states the ‘descendent
states’ of the mother surface state. As the hybridization strength gk increases,
the lifetime of the original surface state shortens while both the weights of the
mother state carried by the descendent states and the gap to the metal band
edges increase.
To examine the formation of descendent states in a TI-FM bilayer, we con-
struct a tight-binding model capturing the coupling between the Dirac interface
state with the extended states in the spirit of Fano model. The model for an
(NT I + NFM)-layer heterostructure reads H0 =
∑
k‖ H0(k‖) with
H0(k‖) =
NT I∑
j=1
HT I(k‖, j) +
NT I+NFM∑
j=NT I+1
HFM(k‖, j), (3.20)
where k‖ = (kx, ky) is the in-plane momentum, j labels the layers stacked in z
direction, HT I and HM are Hamiltonians for a NT I-layer TI slab and a NFM-layer
FM slab stacked in z direction.
HT I(k‖, j) is a four-band microscopic model descibing a quintuple layer j of
pristine TI[61] in the presence of a band-bending potential created by the mis-
match between the Fermi levels of the TI and FM:
HT I(k‖, j) = (M + V) c†k‖, jck‖, j + Tc
†
k‖, j+1ck‖, j + H.c., (3.21)
where M, T and V are 4 × 4 matrices in the basis of | ↑, P1〉, | ↑, P2〉, | ↓, P1〉, and
| ↓, P2〉 with ↑/↓ being spin and P1/2 being Pz orbitals of Bi/Se atoms. Here M
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and T contain tight-binding parameterization for pure Bi2Se3 [61, 186], while
V = V(k‖, j)I4×4 is the potential well which forms near the interface when the
TI has a lower Fermi level than the FM. For simplicity, we assume the potential
to be momentum k‖-independent and has a spatial profile of V( j) = V0e−η(NT I− j)
based on the potential shapes in various TI-based bilayers obtained in ab initio
calculations[155]. The depth of the well V0 is approximately the Fermi level-
difference between the two materials. For our purpose of demonstrating the
hybridization effect on the Dirac interface state, we choose the width 1/η to be
small enough such that no additional quantum well state forms.
As for the FM slab, we model each layer j by a simple two-band model
HM(k‖, j) = m c†k‖, jck‖, j + t c
†
k‖, j+1ck‖, j, (3.22)
where m = (mk‖, j − µFM)12×2 + ∆σx and t = tz12×2 are 2 × 2 matrices in spin basis.
Here, mk‖, j = −t‖ cos(k‖a) is the dispersion given by in-plane hopping t‖ with in-
plane lattice constant a, µFM is the Fermi level, tz is the hopping in z direction,
and ∆ is the exchange energy where we choose the magnetization to be in the
x direction. The parameters of the FM layer are chosen such that the FM bands
overlap with the Dirac interface branch in both momentum k‖ and energy [see
Fig. 3.6(b)].
In the absence of hybridization, the bilayer Hamiltonian H0(k‖) can be diag-
onalized into
H0(k‖) =(0k‖ − µT I)d0†k‖ d0k‖
+
4NT I−1∑
α=1
(E0T I,α,k‖ − µT I)b0†α,k‖b0α,k‖
+
2NFM∑
β=1
(E0FM,β,k‖ − µFM) f 0†β,k‖ f 0β,k‖ , (3.23)
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Figure 3.6: (a) The unhybridized dispersions of the FM slab (the left panel)
and the TI slab (the right panel) of our lattice model along in-
plane momentum k‖ = (kx, 0). The upper and lower dashed
lines represent the Fermi levels of the FM (µFM) and TI slab
(µT I) respectively. (b) The band structure of the heterostructure
in the presence of hybridization. The vertical and horizontal
dashed lines represent Fermi level µ and the Fermi momentum
k˜‖ = (kF , 0) respectively. The hybridization strength gβ(k‖) is
given in the text with g˜0 = 0.078 eV and g˜1 = 0.098 eV. The
red dots in (a) and (b) label the interface states consisting of
a substantial weight > 48% on the TI side that has more than
80% of weight localized in the first 30% of the TI slab away
from the interface. (c) The wavefunction of the interface state
in the heterostructure (red dots in (b)) at the Fermi level µ with
momentum (kF ,0). For all subfigures the slab thicknesses are
NT I = 80, Nm = 40, and the band-bending potential parameters
are V0 = 1 eV and η = 0.3 respectively.
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Figure 3.7: (a) The spin texture (S x,k˜‖ , S y,k˜‖) of the interface state in the hy-
bridized heterostructure at Fermi level µ with Fermi momenta
k˜‖ = kF(cos θk, sin θk). (b) The weight of the original Dirac inter-
face state |ψ(0)
k˜‖
〉 carried by the eigenstates of the heterostructure
along the momentum-cut at k˜‖ = (kF , 0) (the verticle dashed line
in Fig. 3.6(b)). The red (upper) horizontal axis and red curve
are for the new interface state |ψk˜‖〉 at the Fermi level µ, and the
black (lower) horizontal axis and black curve are for the rest of
the eigenstates |φγ,k˜‖〉.
where the four-spinors d0k‖ and b
0
α,k‖ annihilate the Dirac interface state with en-
ergy 0k‖ [see red dots in Fig. 3.6(b)] and the rest of the eigenstates in the TI with
energy E0T I,α,k‖ [see black lines in Fig. 3.6(b)] respectively, and the two spinor f
0
β,k‖
annihilates the FM states with energy E0FM,β,k‖ [see blue lines in Fig. 3.6(b)]. Here,
α and β label the TI states besides the Dirac interface state and the FM states re-
spectively. The effect of the band-bending potential is to break the degeneracy
between the two TI surfaces and shifts the dispersion of the Dirac interface state
downwards [see Fig. 3.6(b)], which is expected when the localization length is
smaller than the well width 1/η[119].
Now we introduce the hybridization term which preserves in-plane mo-
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menta k‖ and spin:
H′(k‖) =
2NFM∑
β=1
gβ(k‖) f 0†β,k‖d
0
k‖ + H.c., (3.24)
where β runs over all the FM states at k‖. Here, we expect the strength gβ(k‖)
to be proportional to the ‘spin-overlap’ between the FM states and the spin-
momentum-locked Dirac interface state:
gβ(k‖) = g˜β(k‖)〈Ψ0k‖ |Φ0β,k‖〉, (3.25)
where |Φ0β,k‖〉 ≡
∑
z′〈z′|φ0β,k‖〉 and |Ψ0k‖〉 ≡
∑
z,a〈z, a|ψ0k‖〉 are ‘coarse-grained’ two-
component ket spinors in spin basis for the FM and unhybridized Dirac inter-
face states respectively. Here we define |φ0β,k‖〉 ≡ f 0†β,k‖ |0〉, |ψ0k‖〉 ≡ d0†k‖ |0〉, z(
′) runs
over the TI (FM) layers, and a = P1, P2 labels the TI atomic orbitals. For sim-
plicity, we assume g˜β(k‖) = g˜(k‖) to be identical for all FM states β. To mimic our
first-principle-calculated band structure later shown in Fig. 3.8(a), we further as-
sume g˜(k‖) to increase with the momentum and take g˜k‖ = g˜0+g˜1k‖ with g˜0, g˜1 > 0.
Finally, the full Hamiltonian including hybridization reads H =
∑
k‖ H(k‖) where
H(k‖) =H0(k‖) + H′(k‖) (3.26)
is given by Eq. (3.23) and (3.24).
3.2.3 The descendent state at the interface from the lattice
model
The dispersion of H [see Fig. 3.6 (b)] shows that new interface states form above
and below the FM bands with “remnant states”, what are remaining of the Dirac
interface states that survives within the FM bands, in between. Since the up-
per new interface branch emerges right above the upper band edge of FM, it
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is likely to intersect the Fermi level µ of the heterostructure, which is approxi-
mately given by that of the FM slab µFM. We will thus focus only on this upper
new interface branch for the rest of the article. To examine the properties of
these states, we write the diagonalized full Hamiltonian at each k‖ as
H(k‖) = (k‖ − µ)d†k‖dk‖ +
4NT I+2NFM−1∑
γ=1
(Eγ,k‖ − µ)b†γ,k‖bγ,k‖ , (3.27)
where dk‖ annihilates the new interface state with energy k‖ above the FM up-
per band edge, and bγ,k‖ annihilate the rest of the eigenstates labeled by γ with
energy Eγ,k‖ . Here we define |ψk‖〉 ≡ d†k‖ |0〉, |φγ,k‖〉 ≡ b†γ,k‖ |0〉. The spatial profile of
the upper new interface state is then given by |ψk‖(z)|2, which is a function of z
measured from the bottom of the FM slab along the finite dimension of the het-
erostructure. |ψk‖(z)|2 at the Fermi momentum k˜‖ = (kF , 0) [see Fig. 3.6(c)] shows
that the TI portion of the upper new interface at the Fermi level localizes near
the interface.
The new interface states at the Fermi level also has a clockwise Rashba-type
spin-winding just as the origianl Dirac interface state, as shown by the in-plane
spin expectation values (S x,k˜‖ , S y,k˜‖) in Fig. 3.7(a). Here, S x/y,k˜‖ ≡ 〈ψk˜‖ |Sˆ x/y|ψk˜‖〉
where Sˆ x/y ≡ (02×2 ⊗ 0NFM×NFM ) ⊕ (σx/y ⊗ 12×2 ⊗ 1NT I×NT I ) are the spin operators pro-
jected onto the TI side. The spin magnitude of states with negative ky is slightly
smaller than that with positive ky due to the spin-dependence of hybridization
strength in Eq. (3.25), which vanishes in the limit where the ferromagnetic ex-
change energy ∆ vanishes.
Finally, to determine the origin of this new interface state |ψk‖〉, we examine
the weight of the original Dirac interface state |ψ0k‖〉 carried by the heterostruc-
ture eigenstates |ψk‖〉 and |φγ,k‖〉. Fig. 3.7(b) shows the spectral distribution of the
weight 〈ψ0
k˜‖
|ψk˜‖〉 and 〈ψ0k˜‖ |φγ,k˜‖〉 along the momentum-cut at k˜‖ = (kF , 0) where two
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peaks form outside of the FM band, which resembles that of the generic Fano
model[110]. Specifically, the stronger peak is contributed by the new interface
state on the Fermi level |ψk˜‖〉 [see the red curve] while the weaker peak bur-
ried below the Fermi level µ and the residues within the band are contributed
by the rest of the states |φγ,k˜‖〉 [see the black curve]. Hence we have demon-
strated that the hybridization-induced new interface state on the Fermi level is
the ‘descendent state’ of the original Dirac interface state, which thus inherits
the wavefunction localization and spin texture of the mother state.
3.2.4 First-principles-based simulation of TI-FM bilayer
We simulate a TI-FM bilayer within density-functional theory (DFT) by using
DFT code VASP [96]. We use the generalized gradient approximation (GGA)
[131] for the exchange-correlation functional and projector-augmented wave
(PAW) pseudopotentials [15, 96] Spin-orbit coupling (SOC) is included self-
consistently with the DFT calculation. We construct a TI-FM bilayer by using
a supercell consisting of a 1 × 1× 5-QL slab of Bi2Se3(111) beneath a Ni(111) slab
of
√
3 × √3 × Lz, where Lz is 4 atomic layers. The in-plane lattice constant of the
supercell is fixed as the experimental lattice constant of the TI, 4.143 [120]. This
gives rise to a 4% compressive strain onto the Ni slab. The z coordinates of the
QL nearest to the interface and the x, y, and z coordinates of all the Ni atoms in
the supercell are relaxed until the residual forces are lower than 0.1 eV/, while
keeping the atomic coordinates of the rest of the QLs in the TI remain fixed. The
average distance between the TI and Ni layer is found to be 2.05 after the relax-
ation, which agrees well with the previous DFT calculation of the TI-FM bilayer
[155]. A thick vacuum layer of 36.7 is added to the TI-FM bilayer and 11×11×1
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Figure 3.8: (a) DFT-calculated band structure of the TI-FM bilayer along
the ky axis and (b) zoom-in of (a) when the magnetization is
along the y axis. (c) Electron density profile along the vertical
direction computed at the ky points marked as large red squares
in (b). In (a) and (b), green triangles (blue squares) represent
states localized into the Ni slab (the bottommost QL in contact
to vacuum), while red circles are for states localized deeper into
the TI slab as shown in (c), like “descendent states.” Orange
squares are for the states localized at the topmost QL.
k points are sampled in the geometry relaxation and calculations of electronic
structure. The z axis is along the [111] direction and the y axis is along the [112¯]
direction in the TI rhombohedral structure. In our simulation the magnetization
of the Ni slab is in plane, such as parallel to the y axis.
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Figure 3.9: (a) DFT-calculated spin texture of the putative descendent state
at the constant energy contour of 20 meV below EF indicated
as the red dashed line in Fig. 3.8(b) when the magnetization is
along the y axis. (b) DFT-calculated spin texture of the descen-
dent state at the constant energy contour of 50 meV below EF
when the magnetization is along the z axis.
3.2.5 The descendent state from the simulation
We calculate band structure of the TI-FM bilayer along different directions in the
kx−ky plane such as φk=0, ±pi/6, pi/4, ±pi/3, ±2pi/3, 3pi/4, ±5pi/6, ±pi/2, and pi, where
φk is the azimuthal angle in the kx−ky plane. The band structure along the ky axis
is shown in Fig. 3.8(a). In the vicinity of EF the Dirac cone localized at the QL
closest to the interface (topmost QL) are not found, although many bands from
the Ni slab [green bands in Fig. 3.8(a)] appear. This absence of any Dirac state
near EF us distinct from the DFT results on TI-insulator bilayers [101, 46, 128].
Our DFT+SOC calculations show some charge transfer from the Ni slab to the
TI slab, which is caused by the difference between the chemical potential of the
TI and Ni slabs. This charge transfer shifts the Dirac surface states at the inter-
face downward far below EF and causes very strong hybridization with the Ni
states. In addition, the strong hybridization also induces significant relaxations
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in the z coordinates of the topmost QL due to the Ni slab. These two factors
make it difficult to discern the original Dirac interface-state, which is consistent
with the result of the hybridization model.
There are two classes of states near EF . One class of states (orange squares in
Fig. 3.8(a) and (b)) are localized at the top-most QL with energies in the vicinity
of −0.2 eV. But these states extend only along ky direction near ky = ±0.1−1. These
states are reminiscent of the “remnant states” found in the hybridization model.
The other more prominent class of states (red squares in Fig. 3.8(a) and (b), wave
function distribution shown in Fig. 3.8(a) and (b)) spanning all directions are
localized into the topmost-1 QL along with a small contribution from the Ni
slab. These states group into two subclasses: one with energy above that of
the “remnant states” and the other with energy below the “remnant states”. By
contrast, DFT calculation on the TI-insulator bilayers found a single group of
states localized into the topmost-1 QL, at energies higher that those of the top-
most states. Moreover, these states that were interpreted to be originating from
the quantum well states showed Dirac-like dispersion for unknown reasons.
On the other hand, the states localized into topmost-1 QL in the present TI-FM
bilayer resembles the descendent states of the hybridization model in that 2)
they do not exhibit Dirac-like dispersion, 2) they come in two sub-classes with
an energy separation.
In addition, we examine the spin texture of the descendent state at a con-
stant energy contour of 20 meV below EF by computing expectation values of
the x and y components of spin, 〈S x,k˜‖〉 and 〈S y,k˜‖〉 at the aforementioned different
θk values, within DFT. As shown in Fig. 3.9(a), the DFT-calculated spin texture
shows two main features: (i) almost spin-momentum locking with a small de-
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viation along the ky axis; (ii) the magnitude of the spin polarization depending
on in-plane momentum. Both features are due to the in-plane magnetization of
the Ni slab. We find that the contribution of the Ni slab to the descendent state
varies from 10% to 30% with the in-plane momentum, which leads to the in-
plane momentum dependent coupling to the Ni slab. Our DFT-calculated spin
texture is comparable to that from the tight-binding model [Fig. 3.7(a)], consid-
ering that the in-plane magnetization of the Ni side in the tight-binding model
is along the x axis.
We briefly discuss comparison of our DFT calculation to the previous DFT
calculations of a TI-Ni bilayer [155] and TI-Co bilayer [117]. In these previous
studies the spin-momentum locking we found above was either not reported
[155] or found well below EF [117]. There are two main differences between
ours and the previous DFT calculations in addition to a different FM layer in
Ref. [117]: (i) a different magnetization direction of the FM layer and (ii) differ-
ent spatial localization of the state investigated for the spin-momentum lock-
ing. Between the two differences, the second is a major factor. We propose
that the descendent state near EF contributes to the large enhancement of the
spin-transfer torque in the TI-FM bilayer in experiment [118], while the previ-
ous studies were searching for the states localized at the topmost QL. We use the
in-plane magnetization taking the recent experiment [118] into account, while
the latter studies [155, 117] considered out-of-plane magnetization due different
experimental set-ups. In our DFT+SOC calculation, when the magnetization is
out of plane, we find that the similar descendent state appears near 50 meV be-
low EF with the similar electron localization to that shown in Fig. 3.9(a), and that
the descendent state has the spin-momentum locking as shown in Fig. 3.9(b).
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3.2.6 Conclusion
We build a simple lattice model in the spirit of Fano-Anderson model and per-
form first-principles-based simulations in order to address the fate of the prim-
itive Dirac interface state in TI-FM bilayers under large charge transfer and se-
vere hybridization with many metallic states overlapping in momentum and
energy. Both the tight-binding model and simulations showed that while de-
stroying the Dirac interface state, a large enough hybridization could also create
a new ‘descendent’ state near the Fermi level which inherits both the spatial lo-
calization on the interface and the Rashba-type spin-winding (spin-momentum
locking). Our finding suggests the hybridization-induced ‘descendent’ state to
be a possible candidate for the source which contributes to the experimentally
observed large spin-transfer torque in TI-FM bilayers. While the hybridization
strength is material-dependent, our simple model provides a generic way to de-
scribe the hybridization effect for the experimentally relevant cases where the
Dirac interface state overlaps with many FM states.
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