ABSTRACT The conventional autoregressive (AR) model has been widely applied in the various electroencephalogram (EEG) analyses such as spectrum estimation, waveform fittings, and in classification tasks. Nevertheless, evoked EEG is usually inevitably contaminated by multiple background activities (ongoing EEG) as well as the strong outliers which may distort the AR estimates of various AR estimation methods including LS, Yule-Walker, and Burg. Moreover, current AR approaches perform well only when the length of the time-series is much larger than the number of brain sites studied, which is exactly the reverse of the situation in neuroimaging whereby relatively short time-series are measured over thousands of voxels thus the need for penalized methods to obtain sparse solutions. In this paper, we introduce a novel ADMMbased AR estimator termed LAPPS (Least Absolute LP (0 < p < 1) Penalized Solution) which employs the L1-loss function for the residual error to alleviate the influence of outliers and another Lp-penalty term (p = 0.5) to obtain the sparse AR parameters while suppressing any spurious noise that may be present. Our obtained simulations result quantitatively show that LAPPS-AR performs better than the commonly used AR estimation methods. In addition, we applied the method to real EEG visual oddball recording with ocular artifacts where LAPPS-AR effectively suppressed the outliers and estimated a P300 EEG power spectrum consistent with its physiological basis. Autoregressive model, outliers, sparse solution, visual oddball. 
I. INTRODUCTION
The autoregressive (AR) model has been widely used in electroencephalogram (EEG) studies for various applications including power spectrum estimation, identification of EEG systems, network analysis and brain computer interfaces [1] - [3] . Moreover, multivariate AR models have also been used in the calculations of quantities such as ordinary, partial or directed coherence [4] - [5] and the directed transfer function [6] , which have been applied to brain network analysis. The AR model has also been used for feature extraction and classification of EEG signals as well as that of cardiac arrhythmias and also in data analysis of epileptic seizures [7] - [9] .
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Notwithstanding, for moderate or high dimensional processes, the AR model can be saturatedly parametrized with coefficients too large for those processes thus resulting in noisy AR estimates. As a result, sparse AR fitting is required to counter these effects so as to obtain better parameter estimates with improved accuracy. In this respect, popular penalized regression methods such as the least absolute shrinkage selection operator (LASSO) [10] and its tailored variants have been proposed [11] - [17] . Despite the merits of LASSO-AR such as its ability to simultaneously perform model selection and parameter estimation but some studies have shown that it can also tend to over-select the model order of AR processes [13] - [15] . Moreover, the performance of LASSO-AR method dramatically deteriorates in the presence of outliers.
In order to determine the physiological characteristics underlying EEGs, Power Spectral Density (PSD) and variable state are usually employed for this purpose. With the objective of estimating these measurements, nonparametric approaches [18] such as periodograms and Fast Fourier transforms have been utilized though these methods fail due to leakage and in terms of the frequency resolution of the obtained PSDs. Parametric methods do require prior assumptions to be made about how the data was generated thus random signals are characterized by the parameters calculated from the finite data record.
In practical EEG applications outliers due to several factors such as head movements or eye blinks are usually inevitable [19] . Nevertheless, current AR estimation methods are usually based on the L2 norm which has in recent years been found to be ineffective in suppressing outliers rather possibly amplifying the outliers due to the square property of the L2 norm [20] - [23] . Consequently, some noise-resilient methods have been proposed and their advantages have been revealed particularly the robustness to outliers [24] - [26] . In addition, the merits of Lp (p ≤ 1) norm have been demonstrated in a wide range of applications [27] - [36] . The Lp-AR was previously shown to be robust to outliers [37] , however, based on the well-known sparsity assumptions of brain activations we hereby introduce the aspect of sparsity in Lp-AR modeling.
As aforementioned, motivated by the sparse activations in the brain during high cognitive processing as revealed by different recording techniques including the functional magnetic resonance imaging (fMRI), positron emission tomography (PET), and neural spiking, and considering the need for a robust AR estimation algorithm, in this paper we reveal a new AR model estimation method termed the Least Absolute LP (0 < p < 1) Penalized Solution (LAPPS). This method simultaneously adopts an L1-loss function to measure the residual error and an Lp-penalty term (p = 0.5) to obtain sparse AR coefficients. Moreover, in order to solve LAPPS problem, we adopted the alternating direction method of multipliers (ADMM) framework [38] which is well-known for solving many high dimensional problems through variablesplitting while maintaining a low computation complexity due to its cheap matrix-vector multiplication. The proposed LAPPS-AR algorithm demonstrates its superiority for AR estimation in terms of sparsity and robustness in the presence of noise including the strong outliers which are usually inevitable in practical EEG applications. In this study, we evaluated the performance of LAPPS-AR algorithm based on simulated dataset and on a true P300 EEG dataset.
II. PROBLEM FORMULATION A. AUTOREGRESSIVE MODEL
Consider an autoregressive process of order q given by:
where s(n) is a sequence of inputs to the system and is considered to be zero-mean white Gaussian noise with a variance σ 2 w , while x(n) is the data observed which represents the output sequence. The AR parameters are denoted by {w k , 1 ≤ k ≤ q} where q is the model order of the AR process. Consequently, the transfer function of the system is given by:
such that C(z) and B(z) denote the poles and zeros of the system response, respectively. Therefore, the AR based spectrum estimation at frequency f has the form:
For all the observed samples, the AR model minimizes the residual errors as follows:
Suppose;
where N is the length of the signal. In addition, let
Eq. (4) can be reformulated as:
here • 2 denotes the L2 norm of a matrix or a vector, and A ∈ R (N −q)×q denotes the aforementioned delay array (5) .
To solve the problem in (6), we take the derivative with respect to W under the condition ∇wf = 0 so we can obtain:
thus the objective parameters W can be solved as:
Apart from the Least Squares (LS) method, the Yule-Walker (Y-W) equations and the Burg methods are also commonly used to calculate the AR parameters [18] .
B. PROPOSED LAPPS-AR ESTIMATOR
In essence, the classical way of estimating AR parameters is by using LS, Yule-Walker and Burg methods. However, these methods fail in the presence of outliers such as the strong inevitable outliers usually present in EEG recordings as a result of eye-blinks, head movements among other sources.
40960 VOLUME 7, 2019 Moreover, considering that brain activations are usually sparse, we propose a robust sparse method here termed the Least Absolute LP (0<p<1) Penalized Solution (LAPPS)-AR for estimating the AR parameters while suppressing the noise in EEG applications. Unlike the L2 norm based methods whose fitting errors are in the L2 space thus can amplify and fail to suppress outliers due to the square property of the L2 norm, our novel method employs the L1 norm for fitting errors and also contains a sparsity constraint to enable us obtain sparse AR coefficients. LAPPS-AR is mathematically defined as follows:
where the objective function is measured in the L1 norm space, while the LP (0<p<1) norm regularization is imposed onto the AR coefficients, and η > 0 is the regularization parameter.
The formulation above is solved by the modified alternating direction method of multipliers (ADMM) framework [38] which is well-known for solving high-dimensional problems by splitting some complex objective functions into simpler sub-problems whose solutions can be easily obtained. As such, LAPPS solution can be obtained by the following steps:
Firstly we rewrite the function in (9) as:
We then define the Lagrangian for the above as follows:
where u ∈ R m is the Lagrangian multiplier while λ > 0 is a penalty parameter. The next step is to split the function into three simpler subproblems:
a.) For W -subproblem,
= arg min
c.) Dual update:
Consequently, solving the W -update finds the least squares solution.
is the gradient that we get for the quadratic term at point
where r 1 > 0 is a proximal parameter. Therefore, W k+1 update is computed from a proximal operator (s k ) [34] , [35] with
Moreover, for the nonconvex problem with p < 1, a smoothing approach is utilized so that problem (1) becomes:
with the smoothed L1-norm defined as:
where ε > 0 is an approximation parameter and we have lim ε→0 B 1,ε = B 1 , which implies that with a sufficiently smallε, B 1,ε approximates the L1-norm of B. Evidently, B 1,ε is strictly convex and its gradient is Lipschitz continuous when ε > 0.
Here, problem (18) is redefined as:
with its Lagrangian given by:
B-subproblem is now written as:
Therefore, B 1,ε in (20) is approximated by
, and r 2 > 0 is an approximation parameter. Finally, the update for B-subproblem is given by
According to the iterative procedure above, we find the solution for LAPPS-AR. Moreover, following the previous work in [34] which proved that the nonconvex penalization with p = 0.5 yields good performance for sparse analysis, we used 0.5 as p value for the proposed equation (9) in current work.
III. RESULTS

A. SIMULATION STUDIES
The simulations comprise of three areas: (1) Assessing the impact of outliers on the reflection coefficients' recovery, (2) evaluating the influence of outliers on the AR parameters, and (3) Assessing the effect of outliers on the power spectrum estimation.
1) RECOVERY OF THE REFLECTION COEFFICIENTS
Considering the sparsity assumptions of human brain activations, in the first instance we study the performance of various AR estimators in the recovery of sparse reflection coefficients in the presence of ocular artifacts in EEG recordings. For this purpose, the P300 at P3 electrode of one participant in our study was used for evaluation. The experimental paradigm entailed the classical visual oddball task and was implemented through the E-prime 5.0 software.
EEG was recorded using the EEG systems in our group, and the study was approved by the review boards of the University of Electronic, Science and Technology of China (UESTC). Two types of stimuli were used: the standard which was represented by an upward-facing triangle with a cross in its center and the target which comprised of a downwardfacing triangle with a triangle in its center. Both stimuli were presented in a random fashion with the target having 0.20 (30 trials) occurrence probability while the standard had 0.80 (120 trials) probability of occurrence during each session. In order to record the EEG data, we used 64 Ag/AgCl electrodes positioned in accordance with the extended 10-20 system and digitized with the sampling rate of 500 Hz. Our reference and ground electrodes were FCz and AFz, respectively. Figure 1 shows the detailed procedure of this experiment. Initially there was a 4 minutes period of resting state EEG data after which a 1 minute break recording ensued before the visual oddball task performance.
The subject was asked to gaze at the center of the monitor as much as possible during which the appearance of a bold cross indicated the start of the experiment. After 0.25sec a thin cross appeared indicating the stimulus onset and this was followed by either the target or standard stimulus after about 0.5sec and its duration was 0.5sec. There was a 1sec break FIGURE 1. Experimental Paradigm of the visual oddball used in this study which also included a four minutes resting state, one minute break and three similar task sessions. The target stimuli is represented by a downward facing triangle with a thin cross in its center while the standard stimuli is shown by an upward facing triangle with a thin cross in its center.
after which the next trial followed. The participant needed to count the number of target stimuli while ignoring the standard stimuli and reported their counted numbers at the end of the experiment [39] - [41] .
In the EEG analysis procedure for this subject data, we visually select a 0.8 sec-long outlier-free EEG segment (shown in green color in Figure 2) . Next, the first 0.4sec long segment is randomly contaminated with outliers while the second 0.4 sec long segment is free of outliers (shown in magenta color in Figure 2 ). We then employ various methods, (the new method LAPPS-AR, LP-AR [2] , and LASSO-AR) to recover the reflection coefficients of the sparse original signal. To solve the AR problem in equation (4) , recall the function LASSO-AR and that of Lp-AR are as follows:
As shown in Figure 3 (a), we find that the solution of LASSO-AR is a bit sparse but still contains high noise level. Moreover, LP-AR also obtained blurred results since despite its ability to suppress outliers but it lacks the sparsity constraint. In contrast, LAPPS-AR obtains clear sparse results similar to the originally simulated one since it offers double benefits in terms of its ability to suppress outliers due to the L1 norm objective function that it employs and also due to its non-convex penalty used to enforce sparsity. Since this paper is concerned with the sparse AR modeling, in the rest of the section we will evaluate the performance of the new sparse LAPPS-AR as compared to other existing commonly used AR estimation methods.
2) AR PARAMETER ESTIMATION
Based on the P300 at P3 electrode of one subject from the experiment shown in Figure 1 , we evaluated the fitting performance of various AR estimators. Consequently, the first 0.4sec long segment was corrupted with outliers and it was used to estimate the AR parameters whereas the second 0.4 sec long segment was utilized for assessing the fitting performance of the AR model from the estimated AR parameters of the first segment.
We study the effect of outliers under three different scenarios (outlier intensities, occurrence frequencies and the number of channels contaminated by outliers). For all the case studies of outliers influence, the positions of outliers are randomly decided in every run. These outliers are incorporated into the datasets to corrupt the first 0.4sec long P300 segment with outliers as shown in Figure 2 . Consequently, the performances of various commonly used AR estimation methods including Yule Walker (Yule W-AR), Burg-AR, and LS-AR are compared with the new LAPPS-AR algorithm. The fitted waveform from each AR method is compared to the original P300 waveform which serves as the point of reference for performance evaluation of the various methods. In Figure 3 (b) , we demonstrate the fitted AR as recovered by Yule W-AR, Burg-AR, LS-AR and LAPPS-AR. Here we find that the fitting by LAPPS-AR is close to the true signal while all the other methods give a fitting far from the true signal. Here below is the detailed procedure of how we add the various types of outliers to the signal: (a)Evaluating the effect of outlier occurrence frequencies -In order to study the influence of outlier occurrence frequencies, we set the number of channels corrupted with noise to 3 and the outlier intensity to 4.5 then we gradually increase the outlier occurrence frequencies from 0.25%-0.65%. As shown in Table 1 , LAPPS-AR performs better than Yule W-AR, Burg-AR, and LS-AR by obtaining the lowest mean error due to its' superior ability to suppress noise.
(b)Assessing the influence of varying outlier intensitiesSimilarly, here we fix the outlier occurrence frequency to 0.55% and the number of contaminated channels to 3 then we progressively increase the outlier intensities from 2.5-6.5 times the maximum amplitude of the corresponding process. Each simulations is repeated for 200 times and the mean bias is reported in Table 2 where we can see that LAPPS-AR obtains the lowest error.
(c)Studying the impact of the number of contaminated channels -Here, we set the outlier intensity to 4.5 times the maximum amplitude of the corresponding process and the outlier occurrence frequency to 0.55% then step by step increase the number of channels corrupted by outliers from 1 to 5. As before, we repeat every simulation for 200 times and the mean bias is reported in Table 3 where it is evident that LAPPS-AR still obtains the lowest mean bias.
Moreover, the paired t-test is employed to study the difference between the four AR estimators, and the results indicate that LAPPS-AR has statistically smaller bias errors than the other L2 AR estimators as shown in Tables 1, 2 , and 3. Note that the bold values signify the smallest bias errors between the four AR methods while '' * '' indicates a significant difference (ps < 0.05) between the LAPPS-AR and the other AR variants.
3) POWER SPECTRUM ESTIMATION
Here, we simulated a sinusoidal signal and contaminated it with 8 outliers whose positions were randomly determined, then we used various methods for calculating the PSD. The results shown in Figure 4 concerns the comparison of PSD (double-sided) estimated using all the compared methods. In the presence of outliers as is usually inevitable in practical EEG applications, the PSD estimates obtained by YuleWalker, Burg and LS methods are far from the true PSD but LAPPS method recovers a PSD estimate close to the actual one. Consequently, this shows that using the L2-norm related 40964 VOLUME 7, 2019 
B. REAL DATA TEST
We performed a 64-channel EEG recording for 2-min during resting state of one subject. The participant was instructed to keep his eyes open and stay relaxed as much as possible during the recording. As anticipated, the subject occasionally blinked his eyes during the experiment thus ocular artifacts were seen in the signal. For further analysis, we visually selected two 2-s-long segments from the entire EEG recording, where one was artifact free while the other was contaminated by ocular artifacts. Figure 5 (a) shows the two 2-s-long EEG segments utilized for the power spectrum estimation. We then applied the four AR variants namely Yule-Walker, Burg, LS and LAPPS to estimate the power spectrum of the two EEG segments. Figure 5 (b) illustrates the corresponding PSD for the two segments estimated from the AR variants used. It is clearly evident that the L2 norm-based AR variants are affected by the artifacts, thus yielding different shapes of power spectra for the two segments. However, LAPPS AR has a relatively consistent PSD estimation since LAPPS effectively suppresses the outliers influence.
IV. DISCUSSION
Outliers are usually inevitable in practical EEG applications. In the simulation study based on the P300 dataset shown in Figure 2 , outliers were introduced into the first 0.4sec long segment while the second 0.4 segment served as the reference point for comparing the estimates from the various methods. In a previous study, the LP-AR (p ≤ 1) method was found to be robust to outliers [34] . However, considering the wellknown sparsity assumptions of brain activations, the LP-AR method performance deteriorates when used to recover sparse coefficients as shown in Figure 3(a) . Thus, to counter these effects, in this paper we introduce an algorithm that incorporates both the desired robust L1 loss function and also a sparsity constraint, we term this method LAPPS-AR. This method LAPPS-AR offers improved efficiency of parameter estimates, better prediction accuracy, more interpretable results while maintaining a low computation complexity due to the cheap matrix-vector multiplication offered by ADMM technique employed to solve the LAPPS-AR problem. Unlike the LASSO-AR and LP-AR, our new method is able to suppress outliers and also recover sparse coefficients as shown in Figure 3(a) . Figure 3 (b) illustrates the superior performance of LAPPS method in AR fitting as compared to Yule-Walker, Burg and LS methods. The comparison in Figure 4 is quite striking. When outliers are added to the signal, the classical AR methods estimate a power spectrum density far from the true one but LAPPS-AR recovers a PSD estimate close to the true one. By failing to segregate the coefficients from the noise, Yule W-AR, Burg-AR and LS-AR methods estimate power spectrum density far from the true PSD. In order to estimate the PSD, Yule-Walker AR calculates the coefficients, that is, the parameters of the linear system under consideration. As such, the AR parameters or coefficients are obtained by exploiting the resulting biased approximate VOLUME 7, 2019 of the autocorrelation data function. Yule-Walker AR solves a minimization of the least squares of the forward prediction error. Similarly, Burg method estimates the AR spectral by reducing the forward and backward prediction errors to satisfy Levinson-Durbin recursion [42] . Burg-AR calculates the AR coefficients directly without the need to estimate the autocorrelation function thus can estimate PSD similar to the true but only under minimal levels of noise which is in contrast to the practical EEG scenario. LS-AR and LAPPS-AR also estimate the AR parameters directly but the two methods are different. LS-AR uses the L2 norm objective function thus when used for AR parameters estimation it can amplify the outliers amplitude due to the square property of the L2 norm. In contrast, LAPPS-AR uses the L1 norm which is less sensitive to outliers and it also has a sparsity constraint. Considering that PSD estimation relies on the AR parameter estimation thus outlier effect in the EEG signal is transferred to the power spectrum which reflects in the results obtained by Yule-W, Burg and LS-AR methods in Figure 4 but LAPPS-AR is robust to outliers and thus estimates a PSD close to the true one.
The curse of outlier influence thus performance decline among the AR methods is exacerbated with increase in the outlier occurrence frequency, outlier intensities and number of influenced channels, as shown in Tables 1, 2 , 3 respectively. Nevertheless, although we see a performance decline with increasing outliers' levels (as expected with increase in noise), LAPPS-AR still maintains its superior performance having the lowest mean bias errors in all the case scenarios. This is attributed to the incorporated L1 objective function and the regularization term in LAPPS-AR that alleviates the effect of noise.
EEGs are usually inevitably contaminated by ocular artifacts which greatly influence the subsequent analysis. Figure 5 (a) shows two 2s long EEG segments; one without artifacts while the other has two distinct ocular outliers. It is obvious from Figure 5 (b) that these outliers influence the PSD estimated by the various AR estimation algorithms. For the 2s long outlier-free segment, except for the Yule-W AR, the Burg, LS and LAPPS ARs revealed the alpha peak at around 10 Hz. As for EEG with ocular outliers, the power spectra estimated with the Burg and LS AR models are very different from those measured under ocular outlier-free conditions. Moreover, the alpha peaks are missed since the L2 norm-based AR algorithms are significantly influenced by the ocular outlier effects hence they fail to recover the alpha peaks. Nevertheless, the LAPPS-AR model proves its superior performance in suppressing the outliers so that the spectrum it estimates from the contaminated condition is very close to that estimated from the outlier-free EEG. In addition, the spectrum of LAPPS-AR reveals that the alpha peak is relatively clear for both two segments compared to the spectra estimated from the other L2-based ARs.
Strictly speaking, EEG is usually contaminated with various types of noise thus in absence of the obvious ocular artifacts, other spurious noise may still be present.
The LASSO-AR [43] has previously been found to be robust to spurious noise considering that it enforces the L1 norm constraint, however, it still fails in the presence of outliers as shown in Figure 3 (a) owing to its L2 norm objective function which amplifies the outliers due to the square property of L2 norm. In contrast, LAPPS-AR can suppress outliers due to the L1 objective term and still suppress other types of spurious noise due its penalty term.
Brain network construction via Granger Causality Analysis and Partial Directed Coherence have found wide applications in the neuroscience field [5] ; [22] ; [44] - [50] . Nevertheless, when the AR parameters or the cross-spectrum is estimated by L2-AR or other related methods, the outlier effect will be transferred to the network so that false brain network linkages will be estimated. To counter these effects, LAPPS-AR can be used for this purpose to estimate more reliable network patterns.
V. CONCLUSION
In this paper we present a new robust LAPPS-AR method for estimating AR parameters. The unique combination of the L1-loss function to measure the residual error and the LP-sparsity constraint that enforces a sparse solution enables LAPPS-AR to yield better performance than the other classical AR estimation methods. EEG measurements are usually heavily contaminated by outliers and also since the volume conduction effects can give rise to spurious effects thus LAPPS-AR offers the advantage of simultaneously countering outliers with the L1 objective term and other spurious effects as it also enforces sparsity. 
