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Abstract
We focus our attention on the argument developed by R.J. Aumann and L.S. Shapley in a proposition used to prove the existence
of a value on a certain class of games. Since we have found such an argument to be inexact, we have devised a supplementary
construction which should be incorporated in the original proof to make it run in a satisfactory way.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with the monograph [1], one of the most important contributions to the study of games
with infinitely many players. In that book R.J. Aumann (Nobel prize 2005 in Economics) and L.S. Shapley investigate
those games which are called non-atomic because they are determined only by the behaviour of infinite coalitions of
players, while each single player is immaterial.
One of the main results of [1] is Theorem A, which asserts that, if BV denotes the space of all games (i.e. set-
functions) of bounded variation on the σ -algebra C of subsets of a given set I , then there exists a continuous value on
the closed subspace bv′NA of BV spanned by all functions of the form f ◦ μ, where μ :C → [0,1] is a non-atomic
σ -additive positive measure and f : [0,1] →R is of bounded variation and continuous at 0 and 1.
In order to construct the value on bv′NA, several preliminary results are given. Unfortunately one of them—namely
[1, Proposition 8.17]—has a somehow hidden gap in his proof, which would allow to raise a doubt not only on the
truthfulness of the proposition itself, but even on the very existence of the value. In fact, starting from 1979, there
have been several other proofs of the existence of the value on bv′NA using different arguments (see e.g. [4]), but the
gap in [1, Proposition 8.17] remained unfilled, and even undiscovered. The aim of this paper is to fill that gap, thus
contributing to give a satisfactory proof of the theorem.
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Our notation and terminology will be consistent with [1].
Given a fixed set I we will consider the measure space (I,C), where C is a σ -algebra of subsets of I .
A game is a set-function v :C → R with v(∅) = 0. A game v is monotone if C1 ⊆ C2 implies v(C1)  v(C2).
A game of bounded variation is the difference of two monotone games.
Given a game v and a chain Σ = {S0, S1, . . . , Sn} on C, where S0 ⊆ S1 ⊆ · · · ⊆ Sn, define the variation of v on Σ
as
‖v‖Σ =
n∑
j=1
∣∣v(Sj )− v(Sj−1)∣∣.
The variation of v is
‖v‖ = sup{‖v‖Σ ∣∣Σ is a chain on C}.
The games of bounded variation form a Banach space, with ‖ · ‖ as its norm [1, Propositions 4.1 and 4.3]. This space
will be denoted by BV.
The real-valued finitely additive set functions are particular games; in fact they form a Banach subspace of BV,
which is denoted by FA. In turn, a Banach subspace of FA is CA, which consists of all real-valued σ -additive set
functions. In the sequel we will adopt the convention of using the word “measure” only to mean a member of CA.
A measure μ is non-atomic if for every C ∈ C with μ(C) 
= 0 there exists a D ∈ C, which is contained in C, such
that μ(D) 
= 0 and μ(D) 
= μ(C).
We will regard a n-tuple (μ1, . . . ,μn) of measures as a vector measure, i.e. a Rn-valued measure. The vector
measure (μ1, . . . ,μn) is non-atomic when μk is non-atomic for every k ∈ {1, . . . , n}.
The non-atomic measures also form a Banach subspace of BV, which we will denote by NA. Moreover we will also
denote by NA+ the subset of NA consisting of all non-negative measures, and by NA1 the subset of NA+ consisting
of all probability measures, i.e. the non-negative measures μ with μ(I) = 1.
We say that a game v is absolutely continuous with respect to the measure μ ∈ NA+, and write v  μ, if for
every ε > 0 there exists δ > 0 such that, given any chain {S0, S1, . . . , Sn}, where S0 ⊆ S1 ⊆ · · · ⊆ Sn, and any
J ⊆ {1, . . . , n}, we have the implication∑
j∈J
μ
(
Sj \ Sj−1)< δ ⇒ ∑
j∈J
∣∣v(Sj )− v(Sj−1)∣∣< ε.
The games which are absolutely continuous with respect to some measure in NA+ also form a closed subspace of BV,
which is denoted by AC.
Let pNA be the (closed) subspace of BV spanned by all powers of non-atomic measures. It is shown in [1, Corol-
lary 5.3] that pNA ⊆ AC.
To give the definition of value, some preliminary considerations are needed.
Let G be the group of all automorphisms of the measure space (I,C). For each θ ∈ G one can construct a linear
mapping θ∗ in the following way: For every v ∈ BV, the game θ∗v assigns to any S ∈ C the real number v(θS).
A (closed) subspace of BV is symmetric if it is invariant under θ∗, for every θ ∈ G.
Given a symmetric subspace Q of BV, a value on Q is a linear mapping ϕ :Q → FA such that ϕ ◦ θ∗ = θ∗ ◦ ϕ for
every θ ∈ G, and (ϕv)(I ) = v(I ) for every v ∈ Q.
Let bv′ be the Banach space of all functions of bounded variation on [0,1] (with f (0) = 0) which are continuous
at 0 and 1. The subspace of BV spanned by all games of the form f ◦ μ, where f ∈ bv′ and μ ∈ NA1, is denoted by
bv′NA (and it is easily seen to be symmetric).
One of the main results of [1] is the following:
Theorem A. There is a value ϕ on bv′NA. The operator norm of ϕ is 1 (hence ϕ is continuous), and the range of ϕ is
in fact NA. Moreover ϕ is unique and ϕ(f ◦ μ) = μ whenever f ∈ bv′ and μ ∈ NA1.
Let f be a function of bounded variation on [0,1], with f (0) = 0. Recall that f is said to be singular if the integral
of its derivative vanishes identically. We denote by s′ the subspace of all singular functions in bv′, and by s′NA the
subspace of BV spanned by all games of the form f ◦ μ, where f ∈ s′ and μ ∈ NA1.
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In [1], to prove Theorem A, it is first established that there exists a unique value on pNA (Theorem B). Then the
aim is to construct a value on s′NA, and show that bv′NA is the direct sum of pNA and s′NA. To achieve these goals
several preliminary results are given. We list some of them for convenience, referring to [1] for the proofs.
The first is a form of the well-known Lyapunov’s theorem [3].
Lemma 1. (See [1, Lemma 5.4].) Let μ = (μ1, . . . ,μn) be a vector of measures in NA, and let S0 and S1 in C be such
that S1 ⊇ S0. Then we may construct a family {Sα | 0 α  1} of sets in C, in such a way that
μ
(
Sα
)= αμ(S1)+ (1 − α)μ(S0),
and that α > β implies Sα ⊇ Sβ .
Proposition 2. (See [1, Proposition 8.11].) Let g1, . . . , g
 ∈ s′, let ν1, . . . , ν
 be pairwise different measures in NA1,
and let u ∈ AC. Then
‖u + g1 ◦ ν1 + · · · + g
 ◦ ν
‖
∣∣u(I)∣∣+ ‖g1‖ + · · · + ‖g
‖.
Proposition 3. (See [1, Proposition 8.16].) Let v ∈ BV, and let Ω = {S0, S1, . . . , Sn} be a chain with ∅ = S0 ⊆ · · · ⊆
Sn = I . For i = 1, . . . , n, define
I i = Si \ Si−1,
and let
Ci = {S ∩ I i ∣∣ S ∈ C},
i.e. Ci is the set of measurable subsets of I i . Let vi = viΩ be the set function defined on the underlying space (I i,Ci )
by
vi(S) = v(S ∪ Si−1)− v(Si−1).
Then vi is of bounded variation for each i, and
‖v‖
n∑
i=1
∥∥vi∥∥.
At this point, the following crucial result is stated:
Proposition 4. (See [1, Proposition 8.17].) Let g1, . . . , g
 ∈ s′, let ν1, . . . , ν
 be pairwise different measures in NA1,
and let u ∈ AC. Then
‖u + g1 ◦ ν1 + · · · + g
 ◦ ν
‖ = ‖u‖ + ‖g1‖ + · · · + ‖g
‖.
Proof. We review the proof given in [1, pp. 65–66], until something will go wrong. Let v = u +∑
p=1 gp ◦ νp . Fix
ε > 0 and let Ω = {S0, S1, . . . , Sn} be a chain, with ∅ = S0 ⊆ · · · ⊆ Sn = I , such that
‖u‖Ω > ‖u‖ − ε.
Now, given i ∈ {1, . . . , n}, let I i , Ci and vi be as in Proposition 3, and define ui on (I i,Ci ) by
ui(S) = u(S ∪ Si−1)− u(Si−1).
The aim is to define, for every p ∈ {1, . . . , 
}, a suitable singular function gip such that
vi = ui +

∑
gip ◦ νp, (1)
p=1
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∥∥vi∥∥ ∣∣ui(I i)∣∣+

∑
p=1
∥∥gip∥∥= ∣∣u(Si)− u(Si−1)∣∣+

∑
p=1
∥∥gip∥∥. (2)
Indeed, having got (2) for each i ∈ {1, . . . , n}, one can easily complete the proof applying Proposition 3, as will be
pointed out later.
Clearly, the intended way to obtain (2) is via Proposition 2. This is done by putting
∀t ∈ [0, νp(I i)]: gip(t) = gp(t + νp(Si−1))− gp(νp(Si−1))
and then, with the aid of Lemma 1, modifying slightly the chain Ω to get continuity of each gip at the endpoints of its
interval of definition.
We are going to explain thoroughly why such an approach cannot work, and our considerations will be then sealed
by an example witnessing that both (2) and a variant of it (displayed below as formula (4)) are false, in general. Notice
that inequality (2) is explicitly stated and used in the final part of the proof of [1, Proposition 8.17].
First, each function gip is defined on the interval [0, νp(I i)], rather than [0,1] as in [1, Proposition 8.17]. A simple
workaround for this—which was probably implicit in the original proof, and perhaps has not been developed in details
for the sake of simplicity—could be first modifying still a little bit the chain Ω , in such a way that νp(Si) 
= νp(Si−1)
for each p ∈ {1, . . . , 
} and i ∈ {1, . . . , n}, and then putting (again for every p and i):
∀S ∈ Ci : νip(S) =
νp(S)
νp(Si) − νp(Si−1)
and
∀t ∈ [0,1]: gˆip(t) = gp
((
νp
(
Si
)− νp(Si−1))t + νp(Si−1))− gp(νp(Si−1))
which yields
vi = ui +

∑
p=1
gˆip ◦ νip, (3)
with each νip ∈ NA1(I i,Ci ) and each gˆip defined on [0,1], as desired. Now, applying as before Proposition 2, we
would obtain an analogous of formula (2), namely:
∥∥vi∥∥ ∣∣ui(I i)∣∣+

∑
p=1
∥∥gˆip∥∥= ∣∣u(Si)− u(Si−1)∣∣+

∑
p=1
∥∥gˆip∥∥, (4)
which would allow us to achieve the proof of the present proposition (see later). But now the second and more serious
problem appears.
4. The “critical point”
There is no reason why for each i the νip’s should be pairwise different, as required in the assumption of Proposi-
tion 2.
For example, suppose I = [0,1], let C and λ be respectively the σ -algebra of Borel-measurable sets and the
Lebesgue measure on I , consider the chain Ω = {S0, S1, S2, S3} = {∅, [0, 13 ], [0, 23 ], I }, and let ν1, ν2 be such that
ν1 = λ while:
∀M ∈ C: ν2(M) = 32λ
(
M ∩
[
0,
1
3
])
+ 1
2
λ
(
M ∩
]
1
3
,
2
3
])
+ λ
(
M ∩
]
2
3
,1
])
.
Then clearly ν1, ν2 are distinct elements of NA1, but ν31 = ν32 .
Notice that, for the above-defined measures ν1, ν2, we can find suitable elements g1, g2 of s′ which lead us to
disprove both (2) and (4) (for 
 = 2 and i = 3). As a matter of fact, let g1 = g and g2 = −g, where g is the well-
known Cantor function on [0,1] (see, for example, [2, §33.1]), and let u be identically zero: then it follows from (1)
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if we consider the quantities
∑2
p=1 ‖g3p‖ and
∑2
p=1 ‖gˆ3p‖, which correspond to the right-hand side of inequalities (2)
and (4) for our choice of u and 
, and for i = 3, then we see that they are equal, respectively, to 2‖g3‖ and 2‖gˆ3‖,
where g3 : [0, 13 ] →R is defined by g3(t) = g( 23 + t), while gˆ3 : [0,1] →R is defined by gˆ3(t) = g( 23 + 13 t). Of course,
since g is non-decreasing, we see that 2‖g3‖ = 2‖gˆ3‖ = 2(g(1) − g( 23 )) = 2(1 − 12 ) = 1, which contradicts the two
above-mentioned inequalities.
One realizes quite soon that a simple adjustment of the chain Ω cannot suffice to overcome the above difficulties.
Consider, to have an expressive picture of how much twisted the situation could become, that if we are given a
considerable number of measures ν1, . . . , ν
, then as ε approaches 0 and the chain gets longer, the corresponding νip’s
might pairwise coincide in a very messy way on the various sets I i . Therefore, something more subtle is necessary.
Actually, we will modify the original chain in such a way to obtain a new chain Ωˆ = {Sˆ0, . . . , Sˆn} so that the
following conditions be satisfied:
(a) ‖u‖
Ωˆ
> ‖u‖ − 2ε;
(b) for convenience, νp(Sˆi) > νp(Sˆi−1) for each i ∈ {1, . . . , n} and p ∈ {1, . . . , 
};
(c) for each i ∈ {1, . . . , n} and each pair p,q in {1, . . . , 
} with p 
= q , the restrictions to Sˆi \ Sˆi−1 of νp and νq ,
normalized to get probability measures, must be different;
(d) finally, all the values νp(Sˆi) have to lie outside the (countable) subset L of [0,1] consisting of the points in which
some gp is discontinuous.
Clearly, if we can find for every ε > 0 a chain Ωˆ like above, then we may properly apply Proposition 2, getting (4)
(for every i ∈ {1, . . . , n}).
Once such a formula is established, it is possible to deduce the equality of the statement using almost exactly the
same argument contained in the last part of the proof of [1, Proposition 8.17]. Namely, we obtain the inequality:
‖v‖
n∑
i=1
∥∥vi∥∥
n∑
i=1
∣∣u(Sˆi)− u(Sˆi−1)∣∣+

∑
p=1
n∑
i=1
∥∥gˆip∥∥= ‖u‖Ωˆ +

∑
p=1
‖gp‖ > ‖u‖ − 2ε +

∑
p=1
‖gp‖,
where we have applied Proposition 3, as well as the equality ‖gp‖ = ∑ni=1 gˆip (the fact that ‖gp‖ = ∑ni=1 ‖gip‖
follows from elementary properties of the variation of a function, while the possibility of replacing each gip by gˆip in
such a formula is easily established when considering that gˆip = gip ◦ j ip , where j ip is a homothety between the domain
of gˆip and that of gip). Thus, letting ε → 0, we infer that
‖v‖ ‖u‖ +

∑
p=1
‖gp‖
which is sufficient to complete the proof, as the opposite inequality is trivial.
Therefore, the remaining part of the paper will be entirely devoted to turn, for every ε > 0, the initial chain Ω into
a new chain Ωˆ with the above-listed properties.
5. The construction
First of all, argue as in the proof of [1, Proposition 8.11] to get some set V0 ∈ C such that νp(V0) 
= νq(V0)
whenever p,q ∈ {1, . . . , 
} are distinct, and let V1 = I \ V0. For every ι ∈ {0,1}, apply Lemma 1 to the vector of
measures ν = (ν0, ν1, . . . , ν
), where ν0 is an element of NA+ such that u  ν0, and to the sets V 1ι = Vι and V 0ι = ∅,
to obtain sets V αι for α ∈ [0,1] such that
∀α ∈ [0,1]: ν(V αι )= αν(V 1ι )+ (1 − α)ν(V 0ι )= αν(Vι) (5)
and that
∀α,β ∈ [0,1]: (α < β ⇒ V αι ⊆ V βι ). (6)
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Wα = V α0 ∪ V α1
and taking (5) and (6) into account, we see that
∀α ∈ [0,1], ∀p ∈ {0,1, . . . , 
}: νp
(
Wα
)= νp(V α0 )+ νp(V α1 )= α(νp(V0) + νp(V1))= α · 1 = α (7)
and that
∀α,β ∈ [0,1]: (α < β ⇒ Wα ⊆ Wβ).
Fix β ∈ [0,1], and notice that for every i ∈ {1, . . . , n− 1} and every p ∈ {1, . . . , 
}, the function ψip(α) = νp((Si \
Wβ) ∪ W αin ), defined for α ∈ [0, β], is strictly increasing. Indeed, if α′ < α′′, then
νp
((
Si \ Wβ)∪ W α′′in )− νp((Si \ Wβ)∪ W α′in )= νp(Si \ Wβ)+ νp(W α′′in )− νp(Si \ Wβ)− νp(W α′in )
= νp
(
W
α′′i
n
)− νp(W α′in )= (α
′′ − α′)i
n
> 0.
Therefore, there exists a co-countable subset Aip(β) of ]0, β[ such that
∀α ∈ Aip(β): ψip(α) /∈ L.
Then, letting
A(β) =
⋂{
Aip(β)
∣∣ p ∈ {1, . . . , 
}, i ∈ {1, . . . , n − 1}}, (8)
we see that A(β) is in its turn co-countable in ]0, β[, and
∀p ∈ {1, . . . , 
}, ∀i ∈ {1, . . . , n − 1}, ∀α ∈ A(β): ψip(α) = νp
((
Si \ Wβ)∪ W αin ) /∈ L. (9)
Now notice that, for every fixed C ∈ C and θ ∈ [0,1], we have the equality:
lim
α→0+
∣∣u(C) − u((C \ Wα)∪ Wθα)∣∣= 0. (10)
Indeed, |u(C) − u((C \ Wα) ∪ Wθα)| = |u(C) − u(C \ Wα) + u(C \ Wα) − u((C \ Wα) ∪ Wθα)|  |u(C) −
u(C \ Wα)| + |u((C \ Wα) ∪ Wθα) − u(C \ Wα)|. Since
lim
α→0+
ν0
(
C \ (C \ Wα))= lim
α→0+
ν0(C ∩ Wα) lim
α→0+
ν0
(
Wα
)= lim
α→0+
α = 0
and
lim
α→0+
ν0
(((
C \ Wα)∪ Wθα) \ (C \ Wα))= lim
α→0+
ν0
(
Wθα
)= lim
α→0+
θα = 0
(we have used (7) for p = 0), it follows that limα→0+|u(C) − u(C \ Wα)| = 0 and limα→0+|u((C \ Wα) ∪ Wθα) −
u(C \ Wα)| = 0, whence
lim
α→0+
∣∣u(C) − u(C \ Wα)∣∣+ ∣∣u((C \ Wα)∪ Wθα)− u(C \ Wα)∣∣= 0
and hence we obtain (10).
We are ready to construct the chain Ωˆ . Choose η ∈]0,1[ such that for every δ ∈]0, η] and every i ∈ {0,1, . . . , n}
we have the inequality:
∣∣u(Si)− u((Si \ Wη)∪ W δin )∣∣< ε
2n
. (11)
Set T = Wη, and fix some δ ∈]0, η] ∩ A(η), where A(η) is defined according to (8). For every i ∈ {0, . . . , n} set
T i = W δin ; set also Sˆi = (Si \ T ) ∪ T i for i ∈ {0, . . . , n − 1} and Sˆn = I . Then, letting Ωˆ to be the chain: ∅ = Sˆ0 ⊆
Sˆ1 ⊆ · · · ⊆ Sˆn = I , it follows from (9) that property (d) holds.
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∣∣‖u‖
Ω
− ‖u‖
Ωˆ
∣∣
n∑
i=1
∣∣(u(Si)− u(Si−1))− (u(Sˆi)− u(Sˆi−1))∣∣

n∑
i=1
(∣∣u(Si)− u(Sˆi)∣∣+ ∣∣u(Si−1)− u(Sˆi−1)∣∣)
=
n−1∑
i=1
∣∣u(Si)− u(Sˆi)∣∣+
n∑
i=2
∣∣u(Si−1)− u(Sˆi−1)∣∣
< (2n − 2) ε
2n
< ε
(we have used (11) together with the fact that Sˆ0 = S0 = ∅ and Sˆn = Sn = I ). As we already have the inequality
‖u‖Ω > ‖u‖ − ε, it follows that ‖u‖Ωˆ > ‖u‖ − 2ε, i.e. property (a) is satisfied.
For every p ∈ {1, . . . , 
} and i ∈ {1, . . . , n}, it holds that νp(T i \T i−1) = νp(T i)−νp(T i−1) = δin − δ(i−1)n = δn > 0.
On the other hand, we have Sˆi \ Sˆi−1 ⊇ T i \ T i−1 because for every i ∈ {1, . . . , n − 1}
Sˆi \ Sˆi−1 = ((Si \ T )∪ T i) \ ((Si−1 \ T )∪ T i−1)= ((Si \ T ) \ (Si−1 \ T ))∪ (T i \ T i−1),
while
Sˆn \ Sˆn−1 = I \ ((Sn−1 \ T )∪ T n−1)= I \ (Sn−1 \ T ) \ T n−1 ⊇ T n \ T n−1.
Thus we also have νp(Sˆi \ Sˆi−1) νp(T i \ T i−1) > 0, and therefore property (b) is fulfilled.
As for property (c), fix an arbitrary i ∈ {1, . . . , n} and consider first of all that to prove the measures 1
νp(Sˆi\Sˆi−1) ν
i
p
to be pairwise different (where each νip is the restriction to Sˆi \ Sˆi−1 of the measure νp), it will suffice to show that
for every two distinct p,q ∈ {1, . . . , 
} there exists a measurable M ⊆ T i \ T i−1 such that νp(M) 
= νq(M). Indeed,
if νp(M)
νp(Sˆi\Sˆi−1) 
=
νq (M)
νq(Sˆi\Sˆi−1) , then this clearly proves that
1
νp(Sˆi\Sˆi−1) ν
i
p 
= 1νq (Sˆi\Sˆi−1) ν
i
q (as M ⊆ T i \ T i−1 ⊆ Sˆi \ Sˆi−1).
While, if νp(M)
νp(Sˆi\Sˆi−1) =
νq (M)
νq(Sˆi\Sˆi−1) , then νp(Sˆ
i \ Sˆi−1) 
= νq(Sˆi \ Sˆi−1) (as νp(M) 
= νq(M)), whence
νp(T
i \ T i−1)
νp(Sˆi \ Sˆi−1)
=
δ
n
νp(Sˆi \ Sˆi−1)

=
δ
n
νq(Sˆi \ Sˆi−1)
= νq(T
i \ T i−1)
νq(Sˆi \ Sˆi−1)
,
which shows again that 1
νp(Sˆi\Sˆi−1) ν
i
p 
= 1νq (Sˆi\Sˆi−1) ν
i
q .
Therefore, suppose i ∈ {1, . . . , n}, and let M = V
δi
n
0 \V
δ(i−1)
n
0 , which is clearly a subset of W
δi
n \W δ(i−1)n . For every
p ∈ {1, . . . , 
}, we have
νp(M) = νp
(
V
δi
n
0
)− νp(V δ(i−1)n0 )= δin νp(V0) −
δ(i − 1)
n
νp(V0) = δ
n
νp(V0).
Hence, if q ∈ {1, . . . , 
} is different from p, we get νp(M) 
= νq(M), as desired. 
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