Abstract. Sharp constants for an inequality of Poincaré type is studied. The problem is solved by using optimal control theory.
and the extremal functions for the case x = 1 is C (m + 2)P m (t) + mP m+1 (t) , (1.4) where C is a constant and 2 , if k = 0,
2 , if k = 1,
(1.7)
In this paper, we will solve Problem (B x ) completely by the help of optimal control theory.
Since the cases x = ±1 were solved in [2] , we mainly consider cases of x ∈ (−1, 1). We have Theorem 1.1. Assume m ≥ 1 and x ∈ (−1, 1). Then, y(·) ∈ W (1, 2, m) is an extremal function to Problem (B x ) if and only if
where C is a constant,
and a(x), α(x), β(x) are characterized by
While the sharp constant of inequality (1.2) is 
(1.14) Corollary 1.3. Assume m = 2 and x ∈ (−1, 1). Then
and y(·) ∈ W (1, 2, 2) is an extremal function to Problem (B x ) if and only if
In particular,
In particular, 
and
We introduce the equivalent optimal control problem to Problem (B x ). Let U = L 2 (−1, 1).
We set the following control system:
and the state constraints
where
Our optimal control problem corresponding to Problem (B x ) is
Then one can easily see that
Therefore, we can solve Problem (B x ) by solving Problem (C x ).
3 Proof of Theorem 1.1.
We give the following lemma first.
Proof. Noting that Q ′′ (·) is an (n − 1)-th degree polynomial, by (3.2), we have
Now, we list some properties of Legendre polynomials. First, we mention some formulae that are useful to us. We can get easily that
(3.7)
(3.13)
We turn to prove Theorem 1.1.
Proof of Theorem 1.1.
I. Existence of optimal pair. One can prove directly that the sharp constant B m (x) is attainable, i.e., there is a nontrivialȳ(·) ∈ W (1, 2, m) such that
Now, we give an optimal control version of this fact.
Let (Y j (·), u j (·)) ∈ P ad be a minimizing sequence of Problem (C x ). That is 1) . By Eberlein-Shmulyan Theorem (see [3] , for example), we can suppose that 1) . Then using the state constraints (2.2), we can easily prove that
for some Y (·) ∈ (W 1,2 (−1, 1)) m+2 and (Y (·),ū(·)) ∈ P ad . Moreover, 
Therefore (Y (·),ū(·)) is a solution to Problem (C x ). We call it as an optimal pair of Problem
II. Pontryagin's maximum principle for the optimal pair. We apply Pontryagin's maximum principle. By optimal control theory, the optimal pair (Y (·),ū(·)) satisfies the following Pontryagin's maximum principle (see [1] and Remark 3.2): there exists a ϕ 0 ≤ 0 and a solution to the following conjugate equation
such that the following conditions hold:
(i) the non-trivial condition
(ii) the maximum condition Moreover,ȳ(·) can be expressed as
where c(x) = ζ 2 and Q m+1 (·) is an (m + 1)-th degree polynomial. We claim that c = 0. Otherwise, c = 0 and it follows from (3.28) and
for some constant c m , c m+1 .
Then, (3.27) and (3.9) imply c m = c m+1 = 0. This contradicts to the nontrivial condition.
Therefore c = 0 and we can rewriteȳ(·) as
where Q m+1 (·) is an (m + 1)-th degree polynomial such that
IV. Conclusion. By (3.29), we can get that
where α k (x) is defined by (1.7). Moreover, we can determine a(x), α(x) and β(x) by (3.32).
Finally, using (3.29) again, we get that
Then Theorem 1.1 follows from (2.7) and Lemma 3.1. ✷ Remark 3.1. If x = −1, instead of (3.31)-(3.32), we could get that
The above equations imply the results got in [2] for x = ±1.
Remark 3.2. Strictly speaking, mainly because there is not a ξ(·) ∈ L 1 (−1, 1) which can control u(·) ∈ U ad uniformly, we can not use the Pontryagin maximum principles given in [1] directly.
Nevertheless, the Pontryagin maximum principle we used in part II is valid.
If we want use the results in [1] (or Pontryagin maximum principles in many other references) directly, we need only replace U ad by
And the the proof of Theorem 1.1 could be same to what we have just given.
4 Results for some spacial cases.
We prove Corollaries 1.2-1.6 in this section.
Proof of Corollary 1.2.
By (1.7) and (1.9), we have
That is
Therefore, the extremal function to Problem (B x ) is Cȳ(·) with
Then it follows easily from (1.11) that
and the extremal functions to Problem (B x ) are By (1.7) and (1.9), we have
Then by (1.11),
α(x) = − 1 (n + 1)(2n + 1)
Finally, (1.18) and (1.19) follow from direct calculations. We get the proof. ✷ Proof of Corollary 1.5.
Then by (1.11), And (1.25) follows directly from (1.24). ✷
