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Introdution
Un système distribué est une olletion de alulateurs qui ommuniquent entre
eux. Par exemple, les arhitetures multi-proesseurs modernes, les réseaux loaux de
stations de travail ou Internet sont des systèmes distribués. Un système distribué ou
réparti est don onstitué de deux types d'entités, les alulateurs ou proessus et un
système (appelé aussi médium) de ommuniation. Du fait de leur nature répartie,
es systèmes sont sujets à diérents types d'inertitude qui rendent non triviale, voire
impossible, la résolution de nombreux problèmes simples.
Inertitudes Ces inertitudes peuvent grossièrement être lassées en trois atégories :
1. Inertitude temporelle. À la diérene d'un système entralisé, il n'existe pas d'hor-
loge globale à laquelle les proessus peuvent se référer. D'autre part, les délais
d'exéution d'une même ation par diérents proessus sont sujets à de grandes
variations et sont souvent imprévisibles. En partiulier, les temps de transfert de
données entre les alulateurs sont sujets à de grandes variations. Ces délais varient
par exemple en fontion de la harge loale de la mahine sur laquelle un proessus
s'exéute ou dépendent de l'état du réseau. L'estimation de es délais met don en
jeu un grand nombre de paramètres et l'on préfère souvent faire l'hypothèse que
les systèmes sont purement asynhrones. Les proessus ont onnaissane de leur
horloge loale, mais n'ont pas aès à une horloge globale : les horloges loales ne
sont pas synhronisées par un périphérique extérieur.
2. Inertitude sur l'état du système. Il n'est pas réaliste de supposer que le système
ne onnaîtra pas de défaillanes. Plus le système est grand, plus le risque que des
omposants matériels ou logiiels soient défaillants est important. Les défaillanes
touhent les proessus (panne franhe, omportement byzantin, par exemple) ainsi
que le médium de ommuniation (perte de messages, orruption des données
transitant sur le réseau, et.).
3. Inertitude struturelle. Ces dernières années, on assiste à une large augmentation
du nombre d'entités interonnetées au sein d'un même système (par exemple,
réseau de téléphonie mobile, système pair à pair, et.). Dans de tels systèmes,
les utilisateurs se onnetent par intermittene et la struture du médium de
ommuniation est suseptible de hanger au ours du temps du fait par exemple
de la mobilité des usagers. Enn, le nombre d'entités qui omposent le système à
haque instant est très grand. Il n'est pas raisonnable de supposer une onnaissane
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loale de l'ensemble du système.
Dans ette thèse, nous nous intéressons prinipalement aux inertitudes de type 1 et 2.
Besoin de oordination La mise en ÷uvre d'un servie au travers d'un système
distribué néessite un ertain degré de oordination entre les sites de alul. Les sites
distants eetuent des aluls loaux et ommuniquent entre eux dans le but de réaliser
une tâhe ommune. L'aomplissement du but ommun néessite la prise de déisions
ommunes. Par exemple, les proessus doivent régulièrement se mettre d'aord sur
l'état d'avanement du alul global, ou se synhroniser pour régler les aès onurrents
à des strutures de donnée partagées.
Pour tenter de mettre en lumière e besoin de oordination et la diulté de sa mise
en ÷uvre, onsidérons l'exemple suivant. Dans le système, il existe un ertain nombre
de ressoures r1, . . . , rα. Pour mener à bien son alul, haque proessus doit aéder
à l'une de es ressoures en aès exlusif. Un proessus ne herhe pas à aquérir une
ressoure partiulière. Il s'agit simplement de garantir qu'à haque instant, au plus un
proessus utilise une ressoure donnée. Par exemple, le système est omposé d'avions en
approhe d'un aéroport. Pour éviter les ollisions, haque avion doit hoisir un ouloir
aérien exlusif. Ou, plus prosaïquement, il s'agit d'attribuer des plaes de parking à un
ensemble de véhiules.
Une façon simple de résoudre e problème est de désigner une entité partiulière,
le oordonnateur, qui sera hargé d'attribuer les ressoures aux proessus demandeurs.
C'est le rle de la tour ontrle de l'aéroport. Cependant, dans ette arhiteture en-
tralisée le degré de tolérane aux défaillanes est faible puisque la panne de l'autorité
entrale entraîne l'éroulement omplet du système.
Pour éviter ela, une idée naturelle onsiste à répliquer le oordonnateur : plusieurs
mahines assurent la fontion oordinatrie dans le but de pallier à l'arrêt inopiné du
oordonnateur. Dans la répliation passive, le oordonnateur sauvegarde régulièrement
son état ourant (quelles sont les ressoures utilisées et par qui) sur un ensemble de ré-
plias. S'il tombe en panne, l'un des réplias est hoisi pour prendre le relais. Il reprend
l'exéution à partir du dernier état sauvegardé. Cette tehnique néessite don la dé-
nition de points de reprise ohérents. Remarquons également qu'une partie du travail
eetué peut être perdue. En eet, il est possible que les dernières ations eetuées par
le oordonnateur avant de défaillir n'apparaissent pas dans le dernier point de reprise
sauvegardé. Ainsi, ette solution est inadaptée à la gestion du tra aérien.
La répliation ative vise à tolérer les défaillanes de façon transparente. Chaun des
réplias, au lieu de stoker passivement les états suessifs du oordonnateur se omporte
omme le oordonnateur. Pour maintenir la ohérene de l'alloation des ressoures, il
est néessaire de maintenir une oordination forte entre les réplias. Pour s'en aperevoir,
envisageons quel pourrait être le traitement d'une demande d'attribution de ouloir par
un réplia m. m ne peut unilatéralement attribuer un ouloir ri au demandeur. En
eet, un autre réplia pourrait attribuer en même temps la même ressoure ri à un
autre demandeur. Ce as de gure se produit si, du fait de délais de transmission non
uniformes, les demandes n'arrivent pas dans le même ordre sur haun des réplias. Les
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réplias doivent don se mettre d'aord sur l'attribution des ressoures aux proessus
ou sur l'ordre de traitement des demandes.
Enn, une dernière solution onsiste à se passer omplètement de oordinateur. Les
demandeurs eetuent un algorithme déentralisé pour gérer l'attribution des ressoures.
L'existene d'un tel algorithme n'est a priori pas évidente. En eet, dans le as le plus
défavorable, les demandeurs sont suseptibles de tomber en panne inopinément et les dé-
lais de ommuniation sont imprévisibles. Les solutions du type  attendre la permission
de l'ensemble des autres demandeurs avant d'aquérir une ressoure  sont don vouées
à l'éhe. Il s'avère que l'existene d'une solution déentralisée est onditionnée par le
rapport du nombre de ressoures disponibles au nombre de demandeurs. Par exemple, si
l'on suppose qu'à tout moment au plus 3 avions sont en approhe de l'aéroport, il sut
de prévoir 7 ouloirs aériens. Il a également été montré que e nombre est néessaire.
Autrement dit, il n'existe pas d'algorithme déentralisé qui résout e problème pour 3
proessus suseptibles de subir des défaillanes dans un environnement asynhrone si le
nombre de ressoures est inférieur à 7.
Maîtriser l'inertitude Nous voyons à travers et exemple se dessiner le besoin de se
mettre d'aord. Un problème élémentaire, brique fondamentale de la mise en ÷uvre de
servies distribués tolérant les défaillanes est appelé le onsensus. Sa spéiation est
très simple. Les proessus proposent initialement une valeur et doivent s'aorder sur
une valeur ommune hoisie parmi les propositions initiales. Malheureusement, l'un des
résultats fondamentaux du alul distribué [48℄ est négatif : il n'existe pas de solution
déterministe qui tolère les pannes lorsque le système est totalement asynhrone.
Plus généralement, un pan de la théorie du alul distribué est onsaré à l'étude
de la alulabilité : quels sont les problèmes qu'il est possible de résoudre en environ-
nement distribué. C'est une question très vaste. Il existe en eet une grande variété de
modèles de systèmes distribués qui reètent diérentes hypothèses sur l'arhiteture du
réseau, le médium de ommuniation ou le omportement des proessus défaillants. De
plus, hanger l'un des paramètres du modèle peut entraîner une diminution drastique
de la lasse des problèmes qu'il est possible de résoudre. Par exemple, si le médium
de ommuniation garantit un délai maximal sur le temps de transfert des messages,
l'impossibilité du onsensus ne tient plus.
Un aspet marquant de ette théorie est le nombre onsidérable de résultats néga-
tifs. Dans [47℄, Fih et Rupper énumèrent plusieurs entaines de résultats d'impossibilité
pour diérents modèles. En quoi es résultats sont importants pour le alul distribué ?
Ils nous aident à omprendre l'essene du alul distribué : pour quelles raisons ertains
problèmes sont diiles, quelle aratéristique rend un modèle puissant et omment des
modèles diérents se omparent. Ils indiquent quelles sont les approhes qui n'abouti-
ront pas lorsque l'on herhe une solution à un problème donné. Si le problème doit être
résolu, la preuve de son impossibilité suggère des diretions pour modier légèrement
sa spéiation ou omment renforer le modèle pour obtenir une solution raisonnable.
Enn, tenter d'établir une impossibilité peut mener à la déouverte de nouveaux algo-
rithmes.
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Coordination faible en environnement asynhrone Cette thèse ontribue à la
théorie du alul distribué tolérant les défaillanes. Nous nous plaçons dans un envi-
ronnement asynhrone (ni les délais de transmission des données, ni les vitesses des
proessus ne sont onnus) dans lequel les proessus sont suseptibles de s'arrêter inopi-
nément (panne franhe ou rash). Dans e ontexte, les herheurs ont formulé plusieurs
problèmes simples qui apturent diérents shémas de oordination. Nous avons renon-
tré deux problèmes qui rentrent dans ette atégorie : le onsensus qui requiert que les
proessus s'aordent sur l'une des propositions et l'alloation de ressoures. Le shéma
d'alloation de ressoure esquissé i-dessus est onnu sous le nom du problème du re-
nommage. Chaque partiipant possède initialement un identiant unique appartenant à
un vaste espae et doit séletionner un nouveau nom unique dans un espae plus petit.
Quelles sont, du point de vue de la alulabilité, les relations entre es deux pro-
blèmes ? Il est lair qu'à partir d'une solution au problème du onsensus, il est possible
de onstruire un algorithme pour le renommage - les proessus se mettent suessive-
ment d'aord sur l'attribution des noms. En fait, il a été montré qu'un objet onsensus
('est-à-dire une  boîte  qui résout e problème) est universel [69℄. Dans un système
muni d'objets onsensus, tout problème qui possède une spéiation séquentielle peut
être résolu. Au ontraire, la oordination oerte par un objet renommage est strite-
ment plus faible : il est en général impossible de résoudre le onsensus à l'aide d'objets
renommage. Par opposition au onsensus, nous dirons que le renommage est un pro-
blème de oordination faible. Nous nous intéressons aux relations, du point de vue de
la alulabilité, entre diérentes inarnations de la oordination  faible .
Puisque le onsensus est, en un ertain sens, universel, il est naturel de lasser les
problèmes ou les objets par rapport au onsensus. Dans la hiérarhie du onsensus [69℄,
le rang
1
d'un objet O est le plus grand nombre de proessus pour lesquels il existe un
algorithme, solution au problème du onsensus, qui utilise des objets O. En partiulier,
un objet de rang 1 n'est d'auune utilité pour résoudre le problème du onsensus. Un mot
mémoire atomique a pour rang 1. Quel est le rang du renommage dans ette hiérarhie ?
La réponse dépend du ardinal de l'espae des nouveaux noms. Dans le meilleur des as
(taille de l'espae = nombre de partiipants), le rang du renommage est 2. Dès que
l'espae de renommage est supérieur au nombre de partiipants, le rang s'eondre et
devient 1. Plus généralement, nous nous intéressons à la lasse des problèmes qui ne
sont pas apturés par la hiérarhie du onsensus. Le rang d'un objet qui implémente un
problème de ette famille est au mieux 2, en fontion des valeurs des paramètres qui
le dénissent. Le grain de la hiérarhie du onsensus n'est pas susamment n pour
établir des relations entre es problèmes. Ainsi, du seul rang du renommage et d'un
mot mémoire, il est impossible d'en déduire l'existene ou l'impossibilité de résoudre le
renommage à l'aide de mots mémoires.
Le problème emblématique de ette famille, qui a reçu une attention onsidérable
dans la littérature est l'aord ensembliste. De même que pour le onsensus, haque
proessus doit déider une valeur séletionnée parmi les propositions initiales. Cepen-
1
La dénition exate est donnée dans [69℄. Elle sera également préisée par la suite (paragraphe
1.4.6).
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dant, la propriété d'aord est moins ontrainte puisque le nombre de valeurs déidées
olletivement est borné par k où k est un paramètre du problème. Ce paramètre k
aratérise en un ertain sens le degré de oordination. Pour k = 1, nous retrouvons le
problème du onsensus.
Parallèlement, des travaux ont herhé à quantier l'inertitude inhérente au monde
distribué en paramétrant les modèles. Ainsi, un paramètre souvent pris en ompte est
une borne t sur le nombre maximal de pannes suseptibles de se produire. Ce paramètre
aratérise dans une ertaine mesure le degré d'inertitude du modèle. On omprend
alors mieux l'intérêt porté à l'aord ensembliste. Étudier la alulabilité de e problème,
en fontion des paramètres t et k promet d'obtenir une meilleur ompréhension de la
diulté de la oordination en environnement distribué. De fait, ette ligne de reherhe
a été frutueuse. Elle a notamment été à l'origine de l'introdution des tehniques issues
de la topologie dans le monde du alul distribué. Ces tehniques ont donné naissane
à une nouvelle façon d'appréhender le alul distribué, omme déformation d'espaes
topologiques. Les déformations autorisées dépendent de la puissane des objets dont le
modèle est équipé, ou du degré d'inertitude (synhrone ou asynhrone, borne sur le
nombre de défaillanes, et.). Le prinipal résultat est le suivant : en environnement
asynhrone, il existe une solution à l'aord ensembliste si, et seulement si, k > t.
Contributions Cette thèse explore la question suivante : Quel degré de oordination
peut être atteint en fontion du degré d'inertitude du systèmes sous-jaent ?
 Le hapitre 2 explore les relations entre diérents shémas de oordination : aord
ensembliste, renommage et onsensus simultanés. Il s'avère que malgré leur nature
apparemment diérente, il existe une ertaine unité entre es problèmes.
 Le hapitre 3 ompare les diérentes hypothèses exprimées dans le formalisme des
déteteurs de défaillanes qui permettent de ironvenir l'impossibilité de l'aord
ensembliste.
 Enn, dans le hapitre 4 nous herhons à unier l'approhe  déteteurs de dé-
faillanes  et la vision  topologique  de l'algorithmique distribuée. Les deux
approhes visent, dans des adres abstraits diérents, à maîtriser l'inertitude
dans le but de oordonner des proessus au sein de systèmes répartis. Nous défen-
dons l'idée qu'un adre unié failite la oneption d'algorithmes fondés sur les
déteteurs de défaillanes ainsi que la démonstration de résultats d'impossibilités.
Les paragraphes qui suivent développent les points i-dessus et préisent la démarhe
adoptée.
L'aord ensembliste n'est qu'une faette des shémas de oordination. Le renom-
mage abstrait un autre shéma de oordination, en apparene de tout autre nature.
Nous introduisons également un nouveau shéma, qui aaiblit le onsensus mais d'une
façon diérente. L'idée est de onsidérer plusieurs instanes du onsensus en parallèle,
haque proessus devant déider dans au moins l'une de es instanes. Là enore, e
problème ne peut être aratérisé nement dans la hiérarhie du onsensus (son rang
est 1) et nous nous interrogeons sur sa diulté relative par rapport aux deux problèmes
évoqués préédemment. Quelles sont les relations entre es problèmes ? À partir d'une
solution à l'un d'entre eux, est-il possible de résoudre l'autre ? Pour quelles valeurs des
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paramètres qui entrent dans la spéiation (borne sur le nombre de valeurs déidées,
taille de l'espae de renommage ou nombre de onsensus simultanés) ? Ces questions
sont développées dans le hapitre 2. Nous montrons que malgré leur nature a priori
diérente, il existe un lien fort entre es problèmes.
La démarhe que nous défendons ii est purement algorithmique. Nous herhons
à proéder par rédutions, une démarhe lassique dans le monde séquentiel. Au lieu
d'adapter les démonstrations d'impossibilité existantes ou d'en onevoir de nouvelles,
nous herhons à établir les impossibilités par rédution algorithmique en des résul-
tats onnus. On peut dresser un parallèle ave l'étude de la lasse des problèmes NP-
omplets. La première démonstration de l'existene de problèmes NP-omplets [38℄ re-
pose sur l'utilisation de mahines de Turing. Par analogie, la démonstration de l'impos-
sibilité de l'aord ensembliste repose sur l'utilisation d'outils mathématiques issus de la
topologie algébrique. Par ontre, il n'est pas néessaire d'être un expert dans la manipu-
lation des mahines de Turing pour montrer qu'un problème est omplet dans la lasse
NP. On préférera proéder par rédution algorithmique à partir de problèmes similaires
dont l'appartenane à ette lasse est onnue. On souhaiterait qu'il en soit de même
dans le monde distribué. De e point de vue, ette thèse enrihit le  Garey-Johnson 
[60℄ du distribué en introduisant de nouveaux problèmes ainsi que des tehniques algo-
rithmiques originales.
Dans une deuxième partie, nous étudions les relations entre les diérents modèles
dans lesquels il existe des solutions aux shémas de oordination mentionnés préédem-
ment. Un modèle dérit le médium de ommuniation et le omportement des proessus
en temps normal ainsi qu'en as de défaillane. Il borne également l'inertitude. Par
exemple, il peut spéier le nombre maximal de proessus défaillants (paramètre t),
des bornes sur les temps de transfert des messages ou sur la vitesse des proessus. Un
formalisme puissant pour exprimer es diérentes restritions est elui des déteteurs
de défaillanes [30℄. L'idée est d'enrihir le modèle omplètement asynhrone ave des
orales qui fournissent des informations relatives au motif des défaillanes de l'exéu-
tion ourante. Ces orales sont spéiés par des propriétés abstraites par oppositions aux
propriétés physiques du réseau sous-jaent. La pertinene des informations fournies est
supposée abstraire des propriétés de synhronie du système sous-jaent. Par exemple,
un orale déteteur de défaillanes indiquera la liste des proessus défaillants. Dans un
systèmes synhrone (les délais de transmission des messages sont bornés et onnus), il
est faile de mettre en ÷uvre un tel déteteur à l'aide d'envois périodiques de messages
 je suis vivant  et délais de garde.
Dans la littérature, plusieurs familles de déteteurs ont été introduites dans le but de
résoudre l'aord ensembliste. Dans le hapitre 3, nous étudions es diérentes familles
et herhons à les lasser. Nous répondons à des questions du type : Étant donnés deux
déteteurs C1 et C2, est-il possible de mettre en ÷uvre C1 à l'aide de C2 ? Peut-on les
ombiner pour obtenir un déteteur C plus puissant ? Plus puissant s'entend ii omme
un déteteur à l'aide duquel il est possible de résoudre un problème plus diile que les
problèmes qu'il est possible de résoudre en utilisant uniquement C1 ou C2.
Dans l'approhe  déteteurs de défaillanes , le modèle asynhrone est enrihi par
des orales. Le modèle enrihi est alors plus puissant : ertains problèmes autrement
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impossibles à résoudre possèdent maintenant des solutions. Intuitivement, l'adjontion
de l'orale entraîne la diminution de l'inertitude. Cependant, la nature de ette restri-
tion demeure inonnue. D'autre part, l'approhe  topologique  a amené la dénition
de modèles dans lesquels les exéutions sont hautement struturées. Ces modèles fa-
ilitent l'examen de l'ensemble des exéutions possibles et don aident à établir des
résultats d'impossibilité. Du fait de leur grande struture, il est plus faile d'obtenir des
résultats positifs en onstruisant des algorithmes. Dans le hapitre 4, nous herhons
à mieux omprendre omment les déteteurs restreignent l'inertitude du système en
étendant es modèles struturés pour prendre en ompte les déteteurs de défaillanes.
Nous pensons également que ette approhe pourrait être bénéque pour la reherhe
du déteteur néessaire et susant pour résoudre un problème donné.
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Chapitre 1
Cadre de l'étude
Dans e hapitre, nous dénissons les modèles de systèmes que nous utiliserons et
préisons les notions évoquées dans l'introdution. Nous introduisons d'abord le modèle
de alul dans le paragraphe 1.1. Le paragraphe 1.3 présente l'outillage algorithmique
ayant trait à la synhronisation d'informations globales. Pour résoudre un problème
donné, il est souvent utile que les proessus obtiennent des vues des informations qui
 ne dièrent pas trop . Les primitives, onstruites à partir des opérations de base des
modèles hoisis, permettent l'obtention de telles vues. La paragraphe 1.4 formalise la
notion de problème de oordination et présente suintement les prinipaux résultats
liés à la alulabilité de problèmes d'aord usuels. Enn, le paragraphe 1.5 résume les
prinipaux résultats obtenus au ours de ette thèse.
1.1 Modèles de systèmes distribués
Notre étude se déroule dans les modèles standards du alul distribué. Nous ren-
voyons le leteur à [121, 82℄ pour une présentation exhaustive et détaillée.
1.1.1 Proessus
On onsidère un système statique, 'est-à-dire omposé d'un nombre ni d'enti-
tés de alul ou proessus. Les proessus sont indexés de 1 à n (n > 1). On notera
Π = {p1, . . . , pn} l'ensemble des proessus qui omposent le système. L'index i du pro-
essus pi n'est pas néessairement onnu de pi. Cet index simplie la desription des
algorithmes et la présentation des démonstrations.
Les proessus ne sont pas anonymes. Chaque proessus possède une identité propre.
Par exemple, un proessus peut être identié par le ouple (adresse IP, numéro de
port) dans un réseau loal. L'identité id i est initialement onnue de pi mais n'est pas
néessairement onnu des autres proessus. On supposera ependant que les identités
sont deux à deux distintes et totalement ordonnées (par exemple, les identités sont
tirées parmi les entiers naturels). Lorsque toutes les identités sont initialement onnues,
nous identierons l'index i de pi ave son identité.
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Pour simplier la présentation du modèle, on suppose qu'il existe une horloge disrète
globale et ommune à tous les proessus. Il s'agit d'un périphérique tif : les proessus
n'y ont pas aès. T désigne l'ensemble des valeurs pouvant être prises par ette horloge.
On onfond T ave l'ensemble des entiers naturels.
Défaillane des proessus Il est peu réaliste de onsidérer que tous les omposants
d'un système sont ables. Plus on augmente le nombre de mahines ou le nombre de
programmes, plus la probabilité d'une faute matérielle ou logiielle est importante. Les
proessus sont suseptibles de onnaître des défaillanes. Dans ette thèse, nous nous
limitons aux défaillanes de type panne franhe ou rash. Dans e modèle de faute,
un proessus défaillant arrête soudainement d'exéuter le ode qui lui a été attribué et
n'eetue alors auun alul. En partiulier, il esse de ommuniquer ave les autres
proessus. Étant donnée une exéution, un proessus est dit orret s'il ne tombe pas en
panne au ours de ette exéution. Dans le as ontraire, il est dit fautif ou défaillant.
Le paramètre t, (0 < t < n) dénote le nombre maximal de proessus défaillants dans
toute exéution. Dans une exéution donnée, nous noterons f(0 ≤ f ≤ t) le nombre
eetif de proessus défaillants.
Motif de défaillanes Un motif de défaillane F est une fontion de T vers 2Π, où
F (τ) représente l'ensemble des proessus défaillants à l'instant τ . Dès qu'un proessus
tombe en panne, il ne peut reprendre son ativité, d'où l'inlusion ∀τ ∈ N : F (τ) ⊆
F (τ + 1) Nous notons F l'ensemble des motifs de défaillanes.
Soit F ∈ F. L'ensemble des proessus fautifs Fautif (F ) dans le motif F est déni
par Fautif (F ) = ∪τ∈TF (τ). De même, l'ensemble des proessus orrets Correct(F ) est
déni par Correct (F ) = Π−Fautif (F ). Un proessus pi /∈ F (τ) est dit vivant à l'instant
τ et défaillant dans le as ontraire.
La notion d'environnement E aratérise les motifs de défaillane admissibles. Nous
onsidérons prinipalement l'environnement Et qui ontient tous les motifs dans lesquels
au plus t proessus sont défaillants. Formellement, Et = {F ∈ F : |Fautif (F )| ≤ t}. Pour
F ∈ Et, le ardinal de l'ensemble des proessus fautifs Fautif (F ) est noté f (0 ≤ f ≤
t). On supposera également l'existene d'au moins un proessus orret ainsi que la
possibilité d'au moins une défaillane, i.e., 1 ≤ t ≤ n− 1.
1.1.2 Médium de ommuniation
Une autre aratéristique importante des systèmes distribués est l'interfae de om-
muniation. On distingue prinipalement deux modèles de ommuniation : passage de
messages et mémoire partagée. Dans le premier modèle les proessus ommuniquent
en s'éhangeant des messages qui transitent via un réseau de ommuniation. Dans le
seond, les proessus ommuniquent en aédant à des objets distribués omme par
exemple des registres, des piles, et.
Modèles de systèmes distribués 15
1.1.2.1 Modèle à messages
Dans e modèle, les proessus ommuniquent en s'éhangeant des messages. Les
proessus sont reliés par des anaux de ommuniation dont l'interfae omporte deux
primitives :
 send(msg) envoie le message msg sur le anal onsidéré.
 reeive() retourne le premier message dans la le d'attente du anal.
Nous ne faisons d'hypothèse ni sur l'ordre de réeption des messages ni sur les délais
de transmission. Cependant, haque anal est able : il ne perd, n'altère ni ne rée de
nouveaux messages. En partiulier, si pi envoie un message m alors le destinataire le
reevra à moins qu'il ne défaille. Nous supposons que la topologie du réseau est le graphe
omplet. Chaque paire de proessus est don onneté par un anal. Cette hypothèse
est assez réaliste ar on ne s'intéresse pas à la omplexité du routage. Sur un réseau
omme Internet, deux proessus peuvent ouvrir une onnetion s'ils le souhaitent.
La primitive de diusion broadast(m) est un raouri pour le ode suivant : foreah
j ∈ Π do send(m) to pj enddo. Si l'émetteur pi défaille au ours de l'exéution de ette
boule, m n'est peut être pas envoyé à ertains proessus. Pour pallier e problème et
dans le but de simplier la oneption des algorithmes, nous enrihissons le modèle ave
une primitive de diusion able [67℄. L'abstration diusion able ore deux primi-
tives R_bast(m)/R_deliver() qui permettent aux proessus de diuser et reevoir des
messages (Nous dirons alors qu'un proessus R_diuse ou R_livre un message m).
Une primitive de diusion able
1
R_bast()/R_deliver() est dénie par les propriétés
suivantes :
Dénition 1.1 (Diusion able) La paire de primitives R_bast()/R_deliver() de la
diusion able satisfait (les messages sont supposés uniques) :
 Validité Si un proessus R_livre m alors un proessus a préédemment R_diusé
m ;
 Intégrité Un proessus R_livre un message m au plus une fois ;
 Terminaison Si un proessus orret R_diuse un message m alors il R_livre le
message m ;
 Aord Si un proessus R_livre m alors m est R_livré par tous les proessus
orrets.
La diusion able impose don que les proessus s'aordent sur les messages livrés mais
n'impose pas d'ordre sur la livraison des messages. De même, es primitives n'orent
pas de garantie temporelles. Un message R_diusé sera reçu par un proessus orret,
ependant le délai de transmission n'est pas onnu ni borné a priori. On observe enn
que les proessus orrets livrent le même ensemble de messages E. Par ontre l'en-
semble des messages R_livrés par les proessus fautifs est un sous-ensemble de E. Il
est possible d'implémenter les primitives R_bast()/R_deliver() à partir des primitives
de base send()/reeive() en tolérant un nombre quelonque de proessus fautifs [67℄. On
n'augmente don pas puissane de alul du modèle en supposant que les proessus ont
aès aux primitives R_bast()/R_deliver().
1
Reliable broadast dans la littérature.
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Fig. 1.1  Mémoire partagée à érivain unique, n = 4
1.1.2.2 Mémoire partagée
Dans un modèle à mémoire partagée, les proessus partagent une entité ommune,
la mémoire. Pour simplier le raisonnement, nous supposons que ette mémoire est
omposée en registres atomiques ommuns [69, 80℄. Nous onsidérons dans ette étude
des registres à érivain unique. Chaque registre ne peut être érit que par un proessus
donné. La mémoire peut être vue omme un tableau M divisé en n zones, haque zone
orrespondant à la zone d'ériture d'un proessus donné. Un tel système est représenté
dans la gure 1.1.
1.1.2.3 Rédution entre modèles
Dans ette thèse, nous nous intéressons prinipalement à la alulabilité. À e titre,
une question naturelle est la puissane relative des deux modèles exposés i-dessus. Etant
donné un problème P que l'on peut résoudre dans l'un des modèles de ommuniation,
peut-on le résoudre dans l'autre modèle de ommuniation ?
Il n'est pas diile de se onvainre que dans le modèle à mémoire partagé, il est
aisé de simuler le modèle à passage de messages. Par exemple, haque registre R[i] est
divisé en n zones. Pour simuler l'envoi d'un message m vers pj, pi érit m dans la i-ième
zone de R[i]. pj peut alors obtenir les messages qui lui sont adressés en observant haun
des registres.
Dans l'autre diretion, il a été montré omment onstruire un registre atomique dans
le modèle à passage de messages [14℄. Cependant, ette simulation requiert une majorité
de proessus orrets (t < n2 ).
1.1.3 Aspets temporels
Dans le as d'un système entralisé, on suppose en général qu'il existe une horloge
globale aessible par les proessus, qui permet de dater de façon univoque une ation
vis à vis des ations des autres proessus. Dans un système distribué, la notion de temps
est loale à haque proessus.
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Systèmes synhrones Dans le modèle synhrone [36℄, les proessus exéutent des
rondes suessives. Durant haque ronde, les proessus ommuniquent entre eux et ef-
fetuent des aluls loaux. Lorsqu'un proessus termine la ronde r, il a la ertitude
qu'à et instant tous les proessus orrets qui partiipent au protoole ont également
terminé ette ronde. Ce modèle est très puissant : il est possible de résoudre des pro-
blèmes que l'on ne peut pas résoudre dans d'autres modèles (typiquement, le onsensus
peut être résolu dans e type de système [82℄). La propriété d'un système synhrone
est qu'il existe une borne supérieure sur le temps de transmission des messages et une
borne maximale sur le temps d'exéution d'une étape de alul. De plus, les proessus
onnaissent es bornes et disposent d'horloges synhronisées. La détetion des proessus
défaillants est don failement mise en ÷uvre par un méanisme de type délais de garde.
Cependant, en dehors de ertaines arhitetures dédiées, il est souvent impossible
d'établir des bornes supérieures utilisables sur le temps de transfert des messages ou
le temps d'exéution des proessus. Néanmoins, dans le adre plus théorique de la al-
ulabilité, il est intéressant de reherher des solutions algorithmiques dans e modèle.
Un résultat d'impossibilité s'étendra immédiatement dans tout modèle qui autorise un
omportement synhrone. De plus, il existe un lien fort entre eaité synhrone et
degré de tolérane aux fautes dans le modèle asynhrone [50, 101, 91℄.
Systèmes asynhrones Dans un système asynhrone, il n'existe pas de bornes sur
les temps de alul, de transmission des messages ou de leture/ériture des registres.
Ce modèle est simple et orrespond aux observations des systèmes réels. En eet, en
fontion de la harge du réseau ou des proesseurs, les temps de alul ou les délais de
transmissions sont variables et diiles à prévoir. Bien que plus réaliste que le modèle
synhrone, le modèle asynhrone soure de sa trop grande généralité : il est très faible
et de nombreux problèmes n'ont pas de solution dans e modèle.
Dans le modèle synhrone, l'éoulement du temps ore un repère ommun aux pro-
essus. Par ontre, dans le as purement asynhrone, seule l'interfae de ommuniation
peut orir un tel repère. Plus e médium ore de garanties, plus les algorithmes seront
simples et eaes. À titre d'exemple, le médium de ommuniation peut assurer un
ordre sur la livraison des messages, la persistane des données envoyées ou une synhro-
nisation plus ou moins forte sur les vues suessives de es données. Plus le médium de
ommuniation ore de garanties, plus la oneption d'algorithmes sera failitée. Nous
verrons dans le paragraphe 1.3 diérentes primitives de ommuniation qui orent plus
ou moins de garanties.
Entre synhrone et asynhrone Les modèles synhrones et asynhrones repré-
sentent deux extrêmes dans l'ensemble des modèles possibles. Dans le modèle synhrone
pur, tous les paramètres temporels sont bornés et es bornes sont onnues. À l'inverse,
rien n'est onnu sur les paramètres temporels dans les modèles asynhrones purs. Plu-
sieurs modèles dits partiellement synhrones ont aussi été proposés an de se rapproher
du omportement d'un système réel.
Dwork, Lynh et Stokmeyer [45℄ ont introduit la notion de système partiellement
synhrone :
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 Dans un premier modèle, il existe des bornes sur les délais de transmission des
messages ou le temps néessaire pour eetuer un pas de alul. Cependant, es
bornes ne sont pas onnues par les proessus.
 Dans une autre version, le système se omporte de façon synhrone à partir d'un
ertain temps appelé GST (pour Global Stabilization Time).
Les auteurs étudient haun des modèles assoiés aux paramètres de es hypothèses
(borne onnue ou inonnue, stabilisation immédiate ou inélutable) et montrent que er-
tains problèmes à résoudre dans le modèle purement asynhrone le deviennent. D'autres
travaux, en relation ave la reherhe de la synhronie minimale néessaire pour ré-
soudre le onsensus, étudient des restritions spatiales du modèle partiellement syn-
hrone [8, 9, 13, 83, 112℄. Dans es systèmes, seule une partie du système exhibe un
omportement synhrone à partir d'un ertain temps.
Dans le modèle asynhrone temporisé [40℄, l'hypothèse  une borne x apparaîtra
à partir d'un ertain temps  est remplaée par  une borne x apparaîtra inniment
souvent . Ce modèle essaie de traduire l'observation que les systèmes réels osillent entre
périodes stables et périodes instables. Il généralise les modèles proposés dans [44, 45℄.
D'autres modèles ranent les modèles i-dessus. Par exemple, le modèle quasi-synhrone
[10℄ impose des bornes onnues sur la vitesse d'exéution, le délai de transfert des
messages, le déalage temporel des horloges loales et la harge du système. Cependant,
haune de es bornes peut être violée ave une probabilité p onnue.
Ce bref survol montre qu'il existe une multitude de modèles qui orrespondent à dif-
férents degrés d'inertitude temporelle. D'autre part, une modélisation ne d'un système
réel néessite un grand nombre de paramètres [10℄. Dans ette thèse, nous hoisissons le
modèle purement asynhrone pour sa simpliité et sa généralité. En eet, tout résultat
positif dans e modèle s'étend aux modèles qui imposent une restrition sur l'asynhro-
nie du système. Enn, omme nous le verrons par la suite (paragraphe 1.2), la synhronie
d'un modèle peut être abstraite au travers d'orales appelés déteteur de défaillanes.
Au lieu de faire des hypothèses temporelles, nous enrihirons le modèle asynhrone ave
des orales (les déteteurs de défaillanes) qui masquent des propriétés temporelles du
système.
1.2 Déteteurs de défaillanes
Comme nous l'avons vu, les proessus sont sujets aux rashs ou pannes franhes.
La diulté ou l'impossibilité de résoudre un problème donné provient essentiellement
de la ombinaison des défaillanes et de l'absene de repères temporels. En eet, dans
un modèle purement asynhrone, il est impossible de distinguer un proessus défaillant
d'un proessus très lent. En partiulier, il est impossible de résoudre le onsensus dans
un modèle purement asynhrone dans lequel un proessus est suseptible de défaillir
[48℄.
Pour ontourner ette impossibilité, les herheurs ont renforé les hypothèses tem-
porelles pour donner naissane aux modèles partiellement synhrones évoqués dans le
paragraphe préédent. Quelle est l'inuene de l'augmentation du degré de synhronie
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du modèle sur la alulabilité ? Par exemple, onsidérons le onsensus et l'un des mo-
dèles introduit par Dwork, Lynh et Stokmeyer [45℄. Dans les exéutions de e modèle,
il existe des bornes sur les délais de transfert des messages ainsi que sur la durée maxi-
male d'une étape de alul. Bien que es bornes ne soient pas onnues a priori, il s'avère
qu'il existe un algorithme de onsensus qui tolère une minorité de proessus défaillants
(t < n2 ).
Abstraire les hypothèses temporelles Ainsi, il est possible de résoudre le onsen-
sus si nous restreignons l'inertitude temporelle. De façon équivalente, le nombre de
problèmes qu'il est possible de résoudre si le système est équipé d'un méanisme qui
donne des informations sur les défaillanes augmente.
Supposons que les proessus exéutent l'algorithme de détetion de défaillanes sui-
vant [30, 45℄. Périodiquement, haque proessus pi émet un message  pi est vivant  et
attend ensuite des messages  de vie  des autres proessus avant l'expiration d'un délai
de garde. Si la minuterie expire avant la réeption d'un message  pj est vivant , pi
inlut pj dans la liste des proessus suspets. Si plus tard, pi reçoit un message de pj , il
en déduit qu'il l'a soupçonné à tort et le retire don de la liste des suspets. Il augmente
également le délai de la minuterie pour éviter qu'une telle erreur ne se reproduise. Les
propriétés de synhronie partielle du modèle impliquent l'existene d'un instant à partir
duquel tous les proessus défaillants seront soupçonnés en permanene tandis que les
proessus orrets ne seront plus jamais soupçonnés à tort.
L'information sur les défaillanes produite par l'algorithme i-dessus dans un sys-
tème partiellement synhrone peut être abstraite de la façon suivante. Soit un modèle
purement asynhrone dans lequel les proessus ont aès à un orale distribué. À haque
proessus et à haque instant, l'orale fournit une liste de proessus suspets. L'orale
garantit qu'il existe un instant à partir duquel (1) tous les proessus défaillants seront
toujours soupçonnés et (2) auun proessus orret ne sera jamais plus soupçonné. Cet
orale est le déteteur de défaillanes inélutablement parfait 3P.
Quelle est la puissane de alul dans le nouveau modèle enrihi ? Il a été montré qu'à
l'aide de et orale en apparene très faible et peu able (les proessus ne onnaissent
pas l'instant à partir duquel les listes de suspets sont pertinentes), il est possible de
résoudre le onsensus malgré les défaillanes éventuelles d'une fration des proessus.
Capturer la synhronie minimale L'approhe déteteurs de défaillanes [30℄ onsiste
à enrihir le modèle asynhrone ave un orale qui fournit des informations plus ou moins
pertinentes, au lieu de restreindre expliitement l'asynhronie en faisant des hypothèses
temporelles. À travers ette abstration, on herhe à aratériser la  quantité de syn-
hronie  minimale néessaire et susante pour résoudre un problème donné.
Certains déteteurs sont omparables par l'intermédiaire de rédutions algorith-
miques. Un déteteur D est dit plus faible qu'un autre déteteur D′ s'il existe un algo-
rithme distribué fondé sur D′ dont la sortie satisfait la spéiation de D. On notera
D′ ; D l'existene d'un tel algorithme. Intuitivement, les hypothèses temporelles abs-
traites par D sont plus faibles que elles apturées par D′. Étant donné un problème
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P impossible à résoudre dans un modèle purement asynhrone, ette notion d'ordre
permet de dénir (s'il existe) le plus faible déteteur Dmin pour e problème. Dmin est
minimal pour P s'il existe un algorithme qui résout P dans un modèle asynhrone muni
d'un tel orale et si pour tout déteteur D à l'aide duquel P peut être résolu, D ; Dmin.
Étonnamment, pour ertains problèmes un tel déteteur minimal existe et a été
identié. Le premier résultat de minimalité a été établi pour le onsensus par Chandra,
Hadzilaos et Toueg [29℄. Plus tard, d'autres équipes ont identié le déteteur minimal
pour plusieurs problèmes fondamentaux en environnement réparti. Citons notamment
l'implémentation d'un registre atomique dans le modèle à passage de messages, lorsque
le nombre de proessus défaillants n'est pas borné a priori (t = n − 1) [42℄, l'exlusion
mutuelle tolérante aux défaillanes [43℄, la validation atomique non bloquante [62, 79℄.
Les paragraphes suivants dénissent formellement la notion d'orale déteteurs de
défaillanes. Les dénitions sont issues du travail fondateur de Chandra et Toueg [30℄.
1.2.1 Dénition
Un déteteur de défaillanes est un orale qui fournit à haque instant des informa-
tions plus ou moins pertinentes sur l'état des proessus (vivant ou défaillant). Auune
ontrainte n'est imposée sur l'enodage de ette information. Il est seulement requis que
la spéiation de la sortie de l'orale dépende uniquement des défaillanes ('est-à-dire
qu'un déteteur ne fournit pas d'indiations sur les valeurs des variables loales des pro-
essus). D'un point de vue opérationnel, haque proessus pi est muni d'une variable
loale fdi aessible seulement en leture. Les valeurs suessives de ette variable sont
ontrlées par le déteteur de défaillanes. Le proessus pi peut à tout instant interroger
le déteteur en lisant la valeur ourante de la variable fdi.
Une lasse de déteteur de défaillanes est assoiée à un ensemble R (éventuellement
inni), qui représente des valeurs potentiellement fournies par les déteteurs appartenant
à ette lasse. Un historique de détetion de défaillanes H est une fontion dénie sur
Π × T à valeur dans R. H(i, τ) représente l'information fournie par le déteteur au
proessus pi à l'instant τ . Un déteteur de défaillanes D à valeurs dans RD est une
fontion qui assoie à haque motif de défaillanes F un ensemble d'historiques de
détetion à valeurs dans RD. Cet ensemble noté D(F ) orrespond à l'ensemble des
historiques de détetion autorisés par D pour le motif F . Lorsque pi lit fdi, il obtient
par onséquent une valeur d ∈ RD qui enode de l'information relative au motif de
défaillane ourant. Remarquons qu'auune hypothèse n'est faite sur l'ensemble des
valeurs possibles RD. Cependant, un déteteur ne peut fournir d'information sur le
alul eetué par un proessus donné. À partir de fdi, pi peut au mieux déduire l'état
(vivant ou défaillant) d'un proessus.
À titre d'exemple, nous donnons la spéiation des lasses  mères  dont les dé-
teteurs étudiés dans ette thèse sont issus.
 Le déteteur parfait P [30℄ fournit une liste de proessus de  onane  à haque
proessus. Chaque proessus est muni d'une variable trustedi qui ontient un en-
semble d'identités de proessus supposés orrets. P garantit la omplétude forte :
au bout d'un ertain temps les proessus ne font plus onane aux proessus dé-
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faillants et la préision forte : haque proessus fait toujours onane à tous les
proessus orrets. Le déteteur est don à valeur dans RP = 2
Π
et étant donné
un motif de défaillanes F , les historiques de détetion permis doivent vérier :
∃τ ∈ T,∀i ∈ Π,∀τ ′ : (Correct (F ) ⊆ H(i, τ ′)) ∧ (τ ′ ≥ τ ⇒ H(i, τ ′) = Correct (F ))
C'est-à-dire de façon plus opérationnelle :
∃τ ∈ T,∀i ∈ Π,∀τ ′ : (Correct ⊆ trustedτ
′
i ) ∧ (τ
′ ≥ τ ⇒ trustedτ
′
i = Correct)
 De même que P, le déteteur inélutablement faible 3S [30℄ fournit une liste
d'identités de proessus de onane supposés orrets. Cependant les garanties
oertes par e déteteur sont plus faibles. Au bout d'un ertain temps, un dé-
teteur 3S fournit une liste qui ne ontient pas d'identité de proessus fautifs
(omplétude forte) et il existe un proessus orret à qui tous les proessus font
onane (préision faible inélutable). Formellement, étant donné un motif de
défaillanes F , H ∈ 3S(F )⇔
∃τ ∈ T,∃c ∈ Correct(F ),∀i ∈ Π,∀τ ′ ≥ τ : H(i, τ ′) ⊆ Correct(F ) ∧ c ∈ H(i, τ ′)
ou, en supposant que le déteteur ontrle le ontenu des variables trustedi :
∃τ ∈ T :
( ⋃
τ ′≥τ,i∈Π
trusted
τ ′
i ⊆ Correct(F )
)
∧
( ⋂
i∈Π,τ ′≥τ
trusted
τ ′
i 6= ∅
)
 Le déteteur leader Ω [29℄ fournit à haque proessus une identité. Il existe un
instant à partir duquel la même identité est fournie à tous les proessus et ette
identité orrespond à un proessus orret. Soit F un motif défaillane
H ∈ Ω(F )⇔ ∃τ ∈ T,∃c ∈ Correct(F ),∀i ∈ Π,∀τ ′ ≥ τ : c = H(i, τ ′)
On notera leaderi la variable ontrlée par un déteteur Ω sur le proessus pi.
Les spéiations de es trois lasses font apparaître ertaines relations entre es
trois déteteurs. Par exemple, étant donné un motif F , tout historique H ∈ Ω(F )
appartient à 3S(F ). De même, l'ensemble des historiques qui satisfont la spéiation
du déteteur P est inlus dans 3S(F ). Intuitivement, le déteteur P est  plus fort 
que les déteteurs 3S et Ω.
Rédution Nous pouvons maintenant formaliser la notion de rédution entre déte-
teurs de défaillanes déjà esquissée préédemment. Soient D et D′ deux déteteurs de
défaillanes. S'il existe un algorithme TD′→D qui transforme D' en D, D est dit plus
faible que D′ (noté D′ ; D). Un tel algorithme maintient sur haque proessus pi
une variable out_di dont les valeurs suessives sont ompatibles ave le déteteur D.
Par ompatible, nous entendons que pour tout motif de défaillanes F et pour toute
exéution dans laquelle les défaillanes suivent F , l'historique de détetion H ′(i, τ) ,
'est-à-dire les valeurs suessives de out_di appartient à D
′(F ). Notons que TD′→D
n'émule pas néessairement l'ensemble des historiques de détetion de défaillanes de D.
L'algorithme doit seulement assurer que tous les historiques de détetion qu'il produit
appartiennent à D′.
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1.2.2 Modèles hoisis et notations
Dans ette thèse, nous nous plaçons dans un modèle dans lequel n proessus (n est
onnu a priori) s'exéutent de manière totalement asynhrone. Ces proessus ommu-
niquent par passage de messages ou par l'intermédiaire d'une mémoire partagée. Dans
e dernier as, la mémoire est omposée de registres atomiques à érivain unique. Le
médium de ommuniation, 'est-à-dire la transmission des messages ou la mémoire par-
tagée est able. Par ontre, les proessus sont suseptibles de onnaître des défaillanes.
Le seul type de défaillane que nous onsidérons est la panne franhe, 'est-à-dire l'ar-
rêt inopiné d'un proessus. Au ours d'une exéution, le nombre maximal de proessus
qui tombent en panne est noté t. Nous enrihirons le modèle ave des orales de type
déteteurs de défaillanes.
Soit C un déteteur de défaillanes. Nous utiliserons les notations suivantes :
 MPn,t[C] désigne le modèle asynhrone ave ommuniation par passage de mes-
sages dans lequel les proessus ont aès à un déteteur C. Les indies n et t
désignent respetivement le nombre de proessus et le nombre maximal de pannes
pouvant survenir dans haque exéution.
 SMn,t[C] désigne le modèle asynhrone ave ommuniation par registres muni
d'un déteteur C. Les indies n et t ont la même signiation que préédemment.
Par extension MPn,t[∅] et SMn,t[∅] désignent des modèles asynhrones pures, 'est-à-
dire qui ne bénéient d'auun orale.
1.3 Outillage algorithmique
Nous nous eorçons d'adopter une approhe algorithmique. Comme noté dans [22℄,
Identifying high-level onstruts is essential for advaning the art of distri-
buted algorithm design.
Cette partie présente des onstrutions de haut niveau dans le modèle à mémoire par-
tagée. Ces onstrutions ont pour but de fournir aux diérents proessus des vues d'un
état global ourant  qui ne dièrent pas trop . Il est important de souligner que toutes
les onstrutions présentées i-après n'augmentent pas la puissane alulatoire du mo-
dèle de base. Pour haune d'entre elles, il existe un algorithme qui tolère un nombre
arbitraire de défaillanes (t = n− 1) dans le modèle SMn,t[∅].
Synhronisation de vues Nous avons progressivement enrihi le modèle à passage de
messagesMPn,t[∅], d'abord ave la primitive broadast()/deliver() puis ave la primitive
R_bast()/R_deliver(). Ces abstrations qui orent une sémantique de plus en plus rihe
failitent la oneption d'algorithmes distribués. De plus haune d'entre elles peut être
onstruite à partir de la primitive de base du modèle send()/reeive(). Ces abstrations
onernent la diusion globale d'informations à travers tout le système. Un appel à
R_bast() (ou broadast()) introduit un nouveau blo d'informations dans le système
tandis qu'en appelant R_deliver() (ou deliver()) un proessus enrihit sa onnaissane
sur l'état global.
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Ce type de problème (diusion de l'état loal/onnaissane de l'état global) a lar-
gement été étudié dans le adre du modèle mémoire partagée SMn,t[∅]. Ci-après, nous
dressons un bref panorama des primitives onnues qui permettent de aluler une vue
de l'état du système ave diérents ritères de ohérene.
Ces primitives sont toujours dénies par un ouple de fontion (érire/lire) ; la pre-
mière permet de stoker une information à destination des autres proessus (diusion
de l'état loal), la deuxième a pour but d'obtenir les valeurs stokées par les autres pro-
essus. Pour haune des primitives dénies i-après, il existe une implémentation qui
tolère un nombre arbitraire de défaillanes (t = n− 1) à partir de registres atomiques à
érivain unique. Puisque notre étude s'intéresse prinipalement à la alulabilité, nous
usons sans réserve de es abstrations dans les hapitres suivants.
Pour simplier les dénitions, nous nous plaçons dans le ontexte suivant : haque
proessus pi possède une valeur vi appartenant à un alphabet V et désire onnaître
la valeur des autres proessus. Pour une exéution donnée, les valeurs initiales sont
représentées par un veteur I ∈ Vn tel que I[i] = v si pi possède initialement la valeur
v ou ⊥ si pi ne partiipe pas. Une vue du système obtenue par un proessus pi est un
ensemble smi de paires < j, vj > où vj est la valeur initiale de pj. Par un léger abus de
notation, nous noterons pour j ∈ smi ou vj ∈ smi lorsque < j, vj >∈ sm i.
1.3.1 Collete
Une primitive de ollete simple
2
[68, 121℄ garantit que haque proessus obtient
des valeurs au moins aussi réentes que elles de sa dernière leture. Formellement, la
sémantique de la paire write(v)/ollet() est la suivante (voir par exemple [6℄).
Dénition 1.2 (Collete) Si un proessus pi exéute l'opération op : smi ← ollet()
alors :
1. ∀j : j /∈ sm i ⇒ auune opération write(v) de pj ne préède op ;
2. ∀j :< j, v >∈ sm i ⇒ v est la valeur érite par pj lors d'une opération wop :
write(v), telle que wop préède op et qu'auune autre opération write(v′) par pj
n'est interalée entre wop et op ;
3. Si pi exéute une seonde opération op
′ : sm ′i ← ollet() après op alors smi ⊆ sm
′
i.
De même que la primitive broadast()/deliver(), l'implémentation de write()/ollet() est
très simple. Il sut de lire suessivement le ontenu des registres qui omposent la
mémoire (Figure 1.2). Pour annoner sa valeur, pi érit simplement ette valeur dans
le registre M [i]. L'atomiité des opérations de bas niveau sur les registres garantit les
trois propriétés de la spéiation.
La primitive préédente n'ore que peu de garanties quant à l'ordre respetif des
letures lorsqu'elles sont onurrentes. Dans l'exemple dérit dans la gure 1.3, p1 érit
en premier. L'exéution de l'opération ollet() par p1 est onurrente ave les éritures
de p2 et p3. p2 ne voit pas l'ériture de p3 et retourne sm2 = {1, 2}. L'ériture de
2
ollet dans la littérature.
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operation ollet()
smi ← ∅
foreah j ∈ Π do v ←M [j].read()
if v 6= ⊥ then smi ← smi ∪ {< j, v >} endif
enddo
return(smi)
Fig. 1.2  La primitive ollet()
M [1].write(1)
M [2].read()
M [2].write(2)
M [1].read() M [3].read()
M [3].write(3)
M [1].read() M [2].read()
p1
p2
p3
sm1 = {1, 3}
sm2 = {1, 2}
sm3 = {1, 2, 3}
M [3].read()
ollet()
Fig. 1.3  Exéution non linéarisable, n = 3
p3 est physiquement la dernière, il retourne néessairement {1, 2, 3}. Enn p1 renvoie
sm1 = {1, 3}. Les deux ensembles {1, 3} et {1, 2} sont inomparables, e qui implique
qu'il n'est pas possible de plaer éritures et letures (ollet()) sur un axe de temps
ommun. Or,  plaer les opérations sur un axe de temps ommun  en respetant
leur sémantique simplierait le raisonnement sur les exéutions réparties. En eet, au
lieu d'intervalles de temps qui s'intersetent éventuellement, on aurait une vision sé-
quentielle des opérations suessives, haque opération donnant l'illusion de s'exéuter
instantanément. Ce onept est onnu sous le nom de linéarisation.
Linéarisation Ce onept a été introduit par Herlihy et Wing [76℄ an de simpli-
er le raisonnement lors de la oneption d'algorithmes distribués. Informellement, un
objet est linéarisable si sa spéiation peut s'exprimer par une mahine séquentielle
(généralement hors du système).
Dans le as d'une paire de primitives (annone d'une valeur/leture de l'ensemble
des valeurs), la linéarisation stipule qu'il existe un axe de temps ommun et une date
pour haune des opérations d'ériture et de leture [76℄ :
Linearizability provides the illusion that eah operation takes eet instan-
taneously at some point between its invoation and its response. (...) It fa-
ilitates ertain kinds of formal (and informal) reasoning (...) It states that
ertain interleavings annot our.
Un registre atomique est lairement linéarisable ar il n'est modiable que par un
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seul proessus séquentiel et les opérations qu'il supporte sont linéarisables. Par ontre,
omme le montre la gure 1.3, un veteur de registres muni des opérations write() et
ollet() n'est pas linéarisable.
1.3.2 Collete ordonnée ou Atomi snapshot
Nous souhaitons renforer la primitive (lire/érire) pour obtenir un objet linéari-
sable. La ollete ordonnée ou snapshot requiert que les ensembles renvoyés soient or-
donnés par inlusion, en plus des ontraintes de (write()/ollet()). Ce problème a été
posé et résolu par plusieurs équipes de reherhe : Afek et al. [1℄ dénissent atomi snap-
shot, Aspnes et Herlihy [70℄ parlent d'atomi san et Anderson [11℄ le nomme omposite
register. Ces travaux donnent des spéiations diérentes ainsi que des implémenta-
tions dans un modèle à registres. La ollete ordonnée ou atomi snapshot est dénie
par la paire (write()/snap()) qui vérie la spéiation suivante :
Dénition 1.3 (Collete ordonnée ou Atomi snasphot) La paire write()/snap()
de la ollete ordonnée satisfait : Supposons que haque proessus eetue suessivement
write(vi) ; smi ← snap(). Alors les ensembles smi vérient :
1. Auto-inlusion ∀pi : i ∈ smi ;
(smi ontient la valeur érite par pi)
2. Comparaison ∀pi, pj : (sm i ⊆ smj) ∨ (smj ⊆ smi).
(Les ensembles sm i sont ordonnés par la relation d'inlusion)
L'ordre par la relation d'inlusion sur les vues retournées supprime les exéutions qui
omportent des inversions entre des valeurs aniennes et des valeurs réentes (omme
dans l'exemple de la gure 1.3). De plus, l'exéution est linéarisable en se basant sur
l'ordre des ensembles retournés. Par exemple, une linéarisation possible peut être obte-
nue à l'aide de l'algorithme suivant :
 ranger les ensembles dans l'ordre sm1 ⊆ sm2 ⊆ · · · ⊆ smk ;
 les éritures orrespondant aux valeurs de sm1 sont plaées au temps τ = 1, les
éritures des valeurs dans sm2 − sm1 sont plaées au temps τ = 2, et.
Il existe plusieurs implémentations sans attente
3
d'un objet atomi snapshot AS à
partir de registres atomique à érivain unique. Le meilleur algorithme à e jour dû à
Attiya et Rahman [18℄ possède une omplexité en O(n log(n)) en nombre d'appels aux
opérations write(v)/read() de base.
La gure 1.4 représente les entrelaements possibles pour 3 proessus. Chaque pro-
essus pi érit son index et alule une vue des index érits dans la mémoire partagée
R :
R[i].write(i); view i ← R.snap()
3
Un algorithme qui tolère un nombre arbitraire de défaillanes (t = n − 1) ne peut omporter
d'instrutions d'attente d'informations en provenane d'autres proessus. La notion de alul sans
attente sera disutée plus en détails dans le paragraphe 1.4.3
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L'état nal du proessus pi peut être représenté par le ouple (pi, view i). Chaque sommet
du graphe de la gure 1.4 représente un état nal possible. De plus, une arête est traée
entre les sommets s = (p, view) et s′ = (p′, view ′) si les états orrespondants sont
ompatibles, 'est-à-dire qu'il existe une exéution dans laquelle le proessus p alule
la vue view et le proessus p′, view ′.
Puisque les proessus sont suseptibles d'être défaillants, il est possible que dans
ertaines exéutions seuls ertains proessus obtiennent une vue (les autres tombant en
panne avant de renvoyer un snapshot). Les exéutions où seul un proessus partiipe
(les autres proessus tombent en panne avant d'exéuter la moindre modiation de
la mémoire partagée) sont représentées par l'un des trois oins du triangle extérieur.
Ainsi, le sommet étiqueté (p1,{1}) représente l'exéution dans laquelle seul p1 partiipe.
De même, les exéutions à deux partiipants sont représentées par un segment (deux
sommets reliés par une arête) sur l'un des bords du triangle. Enn, les triangles intérieurs
représentent les exéutions à trois partiipants. La gure 1.5 donne des linéarisations
possibles des exéutions qui orrespondent aux deux triangles grisés dans la gure 1.4.
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Fig. 1.4  Entrelaements des opérations write()/snap(), n = 3
Est-il possible de ontraindre d'avantage la primitive (lire/érire) ? Plus la primitive
restreint le nombre d'entrelaements possibles, plus le raisonnement et la onstrution
d'algorithmes sont failités. Le paragraphe suivant présente la ollete ordonnée immé-
diate introduit par Borowsky et Gafni.
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Fig. 1.5  Linéarisation des opérations write()/snap() de la gure 1.4
1.3.3 Collete ordonnée immédiate (Immediate Snapshot)
Dans [21, 22℄, Borowsky et Gafni introduisent le problème de la ollete ordonnée
immédiate. Au lieu de séparer la leture et l'ériture, es deux opérations sont fusionnées
en une seule notée write_snap(). Un appel write_snap(v) par pi renvoie un snapshot
atomique smi. Ce snapshot est immédiat dans le sens où la primitive donne l'illusion
que pi exéute write(v) immédiatement suivi de smi ← snap().
Dénition 1.4 (Collete ordonnée immédiate ou Immediate Snapshot) La pri-
mitive write_snap() de la ollete ordonnée immédiate satisfait : si l'on suppose que
haque proessus exéute smi ← write_snap(vi). Alors les ensembles sm i vérient :
1. Auto-inlusion ∀pi : i ∈ smi ;
(smi ontient la valeur érite par pi)
2. Comparaison ∀pi, pj : (sm i ⊆ smj) ∨ (smj ⊆ smi) ;
(Les ensembles smi sont ordonnées par la relation d'inlusion)
3. Immédiateté ∀pi, pj : j ∈ sm i ⇒ smj ⊆ sm i.
(Si sm i ontient la valeur de pj alors smi ontient le snapshot retourné par pj)
La ontrainte d'immédiateté restreint l'espae des exéutions possibles, omme le
montre la gure 1.6. Dans e dessin sont représentés les états possibles des proessus
après un appel à la primitive write_snap(i), ave les mêmes onventions employées dans
la gure 1.4. Par exemple, l'exéution qui orrespond au triangle hahuré dans la -
gure 1.4 ne peut se produire. En ontrepartie, les exéutions ne sont plus linéarisables,
mais set-linéarisables [105℄ : en un seul point, plusieurs opérations de proessus dif-
férents apparaissent logiquement omme s'exéutant simultanément en un seul point.
Par exemple, dans l'exéution orrespondant au triangle entral de la gure 1.6, les
opérations write_snap() des trois proessus sont logiquement simultanées.
L'éhelle de Borowsky-Gafni [22℄ Un algorithme qui implémente sans attente
('est-à-dire qui tolère un nombre arbitraire de pannes, t = n − 1 ; la notion de al-
ul sans attente sera préisée dans le paragraphe 1.4.3) un objet snapshot immédiat
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Fig. 1.6  write_snap() : toutes les vues possibles (n = 3)
init : LEVEL[1, . . . , n]← [n+ 1, . . . , n+ 1] ; V [1, . . . , n]← [⊥, . . . ,⊥]
operation write_snap(vi)
V [i]← vi ;
repeat LEVEL[i]← LEVEL[i]− 1 ;
level i ← LEVEL.ollet() ;
viewi ←
˘
j : (< j, ℓj >∈ level i) ∧ (ℓj ≤ LEVEL[i])}
until (|viewi| ≥ LEVEL[i]) endrepeat ;
smi ← {< j, V [j] >: j ∈ view i} ; return(smi)
Fig. 1.7  Collete ordonnée immédiate [22℄
dans le modèle à mémoire partagée est dérit dans la gure 1.7. L'algorithme utilise un
tableau partagé LEVEL[1, . . . , n] onstitué de n registres atomiques à érivain unique.
L'intuition derrière l'algorithme est la suivante. Les proessus desendent un esalier
de n+1 degrés, marhes après marhes. L'algorithme vise à répartir les proessus sur les
marhes de telle sorte que tous les proessus qui s'arrêtent au même niveau retournent la
même vue. Les proessus sont initialement positionnés au sommet de l'esalier (niveau
n+ 1). Le tableau LEVEL enregistre la position des diérents partiipants. Lorsque pi
atteint le niveau ℓ, il l'indique en positionnant LEVEL[i] à ℓ.
Lorsqu'il est au niveau ℓ, le proessus pi n'a le droit de desendre qu'à la ondition
qu'il y ait de la plae dans les niveaux inférieurs. Plus préisément, pi dispose d'espae
pour desendre si les proessus qui oupent les marhes ≤ ℓ sont en nombre < ℓ.
Pour vérier s'il a atteint sa position nale, pi ollete la position ourante des autres
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proessus. Les proessus situés sur la même marhe ou sur les marhes inférieures sont
les proessus pj tels que LEVEL[j] ≤ ℓ. Les identités de es proessus sont stokées
dans l'ensemble view i. Si |view i| < ℓ, pi ontinue sa desente. Dans le as ontraire, pi
s'arrête au niveau ℓ. Le snasphot immédiat qu'il retourne ontient les valeurs de tous
les proessus qu'il voit, i.e., {vj : j ∈ view i}.
1.4 Coordination dans les systèmes distribués
Le problème de oordonner des proessus onurrents demeure l'un des problèmes
fondamentaux du alul distribué tolérant aux fautes. Dans e ontexte, le problème du
onsensus a été intensivement étudié. C'est une brique fondamentale pour la résolution
de nombreux problèmes distribués.
Dans e problème, haque proessus est initialement muni d'une valeur privée issue
d'un ensemble quelonque et doit au bout d'un ertain temps déider une valeur. La
spéiation dérit quelles sont les déisions légales en fontion des valeurs initiales et
requiert également que les proessus orrets déident :
Dénition 1.5 (Spéiation du onsensus)
Validité La déision de haque proessus est la valeur initiale d'un proessus ;
Aord Les déisions de tous les proessus sont identiques ;
Terminaison Les proessus orrets déident.
Si les valeurs initiales sont booléennes, e problème est appelé onsensus binaire.
Fisher, Lynh et Paterson ont montré [48℄ que e problème n'a pas de solution dé-
terministe dans un environnement asynhrone dans lequel au moins un proessus est
suseptible de tomber en panne.
1.4.1 Problèmes étudiés
Dans ette thèse, nous étudions les relations entre diérents problèmes de oor-
dination faiblement ontrainte. Du point de vue de la alulabilité en environnement
asynhrone ave défaillanes, es problèmes sont stritement plus failes que le onsensus
(subonsensus tasks). Autrement dit, étant donné une solution à l'un de es problèmes,
il n'est pas possible de résoudre le onsensus à l'aide de elle-i. À l'inverse, par l'uni-
versalité du onsensus [69℄, une solution au problème du onsensus implique l'existene
d'une solution pour haun des problèmes onsidérés. Toutefois, es problèmes sont non
triviaux : il n'existe pas en général d'algorithmes déterministes pour les résoudre dans
les modèles asynhrones ave défaillanes par panne franhe des proessus.
Nous présentons brièvement les problèmes étudiés dans e doument. Les spéia-
tions détaillées seront données dans le hapitre 2
Consensus ensembliste Le onsensus ensembliste ou (n, k)-aord généralise le onsen-
sus en relâhant la ontrainte d'aord. Au lieu d'obliger les proessus à déider la même
valeur, le (n, k)-aord requiert que l'ensemble des valeurs déidées par les n proessus
omposant le système soit de ardinal au plus k :
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Dénition 1.6 (Aord ensembliste)
k-Aord Au plus k valeurs sont déidées.
Ce problème a été introduit par Chaudhuri [31, 32℄ dans le but d'étudier omment le
 degré de oordination  (apturé par le paramètre k) des problèmes inue sur leur
alulabilité. Elle montre qu'il existe une solution lorsque t < k (où t dénote le nombre
maximal de pannes) et onjonture qu'il est impossible de résoudre e problème lorsque
t ≥ k. Ce résultat sera établi plus tard par trois équipes indépendantes [75, 21, 115℄.
Un aperçu des tehniques employées est présenté dans le paragraphe 1.4.5.
Déision de omité Ce problème dérive également du onsensus. Alors que l'aord
ensembliste généralise le onsensus en aaiblissant la propriété de  sûreté , la déision
en omité [57, 58℄ rend plus faile le onsensus en relaxant la propriété de  vivaité .
Les proessus sont impliqués dans la résolution simultanée de plusieurs onsensus, ap-
pelés omité. La terminaison est relaxée dans le sens suivant : haque proessus doit
déider dans au moins l'un des onsensus. Il n'est ni requis que tous les proessus
hoisissent la même instane ni que dans haque instane, il existe un proessus qui
déide. Nous noterons (n, k)-omité e problème lorsqu'il est déni pour n proessus
herhant à déider en parallèle dans k omités. Par rapport au onsensus, le  degré de
liberté  supplémentaire déoule du hoix laissé libre de l'instane du onsensus dans
lequel haque proessus déide. Diéremment, le degré de liberté oert par le onsensus
ensembliste réside en l'autorisation de hoisir olletivement k valeurs.
Test&set ensembliste La primitive de synhronisation lassique test&set permet
de lire et modier une variable en une seule opération atomique. Dans le as d'une
variable binaire initialisée à 1, une opération test&set renvoie la valeur préédente du
bit et le met à 0. La puissane de alul de ette primitive est apturée par le problème
suivant, qui n'a pas d'entrées : il s'agit de déider une valeur ∈ {0, 1} telle que, dans
toute exéution, il existe un proessus et un seul qui déide 1 (e proessus est le gagnant
dans l'exéution onsidérée, les autres proessus sont dits perdants). L'absene d'entrées
rend e problème stritement plus faible que le onsensus binaire. Intuitivement, il n'est
pas possible d'utiliser une solution au test&set pour ommuniquer de l'information entre
les proessus. Au ontraire, dans le onsensus binaire, les proessus exerent un ertain
ontrle sur la sortie grâe au hoix libre des propositions et à la validité de la valeur
déidée. D'ailleurs, e ontrle est susant pour onstruire une solution au onsensus
multi-valué [104, 119℄.
Cependant, il existe un algorithme simple qui résout le onsensus fondé sur une
solution au test&set dans un système asynhrone omposé de n = 2 proessus : déider
la valeur proposé par le gagnant. Cette solution n'est orrete que si n = 2. En eet,
si n > 2, un proessus perdant n'est pas apable d'identier le proessus gagnant (par
exemple, elui-i tombe en panne avant d'annoner qu'il a gagné).
Malgré le aratère peu puissant du test&set, il est possible de onstruire une fa-
mille de problème stritement plus faibles en relâhant la ontrainte sur le nombre de
proessus gagnants. Dans le test&set ensembliste [21℄, le nombre de proessus gagnants
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dans haque exéution est au moins 1 et au plus k. Cette famille abstrait des shémas de
oordination qui ont une sémantique très faible. Ce problème, déni pour n proessus,
sera noté (n, k)-test&set.
Renommage Dans e problème, les proessus possèdent initialement un nom unique
dans un vaste espae de nommage. Ils doivent déider un nouveau nom dans un espae
plus petit. Pour éviter les solutions triviales, la solution doit être indépendante de l'index
des proessus. Une appliation possible de e problème est l'augmentation de l'eaité
d'algorithmes dont la omplexité dépend de l'espae de nommage des proessus. En eet,
l'exéution préalable d'une phase de renommage réduira la taille de l'espae de nommage
en entrée de l'algorithme dont on souhaite améliorer la omplexité. La spéiation d'un
problème de renommage impose une ontrainte sur la taille l'espae nal des noms. Le
renommage est dit adaptatif si ette taille dépend du nombre de proessus partiipant.
Le problème du renommage, déni pour n proessus, dans lequel p proessus (1 ≤ p ≤ n)
doivent aquérir un nouveau dans l'intervalle [1, . . . , h(p)], où h est une fontion de N
à valeurs dans N sera noté (n, h)-renaming.
1.4.2 Forme générale d'un problème de déision
Les problèmes dénis i-dessus sont des représentants d'une lasse importante de
problèmes : les problèmes de déision. Chaun des n proessus possède initialement une
valeur onnue de lui seul. Ces proessus eetuent ensuite un ertain nombre d'étapes
de ommuniation et de aluls loaux pour hoisir une valeur nale qui dépend des
ontraintes du problème ainsi que de l'ensemble des valeurs initiales.
Les problèmes de déision sont supposés modéliser des systèmes réatifs omme des
bases de données, systèmes de hiers ou enore systèmes de ontrle aérien. Une valeur
initiale représente de l'information en provenane de l'extérieur. Par exemple, il s'agit
d'une valeur fournie par un apteur ou d'une haîne de aratères entrée au lavier par
l'utilisateur. Une valeur nale modélise une ation qui aete l'extérieur telle la déision
irrévoable de valider une transation.
Soit un système omportant n proessus dont au plus t (0 < t < n) d'entre eux sont
potentiellement défaillants. Dans un problème de déision, tous les proessus partiipant
au protoole proposent une valeur appartenant à un alphabet V.
Dénition formelle L'état global initial du système peut être représenté omme un
veteur Vin de dimension n sur l'alphabet V ∪ ⊥.
Vin [i] =
{
⊥ si pi ne partiipe pas
vi si pi propose la valeur vi ∈ V
En utilisant ette représentation, une exéution omportant f (0 ≤ f ≤ t) proessus
défaillants dénit un veteur initial Vin qui ontient au plus f fois la valeur par défaut
⊥.
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De même, l'état global en sortie est représenté par un veteur Vout sur l'alphabet
Vout ∪⊥ éventuellement diérent de l'alphabet d'entrée.
Vout [i] =
{
⊥ si pi est défaillant
vi si pi a renvoyé la valeur vi ∈ Vout
Dénition 1.7 (problème de déision) Un problème de déision est un triplet (∆,I,O)
tel que
 I est l'ensemble des états globaux autorisés en entrée
 O est l'ensemble des états globaux autorisés en sortie
 ∆ ⊆ I × O est la spéiation du problème, telle que (I, J) ∈ ∆ ⇒ (I[i] = ⊥ ⇒
J [i] = ⊥)
La ontrainte sur la relation ∆ indique simplement qu'un proessus qui ne partiipe pas
au protoole ne peut pas déider. Les problèmes onsidérés dans le hapitre 2 sont des
problèmes de déision. À titre d'exemple, la spéiation du onsensus binaire à deux
proessus est donnée dans la gure 1.8 pour t = 1.
I O
(1,1) (1,1)
(1,⊥) (1,⊥)
(⊥,1) (⊥,1)
(0,⊥) (0,⊥)
(⊥,0) (⊥,0)
(0,0) (0,0)
(1,0) (1,1), (0,0)
(0,1) (1,1), (0,0)
p1, 0 p2, 0 p1, 0 p2, 0
p2, 1 p1, 1 p1, 1 p2, 1
∆
Fig. 1.8  Spéiation du onsensus binaire pour deux proessus
1.4.3 Calul tolérant les défaillanes
Pour résoudre un problème de déision P , les proessus exéutent un algorithme
distribué ou protoole. Un tel algorithme dérit quelles sont les informations à envoyer
et les aluls loaux à exéuter. Chaque proessus pi est muni d'une variable deci loale
qui ne supporte qu'une seule ériture. Cette variable, initialisée à ⊥, est destinée à
reevoir la déision nale de pi.
Un protoole A est t-résilient s'il résout le problème P en dépit de t défaillanes.
Plus préisément, pour une exéution donnée, notons I le veteur des valeurs initiales et
Jτ le veteur des valeurs des variables deci à l'instant τ . Soit (∆,I,O) la spéiation
de P . A est une solution t-résiliente pour le problème P si dans toute exéution telle
que :
 au plus f ≤ t proessus tombent en panne et
 I ∈ I ∧ |{i : I[i] = ⊥}| ≤ f ,
il existe un instant τd qui dépend de l'exéution tel que
 ∀τ ≥ τd : ∆(I, J
τ ).
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Calul sans attente Dans le as partiulier t = n − 1, un algorithme t-résilient est
dit sans attente (wait-free). Intuitivement, un tel environnement prosrit l'utilisation
d'instrution d'attente d'informations en provenane d'autre proessus. En eet, omme
haque proessus est suseptible de tomber en panne, l'attente d'un message ou d'une
ériture en provenane d'un autre proessus risque de ne jamais terminer.
De façon équivalente, il existe une solution sans attente au problème P s'il existe un
algorithme qui assure que tous les proessus orrets déident en respetant la spéi-
ation de P en un nombre ni d'étapes de alul. De plus, si le système est onstitué
d'un nombre ni de proessus, il existe une borne globale ('est-à-dire qui ne dépend
pas de l'exéution) sur le nombre d'étapes de alul.
Dénition 1.8 (Calul sans attente) Un algorithme est
dit sans attente s'il existe une borne supérieure (pour toutes les exéutions) du nombre
d'opérations eetuées par un proessus donné.
En eet, puisque l'algorithme tolère au plus n − 1 proessus défaillants parmi n, il
n'est pas possible que le ode ontienne des boules d'attente dont la terminaison dépend
d'une propriété faisant intervenir d'autres proessus. Le ode est don déroulable et de
taille nie puisque haque proessus orret déide dans toute exéution en un temps
ni.
1.4.4 Rédution
Nous nous intéressons aux relations entre ertains problèmes de déision. En par-
tiulier, nous étudions des questions de la forme suivante : Étant donnée une solution
 boîte noire  au problème P , est-il possible de résoudre un autre problème P ′. Un
moyen simple d'étudier ette question est d'enrihir le modèle ave des objets partagés
qui ore une solution au problème P .
Notion d'objets Un objet est une struture de données partagée d'un ertain type.
Le type d'un objet dérit l'ensemble des états possibles des objets de e type, l'en-
semble des opérations qu'ils supportent ainsi que les réponses que es objets renvoient
lors d'interation ave les proessus. À haque instant, un objet O est dans un er-
tain état et lorsque qu'un proessus exéute une opération sur O, son état varie et il
retourne une réponse. Par exemple, un objet S de type snapshot (f. denition 1.3) sup-
porte deux opérations snap() et write(). Un tel objet mémorise un veteur de valeurs.
Les proessus peuvent examiner le tableau pour apprendre les valeur ontenues dans
haque ase en une seule opération atomique (opération snap()) et également modier
la valeur d'une ase (opération write()). Un objet onsensus CNS supporte une opéra-
tion unique propose(v) qui retourne une valeur v′. Le type de es objets se déduit de la
spéiation du onsensus : si v′ est retournée alors il existe un proessus qui a exéuté
CNS .propose(v′) et tous les appels qui terminent retournent la même valeur.
La spéiation d'un objet impose souvent des restritions sur son utilisation. Dans
une exéution donnée, un objet à usage unique ne peut être aédé qu'au plus une
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fois par haque proessus. Tous les objets qui orrespondent aux problèmes de déision
sont à usage unique (one-shot types). Le nombre de proessus pouvant aéder aux
objets est également parfois restreint. De façon plus opérationnelle, un objet dispose
de points d'entrées ou ports en nombre limité. Un proessus invoque une opération
sur l'objet en aédant à l'un des ports. Il est généralement supposé que, dans une
exéution donnée, un proessus aède au plus à un port et que haque port est aédé
par au plus un proessus. Une interrogation naturelle est omment es ports sont reliés
aux proessus ? Ou, en d'autres termes, quel est le âblage de l'objet ? Un objet âblé
statiquement (one-to-one binding sheme [27℄) assoie à haque proessus un numéro
de port exlusif. L'assoiation est statique dans le sens où le numéro de port est xé a
priori. Par ontre, dans le shéma de âblage dynamique, haque proessus peut aéder
à n'importe quel port. Un algorithme fondé sur e type d'objet doit néanmoins assurer
que haque port est assoié à au plus un proessus et, si l'objet est à usage unique, que
haque proessus eetue au plus un seul aès dans toute exéution.
Le omportement d'un objet lorsque plusieurs proessus eetuent des opérations
onurrentes est déterminé par un ritère de ohérene. Les objets que nous étudions
sont linéarisables [76℄ : les opérations semblent s'exéuter de façon instantanée bien
qu'elles soient éventuellement onurrentes. De plus, l'ordre des instants auxquels les
opérations semblent apparaître est onsistant ave leur déroulement dans le temps :
si une opération termine avant le démarrage d'une deuxième, la première préède la
seonde dans la linéarisation.
Un autre point important à prendre en ompte est le omportement des objets
lorsque des défaillanes surviennent. Nous supposerons que les objets sont sans attente
[69℄ : toute opération lanée par un proessus orret s'exéute jusqu'à son terme, et e
quelque soit le motif de défaillanes. Si un proessus qui invoque une opération tombe en
panne avant d'avoir reçu la réponse orrespondante alors ette opération est suseptible
de modier l'état de l'objet à n'importe quel instant suédant l'invoation.
Rédutions lire/érire sans attente (wait free read/write redutions [51, 52℄)
Maintenant que nous disposons de la notion d'objet, nous dénissons le adre dans
lequel nous allons omparer les problèmes. Nous étudions la diulté relative de dié-
rents problèmes dans le modèle à mémoire partagée dans lequel le nombre de défaillanes
dans haque exéution est borné par n− 1.
Soit P = (∆,I,O) un problème de déision. L'hypothèse de l'existene d'une solu-
tion sans attente au problème P pour n proessus se traduit par un objet O spéié
omme suit. Un tel objet à usage unique exporte une seule opération propose() et dis-
pose de n ports. Pour une exéution donnée, soit I le veteur des valeurs soumises à
l'objet par les invoations propose() (I[i] = ⊥ si pi n'exéute pas O.propose()) et J le
veteur des valeurs renvoyées (J [i] = ⊥ si I[i] = ⊥ ou pi défaille avant d'obtenir une
réponse de O). O implémente P si I ∈ I ⇒ ∆(I, J) quelque soit l'exéution onsidérée.
Soit P ′ un deuxième problème. Il existe une rédution sans attente de P ′ vers P si
il existe un algorithme A sans attente qui résout P ′ dans le modèle à mémoire partagée
muni d'objets O qui implémentent P . La seule ontrainte que A doit satisfaire est
la tolérane à n − 1 défaillanes éventuelles. A peut utiliser un nombre arbitraire de
Coordination dans les systèmes distribués 35
registres atomiques et/ou d'objets O. De même, nous ne faisons auune restrition sur
la omplexité de A. S'il existe en plus une rédution sans attente de P vers P ′, nous
dirons que les deux problèmes P et P ′ sont lire/érire équivalents sans attente ou plus
simplement r/w équivalents.
Notation Nous noterons SMn,n−1[O1, . . . , Ox] le modèles à mémoire partagée om-
posée de n proessus. En sus des registres, les proessus disposent d'objets O1, . . . , Ox.
Le nombre de registres et d'objets n'est pas borné. Par un léger abus de langage, nous
qualierons parfois e modèle de sans attente : dans toute exéution, au plus n − 1
pannes peuvent se produire.
1.4.5 Calulabilité
L'approhe  déteteurs de défaillanes  vise à aratériser les modèles dans lesquels
il existe une solution à ertains problèmes fondamentaux. Une autre approhe pour
étudier de façon systématique la alulabilité onsiste à aratériser les problèmes pour
lesquels il existe une solution dans un modèle donné. L'étude de ette question a onduit
à l'introdution d'outils puissants issus de la topologie dans la théorie du alul distribué.
Nous présentons suintement dans e paragraphe les résultats majeurs ainsi que la
démarhe employée.
Préliminaires L'une des tehniques usuelles pour établir des résultats d'impossibilité
est la onstrution d'exéutions indistinguables pour un ertain ensemble de proessus.
En eet, du fait de l'asynhronie du système, un proessus ne peut généralement pas à
partir de son état loal déterminer exatement l'état d'un autre proessus. Par exemple,
onsidérons la gure 1.6 qui représente l'état des proessus après l'exéution d'une opé-
ration write_snap() sur un objet snasphot immédiat IS. Supposons que l'exéution réelle
orresponde au triangle entral marqué en gras. La gure montre que le proessus p1 ne
peut onnaître ave préision l'état loal des deux autres proessus. Ainsi, onernant le
proessus p2, la seule ertitude de p1 est que la vue obtenue par p2 n'est pas {1, 2}. Plus
généralement, toutes les exéutions qui orrespondent aux triangles dont (p1 , {1, 2, 3})
est l'un des sommets sont indisernables de l'exéution ourante pour le proessus p1.
De même, l'exéution marquée en gras et l'exéution du triangle du milieu dans le oin
en bas à droite sont indisernables à la fois pour p1 et p2.
Il s'avère que des strutures appelées simplexes et omplexes simpliiaux sont par-
tiulièrement adaptées pour dérire des ensembles d'états ompatibles et représenter
dans quelle  mesure  es ensembles sont indisernables.
Nous ommençons par donner quelques dénitions relatives à es notions. Un sim-
plexe de dimension d ou d-simplexe est un ensemble de d + 1 sommets indépendants.
Géométriquement, les sommets sont vus omme des points dans un espae eulidien
d'une ertaine dimension. Un simplexe est alors l'enveloppe onvexe d'un ensemble de
points anement indépendants. Ainsi, un 0-simplexe est un point, un 1-simplexe est
représenté par un segment et un 2-simplexe par un triangle plein, et. Un omplexe sim-
pliial ou simplement un omplexe est un ensemble ni de simplexes los par inlusion
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et intersetion. La dimension d'un omplexe est la plus grande dimension des simplexes
qui le omposent.
Dénition  topologique  d'un problème de déision L'état (ou une partie de
et état) d'un proessus peut être représenté par un sommet. Par exemple, dans les
gures 1.4 et 1.6, haque sommet est étiqueté par une paire s = (vi, pi) où vi est la vue
obtenue par pi. Un d-simplexe dont les sommets orrespondent à des proessus diérents
représente alors un état global légal, 'est-à-dire omposé d'un ensemble d'états loaux
ompatibles de d+1 proessus. Par exemple, onsidérons le onsensus binaire pour deux
proessus. Toutes les ongurations de départ sont dérites par le omplexe du dessin de
gauhe dans la gure 1.8. De même, le omplexe à droite dérit toutes les ongurations
nales légales, 'est-à-dire qui respetent la spéiation du problème. Ce omplexe est
formé de deux 1-simplexes disjoints qui dépeignent toutes les déisions possibles. Le
simplexe du haut orrespond à la situation dans laquelle la déision est 1 tandis que
dans elui du bas, tous les proessus déident 0. Observons qu'étant donné un simplexe
de départ, tous les simplexes naux ne sont pas légaux : d'après la ontrainte de validité
du onsensus, la déision est néessairement 0 si tous les proessus proposent 0.
Plus généralement, tout problème de déision formulé pour n proessus se modélise
de manière similaire. Le omplexe d'entrée Ic ontient un (n− 1)-simplexe pour haque
veteur d'entrée possible. De même, le omplexe de sortie Oc ontient un simplexe pour
haque veteur de sortie autorisé. Une fontion ∆ qui envoie haque simplexe S de Ic
sur un ensemble de simplexes de Oc (dont les sommets sont étiquetés ave les même
proessus que les sommets de S) dénit les sorties légales en fontion des veteurs
d'entrée.
Représenter les algorithmes Comme nous l'avons suggéré, les omplexes simpli-
iaux sont un moyen de dérire si les proessus sont apables de diérentier plusieurs
ongurations. Les omplexes mesurent à  quel degré deux ongurations sont simi-
laires  dans le sens suivant : deux simplexes (i.e., deux ongurations) qui partagent
un d-simplexe ommun sont indisernables pour au moins d proessus.
Soit un algorithme distribué sans attente qui résout un ertain problème. Les états
naux possibles des proessus sont omplètement déterminés par l'ordonnanement de
leurs ations et les réponses renvoyées par les objets auxquels ils aèdent. Il est don
possible de dénir le omplexe de l'algorithme. Chaque sommet est étiqueté par l'identité
d'un proessus et son état à la n d'une exéution. Étant donné un veteur d'entrée et
un ordonnanement des proessus, un simplexe de e omplexe représente l'ensemble
des états naux possibles.
Dans un problème de déision, haque proessus doit hoisir une valeur en fontion
de son état loal nal. L'algorithme dénit don une fontion de déision δ qui envoie
haque sommet du omplexe de l'algorithme vers l'un des sommets du omplexe de sortie
Oc (étiqueté ave le même proessus). Cette fontion est simpliiale4. Soit S un simplexe
4
Soient C1 et C2 deux omplexes et f : C1 → C2. f est simpliiale si pour tout simplex S de C1,
f(S) est un simplex de C2.
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du omplexe de l'algorithme. Puisque S représente des états naux ompatibles d'un
ertain ensemble de proessus, δ(S) est néessairement l'un des simplexes du omplexe
de sortie Oc représentant un ensemble de déisions ompatibles pour es proessus. De
plus, δ  respete  les ontraintes de la spéiation du problème : si S représente un
ensemble d'états atteignables par une exéution à partir du simplexe d'entrée Ic, alors
δ(S) doit être ontenu dans ∆(Ic).
Étudier la alulabilité Nous sommes maintenant prêts à exposer la méthode pour
établir des résultats d'impossibilité dans le adre que nous venons de présenter. Les
hypothèses sur le modèle impliquent que les omplexes, quelque soit l'algorithme, pos-
sèdent ertaines propriétés topologiques qui sont préservées par la fontion de déision
δ. À partir de la spéiation du problème, il est alors possible d'utiliser des théorèmes
issus de la topologie pour montrer qu'une telle fontion n'existe pas.
Par exemple, il est possible de montrer que le modèle asynhrone dans lequel les pro-
essus aèdent à des objets registres atomiques pour ommuniquer, tout omplexe d'al-
gorithme (qui démarre d'un omplexe d'entrée onneté) est onneté [75℄. La onne-
tivité est préservée par δ ar ette fontion est simpliiale. On peut montrer de ette
façon qu'il n'existe pas de solution pour le onsensus binaire. Comme dépeint dans la
gure 1.8, le omplexe d'entrée est onneté. Par ontre, le omplexe de sortie ne l'est
pas. Il s'ensuit que l'image par δ d'un omplexe d'algorithme qui résout le onsensus est
néessairement déonnetée. Par onséquent, le omplexe de l'algorithme est lui aussi
déonneté : une ontradition.
Exemple : (3, 2)-aord Historiquement, l'approhe présentée i-dessus est née de
l'étude des onditions dans lesquelles il existe une solution au problème du onsensus
ensembliste. Dans trois artiles parus à STOC'93, Borowsky and Gafni [21℄, Herlihhy et
Shavit [74℄, Saks et Zaharoglou [116℄ ont indépendamment démontré que k+1 proessus
ne peuvent résoudre sans attente le k-aord dans le modèle asynhrone à mémoire
partagée.
Pour illustrer ette approhe et préparer le terrain en vue du hapitre 4, onsidérons
une forme restreinte du problème du 2-aord pour 3 proessus (noté (3, 2)-aord) dans
laquelle la valeur proposée par pi est toujours i. Nous essayons de donner l'intuition de
l'impossibilité de e problème de manière sans attente dans un système formé de 3
proessus. La gure 1.9 dépeint la spéiation topologique du problème. Notons la
diérene de  forme  entre le omplexe d'entrée et le omplexe de sortie. L'espae
des ongurations d'entrée valides est représenté par un triangle plein. Par ontre, les
ongurations de sorties légales omposent un triangle  vide  : l'intérieur du triangle
(à droite sur la gure 1.9) a été enlevé. Enn, les deux omplexes sont onnetés :
l'observation que le alul sans attente dans le modèle à mémoire partagée onserve la
onnetivité ne sut pas. En fait, la démonstration de l'impossibilité du (3, 2)-aord
se base sur une extension de la notion de onnetivité dans les dimensions supérieures.
Le alul sans attente en mémoire partagée a la apaité de déformer l'espae d'entrée,
mais ne peut ni y perer des  trous  ni le séparer en plusieurs moreaux.
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Fig. 1.9  Spéiation  topologique  du (3, 2)-aord
Suivant Borowsky et Gafni [21, 22, 24℄, plaçons nous dans un modèle dans lequel les
proessus ommuniquent par l'intermédiaire d'objets snapshot immédiat IS (f. para-
graphe 1.3.3) au lieu d'aéder diretement aux registres de bas niveau. Pour simplier
davantage, les objets IS sont à usage unique, organisés en séquene IS [1], IS [2], . . .. Une
exéution dans e modèle (appelé IIS pour Iterated Immediate Snasphot [24℄) onsiste
simplement, pour haque proessus, à aéder suessivement aux objets IS [1], IS [2], . . . , IS [B]
avant déider en fontion de la dernière vue obtenue :
smi ← inputi ;
for r = 1 to B do smi ← IS [r].write_snap(smi) endfor ;
deci ← decide(smi)
Ce type d'algorithme est dit totalement informé (full information protool). À haque
itération ou ronde r, un proessus poste toute la onnaissane qu'il a aumulée sur
l'exéution en ours (ontenu de la variable sm i). La vue nale d'un proessus pi est
don totalement déterminée par (1) l'ensemble des entrées et (2) les vues suessives
renvoyées par les objets IS . La dernière vue (obtenue à la B-ième itération) ontient
la plus grande quantité d'information qu'il est possible à pi d'aumuler étant donnés
les paramètres (1) et (2). Ainsi, dans e modèle, pour résoudre une tâhe de déision,
il sut de déterminer le nombre d'itérations B et onevoir la fontion de déision
appropriée.
À quoi ressemble le omplexe d'un algorithme dans e modèle ? La gure 1.10 dépeint
les omplexes qui orrespondent aux algorithmes qui se déroulent en une et deux rondes
respetivement. Ces omplexes sont hautement struturés. Le omplexe qui représente
les exéutions omportant r + 1 rondes s'obtient réursivement à partir du omplexe
qui orrespond à r rondes en subdivisant haque petit 2-simplexe en suivant le motif
du dessin à gauhe dans la gure 1.10. Ce proédé ne rée pas de  trou  : le omplexe
reste plein.
Pour établir l'impossibilité du (3, 2)-aord dans le modèle IIS , supposons par
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Fig. 1.10  1-ronde et 2-ronde omplexes
ontradition qu'il existe une fontions simpliiale δ qui envoie haque simplexe du
r-ronde omplexe vers le omplexe de sortie assoié au (3, 2)-aord (dessiné à la gure
1.9). De telles fontions existent : par exemple la fontion triviale qui envoie tout le om-
plexe vers l'un des sommets du omplexe de sortie est lairement simpliiale. Le point
ruial pour établir le résultat est que δ doit respeter la spéiation du problème. Cei
implique que ertains simplexes du omplexe de l'algorithme ne peuvent être envoyés
 n'importe où  dans le omplexe de sortie. En partiulier, un 1-simplexe sur le bord
(du triangle englobant) doit être envoyé sur le bord orrespondant du omplexe de sor-
tie. Par exemple, un simplexe S sur le bord extérieur gauhe des omplexes de la gure
1.10 orrespond à une exéution dans laquelle seuls p1 et p3 partiipent. Ces proessus
déident don néessairement 1 ou 3. Il s'ensuit que δ(S) doit être envoyé sur le bord
extérieur droit du omplexe de sortie (f. gure 1.9). D'un point de vue topologique,
ette ontrainte requiert  d'enrouler  une forme pleine (le omplexe de l'algorithme)
autour d'une forme évidée. L'existene d'une telle opération reviendrait à l'existene
d'une déformation ontinue d'un disque en un anneau, e qui est impossible.
Plus préisément, dans [21, 75℄ les démonstrations reposent sur le lemme de Sperner
[118℄. S'il existe une solution pour le (3, 2)-aord, alors haque sommet du omplexe
de l'algorithme peut être olorié ave la déision ∈ {1, 2, 3} du proessus orrespondant.
Ce oloriage vérie les onditions suivantes :
 Les  oins , 'est-à-dire les sommets du triangle englobant sont olorés ave
l'identité du proessus assoié ;
 La ouleur d'un sommet appartenant au bord (pi, pj) est i ou j ;
 Chaque petit triangle est olorié ave au plus deux ouleurs.
Le Lemme de Sperner interdit l'existene d'un tel oloriage.
La démonstration esquissée i-dessus établit l'impossibilité dans le modèle IIS . Dans
e modèle, les entrelaements des letures et éritures sont plus ontraints que dans
le modèle à registres atomique. Grossièrement, le modèle IIS revient à examiner une
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lasse restreinte des exéutions du modèle à registre (les exéutions dans lesquelles les
opérations suessives ériture/leture semblent instantanées). Il s'avère que les deux
modèles sont équivalents du point de vue du alul sans attente des tâhes de déision
[24℄.
Ainsi, du point de vue topologique, les déformations de l'espae d'entrée qu'il est
possibles d'eetuer dans le modèle sans attente à registres sont limitées. Que se passe-
t-il si l'on augmente le modèle ave des objets plus puissants ? Par exemple, supposons
qu'en plus de registres atomiques, les proessus ommuniquent via des objets test&set .
Quel est l'eet de l'ajout de es objets sur la puissane de alul du modèles, notamment
sur la possibilité de résoudre le k-aord ?
De même que préédemment, il est possible pour failiter l'analyse de dénir un
modèle itéré restreint IRIS (Iterated Restrited Immediate Snapshot) qui apture la
puissane du modèle à registres équipé d'objets test&set. Le omplexe des algorithmes
de e modèle possède maintenant des  trous . L'obstrution topologique qui empê-
hait l'existene du alul du (3, 2)-aord disparaît. La gure 1.11 montre le omplexe
p1 p1
p1
p3
p3
p3 p3
p2 p2
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δ
Fig. 1.11  1-ronde omplexe, modèle à registres + objets test&set
assoié à une ronde d'un algorithme totalement informé dans e modèle IRIS (test&set).
Comparé au omplexe de la gure 1.10, ertains triangles ont disparu. Le vide laissé
rée susamment de liberté pour déformer e omplexe vers le omplexe de sortie du
(3, 2)-aord. Les èhes en pointillé montrent une déformation possible, 'est-à-dire une
fontion simpliiale δ.
Théorème de alulabilité asynhrone L'approhe dérite i-dessus, qui visait
initialement à établir l'impossibilité du k-aord a été ensuite développée pour obtenir
des résultats plus généraux qui aratérisent les problèmes qui ont une solution sans at-
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tente, utilisant uniquement des registres atomiques. Herlihy et Shavit [75℄ montre qu'un
problème de déision peut être résolu si et seulement si il est possible de diviser les
simplexes du omplexe d'entrée en des simplexes plus petits qui peuvent être envoyés
vers le omplexe de sortie par une fontion simpliiale µ. Cette fontion µ doit satisfaire
des propriétés similaires aux fontions de déision δ. Notamment, elle doit préserver
l'étiquetage des sommets par les noms de proessus et respeter la spéiation du pro-
blème. Si le simplexe s naît d'une divisions du simplexe S du omplexe d'entrée alors
µ(s) est un simplexe de ∆(S). Cette aratérisation est appelée Asynhronous Com-
putability Theorem [75℄. Ce théorème réduit la question de déterminer si un problème
possède une solution à l'étude des propriétés des omplexes induits par sa spéiation.
Ce résultat a été prouvé de diérentes manières, donnant naissane à diérentes
formulations [73, 19℄. En partiulier, Borowsky et Gafni [24℄ donne une preuve dans
le modèle snapshot immédiat itéré que nous avons introduit préédemment. Un des
points prinipaux de la démonstration est un algorithme qui simule le modèle lassique
à registres dans le modèle itéré. C'est ette approhe que nous développerons dans le
hapitre 4, où nous herherons à aratériser la puissane fournie par l'addition de
déteteurs de défaillanes.
Malheureusement, la aratérisation n'est pas eetive. Gafni et Koutsoupias [55℄
ont montré, à partir du théorème de alulabilité asynhrone que déterminer si un
problème déni pour trois proessus possède une solution sans attente est indéidable.
Ce résultat a été étendu par Herlihy et Rajsbaum [72℄.
Des extensions de l'approhe  topologique  ont également été proposées pour
prendre en ompte des modèles munis d'objets plus puissant que des registres. En par-
tiulier, Herlihy et Rajsbaum [73℄ étudient en détails les propriétés de onnetivité des
omplexes d'algorithmes qui utilisent des objets k-aord.
1.4.6 Diulté relative des diérents problèmes
Nous herhons à établir les diultés relatives des familles de problèmes introduits
dans le paragraphe 1.4.1. Ce paragraphe présente les prinipaux résultats onnus ayant
trait à la lassiation du point de vue de la alulabilité de diérents problèmes de
déision.
La apaité de résoudre le onsensus est souvent prise omme référene puisqu'il est
universel [69℄ : dans un modèle à mémoire partagée augmenté ave des objets onsensus,
tout problème qui possède une spéiation séquentielle a une solution déterministe.
Herlihy a formalisé les diérenes entre objets par rapport à leur apaité à résoudre
le onsensus. À haque objet O orrespond un entier c appelé nombre de onsensus
ave la sémantique suivante [69, 77℄ : un objet O a pour nombre de onsensus c si et
objet permet de résoudre le onsensus parmi au plus c proessus en dépit de jusqu'à
c − 1 défaillanes. Soient deux objets O et O ′ qui ont pour nombre de onsensus c et
c′ respetivement. Supposons que c < c′. On déduit de la dénition préédente qu'il
n'est pas possible d'implémenter un objet O ′ de façon sans attente dans le modèle à
mémoire partagée muni d'objets O (à ondition que le système omporte plus de c
proessus). D'un autre té, d'après le résultat d'universalité, un objet O possède une
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implémentation sans attente fondée sur des registres et des objets O ′ dans un système
omposé d'au plus c′ proessus. Ainsi, e nombre de onsensus lasse les problèmes selon
leur diulté respetive en une hiérarhie appelée hiérarhie de Herlihy.
Par exemple, le nombre de onsensus de test&set est 2, elui d'un registre atomique
est 1 et ompare&swap possède un nombre de onsensus inni. Cependant, le nombre
de onsensus ne aratérise pas omplètement un problème donné, notamment si l'on
s'intéresse à la résolution d'un problème plus faible que le onsensus tel le k-aord (voir
par exemple [109℄).
Dans la même ligne de reherhe, Herlihy et Rajsbaum ont étudié les relations
[73℄, à l'aide de méthodes puissantes issues de la topologie algébrique, entre objets
(n, k)-aord, 'est-à-dire des objets qui permettent de résoudre de manière sans attente
l'aord sur k valeurs parmi n proessus. Ils établissent des onditions néessaires et
susantes pour l'existene d'une solution au (n, k)-aord à partir d'objets (n′, k′)-
aord et de registres atomiques.
1.5 Résultats
Ce doument présente diérents résultats ayant trait à la diulté relative des pro-
blèmes de oordination faible, et investigue les déteteurs de défaillanes introduits dans
la littérature dans le but de résoudre es problèmes. Nous présentons une partie des tra-
vaux qui ont fait l'objet des publiations [4, 39, 58, 59, 92, 93, 98, 100℄. Certains de es
résultats ont été obtenus en ollaboration ave S. Rajsbaum, E. Gafni et/ou A. Mosté-
faoui. Les travaux publiés dans [49, 97, 102, 99, 101, 110, 111, 113, 114℄ ne seront pas
disutés dans e doument.
Renommage et aord La diulté du renommage dépend du ardinal de l'espae
des nouveaux noms. Plus l'espae est vaste, moins le problème est diile. Le ardinal
de l'espae de renommage est déni par une fontion h qui détermine pour un nombre
de proessus partiipant p l'intervalle [1, . . . , h(p)] dans lequel es p proessus doivent
aquérir un nouveau nom.
Nous herhons à mieux omprendre l'inuene de la  qualité  de l'aord sur
l'espae minimal de renommage. Quelle est, en utilisant des registres et des objets (n, k)-
aord ou (n, k)-test&set, le plus petit espae renommage qu'il est possible d'atteindre ?
Nous montrons qu'à l'aide d'objets (n, k)-test&set, il est possible de onstruire un
objet renommage dont l'espae est déterminé par une ertaine fontion fk (fk : p →
2p −
⌈
p
k
⌉
). Cet espae est optimal : réiproquement nous montrons qu'à partir d'un
objet renommage qui garantit et espae, on peut onstruire un objet (n, k)-test&set.
Ces résultats sont parus dans [98℄.
Dans une ommuniation postérieure à la publiation de [98℄, Gafni a présenté un
algorithme de renommage optimal (en terme de ardinal de l'espae des nouveaux noms)
fondé sur le (n, k)-aord [53℄. Le ardinal de l'espae est déni par la fontion hk :
p → min(2p − 1, p + k − 1). Réiproquement, nous montrons dans [100℄ que pour k =
t, renommage en ht(p) noms et (n, t)-aord sont t-résilient équivalents en mémoire
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partagée. De plus, [100℄ établit que dans le as général, renommage en hk(p) noms est
stritement plus faile que le (n, k)-aord.
Aord ensembliste et aord sur plusieurs fronts Nous avons introduit e nou-
veau shéma de oordination dans [58℄, à la suite des travaux de Gafni et Rajsbaum [57℄.
Le problème (n, k)-omité abstrait l'idée de mener simultanément plusieurs protooles
de onsensus. Une instane du problème du onsensus est appelée omité. Les n pro-
essus essaient de résoudre k instanes en parallèle, ave la ontrainte de déider dans
au moins un omité. Les déisions au sein d'un même omité doivent être les mêmes.
Nous nous demandons naturellement omment e problème se ompare au (n, k)-aord.
Dans [58℄, nous montrons en ombinant outils issus de la topologie et rédutions algo-
rithmiques que les deux problèmes sont équivalents, même si on se restreint à des valeurs
binaires en entrée des omités. Les résultats sont exposés dans le adre de 3 proessus et
pour k = 2. Ils se généralisent pour tout n à k = n−1. Dans [4℄ nous étendons le résultat
à tout n et tout k à l'aide de tehniques purement algorithmiques. La version binaire
du problème déision de omité peut être interprété omme le pendant  binaire  de
l'aord ensembliste.
Composition de déteteurs de défaillanes Tout les problèmes ités i-dessus
sont non triviaux : il n'existe pas d'algorithme sans attente pour les résoudre dans un
environnement asynhrone. Plusieurs déteteurs de défaillanes ont été proposé dans la
littérature pour ontourner es impossibilités. Dans [92℄, nous omparons les puissanes
de ertaines familles de déteteurs orientés vers la résolution du (n, k)-aord. Pour
haque paire (C1, C2) dans es familles, nous aratérisons les onditions dans lesquelles
il existe une rédution de C1 vers C2 ou de C2 vers C1. Nous lassons également es
déteteurs par rapport à leur apaité à résoudre le (n, k)-aord. Le rang d'un déteteur
C dans ette hiérarhie est le plus entier k tel qu'il existe un algorithme fondé sur C
qui résout le (n, k)-aord. Finalement, nous établissons que ette hiérarhie n'est pas
robuste : il existe des déteteurs C1 et C2 de rang respetif k1 et k2 dans la hiérarhie
que l'on ombine pour obtenir un déteteur de rang k3 ave k3 < min(k1, k2). Ce
résultat suggère que l'espae entre modèle purement synhrone et purement asynhrone
n'est pas linéaire. Dans [93℄, nous spéialisons les tehniques algorithmiques développées
dans [92℄ pour donner une transformation extrêmement simple du déteteur 3W vers
le déteteur Ω, orant ainsi une alternative aux transformations plus omplexes de
Chandra et oauteurs [29℄ et Chu [37℄.
Autres résultats (qui ne seront pas disutés dans e doument) En plus des résultats
présentés dans e doument, j'ai été onurremment ou préédemment impliqué dans
plusieurs ativités de reherhe, qui ont donné lieu à un ertain nombre de publiations
résumées ii.
 Compléxité de l'aord ensembliste en environnement synhrone, sous diérentes
modèle de défaillanes. Nous avons onstruit des algorithme optimaux (en nombre
de rondes) qui résolvent le k-aord dans des modèles synhrones sujets aux dé-
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faillanes par omission [111, 110, 114℄. Ces algorithmes permettent aux proessus
de déider au plus tt, 'est-à-dire dès que les onditions de l'exéution permettent
une déision sûre.
 Abstrations pour systèmes dynamiques. Dans [102, 49℄ nous proposons dié-
rentes abstrations simples adaptées aux système dynamiques, notamment pour
la onstrution de registres (quorums) ou la diusion d'informations ave ertaines
garanties de abilité.
 Mise en ÷uvre des déteteurs de défaillanes [97, 88, 99℄. Étant donné un déteteur
de défaillanes, ette ligne de reherhe vise à identier les hypothèses physiques
minimales (par exemple, l'existene de propriétés synhrones sur ertains anaux
de ommuniation) qui, lorsqu'elles sont satisfaites par le système, permettent de
onstruire le déteteur.
1.5.1 Organisation du doument
Le reste du doument se divise en 3 hapitres.
 Le hapitre 2 présente les diérentes rédutions lire/érire entre les problèmes de
oordination faibles. Nous introduisons d'abord les spéiations préises des pro-
blèmes qui nous intéressent (paragraphe 2.1). Le paragraphe 2.3 présente une série
d'algorithmes qui, une fois rassemblés établissent l'équivalent entre renommage et
test&set ensembliste. Des résultats d'impossibilité et des extension au alul t-
résilient ont été publiés dans [100℄. Le paragraphe 2.4 établit que (n, k)-aord et
(n, k)-omité binaires sont r/w-équivalents sans attente.
 Le hapitre 3 se onsare à l'étude de familles de déteteurs pour résoudre le
onsensus ensembliste. L'organisation de e hapitre suit le plan du hapitre pré-
édent. Les paragraphes 3.1 et 3.2 spéient les familles de déteteurs étudiées.
La apaité de es déteteurs à résoudre le (n, k)-aord est disutée dans le pa-
ragraphe 3.3. Nous présentons l'algorithme d'addition dans le paragraphe 3.4.
Finalement, nous établissons dans le paragraphe 3.5 des onditions néessaires et
susantes pour l'addition et/ou la rédution pour haque paire de déteteurs des
diérentes familles étudiées.
 Enn, dans le dernier hapitre, nous tentons de dénir un modèle itéré, similaire
au modèle IIS (brièvement introduit dans le paragraphe 1.4.5) qui apture la
puissane de alul additionnelle oerte par diérents déteteurs de défaillanes.
L'approhe, et son intérêt éventuel, est disuté dans le paragraphe 4.1. Le para-
graphe 4.2, pour haun des déteteurs du hapitre 3, montre omment onstruire
un modèle itéré restreint. Réiproquement, le paragraphe 4.3 présentent les trans-
formations inverses : omment, dans le modèle itéré restreint induit par un déte-
teur C, extraire le déteteur C assoié. Le théorème introduit dans le paragraphe
4.4 montre que le modèle itéré onserve la puissane du déteteur initial si l'on
se restreint à une ertaine lasse de problème. Enn, e formalisme est exploité
dans le paragraphe 4.5 où nous établissons par des preuves simples des onditions
néessaires et susantes pour résoudre la résolution du (n, k)-aord à l'aide de
ertains déteteurs.
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Notations
N l'ensemble des entiers naturels
T instants de l'horloge globale
n nombre de proessus
pi le proessus d'index i
id(pi) ∈ N l'identité de pi
t nombre maximal de défaillanes par panne franhe
f nombre eetifs de proessus défaillants
τ ∈ T un instant
xi variable loale du pi
xτi valeur de xi à l'instant τ
Π = {p1, . . . , pn} l'ensemble des proessus du système
désigne aussi l'ensemble des index des proessus
R registre atomique
R[1..n] tableau de registre atomique
OBJ objet partagé
vari variable loale aessible en leture seule
C lasse de déteteurs de défaillanes
MPn,t[∅] modèle asynhrone à passage de message
n : nombre de proessus
t : borne supérieure sur le nombre de proessus défaillants
MPn,t[C,OBJ ] MPn,t[∅] enrihi ave un déteteurs de la lasse C
et une innité d'objets OBJ
SMn,t[∅] Modèle asynhrone à mémoire partagée
MPn,t[C,OBJ ] SMn,t[∅] équipé d'un déteteur de la lasse C
et d'une innité d'objets OBJ
primitive() primitive oerte par le modèle sous-jaent
send()/reeive() ommuniation point à point (modèle MPn,t[∅])
broadast()/deliver() primitives de la diusion (modèle MPn,t[∅])
R_bast()/R_deliver() primitives de la diusion able (modèle MPn,t[∅])
write()/ollet() primitives de la ollete (modèle SMn,t[∅])
write()/snap() primitives de la ollete ordonnée (modèle SMn,t[∅])
write_snap() primitive de la ollete ordonnée immédiate (modèle SMn,t[∅])
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Chapitre 2
Relations entre problèmes de
oordination faible
Dans e hapitre, nous étudions du point de vue de la alulabilité les relations
entre plusieurs problèmes de oordination faible. Les problèmes que nous étudions sont
des abstrations de shémas de oordination ourants dans le monde distribué. Ainsi le
renommage est une instane du problème plus général de l'alloation de ressoures. Le
k-aord renontré dans le hapitre 1 est une généralisation du problème de l'életion.
L'abstration k-test&set généralise la primitive de synhronisation lassique test&set.
Enn, le problème déision de omité, introduit dans [58℄, est un shéma de oordination
nouveau. Les spéiations préises sont données dans la setion 2.1. Nous établissons
des liens entre es problèmes via des rédutions algorithmiques sans attente dans le
modèle asynhrone à mémoire partagée ave défaillanes des proessus.
Ces problèmes sont non-triviaux : il n'existe pas d'algorithmes pour les résoudre
dans le modèle asynhrone, ave possibilité de défaillanes. De plus, les démonstrations
onnues de es résultats sont fondées sur l'utilisation d'outils sophistiqués, issus de la
topologie algébrique. Le théorème de alulabilité asynhrone [75℄ donne une aratérisa-
tion des tâhes de déision que l'on peut résoudre en environnement distribué, à l'aide
de registres atomiques. Cependant, ette aratérisation n'est pas eetive. Chaque
nouveau problème néessite don le développement d'algorithmes adaptés (exhiber une
solution) ou une nouvelle preuve d'impossibilité. D'autre part, adapter e théorème à
des modèles munis d'objets plus puissants que des registres n'est pas une tâhe aisée
[73, 33℄.
Les résultats de e hapitre s'insrivent dans la lignée des travaux d' E. Gafni, et plus
généralement ontribuent à enrihir la boîte à outils algorithmiques du distribué. Fae à
un problème donné, ompte tenu de la diulté de prouver diretement l'impossibilité
de son alul, il est préférable d'essayer de déouvrir une rédution d'un problème réputé
impossible vers la tâhe étudiée. De plus, les rédutions présentées font apparaître une
ertaine unité entre es shémas de oordination, bien qu'ils soient en apparene de
natures omplètement diérentes. Cette unité suggère l'existene d'une petite lasse de
problèmes, impossibles à aluler, à laquelle tout problème qui n'a pas de solution sans
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attente pourrait être réduit.
2.1 Coordination faible
Ce paragraphe présente les diérentes familles de problèmes étudiés dans e hapitre.
La spéiation de haque problème possède deux paramètres n et α. Le paramètre n
désigne le nombre maximal de proessus partiipant. Le paramètre α représente  le
degré de oordination  du problème. Il s'agit le plus souvent d'un entier. Par exemple,
il dénit le nombre de onsensus simultanés dans le (n, k)-omité ou le nombre maximal
de valeurs qui sont déidées dans le (n, k)-aord. Pour le renommage α est une fontion
du nombre de partiipants qui spéie le ardinal maximal de l'espae de renommage.
Ainsi, plus α est  petit , plus le problème est ontraint et diile.
2.1.1 Consensus ensembliste
L'aord ensembliste ou (n, k)-aord relâhe la propriété d'aord du onsensus en
autorisant la déision d'au plus k valeurs distintes. Ce problème a été introduit par
Chaudhuri [31, 32℄ dans le but d'étudier du point de vue de la alulabilité asynhrone la
relation entre qualité de l'aord (le paramètre k) et degré de tolérane aux défaillanes
(le paramètre t qui, dans un modèle, indique le nombre maximal de défaillanes dans
haque exéution).
Soit vi la valeur proposée par pi et di la valeur qu'il déide (di = ⊥ si pi ne déide
pas). Toute implémentation valide du (n, k)-aord doit satisfaire les propriétés suivantes
pour toute exéution dans laquelle le nombre de partiipants est borné par n.
Dénition 2.1 ((n, k)-aord)
Validité : di 6= ⊥ ⇒ ∃pj proessus partiipant tel que di = vj ;
Terminaison : pi partiipe et est orret ⇒ di 6= ⊥ ;
Aord : |{di : di 6= ⊥}| ≤ k.
L'aord ensembliste peut également être vu omme une généralisation de l'un des
problèmes fondamentaux du alul réparti : l'életion [121, 82℄. De la même façon
que le onsensus et l'életion (les proessus se mettent d'aord sur l'identité d'un
des partiipants) sont deux problèmes équivalents dans le ontexte du alul tolé-
rant aux défaillanes, l'aord ensembliste peut être vu omme une généralisation de
l'életion[21, 52℄. Le problème de l'életion multiple ou k-életion onsiste pour haque
proessus à hoisir un leader de telle sorte que le nombre nal de leaders n'exède pas k.
De plus, haque leader doit se perevoir lui même omme un leader. Il n'est pas diile
de résoudre le (n, k)-aord à partir d'une solution à e problème (haque proessus
déide la valeur proposée par son leader). En revanhe, la transformation inverse est un
peu plus omplexe. En eet, un objet qui implémente le (n, k)-aord ne garantit pas
que haque valeur hoisie soit déidée par le proessus qui la propose. Une solution sans
attente en mémoire partagée est donnée dans [21℄.
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Calulabilité L'existene d'un algorithme pour résoudre le (n, k)-aord dans le mo-
dèle asynhrone SMn,t[∅] (
1
) dépend des paramètres n, k et t. Lorsque k > t, il existe
une solution triviale (ode pour pi) :
1. Érire vi (valeur proposée) ;
2. Lire la mémoire partagée jusqu'à observer au moins n−t propositions de proessus
diérents ;
3. Déider la plus petite valeur observée.
Soit V l'ensemble des k plus petites valeurs proposées. Comme |V | = k > t, haque
proessus qui déide observe au moins l'une de es valeurs. L'ensemble des valeurs
déidées est don ontenu dans V . Au ontraire, si k ≤ t, il n'existe pas d'algorithme
déterministe qui résout le (n, k)-aord [21, 75, 115℄.
2.1.2 Aord sur plusieurs fronts ou déision de omité
En pratique, on utilise le onsensus dans la répliation ative. Les proessus exé-
utent une séquene d'opérations et doivent s'aorder sur le résultat de haque opéra-
tion avant de traiter la suivante. Cette tehnique garantit que les états suessifs des
proessus sont les mêmes et permet don de tolérer la défaillane d'un ou plusieurs
proessus. Dans e as, l'utilisation du onsensus est séquentielle : un proessus propose
une valeur et déide dans une instane du onsensus avant de faire appel à l'instane
suivante pour proposer et déider une autre valeur.
Il semble naturel d'envisager que les proessus proposent et herhent à déider si-
multanément dans plusieurs instanes du onsensus. On peut imaginer que pour assurer
le progrès global du alul, il est susant pour un proessus d'obtenir une déision dans
l'une des instanes. Par exemple, si la tehnique de répliation ative est utilisée pour
k appliations menées en parallèle dans le système, e shéma garantit en dépit des
défaillanes éventuelles, le progrès d'au moins l'une d'entre elles. Dans [58℄, nous intro-
duisons le problème de la déision de omité qui formalise e shéma de oordination.
Dans le problème (n, k)-omité, haque proessus pi propose un veteur Vi de k
valeurs, haque valeur étant destinée à l'une des k instanes du problème du onsensus
appelée omité. Chaque proessus doit déider un ouple (numéro de omité, valeur) tel
que les déisions dans un même omité respetent la spéiation du onsensus. Nous
notons Vi ∈ V
k
le veteur proposé par pi et (ci, di), (1 ≤ ci ≤ k) le ouple déidée par pi
((ci, di) = (⊥,⊥) si pi ne déide pas). Une implémentation valide du (n, k)-omité doit
satisfaire la spéiation suivante :
Dénition 2.2 ((n, k)-omité)
Validité (ci, di) 6= (⊥,⊥)⇒ ∃pj proessus partiipant tel que Vj[ci] = di ;
Terminaison ∀pi (pi proessus orret et partiipant)⇒ (ci, di) 6= (⊥,⊥) ;
Aord ∀i, j : (ci = cj)⇒ (di = dj).
1
Rappelons que ette notation désigne le modèle à registres atomiques, formé de n proessus. Dans
haque exéution de e modèle, au plus t < n d'entre eux sont suseptibles de défaillir.
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Remarquons que, omme le (n, k)-aord, le (n, k)-omité est le problème du onsen-
sus lorsque k = 1. Il existe également une solution triviale lorsque k > t. Pour simplier,
on suppose que les n proessus sont identiés par les entiers 1, . . . , n. Chaque proessus
pi exéute les ations suivantes :
1. Si 1 ≤ i ≤ t+ 1 alors érire Vi dans la mémoire partagée.
2. Lire la mémoire jusqu'à observer un veteur Vj déposé par un proessus pj tel que
1 ≤ j ≤ t+ 1.
3. Déider (j, Vj [j]).
Nous observons également que dans un système équipé d'un objet qui implémente le
(n, k)-omité, il est faile de résoudre le (n, k)-aord et e quelle que soit la valeur du
paramètre t. Chaque proessus pi propose au (n, k)-omité le veteur Vi = [vi, . . . , vi] où
vi est la valeur proposée par pi . En retour, pi obtient une paire (b, v
′) et déide v′. Le
nombre de valeurs déidées est bornée par k ar il y a k omités et au plus une valeur est
déidée dans haque omité. Ce premier exemple de rédution s'appuie sur l'hypothèse
impliite que l'espae V des valeurs proposables est le même dans les deux problèmes.
An d'obtenir une ompréhension plus ne de es shémas de oordination, nous nous
onentrons sur le problème déision de omité binaire dans lequel les valeurs d'entrée
appartiennent à {0, 1}, i.e., haque veteur Vi appartient à {0, 1}
k
.
Dénition 2.3 ((n, k)-omité-binaire) Chaun des n proessus pi propose un ve-
teur Vi ∈ {0, 1}
k
et déide un ouple (ci, di) qui satisfait les ontraintes de terminaison,
de validité et d'aord du (n, k)-omité (f. dénition 2.2).
La notion d'aord sur plusieurs fronts a été initialement formalisée par Gafni et
Rajsbaum dans [57℄. Le problème des bans musiaux (musial benhes) [57℄ est déni
par deux paramètres n et k. Le paramètre n désigne le nombre maximal de partiipants
tandis que le paramètre k désigne le nombre de bans. Chaque ban bj possède deux
plaes que nous noterons j et −j. Initialement, les proessus sont arbitrairement  assis 
sur les bans. Le problème onsiste à assigner à haque proessus une plae de telle sorte
que sur haque ban au plus une position soit oupée. De plus, lorsque la onguration
initiale est exempte de onits (sur haque ban, au plus une plae est oupée), les
proessus ont interdition de se déplaer. En résumé, si on note posi la position initiale
de pi, les positions nales di doivent satisfaire les ontraintes suivantes :
1. (∀i, j : (|pos i| = |pos j | ⇒ pos i = pos j)) ⇒ (∀i : di = pos i) (pas de hangements
de plae en l'absene de onits dans la onguration initiale) ;
2. ∀i, j : (|di| = |dj |) ⇒ (di = dj) (au plus une plae oupée par ban dans la
onguration nale).
Le rapport ave la notion d'aord sur plusieurs fronts apparaît si l'on onsidère haque
ban omme une instane du onsensus binaire. En eet, lorsque la onguration initiale
présente des onits, les proessus partiipants doivent résoudre au moins l'une de es
instanes pour atteindre une onguration sans onit.
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Pour étudier la alulabilité, il est ourant de se onentrer sur un ertain ensemble
de ongurations initiales. Une façon de faire ela est de spéier une variante équiva-
lente P ′ du problème originale P dénie pour n′ > n proessus. Le problème P ′ n'a
pas d'entrées mais des règles qui dérivent les ensembles possibles de partiipants. La
partiipation du proessus p′α signie pour le problème P la partiipation d'un ertain
proessus pi proposant une ertaine valeur pi.
Ainsi, pour n = 3 (au plus 3 partiipants) et k = 2 (2 bans), les positions sur
haque ban sont notés −1, 1 et −2, 2, respetivement. Le système omporte 4 proessus
p1, p−1, p2 et p−2 ; p2 et p−2 ne pouvant partiiper ensemble. Lorsqu'il partiipe, le
proessus pi est initialement assis sur le ban |i| à la position i. La relation∆ (paragraphe
1.4.2) qui spéie les positions autorisées en sortie en fontion des positions initiales est
dérite dans la Figure 2.1 (ertaines arêtes sont omises pour éviter de surharger le
dessin).
p1
p−1
p−2 p2
1
−1
2 −2
Fig. 2.1  Spéiation des bans musiaux (n = 3, k = 2)
[57℄ établit qu'il n'est pas possible de résoudre les bans musiaux sans attente dans
le modèle SMn,n−1[∅]. La preuve de l'impossibilité exhibe une obstrution topologique
fondée sur le théorème de Borsuk-Ulman [84℄. Dans le as n = 3, k = 2, [57℄ montre éga-
lement omment résoudre les bans musiaux à l'aide d'objets (3, 2)-aord. La question
de l'équivalene entre les problèmes  aord sur plusieurs fronts  et aord ensembliste
est approfondie dans [58℄ où nous montrons que bans musiaux, (n, k)-aord et (n, k)-
omité-binaire sont équivalents pour n = 3 et k = 2. Les tehniques utilisées ombinent
rédutions algorithmiques et la vision du alul distribué omme déformation d'espaes
topologiques. Les méthodes développées se généralisent au as k = n− 1. La reherhe
d'un résultat d'équivalene ou d'impossibilité pour k quelonque (1 < k < n− 1) nous
a onduit vers une approhe purement algorithmique [4℄. C'est ette dernière approhe
que nous présentons dans e doument (paragraphe 2.4).
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2.1.3 Test&Set ensembliste
Dans e paragraphe, nous omplétons le panorama des problèmes d'aord faible en
donnant une spéiation aaiblie de la primitive test&set().
Cette primitive de synhronisation lassique permet de lire et de modier en une
seule opération atomique une variable partagée. Considérons un bit partagé, initialisé
à 1, aédé au plus une fois par haque proessus par appel de la primitive test&set().
La primitive test&set() met le bit à 0 et retourne la valeur préédente du bit. Ainsi,
dans toute exéution, un seul proessus retourne 1 (le gagnant) et l'appel retourne 0
pour haun des autres proessus (es proessus sont dits perdants). Ce problème est le
(n, 1)-test&set.
De la même manière que l'aord ensembliste généralise le problème du onsensus,
le problème (n, k)-test&set est une simple généralisation du (n, 1)-test&set : au moins
un et au plus k proessus sont gagnants. Ce problème de déision n'a pas d'entrée. Les
proessus déident en sortie 0 ou 1 en respetant les ontraintes suivantes. Nous notons
di ∈ {0, 1} la valeur déidée par le proessus pi (di = ⊥ si pi ne déide pas).
Dénition 2.4 ((n, k)-test&set)
Terminaison ∀i : pi partiipe et est orret ⇒ di ∈ {0, 1} ;
Aord 1 ≤ |{i : di = 1}| ≤ k.
Dans la hiérarhie de Herlihy [69℄ (voir aussi le hapitre 1), un objet qui implémente
le problème du (n, 1)-test&set est au niveau deux. C'est-à-dire qu'il existe un algorithme
sans attente de onsensus dans un système onstitué de deux proessus muni d'un objet
(2, 1)-test&set. De façon similaire, les problèmes (k+1, k)-test&set et (k+1, k)-aord
sont équivalents [52, 21℄. Nous présentons dans le paragraphe 2.3.1 un algorithme sans
attente prinipalement dû à Gafni qui implémente un objet (n, k)-test&set à partir
d'objets (k+1, k)-test&set et de registres atomiques. La onstrution est ensuite utilisée
pour montrer l'équivalene entre (k+1, k)-test&set et renommage adaptatif. Ce dernier
problème est déni dans le paragraphe suivant.
2.1.4 Renommage Adaptatif
Dans le problème du renommage adaptif, haque proessus pi est initialement muni
d'un nom id i appartenant à l'intervalle [1 . . . ,N ]. Il s'agit de onevoir un algorithme
qui fournit à haque proessus un nouveau nom dans un intervalle plus petit [1, . . . ,M ]
ave M ≪ N . De plus, on souhaite que la taille de l'espae de renommage dépende
du nombre de proessus qui partiipent. Le paramètre prinipal du problème est don
la fontion h : N → N qui dénit la taille de l'espae de renommage à partir du
nombre partiipants. Le seond n indique le nombre maximal de partiipants. Les p
proessus partiipant doivent aquérir des noms distints dans l'intervalle [1 . . . , h(p)].
Formellement,
Dénition 2.5 ((n, h)-renaming) Le nouveau nom aquis par pi est noté new_id i et
p (1 ≤ p ≤ n) désigne le nombre de proessus partiipant.
Terminaison Tout proessus orret qui partiipe obtient un nouveau nom ;
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Uniité ∀i, j : i 6= j ⇒ new_id i 6= new_id j ;
Validité ∀i : new_id i ∈ [1, . . . , h(p)].
Pour éviter les solutions triviales, il est usuellement requis que toute solution satisfasse
une ertaine forme d'anonymat par rapport aux index i des proessus. Bien que l'algo-
rithme trivial dans lequel haque proessus pi hoisit omme nouveau nom son index
i ne soit pas adaptatif, on peut penser que l'utilisation de l'index des proessus fai-
lite la oneption d'algorithmes de renommage. Une ontrainte qui empêhe e type de
solution est usuellement formulée ainsi [121℄ :
 Le ode exéuté par le proessus pi dans une exéution où son nom initial est id
est exatement le même que le ode exéuté par pj initialement nommé id.
Autrement dit, les proessus se distinguent uniquement par leurs noms initiaux que l'on
supposera toujours totalement ordonnés.
Ce problème a été proposé et résolu par Attiya et oauteurs [15℄ dans le modèle
à passage de messages. Ils montrent que t < n2 est une ondition néessaire pour ré-
soudre le problème du renommage dans le modèle MPn,t[∅]. Ils présentent également
un algorithme dont l'espae de renommage est n+ t. Bar-Noy et Dolev [20℄ donnent une
solution dans le modèle à mémoire partagée. Burns et Peterson [26℄ étudient le problème
de l'alloation dynamique de ℓ ressoures distintes (ℓ-assignment). Ils présentent un
algorithme sans attente qui suppose ℓ ≥ 2k − 1, où k est le nombre de proessus qui
souhaitent aquérir une ressoure. Quel est le plus petit espae de renommage qu'il est
possible d'atteindre de façon sans attente dans un modèle à registres ? Il a été montré
que M = 2p − 1 est la borne inférieure dans un tel ontexte [75℄. La démonstration
repose sur le théorème de alulabilité asynhrone.
Notre étude porte sur des problèmes non triviaux, 'est-à-dire des problèmes qui
n'ont pas de solution dans le modèle SMn,n−1[∅]. Par onséquent, nous nous intéressons
aux problèmes de renommage qui requièrent que la taille de l'espae des nouveaux noms
soit sous la frontière p → 2p − 1. En partiulier, nous nous onentrons sur les deux
familles de fontions (fk)1≤k≤n et (gk)1≤k≤n qui dénissent l'espae de renommage (voir
Figure 2.2) :
fk : N → N
p → 2p−
⌈p
k
⌉
gk : N → N
p → min(2p − 1, p + k − 1)
Le as k = 1 orrespond au renommage parfait (i.e., f1 et g1 sont égales à la fontion
identité ; p proessus se renomment dans l'espae [1, p]). À l'autre extrême (k = n), nous
retombons sur le plus petit espae qu'il est possible d'obtenir de façon sans attente en
utilisant uniquement des registres (i.e., fn = gn = p→ 2p − 1).
À la diérene du (n, k)-aord dont, lorsqu'elle existe, la solution est triviale, l'al-
gorithmique du renommage adaptif est très rihe [5, 16, 17, 121, 22, 86, 107℄. Il existe de
nombreux travaux sur le sujet qui étudient prinipalement le ompromis entre taille de
l'espae de renommage et omplexité des algorithmes. En eet, le renommage adaptatif
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Fig. 2.2  Espaes de renommage
est une brique de base dans la oneption d'algorithmes dont la omplexité dépend du
nombre eetif de partiipants et non du nombre total de proessus. L'utilisation du re-
nommage adaptatif pour améliorer les performanes des algorithmes dont la omplexité
dépend de la taille de l'espae initial des noms des proessus a été suggérée par Ander-
son et Moir [12℄. Le nouveau nom obtenu grâe au renommage remplae le nom original
dans l'algorithme initial et la omplexité dépend alors du nombre de proessus atifs.
Cette stratégie est employée dans plusieurs algorithmes dont la omplexité dépend du
nombre de partiipants [6, 7, 86, 17℄.
Le problème du renommage peut également être vu omme une variante du pro-
blème lassique de l'alloation de ressoure. Le système omporte un ertain nombre de
ressoures r1, . . . , rα identiques, et, pour mener a bien son alul, haque proessus doit
aquérir l'aès exlusif à une de es ressoures. Dans e type de sénario, il est naturel
de supposer que les ressoures ne sont utilisées que pour une durée nie. Dans le pro-
blème du renommage ontinu (long-lived renaming [12, 121℄) les proessus aquièrent et
relâhent les noms à l'aide des primitives get_name(id) et release(name). Notre étude
se limite au renommage à usage unique (one-shot).
2.1.5 Partiipating set
Le partiipating set [22℄ est la formulation orientée  problème  de l'abstration
ollete ordonnée immédiate (snapshot immédiat, f. paragraphe 1.3.3). Chaque pro-
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essus pi propose son identité idi et doit produire en sortie une vue Si des proessus
partiipants ('est-à-dire un ensemble d'identités). Les vues doivent satisfaire les pro-
priétés d' auto-inlusion, de omparaison et de simultanéité de la ollete ordonnée.
Le (n, k)-partiipating-set ajoute une ontrainte supplémentaire sur le nombre de pro-
essus qui obtiennent la même vue : pour toute vue S, le ardinal de l'ensemble des
proessus qui retournent S est borné par k. De manière équivalente, si l'on onsidère
un objet qui implémente e problème, le nombre d'opérations qui semblent s'exéuter
instantanément au même instant est toujours borné par k.
Dénition 2.6 ((n, k)-partiipating-set) Le problème onsiste, pour haque proes-
sus pi à obtenir un sous-ensemble Si des identités des proessus partiipants. Les en-
sembles Si obtenus en sortie satisfont les propriétés suivantes :
Auto inlusion : ∀i : idi ∈ Si ;
Comparaison : ∀i, j : Si ⊆ Sj ∨ Sj ⊆ Si ;
Immédiateté : ∀i, j : (idi ∈ Sj)⇒ (Si ⊆ Sj) ;
Simultanéité bornée : ∀ℓ ∈ [1, . . . , n] : |{j : |Sj | = ℓ}| ≤ k.
L'ensemble Si obtenu par un proessus pi est, de son point de vue, l'ensemble des
identités des proessus qui partiipent ou ont partiipé au ours de l'exéution. Un
proessus se voit toujours lui même (auto inlusion). De plus, les vues Si retournées
sont totalement ordonnées par inlusion (omparaison). La propriété d'immédiateté
assure que si pi voit l'identité de pj dans Si, alors la vue Sj retournée par pj est inluse
dans Si. Ainsi, si idi ∈ Sj et idj ∈ Si alors Si = Sj. Enn, au plus k proessus voient
le même ensemble d'identités. Dans le problème initial, qui possède une solution sans
attente dans le modèle à registres [22℄, la propriété simultanéité est triviale (k = n). À
l'inverse, pour 1 ≤ k < n, e problème n'a pas de solution dans e ontexte.
2.2 Modèle et rédutions
Modèle Dans e bref paragraphe, nous rappelons le adre de travail et préisons
les notations. Nous étudions la diulté relative de es problèmes dans le modèle
SMn,n−1[∅] : les n proessus qui omposent le système ommuniquent via des registres
atomiques ; Le modèle est omplètement asynhrone et dans toute exéution, au plus
n− 1 proessus sont défaillants. Les proessus ont des identités distintes, mais un pro-
essus ne onnaît pas initialement les identités des autres proessus partiipants. Dans
une exéution donnée, un proessus est dit partiipant dès qu'il eetue une ation
visible par les autres proessus ('est-à-dire dès qu'il aède à un objet partagé). Le
nombre de partiipants, noté p est au plus n. Le proessus pi a pour index i et pour
identité idi. L'index i n'est pas onnu de pi. Cet index est uniquement utilisé pour
failiter la présentation des algorithmes et la démonstration de leur orretion.
On s'intéresse aux questions du type suivant : étant donné un problème P , existe-t-il
une solution à e problème onnaissant une solution  boîte noire  au problème P ′ ?
Pour formaliser ette notion de boîte noire, une solution à un problème P est exprimée
sous forme d'objet (f. paragraphe 1.4.4) à usage unique dont la spéiation se déduit
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des problèmes qu'ils implémentent. Les onventions de nommage des objets ainsi que
les opérations qu'ils supportent sont résumées dans le tableau 2.3, où V est un ensemble
arbitraire.
problème objet invoation remarques
(n, k)-aord SAn,k propose(v) v ∈ V
(n, k)-omité CDn,k propose(v) v ∈ V
k
(n, k)-omité-binaire BCDn,k propose(v) v ∈ {0, 1}
k
(n, k)-test&set TASn,k ompete() pas de paramètres
(n, h)-renaming RNAn,h rename(id) id est le nom originel de l'appelant
(n, k)-partiipating-set PSn,k partiipate(id) id est le nom originel de l'appelant
Fig. 2.3  Objets étudiés
Les proessus bénéient de la solution au problème P en invoquant l'objet orres-
pondant par l'intermédiaire d'une primitive prim(). Les valeurs retournées par es appels
suivent la spéiation du problème (à ondition que le nombre d'appels ne dépasse pas
la apaité de l'objet et que les paramètres des appels respetent sa spéiation, au-
trement la valeur retournée est non spéiée). Rappelons que la notation SMn,t[O]
dénote le modèle SMn,n−1[∅] augmenté d'une innité d'objets O. Rappelons également
que la notion de rédution lire/érire sans attente (paragraphe 1.4.4) n'impose auune
restrition sur le nombre de registres ou d'objets O.
Organisation Les rédutions présentées dans les paragraphes qui suivent sont résu-
mées dans la Figure 2.4. Étant donné deux problèmes P1 et P2, la notation P1→ P2
signie que P2 se réduit à P1.
Le paragraphe 2.3 établit l'équivalene entre les problèmes (n, fk)-renaming et (k+
1, k)-test&set. Au lieu de présenter un seul algorithme omplexe, la onstrution d'un
objet RNAn,fk à partir d'objets TASk+1,k s'obtient en empilant une série de blos
algorithmiques élémentaires. Nous ommençons par montrer (paragraphe 2.3.1) que
pour le problème du test&set ensembliste, le paramètre n n'est pas pertinent : il est au
moins aussi diile d'implémenter un objet test&set ensembliste aessible par k + 1
proessus que d'implémenter et objet pour n > k + 1 proessus. Les objets TASn,k
ainsi obtenus sont ensuite utilisé pour implémenter un objet PSn,k (paragraphe 2.3.2).
L'algorithme est une simple adaptation de  l'éhelle  de Borowsky et Gafni dérit
dans le paragraphe 1.3.3. Ensuite, nous donnons une solution au problème du (n, fk)-
renaming fondée sur un objet PSn,k (paragraphe 2.3.3). Enn, pour fermer la boule,
un algorithme élémentaire qui résout le problème du (k + 1, k)-test&set à l'aide d'un
objet RNAk+1,fk est présenté dans le paragraphe 2.3.4.
Le paragraphe 2.4 démontre prinipalement que les problèmes (n, k)-aord et (n, k)-
omité-binaire sont équivalents. Les rédutions sont enore une fois fondées sur l'utili-
sation d'objets (n, n)-partiipating-set.
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(n, fk)-renaming (n, gk)-renaming (n, k)-aord
(n, k)-partiipating-set (n, k)-omité
(n, k)-test&set (n, k)-omité-binaire
(k + 1, k)-test&set (k + 1, fk)-renaming
paragraphe 2.3
paragraphe 2.4
trivial
[53℄
Fig. 2.8
Fig. 2.7
Fig. 2.5
Fig. 2.10
trivial
Fig. 2.17
Fig. 2.18
Fig. 2.12
trivial
Fig. 2.4  r/w-rédutions sans attente
58 Relations entre problèmes de oordination faible
2.3 Aord et renommage
2.3.1 (k + 1, k)-test&set et (n, k)-test&set
L'étude du onsensus montre que n est un paramètre lé. Le rang d'un objet dans
la hiérarhie [69℄ dépend de sa apaité à résoudre le onsensus parmi un nombre donné
n de proessus. Au ontraire, e paragraphe établit que, lorsqu'on s'intéresse au (n, k)-
test&set, le paramètre n n'est pas pertinent. Il est au moins aussi diile de résoudre
le problème (n, k)-test&set que de résoudre (k+1, k)-test&set. Autrement dit, dans un
système équipé d'un nombre susant d'objets TASk+1,k, il existe un algorithme sans
attente qui implémente un objet TASn,k. L'algorithme présenté ii est essentiellement
dû à E. Gafni [59℄.
Prinipes de la onstrution L'algorithme organise un  tournoi  entre les pro-
essus. Dans haque  math , k + 1 proessus s'arontent en aédant à un objet
TASk+1,k. Les vainqueurs poursuivent la ompétition tandis que les perdants sortent
de la ompétition. Ces proessus retournent alors 0 : e sont les perdants du point de
vue de l'objet TASn,k implémenté. La ompétition est gagnée par un proessus s'il est
vainqueur dans tous les maths possibles à k + 1 partiipants.
Plus préisément, les proessus ommenent par aquérir un nouveau nom en in-
voquant RNAn,gn (un tel objet peut être implémenté sans attente à partir de registres
atomiques). Cette première étape est néessaire pour organiser la ompétition ar les
objets TASk+1,k de base ne sont pas âblés statiquement et, de plus, les identités ini-
tiales des proessus ne sont pas onnues. Cette première étape permet aux proessus de
déterminer les objets de base auxquels ils devront aéder.
À l'issue de la première étape, haque proessus partiipant pi dispose d'un nouveau
nom new_name i dans l'intervalle [1, . . . , 2n − 1]. La onstrution utilise
(
2n−1
k+1
)
objets
TASk+1,k. Soit E une suite ordonnée des sous-ensembles de taille k + 1 de [1, 2n − 1]
(l'ensemble des nouveaux noms possibles). Les objets de base TASk+1,k sont indexés
par les ensembles E ∈ E . La suite E est initialement onnue par haque proessus. Pour
le proessus pi, la ompétition se déroule omme suit : il parourt dans l'ordre imposé
par la suite E les ensembles E. Lorsque son nouveau nom new_name i apparaît dans
l'ensemble E ourant, il aède à l'objet de base TASk+1,k[E] assoié. S'il obtient 0, il
perd la ompétition et retourne 0 (ligne 4). Autrement, il ontinue son parours. Si pi
est gagnant dans tous ses  maths  ('est-à-dire qu'il obtient toujours 1 en réponse à
ses invoations TASk+1,k[E].ompete(),∀E ∈ E tel que new_name i ∈ E), il retourne 1
omme résultat de l'opération TASn,k.ompete() (ligne 6).
La orretion de l'algorithme est due au fait que l'ensemble des proessus qui re-
tournent 1 (à la ligne 6) se sont renontrés dans un  math , i.e., ont tous invoqué
ompete() sur un même objet TASk+1,k. Cei garantit que leur nombre est au plus k.
Par exemple, la Figure 2.6 dérit une exéution possible dans le as k = 1 et n = 3.
Les nouveaux noms new_namei obtenus par p1, p2 et p3 à l'issue de la première étape
sont respetivement 1, 2 et 4. p2 et p1 invoquent ompete() sur un même objet TAS 2,1.
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operation TASn,k .ompete()
(1) new_namei ← RNAn,gn .rename(idi) ;
(2) foreah E ∈ E : new_namei ∈ E do
(3) ansi ← TASk+1,k[E].ompete() ;
(4) if (ansi = 0) then return(0) endif
(5) enddo
(6) return(1)
Fig. 2.5  Implémentation d'un objet TASn,k dans SMn,n−1[TASk+1,k] (ode pour pi)
Le gagnant est p2 qui ontinue alors son parours. Par ontre, puisque p1 est perdant,
il est éliminé de la ompétition et il retourne don 0. Dans un autre objet, p3 (dont le
nouveau nom est 4) et p2 se renontrent à leur tour. Le gagnant est p3 et tous les objets
sur lesquels il invoque ompete() par la suite ne sont aédé que par lui. Toutes es
opérations retournent don 1 et p3 retourne nalement 1 omme résultat de l'opération
TAS 3,1 .ompete().
noms
2 3 4 5
1
TAS2,1 TAS 2,1 TAS2,1 TAS 2,1
TAS 2,1 TAS2,1 TAS 2,1
TAS2,1 TAS 2,1
TAS 2,1
0
loose
1 0
loose
1
win
1
1
1
1
Fig. 2.6  Constrution d'un objet TAS 3,1 à partir d'objets TAS 2,1
Proposition 2.1 L'algorithme de la Figure 2.5 est une implémentation sans attente
d'un objet (n, k)-test&set dans le modèle à mémoire partagée équipé d'objets (k + 1, k)-
test&set.
Démonstration Les propriétés validité et terminaison déoulent diretement du texte
de l'algorithme.
60 Relations entre problèmes de oordination faible
 Validité. Lorsqu'un proessus termine normalement l'algorithme (à la ligne 4 ou
6), il retourne 0 ou 1.
 Terminaison. Considérons un proessus orret. Il obtient un nouveau nom x
dans l'espae [1, 2n− 1] (l'espae de renommage maximal lorsque les n proessus
partiipent). Il existe y =
(2n−2
k
)
ensembles E ∈ E qui ontiennent x. Au ours
de la boule foreah, e proessus orret aède don au maximum à y objets
(k+1, k)-test&set. S'il ne s'arrête pas au ours de ette boule (en retournant 0),
il retourne 1 en exéutant la dernière instrution de l'algorithme. On en déduit
que l'algorithme termine et est sans attente. Dans toute exéution, le nombre
d'opérations sur les objets partagés est borné par y + 1 = nombre d'aès aux
objets (k + 1, k)-test&set + un aès à l'objet (n, gn)-renaming.
 Aord. La démonstration de ette propriété est déomposée en deux étapes.
 Au plus k proessus sont gagnants.
Supposons par ontradition qu'il existe une exéution dans laquelle le ardi-
nal de l'ensemble G des gagnants est supérieur à k. Dans ette exéution, il
existe don un ensemble E ∈ E qui ontient uniquement des nouveaux noms
new_namei de proessus gagnants. D'après le texte de l'algorithme, haun de
es proessus invoque ompete() sur l'objet (k+1, k)-test&set assoié à E. Or,
d'après la propriété d'aord de et objet, au moins un proessus obtient 0 et
retourne alors 0 (à la ligne 4) : ontradition.
 Au moins un proessus est gagnant.
Considérons une exéution arbitraire. Dans la boule foreah, le proessus pi
parourt les ensembles E dans l'ordre de la suite E . Dans l'exéution onsidé-
rée, on note Eℓ l'ensemble de plus grand rang dans la suite E tel qu'il existe
au moins un proessus qui aède à l'objet TASk+1,k assoié. Parmi les invoa-
tions TASk+1,k[Eℓ].ompete(), au moins l'une d'entre elles retourne 1 (propriété
d'aord d'un objet (k + 1, k)-test&set). Soit pi un proessus dont l'invoation
TASk+1,k[Eℓ].ompete() retourne 1. Par dénition de Eℓ, ette invoation est
la dernière eetuée par pi dans l'exéution onsidérée. On en onlut, d'après
le texte de l'algorithme que pi n'est pas un perdant.
2Proposition 2.1
2.3.2 Objet (n, k)-partiipating-set
Le modèle est maintenant muni d'objets TASn,k. Ce paragraphe montre que le
problème du (n, k)-partiipating-set se réduit au problème du (n, k)-test&set. Nous
soulignons également ertaines propriétés des objets PSn,k sur lesquelles sera fondé
l'algorithme de renommage dérit dans le paragraphe suivant.
De l'éhelle de Borowsky-Gafni à un objet (n, k)-partiipating-set L'algo-
rithme (dérit dans la Figure 2.7) est fondé sur l'éhelle de Borowsky-Gafni [22℄ que
nous avons présentée dans le paragraphe 1.3.3. Il ombine ette tehnique ave l'utilisa-
tion d'objets (n, k)-test&set pour garantir qu'au plus k proessus s'arrêtent sur haque
marhe. La onstrution est inspirée d'un algorithme donné dans [57℄ qui établit une
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rédution entre le problème des bans musiaux et le (n, k)-aord dans le as n = 3 et
k = 2.
init LEV EL[1..n] ← [n+ 1, . . . , n+ 1] ;
INIT_NAME[1..n] ← [⊥, . . . ,⊥]
operation PSn,k .partiipate(idi)
(01) INIT_NAME[i]← idi ;
(02) repeat LEV EL[i]← LEV EL[i]− 1 ;
(03) foreah j ∈ {1, . . . , n} do level i[j]← LEV EL[j] enddo ;
(04) view i ← {j : level i[j] ≤ LEV EL[i]} ;
(05) if (LEV EL[i] > k) ∧ (|view i| = LEV EL[i])
(06) then let ℓ = LEV EL[i] ;
(07) ansi ← TASn,k[ℓ].ompete() ;
(08) oki ← (ansi = 1) ;
(09) else oki ← true
(10) endif
(11) until (|view i| ≥ LEV EL[i]) ∧ oki endrepeat ;
(12) let Si = {INIT_NAME[j] : j ∈ view i} ;
(13) return(Si)
Fig. 2.7  Implémentation d'un objet PSn,k dans SMn,n−1[TASn,k]
Lorsqu'il invoque PSn,k .partiipate(), le proessus pi fournit son identité idi omme
paramètre d'entrée. Après avoir érit son identité dans le tableau INIT_NAME, il
desend  l'esalier  omme dans l'algorithme original. Cependant, pour assurer la
propriété de simultanéité bornée, le prédiat qui onditionne le passage d'une marhe à
la suivante est diérent du prédiat initial.
À haque marhe ℓ est assoié un objet TASn,k qui est invoqué par les proessus
lorsqu'ils sont bloqués à e niveau. Seuls les proessus gagnants (qui obtiennent 1 en
réponse à leur invoation) sont autorisés à s'arrêter sur e niveau. Cette règle ne remet
pas en ause les propriétés de la onstrution originale : si α > k proessus sont bloqués
au niveau ℓ dans l'algorithme original, alors il existe susamment d'espae libre dans
les niveaux < ℓ pour aueillir les β (α − k ≤ β ≤ α − 1) proessus suseptibles de
ontinuer la desente.
Plus préisément, si dans l'algorithme original, un proessus pi s'arrête au niveau
ℓ ≤ k, il peut également s'arrêter à e niveau sans violer les propriétés de l'objet PSn,k.
En eet, omme |view i| = ℓ ≤ k lorsque pi stoppe sa desente, nous savons qu'au plus
ℓ ≤ k proessus sont situés au niveau ℓ (ou répartis dans les niveaux inférieurs). Don,
au plus ℓ ≤ k proessus retourneront une vue de ardinal ℓ. Dans l'algorithme, ei se
traduit par la mise à vrai de la variable booléenne oki (lignes 05 et 09) e qui entraîne la
sortie de pi de la boule repeat (ligne 11). pi alule alors Si en fontion de la valeur de
view i. Comme au plus ℓ ≤ k proessus exéutent es mêmes ations qui onduisent au
alul de la même vue Si, la propriété de simultanéité bornée est dans e as garantie.
Ainsi, la prinipale diulté est de garantir la propriété de simultanéité bornée
lorsque le niveau ℓ auquel stopperait pi dans la onstrution originale est stritement
plus grand que k. Comme expliqué préédemment, dans ette situation pi fait appel
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à l'objet TASn,k[ℓ] assoié au niveau ℓ pour déterminer s'il peut s'arrêter (lignes 06-
08). La propriété d'aord de et objet assure que, parmi les proessus qui devraient
s'arrêter au niveau ℓ dans l'algorithme original, au moins 1 et au plus k d'entre eux
stoppent eetivement à e niveau. Si un proessus pi n'est pas autorisé à s'arrêter (nous
avons alors ok i = false), il doit poursuivre sa desente (ligne 11). Dans l'algorithme
original, lorsqu'un proessus stoppe au niveau ℓ, le nombre de proessus situés sur les
niveaux ℓ′ ≤ ℓ est exatement ℓ. Bien que ertains proessus soient éventuellement
forés de poursuivre leur desente, ette propriété est maintenue. Cei provient du fait
que lorsqu'un proessus est ontraint de passer du niveau ℓ > k au niveau ℓ−1, il existe
au moins un proessus qui stoppe au niveau ℓ ar l'objet TASn,k[ℓ] désigne toujours au
moins un gagnant.
Notations et propriétés An de préparer le terrain pour la onstrution suivante,
nous introduisons des notations ainsi qu'une propriété qui aratérise la répartition des
proessus sur les marhes. Cette propriété déoule diretement de la spéiation d'un
des objets (n, k)-partiipating-set.
Soit Si la vue obtenue par pi après avoir invoqué partiipate(idi) et ℓ = |Si|. On
appelle ℓ le niveau de pi, et on dira que  pi est bloqué ou est au niveau ℓ . S'il existe
un proessus pj tel que |Sj | = ℓ, on érira que  le niveau ℓ n'est pas vide . Dans le
as ontraire, on érira que le niveau ℓ est vide. On note L l'ensemble des niveaux non
vides, |L| = m ≤ n. Nous ordonnons es m niveaux par ordre roissant, i.e., L = {ℓ1 <
ℓ2 < . . . < ℓm}. Les niveaux ℓ ∈ {1, . . . , n} − L sont vides. Ainsi, dans l'exemple donné
dans la table 2.1, L = {10, 8, 5, 3, 2} et on a don ℓ1 = 2, ℓ2 = 3, ℓ3 = 5, ℓ4 = 8 et
ℓ5 = 10.
Lorsque pj est bloqué au niveau ℓ (i.e., |Sj | = ℓ), il y a de son point de vue exate-
ment ℓ proessus dans l'exéution ourante. L'ensemble des identités de es proessus
onstitue la vue Sj de pj . Ces proessus se répartissent sur les niveaux ℓ
′, 1 ≤ ℓ′ ≤ ℓ. En
eet, la propriété d'immédiateté assure que si idx ∈ Sj alors Sx ⊆ Sj. Don, le niveau de
px qui est égal à |Sx| est inférieur ou égal à ℓ = |Sj|. De même, les propriétés suivantes
déoulent failement de la dénition du (n, k)-partiipating-set :
 Soit p le nombre de proessus qui invoquent partiipate(). Le niveau d'un proessus
qui obtient une réponse est inférieur ou égal à p.
 Les proessus bloqués au même niveau ℓ partagent la même vue (propriété de
omparaison).
 Soient pi et pj tels que |Si| = ℓx et |Sj | = ℓy. Supposons que ℓx < ℓy. On a alors :
 Si ⊂ Sj (ar |Si| = ℓx < ℓy = |Sj | et les deux vues sont omparables par
inlusion) ;
 |Sj − Si| = |Sj | − |Si| = ℓy − ℓx (onséquene de la remarque préédente).
Un objet (n, k)-partiipating-set  répartit  les proessus sur des niveaux allant de
1 à p, où p est le nombre de proessus qui aèdent à l'objet. Cette répartition est telle
que (1) le nombre de proessus par niveau est au plus k et (2) les proessus obtiennent
des vues  ohérentes  de la répartition. Par exemple, la Table 2.1 donne une répar-
tition possible, résultat de l'invoation d'un objet PSn,3 par 10 proessus. Dans ette
exéution, auun proessus ne tombe en panne. Pour simplier, on suppose que l'iden-
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tité d'un proessus est son index (haque proessus pi invoque PSn,3.partiipate(i)). Par
exemple, les deux proessus p2 et p8 sont bloqués au niveau 5. Leur vue est l'ensemble
des proessus bloqués au niveau 5 ou aux niveaux inférieurs. Certains niveaux sont
vides.
niveau proessus vues Si
10 p5, p9 S5 = S9 = {p1, p2, p3, p4, p5, p6, p7, p8, p9, p10}
9 niveau vide
8 p1, p3, p10 S1 = S3 = S10 = {p1, p2, p3, p4, p6, p7, p8, p10}
7 niveau vide
6 niveau vide
5 p2, p8 S2 = S8 = {p2, p4, p6, p7, p8}
4 niveau vide
3 p7 S7 = {p4, p6, p7}
2 p4, p6 S4 = S6 = {p4, p6}
1 niveau vide
Tab. 2.1  Objet PSn,k : exemple de vues retournées (|P | = 10 ≤ n, k = 3)
Les propriétés de l'objet n'autorisent pas n'importe quelle répartition arbitraire des
proessus sur les niveaux. Par exemple, modions la Table 2.1 en plaçant le proessus
p8 au niveau 6. Il est lair que ette répartition n'est pas valide puisque qu'on aurait
alors |S8| = |{p2, p4, p6, p7, p8}| = 5 e qui ontredit la position de p8 dans l'éhelle des
niveaux. Intuitivement, la présene de trois proessus au niveau 8 empêhe l'oupation
des deux niveaux inférieurs 7 et 6. Le lemme suivant formalise ette idée. Nous notons
B[ℓx] = {j : |Sj| = ℓx} l'ensemble des proessus bloqués au niveau ℓx. Pour simplier,
on dénit également le niveau tif ℓ0 = 0. On a toujours B[ℓ0] = ∅.
Lemme 2.1 ∀ℓx ∈ L : |B[ℓx]| ≤ min(k, ℓx − ℓx−1).
Démonstration La propriété de simultanéité bornée se traduit par |B[ℓx]| ≤ k. Soient
pi et pj deux proessus bloqués aux niveaux ℓx et ℓx−1 respetivement. Si ℓx−1 = ℓ0,
l'inégalité se ramène à l'observation qu'au plus ℓ proessus sont au niveau ℓ. Nous avons :
1. |Si| = ℓx et |Sj| = ℓx−1 (dénition d'un proessus bloqué à un niveau) ;
2. B[ℓx] ⊆ Si et B[ℓx−1] ⊆ Sj (propriétés d'auto-inlusion et omparaison) ;
3. B[ℓx] ∩B[ℓx−1] = ∅ (dénition d'un proessus bloqué à un niveau) ;
4. B[ℓx] ∩ Sj = ∅ et B[ℓx] ∪B[ℓx−1] ⊆ Si (point 3 et Si ( Sj) ;
5. B[ℓx] = (B[ℓx] ∪B[ℓx−1])−B[ℓx−1] ⊆ Si − Sj (point 4) ;
6. Nous en onluons : |B[ℓx]| ≤ |Si − Sj | ≤ ℓx − ℓx−1.
2Lemme 2.1
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2.3.3 Un algorithme de (n, fk)-renaming adaptatif
Un algorithme qui implémente un objet (n, fk)-renaming est dérit dans la Figure
2.8. Pour obtenir un nouveau nom, un proessus pi appelle rename(idi) où idi est son
nom initial. Dans une exéution où p ≤ n proessus invoquent rename(id), pi obtient
un nouveau nom dans l'intervalle [0, . . . , 2p −
⌈
p
k
⌉
] = [0, . . . , fk(p)] lorsqu'il exéute la
ligne 5.
Objets de base La onstrution est fondée sur un objet (n, k)-partiipating-set et n
objets (k, gk)-renaming notés RNAk,gk [1], . . . ,RNAk,gk [n]. Rappelons la dénition de la
fontion gk : gk : p→ min(2p− 1, p+ k − 1). Ainsi, ∀p ≤ k : gk(p) = 2p− 1. Il s'en suit
que les objets RNAk,gk peuvent être implémentés sans attente en utilisant uniquement
des registres atomiques (f. Figure 2.2 et paragraphe 2.1.4).
La spéiation d'un objet (k, gk)-renaming requiert qu'il soit aédé par au plus
k proessus. Chaque objet RNAk,gk [x].rename(id) attribue des nouveaux noms dans
l'intervalle [0, gk(p)], où p est le nombre de proessus qui aèdent à l'objet d'index x.
La onstrution repose sur les deux idées simples suivantes :
 Bénéier de la répartition des proessus sur les marhes assurée par l'objet PSn,k
pour garantir qu'au plus k proessus aéderont à haque objet RNAk,gk ;
 Translater les noms obtenus via les objets RNAk,gk pour éviter les onits dans
l'attribution du nouveau nom nal.
L'algorithme : prinipes et desription La onstrution s'inspire de l'algorithme
de renommage de Borowsky et Gafni [22℄. Il applique la stratégie lassique  diviser
pour régner .
operation RNAn,fk .rename(idi)
(1) Si ← PSn,k.partiipate(idi) ;
(2) base i ← (2× |Si| −
˚ |Si|
k
ˇ
) ;
(3) offset i ← RNAk,gk [|Si|].rename(idi) ;
(4) new_namei ← base i − offset i + 1 ;
(5) return(new_namei)
Fig. 2.8  (n, fk)-renaming dans SMn,n−1[PSn,k] (ode pour pi)
 Diviser pour régner.
Un proessus pi ommene par invoquer l'objet (n, k)-partiipating-set pour obte-
nir une vue Si (ligne 1). L'objetif est de répartir les proessus dans des ensembles
deux à deux disjoints. Les partitions sont dénies à partir des vues Si obtenues :
les proessus qui obtiennent la même vue S sont dans la même partition. Les
vues Si satisfont les propriétés d'auto inlusion, de omparaison, d'immédiateté
et de simultanéité bornée. Nous déduisons de es propriétés que (1) le nombre de
partitions est majoré par le nombre de proessus partiipants p et (2) qu'il existe
au plus k proessus par partition.
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Tous les proessus qui obtiennent la même vue S sont bloqués au même niveau
ℓ dans l'objet PSn,k. Une façon simple d'identier la partition à laquelle pi ap-
partient est de onsidérer le niveau ℓ atteint par pi dans l'objet PSn,k (ℓ = |Si|).
Les α ≤ k proessus dans la partition ℓ = |S| entrent alors en ompétition pour
aquérir un nouveau nom (voir la Figure 2.9). Pour e faire, haque proessus pi a-
ède à l'objet (k, gk)-renaming orrespondant à sa partition ℓ = |Si| en invoquant
RNAk,gk [|Si|].rename(idi) (ligne 3). Comme nous l'avons remarqué préédemment,
les nouveaux noms sont attribués dans l'intervalle [0, 2α − 1].
 Reoller les moreaux.
L'attribution du nom nal est similaire à un mode d'adressage basé. À haque
partition ℓ = |Si| est assoiée la base 2×|Si|−
⌈ |Si|
k
⌉
(ligne 2). Les bases assoiées
à deux partitions diérentes ne sont don pas égales. Ensuite, l'entier résultat
de l'invoation RNAk,gk [ℓ].rename(idi) est vu omme un déplaement (offset i).
pi détermine son nouveau nom nal à l'aide de la base basei et du déplaement
offset i en onsidérant l'espae de renommage desendant qui démarre à l'adresse
base i (ligne 4, voir aussi la Figure 2.9).
Remarquons qu'au sein d'une partition, les proessus alulent la même base alors
que les déplaements offset i sont deux à deux distints (propriété d'uniité garan-
tie par les objets de base RNAk,gk). Nous en déduisons que les noms new_name i
alulés par es proessus sont deux à deux distints. Il reste ependant à vérier
que l'attribution de es noms n'entre pas en onit ave les noms alulés dans
les autres partitions. Le Lemme 2.2 établit que les espaes de renommage utilisés
dans haque partition sont deux à deux disjoints.
Lemme 2.2 L'algorithme de la Figure 2.8 garantit que les nouveaux noms attribués
sont uniques : quelque soit l'exéution, il n'existe pas deux proessus qui obtiennent le
même nom.
Démonstration Pour ommener, vérions que les objets de base RNAk,gk sont utilisés
onformément à leur spéiation, 'est-à-dire aédés par au plus k proessus. D'après
le texte de l'algorithme, seuls les proessus pi tels que |Si| = ℓx appellent l'objet RNAk,gk
[ℓx]. L'objet PSn,k assure que es proessus sont au plus k (propriété de simultanéité
bornée).
Soit pi un proessus tel que |Si| = ℓx. Ce proessus appartient à l'ensemble B[ℓx]
des proessus bloqués au niveau ℓx. Pour obtenir le déplaement offset i, il invoque
rename(idi) sur l'objet (k, gk)-renaming d'index ℓx. D'après les propriétés de et objet,
il n'existe pas deux proessus dans B[ℓx] qui obtiennent le même déplaement et on
a 1 ≤ offset i ≤ gk(|B[ℓx]|) = 2 × |B[ℓx]| − 1 ar 1 ≤ B[ℓx] ≤ k. Par ailleurs, on sait
que |B[ℓx]| ≤ min(k, ℓx − ℓx−1) (Lemme 2.1). L'inégalité devient don 1 ≤ offset i ≤
2×min(k, ℓx − ℓx−1).
D'un autre oté, l'espae de renommage attribué au proessus pi ∈ B[ℓx] débute à
la base 2ℓx −
⌈
ℓx
k
⌉
(inlus) et desend jusqu'à 2ℓx−1 −
⌈ ℓx−1
k
⌉
(exlus). La taille de et
espae est don :
2(ℓx − ℓx−1)− (
⌈ℓx
k
⌉
−
⌈ℓx−1
k
⌉
)
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Fig. 2.9  Prinipe de l'algorithme de renommage adaptatif
On en déduit qu'une ondition susante pour éviter les onits dans l'attribution
des nouveaux noms est que le déplaement maximal soit inférieur ou égal à la taille de
l'espae de renommage, soit :
2×min(k, ℓx − ℓx−1)− 1 ≤ 2(ℓx − ℓx−1)− (
⌈ℓx
k
⌉
−
⌈ℓx−1
k
⌉
) (2.1)
Soient qx, rx (respetivement qx−1, rx−1) le quotient et le reste dans la division eu-
lidienne de ℓx (respetivement ℓx−1) par k. On érit :
ℓx = qxk + rx (d'où
⌈rx
k
⌉
∈ {0, 1})
ℓx−1 = qx−1k + rx−1 (d'où
⌈rx−1
k
⌉
∈ {0, 1})
d'où ℓx − ℓx−1 = (qx − qx−1)k + (rx − rx−1) et
(
⌈ℓx
k
⌉
−
⌈ℓx−1
k
⌉
) = (qx − qx−1) + (
⌈rx
k
⌉
−
⌈rx−1
k
⌉
)
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Remarquons que −(k − 1) ≤ rx − rx−1 ≤ k − 1 et que qx ≥ qx−1 ar ℓx > ℓx−1. Nous
distinguons deux as en fontion de la valeur de la diérene entre qx et qx−1.
 qx − qx−1 = 0
Dans e as −(k − 1) ≤ ℓx − ℓx−1 = rx − rx−1 ≤ k − 1 et l'inégalité 2.1 devient
−1 ≤ −(qx − qx−1)− (
⌈rx
k
⌉
−
⌈rx−1
k
⌉
) 'est-à-dire⌈rx
k
⌉
−
⌈rx−1
k
⌉
≤ 1
Cette inégalité est vériée ar
⌈
rx
k
⌉
−
⌈ rx−1
k
⌉
∈ {−1, 0, 1}.
 qx − qx−1 = 1
On distingue deux as en fontion de la valeur de la diérene rx − rx−1.
 rx − rx−1 ≤ 0
L'équation 2.1 devient :
−1 ≤ −(qx − qx−1)− (
⌈rx
k
⌉
−
⌈rx−1
k
⌉
) qui donne
(
⌈rx
k
⌉
−
⌈rx−1
k
⌉
) ≤ 0
(
⌈
rx
k
⌉
−
⌈ rx−1
k
⌉
) ∈ {−1, 0} ar rx ≤ rx−1. L'inégalité est don vériée.
 rx − rx−1 > 0
Dans e as, min(k, ℓx − ℓx−1) = k. L'équation 2.1 devient :
2k − 1 ≤ 2
(
(qx − qx−1)k + (rx − rx−1)
)
− (qx − qx−1)− (
⌈rx
k
⌉
−
⌈rx−1
k
⌉
)
0 ≤ 2(rx − rx−1)− (
⌈rx
k
⌉
−
⌈rx−1
k
⌉
)
(
⌈rx
k
⌉
−
⌈rx−1
k
⌉
) ≤ 2(rx − rx−1)
On a toujours (
⌈
rx
k
⌉
−
⌈ rx−1
k
⌉
) ∈ {0, 1}. D'autre part, 2 ≤ 2(rx − rx−1) ar
rx − rx−1 > 0. L'inégalité est bien vériée.
 qx − qx−1 = α > 1
Dans e as, min(k, ℓx−ℓx−1) = k et la partie gauhe (1) de l'inégalité 2.1 devient
2k − 1. La partie droite (2) est égale à :
(2) = 2
(
k(qx − qx−1) + (rx − rx−1)
)
−
(
(qx − qx−1) + (
⌈rx
k
⌉
−
⌈rx−1
k
⌉
)
)
= 2
(
kα+ (rx − rx−1)
)
− (α + (
⌈rx
k
⌉
−
⌈rx−1
k
⌉
)
)
= (2k − 1)α + 2(rx − rx−1)− (
⌈rx
k
⌉
−
⌈rx−1
k
⌉
) d'où
(2) ≥ (2k − 1)α − 2(k − 1)− 1 = (2k − 1)(α − 1)
Comme α > 1, on obtient (1) ≤ (2) : l'équation 2.1 est vériée.
2Lemme 2.2
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Proposition 2.2 L'algorithme dérit dans la Figure 2.8 est une implémentation sans
attente d'un objet RNAn,fk dans le modèle à mémoire partagée équipé d'objets (n, k)-
partiipating-set et (k, gk)-renaming.
Démonstration La propriété sans attente de l'implémentation déoule du texte de l'al-
gorithme et du fait que les objets de base PSn,k et RNAk,gk le sont. Le Lemme 2.2
démontre l'uniité des noms retournés. Il reste à vérier que les noms attribués lorsque
p ≤ n proessus partiipent sont dans l'intervalle [1, fk(p)].
Lorsque p proessus partiipent, la taille des vues Si est majorée par p. La plus
grande base base i alulée est don 2 × p −
⌈
p
k
⌉
, e qui est aussi la plus grande valeur
possible pour un nouveau nom (ligne 4). L'espae de renommage est don [1, 2 × p −⌈
p
k
⌉
] = [1, fk(p)]. 2Proposition 2.2
2.3.4 Du (k + 1, fk)-renaming vers (k + 1, k)-test&set
Dans les paragraphes préédents, nous avons montré omment onstruire un objet
(n, fk)-renaming à partir d'objets (k + 1, k)-test&set et de registres atomiques. L'al-
gorithme simple dérit dans la Figure 2.10 ferme la boule. Il implémente de façon
sans attente un objet (k + 1, k)-test&set à partir d'un objet (k + 1, fk)-renaming.
Pour déider, un proessus ommene par aquérir un nouveau nom en invoquant
RNAk+1,fk .rename(idi). Il retourne 1 si et seulement si son nouveau nom est ompris
entre 1 et k.
operation TASk+1,k .ompete()
(1) new_namei ← RNAk+1,fk .rename(idi) ;
(2) if (new_name
i
≤ k) then return(1)
(3) else return(0)
(4) endif
Fig. 2.10  (k + 1, k)-test&set dans SMk+1,k[RNAk+1,fk ] (ode pour pi)
Proposition 2.3 L'algorithme dérit dans la Figure 2.10 implémente sans attente un
objet (k+1, k)-test&set dans le modèle à mémoire partagée équipé d'un objet (k+1, fk)-
renaming.
Démonstration Les propriétés de validité et de terminaison déoulent immédiatement
du ode. De même, il est évident que le nombre de 1 retournés est borné par k. Nous
devons montrer qu'au moins un proessus retourne 1. Soit p ≤ k + 1 le nombre de
proessus partiipants. Nous onsidérons deux as en fontion de la valeur de p.
 p = k + 1 proessus invoquent RNAk+1,fk .rename(idi)
Dans e as, la taille M de l'espae de renommage est M = fk(k+1) = 2(k+1)−⌈
k+1
k
⌉
= 2k. Puisque les nouveaux noms sont attribués dans l'intervalle [1, 2k], il
existe au moins un proessus parmi les k+1 partiipants qui obtient un nouveau
nom ≤ k. On en déduit qu'il existe au moins un proessus gagnant.
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 p ≤ k + 1 proessus invoquent RNAk+1,fk .rename(idi)
On a alors M = fk(p) = 2p −
⌈
p
k
⌉
= p + (p − 1). On en déduit qu'au moins un
proessus obtient un nouveau nom ∈ [1, p]. Ce proessus est un gagnant ar p ≤ k.
2Proposition 2.3
2.4 Aord et déision en omité
Dans e paragraphe, nous établissons que l'aord sur plusieurs fronts et l'aord
ensembliste sont les faettes d'un même problème. Nous montrons que, pour tout k
(1 ≤ k ≤ n) il existe une rédution sans attente du problème du (n, k)-aord vers
le (n, k)-omité et réiproquement. De plus, nous étendons es résultats à la version
binaire du problème de déision de omité : il existe un algorithme sans attente, fondé
sur des registres et des objets (n, k)-omité-binaire qui résout le problème du (n, k)-
aord ; Réiproquement, à partir de registres et d'objets (n, k)-aord, il est possible
de onstruire un objet (n, k)-omité-binaire (f. Figure 2.11).
Ainsi, le problème (n, k)-omité-binaire aratérise de façon ne le (n, k)-aord, de
la même façon que le onsensus binaire est équivalent au onsensus. (n, k)-omité-binaire
est don  l'aord ensembliste binaire . Ces résultats sont parus dans [4℄.
(n, k)-aord (n, k)-omité-binaire
(n, k)-omité
Fig. 2.12
Fig. 2.18 Fig. 2.17
trivial
r/w équivalents
Fig. 2.11  Rédutions entre aord ensembliste et aord sur plusieurs fronts
Les onstrutions des objets (n, k)-omité reposent sur l'idée simple suivante : réduire
le nombre de veteurs. Considérons le problème du (n, k)-aord. Si l'on sait que les
proessus démarrent ave au plus k valeurs distintes, alors il existe une solution triviale,
et e quelque soit le nombre de proessus : haque partiipant déide simplement la
valeur qu'il propose. De façon similaire, nous pouvons résoudre le problème (n, k)-omité
en utilisant uniquement des registres, et pour un nombre quelonque de proessus,
lorsque le nombre de veteurs proposés est borné par k.
Plus préisément, ette idée se traduit par le problème ([n], k)-BG. Les paramètres
n et k font référene respetivement au nombre initial et nal de valeurs. Le paramètre
n est enadré pour souligner que l'on veut réduire l'espae des valeurs, indépendam-
ment du nombre de proessus partiipants. Dans e problème, un nombre arbitraire de
proessus proposent une valeur telle que le nombre de valeurs proposées distintes est
inférieur ou égal à n. Comme dans le problème du (n, k)-omité, en sortie les proessus
doivent produire un ouple (numéro de omité, valeur) tel que, dans haque omité, au
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plus une valeur est déidée. Les problèmes (n, k)-omité et ([n], k)-BG sont très simi-
laires. Cependant, la spéiation du ([n], k)-BG ne limite pas le nombre de proessus
partiipants mais impose une ontrainte sur l'espae des valeurs proposées. La solution
algorithme à e problème pour le as n = k est la lé des rédutions résumées dans la
Figure 2.11.
Dénition 2.7 (([n], k)-BG) Chaque proessus pi propose en entrée une valeur vi telle
que :
Espae d'entrée borné |{vi : pi partiipe }| ≤ n.
En sortie, pour haque proessus pi, le problème onsiste à déider un ouple (ci, di),
1 ≤ ci ≤ k, qui respete les propriétés suivantes :
Validité ∃pj proessus partiipant tel que di = vj ;
Terminaison Tout proessus orret qui partiipe déide ;
Aord ∀i, j : ci = cj ⇒ di = dj .
Le nom du problème fait référene à la BG-simulation [21, 25℄. Cet outil algorith-
mique puissant permet par exemple d'étudier le alul t-tolérant par rédution au alul
sans attente [21℄ ou d'obtenir des bornes de omplexité dans le modèle synhrone à par-
tir de résultats de alulabilité asynhrone [54, 50℄. Sur e dernier point, [101℄ donne des
exemples simples d'utilisation. La spéiation i-dessus est une dénition alternative
à la BG-simulation.
[4℄ étudie également une généralisation moins ontrainte du problème appelée ([n], k, α)-
BG-étendu. La propriété d'aord est relâhée de la façon suivante : dans haque omité,
au plus α valeurs peuvent être déidées. Il est démontré que e problème a une solu-
tion sans-attente pour un nombre quelonque de proessus en utilisant uniquement des
registres lorsque le nombre de valeurs initiales n satisfait la relation k ≥
⌈
n
α
⌉
.
Organisation La tehnique entrale, sur laquelle sont fondées les rédutions de ette
partie est l'algorithme sans attente qui résout le ([k], k)-BG dans le modèle SMn,n−1[∅].
Cet algorithme est dérit dans le paragraphe 2.4.2, à la Figure 2.13. Le paragraphe 2.4.1
en montre une première appliation en présentant une onstrution sans attente du
(n, k)-omité fondée sur l'utilisation onjointe d'un objet ([k], k)-BG et d'un objet (n, k)-
aord. Ensuite, nous montrons omment, à l'aide d'un objet (n, k)-omité-binaire, il
est possible de résoudre le problème ([k + 1], k)-BG. L'algorithme 2.13 est à la base
de ette nouvelle onstrution. Finalement, pour ompléter es rédutions, l'algorithme
trivial qui implémente un objet (n, k)-aord à partir du (n, k)-omité est brièvement
évoqué dans le paragraphe 2.4.5.
2.4.1 Du (n, k)-aord vers le (n, k)-omité
Supposons que l'on dispose d'une solution sans attente au problème du ([k], k)-BG
pour n proessus ('est-à-dire un objet BG [k],k aessible par n proessus). Il est lair
que l'on peut alors résoudre le (n, k)-omité à partir du (n, k)-aord. Les proessus dé-
marrent en invoquant l'objet SAn,k pour globalement réduire l'espae des veteurs pro-
posés à au plus k veteurs. Ensuite, haque proessus pi appelle BG [k],k.propose(prop i),
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où prop i est le veteur résultat de l'invoation de l'objet SAn,k par pi, pour obtenir
un numéro de omité ci ainsi qu'un veteur di. À haque omité c est assoié au plus
un veteur d. pi déide don nalement (ci, di[ci]), onformément à la spéiation du
(n, k)-omité.
Cet algorithme simple est dérit dans la Figure 2.12. Un proessus pi aède à l'objet
en appelant CDn,k.propose(veci) où veci ∈ V
k
est un veteur de k valeurs. Il déide
une paire (numéro de omité, valeur) lorsqu'il exéute la ligne 3. Une onstrution
sans-attente d'un objet BG [k],k à partir de registres atomiques est présentée dans le
paragraphe 2.4.2 (Figure 2.13).
operation CDn,k.propose(veci)
(1) propi ← SAn,k.propose(veci) ;
(2) (ci, di)← BG [k],k.propose(propi) ;
(3) return
`
(ci, di[ci])
´
Fig. 2.12  (n, k)-omité dans SMn,n−1[BG [k],k] (ode pour pi)
La orretion de l'algorithme déoule failement du ode et des propriétés des objets
SAn,k et BG [k],k sous-jaents. Les propriétés de terminaison de es objets impliquent
que l'implémentation est sans attente. De même, les propriétés de validité garantissent
que di[ci] est une valeur proposée pour le omité ci. Pour l'aord, onsidérons deux
proessus pi et pj qui déident respetivement (c, vi) et (c, vj). On alors vi = di[c] et
vj = dj [c]. D'après la propriété d'aord de l'objet BG [k],k, di = dj , d'où vi = vj.
2.4.2 Une solution sans attente au problème du ([k], k)-BG
L'algorithme de la Figure 2.13 onstruit un objet BG [k],k à partir de registres ato-
miques. L'objet est aessible par au plus n proessus et requiert que le nombre total
de valeurs vi proposées soit borné par k. Le proessus pi invoque l'objet en appelant
BG [k],k.propose(vi). Il déide une paire (numéro de omité, valeur) lorsqu'il exéute la
ligne 7.
Objets partagés La onstrution repose sur k objets (n, n)-partiipating-set (notés
PSn,n[1], . . . ,PSn,n[k]). Les objets PSn,n sont onstruits à partir de registres atomiques.
En eet, dans le problème (n, n)-partiipating-set, la ontrainte simultanéité bornée dis-
paraît. En l'absene de ette ontrainte, il existe une solution sans attente fondée uni-
quement sur des registres atomiques (i.e., l'algorithme de l'éhelle de Borowsky Gafni).
Prinipe Chaque proessus démarre l'algorithme ave une valeur vi ∈ V et doit déi-
der une paire (ci, di) omposée d'un numéro de omité ci (1 ≤ ci ≤ k) et d'une valeur
proposée di. L'algorithme doit assurer que pour haque omité, au plus une valeur est
déidée ('est-à-dire : ∀i, j : ci = cj ⇒ di = dj). L'ensemble V dans lequel sont hoisies
les valeurs proposées est arbitraire. On supposera ependant qu'il s'agit d'un ensemble
totalement ordonné.
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operation BG [k],k.propose(vi)
(1) propi ← vi ;
(2) for ri = 1 to k do
(3) Si ← PSn,n[ri].partiipate(< idi, propi >) ;
(4) view i ← {propj :< idj , propj >∈ Si} ;
(5) if (|view i| > 1) thenpropi ← min(view i)
(6) else let v suh that view i = {v} ;
(7) return
`
(ri, v)
´
(8) endif
(9) enddo
Fig. 2.13  ([n], k)-BG dans SMn,n−1[∅] (ode pour pi)
L'algorithme proède par rondes asynhrones numérotées 1, . . . , k. Les proessus
qui partiipent à la ronde r essaient de déider dans le r-ième omité. Un proessus
pi exéute suessivement les rondes 1, 2, . . . jusqu'à e qu'il parvienne à déider en
exéutant la ligne 7. Si, lorsque pi déide ri = r, on érira que  pi déide dans le omité
r . L'algorithme est orret s'il garantit que (1) les proessus qui déident lors d'une
même ronde r déident la même valeur et (2) tout proessus qui ne défaille pas parvient
à déider dans un omité.
La variable loale propi ontient en permanene une valeur initialement proposée.
La sémantique de ette variable est la suivante : s'il partiipe à la ronde r, propi est la
valeur proposée par pi dans le omité r. Initialement, propi est la valeur proposée par pi
(ligne 1). Les proessus démarrent don les rondes ave olletivement au plus k valeurs
distintes.
Lors de la ronde r, le proessus pi alule d'abord une vue view i des valeurs proposées
dans le omité r à l'aide de l'objet PSn,n[r] (lignes 3-4) assoié à la ronde r. Grâe aux
propriétés de l'objet PSn,n, les vues sont ordonnées par inlusion et toutes les vues de
taille ℓ sont don identiques. Si le ardinal de la vue de pi est égal à 1, il déide dans le
omité r l'unique valeur v ontenue dans ette vue (ligne 6-7). Puisque que les vues Si
sont ordonnées par inlusion, il existe au plus une vue de taille 1. Par onséquent, tous
les proessus qui déident dans le omité r déident la même valeur.
Dans le as ontraire (|view i| > 1), pi met à jour sa proposition avant d'essayer
de déider dans le omité suivant. Pour e faire, il hoisit la plus petite valeur dans
viewi. Grâe à e méanisme simple, le nombre de propositions diminue stritement
à haque ronde. De plus, par hypothèse, les proessus démarrent les rondes ave au
plus k propositions. Par onséquent, au plus une valeur est proposée à la ronde k. Tout
proessus qui partiipe à ette ronde obtient don une vue view i de ardinal 1 et déide.
Notation Dans la démonstration, nous utilisons les notations suivantes :
 var ri désigne la valeur de la variable loale var i du proessus pi après modiation
éventuelle au ours de la ronde r.
 PROP [r], 1 ≤ r ≤ k est l'ensemble des propositions au début de la ronde r. Plus
préisément, prop ∈ PROP [r] si et seulement si il existe un proessus qui exéute
PSn,n[r].partiipate(id,< prop >) (ligne 3).
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 PROP [0] est l'ensemble des valeurs proposées. On a par hypothèse |PROP [0]| ≤ k.
Lemme 2.3 ∀r ∈ [1, k] : (1) |PROP [r]| ≤ k + 1− r et (2) PROP [r] ⊆ PROP [r − 1].
Démonstration La démonstration de la première partie du lemme proède par réur-
rene sur r. Soit HR(r) la propriété |PROP [r]| ≤ k + 1− r.
 HR(0)
Par dénition, PROP [0] est l'ensemble des valeurs proposées. La spéiation
requiert que le nombre de valeurs proposées soit borné par k, i.e, |PROP [0]| ≤ k.
 Soit r ∈ [0, k − 1]. HR(r)⇒ HR(r + 1)
Supposons que HR(r) est vraie. Nous ommençons par démontrer que les vues
view i alulées lors de la ronde r sont totalement ordonnées par inlusion. Nous
remarquons ensuite que es vues sont inluses dans PROP [r] et que pour haque
niveau ℓ = |view i| ≥ 2, au plus une valeur peut être hoisie par les proessus pour
être proposée à la ronde suivante. Finalement, l'hypothèse de réurrene permet
de onlure.
1. ∀i, j : viewri ⊆ view
r
j ∨ view
r
j ⊆ view
r
i
Soit v ∈ view i. pi et pj alulent leur vue à partir des ensembles Si et Sj qu'ils
obtiennent en appelant PSn,n[r].partiipate(< id, prop >) (lignes 3-4). Ces
ensembles sont ordonnés par inlusion. Sans perte de généralité, supposons
que Si ⊆ Sj . Il existe don un ouple < id, v >∈ Si, d'où < id, v >∈ Sj. Par
onséquent v ∈ view i. Nous en onluons que view i ⊆ view j .
2. ∀i : viewri ⊆ PROP [r]
Cette propriété déoule diretement du ode et de la dénition de PROP [r].
3. ∀i, j : |view ri | = |view
r
j | ≥ 2⇒ prop
r
i = prop
r
j
Si |view ri | = |view
r
j | alors view
r
i = view
r
j = view (propriété 1 i dessus).
D'après le ode, pi et pj hoisissent la même valeur dans view pour mettre à
jour leur variable (ligne 5, la valeur hoisie est la plus petite dans l'ensemble
view). Nous avons don propri = prop
r
j .
4. |PROP [r + 1]| ≤ k + 1− (r + 1)
Les vues view ri sont totalement ordonnées par inlusion et inluses dans
PROP [r] (propriétés 1 et 2). Le nombre de vue est don au maximum
|PROP [r]|. Seules les vues de ardinal ℓ ≥ 2 génèrent une valeur dans
PROP [r + 1] (ligne 5). De plus, pour ℓ ≥ 2 xé, tous les proessus pi tels
que |view ri | = ℓ ont la même valeur prop à la n de la ronde r (propriété 3).
On en déduit que |PROP [r+1]| ≤ |PROP [r]|−1, d'où, par HR(r) |PROP [r+
1]| ≤ k + 1− (r + 1).
Cei termine la preuve de la partie (1) du lemme. Pour la deuxième partie, soit r ∈
[1, k]. Montrons que PROP [r] ⊆ PROP [r−1]. Soit v une valeur appartenant à PROP [r].
Par dénition des ensembles PROP , il existe un proessus pi tel que prop
r−1
i = v.
D'après le ode, v est dans la vue view i alulée par pi des valeurs proposées à la ronde
r − 1, i.e., v ∈ PROP [r − 1]. On en déduit que PROP [r] ⊆ PROP [r − 1]. 2Lemme 2.3
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Proposition 2.4 L'algorithme dérit dans la Figure 2.13 est une implémentation sans
attente d'un objet BG [k],k dans le modèle à mémoire partagée.
Démonstration
Validité : Soit (r, d) la paire déidée par le proessus pi. D'après le ode, d est
l'unique valeur dans la vue view i alulée par pi lors de la ronde r. On a don
d ∈ PROP [r], d'où d ∈ PROP [0] (Lemme 2.3). Finalement, par dénition de
l'ensemble PROP [0], il existe un proessus qui invoque BG [k],k.propose(d).
Terminaison : Soit pi un proessus orret qui partiipe. Les objets de base PSn,n[1],
. . ., PSn,n[k] sont sans attente. De plus, le Lemme 2.3 montre qu'au plus une valeur
est proposée à la ronde k. Si pi ne déide pas lors des rondes 1, . . . , k − 1, alors
il déidera lors de la ronde k. En eet, on alors PROP [k] = {propk−1i } et don
|viewki | = 1. Le prédiat de la ligne 6 est satisfait et pi déide.
Aord : Soient pi et pj deux proessus qui déident respetivement (ri, di) et (rj , dj)
telles que ri = rj = r. D'après le texte de l'algorithme, |view
r
i | = |view
r
j | = 1,
viewri = {di} et view
r
j = {d}. De plus, nous avons vu dans la démonstration du
Lemme 2.3 qu'au ours d'une ronde, les vues alulées sont totalement ordonnées
par inlusion. Il existe don une valeur v telle que view ri = view
r
j = {v}, d'où
di = dj .
2Proposition 2.4
2.4.3 Restreindre le nombre de propositions : du (n, k)-omité-binaire
vers le ([k + 1], k)-BG
À e stade, nous disposons d'une solution sans attente au problème ([k], k)-BG
qui utilise uniquement des registres. Nous avons vu que si l'on dispose d'un  moyen
extérieur  (i.e., un objet (n, k)-aord) pour réduire le nombre de valeurs proposées de
n à k, alors nous obtenons immédiatement une implémentation d'un objet (n, k)-omité
(f. paragraphe 2.4.1). Dans e paragraphe, nous montrons omment, à l'aide d'un objet
(n, k)-omité-binaire, résoudre le ([k + 1], k)-BG. Rappelons que n est une borne sur le
nombre de proessus partiipants tandis que la notation [k + 1] désigne le nombre de
valeurs initiales. Nous herhons don à onstruire un objet ([k + 1], k)-BG aessible
par au plus n proessus qui sont olletivement munis d'au plus k+1 valeurs distintes.
Pour e faire, nous utilisons un objet (n, k)-omité-binaire.
Les proessus démarrent maintenant ave olletivement k+1 valeurs. Il s'agit d'une
part de répartir es valeurs sur k omités, en déposant au plus une valeur par omité
et d'autre part, de s'assurer que haque proessus hoisisse un omité dans lequel une
valeur a été déposée. Nous avons vu dans le paragraphe préédent (paragraphe 2.4.2)
omment réaliser ela lorsque le nombre de valeurs initiales est borné par k.
Considérons l'algorithme dérit dans la Figure 2.13 et supposons que k + 1 proes-
sus proposent olletivement k + 1 valeurs. Comment se omporte l'algorithme dans
es situations ? En analysant es exéutions, on espère déouvrir de quelle façon uti-
liser la puissane additionnelle du (k + 1, k)-omité-binaire dans le but de résoudre le
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([k + 1], k)-BG. On remarque que dans ertains as, en fontion de l'étalement des va-
leurs sur les marhes, l'algorithme fontionne orretement. Par exemple, l'exéution
shématisée dans la Figure 2.14 où k = 3 produit des sorties légales. La gure dérit la
répartition sur les marhes dans haque objet (n, n)-partiipating-set assoié à haque
omité. Ainsi, dans l'objet assoié au premier omité, deux vues view i sont alulées
par les proessus pi : vue1 = {1, 2, 3, 4} et vue2 = {2, 3, 4}. Par onséquent, seules les
valeurs 1 = min(vue1) et 2 = min(vue2) sont soumises au omité suivant. Deux valeurs
sont proposées pour les deux omités restants : l'algorithme, restreint à es deux omités
se omporte alors orretement (dans l'exemple, 2 est déidé dans le omité 2 et 1 dans
le omité 3).
comite´ 1
1
234
1
2
comite´ 2
1
comite´ 3
Fig. 2.14  BG [3],3, 4 valeurs initiales : une exéution valide
Par ontre, la Figure 2.15 dérit une exéution dans laquelle ertains proessus ne
déident pas. Dans le dernier omité, la plus petite vue est de ardinal 2. Les proessus
qui atteignent e omité ne peuvent don pas déider. Un examen attentif des  bonnes 
exéutions révèle que la ondition suivante est néessaire à la mise en défaut de l'al-
gorithme : dans haun des objets (n, n)-partiipating-set, tout niveau ℓ > 1 est non
vide (la ondition n'est pas susante ; pour s'en onvainre, dans l'exéution dérite
dans la Figure 2.15, il sut d'inverser 1 et 3 dans la répartition des valeurs dans l'objet
assoié au premier omité). Intuitivement, si le niveau ℓ > 1 n'est pas oupé dans
l'objet assoié au omité c, alors la diérene entre les nombres de valeurs soumises aux
omités c et c+1 est d'au moins 2. Puisque le nombre de valeurs initiales est k+1, ette
perte d'au moins deux valeurs sut pour  normaliser  la situation dans les α omités
restant (i.e., le nombre de valeurs proposées en entrée de es α omités est inférieur ou
égal à α).
La ondition i-dessus implique que si un proessus ne parvient pas à déider à l'issue
des k rondes, alors il existe pour haque omité c une vue de ardinal 2. Par exemple,
dans la Figure 2.15, les vues {3, 4}, {2, 3} et {1, 2} sont respetivement assoiées aux
omités 1, 2 et 3. D'autre part, on sait que si une valeur est déidée dans le omité
c, alors elle apparaît néessairement dans la vue de taille 2 assoiée. Ces remarques
suggèrent omment utiliser un objet (n, k)-omité-binaire pour résoudre le ([k + 1], k)-
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comite´ 1
1
2
34
1
2
3
comite´ 2
12
comite´ 3
nb. vals ≥ 2
???
Fig. 2.15  BG [3],3, 4 valeurs initiales : mise en défaut de l'algorithme
BG. Intuitivement, dans les  mauvaises  exéutions, les proessus soumettent à l'objet
(n, k)-omité-binaire un veteur binaire de taille k, haque entrée c (1 ≤ c ≤ k) enodant
l'une des valeurs de la vue de taille 2 assoiée au omité c. En retour, haque proessus
pi obtient un ouple (ci, di), di ∈ {0, 1}. Il déide alors la valeur désignée par le bit di
dans la vue de taille 2 qui orrespond au omité ci. Toute la diulté réside dans la
réoniliation des déisions eetuées par le biais de l'algorithme 2.13 (le parours ronde
après ronde des objets (n, n)-partiipating-set) ave elles obtenues via l'appel à l'objet
(n, k)-omité-binaire.
Prinipe et desription de l'algorithme L'algorithme de la Figure 2.16 onstruit
un objet ([k+1], k)-BG aessible par n proessus proposant globalement au plus k+1
valeurs à partir de registres atomiques et d'un objet (n, k)-omité-binaire. Les proessus
aèdent à l'objet en invoquant BG [k+1],k.propose(v) et retournent une paire (numéro
de omité, valeur) en exéutant l'instrution return à la ligne 08 ou 22.
L'algorithme se divise en deux phases :
 Première phase (lignes 01-12).
Cette première phase est similaire à la onstrution de la Figure 2.13. Par rondes
suessives, les proessus essaient de déider dans les omités 1, . . . , k. À haque
ronde, le nombre de valeurs proposées diminue. À la diérene de la onstrution
de la Figure 2.13, les proessus érivent en mémoire partagée les vues view i al-
ulées lors des rondes auxquelles ils partiipent (ligne 05). De plus, le prédiat qui
autorise la déision dans le omité r est plus ontraint. pi déide dans le omité r
s'il observe une vue de taille 1 pour e omité et si auune vue de taille 2 n'a été
annonée (ligne 07).
Puisque le nombre initial de valeurs est au plus k + 1, il est possible que deux
valeurs soient proposées lors de la ronde k (voir Figure 2.15 ou le Lemme 2.3).
Ainsi, à l'issue de ette phase, il est possible que ertains proessus n'aient pas
déider (en exéutant return à la ligne 08).
 Deuxième phase (lignes 13-22).
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init : SS [1..k][1..k] ← [⊥, . . . ,⊥]× [⊥, . . . ,⊥] ;
operation BG [k+1],k .propose(vi)
(01) propi ← vi ;
(02) for ri = 1 to k do
(03) Si ← PSn,n[ri].partiipate(< idi, propi >) ;
(04) view i ← {propj :< idj , propj >∈ Si} ;
(05) SS [ri, |view i|].write(view i) ;
(06) for ℓ = 1 to k do ssi[ℓ]← SS [ri, ℓ] enddo ;
(07) if (ss [1] 6= ⊥) ∧ (ss [2] = ⊥) then let v suh that ss i[1] = {v} ;
(08) return
`
(ri, v)
´
(09) else let ℓnv ≥ 2 suh that ssi[ℓnv ] 6= ⊥ ;
(10) propi ← min(ssi[ℓnv ])
(11) endif
(12) enddo
(13) for ℓi = 1 to k do
(14) let vm (resp. vM ) be the smallest value (resp. greatest) value in SS [ℓi, 2] ;
(15) ase (vm ∈ SS[ℓi, 1]) then aux i[ℓi]← 0
(16) (vM ∈ SS[ℓi, 1]) then aux i[ℓi]← 1
(17) default then aux i[ℓi]← 0 or 1 arbitrarily
(18) endase
(19) enddo
(20) (ci, di)← BCDn,k.propose(aux i) ;
(21) let v = max(SS [ci, 2]) if di = 1, min(SS[ci, 2]) otherwise ;
(22) return
`
ci, v
´
Fig. 2.16  ([k + 1], k)-BG dans SMn,n−1[BCDn,k], (ode pour pi)
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Pour les proessus, il s'agit de déider, à l'aide de l'objet (n, k)-omité-binaire,
une paire ohérente ave les déisions éventuellement obtenues lors de la première
phase. Pour ela, haque proessus pi prépare un veteur binaire (∈ {0, 1}
k
) aux i
qui sera le paramètre d'entrée de l'invoation de l'objet BCDn,k (ligne 20).
Observons que les proessus démarrent la première phase ave au plus k + 1 va-
leurs. De plus, le nombre de valeurs déroît stritement d'une ronde à la suivante.
Supposons qu'au ours d'une ronde, le nombre de valeurs perdues (i.e., qui ne sont
pas proposées lors de la ronde suivante) est au moins 2. Le nombre de rondes qui
restent à eetuer devient alors susant pour que haque proessus parvienne à
déider. Autrement dit, après ette ronde, tout se passe omme dans la onstru-
tion du ([k], k)-BG : le nombre de valeurs est inférieur ou égal au nombre de
omités restants.
Ainsi, des proessus exéutent la deuxième phase si et seulement si exatement 1
valeur est perdue lors de haque ronde de la première phase. Enn, remarquons
que ei implique qu'une vue de taille 2 soit postée pour haque ronde lors de
la première phase (voir Lemme 2.4 et Figure 2.15). Ces remarques justient la
onstrution du veteur aux i : un bit sut pour identier une valeur eventuelle-
ment déidée dans le omité r puisque ette valeur apparaît néessairement dans
la vue de taille 2 assoiée à ette ronde. Par exemple, aux i[r] = 1 indique que la
proposition de pi pour le omité r est la plus grande valeur ontenue dans la vue
de taille 2 qui orrespond au omité r. De même, si le résultat de l'invoation de
l'objet BG [k+1],k est (r, 0), pi déide dans le omité r la plus petite valeur qui ap-
paraît dans la vue de taille 2 (SS [r, 2]) postée lors de la ronde r (lignes 21-22). An
que les déisions pour un même omité r soient ohérentes entre les deux phases,
lorsqu'il existe une vue de taille 1 (SS [r, 1] = {v} 6= ⊥), pi propose la valeur
ontenue dans ette vue pour le omité r (i.e., aux i[r] = 1 si v = max(SS [r, 2]), 0
sinon  lignes 14-18).
Objets partagés La onstrution repose sur un objet (n, k)-omité, k objets (n, n)-
partiipating-set (notés PSn,n[1], . . . ,PSn,n[k]) et un tableau SS de registres atomiques
de taille k×k. Comme observé préédemment (paragraphe 2.4.2), les objets PSn,n sont
onstruits à partir de registres atomiques. Les entrées du tableau SS sont initialisées à
⊥, une valeur par défaut qui n'appartient pas à l'ensemble V.
Pour simplier le ode, haque entrée du tableau SS est un registre à érivains
multiples. Lors de la ronde r, il est possible que plusieurs proessus érivent dans l'entrée
SS [r, ℓ] (ligne 05). Or, dans le adre que nous avons xé, la mémoire partagée est
onstituée de registres à érivain unique. Du point de vue de la alulabilité, es deux
modèles sont équivalents puisque l'on peut onstruire des registres à érivains multiples
à partir de registres à érivain uniques [120℄. De plus, nous verrons que pour haque
entrée, au plus une valeur est érite. Autrement dit, tous les proessus qui érivent dans
le registre SS [r, ℓ] érivent la même valeur. Lorsque ette propriété est garantie dans
toute exéution, il est faile d'implémenter de façon sans attente un registre MW à
érivains multiples à partir d'un tableau R[1, . . . , n] de registres à érivain unique. Pour
érire v dans MW , le proessus pi érit v dans la ième entrée R[i] du tableau R. Pour
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lire la valeur ourante de MW , pi ollete les valeurs des registres R[1], . . . , R[n]. Il
obtient ainsi l'un des ensembles {⊥}, {⊥, v} ou {v} où v est la seule valeur érite par
les proessus dans MW . S'il observe v alors la leture de MW retourne v. Dans le as
ontraire, ⊥ est retourné.
Corretion de l'algorithme Conernant la première phase, la démonstration re-
prend les notations de la preuve de la onstrution de la Figure 2.13 :
 var ri désigne la valeur de la variable loale var i du proessus pi après modiation
lors dans la ronde r (au ours de la première phase).
 PROP [r], 1 ≤ r ≤ k est l'ensemble des propositions au début de la ronde r. Plus
préisément, prop ∈ PROP [r] si et seulement si il existe un proessus qui exéute
PSn,n[r].partiipate(idi, < prop >) (ligne 03).
 PROP [0] est l'ensemble des valeurs proposées. On a par hypothèse |PROP [0]| ≤
k + 1.
Comme nous l'avons observé dans la desription de l'algorithme, la première phase est
similaire à la onstrution d'un objet ([k], k)-BG. Seuls l'ériture des vues en mémoire
partagée et le prédiat de déision dièrent. Cependant, le méanisme d'élimination
des valeurs d'une ronde à l'autre demeure. En onséquene, le Lemme 2.3 est toujours
valide, si l'on prend en ompte le fait que le nombre initial de valeurs est maintenant
borné par k + 1.
Lemme 2.3 ∀r ∈ [1, k] : (1) |PROP [r]| ≤ (k+1)+1− r = k+2− r et (2) PROP [r] ⊆
PROP [r − 1].
Nous démontrons d'abord que s'il existe un proessus qui exéute la deuxième phase
(lignes 13-22) alors une vue de taille 2 a été postée pour haque ronde r, 1 ≤ r ≤ k avant
que e proessus ne démarre la deuxième phase (Lemme 2.4). Nous utiliserons e lemme
pour démontrer que l'objet onstruit satisfait la spéiation du problème ([k+1], k)-BG
(Proposition 2.5).
Lemme 2.4 Soit une exéution dans laquelle il existe un proessus pi qui déide en
exéutant la ligne 22. Lorsque pi ommene la seonde phase ('est-à-dire lorsque pi
démarre l'exéution de la boule for à la ligne 13), on a ∀r ∈ [1, k] : SS [r, 2] 6= ⊥.
Démonstration Pour obtenir une ontradition, supposons que le lemme est faux. Il
existe don un proessus pi qui déide à la ligne 22 et un numéro de ronde R, 1 ≤ R ≤ r
tels que pi n'observe pas une vue de taille 2 assoiée à la ronde R. Plus préisément,
lorsque pi lit SS [R, 2] au ours de la seonde phase (ligne 14), SS [R, 2] = ⊥. La leture
(atomique) de SS [R, 2] par pi s'eetue à un ertain instant que l'on note τ . D'après le
ode, une seule valeur 6= ⊥ peut être érite dans le registre SS [R, 2]. Cei implique que
∀τ ′ ≤ τ , SS [R, 2] = ⊥.
Comme pi exéute la deuxième phase de l'algorithme, il a préédemment essayé
de déider au ours de la première phase dans haun des omités r = 1, . . . , k. Nous
montrons que pi aurait dû déider lors ette phase : une ontradition. Nous onsidérons
deux as, en fontion de la valeur de R.
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 R = k.
D'après le Lemme 2.3, |PROP [k]| ≤ 2. La vue view ri alulée par pi au ours de
la ronde k est don de taille 1 ou 2. Or nous avons supposé que lorsque pi exéute
la rond k, auun proessus n'a posté ou ne poste une vue de taille 2 ('est-à-dire
que lorsque pi ollete les vues à la ligne 06, on a SS [k, 2] = ⊥). On en déduit
d'une part que pi alule une vue de taille 1 lors de ette ronde et d'autre part
que le prédiat qui onditionne la déision est satisfait (linge 07). Par onséquent,
pi déide dans le omité k au ours de la première phase.
 1 ≤ R < k.
Le ardinal de l'ensemble des valeurs proposées PROP [R] dans le omité R est
borné par k + 2 − R (Lemme 2.3). Les valeurs proposées dans le omité R + 1
sont hoisies parmi les plus petites valeurs des vues de taille ℓ, 2 ≤ ℓ ≤ k+2−R.
Or, nous supposons qu'avant l'instant τ , on a toujours SS [R, 2] = ⊥, 'est-à-dire
qu'il n'existe pas de vue de taille 2 assoiée au omité R. Par onséquent, avant
l'instant τ , le nombre de propositions |PROP [R+1]| pour le omité R+1 est au
plus k − R. Par suite, avant l'instant τ , on a |PROP [R + 2]| ≤ k − R − 1, . . .,
|PROP [k]| ≤ 1. Cei déoule du fait qu'au moins une valeur est éliminée à l'issue
de haque ronde (voir la démonstration du Lemme 2.3).
An partiulier, pi exéute la ronde k avant l'instant τ . Au ours de ette ronde, il
alule néessairement une vue de taille 1 et auune vue de taille 2 n'est postée
en mémoire partagée ar |PROP [k]| ≤ 1. Par onséquent, pi déide au ours de
la première phase.
2Lemme 2.4
Proposition 2.5 L'algorithme dérit dans la Figure 2.16 est une implémentation sans
attente pour au plus n proessus d'un objet BG [k+1],k dans le modèle à mémoire partagée
muni d'un objet (n, k)-omité-binaire.
Démonstration La terminaison sans-attente déoule diretement du texte du protoole
et des propriétés de terminaison des objets sous-jaents.
Validité Soit pi un proessus qui déide la paire (ℓ, v). Si pi déide dans la première
phase (ligne 08), v est ontenue dans une vue de taille 1. Si pi déide à la n
la seonde phase de l'algorithme, v appartient à une vue de taille 2 d'après le
Lemme 2.4 et la ligne 21. Dans les deux as, v appartient à une vue postée lors
d'une ronde r au ours de la première phase de l'algorithme.
D'après le ode, les vues view i postées lors de la ronde r au ours de la pre-
mière phase sont inluses dans l'ensemble PROP [r]. On a don v ∈ PROP [r] ⊆
PROP [0], où PROP [0] est l'ensemble des valeurs proposées (Lemme 2.3).
Aord ∀ℓ, 1 ≤ ℓ ≤ k : pi déide (ℓ, vi) et pj déide (ℓ, vj) ⇒ vi = vj .
Lorsque qu'un proessus pi déide (ℓ, v) à la ligne 08 ou 22, nous érivons  pi
déide dans le omité ℓ . Nous montrons que pour haque omité ℓ, 1 ≤ ℓ,≤ k,
au plus une valeur est déidée. Soit D[ℓ] l'ensemble des proessus qui déident
dans le omité ℓ. Nous onsidérons plusieurs as en fontion de(s) la(les) ligne(s)
à la (aux)quelle(s) les proessus de D[ℓ] déident.
Aord et déision en omité 81
 ∀pi ∈ D[ℓ] : pi déide à la ligne 08.
Grâe aux propriétés de l'objet PSn,n[ℓ], les vues view i alulées lors de la ronde
ℓ sont ordonnées par inlusion (voir aussi la démonstration du Lemme 2.3). Par
onséquent, au plus une vue de taille 1 peut être alulée lors de la ronde ℓ.
D'après le ode (lignes 07-08), tous les proessus pi ∈ D[ℓ] déident don la
même valeur.
 ∀pi ∈ D[ℓ] : pi déide à la ligne 22.
Dans e as, haque proessus pi ∈ D[ℓ] obtient en retour de son invoation
BCDn,k.propose(aux i) une paire (ℓ, di). La propriété d'aord de l'objet garantit
que ∃d ∈ {0, 1} tel que ∀pi ∈ D[ℓ] : di = d. De plus, lorsque pi ∈ D[ℓ] lit SS [ℓ, 2]
à la ligne 14 ou 21, SS [ℓ, 2] 6= ⊥ (Lemme 2.4). On en déduit, d'après le ode
(ligne 22) et le fait qu'il existe d tel que ∀pi ∈ D[ℓ] : di = d, que tous les
proessus qui appartiennent à l'ensemble D[ℓ] hoisissent la même valeur dans
SS [ℓ, 2].
 ∃pi, pj ∈ D[ℓ] : pi déide à la ligne 08 et pj déide à la ligne 22.
Soit B l'ensemble que des proessus qui invoquent l'objet BCDn,k (un proessus
qui appartient à et ensemble ne déide pas néessairement dans le omité ℓ).
Parmi les proessus ∈ B, soit pb le premier proessus qui lit le registre SS [ℓ, 1].
Soit τ l'instant de ette leture. Si pb observe une valeur v, tous les proessus
∈ B proposent v pour le omité ℓ (lignes 15-16). v est alors la seule valeur qui
peut être déidée dans le omité ℓ à l'aide de l'objet CDn,k.
Supposons maintenant que pb n'observe pas de vue de taille 1 (SS [ℓ, 1] = ⊥)
assoié au omité ℓ. Dans e as, auun proessus ne déide dans le omité ℓ à
la ligne 08. Lorsque pb lit à l'instant τ le registre SS [ℓ, 1], SS [ℓ, 2] 6= ⊥ (Lemme
2.4). Par onséquent, un proessus qui par la suite, observe SS [ℓ, 1] 6= ⊥ observe
aussi SS [ℓ, 2] 6= ⊥ et ne peut don pas déider en exéutant la ligne 08.
2Proposition 2.5
2.4.4 Du (n, k)-omité-binaire vers le (n, k)-omité
Finalement, dans e paragraphe, nous réduisons le problème du (n, k)-omité au
problème du (n, k)-omité-binaire. Maintenant que nous disposons d'un solution au
problème du ([k + 1], k)-BG fondée sur l'utilisation objets (n, k)-omité-binaire, il est
faile de onstruire la rédution reherhée.
Les n proessus démarrent ave n veteurs potentiellement deux à deux distints.
Si l'on sait réduire e nombre à au plus k, le problème est résolu (f. algorithme 2.12,
paragraphe 2.4.1). Or, un objet BG [k+1],k, dont nous venons de voir une implémentation
à partir d'un objet (n, k)-omité-binaire, possède justement e pouvoir de diminuer le
nombre de valeurs. Pour passer de k + 1 à k veteurs, les n proessus invoque l'objet
BG [k+1],k ave en paramètre leur veteur initial. En réponse, haque proessus pi re-
çoit une paire (ci, vi). Il ignore le numéro de omité ci et adopte le veteur vi. Ainsi,
pour résoudre le (n, k)-omité, les n veteurs initiaux passent par une haîne d'objets
BG [n],n−1,BG [n−1],n−2, . . . ,BG [k+1],k, haque objet BG [α+1],α étant onstruit à partir
d'un objet BCDn,α (il est immédiat qu'un objet BCDn,k implémente un objet BCDn,α
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∀α ≥ k). Cet algorithme simple est dérit dans la Figure 2.17. La preuve de la orre-
tion de ette transformation déoule failement du ode et de la spéiation des objets
BG [α+1],α.
operation CDn,k.propose(veci)
(1) propi ← veci ;
(2) for α = n to k + 1 by −1 do
(3) (ci, propi)← BG [α],α−1.propose(propi)
(4) enddo ;
(5) return
`
ci, propi[ci]
´
Fig. 2.17  (n, k)-omité dans SMn,n−1[BG [n],n−1, . . . ,BG [k+1],k] (ode pour pi)
2.4.5 Du (n, k)-omité vers (n, k)-aord
L'algorithme est trivial. À partir de la valeur vi qu'il souhaite proposer pour le
(n, k)-aord, pi forme un veteur veci de taille k qui ontient uniquement vi. pi invoque
ensuite l'objet (n, k)-omité ave en paramètre veci. Finalement, pi retourne la valeur
déidée di obtenue par l'intermédiaire de l'objet (n, k)-omité. Le numéro de omité ci
est ignoré.
operation SAn,k .propose(vi)
(1) veci ← [vi, . . . , vi] ;
(2) (ci, di)← CDn,k.propose(veci) ;
(3) return(di)
Fig. 2.18  (n, k)-aord dans SMn,n−1[CDn,k] (ode pour pi)
La orretion de l'algorithme est immédiate. Les propriétés de validité et terminaison
déoulent diretement du ode. Pour l'aord, le nombre de valeurs déidées dans haque
omité est au plus 1. De plus, le nombre de omités est égal à k. Le nombre de valeurs
déidées olletivement est don borné par k.
Résumé
Dans e hapitre nous nous sommes d'abord intéressés aux relations entre renom-
mage et aord  faible . Nous avons établi une onnexion entre es deux shémas
de oordination. Nous avons exhibé un ompromis entre la  qualité  de l'aord et
le ardinal de l'espae de renommage. En partiulier, nous avons montré que les pro-
blèmes renommage adaptatif en (2p−
⌈
p
k
⌉
) noms et (k+1, k)-test&set sont équivalents.
C'est-à-dire que dans le modèle asynhrone, résoudre l'un de es problèmes est aussi
diile que résoudre l'autre. Cette équivalene est montrée via une série de rédutions
algorithmiques sans attente (résumées dans la Figure 2.4, page 57).
Plus tard, il a été montré qu'il existe une algorithme sans attente qui implémente le
renommage adaptatif en gk(p) = min(2p− 1, p+ k− 1) noms [53℄. Cette transformation
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est optimale : il n'est pas possible, à partir d'objet (n, k)-aord, d'obtenir un espae
de noms plus petit de façon sans attente. Réiproquement, est-il possible de résoudre
le (n, k)-aord à l'aide d'objet gk-renommage adaptatifs (gk : p → min(2p − 1, p +
k − 1)) ? Dans [100℄, nous présentons pour le as partiulier k = t, un algorithme t-
tolérant en mémoire partagée qui résout le problème du (n, k)-aord à l'aide d'objets
gk-renommage. Nous établissons également que pour ertaines valeurs des paramètres
k, t et n, une telle transformation est impossible. Les relations onnues entre aord
(test&set ou onsensus ensembliste) et renommage sont dérites dans la Figure 2.19 (la
èhe en pointillé signie que la transformation est en général impossible).
(n, k)-aord (p+ k − 1)-renaming
(k + 1, k)-test&set (2p −
⌈
p
k
⌉
)-renaming
Aord Renommage
Gafni [53℄
k = t
[100℄
diminution de la
sémantique
augmentation de
l'espae
Fig. 2.19  Rédutions entre aord et renommage
La qualité de l'aord oerte par des objets test&set et onsensus ensembliste dière
par la sémantique des valeurs déidées. Dans le problème test&set, il s'agit seulement
d'un bit alors que le onsensus ensembliste ore une plus grande rihesse dans le sens
où les valeurs déidées appartiennent à un ensemble qui peut être arbitrairement hoisi.
Nous observons que ette qualité sémantique inue diretement sur la taille minimale
de l'espae de renommage que l'on peut espérer obtenir.
Cette perspetive ouvre plusieurs problèmes. Par exemple, étant donné une fontion
qui détermine l'espae de renommage, peut-on dénir un problème d'aord orrespon-
dant ? Comment unier les relations dépeintes dans la Figure 2.19 ? Si l'on s'intéresse
à la diulté relative des problèmes de oordination faible, quels sont les paramètres
pertinents (degré de tolérane aux défaillanes, degré de  oordination  : k, taille de
l'espae de renommage, et., degré de onurrene ou nombre de proessus n, ...) ?
Dans une deuxième partie, nous avons introduit un nouveau problème : la déision
de omité. Ce problème apture l'idée d'essayer de mener simultanément des protooles
d'aord sur plusieurs fronts. Nous avons montré que la version binaire de e problème
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est équivalente au problème de l'aord ensembliste. Au ontraire de [58℄ qui établit
l'équivalene pour 3 proessus, 2 omités entre les problèmes déision de omité et (3, 2)-
aord à l'aide d'arguments topologique, l'approhe adoptée ii repose exlusivement
sur des rédutions algorithmiques. Par ontraste ave l'aord ensembliste qui onsiste
à hoisir plusieurs valeurs, l'aord sur plusieurs fronts semble un problème plus naturel,
qui pourrait avoir des appliations pratiques. De plus, la déision en omités est plus
rihe : on peut imaginer plusieurs variantes, par exemple en autorisant la déision de
plusieurs valeurs dans haque omité ou en requérant que haque proessus déide dans
plusieurs omités.
Chapitre 3
Composition de déteteurs de
défaillanes
Ce hapitre présente plusieurs résultats liés aux déteteurs de défaillanes orientés
vers la résolution du (n, k)-aord. Ces résultats ont été obtenus en ollaboration ave
Ahour Mostéfaoui, Mihel Raynal et Sergio Rajsbaum et ont fait l'objet d'une publi-
ation [92℄. Le modèle hoisi dans e hapitre est le modèle asynhrone à passage de
messages (noté MPn,t[∅]).
Dans le hapitre préédent, nous avons étudiés des familles de problèmes de oor-
dination faible aux ontraintes relâhées. A partir d'un problème fortement ontraint
(e.g., le onsensus), une famille de problèmes plus faibles est obtenue en relaxant l'une
des propriétés de la spéiation du problème initial (e.g., la famille des problèmes
(n, k)-aord, 1 ≤ k ≤ n). Ensuite, étant donné es familles de problèmes de oordina-
tion faible, nous nous sommes intéressés aux relations les unissant du point de vue de
la alulabilité. Nous avons abordé des questions du type suivant : étant donnée une
solution au problèmes P1, existe-t-il un algorithme sans attente fondé sur ette solution
qui résout P2 ? Les diérentes rédutions présentées ont permis de relier es shémas
de oordination en apparene de nature diérente.
Nous adoptons la même démarhe dans le ontexte des déteteurs de défaillanes
orientés vers l'aord ensembliste. De même que la spéiation du (n, k)-aord dérive
de elle du onsensus, plusieurs familles de déteteurs  faibles  ont été dérivées des
spéiations de déteteurs qui orent susamment d'information pour résoudre le
onsensus. Étant donné deux déteteurs arbitraires C1 et C2 dans es familles, peut-
on les omparer ? C'est à dire, existe-t-il un algorithme qui onstruit un déteteur de
la lasse C2 à partir d'un déteteur de la lasse C1 ? Existe-t-il une hiérarhie entre
es lasses de déteteurs ? Cette hiérarhie est-elle robuste ? Nous étudions des lasses
dérivées des déteteurs introduits dans le travail fondateur de Chandra, Hadzilaos et
Toueg [30, 29℄, i.e., S/3S, P/3P et Ω
Les déteteurs 3S, Ω et P Pour ironvenir l'impossibilité du onsensus dans un
environnement asynhrone dans lequel les proessus sont sujets aux pannes franhes
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[48℄, plusieurs lasses de déteteurs de défaillanes ont été proposées [29, 30℄. En par-
tiulier, les lasses P, 3S et Ω introduites dans le premier hapitre (paragraphe 1.2)
fournissent susamment d'informations sur les ourrenes des défaillanes pour ré-
soudre le onsensus. Par exemple, des algorithmes fondés sur la lasse Ω sont proposés
dans [29, 65, 81, 94, 117℄. En d'autres termes, les hypothèses additionnelles de synhro-
nie abstraites par haun de es orales augmentent susamment la puissane de alul
du modèle pour résoudre le onsensus. Deux résultats importants sont assoiés à es
lasses. Premièrement, les lasses 3S et Ω sont équivalentes et stritement plus faibles
que la lasse P. C'est à dire qu'il existe un algorithme qui onstruit un déteteur de la
lasse Ω dans le modèle asynhrone enrihi ave un déteteur de la lasse 3S [37, 28, 93℄
(la transformation inverse est triviale ar Ω ⊆ 3S). D'autre part, s'il est évident que
P ⊆ 3Sx et don qu'il est possible de onstruire un déteteur Ω à partir de 3P, il n'est
pas possible de onstruire un déteteur de la lasse 3P à partir de 3S ou Ω [30, 28℄.
Deuxièmement, Ω (et don 3S) est la plus faible lasse de déteteurs de défaillanes
qui permet de résoudre le onsensus.
Les lasses  mères  3S, Ω et P ont été aaiblies dans la littérature pour donner
naissane aux familles (3Sx)1≤x≤t+1, (Ω
z)1≤z≤t+1 et (φ
y)0≤y≤t. Chaune de es familles
a été introduite dans un but diérent.
Familles de déteteurs dérivés de 3S, Ω ou P La forme aaiblie 3Sx du déteteur
3S a été proposée dans [66℄ et étudiée du point de vue de la résolution du onsensus
ensembliste dans [95℄. Des algorithmes de (n, k)-aord fondés sur la lasse 3Sx sont
donnés dans [71, 96, 122℄. Contrairement à un déteteur 3S dont la portée s'étend tout
le système (haque proessus reçoit une information pertinente du déteteur), la portée
d'un déteteur 3Sx est restreinte à un sous-ensemble du système. La lasse 3Sx est
dénie par la même propriété de omplétude que la lasse 3S (à partir d'un ertain
temps, la liste produite par le déteteur ne ontient que des identités de proessus
orrets) et la propriété de préision limitée suivante : il existe un proessus orret à
qui, à partir d'un ertain temps, au moins x proessus font toujours onane. Il est
aisé de vérier que 3Sn est 3Sx tandis que 3S1 n'apporte auune puissane de alul
additionnelle. De plus, nous avons 3Sx+1 ⊆ 3Sx. Par ailleurs, il a été montré qu'au sein
de la famille (3Sx)1≤x≤n, 3Sα tel que α = t− k+2 est la plus faible lasse qui permet
de résoudre le (n, k)-aord dans un système asynhrone [71℄ (le modèle à passage de
message doit en sus satisfaire la ontrainte t < n2 ).
[90℄ étudie dans le adre de la résolution du (n, k)-aord la ombinaison des ap-
prohes par ondition [89℄ et déteteurs de défaillanes. Dans e but, Mostéfaoui et o-
auteurs dénissent la famille (φy)0≤y≤n. Un déteteur φ
y
ore une primitive query(X)
où le paramètre X désigne un ensemble de proessus. Un appel query(X) retourne
une valeur booléenne qui dépend de l'état (défaillants ou vivants) des proessus de X
et de la taille de et ensemble. query(X) renvoie systématiquement true (resp. false)
lorsque X est  trop petit  (0 ≤ |X| ≤ t − y) (resp. lorsque X est  trop grand  ;
t < |X|). Lorsque t − y < |X| ≤ t, query(X) retourne true si tous les proessus de
X sont défaillants. Clairement φy+1 ⊆ φy et φ0 ne fournit auune information sur les
défaillanes. Il est montré dans [90℄ qu'au sein de la famille (φy)0≤y≤n, φ
y
est la plus
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faible lasse qui permet de résoudre le (n, k)-aord pour k = t− y + 1.
Enn, Neiger [106℄ a introduit la famille (Ωz)1≤z≤n pour augmenter le rang des
objets dans la hiérarhie de Herlihy. Étant donné un système équipé d'objets de rang
n − 1, il est montré dans [106℄ qu'il est possible de résoudre le (n, 1)-aord à l'aide
d'un déteteur Ωn−1. [106℄ onjonture également que Ωz est la plus faible lasse qui
permet d'augmenter la puissane de synhronisation des primitives de rang z dans la
hiérarhie. Ce résultat sera établi dans [63℄. Un déteteur Ωz fournit à haque proessus
un ensemble d'au plus z identités de proessus. À partir d'un ertain temps, sur tous les
proessus le déteteur se stabilise sur le même ensemble qui ontient l'identité d'au moins
un proessus orret. De même que pour les familles préédemment mentionnées, nous
avons trivialement Ωz ⊆ Ωz+1, Ω1 est Ω et la lasse Ωn ne fournit auune information
sur les défaillanes.
Contributions Nous étudions les relations entre familles de déteteurs (Sx/3Sx)1≤x≤n,
(φy/3φy)0≤y≤n−1 (
1
) et (Ωz)1≤z≤n. Étant donné que nous savons que le (n, k)-aord
peut être résolu à l'aide de :
 3Sx, x = t− k + 2 ;
 3φy, y = t− k + 1 et
 Ωz, z = k omme montré dans le paragraphe 3.3
il est naturel de s'interroger sur les puissanes relatives de es déteteurs. Plus préi-
sèment, e hapitre étudie les question suivantes :
Les lasses Ωz, 3φy ou 3Sx qui orent susamment d'information pour ré-
soudre le (n, k)-aord sont-elles équivalentes ? Parmi es déteteurs, quels
sont les rédutions possibles en fontion des paramètres x, y, z et t ? Le para-
mètre k étant xé, quel est le plus faible déteteur au sein de es familles qui
ore susamment d'information pour résoudre le (n, k)-aord ? Quelle est
la hiérarhie - si elle existe - qui les unie ? Cette hiérarhie est-elle robuste ?
Ou est-il possible d'utiliser la puissane ombinée de plusieurs déteteurs trop
faibles individuellement pour résoudre le (n, k)-aord pour résoudre e pro-
blème ? Dans e as, quel est la lasse produite par e type de ombinaison ?
Et.
La première ontribution présentée dans le paragraphe 3.2 onerne les lasses
φy/3φy. Dans le papier séminal de Chandra et Toueg [30℄ qui introduit le formalisme des
déteteurs de défaillanes, la sortie de es orales à un instant donné dépend uniquement
du motif des ourrenes des défaillanes (voir paragraphe 1.2). Ce adre ontraste ave
la dénition de la famille (φy)0≤y≤n−1 puisque l'interrogation du déteteur implique un
éhange d'informations entre le proessus et son module déteteur loal par l'intermé-
diaire d'appels query(X).
 Contribution # 1 : les lasses (ψy)0≤y≤n−1 et (3ψ
y)0≤y≤n−1.
Nous dénissons deux nouvelles familles de déteteurs de défaillanes dont la sor-
tie dépend uniquement des instants auxquels les proessus onsultent le déteteur
1
3C est la version  inélutable  de C. Dans toute exéution, les propriétés de C sont vériées à
partir d'un ertain temps a priori inonnu.
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et du motif des défaillanes ourant. Ces déteteurs sont assez naturels ar ils four-
nissent un entier qui est une approximation du nombre de proessus défaillants.
La préision de ette approximation dépend du nombre de proessus qui sont
défaillants au moment de l'interrogation et du paramètre y.
Plus préisément, l'entier renvoyé par un déteteur de la lasse ψy est toujours
ompris entre t − y et f , le nombre de proessus défaillants dans l'exéution en
ours. Soit f τ le nombre de proessus défaillant à l'instant τ . La seonde propriété
de l'estimation peut s'exprimer ainsi : pour tout instant τ , il existe un instant
τ ′ ≥ τ tel que à partir de et instant, le déteteur renvoie un entier ≥ f τ . La
lasse 3ψy est simplement la version inélutable de la lasse ψy (l'entier renvoyé
par un déteteur de ette lasse satisfait les propriété de la lasse ψy à partir d'un
ertain instant ni inonnu des proessus ; avant et instant, le omportement du
déteteur est arbitraire).
Nous établissons dans le paragraphe 3.2 que les lasses ψy et 3ψy sont respeti-
vement équivalentes aux lasses φy et 3φy.
Dans le reste du hapitre, nous étudions les rédutions entre les déteteurs des fa-
milles (Sx/3Sx)1≤x≤n, (φ
y/3φy)0≤y≤n−1 et (Ω
z)1≤z≤n ainsi que leur apaité à résoudre
le (n, k)-aord pour k xé. Dans e qui suit, la notation A + B ; C signie que dans
le modèle asynhrone équipé de déteteurs A et B, il existe un algorithme qui onstruit
un déteteur de la lasse C. De même, nous érirons A+ B 6; C lorsque ette transfor-
mation est impossible. Les notations A ; C et A 6; C ont la même signiation, en
onsidérant un système équipé d'un déteteur de la seule lasse A.
 Contribution # 2 : Rédutions.
 Les lasses Sx/3Sx et ψ
y
/3ψy sont inomparables :
 Soient 1 ≤ x ≤ t+ 1 et 1 ≤ y ≤ t. Sx 6; 3ψ
y
(Théorème 3.4) ;
 Soient 0 ≤ y ≤ t− 1 et 2 ≤ x ≤ t+ 1. ψy 6; 3Sx (Théorème 3.5).
 Rédutions entre ψy/3ψy et Ωz :
 3ψy ; Ωz si et seulement si y + z > t (Corollaire 3.5) ;
 Soient 1 ≤ z ≤ t+ 1 et 1 ≤ y ≤ t. Ωz 6; 3ψy (Corollaire 3.7).
 Rédutions entre Sx/3Sx et Ω
z
:
 3Sx ; Ω
z
si et seulement si x+ z > t+ 1 (Corollaire 3.6) ;
 Soient 2 ≤ z ≤ t+ 1 et 2 ≤ x ≤ t+ 1. Ωz 6; 3Sx (Corollaire 3.8).
Ces résultats sont résumés dans la Figure 3.1. Une èhe pleine joignant la lasse
A à la lasse B indique qu'un déteteur de la lasse A peut être transformé en
un déteteur de la lasse B. Au ontraire, une èhe en pointillés indique qu'une
telle transformation est impossible. Les lasses équivalentes sont enerlées par un
adre gris.
Il est possible de lasser es déteteurs en fontion du plus petit k pour lesquelles
elles fournissent susamment d'informations pour résoudre le (n, k)-aord. La
olonne sur la droite matérialise e lassement. Toutes les déteteurs situés dans
le zième plan permettent de résoudre le (n, z)-aord. De plus, au sein d'une même
famille dénie par une olonne, la lasse située sur le zième plan est la plus faible
lasse qui permet de résoudre le (n, z)-aord. Enn, parmi les lasses situées sur
un même  niveau z  dans la gure, la lasse Ωz est la plus faible lasse pour
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résoudre le (n, z)-aord.
P
(n, k)-
aord
3P
1
St+1 ψ
t
3St+1 3ψ
t
Ω1 2
St ψ
t−1
3St 3ψ
t−1
Ω2 z
St−z+2 ψ
t−z+1
3St−z+2 3ψ
t−z+1
Ωz t+ 1
S1 ψ
0
3S1 3ψ
0
Ωt+1
Fig. 3.1  Grille de déteteurs de défaillanes
 Contribution # 3 : Addition.
Par exemple dans le as t > 1, onsidérons la lasse 3St qui permet de résoudre
le (n, 2)-aord (mais qui ne permet pas de résoudre le onsensus) et la lasse
3ψt−1 qui permet de résoudre le (n, k)-aord à ondition que k ≥ t. Du point
de vue du (n, k)-aord, quelle la puissane de alul que l'on obtient en ombi-
nant es deux lasses ? Nous montrons dans le paragraphe 3.4 que la ombinaison
3St + 3ψ
t−1
ore une puissane susante pour résoudre le onsensus. Plus gé-
néralement, parmi les lasses de la Figure 3.1 nous aratérisons les lasses qui
peuvent être additionnées et elles dont l'addition n'apporte auune puissane
de alul supplémentaire. Ces résultats sont résumés par l'équation suivante :
3Sx + 3ψ
y
; Ωz si et seulement si x+ y + z > t+ 1. Pour établir e résultat,
nous présentons une onstrution algorithmique (Figures 3.7 et 3.8) et une preuve
d'impossibilité (théorème 3.3).
Intuitivement, les informations fournies par les déteteurs 3Sx et 3ψ
y
sont de
nature diérente. Le gain obtenu par une telle addition est dépeint dans la Figure
3.2.
 3Sx ; Ω
t−x+2
et 3Sx 6; Ω
t−x+1
. Autrement dit, dans la famille (Ωz)1≤z≤n,
le déteteur le plus puissant qu'il est possible de onstruire à partir de 3Sx est
Ωt−x+2. L'addition d'un déteteur de la lasse 3ψy permet de passer de Ωt−x+2
à Ωz ave z = (t− x+ 2)− y.
 De même 3ψy ; Ωt−y+1 et 3ψy 6; Ωt−y. L'addition d'un déteteur de la lasse
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(n, k)-aord
Ωz−1 z − 1
+
Ωz z = (t+ 1− (x− 1))− y
= (t+ 1− y)− (x− 1)
+
3Sx t+ 1− (x− 1)
3ψy t+ 1− y
Fig. 3.2  Addition des lasse 3Sx et 3ψ
y
3Sx permet d'obtenir un déteteur Ω
z
tel que z = (t− y + 1)− (x− 1).
Remarquons enn que la hiérarhie dépeinte de la Figure 3.1 n'est pas robuste.
En ombinant deux déteteurs d'un même niveau z, il est possible d'atteindre un
niveau z′ < z inférieur, 'est à dire d'obtenir une puissane de alul supérieure.
Par exemple, xons z = 4 et t = 5. En additionnant les déteteurs des lasses
3Sx et ψ
y
du niveau 4 ('est à dire x = t− z + 2 = 3 et y = t − z + 1 = 2), on
obtient au mieux un déteteur de la lasse Ωz
′
ave z′ ≥ t+ 2− x− y = 2.
 Contribution # 4 : Algorithme de (n, k)-aord fondé sur Ωk.
Nous donnons un tel algorithme dans le paragraphe 3.3. L'algorithme proposé
étend un protoole simple de onsensus fondé sur la lasse Ω. Nous montrons
également que k ≥ z et t < n/2 est une ondition néessaire pour résoudre le
(n, k)-aord dans le modèle asynhrone par passage de messages équipé d'un
déteteur de la lasse Ωz (théorème 3.1). Ce théorème et la aratérisation des
rédutions possibles entre les diérentes lasses de déteteurs (Figure 3.1) implique
que parmi les lasses que nous étudions, Ωz est la lasse la plus faible qui permet
de résoudre le (n, k)-aord.
Organisation du hapitre Les dénitions des diérentes familles de déteteurs sont
données dans le paragraphe 3.1. L'équivalene entre les lasses 3φy/φy et 3ψy/ψy est
démontrée dans le paragraphe 3.2. Le paragraphe 3.3 présente un algorithme fondé sur
Ωz qui résout le (n, k)-aord pour k ≥ z et établit que dans la famille (Ωz)1≤z≤n, Ω
k
est
la plus faible lasse qui permet de résoudre e problème. La onstrution d'un déteteur
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Ωz à partir de l'addition de 3Sx et 3ψ
y
est présentée dans le paragraphe 3.4. Enn, les
démonstrations l'optimalité de l'addition et des résultats d'impossibilités de la Figure
3.1 sont développées dans le paragraphe 3.5.
3.1 Une ménagerie de déteteurs de défaillanes
Dans e paragraphe, nous dénissons formellement les familles de déteteurs briève-
ment présentées dans l'introdution. Chaune des lasses d'une famille est paramétrée
par un entier qui apparaît en indie (Cx) ou en exposant (C
y
). L'indie indique la portée
du déteteur, 'est à dire le nombre de proessus qui obtiennent des informations per-
tinentes de l'orale. L'exposant mesure la qualité de l'information donnée par l'orale.
Plus et entier est petit, meilleur est la préision de l'orale.
Pour le proessus pi, la sortie d'un déteteur C est matérialisée par une variable vari
aessible en leture seule. La valeur de vari est ontrlée par le déteteur C. Ainsi,
pour interroger le module loal du déteteur, pi lit le ontenu de ette variable. Nous
noterons var
τ
i la valeur de la variable à l'instant τ . Autrement dit, var
τ
i désigne la
sortie du déteteur C pour le proessus pi à l'instant τ .
3.1.1 Les familles (3Sx)1≤x≤n et (Sx)1≤x≤n
Les lasses de déteteurs de défaillanes 3Sx et Sx ont été introduites et utilisées
dans [66, 94, 96, 122℄. Un déteteur 3Sx ou Sx fournit un ensemble d'identités de
proessus. Plus préisement, haque proessus pi dispose d'une variable trustedi a-
essible uniquement en leture dont la valeur est ontrlée par le déteteur sous-jaent.
trustedi ontient les identités des proessus qui sont orrets du point de vue de pi.
Un déteteur 3Sx satisfait les propriétés suivantes :
Dénition 3.1 (Spéiation de 3Sx)
Complétude forte Un proessus défaillant est inélutablement perçu omme tel :
∃τ,∀i ∈ Π,∀τ ′ ≥ τ : trustedτ
′
i ⊆ Correct
Faible préision à portée limitée Un ensemble de proessus de taille au moins x font,
à un partir d'un ertain instant, toujours onane à un même proessus orret :
∃X ⊆ Π,∃ℓ ∈ Correct ∩X,∃τ : |X| ≥ x ∧ (∀τ ′ ≥ τ : ℓ ∈ trusted τ
′
i )
La lasse Sx généralise de façon similaire la lasse S. Un déteteur de la lasse Sx
satisfait la propriété de omplétude forte énonée i-dessus ainsi que :
Dénition 3.2 (Spéiation de Sx)
Faible préision à portée limitée, version perpétuelle Un semble de proessus de taille
au moins x font toujours onane à un même proessus orret.
∃X ⊆ Π,∃ℓ ∈ Correct ∩X : |X| ≥ x ∧ (∀τ ≥ 0 : ℓ ∈ trustedτi )
Au sein de es familles, plus la portée x est grande, plus le déteteur est puissant.
De plus, un déteteur qui satisfait la préision faible de façon perpétuelle satisfait aussi
la version non-perpétuelle de ette propriété. D'où Sx ( 3Sx, Sn ⊆ . . . ( Sx+1 ( Sx (
. . . ( S1 et 3Sn ⊆ . . . ( 3Sx+1 ( 3Sx ( . . . ( 3S1.
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3.1.2 La famille (Ωz)1≤z≤n
Un déteteur Ωz maintient sur haque proessus un ensemble leader d'identités de
proessus de ardinal au plus z. La variable ontrlée par un tel déteteur est notée
leaderi et satisfait la propriété suivante.
Dénition 3.3 (Spéiation de Ωz)
 Leader multiple Inélutablement, tous les proessus ont la même vision de l'en-
semble des leaders. De plus, et ensemble ontient l'identité d'un proessus orret.
∃L ⊆ Π, ∃τ : (|L| ≤ z) ∧ (L ∩ Correct 6= ∅) ∧ (∀τ ′ ≥ τ,∀i : leaderτ
′
i = L).
La famille (Ωz)1≤z≤n étend naturellement [106℄ la lasse Ω(= Ω
1) [29℄. Une autre géné-
ralisation de Ω est étudiée dans [41℄. Delporte-Gallet et oauteurs dénissent la lasse la
lasse ΩS, où S est un sous ensemble prédéni des proessus du système. Un déteteur
ΩS requiert que tous les proessus orrets ∈ S s'aordent à partir d'un ertain temps
sur le même proessus leader orret. Soit X l'ensemble de toutes les paires de proes-
sus. Les auteurs démontrent dans [41℄ que dans un système muni de tous les déteteurs
Ωx, x ∈ X, il existe un algorithme qui onstruit un déteteur Ω.
3.1.3 Les familles (3φy)1≤y≤n et (φ
y)1≤y≤n
Ces lasses ont été introduites dans [90℄ et [92℄. Comme nous l'avons remarqué en
introdution, leur dénition ne rentre pas dans le adre du travail fondateur sur les dé-
teteurs de défaillanes de Chandra et Toueg. En eet, la sortie d'un déteteur doit dé-
pendre uniquement du motif des défaillanes et de l'instant d'interrogation. Or, ontrai-
rement aux déteteurs préédemment dénis qui fournissent une variable (trusted ou
leader) aessible en leture seule, un déteteur 3φy ou φy exporte une primitive
query(X), où le paramètre X hoisi par le proessus au moment de l'interrogation est
un ensemble d'identités de proessus. Cette primitive query(X) retourne une valeur
booléenne. Elle permet au proessus qui l'invoque de déouvrir si une région du système
est défaillante.
La famille (φy)1≤y≤n Un déteteur de la lasse φ
y
satisfait les propriétés suivantes :
Dénition 3.4 (Spéiation de φy)
Trivialité Si |X| ≤ t− y, query(X) retourne true. Si |X| > t, query(X) retourne
false.
Sûreté Si t − y < |X| ≤ t et au moins un proessus pi, i ∈ X est vivant lorsque
query(X) est invoquée alors le résultat de l'invoation est false.
Vivaité Soit X tel que t−y < |X| ≤ t. Soit τ un instant tel que, à l'instant τ , tous
les proessus dont l'identité est dans X sont en panne. Il existe un instant τ ′ ≥ τ
à partir duquel toute invoation de query(X) retourne true.
Un déteteur φy ore une vision  grossière  du système. En eet, il n'est pas apable
de rendre ompte de l'état d'un groupe de α ≤ t− y proessus (propriété de trivialité).
En partiulier, pour y < t, la défaillane d'un unique proessus n'est pas perçue par
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un tel déteteur. Néanmoins, le déteteur indique de façon préise l'état des groupes X
susamment larges (|X| > t − y). Si la réponse à un appel query(X) est true, alors
tous les proessus de X sont défaillants (propriété de sûreté). De plus, pour un groupe
X défaillants, il existe un instant à partir duquel toutes les invoations query(X)
signaleront que e groupe est totalement défaillant (propriété de vivaité).
[90℄ montre que (1) φy+1 ⊆ φy et (2) les lasses φt et P sont équivalentes dans le
modèle asynhrone dans lequel au plus t proessus sont suseptibles d'être défaillant au
ours d'une même exéution. Enn, il est aisé de vérier qu'un déteteur φ0 ne fournit
auune puissane de alul additionnelle.
La famille (3φy)1≤y≤n Nous étendons la famille (φ
y
1≤y≤n) en donnant une version
 inélutable . Les propriétés sûreté et vivaité sont satisfaites à partir d'un ertain
instant, qui dépend de l'exéution et n'est pas onnu des proessus. Un déteteur de
défaillane de la lasse 3φy est déni par les propriétés suivantes :
Dénition 3.5 (Spéiation de 3φy)
Trivialité Si |X| ≤ t− y, query(X) retourne true. Si |X| > t, query(X) retourne
false.
Sûreté inélutable Soit X tel que t− y < |X| ≤ t et X ∩ Correct 6= ∅. Il existe un
intant τ à partir duquel le résultat de toute invoation query(X) à l'instant τ ′
est false.
Vivaité Soit X tel que t − y < |X| ≤ t et X ∩ Correct = ∅. Soit τ un instant tel
que, à l'instant τ , tous les proessus de X sont défaillants. Il existe un instant
τ ′ ≥ τ à partir duquel toute invoation de query(X) retourne true.
De même que pour la lasse φy, les lasses 3P et 3φt sont équivalente dans un
système dans lequel au plus sont t proessus sont fautifs au ours une même exéution.
De plus, nous avons immédiatement 3φy+1 ⊆ 3φy.
3.1.4 Les familles (3ψy)1≤y≤n et (ψ
y)1≤y≤n
La famille (ψy)1≤y≤n Un déteter ψ
y
fournit à haque proessus une variable nb_i
aessible en leture seule, qui ontient un entier. Cet entier est une estimation du
nombre de proessus qui sont tombés en panne dans l'exéution ourante (d'où le nom
nb_i).
Rappelons que étant donné une exéution innie, f (0 ≤ f ≤ t) dénote le nombre
total de proessus défaillant dans ette exéution. Ce nombre est bien déni ar les
pannes sont stables. Plus généralement, nous notons f τ le nombre de proessus qui sont
tombés en panne avant l'instant τ . Un déteteur ψy satisfait les propriétés suivantes :
Dénition 3.6 (Spéiations de ψy)
Sûreté : ∀τ : t− y ≤ nb_τi ≤ max(t− y, f
τ ) ;
Vivaité : ∃τ : ∀τ ′ ≥ τ,nb_τ
′
i = max(t− y, f).
La propriété de sûreté garantit que l'approximation donnée par l'orale est toujours
supérieure ou égale à t − y. De plus, lorsque le nombre de pannes dépasee le seuil
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t − y, l'orale ne sous-estime jamais le nombre de pannes. Enn, dans e as, la sortie
de l'orale onverge inélutablement vers le nombre exat de défaillanes (propriété de
vivaité).
La famille (3ψy)1≤y≤n La lasse 3ψ
y
est la version inélutable de la lasse φy. La
propriété de sûreté est relahée pendant une periode arbitraire mais nie. Cette propriété
relâhée et la propriété de vivaité peuvent être rassemblées en une seule propriété :
Dénition 3.7 (Spéiations de 3ψy)
Convergene inélutable : ∃τ : ∀τ ′ ≥ τ,∀i ∈ Π : nb_τ
′
i = max(t− y, f).
Observons que, ontrairement aux lasse φy et 3φy, les lasses ψy et 3ψy rentre
dans le adre déni par Chandra et Toueg. Le paragraphe suivant montre que es deux
familles sont équivalentes.
Notations (rappel) Soient F et G deux lasses de déteteurs de défaillane.MPn,t[F ]
est utilisé pour représenter un système asynhrone de n proessus parmi lesquels au plus
t sont suseptibles de tomber en panne, qui ommuniquent par messages. Le système
est enrihi ave un déteteur de défaillane de la lasses F . De même, la notation
MPn,t[F ,G] représente un système équippé de déteteurs de défaillanes des lasses F
et G. Enn, MPn,t[∅] désigne un système asynhrone  pure , 'est-à-dire sans déte-
teur de défaillanes additionnel.
3.2 Les lasses φy(3φy) et ψy(3ψy) sont équivalentes
Dans e paragraphe, nous démontrons que les modèles MPn,t[φ
y] et MPn,t[ψ
y]
(respetivement, MPn,t[3φ
y] et MPn,t[3ψ
y]) orent la même puissane de alul.
Pour e faire, nous montrons omment onstruire un déteteur de la lasse ψy (3ψy)
(respetivement φy (3φy)) dans le modèle MPn,t[φ
y] (MPn,t[3φ
y]) (respetivement
MPn,t[ψ
y] (MPn,t[3ψ
y])).
3.2.1 De φy(3φy) vers ψy(3ψy)
Ce paragraphe dérit un algorithme simple qui onstruit un déteteur ψy (respeti-
vement 3ψy) dans le modèle MPn,t[φ
y] (respetivement MPn,t[3φ
y]).
D'un oté, l'information fournie par la lasse ψy (3ψy) est une estimation du nombre
de proessus défaillants. D'un autre oté, pour un ensemble X, la lasse φy (3φy) donne
une information du type  il existe au moins un proessus vivant dans X  ou  tous
les proessus de X sont défaillants . Ainsi, pour trouver une approximation du nombre
de proessus défaillants, les proessus testent tous les ensemble X possibles à l'aide de
la primitive query(X) fournie par le déteteur φy (3φy). L'approximation du nombre
de défaillanes est alors donnée par le ardinal du plus grand ensemble qui, selon le
résultat des appels query()), ne ontient que des proessus défaillants.
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Brève desription de la transformation L'algorithme de la Figure 3.3 implémente
un déteteur de défaillanes ψy (respetivement 3ψy) dans le modèle MPn,t[φ
y] (res-
petivement MPn,t[3φ
y]).
Pour haque entier α ∈ [t − y + 1, t], dénissons Sets(α) omme l'ensemble qui
ontient tous les sous-ensembles de Π de ardinal α. Pour le proessus pi, l'algorithme
onsiste en une boule innie dont haque itération met à jour la variable loale nb_i
qui simule la sortie ourante du déteteur ψy (respetivement 3ψy).
A haque itération de la boule, pi appelle query(X) pour haque ensemble X de
ardinale α, α variant de t− y+1 à t. Si l'invoation query(X) retourne true pour un
ensemble X tel que |X| = α, pi en onlut que les α proessus de X sont défaillants.
Il inlut alors ette valeur dans l'ensemble Ai. Après avoir testé tous les ensembles
possibles, pi met à jour nb_i en hoisissant la plus grande valeur dans l'ensemble Ai.
init nb_
i
← t− y
repeat forever
Ai ← ∅ ;
foreah α ∈ {t− y + 1, . . . , t} do
foreah X ∈ Sets(α) do
if φ-query(X) then Ai ← Ai ∪ {α} endif
endfor
endfor ;
if Ai 6= ∅ then nb_i ← max(Ai) else nb_i ← (t− y) endif
endrepeat
Fig. 3.3  De φy vers ψy (respetivement, de 3φy vers 3ψy), ode pour pi
Proposition 3.1 L'algorithme de la Figure 3.3 implémente un déteteur de la lasse
ψy (respetivement 3ψy) dans le modèle MPn,t[φ
y] (respetivement MPn,t[3φ
y]).
Démonstration La démonstration traite simultanément les as du modèle MPn,t[φ
y]
et le as du modèle MPn,t[3φ
y]. Soit une exéution innie arbitraire de l'algorithme.
Nous étudions deux as en fontion du nombre f de proessus fautifs dans l'exéution
onsidérée.
 f < t− y+1. Dans e as, ∀α ∈ [t− y+1, t],∀X ∈ Sets(α), il existe au moins un
proessus orret dans X. Don, à partir d'un ertain instant τ , les invoations
φ-query(X) retournent toujours false (propriété de sûreté du déteteur 3φy ou
φy ; τ = 0 dans le modèle MPn,t[φ
y] et τ ≥ 0 dans le modèle MPn,t[3φ
y]). Par
onséquent, après τ , pour tout proessus pi, Ai = ∅ à la n de haque itération de
la boule externe. D'où, d'après le texte du protoole, l'existene d'un instant à
partir duquel on a toujours, pour tout proessus pi, nb_i = t−y = max(t−y, f).
 f ≥ t−y+1. Notons E l'ensemble des proessus fautifs. On a t ≥ |E| ≥ t−y+1 :
il existe par dénition des ensembles d'ensembles Sets, un entier α ∈ [t− y+1, t]
tel que E ∈ Sets(α). De plus, d'après la propriété de vivaité de la lasse 3φy
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ou φy, il existe don un instant τ1 à partir duquel les invoations φ-query(E)
retournent toujours true.
Observons que dans le modèleMPn,t[φ
y], avant l'instant τ1, toutes les invoations
φ-query(E) retournent false. Au ontraire, dans le modèleMPn,t[3φ
y], une invo-
ation φ-query(E) avant τ1 renvoie arbitrairement true ou false. Nous examinons
deux as en fontions de la lasse du déteteur de défaillanes sous-jaent.
 Cas 1 : MPn,t[3φ
y]
D'après la propriété de sûreté inélutable, il existe un instant τ2 à partir du-
quel les invoations φ-query(X) telles que |X| > |E| = f retournent false.
Considérons une itération de la boule externe qui débutent après l'instant
τ = max(τ1, τ2). A la n de ette boule, f ∈ Ai et ∀α > f, α /∈ Ai. On
en onlut que inélutablement, on a toujours nb_i = f : la propriété de
onvergene inélutable de la lasse 3ψy est vériée.
 Cas 2 : MPn,t[φ
y]
Dans e as, en plus du fait que la valeur de nb_i onvergene vers f , il faut
aussi établir qu'à tout instant la valeur de nb_i est bornée par le nombre de
proessus eetivement défaillant à et instant.
Remarquons que le raisonnement du as préédent s'applique également dans
le modèle MPn,t[φ
y]. La onstrution garantit don la propriété de vivaité de
la lasse ψy ('est à dire que la valeur de nb_i onverge vers f).
Pendant la période durant laquelle le nombre de proessus défaillants est in-
férieur à t − y, toutes les invoation φ-query(X) telles que t − y ≤ |X| ≤ t
retournent false. Par onséquent, l'ensemble Ai est vide et on a nb_i = t− y
pendant ette période.
Soient τ(f ′) le plus petit instant tel qu'il existe exatement f ′ (1 ≤ f ′ ≤ f)
proessus défaillants. D'après la propriété de sûreté de la lasse φy, les invoa-
tions φ-query(X) telle que |X| > f ′ retournent false au moins jusqu'à l'instant
τ(f ′). Ainsi, la plus grande valeur ontenue dans Ai jusqu'à τ(f
′) est bornée
par f ′, e qui montre que la onstrution garantit la propriété de sûreté de la
lasse ψy.
2Proposition 3.1
3.2.2 De ψy(3ψy) vers φy(3φy)
Dans e paragraphe, nous onstruisons un déteteur φy (3φy) dans le modèleMPn,t[ψ
y]
(MPn,t[3ψ
y]).
Prinipe de la transformation La onstrution d'un déteteur φy (resp. 3φy) dans
le modèle MPn,t[ψ
y] (resp. MPn,t[3ψ
y]) est dérite dans la Figure 3.4.
Lorsque pi onsulte le déteteur en invoquant φ-query(X), il ommene par vérier
si X est trop petit (ou trop grand). Si |X| ≤ t−y (respetivement t < |X|), l'algorithme
retourne true (respetivement false). Autrement (t−y < |X| ≤ t), pi essaie de déterminer
si X ontient au moins un proessus vivant. Pour faire ela, pi érit la valeur ourante
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de nb_i dans la variable loale est_ci et diuse un message Inquiry daté ave un
entier sni (sni est le premier numéro de séquene non enore utilisé par pi).
Il attend ensuite la réeption d'un nombre susant de messages Response orres-
pondant (i.e., qui transportent le numéro de séquene ourant sni) ou le hangement
de la valeur de n − nb_i (ligne 06).  Un nombre susant  veut dire ii au moins
n− nb_i (pour éviter de possibles bloages au ours de l'attente, pi évalue régulière-
ment la ondition de la ligne 06). Si la valeur de nb_i a hangé, pi entame un nouveau
yle d'interrogation (lignes 04-06). Autrement, pi ollete les identités des proessus
desquels il a reçu un message Response(sni) dans la variable reci. Enn, si il existe un
proessus pj ∈ X tel que j ∈ reci alors e proessus était vivant au début du yle
d'interrogation daté sni. Par onséquent, pi retourne false. Dans le as ontraire, pi
retourne true (ligne 09).
operation φ-query(X) :
(01) ase |X| ≤ t− y then return (true)
(02) t < |X| then return (false)
(03) t− y < |X| ≤ t then
(04) repeat sni ← sni + 1 ; est_ci ← nb_i ;
(05) foreah j ∈ {1, . . . , n} do send Inquiry(sni) to pj enddo ;
(06) wait until
`
(Response(sni) reeived from n− est_ci proesses)
∨ (est_ci 6= nb_i)
´
;
(07) until est_ci = nb_i endrepeat ;
(08) let reci = {j | response(sni) has been reeived from pj} ;
(09) return (X ∩ reci = ∅)
(10) endase
Bakground task : when Inquiry(sn) is reeived from pj : send Response(sn) to pj
Fig. 3.4  De ψy vers φy (ou de 3ψy vers 3φy), ode pour pi
Proposition 3.2 L'algorithme de la Figure 3.4 onstruit un déteteur de la lasse φy
(respetivement 3φy) dans le modèle MPn,t[ψ
y] (respetivement MPn,t[3ψ
y]).
Démonstration Considérons une exéution arbitraire de l'algorithme. f est le nombre
de défaillanes dans ette exéution. La démonstration se déomposent en inq parties.
 [Terminaison℄ Montrons que toute invoation φ-query(X) par un proessus or-
ret termine. Cei est trivialement vérié si |X| ≤ t−y ou t < |X|. Nous supposons
don que t− y < |X| ≤ t.
D'après la propriété de sûreté de la lasse ψy ou de onvergene inélutable de la
lasse 3ψy, il existe un instant à partir duquel nb_i = max(t − y, f). Puisque
la variable est_ci est périodiquement mise à jour ave l'estimation fournie par le
déteteur (ligne 04), il existe un instant τ à partir duquel on a toujours est_ci =
max(t−y, f). D'où, à partir de τ , n−est_ci ≤ n−f = |Correct |. De plus lorsqu'un
proessus orret reçoit un message Inquiry(sn) de pi, il répond en envoyant un
message Response(sn). Ainsi, pour un numéro de séquene donné sn, pi reçoit
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au moins n− f messages Response(sn) orrespondant. Par onséquent, l'attente
(ligne 06) n'est pas bloquante. De même, le prédiat de la ligne 07 est à partir
d'un ertain temps toujours vérié ar, après τ , on a toujours est_ci = nb_i.
 [Propriété de trivialité de φy ou 3φy℄ Cette propriété déoule immédiatement du
ode (lignes 0102).
 [Propriété de vivaité de φy ou 3φy℄ Soit E tel que |E| > t − y un ensemble de
proessus défaillants. Soit τ(E) l'instant de la dernière défaillane dans E. Consi-
dérons une invoation φ-query(E) qui démarre après τ . Cette invoation termine
(f. i-dessus) et l'ensemble reci alulé à partir des messages Response(sn) reçus
par pi (ligne 08) ne ontient pas d'identités de proessus de E. En eet, seul pi
génère des messages Inquiry datés sn et l'envoi de es messages débute après la
dernière défaillane des proessus de E. Nous avons don reci∩E = ∅ : l'invoation
retourne true.
 [Propriété de sûreté de la lasse 3φy℄ Soit X un ensemble de proessus tel que
t − y < |X| ≤ t et X ∩ Correct 6= ∅. Nous devons établir qu'il existe un instant
à partir duquel toute invoation φ-query(X) retourne false, 'est-à-dire qu'il
existe un instant à partir duquel reci ∩X 6= ∅ est toujours vrai. D'après le ode
et la propriété de onvergene inélutable de la lasse 3ψy, il existe un instant τ
à partir duquel on a toujours est_ci = nb_i = max(t − y, f). Considérons un
yle d'envoi/réeption de messages Inquiry/Response datés sn qui démarre après
l'instant τ . La ollete des messages Response(sn) se termine lorsque pi a reçu
n−max(t−y, f) messages. D'après le ode, nous avons alors |reci| = n−max(t−
y, f). Si f < t− y alors reci ∩E 6= ∅ ar |E| > t− y. Sinon, |reci| = n− f et reci
est, au bout d'un ertain temps postérieur à la défaillane des f proessus fautifs,
exatement l'ensemble des proessus orrets. D'où, inélutablement reci ∩E 6= ∅
ar E ontient l'identité d'un proessus orret.
 [Propriété de sûreté de φy ℄ Soient X un ensemble de proessus et τ un instant
tels que t− y < |X| ≤ t et l'un des proessus de X est vivant à l'instant τ . Nous
devons établir que toute opération φ-query(X) terminée avant τ retourne false.
 Cas 1 : f ≤ t−y. Dans e as, dès l'instant initial nous avons toujours nb_i =
t − y (propriété de sûreté de la lasse ψy) d'où est_ci = nb_i = t − y . Par
onséquent, |reci| = n − (t − y), d'où reci ∩ E 6= ∅ ar |E| > t − y. Toute
opération φ-query(X) renvoie don false.
 Cas 2 : f > t − y. Nous démontrons d'abord la propriété P suivante : lorsque
qu'un proessus pi termine la boule repeat, il a reçu un message Response
de haque proessus vivant à l'instant où l'opération φ-query(X) en ours ter-
mine.
Considérons la dernière exéution du orps de la boule repeat lors d'une opé-
ration φ-query(X). Soient sn le numéro de séquene orrespondant, τb l'instant
auquel pi lit la valeur ourante (notée x) de nb_i (ligne 04) et τe l'instant
auquel pi obtient de nouveau x en lisant nb_i (ligne 07). En partiulier, au
ours de l'exéution de ette itération de la boule, l'attente (ligne 06) se ter-
mine lorsque pi a reçu n−x messages Response(sn). Soient f
τb
et f τe le nombre
de proessus défaillants aux instant τb et τe respetivement.
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D'après la propriété de sûreté de φy, nous avons x ≤ f τb ≤ f τe . De plus, (1) les
proessus défaillants à l'instant τb n'envoient pas de messages Response(sn) ;
(2) tous les proessus vivants à l'instant τe envoient un message Response(sn)
à pi ; (3) à la n de l'itération, pi a reçu n − x messages Response(sn) ; et (4)
n− x ≥ n− f τe . Nous en onluons que pi reçoit un message Response(sn) de
haque proessus vivant à l'instant τe, e qui démontre la propriété P.
Soit A l'ensemble des proessus vivant lorsque l'opération φ-query(X) termine.
Nous venons de montrer que A ⊆ reci. Ainsi, si X ontient un proessus vivant
lorsque l'opération φ-query(X) termine, X ∩ A 6= ∅, d'où X ∩ reci 6= ∅. Il
s'ensuit que φ-query(X) retourne false.
2Proposition 3.2
Simpliation de la transformation pour la lasse 3φy La propriété de sûreté
de la lasse φy est obtenue au moyen d'un méanisme de synhronisation fort réalisé
par la boule repeat et les variables loales est_ci et sni (lignes 04-07). Ce méanisme
est utilisé pour isoler un yle d'interrogation Inquiry/Response durant lequel nb_i
ne hange pas.
Cette synhronisation n'est pas néessaire pour garantir la propriété de sûreté iné-
lutable de la lasse 3φy. Plus préisément, nous pouvons supprimer les variables loales
est_ci an sn i et remplaer la boule repeat (lignes 04-07) par le ode suivant :
for_eah j ∈ {1, . . . , n} do send Inquiry(sni) to pj end_do ;
wait until
(
Response() reeived from n− nb_i proesses
)
.
Nous laissons la démonstration au leteur.
3.3 (n, k)-aord dans le modèle MPn,t[Ωz]
Dans ette setion, nous étudions la (im)possibilité de résoudre le problème (n, k)-
aord (f. paragraphe 2.1.1) dans le modèle MPn,t[Ωz]. Nous répondons à la question
suivante : étant données les valeurs des paramètres k et z, existe-t-il un algorithme qui
résout le problème du (n, k)-aord dans le modèle MPn,t[Ω
z] ?
1. Nous présentons un algorithme qui résout le problème du k-aord dès que le
système asynhrone est equippé d'un déteteur de défaillanes de la lasse Ωz tel
que z ≤ k. (paragraphe 3.3.1, proposition 3.3). L'algorithme appartient à la lasse
des protooles indulgents [64, 65℄ : la sortie d'un tel protoole est toujours sûre,
quelque soit le omportement du système.
2. Nous montrons ensuite que l'algorithme est, du point de vue de la alulabilité du
(n, k)-aord dans la famille (Ωz)1≤z≤n, optimal : si k < z, il n'existe pas d'algo-
rithme solution au problème (n, k)-aord dans le modèleMPn,t[Ω
z] (paragraphe
3.3.3, théorème 3.1).
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3.3.1 Un algorithme pour le (n, k)-aord
L'algorithme, dérit à la Figure 3.5, est une simple adaptation d'un algorithme de
onsensus fondé sur la lasse Ω [65℄, lui même inspiré d'un algorithme de onsensus fondé
sur la lasse 3S [94℄. Il suppose l'existene d'une majorité de proessus orrets (t < n2 ).
Pour le proessus pi, l'algorithme est lançé lorsqu'il invoque k-set_agreement(vi), où vi
est la valeur qu'il propose. Si pi ne tombe pas en panne, l'algorithme termine lorsque
pi exéute return(v). v est alors la valeur déidée par pi.
L'algorithme se déompose en deux tâhes T1 et T2 exéutées en parallèle. La tâhe
T2 dissémine une valeur déidée et évite les interbloages. Dans la tâhe prinipale T1,
les aluls s'eetuent par rondes asynhrones suessives. Chaque ronde est divisée
en deux phases, haque phase inluant une étape de ommuniation globale entre les
proessus. Pour le proessus pi, la variable esti ontient l'estimation ourante de la
valeur de déision et ri est le numéro de la ronde ourante.
Au ours de la première phase de la ronde r, pi lit leaderi (l'ensemble fourni
par le déteteur Ωz), mémorise sa valeur dans la variable Li et envoie un message
Phase1(r, Li, esti) à tous les proessus. Ensuite, pi attend la réeption de n− t messages
Phase1 ('est à dire d'une majorité) envoyés durant ette même ronde r. Il attend
également la réeption d'un message Phase1 de la ronde r émis par un proessus pj
qu'il onsidère omme leader (j ∈ Li) ou le hangement de la valeur de leadersi. Si
une majorité de proessus ont le même ensemble de leaders L et pi a reçu une estimation
vL d'un proessus appartenant à et ensemble, il mémorise vL dans la variable auxi.
Dans le as ontraire, auxi est positionnée à ⊥, où ⊥ est une valeur spéiale qui n'est
jamais proposée. La propriété ruiale de ette première phase est la suivante : la taille
de l'ensemble des valeurs 6= ⊥ ontenues dans les variables loales auxi est bornée par
|Li| ≤ z ≤ k (voir la preuve de l'algorithme, Lemme 3.2). L'objetif de ette première
phase est don de réduire le nombre de valeurs dans le système à un total ≤ k.
Le but de la seonde phase est de garantir que le nombre de valeurs déidées est
inférieure ou égale à k, et e quelques soient les rondes au ours desquelles des proes-
sus déident. La orretion du méanisme algorithmique repose sur l'hypothèse d'une
majorité de proessus orrets (t < n/2). Au ours de ette phase, haque proessus pi
diuse un message Phase2(ri, auxi) à tous les proessus puis attend la réeption d'au
moins n − t messages Phase2 de la ronde ourante. Si pi a reçu une valeur 6= ⊥ au
ours de et éhange, il l'adopte omme nouvelle estimation de la valeur à déider (si
dierentes valeurs 6= ⊥ ont été reçues, l'une d'entre elles est hoisie de façon arbitraire).
De plus, si auune valeur aux = ⊥ n'a été reçue pi déide la valeur qu'il a préédemment
adoptée. Toutefois, pour éviter le bloage des autres proessus lors des étapes d'attente,
pi diuse v à l'aide d'une primitive de diusion able (f. paragraphe 1.1) avant de
déider (tâhe T2).
3.3.2 Preuve de l'algorithme
La preuve est similaire à la preuve de l'algorithme de onsensus dérite dans [65℄.
La orretion de l'algorithme repose sur les hypothèses (1) t < n/2 et (2) z ≤ k.
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funtion k-set_agreement(vi) :
init : esti ← vi ; ri ← 0
task T1 :
(01) repeat forever
 Phase 1 
(02) ri ← ri + 1 ; Li ← leadersi ;
(03) broadast Phase1(ri, Li, esti) ;
(04) wait until (Phase1(ri,_,_) reeived from ≥ (n− t) proesses) ;
(05) wait until
`
(Phase1(ri,_,_) reeived from a proess ∈ Li) ∨ (Li 6= leaderi)
´
;
(06) if
`
(∃L :Phase1(ri, L,_) reeived from a majority of proesses)
(07) ∧(Phase1(ri,_, vL) reeived from a proess ∈ L)
´
(08) then auxi ← vL else auxi ← ⊥ end_if ;
% Here |{auxj : auxj 6= ⊥}| ≤ |Li| ≤ k %
 Phase 2 
(09) broadast Phase2(ri, auxi) ;
(10) wait until
`
Phase2(ri,_) reeived from (n− t) proesses
´
;
(11) let reci = { aux :Phase2(ri, aux) has been reeived } ;
(12) if (∃v : v 6= ⊥∧ v ∈ reci) then esti ← v end_if ;
(13) if (⊥ /∈ reci) then R_Broadast Deision(esti) ; stop T1 end_if
(14) end_repeat
task T2 : when Deision(v) is R_delivered : return(v) ; stop T2
Fig. 3.5  Algorithme de (n, k)-aord dans MPn,t[Ω
z] ; requiert t < n/2 et z ≤ k
Lemme 3.1 Auun proessus orret n'est bloqué au ours d'une ronde.
Démonstration Soit pi un proessus orret. Nous devons montrer que, quelque soit le
numéro de ronde r, les étapes d'attente de messages (lignes 04, 05 ou 10) se terminent.
 Un proessus orret déide. Dans e as, un message Deision(v) est R_livré
par e proessus (tâhe T2). La propriété de terminaison de la diusion able
(dénition 1.1) garantit que e message est R_livré par tous les proessus orrets.
Par onséquent, tous les proessus orrets déident (tâhe T2) et ne sont don
pas bloqués de façon permanente lors des étapes d'attente.
 Il n'existe pas de proessus orret qui déide. Soit r le plus petit numéro de ronde
au ours de laquelle un proessus orret que l'on notera pi est bloqué. Lorsque
ri = r, pi est bloqué à la ligne 04, 05 ou 10.
1. pi est bloqué ligne 04. Par dénition de r, tous les proessus orrets diuse
un message Phase1(r,_,_). Ces messages seront reçus par pi ar les éhanges
de messages entre proessus orrets sont ables (paragraphe 1.1.2.1). Comme
le nombre de défaillanes est borné par t, il existe don un instant à partir
duquel le prédiat de la ligne 04 est satisfait pour pi.
2. pi est bloqué ligne 05. Par dénition de la lasse Ω
z
(dénition 3.3), il existe
un instant à partir duquel leaderi ontient toujours l'identité d'un proes-
sus orret. De plus, haque proessus orret envoie un message Phase1(r,_,_).
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Le prédiat de la ligne 05 est don inélutablement satisfait.
3. pi est bloqué ligne 10. Observons que les deux points préedents montrent que
tous les orrets terminent la première phase de la ronde r. Les arguments
employés dans le point 1 montrent que pi ne peut pas être bloqué indéniment
à la ligne 10.
Nous obtenons une ontradition : le numéro de ronde r et le proessus pi sont
hoisis tels que pi est bloqué lors d'une étape d'attente lorsqu'il exéute la ronde
r. Or nous avons établi que pi ne peut être bloqué lors des diérentes étapes
d'attente de la ronde r.
2Lemme 3.1
Pour un proessus pi qui termine l'exéution de la première phase de la ronde r, on
note auxi[r] la valeur de la variable auxi après sa mise à jour (ligne 08). Nous dénissons
également AUX [r] = {auxi[r] | pi termine la phase 1 de r }.
Lemme 3.2 ∀r : |{v : v ∈ AUX [r] ∧ v 6= ⊥}| ≤ z.
Démonstration Soit pi un proessus qui termine la phase 1 de la ronde r. La variable
auxi est mise à jour ave une valeur v 6= ⊥ lorsque pi observe que les proessus qui ont
le même ensemble de leaders L forment une majorité (lignes 06-08). Dans e as, v est
alors l'estimation d'un des proessus qui appartiennent à L. Observons qu'il existe au
plus un ensemble de leaders ommun à une majorité de proessus. Nous en déduisons
que toutes les valeurs auxi 6= ⊥ à la n de la phase 1 de la ronde r sont hoisies parmi les
estimations des proessus qui appartiennent au même ensemble L. Comme et ensemble
est de taille au plus z, nous en onluons que |{auxi[r] : auxi[r] 6= ⊥ ∧ pi termine la
phase 1 de la ronde r}| ≤ z. 2Lemme 3.2
Lemme 3.3 (Auun proessus ne déide) ⇒ (∃r : ⊥ /∈ AUX [r]).
Démonstration Par dénition de la lasse Ωz, il existe un instant τ à partir duquel tous
les proessus ont de façon permanente le même ensemble de leaders L. Cet ensemble
ontient l'identité d'un proessus orret (dénition 3.3). Soit r une ronde qui démarre
après τ . (i.e., le premier proessus, par exemple pi, qui exéute ri ← r le fait à un
instant τ ′ > τ).
Comme nous supposons qu'auun proessus ne déide, tous les proessus orrets
exéutent la première phase de la ronde r. De plus, puisque ette phase démarre après
l'instant τ , haque proessus orret diuse un message Phase1(r, L,_).
Par onséquent, tout proessus pi qui termine la phase 1 reçoit un message Phase1
d'un proessus appartenant à L = Li et observe une majorité de proessus ave le même
ensemble L. Le prédiat des lignes 06-07 est satisfait et don il n'existe pas de proessus
tel que auxi = ⊥ à la n de la première phase de la ronde r. 2Lemme 3.3
Proposition 3.3 Pour t < n/2 et z ≤ k, L'algorithme de la Figure 3.5 résout le (n, k)-
aord dans le modèle MPn,t[Ω
z].
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Démonstration
Validité Remarquons que la valeur spéiale ⊥ ne peut être déidée (lignes 12 et 13).
De plus, les primitives de ommuniations satisfont les propriétés d'intégrité et
de validité : les variables esti et auxi ontiennent don toujours ⊥ ou une valeur
proposée (ligne Init).
Aord Il s'agit de montrer qu'au plus k valeurs sont déidées. Supposons qu'un
proessus déide. Soit r le plus petit numéro de ronde au ours de laquelle un
proessus déide ( déider au ours de la ronde r  est synonyme de  au ours
de la ronde r, exéuter la ligne 13, la ondition ⊥ /∈ reci étant satisfaite ). Nous
montrons qu'il existe un ensemble de valeurs V de ardinal ≤ k tel que (1) toute
valeur déidée au ours de la ronde r appartient à V et (2) toute valeur déidée
au ours des rondes suivantes appartient également à v.
1. Soit V = {v : v ∈ AUX [r] ∧ v 6= ⊥}. D'après le Lemme 3.2, |V | ≤ z d'où
|V [≤ k ar z ≤ k. Soit v une valeur déidée par un proessus pi au ours de
la ronde r. L'ensemble reci[r] des valeurs reçues par pi au ours de la phase
2 de la ronde r (ligne 11) est un sous ensemble de AUX [r], d'où v ∈ AUX [r].
Enn, v 6= ⊥ ar pi ne déide pas la valeur ⊥ (ligne 13).
2. Supposons qu'un proessus pi déide une valeur v ∈ V au ours de la ronde
r. Nous montrons que les estimations estj[r] à la n de la ronde r sont dans
l'ensemble V .
Par dénition de l'ensemble V , les valeurs aux envoyées au ours de la phase
2 de la ronde r appartiennent à V . Soit pj un proessus qui termine la
ronde r. Nous devons vérier que pj reçoit au ours la phase 2 un message
Phase2(r, v 6= ⊥). La ondition de la ligne 12 est alors satisfaite et, par suite,
estj[r] ∈ V .
pi déide au ours de la ronde r. Il a reçu n − t > n/2 messages Phase2 et
haun de es messages transporte une valeur aux 6= ⊥ (ar ⊥ /∈ reci[r], ligne
13). Lors de la deuxième phase, pj reçoit également n − t > n/2 messages
Phase2. Il existe don au moins un message Phase2 qui est reçu par pi et pj.
Ce message transporte une valeur aux 6= ⊥.
Au début de la ronde r+1, toutes les estimations sont don dans l'ensemble
V . Par ailleurs, lors d'une ronde, lorsqu'un proessus hange son estimation,
il hoisit une nouvelle estimation parmi les estimations présentes au début de
ette ronde. On en onlut que seules les valeurs ∈ V peuvent être déidées
au ours des rondes ≥ r.
Terminaison Supposons qu'il n'existe pas de proessus orret qui déide. Le Lemme
3.1 montre que les proessus progressent de rondes en rondes indéniment. Par
onséquent, il existe une ronde r tel que ⊥ /∈ AUX [r] (Lemme 3.2). Tous les
messages Phase2(r, aux) sont don tels que aux 6= ⊥. Soit pi un proessus orret.
pi reçoit n − t messages Phase2(r, aux) ar tous les proessus orrets eetuent
la seonde phase de la ronde r et les messages sont transmis sans perte. Par suite,
pi déide (ligne 13 et tâhe T2) : ontradition.
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2Proposition 3.3
3.3.3 Optimalité
Nous établissons que dans la famille de modèles (MPn,t[Ω
z])0≤t<n,1≤z≤n, t < n/2
et z ≤ k sont des onditions néessaires pour résoudre le (n, k)-aord. Ce résultat est
obtenu par rédution à la question de la lasse la plus faible dans la famille (3Sx)1≤x≤n
qui permet de résoudre le (n, k)-aord qui a été résolu par Herlihy et Penso [71℄.
Lemme 3.4 Il n'existe pas d'algorithme qui résout le (n, k)-aord dans le modèle
MPn,t[Ω
z] si (t ≥ n2 ∨ z > k).
Démonstration Soit t, z tels que t ≥ n/2∨ z > k. Supposons qu'il existe un algorithme
A pour le (n, k)-aord dans MPn,t[Ω
z]. Nous montrerons dans le paragraphe 3.5 qu'il
existe un algorithme T qui onstruit un déteteur de défaillanes de la lasse Ωz dans le
modèleMPn,t[3St−z+2 ℄ (théorème 3.6). Un tel algorithme, indépendant de la valeur du
paramètre t est présenté dans le paragraphe 3.4. En ombinant T et A, nous obtenons
un algorithme qui résout le (n, k)-aord dans le modèle MPn,t[3St−z+2 ℄. D'après la
borne établie par Herlihy et Penso [71℄ sur la alulabilité du (n, k)-aord dans le modèle
MPn,t[3Sx], les paramètres t, z et k satisfont la relation t < min(n/2, (t−z+2)+k−1).
Nous en onluons que t < /2 ∧ z ≤ k : ontradition. 2Lemme 3.4
Le théorème suivant aratérise la alulabilité du (n, k)-aord dans le modèle
MPn,t[Ω
z].
Théorème 3.1 Il existe un algorithme de (n, k)-aord dans le modèle MPn,t[Ω
z] si
et seulement si t < n/2 ∧ z ≤ k.
Démonstration Ce théorème est un orollaire immédiat de la proposition 3.3 et du
Lemme 3.4. 2The´ore`me 3.1
3.4 Composition des lasses 3Sx et 3ψy
Dans ette partie, nous étudions les relations entre les lasses 3Sx, 3ψ
y
et Ωz. Nous
présentons un algorithme qui onstruit un déteteur de défaillanes de la lasse Ωz dans
le modèleMPn,t[3Sx,3ψ
y]. La onstrution requiert x+ y+ z > t+1. Nous montrons
ensuite (paragraphe 3.5, théorème 3.3) que ette ondition est néessaire.
L'algorithme est divisé en deux omposants appelés roues ar ils  tournent  omme
un engrenage jusqu'à e qu'ils se synhronisent et stoppent leur mouvement. La rotation
de la première roue (la roue  du bas ) dépend du omportement du déteteur 3Sx sous-
jaent. Lorsqu'elle s'arrête, elle fournit une propriété qui permet à son tour à l'autre roue
(la roue du  haut ) de se stabiliser. Comme nous allons le voir, la dénomination roue
est liée à la struture des algorithmes. Chaque omposant teste suessivement une suite
de ongurations organisée logiquement en anneau jusqu'à identier une onguration
qui satisfait une ertaine propriété.
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3.4.1 Composant  roue du bas 
Ce omposant maintient à jour sur haque proessus une variable repri qui ontient
à tout instant une identité de proessus. A l'instant τ , le proessus pj tel que j = repr
τ
i
est le représentant de pi. L'algorithme essaie de fournir à un groupe X formé d'au moins
x proessus le même représentant, les proessus à l'extérieur de e groupe se onsidérant
omme leur propre représentant. Plus préisément, le ontenu des variables repri doit
satisfaire la propriété suivante :
Dénition 3.8 (Spéiation de 3Sx, version représentant)
Représentant x-ommun Il existe un ensemble X de proessus qui possède, à partir
d'un ertain temps toujours le même représentant. A partir de et instant, le
représentant d'un proessus /∈ X est lui même.
∃X ⊆ Π,∃ℓ ∈ Correct ∩X,∃τ tels que
(1) (|X| ≥ x) ∧
(2) ∀τ ′ ≥ τ : (i ∈ X ⇒ reprτ
′
i = ℓ) ∧
(3) ∀τ ′ ≥ τ : (i /∈ X ⇒ reprτ
′
i = i)
Remarque Ce omposant repose uniquement sur l'hypothèse que le déteteur sous-
jaent appartient à la lasse 3Sx. D'autre part, il est lair qu'un déteteur qui fournit
à haque proessus un représentant satisfaisant la propriété de représentant x-ommun
appartient à la lasse 3Sx. Par onséquent, la dénition 3.8 est une spéiation al-
ternative de la lasse 3Sx. Dans le hapitre 4 , où nous herhons à aratériser la
puissane de alul additionnelle oerte par un déteteur, nous utiliserons ette déni-
tion alternative.
Fontionnement de l'algorithme Sur haque proessus pi, la mise à jour de la va-
riable repri est fondée sur le ontenu ourant de la variable trustedi ontrlée par
un déteteur 3Sx. Soit X l'ensemble de tous les sous-ensembles de Π = {p1, . . . , pn}
de ardinal x. Soit nb_x =
(
n
x
)
le nombre de es sous-ensembles (|X | = nb_x ). Nous
ordonnons arbitrairement les éléments de X et pour k, 1 ≤ k ≤ nbx nous notons X [k]
le kième élément de X dans l'ordre hoisi. De même, pour haque ensemble X [k], nous
rangeons les identités qui le omposent selon un ordre arbitrairement hoisi : ℓ1k, . . . , ℓ
x
k.
Ainsi, la suite innie X [1], X [2],. . . ,X [nb_x ],X [1], X [2],. . . ,X [nb_x ],X [1],. . . donne
naissane à la suite innie d'identités de proessus ℓ11, . . . , ℓ
1
x, ℓ
2
1, . . . , ℓ
2
x, ℓ
3
1, . . . (voir Fi-
gure 3.6). Cette suite est supposée onnue initialement par tous les proessus pour qu'ils
puissent la parourir dans le même ordre.
En plus de la variable repri, haque proessus pi dispose de deux variables loales
Xi et ℓi initialisées respetivement à X [1] et ℓ
1
1 (la première identité de l'ensemble
X [1]). Pour progresser dans la suite innie d'identités, il utilise la fontion Next(_,_).
Next(ℓky ,X [k]) renvoie le ouple (ℓ
k
y+1,X [k]) si y < x et le ouple (ℓ
k+1
1 ,X [k + 1]) si
y = x (k + 1 étant remplaé par 1 lorsque k = nb_x).
Le omportement du omposant roue du bas pour le proessus pi est dérit dans
la Figure 3.7. Les proessus testent suessivement les ensembles de la suite innie
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X︷ ︸︸ ︷
X [1]︷ ︸︸ ︷
ℓ11, ℓ
1
2, . . . . . . , ℓ
1
x, · · ·
X [i]︷ ︸︸ ︷
, ℓi1, . . . ℓ
i
j , ℓ
i
j+1, . . . , ℓ
i
x,
X [i + 1]︷ ︸︸ ︷
ℓi+11 , . . . , ℓ
i+1
x , · · ·
X [nb x]︷ ︸︸ ︷
, ℓnb x1 , ℓ
nb x
2 , . . . , ℓ
nb x
x
Next
(
(ℓix,X [i])
)
Next
(
(ℓnb x
1
,X [nb x])
)
Next
(
(ℓnb xx ,X [nb x])
)
Fig. 3.6  La fontion Next() sur l'anneau logique (ℓ,X)
init : Xi ← X [1] ; ℓxi ← ℓ
1
1 ; repri ← i
Task T1 :
repeat forever
if (i ∈ Xi) then repri ← ℓxi else repri ← i endif ;
if
`
(i ∈ Xi) ∧ (ℓxi /∈ trustedi)
´
then R_Broadast X_move
`
ℓxi,Xi) endif
endrepeat
Task T2 : when X_move(ℓxi, Xi) is R_delivered : (ℓxi,Xi)← Next(ℓxi,Xi)
Fig. 3.7  De 3ψy + 3Sx vers Ω
z
: roue du bas (ode pour pi)
X [1], . . . ,X [nb_x ], X [1], . . . jusqu'à e qu'il se stabilisent sur l'un d'entre eux. Xi re-
présente les proessus hargés d'extraire un représentant ommun ℓx i. Pour ela, haque
proessus pi dont l'identité apparaît dans Xi utilise l'ensemble trustedi ontrlé par le
déteteur sous-jaent 3Sx. Si tous les proessus de Xi font onane à l'un d'entre eux
(ℓx i ontient alors l'identité de e proessus), ils n'envoient plus de messages X_move().
Par ontre, si un proessus pj de Xi ne fait pas onane à son représentant ou-
rant ℓx j, il envoie par l'intermédiaire d'une primitive de diusion able un message
X_move(ℓx j,Xi) pour indiquer que, de son point de vue, ℓx j ne peut être le représentant
ommun de l'ensemble Xi. Dans la tâhe T2, le traitement d'un message X_move(X, ℓ)
par le proessus pi n'a lieu que lorsque Xi = X et ℓx i = ℓ. Il teste alors la prohaine
identité (selon l'ordre de la séquene innie) et éventuellement le prohain ensemble
X [k + 1] andidat si Xi = X [k] = X et ℓx i = ℓ
x
k = ℓ est la dernière identité de X [k].
Enn, onsidérons le as où les proessus progressent jusqu'à renontrer un ensemble
X qui ontient uniquement des proessus défaillants. On vérie aisément que les pro-
essus pi non-défaillants (1) boulent indéniment dans la tâhe T1 sans jamais envoyé
de message X_move() et (2) sont alors en permanene tels que repri = i.
Preuve de l'algorithme La démonstration onsidère une exéution innie arbitraire.
Nous ne faisons pas d'hypothèse partiulière sur t (1 ≤ t < n).
Lemme 3.5 ∀i ∈ Correct, il existe une paire (λi, σi) et un instant τi tels que ∀τ ≥ τi :
(ℓxτi ,X
τ
i ) = (λi, σi).
Démonstration La preuve du lemme repose sur le fait suivant :
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Fait 3.1 Il existe une paire (ℓ,X) telle que le nombre de messages X_move
(
ℓ,X) en-
voyés est ni.
Démonstration La preuve est une analyse de as. Nous onsidérons deux as, en fontion
du nombre de pannes eetives f .
1. f ≥ x. Soit X un ensemble de x proessus fautifs. Soit ℓ l'identité d'un proessus
arbitrairement hoisi dans X. D'après le texte de l'algorithme, seuls les proes-
sus de l'ensemble X peuvent envoyer des messages X_move
(
ℓ,X). Puisque tous
es proessus sont défaillants dans l'exéution onsidérée, le nombre de messages
X_move
(
ℓ,X) envoyés est ni.
2. f < x. La propriété de préision faible du déteteur 3Sx garantit l'existene d'un
ensemble X ⊆ Π de ardinal au moins x ainsi que l'existene d'un proessus
orret pℓ, ℓ ∈ X tels que, à partir d'un ertain instant τ , pℓ n'est pas suspeté par
les proessus appartenant à X. De façon plus formel, on a ∀τ ′ ≥ τ,∀i ∈ X : ℓ ∈
trusted
τ ′
i . Examinons maintenant le ode : (1) seuls les proessus dont l'identité
est dans l'ensemble X peuvent envoyer des messages X_move
(
ℓ,X
)
. De plus (2),
un proessus pi tel que i ∈ X ne peut diuser (appel R_broadaast) le message
X_move
(
ℓ,X
)
qu'à la ondition que ℓ /∈ trustedi. On en déduit qu'à partir de
l'instant τ , auun nouveau message X_move
(
ℓ,X
)
n'est diusé, e qui implique
que le nombre de tels messages générés est ni.
2fait 3.1
Soit pi un proessus orret. Supposons qu'il n'existe pas de paire (λi, σi) telle que,
après un ertain instant le prédiat (ℓxi ,Xi) = (λi, σi) soit toujours vérié. Les paires
(ℓx ,X) sont logiquement organisées en anneau (voir Figure 3.6). Lorsque la valeur de
(ℓxi ,Xi) hange, elle est remplaée par la paire qui lui suède dans l'anneau logique. Les
valeurs suessives de (ℓxi ,Xi) sont don (ℓ
1
1,X [1]), (ℓ
2
1,X [1]), . . . , (ℓ
nb_x
x ,X [nb_x]), (ℓ11,X [1]),
et. Par onséquent, (ℓxi ,Xi) ontient haune des valeurs (ℓ
β
α,X [β]), 1 ≤ α ≤ x, 1 ≤
β ≤ nb_x inniment souvent. En partiulier, pi exéute (ℓxi ,Xi) ← Next(ℓ,X) inni-
ment souvent. Cei ontredit le fait 3.1 ar l'exéution de ette instrution est délenhée
par la réeption du message X_move(ℓ,X). Or, dans l'exéution onsidérée, un nombre
ni de es messages est diusé. Il existe don une paire (λi, σi) et un instant τi tels que
∀τ ≥ τi : (ℓx
τ
i ,X
τ
i ) = (λi, σi). 2Lemme 3.5
Corollaire 3.1 Il existe un instant après lequel l'algorithme est quiet (i.e., dans toute
exéution, il existe un instant à partir duquel les proessus ne diuse plus de messages
X_move).
Démonstration Supposons qu'il existe un proessus orret pi qui diuse toujours de
nouveaux messages X_move. Nous établissons une ontradition. Il existe un instant
τi à partir duquel (ℓxi,Xi) ontient toujours la onstante (λi, σi) (lemma 3.5). Don
tous les messages diusés par pi après τi transportent (λi, σi). Puisque la diusion
est able (propriétés de validité et de terminaison, f. dénition 1.1) et pi diuse une
innité de message X_move(), il existe un instant τ > τi auquel pi reçoit un message
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X_move(λi, σi). D'après le texte de l'algorithme, il hange alors la valeur de (ℓxi,Xi)
en exéutant (ℓxi ,Xi)←Next(λi, σi) : ontradiition ave le Lemme 3.5. 2Corollaire 3.1
Lemme 3.6 ∀i, j ∈ Correct : (λi, σi) = (λj , σj). (Dans la suite, ette paire est notée
(λ, σ).)
Démonstration Soient deux proessus orrets pi et pj. Puisque les messages X_move
sont diusés de façon able, pi et pj reçoivent le même (multi)-ensemble de messages.
Ce multi-ensemble est ni (orollaire 3.1). Enn, es messages sont onsommés par
pi et pj dans le même ordre déni par l'organisation en anneau des paires (ℓ,X). La
onsommation du message X_move(ℓ,X) par pi (ou pj) entraîne la mise à jour de
(ℓ,Xi) (respetivement (ℓj ,Xj)) ave la valeur Next(ℓ,X) (tâhe T2). On en déduit que
(λi, σi) = (λj , σj). 2Lemme 3.6
Lemme 3.7 (σ ∩ Correct 6= ∅)⇒ (λ ∈ Correct).
Démonstration Supposons que σ∩Correct 6= ∅ et λ est l'identité d'un proessus fautif.
Il existe un proess pi tel que i ∈ σ ∩ Correct. D'après la propriété de omplétude
forte du déteteur 3Sx (dénition 3.1), il existe un instant τ à partir duquel le prédiat
λ /∈ trustedi est toujours satisfait. De plus, il existe un instant τi à partir duquel on a
toujours (ℓxi ,Xi) = (λ, σ) (Lemmes 3.5 et 3.6). D'après le texte de l'algorithme, il existe
don un instant τ ′ > max(τi, τ) auquel pi diuse un message X_move(λ, σ). Puisque
que la diusion est able, e message est R_livré par pi. Cet evénement délenhe
l'exéution de (ℓxi ,Xi)←Next(λ, σ). Il existe don un instant > τi tel que, à et instant
(ℓxi ,Xi) 6= (λ, σ) : une ontradition ave le Lemme 3.5. 2Lemme 3.7
Proposition 3.4 L'algorithme dérit à la Figure 3.7 garantit l'existene d'un ensemble
X ⊆ Π, d'une identité ρ ∈ Π et d'un instant τ tels que, ∀τ ′ ≥ τ , les propriétées suivantes
sont satisfaites :
1. |X| = x ;
2. i ∈ (Π−X) ∩ Correct⇒ repri = i ;
3. ∀i, j ∈ X ∩ Correct : repri = reprj = ρ ;
4. ρ ∈ Correct ∩X.
Démonstration Dénissons τ = max{τi : i ∈ Π}, où τi est l'instant introduit dans le
Lemme 3.5 et (ρ,X) = (λ, σ), où (λ, σ) est le ouple introduit dans le Lemme 3.6. Nous
vérions que le triplet τ, ρ,X vérie les 4 propriétés énonées i-dessus.
1. Par dénition, σ est un ensemble de la suite X . D'où |X| = |σ| = x.
2. Soit i ∈ Π −X et supposons que pi est orret. Après l'instant τ , on a toujours
Xi = X (Lemme 3.5). D'après le texte de l'algorithme, ∀τ
′ ≥ τ : reprτ
′
i = i.
3. Soient i, j ∈ X ∩Correct. Après l'instant τ le prédiat suivant est toujours vrai :
Xi = Xj = X (hoix de X ; Lemmes 3.5 et 3.6). D'après le texte de l'algorithme,
∀τ ′, τ ′′ ≥ τ : reprτ
′
i = repr
τ ′′
j = λ = ρ.
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4. ρ = λ ∈ Correct (Lemme 3.7). De plus ρ ∈ X par dénition de la paire (λ, σ).
2Proposition 3.4
3.4.2 Roue du haut
Prinipes et desription Le omposant  roue du haut  (Figure 3.8) se déom-
pose en 4 tâhes exéutées en parallèle. L'algorithme fontionne selon le même prinipe
que le omposant  roue du bas . Il utilise une suite notée L qui ontient tous les
sous-ensembles de Π de ardinal z = (t+ 2)− (x+ y). La suite L est supposée onnue
initialement de tous les proessus. Nous notons nb_L =
(
n
(t+2)−(x+y)
)
le nombre d'élé-
ments dans la suite L et L[k] son kième élément. La fontion Next(L[k]) renvoie L[k+1]
si k < nb_L et L[1] si k = nb_L.
Init : Li ← L[1]
Task T3 :
(1) repeat forever
(2) Broadast Inquiry() ;
(3) wait until
`
orresponding Response(id) reeived from ≥ n− nb_
i
proesses
´
% nb_
i
an dynamially hange
(4) let rec_fromi = {idj reeived previously at line 3 } ;
(5) if (rec_fromi ∩ Li = ∅) then R_Broadast L_move(Li) endif
(6) enddo
Task T4 : when L_move(Li) is R_delivered : Li ← Next(Li)
Task T5 : when Inquiry() is reeived from pj : send Response(repri) to pj
Task T6 : when leaderi is read by the upper layer : return(Li)
Fig. 3.8  De 3ψy + 3Sx vers Ω
z
: roue du haut (ode pour pi)
Le but de et algorithme est d'implémenter un déteteur Ωz ave z = (t + 2) −
(x + y). Pour ela, haque proessus pi bénéie de (1) la sortie du omposant roue
du bas (variable repri dont les valeurs suessives respetent la dénition 3.8) et (2)
l'information fournie par le déteteur 3ψy sous-jaent (variable nb_i, dénition 3.7).
La variable Li, régulièrement mise à jour par l'algorithme émule la sortie d'un déteteur
Ωz (tâhe T6). Elle ontient à haque instant un ensemble de z identités et l'on souhaite
qu'à partir d'un ertain temps, et ensemble ne hange plus et inlue l'identité d'un
proessus orret.
Les proessus parourent dans le même ordre la suite innie L[1], L[2], . . ., L[nb_L],
L[1], . . .. La variable loale Li, initialisée à L[1] ontient à haque instant l'ensemble en
ours d'examen par pi. L'examen d'un ensemble Li par pi se déroule ainsi :
1. pi essaie de déterminer si l'ensemble Li ontient l'identité d'un proessus orret.
Pour ela, il diuse régulièrement des messages Inquiry (ligne 2, tâhe T3). Lorsque
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qu'un proessus pj reçoit un tel message, il répond par un message Response qui
transporte l'identité de son représentant ourant (tâhe T5).
2. pi passe ensuite en mode attente. Cette attente se termine lorsque pi a reçu des
messages Response en provenane de n − nb_i proessus. Par dénition de
3ψy (def. 3.7), nous savons qu'à partir d'un ertain temps, nous avons toujours
n−nb_i = n−max(t−y, f) ≤ n−f . Or pi reçoit au moins un message Response
de haun des (n − f) proessus orrets. Cette phase d'attente n'est don pas
bloquante.
3. Enn, après avoir reçu susamment de messages Response, pi ollete les iden-
tités idj transportées par es messages dans l'ensemble reci (ligne 3). Si l'une de
es identités est ontenue dans Li, pi onsidère que Li a passé l'examen. En eet,
le omposant roue du bas assure qu'à partir d'un ertain haque proessus repré-
sentant est orret. Dans le as ontraire, du point de vue de pi tous les proessus
de Li sont défaillants. Il diuse don de façon able un message L_move(Li) pour
informer les autres proessus (ligne 5) qu'ils doivent tester l'ensemble qui suit Li
dans l'anneau L.
L'idée d'un engrenage entre les deux omposants se retrouve par exemple dans le
sénario suivant. Supposons que les deux roues essent de tourner, 'est à dire que
le ontenu des variable Li et repri soit stable. Plus tard, le représentant x-ommun
tombe en panne. La roue du bas se remet alors à tourner et son mouvement entraîne
éventuellement le redémarrage de la roue du haut. Le démarrage de la roue du haut
dépend de la ombinaison de plusieurs paramètres tels que les délais de transmissions
des messages Response, l'ensemble L sur lequel la roue du haut s'est arrêtée et le nombre
de ouples (X, ℓ) à tester par les proessus avant d'identier une onguration stable.
Néanmoins, il existe des as où la rotation de la roue du haut est diretement liée au
mouvement de l'autre roue.
Démonstration de l'algorithme Les deux algorithmes sont fondés sur le même
prinipe : les proessus parourent l'ensemble des ongurations possibles qui sont orga-
nisées en anneau jusqu'à identier une onguration qui satisfait une propriété donnée.
Lorsqu'une onguration ne satisfait pas la propriété reherhée (ii une onguration
est un ensemble L de proessus de ardinal z ; la propriété reherhée l'existene d'un
proessus orret dans et ensemble), un proessus orret le détete et diuse de fa-
çon able ette information (messages *_Move(Cong.)). La réeption d'un tel message
entraîne l'examen de la onguration suivante dans l'anneau. La démonstration de la
orretion de l'algorithme est don largement inspirée de la démonstration préédente.
Comme d'habitude, nous onsidérons un exéution innie arbitraire. Correct désigne
l'ensemble des identités des proessus orrets dans ette exéution et varτi dénote la
valeur de la variable loale vari du proessus pi à l'instant τ .
Lemme 3.8 ∀i ∈ Correct, il existe un ensemble Λi et un instant τi tels que ∀τ ≥ τi :
Lτi = Λi.
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Démonstration La démonstration repose sur le fait suivant, qui est démontré un peu
plus loin :
Fait 3.2 Il existe un ensemble d'identités L tel que le nombre de messages L_move(L)
diusés est ni.
Soit pi un proessus orret. Supposons par ontradition qu'il n'existe pas d'ensemble
Λi tel que, après un ertain instant, Li = Λi est toujours vrai. Les ensembles L sont
logiquement organisés en anneau. Lorsque la valeur de Li hange, elle est remplaée
par l'ensemble qui lui suède dans l'anneau logique. Les valeurs suessives de Li sont
don L[1],L[2], . . . ,L[nb_L],L[1], . . .. Par onséquent, Li ontient haun des ensembles
L[β], 1 ≤ β ≤ nb_L inniment souvent. En partiulier, pi exéute Li ← Next(L) inni-
ment souvent. Cei ontredit le fait 3.2 ar l'exéution de ette instrution est délenhée
par la réeption du message L_move(L). Or, dans l'exéution onsidérée, un nombre
ni de es messages est diusé. Il existe don un ensemble Λi et un instant τi tels que
∀τ ≥ τi : L
τ
i = Λi.
Fait 3.2 Il existe un ensemble d'identités L tel que le nombre de messages L_move(L)
diusés est ni.
Démonstration La roue du bas eetue un nombre ni de tours. Nous onsidérons un
instant τ0 à partir duquel la roue du bas ne bouge plus. A partir de et instant, il existe
un ensemble X ⊆ Π, |X| = x et une identité λ tels que (proposition 3.4) :
1. ∀i ∈ Π−X,∀τ ≥ τ0 : repr
τ
i = i et,
2. (a) X ∩ Correct 6= ∅ ⇒ (λ ∈ Correct ∩X) ∧ (∀i ∈ X,∀τ ≥ τ0 : repr
τ
i = λ) ou,
(b) X ∩ Correct = ∅ ⇒ tous les proessus dont l'identité est dans l'ensemble X
sont tombés en panne avant τ0.
Choisissons un ensemble L ⊆ Π qui satisfait les onditions suivantes (voir aussi la
Figure 3.9).
 |L| = (t+ 2)− (x+ y) ;
 |X ∩ L| = 1 ;
 (X ∩ Correct 6= ∅)⇒ X ∩ L = {λ} ;
 L ∩ Correct 6= ∅.
Observons que, dans toute exéution innie, il est possible de hoisir un tel ensemble.
De plus il y a dans L au moins une identité ℓ tel que pℓ est un proessus orret qui est,
au bout d'un ertain temps, toujours son propre représentant (reprℓ = ℓ).
Pour montrer qu'un nombre ni de messages L_move(L) est diusé, nous examinons
deux as selon le nombre de proessus fautifs f .
 f ≥ t− y + 1.
Il existe un instant τ1 à partir duquel la valeur fournie par le déteteur 3ψ
y
est
toujours f . Plus préisément : ∀τ ≥ τ1,∀i ∈ Correct : nb_
τ
i = f (propriété
de onvergene inélutable de la lasse 3ψy, déf. 3.7). Soit τ2 un instant après
lequel auune nouvelle défaillane ne se produit. De plus, on suppose que haque
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Li
x− 1
|Li| = z = t + 2− (x + y)
1
X
|X| = x
ℓx
ℓx
t− y + 1
Fig. 3.9  Arrêt de la roue du haut
message Inquiry ou Response envoyé par un proessus fautif à destination d'un
proessus orret a été reçu et traité par son destinataire avant τ2.
Soit τs = max(τ0, τ1, τ2). Après τs, l'état du système est stable : auun proessus
ne tombe en panne, les sorties du déteteur 3ψy et de la roue du bas ne hangent
plus. Soit i ∈ Correct. Après τs, lors de haque exéution de la boule  repeat ,
pi reçoit exatement un message Response de haque proessus orret.
Par hoix de L, il existe un proessus orret pℓ, ℓ ∈ L tel que reprℓ = ℓ est
toujours vrai à partir de τ0. Don, à partir d'un ertain instant, tous les mes-
sages Response(idℓ) envoyés par pℓ sont tels que idℓ = ℓ. Puisque que pi reçoit
toujours après τs un message de pℓ, on a toujours à partir d'un ertain temps
ℓ ∈ rec_fromi. Don, le prédiat rec_fromi∩L est, à partir d'un ertain temps,
toujours vrai. Par onséquent, à partir de et instant pi ne diuse plus de message
L_move(L) (ligne 5). Nous en déduisons que le nombre de messages L_move(L)
générés dans l'exéution onsidérée est ni.
 f < t− y + 1.
Dans e as, il existe un instant τ1 tel que ∀τ ≥ τ1,∀i ∈ Correct : nb_
τ
i = t−y.
De la même manière que dans l'analyse du as préédent, on onsidère l'instant τ2
après lequel il n'y a plus de défaillanes ni de réeption de message de proessus
fautifs par les proessus orrets, ainsi que l'instant τs = max(τ0, τ1, τ2).
Soit i ∈ Correct . Nous montrons d'abord qu'à partir de l'instant τs, pi reçoit
toujours au moins un message Response() d'un proessus pj tel que j ∈ L ∪ X.
pi attend la réeption de messages Response() en provenane de n − nb_i =
n− (t− y) proessus distints. Par ailleurs, par hoix de L, nous avons |L∪X| =
|L|+ |X| − |L ∩X| = (t+ 2) − (x+ y) + x− 1 = 1 + (t− y). Par onséquent, pi
reçoit et traite un message d'un proessus pj tel que j ∈ L ∪X.
La sortie du omposant roue du bas se stabilise (à l'instant τ0). A partir d'un
ertain instant, les messages Response(idj) envoyés par un proessus orret pj,
j ∈ L∪X sont don toujours tels que idj = j si j ∈ L−X ou idj = λ si j ∈ X. Dans
les deux as, idj ∈ L. A haque tour de la boule  repeat , rec_fromi est mis
à jour ave les identités id reoltées lors de la réeption des messages Response().
On en déduit qu'il existe un instant à partir duquel le prédiat rec_fromi∩L 6= ∅
est toujours vrai. Le nombre de message L_move(L) diusé par haque proessus
orret pi est don ni. Comme un proessus fautif ne diuse qu'un nombre ni
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de messages, on en déduit que le nombre de messages L_move(L) générés est ni.
2fait 3.2
2Lemme 3.8
Corollaire 3.2 Il existe un instant à partir duquel les proessus ne diusent plus de
messages L_move().
Démonstration Supposons qu'il existe un proessus orret pi qui diuse toujours de
nouveaux messages L_move. Nous établissons une ontradition. Il existe un instant τi
à partir duquel Li ontient toujours l'ensemble Λi (lemma 3.8). Après τi, pi diuse don
uniquement des messages L_move(Λi). Par onséquent, puisque la diusion est able,
il existe un instant τ > τi auquel pi reçoit un message L_move(Λi). D'après le texte de
l'algorithme, il hange alors la valeur de Li en exéutant Li ←Next(Λi) : ontradition
ave le Lemme 3.8. 2Corollaire 3.2
Lemme 3.9 ∀i, j ∈ Correct : Λi = Λj . (Dans la suite, et ensemble est noté Λ.)
Démonstration Soient deux proessus orrets pi et pj. Puisque les messages L_move
sont diusés de façon able, pi et pj reçoivent le même multi-ensemble de messages
(propriétés de la diusion able, def. 1.1). Ce multi-ensemble est ni (orollaire 3.2).
Enn, es messages sont onsommés par pi et pj dans le même ordre déni par l'orga-
nisation en anneau des ensembles L. La onsommation du message L_move(L) par pi
(ou pj) entraîne la mise à jour de Li (respetivement Lj) ave la valeur Next(L) (tâhe
T4). On en déduit que Λi = Λj . 2Lemme 3.9
Proposition 3.5 Soit x, y et t tels que 1 ≤ x ≤ t + 1, 0 ≤ y ≤ t et x + y < t + 2.
Dans le modèle MPn,t[3Sx,3ψ
y], l'algorithme de la Figure 3.8 simule un déteteur de
défaillanes de la lasse Ωz tel que z = (t+ 2)− (x+ y).
Démonstration La sortie de l'algorithme est l'ensemble des valeurs des variables Li, i ∈
Π (tâhe T6). Nous établissons que es valeurs satisfont la propriété leaders multiples
(dénition 3.3). Il existe un ensemble Λ et un instant τ tels que |Λ| = z et ∀i ∈
Correct,∀τ ′ ≥ τ : Lτ
′
i = Λ (Lemmes 3.8 et 3.9). Il reste à montrer que Λ∩Correct 6= ∅.
Supposons que Λ∩Correct = ∅. Soit pi un proessus orret. D'après les propriétés
assurées par la roue du bas (proposition 3.4), il existe un instant à partir duquel ∀j ∈
Correct,reprj ∈ Correct. Don, d'après le texte du protoole, il existe un instant τ1 à
partir duquel le prédiat rec_fromi ⊆ Correct est toujours vrai. Par ailleurs, à partir
de l'instant τ on a toujours Li = Λ ⊆ Π−Correct. Par onséquent, à un ertain instant
τ2 > max(τ, τ1), le prédiat loal Li∩rec_fromi 6= ∅ n'est pas satisfait. D'après le texte
de l'algorithme, un message L_move(Λ) est alors diusé par pi. Puisque la diusion est
able, pi reçoit et traite e message à un instant > τ2 > τ . A et instant, Li = Λ
(Lemmes 3.8 et 3.9), et pi exéute alors Li ← Next(Λ) : ontradition ave le Lemme
3.9. 2Proposition 3.5
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3.5 Optimalité et impossibilités des ompositions
Dans le paragraphe préédent, nous avons montré en exhibant un algorithme qu'il
est possible de omposer deux déteteurs 3ψy et 3Sx pour obtenir un déteteur Ω
z
à
ondition que x+y+z > t+1. Le résultat prinipal établi dans e qui suit est l'optimalité
de ette borne (théorème 3.3). Nous donnons ensuite la preuve des rédutions ou de leur
impossibilité résumées dans la Figure 3.1.
Préliminaires Essentiellement, les démonstrations établissent les résultats par rédu-
tion. Nous démontrons l'optimalité ou l'impossibilité des ompositions par rédutions au
problème de alulabilité du (n, k)-aord dans le modèle MPn,t[Sx]. Dans e modèles,
des onditions néessaires et susantes sur les paramètres k, t et x ont été établies. Plus
préisèment, Herlihy et Penso ont démontré le thèorème suivant :
Théorème 3.2 ([71℄) Il existe un solution au problème du (n, k)-aord dans le modèle
MPn,t[Sx] si et seulement si t < k + x− 1.
Il est lair qu'un déteteur S1 n'apporte auune information additionnelle sur les
défaillane. Il existe une implémentation triviale d'un déteteur de ette lasse dans le
modèle MPn,t[∅] : sur haque proessus pi, trustedi = {i}. Ainsi, si un problème a
une solution dans le modèle MPn,t[S1] alors e problème possède une solution dans le
modèle MPn,t[∅]. On en déduit le orollaire suivant :
Corollaire 3.3 Il existe une solution au problème du k-aord dans le modèleMPn,t[∅]
si et seulement si t < k.
Par ailleurs, nous remarquons qu'un déteteur 3ψy (ou ψy) n'apporte pas de puis-
sane d'additionnelle dans les exéutions où le nombre de défaillanes f est inférieur à
t − y. En eet, dans toute exéution qui omporte au plus t − y défaillanes, la sortie
d'un déteteur 3ψy (ou ψy) est au bout d'un ertain temps toujours t − y. La seule
information dont bénéient les proessus est que le nombre de défaillanes est au plus
t − y. Ils sont inapables de diserner à partir des seules informations fournies par le
déteteur une exéution dans laquelle tous les proessus sont orrets d'une exéution
dans laquelle t−y proessus tombent en panne. Cette observation est utilisée à plusieurs
reprises dans les démonstrations de ette partie.
Enn, omme nous avons montré dans le paragraphe 3.2 que les lasses 3ψy/ψy et
3φy/φy sont équivalentes, nous utilisons parfois 3φy/φy au lieu de 3ψy/ψy.
Optimalité des deux roues : borne pour l'addition des lasses 3Sx et 3ψ
y
Théorème 3.3 Il existe un algorithme qui implémente un déteteur Ωz dans le modèle
MPn,t[3Sx,3ψ
y] si et seulement si x+ y + z > t+ 1.
Démonstration [diretion ⇐℄ Il existe un algorithme qui implémente un déteteur de
défaillanes de la lasses Ωz dans le modèle MPn,t[3Sx,3ψ
y] : l'algorithme  des deux
roues  présenté dans le paragraphe 3.4. La démonstration de sa orretion suppose
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x+ y + z > t+ 1 (proposition 3.5).
[diretion ⇒ ℄ Nous établissons que x + y + z > t + 1 est une ondition néessaire
par ontradition. Supposons qu'il existe un algorithme T qui implémente un déte-
teur de la lasse Ωz dans le modèle MPn,t[Sx, ψ
y] ave x+ y + z ≤ t + 1. Un résultat
d'impossibilité établi dans le modèle MPn,t[Sx, ψ
y] s'étend immédiatement au modèle
MPn,t[3Sx,3ψ
y ] ar Sx ⊆ 3Sx et ψ
y ⊆ ψy.
Considérons l'ensemble E des exéutions du modèle MPn,t[Sx, ψ
y] dans lesquelles
le nombre de défaillanes est majorée par t − y. Dans haune de es exéutions, il
existe un instant (qui dépend de l'exéution onsidérée) à partir duquel on a toujours
nb_i = t− y ( vivaité  de la lasse ψ
y
). Don, si on fait l'hypothèse que le nombre
de défaillanes est borné par t− y, il existe une implémentation triviale d'un déteteur
de la lasse ψy : pour haque proessus pi, on attribue de façon permanente la valeur
t− y à la variable nb_i.
Par onséquent, en utilisant la transformation T , il est possible de onstruire un
déteteur de la lasse Ωz dans le modèle MPn,t−y[Sx]. De plus, on sait que l'on peut
résoudre le problème (n, z)-aord dans le modèle MPn,t−y[Ω
z] (f. paragraphe 3.3).
Ainsi, en ombinant T et l'algorithme dérit dans la Figure 3.5, nous obtenons un
algorithme qui résout le (n, z)-aord dans le modèle MPn,t−y[3Sx]. Par onséquent,
d'après le théorème 3.2, les paramètres t, y, x et z vérient la relation t− y < z+ x− 1,
i.e., t+ 1 < x+ y + z, e qui ontredit l'hypothèse initiale. 2The´ore`me 3.3
Le orollaire suivant est une onséquene immédiate de la démonstration du théo-
rème 3.3.
Corollaire 3.4 Dans les modèlesMPn,t[3Sx, ψ
y ],MPn,t[3Sx,3ψ
y] etMPn,t[Sx,3ψ
y],
il existe un algorithme qui onstruit un déteteur de défaillanes de la lasse Ωz si et
seulement si (x+ y + z) > t+ 1.
En observant qu'un déteteur 3S1 ne fournit auune information sur les défaillanes,
nous déduisons de l'algorithme des  deux roues  et du théorème 3.3 le orollaire
suivant :
Corollaire 3.5 Il existe un algorithme qui implémente un déteteur de défaillanes de
la lasse Ωz dans les modèles MPn,t[ψ
y] ou MPn,t[3ψ
y] si et seulement si y + z > t.
De même, puisqu'un déteteur 3ψ0 ne fournit auune information sur les défaillanes,
nous avons :
Corollaire 3.6 Il existe un algorithme qui implémente un déteteur de défaillanes de
la lasse Ωz dans les modèlesMPn,t[Sx] ouMPn,t[3Sx] si et seulement si x+z > t+1.
Relations entre les lasses Sx/3Sx et ψ
y
/3ψy Pour ompléter la grille, nous
étudions dans ette partie les relations entre les lasses Sx/3Sx et ψ
y
/3ψy. Nous dé-
montrons qu'en général es lasses sont inomparables, 'est à dire que dans le modèle
MPn,t[Sx/3Sx] (respetivement MPn,t[ψ
y/3ψy]), il n'existe pas d'algorithme qui im-
plémente un déteteur de défaillanes ψy/3ψy (respetivement Sx/3Sx).
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Théorème 3.4 Soient x, y tels que 1 ≤ x ≤ t + 1 et 1 ≤ y ≤ t. Il est impossible de
onstruire un déteteur 3ψy (ou ψy) dans les modèles MPn,t[3Sx] ou MPn,t[Sx].
Démonstration Nous onsidérons le modèle  le plus fort  (MPn,t[Sx]) et nous démon-
trons qu'il n'existe pas d'algorithme qui implémente le déteteur le  plus faible  3ψy.
La démonstration reste valide si l'on onsidère le modèleMPn,t[3Sx] ar Sx ⊆ 3Sx. De
même, nous obtenons immédiatement l'impossibilité de onstruire ψy ar ψy ⊆ 3ψy.
Pour simplier la preuve, nous utilisons la lasse 3φy. La démonstration proède par
ontradition. Supposons qu'il existe un algorithme A qui onstruise un déteteur 3φy
dans le modèle MPn,t[3Sx]. Nous exhibons une exéution e dans laquelle la propriété
de sûreté n'est pas satisfaite
Soit E ⊆ Π, |E| = t − y + 1 et E ∩ Correct 6= ∅. Soit pc un proessus orret qui
n'appartient pas à l'ensemble E. De plus, on suppose que le déteteur Sx ne soupçonne
jamais pc dans l'exéution e ('est à dire ∀τ ≥ 0,∀i : c ∈ trusted
τ
i ). Un tel proessus
existe d'après la propriété de préision perpétuelle de la lasse Sx. Soit τ0 un instant à
partir duquel toutes les invoations query(E) retournent la valeur false . Un tel instant
existe puisque l'algorithme A implémente orretement un déteteur 3ψy, et don en
partiulier sa propriété de sûreté inélutable. Nous onsidérons deux exéutions e1 et
e1′ dénies omme suit :
 Les exéutions e1 et e sont indistinguables par les tous les proessus jusqu'à
l'instant τ0. A l'instant τ0 + 1, tous les proessus qui sont dans l'ensemble E
défaillent. Soit τ1 > τ0 un instant auquel un proessus pi, i ∈ Π − E invoque
query(E) et obtient la valeur true. L'existene d'un tel instant est garantie par
la propriété de vivaité de la lasse 3φy.
 Les exéutions e1′ et e sont indistinguables par tous les proessus jusqu'à l'instant
τ0. Dans l'exéution e1
′
, tous les proessus dans l'ensemble E sont orrets, mais
tous leurs messages envoyés entre les instants τ0 + 1 et τ1 sont retardés jusqu'à
l'instant τ1+1. Cei signie qu'un message m, envoyé par un proessus pj , j ∈ E
entre les instants τ0 + 1 et τ1 est reçu par son destinataire au plus tt à l'instant
τ1+1. L'asynhronie du système autorise une durée arbitraire de transmission des
messages.
De plus, dans les deux exéutins e1 et e1′, pour haque proessus, les sorties du dé-
teteur Sx sont les exatement les mêmes entre les instants 0 et τ1. Remarquons que,
quelque soient les sorties du déteteur de la lasse Sx dans l'exéution e1, les sorties
dans l'exéution e1′ peuvent être exatement les mêmes sans violer les propriétés de la
lasse Sx. La préision limitée perpétuelle est satisfaite ar le proessus pc est orret
et n'est jamais soupçonné dans e1 et e1′. Puisque la omplétude forte est une propriété
 inélutable  (un ertain prédiat doit être verié de façon permanenente à partir d'un
ertain instant arbitraire), elle est toujours satisfaite dans n'importe quel préxe ni de
n'importe quelle exéution.
Il est lair que, jusqu'à l'instant τ1, les proessus qui appartiennent à l'ensemble
Π − E sont dans l'inapaité de distinguer l'exéution e1 et de l'exéution e1′. On en
déduit que dans e1′, une invoation de query(E) à l'instant τ1 par le proessus pi
retourne la valeur true. Cependant, dans l'exéution e1′, à partir de l'instant τ1 > τ0,
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la propriété de sûreté est satisfaite : l'invoation devrait retourner la valeur false ar E
ontient un proessus orret : une ontradition. 2The´ore`me 3.4
Théorème 3.5 Soient 0 ≤ y < t et 1 < x ≤ t + 1. Dans les modèles MPn,t[3ψ
y] et
MPn,t[ψ
y], onstruire un déteteur 3Sx ou Sx est impossible.
Démonstration Pour établir le résultat, nous onsidérons la plus faible lasse non triviale
(3S2) et nous démontrons qu'il n'existe pas d'algorithme qui onstruit un déteteur de
ette lasse dans le modèle le plus fort (MPn,t[ψ
t−1
℄).
Supposons qu'il existe un algorithme A qui simule un déteteur 3S2 dans le modèle
MPn,t[ψ
t−1]. Dans les exéutions dans lesquelles le nombre de défaillanes est 0 ou 1, la
sortie du déteteur ψt−1 est toujours 1. À partir de ette observation, nous onstruisons
une exéution innie E de l'algorithme A dans laquelle la propriété de 2-représentant
ommun inédutable n'est jamais satisfaite (f. dénition 3.1) . Intuitivement, le déte-
teur ψt−1 n'est pas assez n pour diserner une exéution où tous les proessus sont
orrets d'une exéution dans laquelle il existe un proessus défaillant. Nous exploitons
ette observation pour onstruire une exéution dans laquelle il existe un proessus dont
le représentant hange inniment souvent.
E est onstruite en répétant proédé i-dessous. Chaque itération i onstruit un
préxe Ei de plus en plus grand de E qui étend le préxe préédent Ei−1. Par ailleurs,
dans l'extension générée à l'étape i > 0, il existe deux instant τi et τi′ et un proessus
p(i) tel que repr
τi
(i) 6= repr
τ ′i
(i).
Pour débuter, on hoisit une exéution innie arbitraire dans laquelle tous les pro-
essus sont orrets. E0 est un préxe arbitraire de ette exéution.
Supposons onstruit un préxe Ei−1 de E. On onstruit une extension Ei de la façon
suivante.
 R1 est une exéution innie dans laquelle tous les proessus sont orrets et telle
que Ei est un préxe de R1. On note τf(i−1) le dernier instant de Ei−1. Par
hypothèse, l'algorithme A simule orretement un déteteur 3S2. Dans R1 il
existe don un instant τs > τf(i−1), un ensemble Xi d'au moins deux proessus
et une identité ℓi tel que, à l'instant τs, la propriété de 2-représentant ommun
est satisfaite. Plus préisément, on a : |Xi| ≥ 2 ; ∀α /∈ Xi : repr
τs
α = α et
∀α ∈ Xi : repr
τs
α = ℓi.
 Soit R2 une exéution identique à R1 jusqu'à l'instant τs. A l'instant τs + 1,
pℓi tombe en panne ; les autres proessus sont orrets. Le omportement des
proessus et les instants de réeption des messages sont arbitraires après τs.
L'algorithme A est orret : dans R2, la propriété de représentant 2-ommun est
don satisfaite à partir d'un ertain instant τ ′s > τs + 1. Nous notons X
′
i et ℓ
′
i un
ouple (ensemble, identité) qui satisfont ette propriété à l'instant τ ′s. Il est lair
que ℓi 6= ℓ
′
i.
 Le préxe Ei est déni sur l'intervalle [0, τ
′
s]. Pour tous les proessus à l'exeption
de pℓi , Ei est identique à l'exéution R2 sur l'intervalle [0, τ
′
s]. C'est à dire que,
durant l'intervalle [0, τ ′s], es proessus eetuent les mêmes étapes de alul aux
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mêmes instants dans Ei et R2. De même, les instants de réeption des messages
sont identiques.
Pour le proessus pℓi , les exéutions Ei et R2 sont identiques jusqu'à l'instant τs.
Dans l'intervalle [τs, τ
′
s], le proessus pℓi n'eetue auune ation. Ce omporte-
ment est légal ar le système est asynhrone : nous pouvons  geler  pour une
durée nie arbitraire l'ativité d'un proessus.
 Pour haque proessus, la sortie du déteteur de la lasse ψt−1 est identique dans
R2 et Ei (elle est toujours égale à 1). Par onséquent, jusqu'à τ
′
s, un proessus
pα 6= pℓi ne peut distinguer l'exéution E de E
′
. A l'instant τ ′s, la sortie de
l'algorithme A est don la même à haque proessus pj 6= pℓi dans R2 et Ei.
 Finalement, soit pα un proessus tel que α ∈ Xi ∧ α 6= ℓi. Dans R2, repr
τ ′s
α 6= ℓi
ar pℓi est fautif et par hoix de τ
′
s, la propriété de représentant 2-ommun est
satisfaite à partir et instant. Don, repr
τ ′s
α 6= ℓi dans Ei. Cependant dans Ei,
à l'instant τs, repr
τ
α = ℓi. De plus, l'intervalle [τs, τ
′
s] est inlus Ei et n'est pas
inlus dans Ei−1.
Dans Ei, il existe bien deux instants τi(= τs), τ
′
i(= τ
′
s) et un proessus p(i)(= pα) tels
que repr
τi
(i)
6= repr
τ ′i
(i)
. De plus l'intervalle [τi, τ
′
i ] est inlus dans Ei − Ei−1.
L'itération du proédé dérit i-dessus onstruit une exéution innie du modèle
MPn,t[ψ
t−1
℄ dans laquelle tous le proessus sont orrets. Cette exéution possède la
propriété suivante : ∀τ : ∃τ1, τ2, pi tels que (τ ≤ τ1 < τ2)∧ (repr
τ1
i 6= repr
τ2
i ). Comme
le nombre de proessus est ni, il existe don un proessus pi tel que la valeur de repri
hange inniment souvent. L'algorithme A n'implémente don pas un déteteur de la
lasse 3S2. 2The´ore`me 3.5
De Ωz vers Sx/3Sx ou ψ
y
/3ψy Nous avons montré (Corollaires 3.5 et 3.6) qu'il est
possible de onstruire un déteteur Ωz dans le modèleMPn,t[Sx/3Sx] (respetivement
MPn,t[ψ
y/3ψy]) si et seulement si x + z > t + 1 (respetivement, y + z > t). Dans
e paragraphe, nous établissons l'impossibilité des transformations inverses, 'est à dire
qu'il est impossible de onstruire un déteteur Sx/3Sx (respetivement, ψ
y
/3ψy) dans
le modèle MPn,t[Ω
z]. Ces résultats se déduisent des théorèmes 3.4 et 3.5.
Corollaire 3.7 Soient 1 ≤ y ≤ t et 1 ≤ z ≤ t + 1. Il n'existe pas d'algorithme qui
implémente un déteteur ψy/3ψy dans le modèle MPn,t[Ω
z].
Démonstration La démonstration proède par ontradition. Supposons qu'il existe
un algorithme A qui onstruise un déteteur 3ψy dans le modèle MPn,t[Ω
z]. On sait
qu'il existe un algorithme B qui onstruit un déteteur Ωz dans le modèle MPn,t[3Sx]
lorsque x + z > t + 1 (orollaire 3.6). En ombinant A et B, on obtient un algorithme
qui implémente un déteteur 3ψy, 1 ≤ y ≤ t dans le modèle MPn,t[3Sx]. L'existene
d'un tel algorithme ontredit le théorème 3.4. 2Corollaire 3.7
Corollaire 3.8 Soit 1 < x, z ≤ t. Il n'existe pas d'algorithme qui implémente un déte-
teur Sx/3Sx dans le modèle MPn,t[Ω
z].
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Démonstration La démonstration est similaire à la démonstration préédente. Elle est
laissée en exerie. 2Corollaire 3.8
Résumé
Pour un type d'objet O, soit scn(O) le plus entier k tel qu'il existe un algorithme qui
résout le (n, k)-aord dans le modèle MPn,t[O], 'est à dire dans le modèle à passage
de messages muni d'objets de type O. scn(O) mesure la apaité du type O à résoudre
le (n, k)-aord. Étant donnés deux types d'objets O1 et O2 tels que scn(O1) = k1
et scn(O2) = k2, est-il possible de les ombiner pour résoudre le (n, k)-aord ave
k < min(k1, k2) ? En d'autres termes, la hiérarhie induite par la fontion scn est-elle
robuste ?
Dans e hapitre, nous avons étudié de ette question lorsque les objets sont des
déteteurs de défaillanes C appartenant aux familles (Sx/3Sx)1≤x≤n, (ψ
y/3ψy)1≤y≤n
ou (Ωz)1≤z≤n. La valeur de scn(C) pour C ∈ (Sx/3Sx)1≤y≤n a été établie dans [71℄.
Les déteteurs des familles (ψy/3ψy)1≤y≤n introduites dans e hapitre fournissent une
estimation plus ou moins préise du nombre de défaillanes. Ce type d'information peut
être vue omme une généralisation de l'hypothèse lassique d'une borne t sur le nombre
de défaillanes. Nous montrons l'équivalene entre les lasses ψy/3ψy et les lasses
φy/3φy introduites dans [90℄.
Nous établissons ensuite la valeur de scn(C) pour C appartenant à (ψy/3ψy)1≤y≤n
et (Ωz)1≤z≤n : scn(ψ
y/3ψy) = t− k + 1 et scn(Ωz) = z.
Le résultat prinipal de e hapitre est le théorème 3Sx+3ψ
y
; Ωz si et seulement
si x + y + z > t + 1 . Ainsi, dans un environnement asynhrone où le nombre de
défaillanes est borné par t, il est possible de ombiner des déteteurs 3Sx (scn(3Sx) =
t+2−x) et 3ψy (scn(3ψy) = t+1−y) pour onstruire un déteteur de la lasse Ωz tel
que z = (t+2− x)− y = (t+1− y)− (x− 1). La hiérarhie induite par la  apaité à
résoudre le (n, k)-aord  n'est don pas robuste. L'algorithme qui réalise l'addition met
en ÷uvre un prinipe extrêmement simple : tester toutes les ongurations possibles
jusqu'à identiation d'une onguration orrete . La diulté provient du fait que
la orretion d'une onguration dépend de deux propriétés sous-jaentes inélutables,
'est à dire vériées à partir d'un ertain temps initialement non onnu.
Enn, nous avons brossé un tableau omplet des relations liant les déteteurs des
familles (Sx/3Sx)1≤x≤n, (ψ
y/3ψy)1≤y≤n et (Ω
z)1≤z≤n. Pour haque ouple de déte-
teurs (C1, C2) appartenant à es familles, nous avons donné un algorithme fondé sur C1
qui implémente C2 ou montré l'impossibilité d'une telle transformation.
Autres déteteurs orientés vers le (n, k)-aord Dans des travaux postérieurs à
la publiation de [92℄, plusieurs équipes de reherhe ont introduit de nouvelles lasses
de déteteurs dans l'optique d'identier le déteteur le plus faible qui permet de résoudre
le (n, k)-aord. Ces lasses sont stritement plus faibles que la lasse Ωk (la plus faible
lasse qui permet de résoudre e problème parmi les lasses étudiées dans e hapitre).
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Le déteteur Υ déni par Herlihy et oauteurs [61℄ fournit à haque proessus un
ensemble d'identités qui se stabilise inélutablement sur un ertain ensemble T . L'infor-
mation sur les défaillanes est très faible puisque la seule ontrainte est que T 6= Correct .
Ce déteteur est aaibli dans les travaux de Chen et oauteurs dans [34, 35, 61℄. L'ap-
prohe développée dans es travaux onsiste à déouper le systèmes en sous-ensembles
S1, . . . , Sα deux à deux disjoints. Chaque sous-système est équipé d'un déteteur C,
ependant seul un ensemble Si bénéie des pleines apaités du déteteur C. Dans les
autres sous-systèmes, seule une partie des propriétés de C sont satisfaites. Cette ligne de
reherhe peut être vue omme le dual de la question étudiée dans e hapitre. En eet,
si nous herhons à ombiner des déteteurs existants pour obtenir un déteteur plus
puissant, [35℄ explore la voix opposée : à partir de déteteurs existants, omment dériver
des familles de déteteur stritement plus faibles ? Enn, Zieli«ski [124, 123, 125℄ dénit
la lasse anti-Ω et montre que ette lasses est néessaire et susante pour résoudre le
(n, n− 1)-aord.
Mise en ÷uvre des déteteurs de défaillanes Dans le ontexte des déteteurs
de défaillanes, un aspet important est la question de leur mise en ÷uvre. En eet,
un orale déteteur de défaillanes abstrait des hypothèses de bas niveau sur le sys-
tème (par exemple : des garanties de temps livraison de messages sur ertains anaux
de ommuniation ou des temps de réponses de type  ping  plus rapides de ertains
sites). Cependant, la dénition d'une lasse de déteteurs ne donne auune indiation
sur les propriétés onrètes du système. La reherhe de la mise en ÷uvre des déte-
teur vise don à formuler des hypothèses onrètes, notamment de synhronie, sur le
omportement du systèmes et à onevoir un algorithme A qui, lorsque es hypothèses
sont satisfaites, implémente un déteteur donné. Une suite de papiers présente des hy-
pothèses de plus en plus faibles qui permettent d'implémenter le déteteur Ω ou 3S
[30, 13, 87, 8, 9, 97, 99, 83, 46, 112℄.
Le théorème d'addition montre que du point de vue  déteteurs de défaillanes ,
les informations fournies par les déteteurs 3ψy et 3Sx ne sont pas de même nature.
Cette remarque laisse supposer l'existene d'une famille d'hypothèses, orthogonale à
elles introduites pour mettre en ÷uvre 3S ou Ω, qui autorise la onstrution de 3ψy.
L'existene d'une telle famille ouvrirai la voie vers la oneption d'algorithmes implé-
mentant Ω qui bénéieraient d'une grande ouverture d'hypothèses [108℄. Plus préisé-
ment, soient (P (x)) et (Q(y)) deux familles d'hypothèses orthogonales qui permettent
respetivement d'implémenter 3Sx et 3ψ
y
. L'orthogonalité s'entend ii dans le sens
suivant : si l'on suppose que la propriété P (x) est satisfaite, ette hypothèse n'implique
pas que la propriété Q(y) est vériée et réiproquement. L'objetif serait de onevoir
un algorithme qui  fait de son mieux  (best eort) pour implémenter Ω dans le modèle
asynhrone. De plus, la sortie de et algorithme doit satisfaire la propriété de la lasse
Ω dès que le système satisfait les hypothèses P (x) et Q(y) ave x+ y +1 > t+1. [103℄
onstitue un premier pas dans la reherhe d'hypothèses P (y).
Chapitre 4
Vers une aratérisation
algorithmique des déteteurs de
défaillanes
Les déteteurs de défaillanes restreignent l'asynhronie du modèle. Ainsi, l'addition
d'un déteteur Ωz, 3Sx ou 3ψ
y
permet de résoudre le k-aord, omme nous l'avons
vu dans la hapitre préédent. Dans le as du déteteur Ωz, en faisant varier z de n à
1, nous obtenons des modèles de plus en plus synhrones dans lesquels il est possible de
résoudre des problèmes de plus en plus ontraints (pour haque z, le modèle augmenté
permet de résoudre le z-aord). Bien que es déteteurs possèdent la même puissane
vis à vis du k-aord, ils ne sont pas équivalents (f. paragraphe 3.5). Les résultats de
rédutions/impossibilité amènent à se demander omment aratériser la  quantité 
et le  type  de synhronie introduite par l'addition d'un déteteur de défaillanes dans
le modèle asynhrone. C'est prinipalement ette question que nous étudions dans e
hapitre, dans le ontexte des familles (Ωz)1≤z≤n, (3Sx)1≤x≤n et (3ψ
y)0≤y≤n−1.
De nombreux travaux ont investigué ette question dans le ontexte de modèles asyn-
hrones enrihis ave des déteteurs qui orent une puissane susante pour résoudre
le onsensus. L'approhe fréquemment employée onsiste à enrihir le modèle ave des
propriétés synhrones (sur les délais de transfert des messages, les vitesses relatives des
proessus, et.) pour ensuite onevoir des algorithmes qui mettent en ÷uvre es déte-
teurs (voir par exemple [9, 83, 46, 99℄). D'autres artiles [50, 78℄ dénissent des modèles
dans lesquels le alul proède par rondes asynhrones qui englobent le déteteur sous-
jaent. En partiulier, le travail présenté dans [50℄ vise à dénir un modèle général qui
permet d'exprimer de façon uniée ertaines abstration qui restreignent l'asynhro-
nie (déteteurs de défaillanes ou hypothèses de synhronie partielle). La puissane du
modèle augmenté par l'une de es abstrations est aratérisée par un prédiat sur l'en-
semble des messages reçus qui indique à haque proessus quand il peut passer à la ronde
suivante. Autrement dit, e prédiat détermine la  quantité d'information  maximale
qu'un proessus peut aumuler en fontion des propriétés de l'abstration sous-jaente.
Cette approhe formalise l'intuition que plus un modèle est puissant, moins l'inertitude
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loale sur l'état global est grande.
Dans la lignée de es travaux, nous hoisissons d'étudier la puissane apportée par
les déteteurs de défaillanes par l'intermédiaire du modèle snasphot immédiat itéré
(noté IIS et brièvement introduit dans le hapitre 1) dans lequel les proessus aèdent
à haque ronde à un nouvel objet snapshot immédiat. Les exéutions dans e modèle
ont l'avantage par rapport aux autres modèles fondés sur le alul par rondes d'être
hautement struturées, simpliant leur analyse. De plus, dans le as de modèles pure-
ment asynhrones, le modèle IIS et le modèle traditionnel à registres sont équivalents du
point de vue de la alulabilité. La démonstration élégante du théorème de alulabilité
asynhrone de Borowsky et Gafni [24℄ repose sur e modèle.
Contributions Nous montrons omment aratériser la synhronie apportée par les
déteteurs introduits dans le hapitre préédent au travers d'une extension du modèle
IIS . Pour apturer la synhronie du modèle à registres équipé de déteteurs, nous onsi-
dérons des restritions de e modèle.
Plus préisément, nous présentons les résultats suivants. C désigne un déteteur
appartenant à l'une des familles (Ωz)1≤z≤n, (3Sx)1≤x≤n ou (3ψ
y)0≤y≤n.
1. Étant donné un déteteur C, nous dénissons un modèle IIS restreint qui lui
orrespond. Ce modèle sera noté IRIS (PRC). Chaque exéution dans le modèle
IRIS (PRC) est une exéution valide dans le modèle IIS . Par ontre, l'inverse n'est
pas néessairement vrai. Pour ela, nous ontraignons la spéiation du snapshot
immédiat. Le proédé est similaire à elui employé dans le paragraphe 2.3.2 du
hapitre 2, où nous avons vu omment  embarquer  les propriétés du k-test&set
dans un objet snapshot immédiat plus ontraint. La puissane oerte par des
objets k-test&set se traduit par l'ajout de la propriété de simultanéité bornée
dans la spéiation du snapshot immédiat. Ii, la puissane du déteteur C est
apturée par une propriété PRC appropriée que l'on additionne à la spéiation
des objets snapshot immédiats.
2. Nous montrons ensuite que la restrition IRIS (PRC) aratérise la synhronie du
modèle à registres équipé d'un déteteur C. Pour obtenir e résultat, nous pré-
sentons dans un premier temps une série d'algorithmes qui simulent le modèle
IRIS (PRC) dans le modèle à registre muni d'un déteteur C. Réiproquement,
nous montrons omment extraire un déteteur C dans le modèle IRIS (PRC). Un
orollaire remarquable de es transformations est l'équivalene entre le modèle
à registre équipé de C et le modèle itéré IRIS (PRC) assoié du point de vue
de la alulabilité d'un sous ensemble des problèmes de déision. Plus préisé-
ment, nous établissons que pour tout problème d'aord
1
, il existe une solution
(n − 1)-résiliente dans le modèle SMn,n−1[C] (
2
) si et seulement si il existe une
1
Un problème d'aord est un problème de déision dont la spéiation implique la propriété
suivante : tout proessus qui onnaît une déision légale d'un autre proessus peut loalement aluler
sa propre déision.
2
Rappelons que la notation SMn,n−1[C] désigne le modèle asynhrone à registres omposé de n
proessus. Le nombre de défaillane est bornée par n−1 dans toute exéution (t = n−1). Les proessus
ont aès à un déteteur de défaillanes C.
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solution dans le modèle assoié IRIS (PRC). La démonstration repose sur un algo-
rithme qui simule tout algorithme érit pour le modèle SMn,n−1[C] dans le modèle
IRIS (PRC). La tehnique algorithmique étend la simulation développée dans [24℄.
3. Enn, en appliation les résultats et les outils développés préédemment, nous
présentons de nouvelles preuves simples de l'impossibilité de résoudre le k-aord
à l'aide de es déteteurs.
Organisation du hapitre Le hapitre suit le plan suivant :
 Le paragraphe 4.1 rappelle la dénition du modèle IIS et ses propriétés.
 Les modèles restreints IRIS (PRΩz), IRIS (PR3Sx) et IRIS (PR3ψy) sont dé-
nis dans le paragraphe 4.2. Une série de transformations qui montrent pour
haque déteteur C ∈ {Ωz,3Sx,3ψ
y} omment simuler le modèle orrespondant
IRIS (PRC) est ensuite présentés.
 Réiproquement, le paragraphe 4.3 ouvre les transformations inverses : il montre
omment extraire un déteteur C dans le modèle IRIS (PRC).
 Le paragraphe 4.4 étend la simulation développée dans [24, 23℄ pour établir l'équi-
valene pour les problèmes d'aord entre les modèles IRIS (PRC) et SMn,n−1[C].
 Enn, dans le paragraphe 4.5 nous appliquons les résultats préédents à l'étude
d'une famille de déteteurs faibles qui ombinent les aratéristiques des déteteurs
3Sx et Ω
z
. Pour haque déteteur de ette famille, nous déterminons le plus petit
k pour lequel il existe une solution fondée sur e déteteur au problème du (n, k)-
aord. La démonstration est relativement simple et repose uniquement sur des
rédutions algorithmiques. Cei ontraste ave la seule démonstration onnue d'un
résultat similaire établi pour la famille (3Sx)1≤x≤n par Herlihy et Penso [71℄ qui
repose sur des tehniques empruntées à la topologie algébrique.
4.1 Le modèle IIS
Dans e paragraphe, nous dérivons le modèle IIS ainsi que ertaines de ses pro-
priétés. Nous ommençons par rappeler la spéiation des objets de base du modèle,
à savoir les objets snapshot immédiat.
Snapshot immédiat à usage unique Comme nous l'avons vu dans le paragraphe
1.3, un objets snapshot immédiat (notés IS ) est une abstration de haut niveau qui fai-
lite la oneption d'algorithmes. Un tel objet exporte une unique primitive write_snap()
qui permet en une seule opération de modier et de lire le ontenu de l'objet. Plus pré-
isément, lorsque pi invoque write_snap() sur un objet IS , il obtient en retour un snap-
shot ou vue noté smi qui est l'ensemble des valeurs érites préédemment ou onur-
remment par les autres proessus. Si l'on suppose que haque proessus pi invoque
IS .write_snap(i), alors les snapshots smi retournés satisfont olletivement les proprié-
tés suivantes (f. dénition 1.4)
 Auto inlusion : ∀i : i ∈ sm i ;
 Comparaison : ∀i, j : (sm i ⊆ smj) ∨ (smj ⊆ sm i) ;
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 Immédiateté : ∀i, j : i ∈ smj ⇒ sm i ⊆ smj.
Dans le modèle IIS , les objets snapshot immédiat sont à usage unique. Cei signie que
haque proessus ne peut qu'exéuter au plus une opération write_snap() sur haun
de es objets.
Le modèle snapshot immédiat itéré Dans le modèle Snapshot Immédiat Itéré
(IIS ), les proessus ommuniquent exlusivement via des objets snapshot immédiat à
usage unique (IS ). Le médium de ommuniation est omposé d'une innité d'objets
snapshot immédiats IS [1], IS [2], . . .. Une exéution dans e modèle se déroule par rondes
asynhrones onséutives. A haque ronde, les proessus aèdent à un nouvel objet
snapshot immédiat, en suivant le motif suivant :
ri ← 0 ;
loop forever ri ← ri + 1 ;
loal omputations ; ompute vi ;
smi ← IS [ri ].write_snap(< i, vi >) ;
loal omputations
end loop.
Par rapport au modèle lassique dans lequel les proessus aèdent de façon répétée à un
même objet IS , les vues suessives obtenues par les proessus ont dans le modèle une
struture réursive régulière. Cette régularité est la base de l'élégante aratérisation des
problèmes de déision pour lesquels il existe une solution sans attente dans le modèle
à registre présentée dans [24℄. Par exemple, les Figures 4.1 et 4.2 dérivent toutes les
vues possibles après respetivement une ronde et deux rondes.
Il est parfois plus faile de se représenter les vues obtenues au ours d'une ronde
omme un ertaine répartition des proessus sur les marhes de l'éhelle de Borowsky
Gafni (voir paragraphes 1.3.3 et 2.3.2). La gure dérit la répartition des proessus dans
les deux rondes qui orrespondent à l'exéution représentée par le triangle grisé dans la
Figure 4.2.
Enn, la Figure 4.4 présente un autre point vue sur ette exéution. Pour un obser-
vateur extérieur, les opérations write_snap() semblent se dérouler instantanément. Il est
possible de positionner es instants sur un axe de temps ommun (plusieurs opérations
sont plaées au même point  un objet snapshot immédiat est set-linéarisable [105℄).
Ainsi, lors de la deuxième ronde, p1 exéute son opération tout seul et avant les deux
autres proessus. Il est ordonnané avant p2 et p3. Par ontre, les opérations de p2 et p3
sont onurrentes et retournent le même snapshot. Cei est matérialisé dans la Figure
4.4 par un seul point et par le plaement de es deux proessus sur la même marhe
dans la Figure 4.3.
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p1 p1
p3
p2
p3
p2
p3
p1
p3
p2
p2
p1
Fig. 4.1  3 proessus, 1 ronde : toutes les exéutions
p1
p3
p2
Fig. 4.2  3 proessus, 2 rondes : toutes les exéutions
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p3
p1
p2
vues sm1i
{1, 2, 3}
{1, 2}
{2}
ronde 1
p2p3
p1
vues sm2i
{1, 2, 3}
{1}
ronde 2
Fig. 4.3  Ordonnanement des proessus sur les marhes
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Fig. 4.4  Set linéarisation
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4.1.1 Notion de proessus orrets dans le modèles IIS
Dans le modèle à registres ou muni d'objets snapshot aessibles de façon répétée, la
ommuniation entre deux proessus orrets est able. Si le proessus orret pi érit
v en mémoire partagée et n'érase pas ensuite ette valeur, alors tout proessus orret
pj qui lit régulièrement la mémoire observera inélutablement v.
Diéremment, dans le modèle IIS , il est possible que pj n'observe jamais v, même si
pi eetue une innité d'opérations write_snap(v). L'existene de e type d'exéutions
déoule de la ontrainte imposée par le modèle sur l'usage des objets IS . Cette situation
se produit par exemple lorsque ∀r : smrj = {j} et sm
r
i = {i, j}, où sm
r
i et sm
r
j désignent
respetivement les vues obtenus par pi et pj au ours de la ronde r. Ainsi, bien que pi
eetue une innité d'opérations d'ériture dans les objets partagés, il ne parvient pas à
ommuniquer ave pj. Nous pouvons dresser un parallèle ave le modèle de défaillanes
par omission. Les défaillanes par omission modélisent la perte des messages par une
faute de l'expéditeur ou du destinataire. Un proessus est don suseptible d'exhiber
deux types de omportements déviants : la panne franhe et la défaillane par omission.
Dans e dernier as, le proessus exéute orretement le ode qui lui a été assigné mais
omet de reevoir des messages qui lui sont destinés ou d'émettre des informations qu'il
est supposé envoyer. Ainsi, étant donnée une exéution E dans e modèle de défaillanes,
les proessus peuvent être divisés en trois ensembles disjoints :
 Crash(E) : Les proessus qui s'arrêtent inopinément.
 Omission(E) : Les proessus qui ne onnaissent pas de panne franhe mais qui
omettent d'envoyer ertains de leurs messages.
 Correct(E) : Les proessus qui ne défaillent pas (ni par panne franhe, ni par
omission) .
De façon similaire nous souhaitons dans le modèle IIS dénir l'ensemble des pro-
essus orrets omme l'ensemble des proessus qui exéutent une innité d'opérations
write_snap() et qui peuvent toujours ommuniquer entre eux.
Pour dénir de façon préise et ensemble, nous introduisons les dénitions suivantes.
Une exéution E dans le modèle IRIS (PRC) est omplètement dérite par la donnée
de la suite (smri )(r∈N) pour haque proessus pi, où sm
r
i = {i1, . . . , ix} est l'ensemble
des index des proessus dont les valeurs apparaissent dans le snapshot obtenu par pi
lors de la ronde r. Si pi exéute un nombre ni d'opérations write_snap(), smi = ∅
à partir d'un ertain rang. Ces proessus défaillent par panne franhe. Dans e qui
suit, nous onsidérons uniquement les proessus qui exéutent une innité d'opérations
write_snap() dans E. Soient deux proessus pi et pj . La relation pi
s
→ pj traduit le fait
que pi observe pj une innité de fois. Formellement,
pi
s
→ pj si et seulement si {r : j ∈ sm
r
i } est inni
s
→ est réexive ar on a toujours i ∈ smri . De même, puisque qu'à haque ronde r les
ensembles smri sont ordonnées par inlusion, ∀pi, pj : pi
s
→ pj ∨ pj
s
→ pi. Nous notons
s
; la fermeture transitive de la relation
s
→. L'ensemble des proessus obs(pi) observés
diretement ou indiretement par pi inniment souvent est alors :
obs(pi) = {j : pi
s
; pj}
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∀pi : obs(pi) 6= ∅ ar
s
→ est réexive. De plus, ∀pi, pj : obs(pi) ⊆ obs(pj) ∨ obs(pj) ⊆
obs(pi) ar ∀pi, pj : pi
s
→ pj ∨ pj
s
→ pi. Par onséquent, il existe un plus petit ensemble
obsmin pour l'inlusion. Cet ensemble aratérise l'ensemble des proessus orrets dans
E. En résumé :
 Crash(E) : l'ensemble des proessus qui eetuent un nombre ni d'opérations
write_snap() ;
 Correct(E) : min⊆{obs(pi) : pi /∈ Crash(E)} ;
 Omission(E) : {pi : pi /∈ (Crash(E) ∪Correct (E))}.
La propriété suivante qui se déduit diretement des dénitions i-dessus sera utilisée
dans la suite.
Propriété 4.1 ∀pi ∈ Correct (E),∀pj /∈ Correct(E) : ∃r tel que ∀r
′ ≥ r : j /∈ smr
′
i .
4.1.2 Identier les plus petits snapshots : get_smin()
Pour un objet IS [r], les snapshots immédiats retournés smri sont ordonnés par in-
lusion. Les données ontenues dans plus petit d'entre eux (noté sminr) sont observées
par tous les proessus. Un tel snapshot représente don le  savoir ommun  minimal
de la ronde r. Plusieurs algorithmes développés dans la suite reposent sur la apaité
d'identier un tel savoir ommun. Plus généralement, pour un ensemble X ⊆ Π donné,
on herhe à identier le plus petit snapshot parmi les snapshots retournés par l'objet
IS [r] pour les proessus appartenant à X. Ce plus petit snapshot est noté sminr|X , i.e.,
sminr|X = min⊆
{smri : i ∈ X}
A partir du seul snapshot smri obtenu lors de la ronde r, pi ne peut en général pas
déterminer sminr (le seul as dans lequel pi identie smin
r
est lorsque smri = {i}).
Cependant, en olletant les snapshots obtenus par les autres proessus au ours des
n dernières rondes, pi est en mesure de déduire le plus petit snapshot smin
ρ
assoié à
l'une des n dernières rondes (n− r ≤ ρ < r).
Ainsi, on se donne un suite de n + 1 objets IS onséutifs et un ensemble X ⊆ Π.
Pour simplier, es objets sont numérotés de 1 à n + 1. Pour haque proessus pi, i
appartenant à X, le but onsiste à identier l'un des plus petits snapshots retournés
par les appels IS [r].write_snap(), 1 ≤ r ≤ n des proessus de X.
Dénition 4.1 (Spéiation de la primitive get_smin(X))
Soit IS [r], . . . , IS [r + n] une suite de n + 1 objets snapshots immédiats onséutifs tels
que les proessus invoquent suessivement write_snap() sur haun d'entre eux. Chaque
proessus pi doit produire en sortie un ensemble smin i tel que
 i ∈ X ⇒ smini 6= ∅ et,
 smini 6= ∅ ⇒ (∃ρ : r ≤ ρ ≤ r + n ∧ smin i = smin
ρ
|X).
Autrement dit, la spéiation requiert que pour tout proessus pi, i ∈ X, smini
ontienne un plus petit snapshot sminr|X  réent , 'est à dire retourné lors d'une
ronde à distane au plus δ ≤ n de la ronde orrespondant au dernier objet IS aédé.
Deux proessus pi et pj qui invoquent get_smin(X) n'obtiennent pas néessairement le
même plus petit snapshot smin
ρ
|X
.
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Algorithme Une implémentation de la primitive get_smin() est dérite dans la Fi-
gure 4.5. Chaque proessus pi maintient deux variables loales hi et smin i. La variable
smin i est destinée à ontenir le snasphot renvoyé par pi omme résultat de l'appel
get_smin(X).
operation : get_smin(X)
(01) hi[1 : n+ 1]← [∅, . . . , ∅] ; smini ← ∅ ;
(02) for ℓ from 1 to n+ 1 do
(03) smi ← IS [r + ℓ].write_snap(< i, hi >) ;
(04) foreah m ∈ {1, . . . , ℓ− 1} do hi[m]←
⋃
{hj[m] :< j, hj >∈ smi} endfor ;
(05) let ids(smi) = {j : ∃ < j,_ >∈ smi} ;
(06) hi[ℓ]←< i, ids(sm i) >
(07) endfor ;
(08) for m from 1 to n do
(09) if ∃sm s.t. ∀j ∈ sm ∩X :< j, sm >∈ hi[m] then smin i ← sm endif
(10) endfor ;
(11) return(smini)
Fig. 4.5  Déterminer un plus petit snapshot (ode pour pi)
Le tableau loal hi représente la onnaissane de pi sur les snapshots retournés aux
rondes r + 1, . . . , r + n + 1. Chaque entrée hi[m] ontient des éléments de la forme
< j, {id1, . . . , idx} > (lignes 05-06). Cei signie que lors de la ronde r+m, l'ensemble
des index qui apparaissent dans le snapshot obtenu par pj est {id1, . . . , idx}.
A haque tour de la première boule for (lignes 02-07), pi enrihit sa onnaissane
sur les rondes passées en mettant à jour son histoire hi ave les histoires hj des proessus
pj qu'il observe dans smi (ligne 04). Enn, pour une ronde r, un snapshot s est le plus
petit snapshot retourné par les opérations IS [r].write_snap() des proessus de X si et
seulement si ∀j ∈ s ∩X : s = smrj , i.e., si pour tous les proessus de X dont l'identité
apparaît dans s le résultat de l'opération IS [r].write_snap() est s. Dans la seonde
boule for (lignes 08-10), pi utilise ette aratérisation pour identier l'un des smin
ρ
|X ,
r + 1 ≤ ρ ≤ r + n.
Le Lemme 4.1 montre que dans le modèle IIS , il sut de n + 1 rondes pour un
proessus pi, i ∈ X pour identier l'un des smin
ρ
|X , quelque soit le ardinal de X. Plus
préisément, e lemme montre que lorsque les ensembles smin |X ∩X sont inlus dans
un même ensemble de ardinal k pendant k + 1 rondes, haque proessus appartenant
à X est apable d'identier l'un d'entre eux à l'issue de es k + 1 rondes.
La démonstration du Lemme 4.1 repose uniquement les propriétés du modèle IIS . Il
restera don valide dans les restritions IRIS (PRC) introduites dans le paragraphe 4.2.
Lemme 4.1 Soit r un numéro de ronde, X ⊆ Π et i ∈ X. smini dénote le résultat de
l'opération get_smin(X) pour le proessus pi. ∀1 ≤ k ≤ n :
∣∣ ⋃
(r+n+1)−k ≤ ρ ≤ r+n+1
smin
ρ
|X∩X
∣∣ ≤ k ⇒ ∃ρ ∈ {(r+n+1)−k, . . . , r+n+1} : smin i = sminρ|X
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Cette équation peut être reformulée de la façon suivante. Notons W (X, r) les iden-
tités des proessus qui apparaissent à la fois dans X et dans sminr|X . Plus l'union des
es ensembles sur plusieurs rondes onséutives est petite, moins le nombre de rondes
néessaire à l'identiation d'un plus petit snapshot est important. Par exemple, pre-
nons X = Π et supposons que ∪W (r,X) = {1}. Considérons deux rondes onséutives
ρ et ρ+1. A l'issue de la ronde ρ+1, tous les proessus onnaissent l'histoire de p1 ar
∀i 6= 1 : smρ+11 ( sm
ρ+1
i . Cette histoire indique que p1 a obtenu le plus petit snapshot
de la ronde ρ ar |smρ1| = 1.
Démonstration Nous démontrons le lemme par réurrene. Soit HR(k) la propriété
énonée dans le lemme :
∣∣ ⋃
(r+n+1)−k ≤ ρ ≤ r+n+1
smin
ρ
|X∩X
∣∣ ≤ k ⇒ ∃ρ ∈ {(r+n+1)−k, . . . , r+n+1} : smin i = sminρ|X
 HR(1). Il existe j tel que sminr+n|X ∩ X = smin
r+1+n
|X ∩ X = {j}. A la n de la
ronde r+ n, hj [n] = {< j, {j, idj1, . . . , idjα} >} ave idj1, . . . , idjα /∈ Xet pj érit
hj lors de la ronde r + n + 1. Lors de ette dernière ronde, smj ⊆ smi ar la
vue de pj est la plus petite parmi les vues des proessus de X. Par onséquent,
< j, {j, idj1, . . . , idjα} >∈ hi[n] lorsque pi exéute la deuxième boule for, d'où
smini = smin
r+n
|X .
 HR(k)⇒ HR(k + 1).
 ∀j ∈ smin
(r+n+)−(k+1)
|X ∩ X : ∃ρ ∈ {(r + n + 1) − k, . . . , r + n + 1} tel que
j ∈ sminρ|X . Autrement dit, haque identité j de la plus petite vue de la ronde
(r+n+1)−(k+1) apparaît à nouveau dans la plus petite vue d'une des rondes
(r+ n+1)− k, . . . , r+ n+1. Lors d'une telle ronde, pi observe l'histoire hj de
pj . pi améliore alors sa onnaissane des vues de la ronde (r+n+1)−(k+1) en
inluant < j, sm
(r+n+1)−(k+1)
j > dans hi[(r+n+1)−(k+1)]. Par onséquent, à
l'issue de la ronde r+n+1, hi[(r+n+1)−(k+1)] ontient < j, sm
(r+n+1)−(k+1)
j >
pour haque j ∈ smin(r+n+1)−(k+1) ∩ X. Ainsi, pi identie la plus petite vue
smin
(r+n+1)−(k+1)
|X
de la ronde (r + n+ 1)− (k + 1).
 Le deuxième as est la négation du as préédent. ∃j ∈ smin
(r+n+)−(k+1)
|X ∩X
tel que ∀ρ ∈ {(r + n + 1) − k, . . . , r + n + 1} : j /∈ sminρ|X . Nous avons don
j /∈
⋃
(r+n+1)−(k) ≤ ρ ≤ r+n+1 smin
ρ
|X , d'où |
⋃
(r+n+1)−(k) ≤ ρ ≤ r+n+1 smin
ρ
|X ∩
X| ≤ k. Par onséquent, HR(k) s'applique.
2Lemme 4.1
4.2 Restrition du domaine de la lutte : IRIS (PRC)
Dans e paragraphe, nous montrons omment dénir un modèle Snapshot Immé-
diat Restreint Itéré (IRIS (PRC)) assoié aux déteteurs C appartenant aux familles
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(Ωz)1≤z≤n, (3Sx)1≤x≤n et (3ψ
y)0≤y≤n−1. Le modèle IRIS (PRC) est induit par l'en-
semble des exéutions du modèle IIS qui satisfont une ertaine propriété PRC . Tous
es déteteurs sont  inélutables  : dans haque exéution leurs sorties vérient une
ertaine propriété à partir d'un ertain temps. Cei implique que dans toute exéution
nie, toute sortie arbitraire est légale par rapport à la spéiation de es déteteurs,
quelque soit le motif de défaillanes.
Les propriétés PRC sont don dénies sur l'ensemble des exéutions innies du mo-
dèle IIS . Elles sont de la forme :  dans haque exéution innie, il existe une ronde R
à partir de laquelle les snapshots retournés vérient une ertaine propriété P . D'un
autre point de vue, une ontrainte sur les snapshots retournés par les aès à un objet
IS peut être exprimée omme des ontraintes d'ordonnanement des proessus (i.e., une
ontrainte sur la répartition des proessus sur les  marhes , f. Figure 4.3).
Pour illustrer l'approhe et essayer de donner l'intuition qui sous-tend les modèles
IRIS (PRC), onsidérons le déteteur Ω. Rappelons qu'un tel déteteur fournit à haque
proessus l'identité d'un leader tel que, à partir d'un ertain temps, tous les proessus
perçoivent toujours la même identité, et ette identité est elle d'un proessus orret.
Comment les proessus tirent prot de e déteteur pour résoudre ertaines tâhes
de déision ? Typiquement, haque proessus attend de reevoir des informations en
provenane du proessus qu'il perçoit omme leader avant d'exéuter une phase de
vériation.
Ainsi, la propriété PRΩ doit assurer que dans haque exéution, il existe un proessus
pℓ et une ronde R à partir de laquelle haque snapshot immédiat sm
r
i (r ≥ R) ontient la
valeur érite par pℓ lors de ette ronde. Autrement dit, ∀r ≥ R,∀i : sm
r
ℓ ⊆ sm
r
i . Il s'avère
qu'il est possible à l'aide du déteteur Ω de ontraindre davantage les exéutions : les
exéutions qui satisfont la propriété PRΩ sont telles que ∃R,∃ℓ : ∀r ≥ R : sm
r
ℓ ⊂ sm
r
i .
Autrement dit, dans haque exéution du modèle IRIS (PRΩ), il existe un proessus
pℓ et une ronde R à partir de laquelle le proessus pℓ est toujours ordonnané avant
les autres proessus, i.e., à partir de ette ronde les opérations write_snap() de pℓ sont
set-linéarisées seules et avant toute autre opération.
Réiproquement, il est aisé d'implémenter un déteteur Ω dans le modèle IRIS (PRΩ) :
lors de haque ronde, haque proessus pi érit son index i ; régulièrement, les proessus
identient un plus petit snapshot réent (par exemple à l'aide de la primitive get_smin()
présentée dans le paragraphe 4.1.2). A partir d'une ertaine ronde, haun de es snap-
shots sera le même singleton {ℓ}. Les Figures 4.6, 4.7 et 4.8, illustrent omment le modèle
IRIS (PRΩ) induit une restrition du modèle IIS . Dans et exemple, la propriété PRΩ
est satisfaite à partir de la deuxième ronde pour le proessus p1. Les exéutions du
modèle IIS interdites par PRΩ sont grisées.
4.2.1 Dénition des modèles IRIS(PRC)
Nous notons restrited_w_snap() les opérations qui satisfont les propriétés d'auto
inlusion, de omparaison et d'immédiateté (dénition 1.3.3) ainsi que la propriété addi-
tionnelle PRC . Les spéiations des propriétés PRΩz , PR3Sx et PR3ψy supposent que
lors de haque ronde, l'index i d'un proessus pi qui invoque restrited_w_snap() fait
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Leader =
Fig. 4.6  IRIS (PRΩ), R = 2, pℓ = p1 : ronde 1
Leader =
Fig. 4.7  IRIS (PRΩ), R = 2, pℓ = p1 : ronde 2
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Leader =
Fig. 4.8  IRIS (PRΩ), R = 2, pℓ = p1 : ronde 3
partie des données qu'il érit. Si d'autres valeurs qui dépendent de l'algorithme qui est
exéuté dans le modèle IRIS (PRC) orrespondant sont aussi érites, elles sont ignorées
dans les spéiations qui suivent.
smrj désignent le snapshot (parfois appelée vue) obtenu par le proessus pj omme
réponse à l'invoation IS [r].restrited_w_snap() (). Les propriétés PRC n'ont de sens
que dans des exéutions innies : nous supposons don que haque proessus exéute
une innité de rondes (sauf s'il défaille). Par onvention, smrj = ∅ si pj n'exéute pas la
ronde r, 'est à dire si pj tombe en panne avant d'invoquer IS [r].restrited_w_snap().
IRIS (PR3Sx) La propriété PR3Sx est dénie de la façon suivante (Q est un ensemble
d'identités de proessus) :
PR3Sx ≡ ∃Q, ℓ : |Q| ≥ x ∧ ℓ ∈ Q :
∃r : ∀r′ ≥ r : (smr
′
ℓ 6= ∅) ∧
(
i ∈ Q \ {ℓ} ⇒ (smr
′
i = ∅ ∨ sm
r′
ℓ ( sm
r′
i )
)
Autrement dit, dans haque exéution de e modèle, il existe un ensemble Q d'au moins
x proessus et un proessus pℓ tels que, à partir d'une ertaine ronde haque vue des
proessus de Q− {ℓ} ontient stritement la vue obtenue par le proessus pℓ. Du point
de vue ordonnanement (ou  répartition sur les marhes ) , pℓ est, à partir de ette
ronde toujours ordonnané avant les proessus de Q− {ℓ}.
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IRIS (PR3ψy) Rappelons que le nombre de proessus qui défaillent dans une exéu-
tion est noté f . Un déteteur de défaillanes 3ψy donne une estimation du nombre de
proessus orrets. Dans le modèle IIS , pi onsidère le proessus pj orret s'il apparaît
une innité de fois dans sa vue. C'est à dire qu'il existe une innité de rondes r telle
que j ∈ smri . La propriété PR3ψy exprime ette idée de la façon suivante : pi obtient
une innité de vues smi qui ontiennent tous les proessus orrets lorsque f > n − y.
Lorsque le nombre de défaillanes ne dépasse pas le seuil n−y, pi obtient une innité de
vues smi qui ontiennent les identités d'au moins y proessus orrets. Formellement,
PR3ψy ≡ ∃r : ∀r
′ ≥ r :(
(i− 1 = r′ mod n) ∧ (smr
′
i 6= ∅)
)
⇒ |smr
′
i | ≥ n−max(n− 1− y, f)
IRIS (PRΩz) La spéiation de la propriété PRΩz est (L est un ensemble de d'identités
de proessus) :
PRΩz ≡ ∃L : |L| ≤ z
∃r : ∀r′ ≥ r : ∃i ∈ L : (smr
′
i 6= ∅) ∧ (sm
r′
i ⊆ L)
Ou, de manière équivalente (sminr est le plus petit snapshot retourné lors de la ronde
r) :
PRΩz ≡ ∃L : |L| ≤ z
∃r : ∀r′ ≥ r : sminr
′
⊆ L
Autrement dit, il existe une ronde r et un ensemble de proessus L de ardinal au plus
z tel que à partir de la ronde r haque proessus observe toujours dans sa vue au moins
une identité d'un proessus appartenant à L. Cei implique qu'à haque ronde r′ ≥ r,
le (ou les) proessus qui eetue(nt) la (ou les) opérations set-linéarisée(s) en premier
appartiennent toujours à L.
4.2.2 Construtions de IRIS(PRC) dans le modèle lire/érire
Dans e paragraphe, nous présentons des onstrutions qui simulent les modèle
IRIS (PRC), C ∈ {3Sx,3ψ
y,Ωz]} dans le modèle à mémoire partagée équipé d'un dé-
teteur de défaillane de la lasse C. Le nombre de proessus défaillants est arbitraire.
Nous supposons seulement qu'il existe toujours au moins un proessus orret dans
toute exéution (i.e., t = n− 1). La notation SMn,n−1[C] désigne e modèle.
Les onstrutions implémentent l'opération IS [r].restrited_w_snap() où IS [1 . . . +
∞) dénit la séquene innie d'objets snapshot immédiat du modèle IRIS (PRC) que
l'on souhaite onstruire. Chaune des opérations restrited_w_snap() doit respeter
les propriétés d'auto-inlusion, de omparaison et d'immédiateté. De plus, la propriété
PRC doit être satisfaite dans toute suite innie d'opérations IS [1].restrited_w_snap(),
IS [2].restrited_w_snap(), . . .
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Objet snapshot immédiat observable Les onstrutions reposent sur l'utilisation
d'objets snapshot immédiat observables notés R[1], R[2], . . . Un objet R[r] supporte deux
opérations write_snap() et snap(). Une invoation R[r].write_snap() retourne une vue
qui satisfait les propriétés d'auto-inlusion, de omparaison et d'immédiateté. Les vues
retournées par les invoations R[r].snap() satisfont la propriété de omparaison. De plus,
pour un objet R[r] donné, nous ontraignons le motif des aès : haque proessus a le
droit à au plus une invoation de la primitive write_snap() et et appel est la dernière
opération eetuée par le proessus sur l'objet R[r]. Par ontre, le nombre d'appels
snap() n'est pas limité.
init LEV EL[1..n]← [n+ 1, . . . , n+ 1] ;
V AL[1..n]← [⊥, . . . ,⊥] ;
operation R[r].write_snap(vi)
(1) V AL[i]← vi ;
(2) repeat LEV EL[i]← LEV EL[i]− 1 ;
(3) foreah j ∈ {1, . . . , n} do level i[j]← LEV EL[j] enddo ;
(4) view i ← {j : level i[j] ≤ LEV EL[i]} ;
(5) until (|view i| = LEV EL[i]) endrepeat ;
(6) Si ← {(j, V AL[j]) : j ∈ viewi} ; return(Si)
operation R[r].snap()
(7) ℓi ← n+ 1 ;
(8) repeat ℓi ← ℓi − 1 ;
(9) foreah j ∈ {1, . . . , n} do level i[j]← LEV EL[j] enddo ;
(10) view i ← {j : level i[j] ≤ ℓi} ;
(11) until (|view i|ℓi) endrepeat ;
(12) Si ← {(j, V AL[j]) : j ∈ viewi} ; return(Si)
Fig. 4.9  Un objet snapshot immédiat  observable  (ode pour pi)
Le ode de la Figure 4.9 implémente un objet R en mémoire partagée de façon sans
attente. Le ode de l'opération write_snap() est l'algorithme de l'esalier de Borowsky
et Gafni [22℄. Pour obtenir un snapshot, un proessus pi parourt en desendant les
niveaux jusqu'à trouver un niveau  plein . Un niveau ℓ est plein si le ardinal de
l'ensemble des proessus situés sur les niveaux inférieurs ou égaux à ℓ est au moins égal
à ℓ ('est à dire |{j : LEV EL[j] ≤ ℓ}| ≥ ℓ). Il est aisé de vérier que les vues obtenues en
réponse aux invoations snap() ou write_snap() sont ordonnées par inlusion. De même,
puisque les opérations snap() ne modient les registres, la orretion de l'algorithme
originel [22℄ implique les vues retournées par les opérations write_snap() satisfont en
sus les propriété d'auto inlusion et d'immédiateté.
Soit mi une vue obtenue par pi en réponse à un appel snap() et smi le snapshot
retourné par l'appel write_snap(). La propriété suivante déoule diretement du ode.
Propriété 4.2 j ∈ mi ⇒ smj ( smi
Forme générale des simulations Les onstrutions suivent le patron suivant :
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operation IS [r].restrited_w_snap(< i, vi >) :
initialisation
repeat mi ← R[r].snap() ;
aluls
until P endrepeat ;
smi ← R[r].write_snap(< i, vi >) ;
return (smi)
Les étapes  initialisation  et  aluls  à l'intérieur de la boule ainsi que le
prédiat P dépendent du modèle IRIS (PRC) simulé et du déteteur C dont le modèle à
mémoire partagée est équipé. La dernière opération qui aete la mémoire partagée est
toujours smi ← R[r].write_snap(< i, vi >). L'ensemble sm i produit est le résultat de
ette invoation. Ainsi, les propriétés d'auto-inlusion, de omparaison et d'immédiateté
sont don satisfaites ar es ensembles vues sont obtenues par l'intermédiaire de l'objet
R[r] qui garantit es propriétés ('est à dire que smi est un snapshot immédiat valide).
Pour haune des onstrutions qui suivent, nous devons don seulement démontrer que
la propriété PRC est satisfaite ainsi que la vivaité de la onstrution : pour haque
proessus orret, le prédiat P est inélutablement satisfait.
4.2.3 Simulation de IRIS(PR3Sx) dans le modèle SMn,n−1[3Sx]
Un algorithme qui simule les opérations du modèle IRIS (PR3Sx) est dérit dans la
Figure 4.10. Nous onsidérons ii la version  représentant  de la dénition de 3Sx (voir
la dénition 3.8, paragraphe 3.4 , page 105). Chaque proessus pi met régulièrement à
jour deux variables loales mi et rpi. mi est la vue de pi de l'état de la mémoire
partagée tandis que rpi ontient le représentant ourant de pi indiqué par le déteteur
de défaillanes.
operation IS [r].restrited_w_snap(< i, vi >) :
(1) repeat mi ← R[r].snap() ;
(2) rpi ← repri
(3) until (< rpi,− >∈ mi) ∨ (rpi = i) endrepeat ;
(4) smi ← R[r].write_snap(< i, vi >) ;
(5) return (smi)
Fig. 4.10  De SMn,n−1[3Sx] vers IRIS (PR3Sx) (ode pour pi)
Proposition 4.1 L'algorithme de la Figure 4.10 simule le modèle IRIS (PR3Sx) dans
le modèle SMn,n−1[3Sx].
Démonstration Nous démontrons dans un premier temps que les opérations restrited_w_snap()
terminent. Nous démontrons ensuite que la propriété PR3Sx est satisfaite. Les proprié-
tés d'auto-inlusion, de omparaison et d'immédiateté déoulent du fait que la vue
retournée smi est obtenue par l'intermédiaire d'un appel R[r].write_snap(< i, vi >).
 Terminaison ∀r : pour un proessus orret, l'appel IS [r].restrited_w_snap(<
i, vi >) termine.
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La démonstration repose sur les deux observations suivantes qui déoulent immé-
diatement du ode :
1. Soit pi un proessus orret. Si au bout d'un ertain temps, on a toujours
repri = i alors pi ne peut être bloqué indéniment dans la boule repeat.
2. Au ours d'une ronde r, s'il existe un proessus orret pi qui invoque
R[r].write_snap() alors tous les proessus orrets pj dont le représentant
reprj est au bout d'un ertain temps toujours pi ne peuvent être bloqués
indéniment dans la boule repeat.
Soit pi un proessus orret et r un numéro de ronde arbitraire. Par dénition de
la lasse 3Sx, il existe un instant à partir duquel le représentant de pi ne hange
plus et est un proessus orret. Nous notons pℓ e représentant  nal  de pi
(éventuellement, ℓ = i). De plus, e représentant est tel que, au bout d'un ertain
temps, reprℓ = ℓ est toujours vrai.
D'après la première observation i-dessus, toutes les opérations IS [1] .restrited_w_snap(),
IS [2] .restrited_w_snap(), . . ., IS [r] .restrited_w_snap() de pℓ terminent. En
partiulier, pℓ érit dans l'objet partagé R[r]. Par onséquent, pi ne peut être
bloqué indéniment dans la boule repeat de la ronde r ar, au bout d'un er-
tain temps tous les vues mi (retournées par les appels R[r].snap()) ontiennent
l'identité ℓ du représentant de pi.
 PR3Sx
D'après la spéiation de la lasse 3Sx il existe au bout d'un ertain temps un
ensemble de proessus Q de ardinal au moins x qui ont le même représentant.
Les autres proessus /∈ Q ont pour représentant leur propre identité. Plus formel-
lement, il existe un instant τ , un ensemble de proessus Q et un proessus orret
pℓ ∈ Q tels que :
 |Q| ≥ x ;
 Pour pi /∈ Q : ∀τ
′ ≥ τ : reprτ
′
i = i ;
 Pour pi ∈ Q : ∀τ
′ ≥ τ : reprτ
′
i = ℓ.
Soit r une ronde qui démarre après l'instant τ . C'est à dire que haque invoation
IS [r].restrited_w_snap() démarre à un instant plus grand que τ .
Par dénition, pℓ est un proessus orret. Puisque nous avons montré que tous les
appels IS [r] .restrited_w_snap() eetués par les proessus orrets terminent,
smrℓ 6= ∅. Soit pi ∈ Q−{ℓ} un proessus qui termine son appel IS [r] .restrited_w_snap().
Cet appel démarre après l'instant τ . Don, lors de l'exéution de et appel, nous
avons toujours rpi = ℓ. Ainsi, lorsque le prédiat de sortie de la boule repeat
est satisfait, ℓ ∈ mi. De plus, d'après les propriétés de l'objet R[r], nous avons
smrℓ ⊆ mi ⊆ sm
r
i . De plus, i ∈ sm
r
i et i /∈ mi d'où sm
r
ℓ ( sm
r
i .
2Proposition 4.1
4.2.4 Simulation de IRIS(PR3ψy ) dans le modèle SMn,n−1[3ψ
y]
La onstrution (Figure 4.11) s'inspire d'un algorithme de ℓ-exlusion mutuelle [2℄.
Nous souhaitons que périodiquement haque proessus pi obtienne une vue |sm i| ≥
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min(1 + y, n − f). Pour ela, nous assoions à haque ronde un ordre sur les identités
des proessus. L'idée sous-jaente est d'autoriser haque proessus pi à érire lorsque les
proessus qui le préèdent dans l'ordre assoié à la ronde ourante ont préalablement
érit. Ainsi, la vue sm obtenue par le proessus de rang le plus élevé ontient tous les
proessus orrets.
Cependant, les proessus ne disposent pas d'un moyen able de aluler exatement
le nombre de proessus orrets qui les préèdent. Le déteteur de défaillanes de la
lasse 3ψy fournit seulement une estimation du nombre de proessus défaillants. Cette
information sut néanmoins pour aluler un minorant du nombre de proessus orret.
Nous verrons dans la démonstration que, de ette façon, le proessus de plus haut rang
alule une vue qui ontient au moins min(y + 1, n − f) proessus orrets.
La fontion déterministe order(r) retourne une permutation πr des entiers 1, . . . , n
telle que πr(n) = i si (i−1) = r mod n. Soit µ la permutation miroir (µ : (a1, . . . , an)→
(an, . . . , a1)) et πc la permutation irulaire qui eetue un déalage à droite (πc :
(a1, . . . , an)→ (an, a1 . . . , an−1)). Par exemple, πr peut être dénie ainsi : πr = µ.π
r−1
c .
Desription de l'algorithme et démonstration Lorsqu'il invoque IS [r].restrited_w_snap(),
un proessus pi alule la séquene (sequencei) des identités des proessus assoiée à la
ronde r (ligne 1), et détermine l'ensemble (pred i) des proessus qui le préédent dans
ette séquene (ligne 2). Ensuite, pi entre dans une boule au ours de laquelle il alule
l'ensemble seeni des proessus qui (1) ont érit dans l'objet R[r] et (2) le préèdent
selon l'ordre sequencei (ligne 4). Il lit également l'estimation (nbci) du nombre de pro-
essus défaillant fournie par le déteteur. Ces instrutions sont répétées jusqu'à e que
les proessus de pred i perçus omme orrets aient érit dans R[r] (ligne 6). pi estime le
nombre de es proessus à au moins (|pred i| −nbci). Enn, lorsque pi sort de la boule,
il érit à son tour dans l'objet R[r] (ligne 7) et le snapshot immédiat retourné par ette
opération est le résultat nal de l'appel (ligne 8).
operation IS [r].restrited_w_snap(< i, vi >) :
(1) sequencei ← order(r) ;
(2) pred i ← {j : j appears before i in sequencei} ;
(3) repeat mi ← R[r].snap() ;
(4) seeni ← mi ∩ pred i ;
(5) nbci ← nb_i
(6) until (|predi| − nbci ≤ |seeni|) endrepeat ;
(7) smi ← R[r].write_snap(< i, vi >) ;
(8) return (smi)
Fig. 4.11  De SMn,n−1[3ψ
y] vers IRIS (PR3ψy) (ode pour pi)
Nous démontrons d'abord que les appels IS [r].restrited_w_snap() eetués par les
proessus orrets terminent (Lemme 4.2). La proposition 4.1 établit la orretion de la
simulation. La démonstration donnée dans [39℄ onsidère le as plus général du modèle
SMn,t[3ψ
y].
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Lemme 4.2 ∀r,∀pi proessus orret : les appels IS [r].restrited_w_snap() de pi ter-
minent.
Démonstration Pour établir une ontradition, supposons qu'il existe des rondes au
ours desquelles des proessus orrets ne sortent jamais de la boule repeat. Soit r
le plus petit numéro de ronde pour laquelle il existe un proessus bloqué. Nous no-
tons B l'ensemble des proessus orrets bloqués dans la boule repeat de la ronde r.
Ainsi, pour tout proessus pi ∈ B, le prédiat (|pred i| − nbci ≤ |seen i|) n'est jamais
satisfait. Parmi les proessus de B, soit ps le proessus de plus petit rang selon l'ordre
order(r). Dans e qui suit, nous montrons que l'invoation IS [r].restrited_w_snap() de
ps termine : une ontradition.
Nous distinguons deux as en fontion du ardinal de pred s (f est le nombre de
proessus défaillant dans l'exéution onsidérée).
 |pred s| ≤ max(n− 1− y, f)
D'après la propriété de onvergene inélutable de la lasse 3ψy, il existe un
instant τ à partir duquel nbcs = max(n− 1− y, f), d'où |pred s|−nbcs ≤ 0. Don,
après τ , le prédiat de sortie de la boule est vérié ar 0 ≥ |mi ∩ seeni| pour ps.
 |pred s| > max(n− 1− y, f)
Notons faulty(S) l'ensemble des proessus défaillants dans l'ensemble S. Nous
avons |faulty(S)| ≤ |faulty({1, . . . , n})| = f ≤ max(n− 1− y, f).
Notons α le nombre de proessus orrets dans l'ensemble pred s. Nous avons
α = |pred s| − |faulty(pred s)| ≥ |pred s| − max(n − 1 − y, f). Ces α proessus
orrets ont un rang inférieur à ps dans l'ordre order(r). De plus, par dénition de
ps, tous les proessus orrets dont le rang est inférieur à elui de ps dans order(r)
terminent leur appel IS [r].restrited_w_snap().
Par onséquent, tous les proessus orrets de pred s érivent dans l'objet R[r].
Il existe don un instant τ0 à partir duquel ms ontient les identités de tous
es proessus (ms est la vue des proessus qui ont érit dans l'objet R[r] et
est régulièrement mise à jour par ps). D'autre part, la propriété de onvergene
inélutable de la lasse 3ψy assure l'existene d'un instant τ1 à partir duquel
nbcs = max(n−1−y, f). Don, après τ = max(τ0, τ1), |seens| = |ms∩pred s| ≥ α
et α ≥ |pred s| − nbcs. Nous en onluons que ps sort de la boule repeat, d'où la
terminaison de l'invoation IS [r].restrited_w_snap().
2Lemme 4.2
Proposition 4.2 L'algorithme de la Figure 4.11 simule le modèle IRIS (PR3ψy) dans
le modèle SMn,n−1[3ψ
y ].
Démonstration Le Lemme 4.2 établit la terminaison des opération restrited_w_snap()
par les proessus orrets. Ce qui suit montre que dans toute exéution innie, la pro-
priété PR3ψy est satisfaite.
Soit R une ronde telle que ∀r ≥ R,∀pi proessus orret : lors de l'exéution de
IS [r].restrited_w_snap() par pi, on a en permanene nbci = max(n− 1− y, f).
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Soit r ≥ R un numéro de ronde qui satisfait (i − 1) = r mod n et nous supposons
que pi obtient smi en retour de l'appel IS [r].restrited_w_snap(). Nous montrons que
|smi| ≥ n−max(n− 1− y, f).
1. Le rang de pi selon l'ordre order(r) est n, d'où |pred i| = n − 1 au ours de
ette ronde. Le prédiat de sortie est satisfait ar l'appel termine, d'où |seeni| ≥
|pred i| − nbci = (n− 1)−max(n− 1− y, f).
2. Soit mi le dernier ensemble obtenu par pi (ligne 3). Puisque i /∈ mi et |pred i| =
n− 1, mi ∩ pred i = mi = seen i.
3. Finalement, on sait que, grâe à l'objet R[r], mi ( smi (propriété 4.2).
En ombinant les relations préédentes, nous obtenons |sm i| > |mi| = |seeni| ≥ (n −
1)−max(n− 1− y, f), d'où |smi| ≥ n−max(n− 1− y, f). 2Proposition 4.2
4.2.5 Simulation de IRIS(PRΩz) dans le modèle SMn,n−1[Ω
z]
La onstrution est dérite dans la Figure 4.12. Pour satisfaire la propriété PRΩz ,
l'algorithme repose sur l'idée simple suivante. Les proessus indiqués  leaders  par le
déteteur érivent les premiers. Les autres proessus ne sont autorisés à érire qu'à la
ondition d'observer une ériture d'un de es leaders.
Plus préisément, lorsque pi invoque IS [r].restrited_w_snap(), il attend qu'un pro-
essus ait érit dans l'objet R[r] ou que son identité apparaisse dans la sortie leaderi
du déteteur de défaillanes. Lorsque qu'au moins l'une de es onditions est satisfaite,
pi érit dans l'objet R[r] en invoquant R[r].write_snap(). Le snapshot smi retourné par
ette opération est le résultat de l'invoation IS [r].restrited_w_snap().
operation IS [r].restrited_w_snap(< i, vi >) :
(1) repeat mi ← R[r].snap() ;
(2) ld i ← leaderi
(3) until (mi 6= ∅) ∨ (i ∈ ld i) endrepeat ;
(4) smi ← R[r].write_snap(< i, vi >) ;
(5) return (smi)
Fig. 4.12  De SMn,n−1[Ω
z] vers IRIS (PRΩz) (ode pour pi)
Proposition 4.3 L'algorithme de la Figure 4.12 simule le modèle IRIS (PRΩz) dans le
modèle SMn,n−1[Ω
z].
Démonstration La démonstration se divise en deux parties. La première partie montre
que les opérations IS [r].restrited_w_snap() eetuées par les proessus orrets ter-
minent. La seonde partie établit que les vues (smri )i∈Π,r≥1 satisfont la propriété PRΩz .
 Terminaison ∀r : pour un proessus orret, l'appel IS [r].restrited_w_snap(<
i, vi >) termine.
Soit r une ronde arbitraire et pi un proessus orret. Nous supposons que tous les
proessus orrets invoquent IS [r].restrited_w_snap(). D'après la spéiation de
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la lasse Ωz, il existe un instant à partir duquel la sortie leaderi du déteteur
se stabilise et est la même pour haque proessus. Soit L la sortie stabilisée du
déteteur. Nous savons également que L ontient l'identité d'un proessus orret
px (il est possible que x = i).
px ne peut être indéniment bloqué dans la boule repeat puisque, inélutable-
ment la ondition (x ∈ leaderx) est toujours vraie. Par onséquent, px érit dans
l'objet R[r]. À l'issue de ette ériture, toute opération R[r].snap() retourne un
ensemble mi non vide. Par onséquent, pi ne peut être bloqué indéniment dans
la boule repeat.
 PRΩz
Soit τ l'instant de stabilisation de la sortie du déteteur. Plus préisément, il existe
un ensemble L qui ontient l'identité d'un proessus orret tel que ∀τ ′ ≥ τ,∀i :
leader
τ ′
i = L. Considérons une ronde r qui démarre après τ ('est à dire que tous
les appels IS [r].restrited_w_snap() sont lanés après τ). Soit sminr le plus petit
snapshot immédiat retourné par les appels R[r].write_snap(). Nous montrons que
smrm ⊆ L. Soit pi /∈ L. Lorsque pi sort de la boule repeat, mi 6= ∅. D'après les
propriétés de l'objet R[r], sminr ⊆ mi et mi ( smi. Or, i ∈ smri . Par onséquent,
i /∈ sminr.
2Proposition 4.3
4.3 Constrution d'un déteteur de la lasse C dans le mo-
dèle IRIS (PRC)
Nous avons vu dans la partie préédent omment simuler le modèle IRIS (PRC) dans
le modèle standard à registres atomiques muni d'un déteteur C. Ce paragraphe étudie
la transformation inverse : Étant donné le modèle IRIS (PRC), omment onstruire un
déteteur de la lasse C ?
4.3.1 3Sx dans le modèle IRIS(PR3Sx)
Une onstrution simple est dérite dans la Figure 4.13. L'ensemble trustedi est ré-
gulièrement mis à jour ave sm i, où smi est le résultat du dernier appel restrited_w_snap().
init ri ← 0 ; trustedi ← Π
(1) repeat ri ← ri + 1 ;
(2) smi ← IS [r].restrited_w_snap(i) ;
(3) trustedi ← smi
(4) until false endrepeat
Fig. 4.13  3Sx dans IRIS (PR3Sx) (ode for pi)
Proposition 4.4 L'algorithme de la Figure 4.13 onstruit un déteteur de défaillanes
de la lasse 3Sx dans le modèle IRIS (PR3Sx).
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Démonstration Soit E une exéution innie arbitraire dans le modèle IRIS (PR3Sx).
Nous devons établir qu'il existe un ensemble X et un proessus orret pℓ qui satisfont
inélutablement les propriétés suivantes :
1. |X| ≥ x et ∀pi ∈ X ∩ Correct(E) : ℓ ∈ trustedi ;
De plus, à partir d'un ertain instant, l'ensemble trustedi pour un proessus orret
pi ne ontient plus que des identités de proessus orrets :
2. ∀pi ∈ Correct(E) : trustedi ⊆ Correct(E).
Soit R une ronde telle que :
 La propriété PR3Sx est satisfaite ∀r ≥ R ;
 ∀pi ∈ Correct (E),∀r ≥ R : sm
r
i ⊆ Correct(E).
La propriété 4.1 relative à la notion de proessus orrets dans les modèles itérés et le
fait que l'exéution se déroule dans le modèle IRIS (PR3Sx) assurent l'existene de R.
D'où, après R, l'ensemble trustedi pour haque proessus orret pi est toujours un
sous-ensemble des proessus orrets. La ondition 2 est vériée.
Soient X (|X| ≥ x) et pℓ l'ensemble et le proessus de la propriété PR3Sx . Si X
inlut l'identité d'un proessus orret pi alors, par dénition de Correct (E), pℓ est
aussi orret ar ℓ apparaît toujours dans les vues (smri )r≥R. De plus, d'après le ode,
ℓ ∈ trustedi après la ronde R. Enn, si X ne ontient que des proessus défaillants,
n'importe quel proessus orret onvient pour le hoix de ℓ. En eet, grâe à la propriété
d'auto-inlusion, on a toujours i ∈ trustedi. 2Proposition 4.4
4.3.2 3ψy dans le modèle IRIS(PR3ψy)
L'algorithme dérit en Figure 4.14 implémente un déteteur de la lasse 3ψy dans
le modèle IRIS (PR3ψy). Il partage la simpliité de l'algorithme préédent. pi utilise
diretement la dernière vue obtenue smi pour mettre à jour la variable nb_i.
init : ri ← 0 ; nb_i ← (n− 1− y)
(1) repeat ri ← ri + 1 ;
(2) smi ← IS [r].restrited_w_snap(i) ;
(3) if (i− 1) = (ri mod n) then nb_i ← max(n− 1− y, n− |smi|) end if
(4) until false endrepeat
Fig. 4.14  3ψy dans IRIS (PR3ψy )
Il suit immédiatement du ode et de la propriété PR3ψy que nb_i onverge vers
max(n− 1− y, f).
Proposition 4.5 L'algorithme de la Figure 4.14 onstruit un déteteur de défaillanes
de la lasse 3ψy dans le modèle IRIS (PR3ψy ).
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Remarque Nombre de proessus orrets.
Soit E une exéution innie arbitraire. Dans la dénition de PR3ψy , f désigne le nombre
de proessus qui tombent en panne, i.e., qui eetuent un nombre ni d'opérations
restrited_w_snap(). On a vu que les proessus qui eetuent une innité d'opérations
restrited_w_snap() se répartissent en deux ensembles Omission(E) et Correct(E).
Quel est le ardinal de l'ensemble Correct(E) ?
Soit pi un proessus orret et r une ronde telle que
 (i− 1) = r mod n ;
 r ≥ R, la ronde à partir de laquelle la propriété PR3ψy est satisfaire ;
 smri ⊆ Correct(E) (il existe une ronde R
′
à partir de laquelle ei est toujours
vérié d'après la propriété 4.1).
D'où |Correct (E)| ≥ |smri | ≥ min(y + 1, n − f).
 n− f ≤ y+1. Dans e as, le nombre de proessus orrets est exatement n− f .
 n − f > y + 1. On a alors n− f ≥ |Correct (E)| ≥ y + 1, d'où n − f − (y + 1) ≥
|Omission(E)| ≥ 0. Cei est ohérent ave la sortie du déteteur qui est une
estimation du nombre de proessus défaillant par panne franhe ou par omission.
4.3.3 Ωz dans le modèle IRIS(PRΩz)
Dans la dernière partie de e hapitre, nous étudions une lasse de déteteurs (notée
Ωzx) qui généralise le déteteur Ω
z
de la même façon qu'un déteteur 3Sx généralise la
lasse 3S. Plus préisément, un déteteur Ωzx fournit à haque proessus un ensemble
de leaders. Comme dans la spéiation de 3Sx, la portée de e déteteur est limitée :
seuls les proessus appartenant à un ensemble Q de ardinal au moins x perçoivent au
bout d'un ertain temps le même ensemble de leaders (paragraphe 4.5.2). Ainsi, lorsque
x = n, nous retrouvons la spéiation des déteteurs Ωz. Nous nous intéresserons à la
alulabilité du k-aord dans les modèles asynhrones équipés d'un déteteur Ωzx. Cette
étude nous onduira à dénir le modèle assoié IRIS (PRΩzx) ainsi qu'à onstruire une
extration de Ωzx dans e modèle (algorithme 4.19). Il s'avère que les propriétés PRΩzn
et PRΩz sont identiques. Don, s'il on hoisit n omme valeur du paramètre x, nous
obtenons une onstrution d'un déteteur Ωz dans le modèle IRIS (PRΩz). Pour éviter
de dupliquer le ode, nous renvoyons à l'extration générale présentée dans le paragraphe
4.5.2.2. La proposition suivante se déduit de la orretion de et algorithme :
Proposition 4.6 Il existe un algorithme qui onstruit un déteteur de défaillanes de
la lasse Ωz dans le modèle IRIS (PRΩz).
4.4 Caratérisation
Nous avons montré omment simuler le modèle IRIS (PRC) dans le modèle SMn,n−1[C].
Étant donné un déteteur de défaillanes C ∈ {Ωz,3Sx,3ψ
y}, nous avons vu qu'il est
possible d'exprimer les propriétés de e déteteur omme une restrition des exéu-
tions du modèle IIS . Réiproquement, nous avons montrer qu'à partir de la restrition
IRIS (PRC), il est possible d'extraire un déteteur de la lasse C.
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Quelle sont les puissanes de alul relatives des deux modèles ? On souhaiterait
montrer l'équivalene des deux modèles, 'est à dire un théorème de la forme : Étant
donné un problème de déision T , il existe une solution dans le modèle IRIS (PRC) si
et seulement si il existe une solution dans SMn,n−1[C]. Pour répondre à ette question,
nous herhons des simulations générales qui permettent de passer d'un modèle à l'autre,
i.e.,
1. Dans le modèle IRIS (PRC), nous savons simuler l'opération  lire la sortie du
déteteur  du modèle SMn,n−1[C]. Comment simuler les opérations lire/érire ?
2. Inversement, nous avons vu qu'il est possible de simuler l'opération restrited_w_snap()
du modèle IRIS (PRC) dans le modèle SMn,n−1[C]. Cependant, dans une telle si-
mulation, les notions de proessus orrets dans les deux modèles ne oïnident
pas néessairement. Un proessus orret du point de vue du modèle SMn,n−1[C]
peut être onsidéré défaillant par omission dans l'exéution IRIS (PRC) simulée.
Cette partie traite des deux problèmes i-dessus. La setion 4.4.1 dérit une simulation
des opérations lire/érire dans le modèle IRIS (PRC). L'algorithme étend la simulation
de Borowsky et Gafni [24, 23℄ (qui ne traite que de l'équivalene entre les modèles IIS
et SMn,n−1[∅]). Dans la setion 4.4.2, nous établissons que pour une lasse restreinte
de problèmes, les deux modèles ont la même puissane de alul.
4.4.1 Simulation de SMn,n−1[C] dans IRIS(PRC)
Dans SMn,n−1[C], l'exéution d'un algorithme onsiste, pour haque proessus, en
une suite de aluls loaux et d'opérations de base du modèle :
 Érire une valeur v en mémoire partagée : write(v) ;
 Obtenir une vue de la mémoire partagée : snap() ;
 Lire la sortie du déteteur sous-jaent : fd_query().
Sans perte de généralités, nous supposons que la kième valeur érite par pi est l'entier
k [24℄. Ainsi, la vue de la mémoire partagée retournée par une opération snap() sera un
veteur de n entiers.
Le problème onsiste à onevoir dans le modèle IRIS (PRC) une opération simulate()
qui prend en paramètre une opération à simuler op ∈ {snap(),write(), fd_query()} et
retourne une valeur qui dépend du type de op. Dans une exéution admissible, les
proessus invoquent séquentiellement simulate(op). Il n'est pas permis d'eetuer un
nouvel appel à simulate(op) tant que l'appel préédent n'est pas terminé.
La simulation est orrete si, dans toute exéution admissible, la spéiation sui-
vante est satisfaite. Pour le proessus pi, nous notons si un veteur retourné par un
appel simulate(snap()) et (fd1i , fd
2
i , . . .) la suite des valeurs renvoyées par les appels
simulate(fd_query()).
Dénition 4.2 (simulation de SMn,n−1[C] dans IRIS (PRC))
Comparaison : ∀si, sj : si ≤ sj ∨ sj ≤ si
Auto inlusion : ∀si : si[i] = k où k est le nombre d'appels simulate(write(v)) de pi
qui préèdent l'appel simulate(snap()) qui retourne si
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Progrès : ∀s,∀j : s[j] ≥ k où k est le nombre d'appels simulate(write(v)) de pj qui
préèdent l'appel simulate(snap()) qui retourne s.
Terminaison : ∀pi proessus orret, tout appel simulate(op) eetué par pi termine
Cohérene : L'ensemble des séquenes (fd1i , fd
2
i , . . .)i∈Π satisfont onjointement les
propriétés de la lasse C.
Notations
 Pour un ensemble de veteurs vi ∈ Nn, V = {v1, . . . , vℓ}, maxcw(V ) désigne le
maximum entrée par entrée des veteurs de V . Formellement, M = maxcw(V ) si
et seulement si ∀i ∈ {1, . . . , n} : M [i] = max{v1[i], . . . , vℓ[i]}.
 De même, mincw(V ) désigne le minimum entrée par entrée des veteurs de V . For-
mellement,m = mincw(V ) si et seulement si ∀i ∈ {1, . . . , n} :m[i] = max{v1[i], . . . , vℓ[i]}.
 Nous dénissons une relation d'ordre partiel ≤ sur l'ensemble des veteurs de Nn
omme suit v1 ≤ v2 si et seulement si ∀i ∈ {1, . . . , n} : v1[i] ≤ v2[i].
Algorithme La Figure 4.15 dérit une implémentation de simulate(op). La tehnique
employée est due à Borowsky et Gafni [23, 24℄. L'algorithme se déroule par phases. Une
phase ρ omprend deux rondes 2ρ et 2ρ − 1 du modèle IRIS (PRC). L'algorithme se
divise fontionellement en deux parties :
 Simuler write(v)/snap().
Durant la phase ρ, le proessus pi aède suessivement aux objets IS [2ρ− 1] et
IS [2ρ]. pi maintient à jour deux veteurs de n entiers Ti ( try ) et Ci ( om-
mit ). Ci représente un état validé de la mémoire partagée simulée, 'est à dire
que Ci peut sereinement être retourné par pi omme résultat de simulate(snap()).
Autrement dit, lorsque Ci[j] = k pi sait que la kième ériture de pj est onnue
ou sera onnue de tous les proessus. Diéremment, Ti représentent les éritures
en ours mais qui ne sont pas enore néessairement validées. Lorsque pi débute
la simulation de sa kième ériture, il inrémente l'entrée i du veteur Ti[i] (ligne
1) pour annoner ette ériture. Si, à la n d'une phase, Ci[j] < Ti[j] = k alors il
existe des proessus qui n'ont pas onnaissane de la kième ériture de pj.
Le omportement des proessus au ours d'une phase ρ peut se déomposer omme
suit. Le but de la première ronde est d'améliorer la onnaissane des proessus sur
les éritures en ours. Chaque proessus pi poste son veteur Ti (ligne 3) et alule
le maximumMi entrée par entrée des veteurs T qui apparaissent dans le snapshot
immédiat obtenu (ligne 4). Lors de la deuxième ronde, les proessus herhent à
identier  la onnaissane ommune , 'est à dire les éritures qui sont ou seront
onnues de tous. pi poste (ligne 6) e qu'il appris lors de la première ronde (le
veteurMi représente ette onnaissane). Par rapport au snapshot immédiat smi
obtenu, le maximum entrées par entrées des veteurs M ∈ sm i est la onnaissane
maximale observable par pi. En onséquene, Ti est mis à jour ave e maximum
(ligne 7). Par ontre, le minimum entrée par entrée des M ∈ smi est ou sera
onnu de tous. pi peut don onsidérer e minimum omme un snapshot valide
de la mémoire partagée simulée (ligne 8). En eet, si dans le veteur minimum,
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init :Ci[1 : n]← [0, . . . , 0] ; Ti[1 : n]← [0, . . . , 0] ; ri ← 0 ;
fd_ds i ← fd_init()
operation simulate(op)
(1) if op = write() then Ti[i]← Ti[i] + 1 endif ;
(2) repeat
(3) smi ← IS [ri].restrited_w_snap(Ti, fd_ds i) ; ri ← ri + 1 ;
(4) Mi ← maxcw{T : T ∈ smi} ;
(5) < fd-outputi, fd_ds i >← fd_update({fd_ds : fd_ds i ∈ smi}) ;
(6) smi ← IS [ri].restrited_w_snap(Mi, fd_ds i) ; ri ← ri + 1 ;
(7) Ti ← maxcw{M : M ∈ smi} ;
(8) Ci ← mincw{M :M ∈ smi} ;
(9) < fd-outputi, fd_ds i >← fd_update({fd_ds : fd_ds i ∈ smi})
(10) until (Ci[i] = Ti[i]) endrepeat ;
(11) ase op = fd_query() then return(fd-outputi)
(12) op = snap() then return(Ci)
(13) op = write() then return()
(14) endase
Fig. 4.15  Simulation de SMn,n−1[C] dans IRIS (PRC)
l'entrée ℓ est égale à k alors, du fait de l'inlusion entre les snapshots immédiats
smj, tout veteur Tj est tel que Tj[ℓ] = k à l'issue de la phase ρ. Au plus tard lors
de la phase suivante, tout veteur Mj sera don tel que Mj [ℓ] ≥ k et par suite,
Cj[ℓ] ≥ k. Enn, pi termine la simulation en ours lorsque sa dernière ériture
(représentée par la valeur de l'entrée Ti[i]) est selon lui validée (Ci[i] = Ti[i], ligne
10). Nous verrons dans la démonstration que lors de haque phase au moins l'une
des éritures en ours est validée.
 Extraire un déteteur de la lasse C.
En parallèle à leur utilisation pour simuler les opérations write(v) ou snap(), les
objet IS [r] servent de support à un algorithme A qui extrait un déteteur de la
lasse C. Dans le modèle IRIS (PRC), la forme générique d'un tel algorithme est
la suivante (voir par exemple les Figures 4.13 ou 4.14) :
fd_ds i ← fd_init() ; r ← 1
repeat forever
smi ← IS [r].restrited_w_snap(fd_ds i) ; r ← r + 1 ;
< fd-outputi, fd_ds i >← fd_update({fd_ds : fd_ds i ∈ sm i})
endrepeat
La struture de données fd_dsi ainsi que les fontions fd_update() et fd_init()
dépendent de la lasse du déteteur extrait. A haque ronde, pi poste fd_ds i et
alule (1) la nouvelle valeur de ette variable et (2) la nouvelle valeur de la sortie
du déteteur en fontion de e qu'il observe dans son snapshot immédiat smi. Dans
la simulation générale, haque appel IS [r].restrited_w_snap() est utilisé pour
mettre à jour fd_s i et fd_outputi onformément à l'algorithme d'extration
A. Le résultat d'une opération simulate(fd_query)() est simplement la dernière
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valeur de fd_outputi.
Démonstration Rappelons qu'une phase ρ s'étale sur deux rondes 2ρ − 1 et 2ρ et
omprend les appels suesifs aux objets IS [2ρ − 1] et IS [2ρ]. V ρi désigne la valeur
du veteur V sur le proessus pi après modiation éventuelle lors de la phase ρ.
Étant donnée une phase ρ, smin1 (respetivement smin2) désigne le plus snapshot
immédiat sm renvoyé par les appels IS [2ρ − 1].restrited_w_snap() (respetivement
IS [2ρ].restrited_w_snap()).
Le lemme qui suit rassemble les propriétés élémentaires de l'algorithme onernant
les relations d'ordre entre les veteurs Ci et Tj .
Lemme 4.3 ∀i, j, ∀ρ phase :
1. ∀ρ,∀i, j : (Cρi ≤ C
ρ
j ) ∨ (C
ρ
j ≤ C
ρ
i )
2. ∀ρ,∀i, j : Cρi ≤ T
ρ
j
3. ∀ρ,∀i, j : Cρi ≤ C
ρ+1
j
Démonstration Les preuves de es propriétés onsistent à examiner attentivement le
déroulement du ode.
Démonstration de la propriété 1 A l'issue de la deuxième ronde la phase ρ, (sm i ⊆
smj) ∨ (smj ⊆ sm i). Supposons sans perte de généralités que sm i ⊆ smj . Il vient
Cρj = mincw{M :M ∈ smj} ≤ mincw{M :M ∈ smi} = C
ρ
i .
Démonstration de la propriété 2 D'après le texte du protoole (lignes 8-10) et le fait
que les vues smi sont ordonnées par inlusion, il vient :
1. Cρi ≤ mincw{M : M ∈ smin
2} ;
2. maxcw{M :M ∈ smin
2} ≤ T ρj .
Nous en déduisons que Cρi ≤ T
ρ
j .
Démonstration de la propriété 3 A l'issue de la phase ρ, les veteurs Cρi sont ordonnées
(propriété 1). Soit Cρmax le plus grand d'entre eux. Nous avons
 Cρi ≤ C
ρ
max ;
 ∀k : Cρmax ≤ T
ρ
k (propriété 2) ;
 Au début de la phase ρ+1, l'inrémentation éventuelle de Tk[k] (ligne 1) ne hange
pas l'inégalité préédente ;
 ∀k : maxcw{T : T ∈ smk} =M
ρ+1
k (ligne 4) ;
 mincw{M
ρ+1 : Mρ+1 ∈ smj} = C
ρ+1
j .
En suivant dans l'ordre les (in)égalités i dessus, il vient Cρi ≤ C
ρ+1
j . 2Lemme 4.3
Le lemme suivant établit que la simulation produit, du point de vue du résultat
des opérations simulées write()/snap(), une exéution valide dans le modèle mémoire
partagée. opx désigne une opération write() ou snap(). La valeur du veteur C au moment
de la terminaison de la simulation de opx est noté sx. Si opx = snap(), sx est don le
snapshot de la mémoire partagée simulée retourné en résultat de simulate(snap()).
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Lemme 4.4 Pour une opération opx, x ∈ {1, 2} simulée par le proessus p(opx), soit sx
la valeur du veteur C sur e proessus lorsque la simulation termine. En supposant que
la simulation de opx démarre à la phase ρ
s
x et termine à la phase ρ
e
x, nous avons :
1. (s1 ≤ s2) ∨ (s2 ≤ s1) ;
2. ρ1e ≤ ρ
2
s ⇒ s1 ≤ s2 ;
3. Si opx est la kième ériture simulée par pi alors sx[i] = k ;
4. Si la simulation de la kième ériture de pj n'a pas ommené avant la phase ρ
x
e
alors sx[j] < k.
Démonstration
 Les propriétés 1 et 2 déoulent immédiatement des points 1 et 3 du Lemme 4.3 ;
 Propriété 3. Remarquons qu'à haque nouvelle invoation de simulate(write(v)),
pi inrémente Ti[i] (ligne 1) et qu'auun proessus 6= pi n'inrémente l'entrée i de
son veteur T (Autrement dit, T ρj [i] ≥ α implique que pi a démarré la simulation
de sa αième ériture lors d'une phase ≤ ρ). D'où sx[i] = Ci[i] = Ti[i] = k lorsque
l'invoation simulate(opx) (ligne 10).
 Propriété 4. Pour le proessus pi, C
ρ
i [j] ≥ k implique que pj a démarré la simula-
tion de sa kième ériture lors d'une phase ≤ ρ. Or la simulation de l'ériture de
rang k (si elle existe) démarre à une phase > ρxe . D'où sx[j] = Ci[x] < k lorsque
pi termine la simulation de opx.
2Lemme 4.4
Cette partie de la démonstration s'intéresse à la vivaité de la simulation. Nous
montrons que haune des invoations simulate(op) eetués par les proessus orrets
termine (Lemme 4.5) tandis que les proessus défaillants ne peuvent simuler qu'un
nombre ni d'opérations write(v). En partiulier, un proessus défaillant pi par omission
ne peut hanger l'état de la mémoire simulée qu'un nombre ni de fois (Lemme 4.6). Ce
dernier lemme montre que l'état de la mémoire simulée et la sortie du déteteur extrait
sont bien ohérents. Du point de vue du déteteur extrait, le proessus pi est défaillant :
à partir d'un ertain temps, il ne doit plus agir de façon visible sur la mémoire partagée
simulée.
Lemme 4.5 Soit simulate(op) une opération initiée par pi. Si pi est orret alors l'opé-
ration termine.
Démonstration Nous supposons d'abord que op ∈ {snap(), fd_query()}. Soit α le rang
de la dernière ériture terminée par pi (α = 0 si pi n'a pas préédemment simulé
d'éritures). A la n de la simulation de ette ériture, Ci[i] = Ti[i] = α. Observons
également que tant que pi n'a pas initié la simulation de l'ériture de rang (α + 1),
∀j : Mj[i] ≤ α,Ci[j] ≤ α et Tj [i] ≤ α (ligne 1). Par ailleurs, les suites (C
p
i [i]) et (T
ρ
i [i])
sont roissantes.
A l'issue de la phase à laquelle démarre la simulation de op, nous avons don d'après
les observations qui préèdent, Ci[i] = Ti[i] = α. Le prédiat de terminaison de la boule
repeat est satisfait et l'appel simulate(op) termine.
Caratérisation 149
Considérons maintenant l'ériture de rang α de pi et supposons que ette ériture
ne termine pas. On sait qu'il existe une ronde à partir de laquelle pi observe dans
sm i uniquement des données postées par des proessus orrets (propriété 4.1). Don,
à partir d'une ertaine phase ρ1, Tj ∈ sm i (ligne 4) ou Mj ∈ smi (ligne 6) implique
pj ∈ Correct .
Nous montrons qu'à partir d'une ertaine phase ρ2, tous les veteurs Tj postés
(ligne 4) par les proessus orrets sont tels que Tj [i] ≥ α. Remarquons d'abord que,
puisque l'αième ériture de pi ne termine pas, à partir d'une ertaine phase Ti[i] ≥ α et
∀j : Tj [i] ≤ α (ligne 1 et seul pi peut introduire une nouvelle valeur dans l'entrée i des
veteurs T ).
Soient px et py deux proessus et ρ une phase telle que (1) Tx[i] = α au début de
ette phase et (2) py observe les données (Tx ou Mx) au ours de ρ. Alors, à l'issue de
ρ, Ty[i] = α. Nous notons P ette propriété.
 Si py observe px lors de la première ronde de la phase ρ (Tx ∈ smy) alorsM
ρ
y [i] ≥ α
(ligne 4). Par suite, T ρy [i] = α ar, lors de la deuxième ronde, My ∈ smy (propriété
d'auto-inlusion) , T ρy [i] est le maximum des M [i] ontenu dans smy (ligne 7) et
les T [i] sont bornés par α.
 Si py observe px lors de la deuxième ronde de la phase ρ (Mx ∈ smy) alors
α ≥ T ρy [i] ≥M
ρ
x [i] (ligne 7). Par suite, T
ρ
y [i] ≥ α ar, d'après le alul de Mx lors
de la première ronde, Mρx [i] ≥ Tx[i] ≥ α (ligne 4 et propriété d'auto-inlusion des
vues sm).
Soit maintenant un proessus orret pj. Par dénition, pj
s
; pi, 'est à dire que pj
observe inniment souvent diretement ou indiretement pi. Par onséquent il suit de la
propriété P qu'à partir d'une ertaine phase, Tj[i] = α. Cei est vrai pour tout proessus
orret. Il existe don une phase ρ2 à partir de laquelle tous les proessus orrets pj
sont tels que Tj[i] = α.
Soit ρ > max(ρ1, ρ2). Déroulons le ode pour aluler la valeur de Ci[i] à l'issue de
ette phase. Les veteurs T ou M observés par pi sont érits par des proessus orrets
(ρ > ρ1). Don Ci[i] = min{M
ρ[i] : Mρ ∈ S} où S est un sous ensemble des proessus
orrets. Or pour un proessus orret pj, M
ρ
j [i] = α. En eet, lors de la première ronde
smj ontient T
ρ−1
j [i] = α et les T [i] sont bornés par α. Par onséquent C
ρ
i [i] = α et le
prédiat de sortie de la boule repeat est satisfait. La αième ériture de pi termine :
ontradition. 2Lemme 4.5
Lemme 4.6 Soit pi un proessus fautif. Le nombre d'opérations simulate(write(v)) om-
plétées par pi est ni.
Démonstration Si pi est défaillant par panne franhe, il eetue un nombre ni d'appels
simulate(write(v)) et le lemme est trivialement vrai. Supposons que pi soit défaillant par
omission et que le nombre d'opérations simulate(write(v)) menées à leur terme par pi
soit non borné.
D'après la notion de proessus orret dans IRIS (PRC), il existe une phase ρ0 à
partir de laquelle les proessus orrets n'observent pas pi. Plus préisément, ∀ρ >
ρ0,∀pj ∈ Correct , les ensembles smj alulés lors de la phase ρ ne ontiennent pas Ti
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ou Mi. Supposons que la αième ériture de pi démarre à la phase ρ1 > ρ0 ('est à dire
que pi exéute Ti[i]← α à la ligne 1 au début de ρ).
Nous montrons que les proessus orrets n'apprennent jamais que pi essaie d'ef-
fetuer sa αième ériture. Formellement, ∀ρ ≥ ρ1 : (∀pj ∈ Correct : T
ρ−1
j [i] < α) ⇒
(∀pj ∈ Correct : T
ρ
j [i] < α et M
ρ
j [i] < α). Soit pj un proessus orret et ρ une phase
qui satisfait le prémisse de l'impliation.
 Mρj [i] = max{T
ρ−1
x [i] : px ∈ S} où S est sous-ensemble de Correct . Cei vient
du ode (ligne 4) et du fait que pj n'observe que des proessus orrets lors de la
phase ρ. Par onséquent, ∀pj ∈ Correct : M
ρ
j [i] < α.
 De même, T ρj [i] = max{M
ρ
x [i] : px ∈ S} où S est sous-ensemble de Correct . D'où
∀pj ∈ Correct : T
ρ
j [i] < α.
Calulons maintenant la valeur de Cρi [i] pour ρ ≥ ρ1. Nous savons que C
ρ
i [i] ≤
min{Mρ[i] : Mρ ∈ smin2} (ligne 8). Or après ρ0, la plus petite vue smin2 ne peut
ontenir que des veteurs M érits par des proessus orrets. Comme ρ0 < ρ1 ≤ ρ,
nous en déduisons à l'aide de la propriété i-dessus que Cρi [i] < α = T
ρ
i [i]. Cei est
vrai pour toute phase ≥ ρ1. Par onséquent la αième ériture de pi ne termine pas.
2Lemme 4.6
Proposition 4.7 Soient C une lasse de déteteurs de défaillanes et IRIS (PRC) une
restrition du modèle IIS . Supposons qu'il existe un algorithme E qui onstruise un
déteteur de la lasse C dans IRIS (PRC). Soit T un problème de déision. S'il existe
une solution à T dans le modèle SMn,n−1[C] alors il existe une solution à T dans le
modèle IRIS (PRC).
Démonstration Soit A un algorithme qui résout T dans le modèle SMn,n−1[C]. Chaque
proessus pi eetue le ode dérit par l'algorithme A en simulant les opérations write()/snap()
ou onsultation du déteteur à l'aide de simulate(). Lorsque pi atteint le terme de A,
il rentre dans une boule sans n au ours de laquelle il invoque inniment souvent
simulate(fd_query()).
Nous devons montrer que les vues suessives de la mémoire partagée simulée prennent
en ompte les éritures eetuées et sont ohérentes ave les valeurs suessives fournies
par le déteteur. Il faut par exemple s'assurer qu'un proessus défaillant ne n'érive pas
après l'instant auquel il défaille. Dans le as ontraire, la sortie du déteteur et l'état
de la mémoire simulé ne serait pas ohérent. Pour montrer ela, nous avons besoin de
dater les évènements de l'exéution simulée.
Les évènements pertinents sont le début et la n des opérations write(v), snap() et
fd_query(). Pour une opération op, nous notons τ sop et τ
e
op les dates de début et de n de
l'opération op. Un appel simulate(op) se déroule sur un ertain nombre de phase. τ sop et
τ eop sont dénies omme les numéros de phase auxquelles la simulation de op démarre et
s'arrête respetivement (τ eop = +∞ si l'invoation de simulate(op) ne termine jamais).
Muni de ette notion de date, nous pouvons maintenant dénir dans l'exéution simulée
l'ensemble des proessus orret Correct rw et les instants des défaillanes des proessus
fautifs.
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 Correct rw est l'ensemble des proessus orrets (du point de vue de l'exéution
dans le modèle IRIS (PRC)).
 Fautif rw est don l'ensemble des proessus qui défaillent par panne franhe ou
par omission du point de vue de l'exéution dans le modèle IRIS (PRC). Quelles
sont les dates des défaillanes dans l'exéution simulée ?
Soit ρc la plus petite phase à partir de laquelle les proessus orrets n'observent
que des proessus orrets. Plus préisément, ∀r ≥ 2ρc − 1,∀pi ∈ Correct : j ∈
smri ⇒ pj ∈ Correct . La propriété 4.1 assure qu'une telle phase existe. Remar-
quons que pour pi ∈ Correct , l'exéution IRIS (PRC) ourante est indistinguable
d'une exéution dans laquelle tous les proessus pj /∈ Correct défaillent par panne
franhe juste avant le début de la phase ρc. Ainsi, l'instant τc des défaillanes dans
l'exéution est la date ρc.
Le Lemme 4.4 implique qu'il existe une linéarisation des opérations simulées write(v),
snap() et fd_query() qui respete leurs dates de début et de n. Dans une telle linéarisa-
tion, haque snapshot est égal à ou plus grand que le snapshot qui le préède et ontient
∀j la dernière ériture de pj qui le préède. De plus, haque proessus pi ∈ Correct rw
possède une innité d'opérations.
Pour terminer la démonstration, nous devons nous assurer que l'état de la mémoire
partagée (observé à travers le résultat d'invoations simulate(snap())) et les valeurs su-
essives du déteteur sont ohérentes ave le motif des défaillanes. Il faut don montrer
que (C1) haque proessus ∈ Fautif rw n'érit pas en mémoire partagée après la date τc
à laquelle il défaille et (C2) les valeurs retournées par les appels simulate(fd_query())
satisfont la spéiation de la lasse C pour le motif de défaillane dans lequel tous les
proessus fautifs défaillent à la date τc.
Démonstration de C1 Soient pj ∈ Fautif rw et k = max{T
ρc
i [j] : pi ∈ Correct rw}.
Puisqu'auun proessus orret n'observe pj au ours de la phase ρc, l'ériture de rang
k de pj a démarré lors d'une phase ≤ ρc, 'est à dire avant le rash de pj.
∀ρ ≥ ρc,∀pi ∈ Correct rw : T
ρ
i [j] ≤ k ar les proessus orrets observent unique-
ment des proessus orrets à partir de la phase ρc. Soit s un le résultat d'une opération
snap() qui termine à la date ρ ≥ ρc. Lorsque l'opération termine, s[j] = C
ρ
x[j] où px
est le proessus qui eetue l'opération. Notons smin2 le plus petit snapshot immédiat
retourné lors de la deuxième phase de la ronde ρ. D'après le ode, Cρx ≤ mincw{M
ρ :
Mρ ∈ smin2}. Or lors de la phase ρ, les proessus orrets n'observent que des proessus
orrets. D'où Mρ ∈ smin2 ⇒ ∃pi ∈ Correct rw tel que M
ρ = Mρi . De plus notons que
Mρi = maxcw{T
ρ−1 : T ρ−1 ∈ S} ave S un sous ensemble des proessus orret. Il vient
s[j] ≤ k ar pour tout proessus orret, nous avons toujours T [j] ≤ k. Ainsi, pj ne
peut érire après la date de sa défaillane. Fin de la démonstration de C1
Démonstration de C2 Pour les proessus orrets, l'exéution IRIS (PRC) est indistin-
guable d'une exéution dans laquelle les tous les proessus fautifs sont défaillants par
panne franhe au début de la phase ρc. Puisque l'extration E est orrete, les valeurs
suessives retournées par les appels simulate(fd_query()) sont admissibles pour la spé-
iation de C dans une exéution dans laquelle tous les proessus fautifs défaillent à la
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date ρc. Fin de la démonstration de C2 2Proposition 4.7
4.4.2 Caratérisation
La proposition 4.7 montre que tout problème de déision alulable dans le modèle
SMn,n−1[C] l'est aussi dans le modèle IRIS (PRC) à ondition que l'on dispose d'une
extration d'un déteteur de la lasse C dans le modèle IRIS (PRC).
Réiproquement, supposons que l'on dispose d'un algorithme A qui résout une tâhe
quelonque T dans le modèle IRIS (PRC). Nous avons vu que pour C ∈ {Ω
z,3Sx,3ψ
y},
nous pouvons simuler les opérations restrited_w_snap() du modèle IRIS (PRC) dans
le modèle SMn,n−1[C]. Cependant, l'analyse du omportement des proessus dans les
exéutions du modèle IRIS (PRC) montre que ertains proessus sont défaillants (du
point de vue du modèle IRIS (PRC)) bien qu'ils eetuent une innité d'opérations
restrited_w_snap(). L'algorithme A ne mène pas néessairement es proessus à dé-
ider. Néanmoins, les proessus qui défaillent par omission observe le déroulement de
l'exéution des proessus orrets. Ils peuvent don en déduire la déision de es pro-
essus. Cette observation nous amène à onsidérer une lasse restreinte de problèmes :
les problème de d'aord.
Problème d'aord Un problème d'aord est une tâhe de déision dans laquelle
tout proessus peut aluler loalement sa déision à partir de la onnaissane de la
déision d'un autre proessus. Le onsensus, le (n, k)-aord ou le (n, k)-test&set sont
par exemple des problèmes d'aord. Le théorème qui suit établit que pour tout problème
d'aord, il existe une solution dans le modèle SMn,n−1[C] si et seulement il existe une
solution dans le modèle assoié IRIS (PRC).
Théorème 4.1 Soit C une lasse de déteteur de défaillane et IRIS (PRC) une res-
trition du modèle IIS tels qu'il existe une simulation S du modèle IRIS (PRC) dans
SMn,n−1[C] et une extration E d'un déteteur de la lasse C dans le modèle IRIS (PRC).
Pour tout problème d'aord T , il existe un algorithme pour T dans SMn,n−1[C] si et
seulement si il existe un algorithme qui résout T dans le modèle IRIS (PRC).
Démonstration
⇒ Soit A un algorithme qui résout T dans le modèle IRIS (PRC). Pour résoudre T dans
le modèle SMn,n−1[C], les proessus eetue l'algorithme dérite dans la gure i
dessous.
Le rle de la tâhe T1 est de aluler en simulant A via S une déision. Lorsque la
simulation de A termine, pi érit la déision obtenue en mémoire partagée. Dans
la tâhe T2, pi observe les déisions éventuelles obtenues par les autres proessus.
Si il existe j tel que DEC [j] 6= ⊥, alors pi est apable de aluler loalement une
déision valide ar T est un problème d'aord. Les proessus exéutent les tâhes
T1 et T2 en parallèle.
L'algorithme A résout T dans le modèle IRIS (PRC) et la simulation S est réputée
orrete. Il existe don au moins un proessus orret qui déide en exéutant la
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init DEC [1 : n]← [⊥, . . . ,⊥]
deci ← ⊥ % write one deision variable
Task T 1 :
simulate A with the simulation S ;
deci ← nal deision output by the simualtion of A ;
DEC [i]← deci
Task T 2 :
repeat foreah j ∈ {1, . . . , n} do view i[j]← DEC [j] enddo
until (∃j ∈ {1, . . . , n} : viewi[j] 6= ⊥) ;
if deci = ⊥ then deci ← ompute loally a valid deision from viewi[j] 6= ⊥ endif
Fig. 4.16  Résoudre T dans le modèle SMn,n−1[C]
tâhe T1. Par onséquent, il existe inélutablement une entrée 6= ⊥ dans le tableau
partagé DEC . Ainsi, un proessus orret déide ou bien diretement en simulant
A ou alors en alulant loalement une déision valide à partir de la déision d'un
autre proessus observée dans le tableau DEC .
⇐ Cette impliation est la proposition 4.7.
2The´ore`me 4.1
4.5 Appliations
Pour illustrer l'intérêt de l'approhe développée dans les paragraphes préédents,
nous présentons deux appliations. La première onsiste en un algorithme simple qui
résout le (n, k)-aord dans le modèle IRIS (PRΩz) pour k ≥ z. La seonde est une
borne sur la alulabilité du (n, k)-aord dans le modèle à mémoire muni de déteteurs
à portée limitée.
Il est onnu que les lasses 3S et Ω sont équivalentes [29℄. La lasse 3Sx géné-
ralise la lasse 3Sx en aaiblissant la propriété de préision : seul un sous ensemble
des proessus doit faire onane à un même proessus orret. S'il l'on onsidère la
version représentant de la spéiation de ette lasse, un déteteur 3Sx peut être vu
omme un déteteur Ω à portée limitée : dans un sous ensemble Q du système, tous
les proessus possède le même représentant, 'est à dire le même leader. Ces obser-
vations nous amènent à dénir la variante à portée limitée de la lasse Ωz que l'on
notera Ωzx. De même qu'un déteteur Ω
z
, un déteteur Ωzx fournit à haque proessus
un ensemble d'identités. A partir d'un ertain temps, haun de es ensembles ontient
toujours l'identité d'au moins un proessus orret. Cependant, à la diérene de Ωz,
la propriété de leader ommun inélutable ne s'étend pas à tout le système mais est
restreinte à un sous ensemble du système, exatement omme dans la spéiation de
3Sx.
Dans [71℄, Herlihy et Penso généralisent la lasse 3Sx en divisant les proessus en q
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ensembles disjoints X1, . . . ,Xq . Chaque sous ensemble Xi est vu omme un sous système
muni d'un déteteur 3Sx. Adoptant ette stratégie, nous dénissons de la même façon
le déteteur  partionné  Ωzx,q (paragraphe 4.5.2).
Dans le modèle à mémoire partagée muni d'un déteteur Ωzx,q, quel est le plus petit
k tel qu'il existe un algorithme qui résout le problème du (n, k)-aord ? Nous montrons
qu'il existe une solution (n − 1)-résiliente si et seulement si k ≥ n − x + qz (théorème
4.2). Par ontraste ave la démonstration d'un résultat similaire pour le déteteur 3Sx
qui repose sur des outils issus de la topologie, la preuve proposée ii repose sur une
analyse simple des exéutions du modèle assoié IRIS (PRΩzx,q).
4.5.1 (n, z)-aord dans IRIS(PRΩz)
Dans e paragraphe, nous présentons un algorithme pour résoudre le problème du
(n, z)-aord dans le modèle IRIS (PRΩz). L'algorithme se divise en deux parties (z-
adopt() et z-onverge(), f. Figure 4.17). Il ombine dans le modèle IRIS (PRΩz) les
tehniques simples proposées dans [122℄ et [4℄. La première partie assure que les proes-
sus orrets déident (vivaité) tandis que la seonde garantit la sûreté ('est à dire au
plus z valeurs distintes sont déidées).
init ri ← 1 ; esti ← vi ; deci ← ⊥ % write-one deision variable
loop forever
(1) esti ← z-adopt(esti, ri) ;
(2) ri ← ri + (z + 1) ; % z-adopt() uses z + 1 onseutive IS objets %
(3) < esti, commiti >← z-onverge(esti, ri) ;
(4) ri ← ri + 2 ; % z-onverge() uses 2 onseutive IS objets %
(5) if (commiti) ∧ (deci = ⊥) then deci ← esti end if
end loop
Fig. 4.17  (n, z)-aord dans IRIS (PRΩz)
L'algorithme proède par phases suessives. A haque phase est assoiée un blo
de z+3 objets IS [r] onséutifs. Les z+1 premiers objets sont utilisés par z-adopt() et
les deux autres par z-onverge(). Le but de l'appel à z-adopt() est de réduire le nombre
de valeurs présentes initialement au début de la ronde à au plus z. Ensuite, en appelant
z-onverge(), les proessus vérient s'il est sûre de déider, 'est à dire si le nombre de
valeurs enore présente dans l'exéution est inférieur ou é gale à z.
L'algorithme z-adopt() Chaque invoation de l'opération z-adopt() prend en para-
mètre une valeur v et retourne une valeur v′ telle qu'il existe une invoation z-adopt(v′).
De plus, si les proessus exéutent une suite innie d'invoations, il existe un rang à
partir duquel les appels z-adopt() retournent au plus z valeurs distintes. Formellement,
les valeurs de retournés par z-adopt() satisfont les propriétés suivantes :
 Terminaison : Pour tout proessus orret, tout appel z-adopt() termine ;
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 Validité : Si un proessus obtient v omme résultat de z-adopt(), il existe un
proessus qui a invoqué z-adopt(v) ;
 z-adoption : Soit (inv1, inv2, . . .) une suite innie d'appels à z-adopt(). Il existe
un rang r dans ette séquene tel que tous les appels de rang r′ ≥ r retournent
au plus z valeurs distintes.
Comment implémenter ette spéiation dans le modèle IRIS (PRΩz) ? Nous savons
qu'il existe un ensemble L , |L| ≤ z et une ronde R à partir de laquelle tous les plus petits
snapshots retournés par les objets IS [r] (r ≥ R) sont ontenus dans L. D'autre part
nous avons vue omment identier de tels snapshots minimaux (algorithme get_smin(),
paragraphe 4.1.2). Ainsi, les proessus identient un plus petit snapshot smin réent
en exéutant une variante appropriée de l'algorithme get_smin() et hoisissent ensuite
une valeur arbitraire dans e snapshot qui est retourné en résultat de z-adopt(). Lorsque
la propriété PRΩz est satisfaite, es snapshots smin
r
sont inlus dans un ensemble de
ardinal au plus z. Par onséquent, au plus z valeurs distints sont alors retournées.
L'algorithme z-onverge() L'opération z-onverge(v) prend en paramètre une valeur
et retourne un ouple < c, v > où c est un booléen et v une valeur. Dans la lignée de
[122℄, nous dirons qu'un proessus ferre v si son appel retourne (< c, v >). Lorsque
c = true, nous dirons que e proessus pêhe v. Les valeurs retournées par les appels
z-onverge() satisfont la spéiation suivante [122℄ :
 Terminaison : Tout appel z-onverge(v) par un proessus orret termine ;
 Validité : Si un proessus ferre v alors il existe un proessus qui a invoqué z-
onverge() ave v en paramètre ;
 z-aord onvergeant : Si un proessus pêhe une valeur v alors au plus z valeurs
distintes sont ferrées.
 z-onvergene : Si le ardinal de l'ensemble des valeurs v passées en paramètre des
appels z-onverge() est borné par z, tous les proessus qui terminent leur appel
pêhent une valeur.
L'algorithme dérit dans la Figure 4.18 traduit l'algorithme originel dans le mo-
dèle IRIS (PRC). Nous renvoyons le leteur à [122℄ où la orretion de l'algorithme est
démontrée.
operation z-onverge(vi)
(1) esti ← vi ; oki ← false ;
(2) si ← IS [r].restrited_w_snap(< i, esti >) ; ri ← ri + 1 ;
(3) if
∣∣{estj :< j, estj >∈ si}∣∣ ≤ k then oki ← true end if ;
(4) ti ← IS [ri].restrited_w_snap(< i, esti, oki >) ;
(5) ase ∀j :< j, estj , okj >∈ ti : okj then return(< esti, true >)
(6) ∃j :< j, estj , okj >∈ ti : okj then return(< estj , false >)
(7) ∀j :< j, estj , okj >∈ ti : ¬okj then return(< esti, false >)
(8) end ase
Fig. 4.18  z-onverge algorithm (ode for pi)
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4.5.2 Ωz par groupes : la lasse Ωzx,q
Comme annoné en introdution de ette partie, nous étudions la puissane de alul
additionnelle que l'on obtient en équipant le modèle de base ave un déteteur de la
lasse Ωzx,q. Nous nous intéressons plus partiulièrement au (n, k)-aord. On souhaite
aratériser en fontion des paramètres n, q, z et x quelle est la plus petite valeur de k
pour laquelle il existe une solution au problème (n, k)-aord. Dans le as partiulier
z = 1, ette aratérisation est obtenue dans [71℄ pour le modèle MPn,t[Ω
1
x,q] à l'aide
d'outils mathématiques puissants issus de la topologie algébrique. Par ontraste, l'étude
développée ii repose uniquement sur des rédutions algorithmiques.
4.5.2.1 La lasse Ωzx,q et la restrition PRΩzx,q
La famille {Ωzx,q}1≤x≤n,1≤q≤n,1≤z≤n La lasse Ω
z
x,q étend la notion de déteteur à
portée limitée dans un système où les proessus sont regroupés en ensembles disjoints. Il
existe q groupes disjoints notés X1, . . . ,Xq tels que |
⋃
1≤i≤qXi| ≥ q. On note xi = |Xi|
et X =
⋃
1≤i≤qXi l'union des Xi. Dans haque groupe Xi, il existe un ensemble de
leaders Li. A partir d'un ertain temps, tous les proessus de Xi font onane au
même ensemble de leaders Li ⊆ Xi. Autrement dit, il existe un déteteur de la lasse
Ωz dans haque groupe Xi.
Plus préisément, un déteteur de la lasse Ωzx,q ontrle sur haque proessus pi une
variable leaderi qui ontient un ensemble d'identités de proessus. A un instant donné,
l'ensemble {pj : j ∈ leaderi} onstitue l'ensemble des leaders de pi. Un déteteur est
dans la lasse Ωzx,q si il satisfait les ontraintes suivantes :
∃X1, . . . ,Xq : (∀α, β : Xα ∩Xβ = ∅) ∧ (x ≤ |X1 ∪ . . . ∪Xq|),
∃L1, . . . , Lq : ∀α : (1 ≤ |Lα| ≤ z) ∧ (Lα ⊆ Xα),
∃τ tels que : ∀τ ′ : τ ≤ τ ′,∀i ∈ Π,∀α : 1 ≤ α ≤ q
(1) (Xα ∩ Correct 6= ∅)⇒ (Lα ∩ Correct 6= ∅)
(2) i ∈ Xα ⇒ leader
τ ′
i = Lα
(3) i /∈ Xα ⇒ leader
τ ′
i = {i}
Lorsque q = 1 (un seul groupe), x = n (le déteteur porte sur tout le système), nous
retrouvons la dénition de la lasse Ωz. De même, lorsque q = 1 et z = 1, la lasse Ω1x,1
se réduit à la lasse 3Sx. En eet, la spéiation i-dessus devient :
∃X : x ≤ |X|, ∃ℓ ∈ Π : ℓ ∈ X,
∃τ tels que : ∀τ ′ : τ ≤ τ ′,∀i ∈ Π
(1) (X ∩Correct 6= ∅)⇒ (ℓ ∈ Correct)
(2) i ∈ X ⇒ leaderτ
′
i = ℓ
(3) i /∈ Xα ⇒ leader
τ ′
i = {i}
e qui orrespond bien à la dénition version représentant de la lasse 3Sx.
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La restrition PRΩzx,q La propriété PRΩzx,q est semblable à la propriété PRΩz . PRΩz
requiert qu'à partir d'une ertain ronde R, le plus petit snapshot retourné est toujours
ontenu dans le même ensemble L de ardinal au plus z. Nous souhaitons dénir de façon
similaire la restrition du modèle IIS assoiée à la lasse Ωzx,q. Pour ela, étant donné
un groupe Xα, nous onsidérons pour haque ronde r le plus petit snapshot smin
r
|Xα
obtenu par les proessus de e groupe.  Le plus petit snapshot est toujours inlus
dans un même ensemble  devient  les identités de X qui apparaissent dans sminr|Xα
appartiennent toujours au même ensemble Lα. Plus préisément, ∃Lα : |Lα| ≤ z,∃R
tels que ∀r ≥ R : sminr(Xα) ∩ Xα ⊆ Lα. De façon équivalente, il existe pour haque
ronde r ≥ R au moins un proessus pi, i ∈ Xα qui obtient un snapshot immédiat sm
r
i
dont l'intersetion ave Xα est inluse dans Lα. Cei n'est évidement requis qu'à la
ondition qu'au moins un proessus appartenant à Xα invoque restrited_w_snap() sur
l'objet IS [r]. La dénition suivante formalise la restrition PRΩzx,q :
PRΩzx,q ≡ ∃X1, . . . ,Xq : (∀α, β : Xα ∩Xβ = ∅) ∧ (x ≤ |X1 ∪ . . . ∪Xq|),
∃L1, . . . , Lq : ∀i : (|Lα| ≤ z) ∧ (Lα ⊆ Xα),
∃R tels que ∀r : R ≤ r,∀α : 1 ≤ α ≤ q
(∃i ∈ Xα : sm
r
i 6= ∅)⇒
(
∃j(r) ∈ Xα : (sm
r
j(r) ∩Xα) ⊆ Lα
)
Il est aisé de vérier que pour x = n et q = 1, PRΩzx,q devient PRΩz . De même, lorsque
q = 1 et z = 1, on retrouve la restrition PR3Sx .
4.5.2.2 SMn,n−1[Ω
z
x,q] vs. IRIS (PRΩzx,q)
Constrution de IRIS (PRΩzx,q) dans SMn,n−1[Ω
z
x,q] La onstrution ne présente
pas de diultés partiulières. L'algorithme dérit dans la Figure 4.19 est quasiment
identique à elui utilisé pour simuler le modèle IRIS (PR3Sx) dans SMn,n−1[3Sx] (voir
Figure 4.10). Le prédiat de la ligne 3 autorise un proessus pi à érire dans l'objet R[r]
lorsque l'une des deux onditions suivantes est satisfaite :
 i est l'une des identités des proessus que pi onsidère omme leaders (i.e., i ∈
leaderi) ;
 Parmi les proessus onsidérés omme leaders par pi, il existe un proessus qui a
préédemment érit dans l'objet R[r] (i.e., mi ∩ leaderi 6= ∅).
La terminaison des appels IS [r].restrited_w_snap() repose sue le fait que les ensembles
leaderi ontiennent toujours au bout d'un ertain temps l'identité d'un proessus
orret. D'autre part, dans haque groupe Xα, les proessus  leaders  sont à partir
d'une ertaine ronde toujours les premiers à érire dans l'objet R[r].
Lemme 4.7 L'algorithme dérit dans la Figure 4.19 simule le modèle IRIS (PRΩzx,q)
dans le modèle SMn,n−1[Ω
z
x,q].
Démonstration La onstrution suit le patron présenté au début du hapitre. Il sut
don de montrer que les appels IS [r].restrited_w_snap() terminent et que la propriété
PRΩzx,q est satisfaite dans toute exéution innie.
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operation IS [r].restrited_w_snap(< i, vi >) :
(1) repeat mi ← R[r].snap() ;
(2) ld i ← leaderi
(3) until ({j :< j,− >∈ mi} ∩ ld i 6= ∅) ∨ (i ∈ ld i) endrepeat ;
(4) smi ← R[r].write_snap(< i, vi >) ;
(5) return (smi)
Fig. 4.19  De SMn,n−1[Ω
z
x,q] vers IRIS (PRΩzx,q) (ode pour pi)
La démonstration de la terminaison est semblable à la démonstration de la termi-
naison de la onstrution 4.10. Elle repose sur les deux faits suivants :
1. Soit pi un proessus orret tel que, à partir d'un ertain temps, on a toujours
i ∈ leaderi. Le prédiat i ∈ ld i est don à partir d'un ertain temps toujours
vérié. ∀r, pi ne peut être bloqué indéniment dans la boule repeat.
2. Soit pj un proessus orret. Par dénition de la lasse Ω
z
x,q, il existe un proessus
orret pℓ et instant à partir duquel on a toujours ℓ ∈ leaderj et ℓ ∈ leaderℓ.
Soient X1, . . . ,Xq les groupes et L1, . . . , Lq les ensembles de  leaders  qui, dans
l'exéution innie onsidérée, satisfont la dénition de la lasse Ωzx,q. Nous montrons que
PRΩzx,q est satisfaite pour es ensembles à partir d'une ertaine ronde R. Pour haque
groupe Xα, la sortie du déteteur sous-jaent ne hange plus à partir d'un ertain τ et
est alors toujours égale à Lα. Soit R la première ronde qui démarre après τ .
Nous onsidérons une ronde r ≥ R et un groupe Xα tel qu'il existe i ∈ Xα : sm
r
i 6= ∅.
Parmi les snapshots immédiats smr retournés par les proessus appartenant à Xα, nous
notons sminr|Xα le plus petit. Il faut montrer que smin
r
|Xα
∩Xα ⊆ Lα.
Soit pj tel que j ∈ Xα et j /∈ Lα. Lorsque pj sort de la boule repeat, ld j = Lα et
don seule la seonde lause du prédiat de la ligne 3 est satisfaite, 'est à diremj∩ld j =
mj ∩Lα 6= ∅. Nous en déduisons que d'après les propriétés de l'objet R[r] (prop. 4.2) il
existe k ∈ Lα, k 6= j tel que sm
r
k ( sm
r
j . D'où j ∈ Xα − Lα ⇒ j /∈ smin
r(Xα), 'est à
dire sminr|Xα ∩Xα ⊆ Lα. 2Lemme 4.7
Extration de Ωzx,q dans IRIS (PRΩzx,q) La onstrution dérite dans la Figure 4.21
repose sur le  prinipe de la roue  introduit dans le hapitre 3, paragraphe 3.4.
Une onguration s dérit un état possible du déteteur de la lasse Ωzx,q en spéi-
ant la répartition des proessus en groupes X1, . . . ,Xq ainsi que les ensembles leaders
L1, . . . , Lq assoiés. Dans une onguration s =
(
(X1, L1), . . . , (Xq, Lq)
)
valide, les Xα
sont deux à deux disjoints et le ardinal de leur union est égal ou supérieur à x. Chaque
ouple (Xα, Lα) est telle que Lα ⊆ Xα et 1 ≤ |Lα| ≤ z. La sortie leaderi du déte-
teur se déduit de la façon suivante : (1) leaderi = Lα si ∃α tel que i ∈ Xα et (2)
leaderi = {i} sinon. Le problème onsiste à identier une onguration orrete, 'est
à dire telle que ∀α : (Xα ∩ Correct 6= ∅)⇒ (Lα ∩ Correct 6= ∅).
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Soit don S une séquene qui ontient toutes les ongurations valides possibles.
Nous notons nb_S le nombre d'éléments de S. Ces éléments sont indexés entre 0 et
nb_S − 1. S[k] désigne le kième élément de la séquene. La séquene S est vue omme
un anneau logique. Les proessus se déplaent dans le même sens sur l'anneau. La
position de haque proessus pi sur l'anneau orrespond à une onguration de S. Le
déplaement de pi est régi par les deux règles suivantes :
1. pi détete que la onguration qui orrespond à sa position ourante n'est pas
orrete. Il avane alors d'une position sur l'anneau, 'est à dire qu'il examine la
onguration suivante.
2. pi observe un autre proessus pj qui le préède sur l'anneau (i.e., pj est situé
devant lui sur l'anneau ou a eetué plus de tours que pi). pi rattrape alors pj,
i.e., la nouvelle position de pi est elle de pj.
L'algorithme doit onverger vers une position orret. C'est à dire que les proessus
arrêtent au bout d'un ertain temps leur ourse sur l'anneau et stoppent à la même
position qui orrespond à une onguration orrete. Le shéma algorithmique de la
 roue  néessite les deux abstrations suivantes pour fontionner orretement.
 Communiation able entre proessus orrets : try_ommit()
Pour garantir que les proessus orrets s'arrêtent sur la même position, tout dé-
plaement d'un proessus orret doit être onnu des autres proessus. La simu-
lation générale (paragraphe 4.4.1, Figure 4.15) émule les primitives write()/snap()
dans le modèle IRIS (PRC). La partie du ode orrespondante est fatorisée dans
la Figure 4.20.
La position des proessus peut être représentée sous la forme d'un veteur V .
V [i] = α.nb_S+β signie que pi a eetué α tours de l'anneau et est maintenant
à la position β, 'est à dire qu'il examine la onguration s = S[β]. pi maintient
à jour deux veteurs Ci et Ti en appelant try_ommit(Ci, Ti). Lorsque pi souhaite
annoner sa nouvelle position α, il exéute Ti[i] ← α. Cette position est onnue
de tous lorsque Ci[i] = α. Ainsi, les veteurs C représente les positions respetives
des proessus onnues de tous, tandis que le veteur Ti est l'estimation de pi des
positions ourantes des autres proessus.
 Déteter les ongurations orrets : get_smin()
Le méanisme de détetion s'appuie sur la propriété PRΩzx,q . Une onguration s
spéie pour pi un ensemble Xi et Li. pi essaie d'identier à l'aide de get_smin()
le plus petit snapshots smini parmi les snapshots obtenus par les proessus de
Xi pour un objet IS [r]. Si smini 6= ∅ et smin i ∩Xi ⊆ Li alors s est du point de
vue de pi une onguration orrete. Ce méanisme simple garantit que (1) tout
onguration inorrete est inélutablement détetée par au moins un proessus
orret et (2) lorsque la propriété PRΩzx,q est satisfaite, il existe au moins une
onguration orrete qui n'est jamais onsidérée omme inorrete.
Émulation de write()/snap() dans IRIS (PRΩzx,q) L'algorithme dérit dans la Figure
4.20 reprend le ode de l'émulation de la paire d'opération write()/snap() de la simulation
générale. La simulation maintient à jour sur haque proessus pi deux veteurs Ci et Ti.
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Ci ontient à tout instant un snapshot valide de la mémoire simulée. Lorsque write(v)
pi souhaite mettre à jour la mémoire, il modie en l'inrémentant l'entrée i du veteur
Ti.
operation try_ommit(Ci, Ti)
(1) sm i ← IS [ri].restrited_w_snap(Ti) ; ri ← ri + 1 ;
(2) Mi ← maxcw{T : T ∈ smi} ;
(3) sm i ← IS [ri].restrited_w_snap(Mi) ; ri ← ri + 1 ;
(4) Ti ← maxcw{M :M ∈ sm i} ;
(5) Ci ← mincw{M :M ∈ smi} ;
(6) return(Ci, Ti)
Fig. 4.20  try_ommit(), ode pour pi
try_ommit() prend en paramètre deux veteurs d'entiers C et T . Le veteur C
est aessible en leture seule. Seule l'entrée i du veteur Ti est modiable. La seule
modiation autorisée est le hangement de la valeur ourante par un entier plus grand.
pi eetue une telle modiation lorsqu'il souhaite érire une nouvelle valeur dans la
mémoire partagée.
Nous onsidérons une exéution dans laquelle haque proessus pi qui ne subit pas
de rash eetue une suite innie d'appel try_ommit(Ci, Ti). Nous notons C
ρ
i et T
ρ
i les
veteurs retournés par le ρième appel try_ommit(Ci, Ti) de pi. Les propriétés énonées
et démontrées dans la preuve de la simulation générale (Lemmes 4.3, 4.5 et 4.6) de la
primitive sont résumées dans la dénition suivante.
Dénition 4.3 (Spéiation de try_ommit())
1. ∀ρ, ρ′,∀i, j : (Cρi ≤ C
ρ′
i ) ∨ (C
ρ′
j ≤ C
ρ
i )
2. Soit pi un proessus orret. Si pi eetue un appel try_ommit(Ci, Ti) tel que
Ti[i] = α alors (∃ρ
′ : ∀ρ ≥ ρ′,∀j : Cρ
′
j [i] ≥ α)
3. ∀ try_ommit(Ci, Ti) appel eetué par pi : Ti[i] ≤ α alors ∀j,∀ρ : Cj[i] ≤ α.
Implémentation d'un déteteur de la lasse Ωzx,q dans le modèle IRIS (PRΩzx,q)
L'algorithme (Figure 4.21) onsiste en une boule innie. Dans le orps de la boule, pi
lit la plus grande position atteinte par les proessus (ligne 02). Cette position dénit
la onguration si qui va être examinée par pi (ligne 03) ainsi que la valeur ourante
de la sortie du déteteur (lignes 04-06). Ensuite, pi vérie si sa onguration ourante
est orrete en identiant le plus petit snapshot sminr|Xi obtenu par les proessus de Xi
pour l'un des objet IS [r]. Si il ne parvient pas à identier un tel ensemble (smin i = ∅) ou
si ette ensemble n'est pas inlus dans leaderi, pi examine la onguration suivante,
après l'avoir annoné aux autres proessus (ligne 09).
Dans la preuve, nous onsidérons une exéution innie e dans le modèle IRIS (PRΩzx,q).
Il existe dans e une ronde R, et une suite de ouples d'ensembles (X1, L1), . . . , (Xq , Lq)
qui satisfont la propriété PRΩzx,q . Une phase ρ orrespond à l'exéution d'une itération
de la boule repeat. Nous notons var
ρ
i la valeur de la variable loale var i à l'issue de
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init Ti[1..n]← [0, . . . , 0] ; Ci[1..n]← [0, . . . , 0] ; ri ← 1 ; leaderi ← {i}
(01) repeat < Ci, Ti >← try_ommit(Ci, Ti) ; ri ← ri + 2 ;
(02) mx i ← max
{
Ci[j] : j ∈ {1, . . . , n}
}
;
(03) si ← S[mx i mod nb_S] ;
(04) if ∃(L,X) ∈ si suh that i ∈ X then Xi ← X ; leaderi ← L
(05) else Xi ← {i} ; leaderi ← {i}
(06) endif ;
(07) smini ← get_smin(Xi) ; ri ← ri + (z + 1) ;
(08) if (smin i = ∅) ∨
(
(smin i ∩Xi) * leaderi
)
(09) then Ti[i]← min(T [i] + 1,mx i + 1)
(10) endif
(11) until false endrepeat
Fig. 4.21  Extration d'un déteteur Ωzx,q dans IRIS (PRΩzx,q) (ode pour pi)
la phase ρ. Chaque phase s'étale sur z + 3 rondes ar les primitives try_ommit() et
get_smin() utilisent respetivement 2 et z+1 objets IS [] onséutifs. L'exéution de la
ρième phase onsomme les objets IS [(ρ− 1)(z + 3) + 1], . . ., IS [ρ(z + 3)].
Lemme 4.8 ∃M tel que ∀ρ,∀i : max{Cρi [j] : j ∈ {1, . . . , n}} =M .
Démonstration Les veteurs Ci sont mis à jour par l'intermédiaire de la primitive
try_ommit(). Les valeurs suessives de es veteur sont don ordonnées. Soit (c1, c2, . . .)
les valeurs suessives des veteurs Ci rangées par ordre roissant et (m
1,m2, . . .) la suite
des maximums de es veteurs, i.e., mi = max{ci[j] : j ∈ {1, . . . , n}}. Cette suite d'en-
tiers est roissante et ne ontient pas de  trou , 'est à dire que ∀i : mi+1 = mi + 1
(ligne 09).
Supposons par ontradition que la suite (mr) ne soit pas bornée. Remarquons que
l'entier m apparaît dans ette suit si et seulement si il existe un proessus pi qui eetue
Ti[i]← m. Soit ℓ l'index tel que S[ℓ] =
(
(X1, L1), . . . , (Xq, Lq)
)
. Le nombre de proessus
est ni : il existe don un proessus pi et une innité de phases au ours desquelles pi
eetue Ti[i]← m ave m tel que m mod nb_S = ℓ. Examinons le ode exéuté par pi
lors d'une de es phases ρ qui démarre lors d'un ronde ≥ R ('est à dire que les index
des objets IS [r] utilisés lors de ette phase sont supérieurs à R). Le snapshot smini
retourné vérie smin i ∩Xi ⊆ Li. Cei est trivialement vrai si Xi = Li = {i}. Sinon ei
vient du fait que PRΩzx,q est satisfaite à partir de la ronde R. On en déduit que lors de
la phase ρ le prédiat de la ligne 08 n'est pas vérié. Par onséquent, pi ne modie pas
Ti[i] lors de la phase ρ : une ontradition.
Nous avons montré que la suite d'entiers (mr) est roissante et bornée. Par onsé-
quent elle onverge vers un entier M . 2Lemme 4.8
Lemme 4.9 L'algorithme dérit dans la Figure 4.21 onstruit un déteteur de dé-
faillanes de la lasse Ωzx,q dans le modèle IRIS (PRΩzx,q).
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Démonstration D'après le Lemme 4.8, il existe une phase ρ tel que ∀ρ′ ≥ ρ,∀i : mρ
′
i =
M . Soit ℓ =M mod nb_S. Il reste à montrer que la onguration s = S[ℓ] est orrete.
Soit pi tel que pi orret et i ∈ Xα. smin i vérie smin i ∩Xα ⊆ Lα. D'autre part,
on sait que les smri ontiennent uniquement des identités de proessus orrets à partir
d'un ertaine ronde (Propriété 4.1). D'où smin i ⊆ Correct et par suite Lα∩Correct 6= ∅.
2Lemme 4.9
4.5.2.3 Borne pour le (n, k)-aord dans SMn,n−1[Ω
z
x,q]
Dans e paragraphe, nous établissons une borne sur la alulabilité du (n, k)-aord
dans le modèle SMn,n−1[Ω
z
x,q]. Nous avons montré dans la partie préédente que les
modèles SMn,n−1[Ω
z
x,q] et IRIS (PRΩzx,q) sont équivalents. C'est à dire qu'il existe une
simulation du modèle IRIS (PRΩzx,q) dans le modèle SMn,n−1[∅] [Ω
z
x,q ℄ (Lemme 4.7)
et réiproquement il est possible d'extraire un déteteur de la lasse Ωzx,q dans le mo-
dèle IRIS (PRΩzx,q) (Lemme 4.9). De plus, le problème auquel on s'intéresse ii est un
problème d'aord. Par onséquent, nous nous trouvons dans le adre d'appliation du
théorème 4.1. Notre étude se onentre don sur le modèle IRIS (PRΩzx,q). Comme in-
diqué en introdution, nous herhons à répondre à la question suivante : quel est la
plus petite valeur du paramètre k pour laquelle il existe une solution au problème du
(n, k)-aord dans le modèle à registre équipé d'un déteteur de défaillanes de la lasse
Ωzx,q ?
Borne inférieure (k < n − x + qz) Nous montrons qu'il n'existe pas de solution
au problème du (n, k)-aord lorsque k < n− x+ qz. Nous établissons ette borne par
rédution au problème de l'existene d'une solution sans attente pour le (k+1, k)-aord
dans un système asynhrone omposé de k + 1 proessus.
Supposons qu'il existe un algorithme A qui résout le (n, k)-aord dans le modèle
IRIS (PRΩzx,q). En analysant un ensemble d'exéutions admissibles dans e modèle, nous
démontrons que A implique l'existene d'une solution sans attente pour le (k + 1, k)-
aord dans un système asynhrone omposé de k + 1 proessus (i.e., dans modèle
SMk+1,k[∅]), e qui est réputé impossible [21, 24, 75, 115℄.
Proposition 4.8 Il n'existe pas de solution au problème du (n, k)-aord dans le modèle
IRIS (PRΩzx,q) si k < n− x+ qz.
Démonstration Soit k < n− x+ qz. Supposons qu'il existe un algorithme A qui résout
le (n, k)-aord dans le modèle IRIS (PRΩzx,q). Dans le but d'établir une ontradition,
nous onsidérons une ertaine lasse d'exéutions E dans le modèle IIS .
Nous divisons l'ensemble des identités en deux ensembles disjoints L = {1, . . . , n−
x+ qz} et H = {n − x+ qz + 1, . . . , n}. Un proessus pi dont l'identité i appartient à
L est dit proessus de bas niveau. De même, lorsque i ∈ H pi est un proessus de haut
niveau. Une exéution e dans le modèle IIS appartient à la lasse E si :
1. ∃i ∈ L tel que ∀r : smri 6= ∅ ;
2. ∀ℓ ∈ L,∀h ∈ H : (smrℓ 6= ∅) ∧ (sm
r
h 6= ∅)⇒ sm
r
ℓ ( sm
r
h.
Appliations 163
En d'autres termes, la première ondition requiert qu'au moins un proessus de bas
niveau ne tombe pas en panne. La deuxième indique que les proessus de bas niveau qui
ne tombe pas en panne sont toujours ordonnanés avant les proessus de haut niveau.
Cei implique qu'un proessus de bas niveau n'observe jamais de proessus de haut
niveau. Observons enn que es deux onditions impliquent qu'il existe toujours un
proessus orret parmi les proessus de bas niveau.
Nous montrons maintenant que dans toute exéution e ∈ E, la propriété PRΩzx,q est
satisfaite. Pour ela, étant donné une exéution e ∈ E, nous dénissons une partition
de L en q + 1 ensembles L1, . . . , Lq, O qui respetent les onditions suivantes :
 ∀α, 1 ≤ α ≤ q : |Lα| = z ;
 L1 inlut l'identité d'un proessus orret.
Une telle partition est réalisable ar |L| = n − x + qz ≥ qz et dans l'exéution e, il
existe au moins un proessus de bas niveau orret. Dénissons maintenant X1, . . . ,Xq
omme suit :
 X1 = L1 ∪H ;
 ∀α, 1 ≤ α ≤ q : Xα = Lα.
Ces ensembles sont deux à deux disjoints. On vérie également que |X| = | ∪ Xα| =
|H| +
∑
|Lα| = x − qz + qz = x. Il nous reste à montrer que pour haque ensemble
Xα, les proessus ∈ Lα sont ordonnanés avant les autres proessus de Xα. Pour α > 1,
ei est vrai ar par dénition Xα − Lα = ∅. Pour l'ensemble X1, notons c l'identité
d'un proessus orret appartenant à L1. Un tel proessus existe par hoix de L1. ∀r :
smrc ∩X1 ⊆ L1 ar L1 ontient uniquement des proessus de bas niveau et es derniers
sont toujours ordonnanés avant les proessus de haut niveau de l'ensemble X1 − L1.
Nous avons exhibé une lasse d'exéutions dans le modèle IIS qui satisfont la pro-
priété PRΩzx,q . En partiulier, E ontient toutes les exéutions du modèle IIS dans
lesquelles seuls les proessus de bas niveau partiipent (Les autres proessus tombent
en panne avant le début de la première ronde). En eet, les deux propriétés qui dé-
nissent la lasse E n'imposent auune restrition sur les ordonnanements des proessus
de bas niveau. Par onséquent, A résout le (N, k)-aord dans le modèle IIS déni pour
N = n − x + qz proessus. Cei implique ([24℄ ou théorème 4.1) une solution dans
le modèle SMN,N−1[∅] pour le (N,N − 1)-aord e qui n'existe pas [21, 75, 115℄.
2Proposition 4.8
Solution pour le (n, k)-aord dans IRIS (PRΩzx,q) (k ≥ n − x + qz) Nous dé-
montrons que PRΩzx,q ⇒ PRΩn−x+qz . L'algorithme donné de la Figure 4.17 résout don
le (n, k)-aord lorsque k ≥ n − x + qz dans le modèle IRIS (PRΩzx,q). Cet algorithme
implique l'existene d'une solution dans le modèle SMn,n−1[∅] (théorème 4.1).
Proposition 4.9 Il existe une solution au (n, k)-aord dans le modèle IRIS (PRΩzx,q)
si k ≥ n− x+ qz.
Démonstration Soit e une exéution innie dans le modèle IRIS (PRΩzx,q). Nous mon-
trons que la propriété PRΩn−x+qz est satisfaite dans e. Nous devons montrer qu'il existe
un ensemble L et une ronde R tel que (1) |L| ≤ n− x+ qz et (2) ∀r ≥ R : sminr ⊆ L.
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Choisissons R omme la ronde à partir de laquelle la propriété PRΩzx,q est satisfaite
dans e. Soit α, 1 ≤ α ≤ q et i ∈ Xα − Lα (Les Xα et Lα sont des ensembles qui
satisfont les onditions de PR[Ωzx,q] dans e). Supposons pour établir une ontradition
qu'il existe r ≥ R tel que i ∈ sminr. D'où i ∈ sminr ∩Xα et par suite i ∈ Lα ar r ≥ R,
e qui ontredit le fait que la propriété PRΩzx,q est satisfaite. Nous en déduisons que
∀r ≥ R : sminr ⊆ Π−∪1≤α≤q(Xα −Lα). Choisissons L = Π−∪1≤α≤q(Xα−Lα). Nous
avons alors |L| ≤ n − x+ qz et ∀r ≥ R : sminr ⊆ L : la propriété PRΩn−x+qz est don
satisfaite.
Nous avons montré que PRΩzx,q ⇒ PRΩn−x+qz . Or nous savons résoudre le (n, k)-
aord dans IRIS (PRΩz) lorsque k ≥ z (Figure 4.17). Pour k ≥ n − x + qz, il existe
don une solution au (n, k)-aord dans IRIS (PRΩzx,q). 2Proposition 4.9
Le théorème suivant résume le résultat prinipale de ette partie.
Théorème 4.2 Il existe un algorithme qui résout le (n, k)-aord dans le modèle SMn,n−1[Ω
z
x,q]
si et seulement si k ≥ n− x+ qz.
Démonstration Il existe une extration d'un déteteur de la lasse Ωzx,q dans le mo-
dèle IRIS (PRΩzx,q) (Lemme 4.9). D'autre part, il existe une onstrution du modèle
IRIS (PRΩzx,q) dans SMn,n−1[Ω
z
x,q] (Lemme 4.7). Pour k xé, il existe don une so-
lution au problème (n, k)-aord dans IRIS (PRΩzx,q) si et seulement si il existe une
solution dans SMn,n−1[Ω
z
x,q] (théorème 4.1). Enn les propositions 4.8 et 4.9 montrent
que e problème a une solution dans IRIS (PRΩzx,q) si et seulement si k ≥ n − x + qz.
2The´ore`me 4.2
Résumé
Dans e hapitre, nous avons essayé de aratériser la  quantité de synhronie 
apportée par les déteteurs de défaillanes par l'intermédiaire du modèle snapshot im-
médiat itéré (IIS ). L'utilisation de e modèle est un point ruial dans la démonstra-
tions de ertains résultats fondamentaux de la théorie du alul distribué, notamment
le théorème de alulabilité asynhrone ([24, 75, 115℄). Étant donné le modèle à re-
gistres augmenté ave un déteteur C, le but onsiste à dénir un modèle qui omporte
aussi peu d'exéutions que possible tout en restant équivalent du point de vue de la
alulabilité au modèle originel.
Pour C appartenant aux familles (3Sx)1≤x≤n, (3ψ
y)0≤y≤n−1 et (Ω
z)1≤z≤n, nous
dénissons un modèle assoié IRIS (PRC) induit par l'ensemble des exéutions du modèle
IIS qui vérient une ertaine propriété PRC . Nous montrons que si l'on se restreint à un
sous ensemble des problèmes de déisions (les problèmes d'aord), le modèle lassique à
registres muni de C et le modèle orrespondant IRIS (PRC) possèdent la même puissane
de alul. Pour illustrer l'approhe, nous présentons une borne exate sur la alulabilité
du (n, k)-aord dans le modèle asynhrone muni d'un déteteur Ωzx,q. La lasse Ω
z
x,q,
dont la dénition s'inspire de [71℄, généralise et unie les lasses Ωz et 3Sx.
La dénition du modèle IRIS (PRC) ne fait pas intervenir expliitement la notion de
défaillane : un déteteur C est aratérisé par une restrition de l'ensemble des exéu-
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tions du modèle IIS . Ainsi, le modèle IRIS (PRC) apture la apaité d'ordonnanement
du déteteur orrespondant C. De e point de vue, un déteteur de défaillanes peut
être interprété omme un ordonnaneur qui assure inélutablement ertaines propriétés
d'(in)équité.
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Conlusion
Coordonner des entités réparties demeure l'un des problèmes fondamentaux de la
théorie du alul distribué. La diulté provient de la nature répartie des systèmes
onsidérés qui génère de nombreuses inertitudes (défaillanes, asynhronie, et.). Dans
l'environnement asynhrone, ave défaillanes, il est en général impossible de oordonner
les entités alulantes (les proessus). An de mieux omprendre les raisons de es
impossibilités, nous nous intéressons à des tâhes de oordination faiblement ontrainte
ainsi qu'aux ironstanes dans lesquelles il existe une solutions à es tâhes. Nous
herhons à lasser, sur le plan de la alulabilité les diérentes inarnations de la
oordination faiblement ontrainte. De façon similaire, nous herhons à omparer les
puissanes relatives des diérentes hypothèses qui ont été introduites pour ontrearrer
l'impossibilité de oordonner des proessus répartis.
Certaines de es tâhes de oordination faiblement ontraintes ont été abstraites sous
la forme de problèmes non triviaux dont la formulation est simple. En partiulier, nous
intéressons aux problèmes suivants : le renommage qui apture l'idée d'allouer à haque
proessus une ressoure exlusive ; le onsensus ensembliste qui requiert de parvenir à
une forme de onsensus relâhé et le test&set ensembliste. Ce dernier problème peut
être vu omme un bit test&set dont le fontionnement est dégradé.
Dans un premier temps, nous lassons es problèmes par rapport à leur diulté
relative. Si l'on dispose d'une solution à l'un de es problème, est-elle utile pour résoudre
un autre problèmes ? Ou au ontraire, il n'existe auun rapport entre eux ? Nous mon-
trons par rédutions algorithmiques que, malgré leur nature en apparene diérente,
il existe une unité forte entre es problèmes. Nous introduisons également un nouveau
problème de oordination faiblement ontrainte (la déision de omité) et montrons
qu'il apture nement le onsensus ensembliste. Ce dernier problème formalise l'idée
d'aord sur plusieurs fronts.
Il n'existe pas en général d'algorithmes pour résoudre es problèmes lorsque l'en-
vironnement est omplètement asynhrone et les proessus tombent en panne. Pour
ontrearrer ette impossibilité, la notion de déteteur de défaillanes a été introduite.
Cette approhe abstrait l'hypothèse d'un omportement plus ou moins synhrone du
système.
Dans un deuxième temps, nous avons omparé les puissanes relatives de déteteurs
de défaillanes orientés vers la résolution du onsensus ensembliste. Pour haque ouple
de déteteurs (C1, C2), nous avons donné un algorithme fondé sur C1 qui implémente
C2 ou montré l'impossibilité d'une telle transformation. Nous avons également montré
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qu'il est possible dans ertains as de ombiner C1 et C2 pour obtenir un déteteur C3
stritement plus puissant que C1 ou C2 pris séparément (il est possible de résoudre ave
C3 des problèmes qui n'ont pas de solution fondée sur l'utilisation C1 ou C2 seul).
Ce résultat d'addition suggère que l'asynhronie additionnelle abstraite par es dé-
teteurs n'est pas de même nature. Finalement, nous avons tenté de aratériser la
 quantité de synhronie  apportée par les déteteurs de défaillanes dans un mo-
dèle hautement struturé (le modèle IIS ). Autrement dit, étant donné la struture des
exéutions asynhrones, nous nous demandons quel est l'eet de l'adjontion d'un dé-
teteur sur ette struture. Nous avons montré dans un sens préis qu'augmenter le
modèle asynhrone ave un déteteur de défaillanes C induit une restrition sur l'en-
semble des exéutions du modèle IIS . De e point vue, un déteteur de défaillanes peut
être interprété omme un ordonnaneur qui assure inélutablement ertaines propriétés
d'(in)équité.
Ces travaux laissent ouvertes un ertain nombre de questions. Nous en listons
quelques une i-dessous.
Hiérarhiser la oordination La hiérarhie de Herlihy [69℄ aratérise partiellement
la puissane des objets par rapport à leur apaité à résoudre le onsensus parmi c pro-
essus. Cependant, ette lassiation est trop  grossière  pour diérenier les objets
qui implémentent des problèmes de oordination faiblement ontrainte. D'autre part,
les relations établies dans le hapitre 2 suggère l'existene d'une ertaine unité entre es
objets. Une question importante est don dénir une nouvelle hiérarhie, plus ne, qui
engloberait la hiérarhie de Herlihy et expliquerait dans un adre uni les rédutions du
hapitre 2. Une telle lassiation néessite d'identier le ou les paramètres pertinent(s)
qui aratérise(nt) la diulté d'un problème de oordination.
Extension à la onurrene non bornée Dans le adre de e travail, nous avons
fait l'hypothèse d'un nombre xé n et a priori onnu de proessus. Cependant, il ap-
paraît dans ertains as que e paramètre n'est pas pertinent. Par exemple, nous avons
montré dans le hapitre 2 qu'il est aussi diile de onstruire un objet fk-renommage
pour n > k proessus que de onstruire e même objet dans un système omposé de
n + 1 proessus. Ainsi, un développement naturel du hapitre 2 onsiste à étudier les
rédutions présentées dans le adre de la onurrene non bornée [85, 56, 3℄.
Mise en ÷uvre des déteteurs de défaillanes Dans le ontexte des déteteurs
de défaillanes, un aspet important est la question de leur mise en ÷uvre. En eet,
un orale déteteur de défaillanes abstrait des hypothèses de bas niveau sur le sys-
tèmes (par exemple : des garanties de temps livraison de messages sur ertains anaux
de ommuniation ou des temps de réponses de type  ping  plus rapides de ertains
sites). Cependant, la dénition d'une lasse de déteteurs ne donne auune indiation
sur les propriétés onrètes du système. La reherhe de la mise en ÷uvre des déte-
teurs vise don à formuler des hypothèses onrètes, notamment de synhronie, sur le
omportement du systèmes et à onevoir un algorithme A qui, lorsque es hypothèses
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sont satisfaites, implémentent un déteteur donné.
Le théorème d'addition montre que du point de vue  déteteurs de défaillanes ,
les informations fournies par les déteteurs 3ψy et 3Sx ne sont pas de même nature.
Cette remarque laissent supposer l'existene d'une famille d'hypothèses, orthogonale
à elles introduites pour mettre en ÷uvre 3S ou Ω, qui autorise la onstrution de
3ψy. L'existene d'une telle famille ouvrirait la voie vers la oneption d'algorithmes
implémentant Ω qui bénéieraient d'une grande ouverture d'hypothèses [108℄.
Étude des déteteurs dans le modèle itéré Le théorème entral du hapitre 4
établit une passerelle entre le modèle lassique augmenté ave des déteteurs de dé-
faillanes et le modèle itéré IIS . À partir de ette base, on peut envisager une étude
systématique des déteteurs de défaillanes. Une possibilité onsiste à dénir la lasse
des restritions du modèle IIS qui orrespondent qui aux déteteurs de défaillanes. La
reherhe du plus faible déteteur qui permet de résoudre un problème donné pourrait
alors en être failitée du fait de la struture simple du modèle itéré.
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Résumé
L'informatique moderne est distribuée. La distribution du alul résulte parfois d'un
besoin appliatif lorsque l'objetif est de onneter des ordinateurs distants. Parfois, elle
naît du besoin de tolérer des défaillanes. En eet, pour éviter qu'une appliation ne soit
à la meri de la défaillane d'une mahine, le alul est dupliqué sur plusieurs mahines.
Au oeur de tout alul réparti repose une forme de oordination. Le fait même que
des ordinateurs aient une tâhe ommune implique un besoin de se onerter avant d'a-
omplir ertaines tâhes. Nous étudions les problèmes de oordination dans le modèle
asynhrone, sans hypothèses sur des bornes de vitesse d'exéution des proesseurs ou
de transmission des messages. Les proessus peuvent défaillir à n'importe quel moment.
Le degré de oordination qui peut être atteint en fontion du degré d'inertitude du
système est la question prinipale de ette thèse. Trois formes de oordination sont onsi-
dérées : l'aord ensembliste, le renommage et le onsensus simultané. Dans un premier
temps, nous proposons diérentes rédutions algorithmiques entre es problèmes, an
de prouver dans quelles onditions une solution à l'un de es problèmes permet d'obte-
nir une solution à un autre problème. Nous étudions ensuite des hypothèses néessaires
et susantes sur la détetion de défaillanes permettant de résoudre les problèmes
d'aord. Le formalisme utilisé ii est elui des déteteurs de défaillanes. Enn, nous
proposons un autre point de vue sur les déteteur de défaillanes. Nous aratérisons
la puissane de alul amenée par es déteteurs par une restrition des exéutions du
modèle itéré de Gafni.
Abstrat
In an asynhronous distributed system, independent proesses run at varying speeds
and may even rash ; they ommuniate through unsynhronized primitives, like sending
and reeiving messages. To perform shared omputation, proesses need to oordinate
their ations. This is theoretially modeled as solving a oordination task, where pro-
esses start with some inputs and have to output values satisfying ertain onditions. A
fundamental task is onsensus, from whih it is possible to solve any other oordination
task. However, this task is not solvable in asynhronous environments in whih proess
failure may our.
We study sub-onsensus tasks, i.e., oordination tasks that are weaker than onsen-
sus. In partiular, we fous on renaming whih requires proesses to rename in a tighter
name spae, set-onsensus whih extends onsensus by allowing proesses to deide on
a small number of values and the ommittee-deision. In the later, proesses try to solve
simultaneously several instanes of the onsensus problem and eah proess is required
to deide in at least one instane.
We rst explore, through algorithmi redutions, the relationships between these
sub-tasks. The seond part deals with the use of failure detetor to solve set agreement.
A failure detetor is a distributed orale that gives hints on failures. We determine the
relative omputational power provided by various families of failure detetors. The last
part demonstrates that failure detetors an be seen as mehanisms that restrit the set
of possible exeutions.
