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The Banach space valued inhomogeneous Cauchy problem 
u’(f)=Au(t)+f(f) 
u(0) =x 
for a (non-densely defined) linear operator A is treated with the help of the theory 
of integrated semigroups. New well-posedness results are obtained for differential 
operators and in particular the Schrodinger operator id. 0 1989 Academic Press. Inc. 
INTRODUCTION 
In this paper we shall be concerned with linear Cauchy problems 
u’(t)=Au(t) 
u(0) =x 
for functions t + u(t) with values in a Banach space E. Thereby we present 
a concept introduced recently by W. Arendt [S]. His idea may be described 
as follows: Let (T,), 2 0 be a C,-semigroup on E. Then S, := jk T,ds defines 
a family (S,), a o of bounded operators having the following three proper- 
ties. 
(a) &=O. 
(b) t + S, is strongly continuous. 
(c) W,=j~(L-Wd~ for s, t 20. 
He called “integrated semigroup” an operator family satisfying (a)-(c). The 
*This paper is part of a research project supported by the Deutsche Forschungs- 
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first application of this concept was a result about resolvent positive 
operators (see [3] and [S]). 
The aim of this paper is twofold: We make some contributions to the 
structure theory of integrated semigroups and characterize (non-densely 
defined) operators satisfying the Hille-Yosida condition as generators of 
locally Lipschitz continuous integrated semigroups. As an application we 
give an easy proof of a theorem due to Da Prato and Sinestrari [lo] on 
the inhomogeneous Cauchy problem associated to such operators (Sec- 
tion 2). In Section 3 we consider bounded perturbations of generators of 
integrated semigroups. 
The remaining section is devoted to applications. We mention a typical 
result: Whereas the Schrodinger operator A given by Af= if” generates a 
C,-semigroup on Lp( R) only if p = 2, it generates an integrated semigroup 
on Lp(R) for all 1 <p< co. 
1. INTEGRATED SEMIGROUPS AND THEIR GENERATORS 
DEFTNITION 1.1. Let E be a Banach space. An integrated semigroup is a 
family (St),, o of bounded linear operators S, on E with the following 
properties: 
(a) S,=O. 
(b) t -+ S, is strongly continuous. 
Cc) S,S,=~S,(S,+,-S,)dr for s, t 20. 
Examples, Remarks 
(1) Let (TtLo be a C,-semigroup on a Banach space E. Then 
(St),,, := C.k, Tsds)t,o defines an integrated semigroup on E. 
(2) Let again (T,),,, be a C,-semigroup on a Banach space E. Then 
(S,),,, := (f:, T,* dsL.o (where T,* is the adjoint of T,) is an integrated 
semigroup on E’. In general (S,), .0 is not an integrated C,-semigroup. 
(3) Let (CoW),,R be a cosine operator function on a Banach space 
E (see, e.g., [ 113). If we define Sin(t) := jb Cos(s) ds then by 
an integrated semigroup (S,),, 0 is given on E x E. 
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(4) A short calculation shows that the functional equation 1.1(c) can 
also be written as 
s,s, = Js+’ 
0 
S,dr-j:S,dr-jiS,dr for s, t>O. 
A consequence of this is S,S, = S,S, for s, t > 0. 
(5) Let P be a bounded projection on a Banach space E. Then 
(S,)t,o for S, := tP is an integrated semigroup. If P # I then (S,),,, is not 
an integrated Co-semigroup. Moreover (S,),,, has a property that plays a 
disturbing role: (S,), a o vanishes on a nontrivial subspace. Later we will 
call that property “degeneracy” and exclude these integrated semigroups 
from further considerations. 
From now on let E be a Banach space and (S,), ao an integrated 
semigroup on E. 
Motivated from the Laplace transform theory we want to define the 
generator of an integrated semigroup as 
I 
00 
A:=I-R,’ where Ri=J e ~ ‘*St dt. 
0 
The following example shows that this integral does not exist in general. 
EXAMPLE 1.2. Let E= Z2, S,: (x,) + (j; exp(a,s) ds x,), where a,:= 
n + 2”21ri. We show first that (S,),,, is an integrated semigroup. 
(1) S,EL(E): I~~exp(a,s)ds~=~exp(a,t)-l~/~a,~6(e”’+l)/e”2’”g2 
< 2en7en2w = zen’ - n*log2 < 2et2/410g2 
(2) t -+ S, is strongly continuous. Obviously t + S,e,, where 
e, = (6,), is continuous. Since {e, : n E N } is total in Z2 and (S,),,, is 
uniformly bounded on compact t-intervals (see (1)) the strong continuity of 
(sot,0 follows. 
(3) The functional equation is clearly fulfilled and So = 0. 
Therefore (S,),,, is an integrated semigroup. But for all I E @ the 
Laplace integral does not even converge as a weak integral. 
For given 1 E @ (j; e -“‘S, dt x, v) diverges (as a -+ co) for x = (lla,) 
and u = (l/(a, - A)): 
e-*S,dtx, y 
> 
INTEGRATED SEMIGROUPS 163 
=nz, ev((~,-~)~Y(l~,I l~,-~l)*- f Mla,l Ia,-Jl)* 
n=l 
- nT, j~e~AfW(1412 (a,-~)). 
The last two terms converge for c( + co, therefore we only consider the first 
term. For LX E N we obtain by the definition of u, 
=e - i(lm A) a I? e’“- Re ‘) “/( 1 a, 1 I a, - 2 1 )2. 
For u -+ co every summand with index n > Re 1 diverges to infinity and 
therefore the series diverges. 
A similar estimate shows that this integrated semigroup is even 
continuous with respect to the operator norm. 
We introduce now the appropriate concept in order to obtain a neat 
theory. 
An integrated semigroup (S,), 2 ,, is called exponentially bounded, if there 
exist constants M> 0 and w  E Iw such that 11 S, 11 < Me”’ for all t Z 0. 
Moreover (S,),,, is called non-degenerate, if S,x = 0 for all t 2 0 implies 
x = 0. (Compare Remark 5 after Definition 1.1). 
Then the Laplace integral R, := 1 sr e-“‘S, dt exists for all I with 
Re 3, > w, but R, is injective if and only if (S,),,, is non-degenerate. In this 
case there exists a unique operator A satisfying (0, co)cp(A) (the 
resolvent set of A), such that RI = (A -A)-’ for all II > w. This operator is 
called the generator of (S,), D ,, . 
Usually the given object is the operator. An operator A is called 
generator of an integrated semigroup, if there exists o E [w such that 
(w, co) c p(A), and there exists a strongly continuous exponentially 
bounded family (S,), > 0 of bounded operators such that S(O)=0 and 
(I-A)-‘=lJ,“e-“S,dt. 
The following proposition shows that in that case (S,),,, is 
automatically an integrated semigroup. 
PROPOSITION 1.3 (Arendt [4, Thm. 3.11). Let (S,),,, be a strongly con- 
tinuous family of bounded operators such that S(0) = 0 and II S, )I < Me”’ for 
all t 2 0. 
Then (St),,o is an integrated semigroup if and only if R1 = ,I 1; e - itS, dt 
is a pseudo-resolvent. 
580/84/l-I1 
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Moreover, we will need the following relation between integrated 
semigroups and their generators. 
PROPOSITION 1.4 (Arendt [4, prop. 3.33). Let A be the generator of an 
integrated semigroup (S,), 2 0. 
Then-for all XE E and t 20 
s 
‘S,xdsED(A) and S,x = A ’ s,x ds + tx. 
0 s 0 
The following theorem characterizes densely defined generators of 
integrated semigroups. 
THEOREM 1.5 (Arendt [4]; Neubrander [17]). Let A: D(A) + E be den- 
sely defined. The following assertions are equivalent: 
(a) A is the generator of an integrated semigroup. 
(b) There are real constants M, o such that (0, 00) c p(A) and 
for nEf+Ju (0) and ,I>o. 
Remarks 1.6. (a) Condition (b) is necessary for A to be the generator 
of an integrated semigroup even if A is not densely defined (Arendt [4]). 
(b) We state explicitly two properties of R, which will be useful in 
proving perturbation theorems: If A is the generator of an integrated 
semigroup, then there exist constants C, C’ 2 0 such that I( R2 11 < C and 
II R: II < C’/(n - w). 
Generators of integrated semigroups are of interest since the Cauchy 
problem associated with them has a unique solution for a large class of 
initial values. More precisely the following holds. 
Let A be the generator of an integrated semigroup (S,),,, on E and 
b > 0. Further let f : [0, b] + E be a continuous function. By a solution of 
u’(t)=Au(t)+f(t), rECO,bl 
(CP) u(0) =x 
we understand a function u E C’( [0, b], E), such that u(t) E D(A) and (CP) 
holds for all t E [0, b]. 
Consider the function v E C( [0, b], E) given by 
v(t)=S,x+j’S,+,f(s)ds. 
0 
Using this notation the following holds. 
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THEOREM 1.7 (Arendt [4, Thm. 5.21). If o E C’( [0, b], E), then u := u’ is 
the unique solution of (CP). 
In particular, iff= 0, the theorem implies that there is a unique solution 
of (CP) whenever XED(A*). 
2. LOCALLY LIPSCHITZ CONTINUOUS INTEGRATED SEMIGROUPS 
In this section we present a direct proof of a well-posedness result due to 
Da Prato and Sinestrari [IO] for Cauchy problems with non-densely 
defined operators. 
DEFINITION 2.1. An integrated semigroup (S,), z 0 is called locally 
Lipschitz continuous if for all b >O there exists a constant L, such that 
/IS,-SJ<LIt-sJ for alls, tE[O,b]. 
The following proposition shows that locally Lipschitz continuous 
integrated semigroups have an exponentially bounded Lipschitz constant. 
PROPOSITION 2.2. Suppose that (S,),, 0 is a non-degenerate locally 
Lipschitz continuous integrated semigroup. Then 
lim 11 S, + h - S, II/h < Me”’ for t>O 
h-0 
for suitable constants M and w. 
Proof Let E, := {xe E: t + S,x is continuously differentiable on 
[0, co)}. Then E, is a closed subspace of E. In fact, let b > 0. Observe that 
the space CA := (f~ C’[O, b], f(O) = 0} is closed in the Banach space 
Lip, := {YE Lip[O, b], f(0) = O> equipped with the Lipschitz norm. Now, 
if x = lim x, in E, where x, E E,, then the functions fne CA defined by 
f,(t) := Six, converge to f~ Lip, given by f(t) = S,x. 
Let x E E, . Differentiating 
s 
Sff 
s,s,x = 
0 
S,xdr- ‘S,xdr-l’S,xdr 
I 0 0 
one sees that (d/dt) S,S,x = S,,, x - S,x - S,x (s, t 2 0). In particular 
S: x := (d/dt) S,x defines a bounded operator on E, such that 
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Differentiating again, one obtains 
s:s;= s:,, (4 s30) 
and S,Sbx = S,x (s 2 0), which implies Sb = I on E,. 
Thus (S:),,, is a strongly continuous semigroup on E,. So there exist 
M > 0, o E R, such that 
II (S: - S:) x II d Me”’ II x II. 
Let 0 <h < b and let L be the Lipschitz constant for the interval [0, b]. 
Then this implies that 
II s , + h - S, II = II SiS,, II < Me”‘Lh. I 
COROLLARY 2.3. Every locally Lipschitz continuous integrated semigroup 
is exponentially bounded. 
Together with [4, Theorem 4.11 this shows that the Hille-Yosida con- 
dition (without the assumption of a dense domain) characterizes generators 
of locally Lipschitz continuous integrated semigroups. More precisely, the 
following holds: 
THEOREM 2.4. The following assertions are equivalent: 
(a) A is the generator of a locally Lipschitz continuous integrated 
semigroup. 
(b) There exist real constants M, o such that (co, 00) c p(A) and 
\1(3L-A))nII<M/(;1-o)” for nEN and II>w. 
With the help of Theorem 2.4, we obtain an easy proof of a theorem due 
to Da Prato and Sinestrari [lo] on the inhomogeneous Cauchy Problem 
associated with a (non-densely defined) operator satisfying the Hill-Yosida 
condition. 
THEOREM 2.5 (Da Prato and Sinestrari [lo]). Let A: D(A) -+ E be a 
linear operator, f: [0, l] + E, and x E D(A) such that 
(a) there exist real constants M, co such that (co, co)~p(A) and 
II@-A)-“II <M/(A-0)” for nEN and ;1>0. 
tb) f(t) =f(O) + &g(s) d s f or some Bochner-integrable function g. 
(c) Ax +f(O) E D(A). 
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Then there exists a unique function u E C’( [0, 11, E), such that u(t) E D(A) 
and 
u’(t) = Au(t) +f(t), tE lx, 11 
u(0) =x. 
Proof Assumption (a) means by Theorem 2.4 that A generates a 
locally Lipschitz continuous integrated semigroup (S,), a 0. 
By Theorem 1.7, it suffices to show that the function v given by 
u(r)=S,x+s’S,f(t-s)ds 
0 
is twice continuously differentiable. Using (b) one obtains 
u(t) = S,x + ji S,f(O) ds + s,’ S, ji-‘g(r) dr ds. 
Since x E D(A), by Proposition 1.4 
u’(t)=x+S,Ax+S,f(O)+~tS,g(t-s)ds. 
0 
The function t + S,y is differentiable for all y E D(A) (by Proposition 1.4) 
and hence for all y ED(A) because of the local Lipschitz continuity 
(cf. the proof of Proposition 2.2). Since Ax+f(O) ED(A), it remains to 
show that w(t) = fb S, g( t - s) ds = jh S( t - s) g(s) ds is C’. The function 
s + S, _ s g(s) is Bochner integrable. 
Let L be the Lipschitz constant of (S,),, I G 1. Then 
II w II Lip = ,r,;{ r+t IIw(f)-w(r)ll If--rip’ 
19, 
= sup I,TE co. I], rft 
‘S,p.g(s)ds+jr(S,-.-S,p,)g(s)ds It--rl-’ 
0 II 
$ sup ~~l~-~lIl~ll~~+~l~-~lIl~ll~~~l~-~l~’ 
I,TE co, 11, rfr 
=2L II AILl. 
Further let (g,) be a sequence of C’-functions converging to g with 
respect to the L’-norm. For n E N and t E [0, l] define 
w,(t) :=s’S,,g,(s)ds. 
0 
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Then w, is continuously differentiable and 
II wrz - wm II Lip G 2L II gn - gm II L’ (n, m E N). 
Since C’ is a closed subspace of Lip, it follows that w  E C’. 1 
3. PERTURBATIONS 
In this section we shall be concerned with additive perturbations of 
generators. 
The new and surprising result, compared to C,-semigroups and cosine 
functions, is that even bounded perturbations may fail to preserve the 
property “generator” (see Example 3.7). Nevertheless we will establish 
some positive perturbation results. 
PROPOSITION 3.1 (Commuting Perturbations). Let A : D(A) + E be the 
generator of an integrated semigroup (S,),, ,,. Further let BE L(D(A)) be 
such that B(l--A)-‘=(I-A)-‘Bfor all large A. 
Then A + B is the generator of the integrated semigroup (Sg),,,, given by 
Sf = erBSt - B j’ eSBSs ds. 
0 
ProoJ: For certain constants M, w  we have 11 S, 11 <Me”’ and also 
II Sf II < Me”’ for t >O. Let, for 1> w, Rf: := A j: e-“‘Sf dt and Iin := 
(&A)-‘. 
We show that Rf;= R2(Z- BRJ’ for large A. But I- BRA is invertible 
for large 1 since 
II(BW2 II = II B*R2, II < II B2 II c/(A - ~1 (Remark 1.6(b)). 
Therefore we obtain 
RJZ- BRA)-‘= f B’R;+’ 
i=O 
= f Bi(-l,rf(f)iRA 
i=O 
= f Bi(-I)ii(-&)i(A Jm’e-“S,dt 
i=O 0 
INTEGRATED SEMIGROUPS 169 
= 1 f B’ f 10w tie-“‘S, dt 
i=o * 
- z, B’& JOw t’- ‘e-I’S, dt 
~ irerBSl dt - e ~ “BerBSI dt 
=AJ"'e 
0 
-“‘e’BS,dt-Ijffe-“‘BldesBS,dsdt 
=Rf. 
A short calculation now shows that Rf: is the resolvent of A + B. Together 
with Proposition 1.3 this implies that (Sg),,, is an integrated semigroup 
and A + B is its generator. 
Remark 3.2. A consequence of this theorem is as follows: If A is the 
generator of the integrated semigroup (S,),,, then for any p E C A + p is 
the generator of the integrated semigroup (Sf), a o given by 
SF = e”‘S, - ,u 1: epsS, ds. 
PROPOSITION 3.3. Let A be the generator of a locally Lipschitz con- 
tinuous integrated semigroup and BE L(DA), E). 
Then A + B is the generator of a locally Lipschitz continuous integrated 
semigroup. 
Proof: By Theorem 2.4 there exist constants A4 > 0 and w  E R such that 
[I(,?.-w)“(IZ-A)-“11 <M 
for all 1> o and n E N. By resealing, we may suppose without loss of 
generality that o = 0. Further, according to the standard renorming lemma 
[ 18, Ch. I, Lemma 5.11, there exists an equivalent norm 11. /JR on E such 
that 
II WA, A III R G 1. 
Note that (A - (A + B)) = (I- BR(A, A))(J - A). Since 11 BR(I, A)llR < 
11 B (1 ./A, the operator I- BR(I, A) is invertible for large I and 
II(Z-BR(I,A))-‘II. ll(~-A)~‘ll.~(1-IIBII.~-‘)-‘I-’ 
=(A- IlBIl.)-‘. 
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Therefore 1) AR(,l, A + B - I/ B j/ R)ll R < 1. Now Theorem 2.4 together with 
Remark 3.2 implies the assertion. 1 
Proposition 3.3 is closely related to the following fact, which can be 
proved by similar methods (see [ 141). 
PROPOSITION 3.4. Let A be the generator of an integrated semigroup and 
BE L(E, D(A)) (where D(A) is equipped with the graph norm). 
Then A + B generates an integrated semigroup. 
As an application we consider generators of cosine functions (see [ 111. 
[12] for details). An operator A is the generator of a cosine function, if 
(a, co) c p(A) for some a 2 0 and there exists a strongly continuous 
exponentially bounded function C: [0, co) + L(E) such that 
1R(2*, A) = JOa e-“C(t) dt 
for all sufficiently large 1. In that case, C is the cosine function generated 
by A. 
THEOREM 3.5. Let A: D(A) --+ E be a linear operator. The following 
assertions are equivalent: 
(i) A is the generator of a cosine function. 
(ii) d := (5: ,$) generates an integrated semigroup on the Banach space 
EXE. 
Proof. (i) * (ii) 
to the operator A 
(S,),,O? given by 
Let (Cos(t)),, R be the cosine function corresponding 
and further let Sin(t) := j& Cos(s) ds. Then the family 
satisfies 11 S, 11 < Mew” for t 2 0 (M’ and w’ suitable). After a short 
calculation one obtains 
-“St dt = for A>w’. 
The term on the right-hand side is just (2 - &)-I. Therefore (S,), a o is an 
integrated semigroup and & its generator. 
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(ii) * (i) Suppose that d generates an integrated semigroup. Then 
n-+n-‘(A-d)- ’ is a Laplace transform. It is not hard to see that the 
entry in the lower left-hand corner is A~‘A(A2-A))‘. Hence A(A2-A))’ 
is a Laplace transform as well, 1 
COROLLARY 3.6. If A is the generator of a cosine function, then A + B 
generates a cosine function for every B E L(E). 
ProoJ The operator-matrix associated with A + B on E x E is given by 
JX!+~?:=(~:~ o() where &=(: i) and ?#=(i 00) 
with domains D(d) = D(A) x E and D(a) = E x E. Since BE L(Ex E, 
D(d)), the assertion follows from Proposition 3.4. i 
EXAMPLE 3.7. If an operator A generates a cosine function, then (‘j i) 
generates an integrated semigroup on E x E (Theorem 3.5). The bounded 
perturbation (8 -6) leads to ( i z) =: d. But this operator never generates 
an integrated semigroup if A is unbounded, since p(d) = 0. 
4. HIGHER ORDER DIFFERENTIAL OPERATORS 
The third derivative (d/d~)~ is a generator on L’(R) but not on the other 
L ‘-spaces. The same holds for the Schrodinger operator i(d/dx)2 (see [13, 
Theorem 1.141). But together with a large class of higher order differential 
operators (d/d~)~ and i(d/dx)2 generate integrated semigroups on these and 
other function spaces. This is what we shall show in this section. 
In the following we use extensively the Fourier transformation and 
denote it by A i.e., 
j(y) := (l/J!%) j_q, f (x) e-iXY dx. 
Its inverse will be denoted by N. 
We shall consider differential operators of the form CT= ,, aj(d/dx)j on the 
function spaces 
C,(R), C,(W), UC,(R), Lp(R) for 1 <p < 03. CL) 
(UC,(R) is the space of uniformly continuous and bounded functions.) 
More precisely we make the following assumptions: Let a,, . . . . ak E @ and 
let E be one of the spaces in (L). Then we consider the operator 
A : D(A) + E, where 
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D(A) := f~ E: i ajD’f~ E distributionally 
1 j=O 
Af := i ajD’f: 
j=O 
A key role will be played by the polynomial If= o ai( 
(i = imaginary unit). It will be abbreviated by p(x). 
With this notation the following theorem holds. 
THEOREM 4.1. Let ao, . . . . ak E C such that supXE Iw Re(p(x)) < co. Then 
A : D(A) -+ E generates a norm continuous integrated semigroup on all spaces 
E listed under (L). 
Remark 4.2. It should be noted that A is not densely defined on the 
spaces C,(R), and L”(R). 
We first illustrate this result by an example. 
EXAMPLE. Consider the following partial differential equation 
u, + u,,, = 0, t>O,xER 
40, xl = 4(x)* 
(*) 
It is not difficult to see that the distributional domain of the third 
derivative in LP( W) (1 <p < co) coincides with the third Sobolev space 
W3.P. Hence, for each 4~ w6.j’ there exists a unique solution 
UEC([O, a), w3~p)nc1([o, co), LP) 
of (*). 
We now prove Theorem 4.1 in a series of four lemmas. Subsequently we 
exclude the trivial case “k = 0” and assume k > 1 and ak # 0. Further we use 
the abbreviation 
w  := max(O, sup Re(p(x))). 
xeR 
Two operator families will be considered: 
(1) (St),,,, where S, f := (l/A) 3, *f with d,(x) := j;, epcX)’ ds. 
(This will be the integrated semigroup.) 
(2) (&)A>,, where R1 f := (l/&) r”1 *f with rI(x) := l/(n -p(x)) 
(its resolvent). 
First we have a closer look at the convolution kernels 6, and Tn. 
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LEMMA 4.3. For t > 0 and A> w the following holds, 
(a) 4,, r2EH’GQ), 
(b) t + #t is continuous with respect to II IIu, 
(cl I/~tIIH,~(C+C’f)~w~. 
ProoJ The assumption k > 1 implies that there is some Lo 2 0 such that 
I p(x)1 2 Iakxkl/2 for IxI3L,. 
(a) One verifies that q4,, (d/dx)$,, rj., (d/dx) rl are bounded as 
functions in x and further that 
I dt(x)l 2 .*.7 /(~)ri(x)~Gc/jx~ (forsuitablec). 
This implies the assertion. 
(b) Let Odsd t, 
II#~-q5,11~=[~m ([rep(x)rdr(2dx 
s 
= 
+I: leP(x)t-e p(x)s12/( p(x)l* dx for L>L, 
PL 
G 16e2”‘/la,xk12 dx+ 2Le*” (t-sl* 
-cc 
+ ja 16e2”‘/J akxk I2 dx. 
L 
If L is large the first and third term get small. By choosing I t - s I small one 
can make the second term small, too. In a similar calculation one obtains 
+ 2Lt2e2wr( sup I p’(x)1 )* I t - s I 2 
IXIGL 
+ ct2eZw’ 
I 
Lm Ixj-2dx. 
Choose again first L large and then ( t - s ( small. 
(c) can be obtained by choosing L = LO and s = 0. 1 
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LEMMA 4.4. Let f E H’. Then YE L’(R) and there is a constant c > 0 such 
that 
II 7 II I Q c II f II H, for fEH’. 
ProojI Let fc HI**. Then (f+ (d/dx)f)- E L2. This implies that the 
function y -+ (1 + iy)S(y) is in L2. Using the Cauchy-Schwarz inequality 
we obtain 
This shows that f~ L’(R) and that the estimate holds with c = ,,&c. m 
LEMMA 4.5. Let E be one of the spaces listed under (L). Then the family 
(S*),,o, %f = (l/J% $2 *f IS an integrated semigroup on E continuous 
with respect to the operator norm. Further: 
(4 II S, II zP(E) d (a + bt) ewt (with suitable constants a, b > 0). 
the pseudo-resolvent of (S,),,, is given by 
Proof. Lemmas 4.3 and 4.4 imply 
(1) J,EL’ for t>O. 
(2) t + 6, is continuous with respect to I/ // r. 
(3) II $, (1, < (a + bt) e”” for suitable a, b 2 0. 
By (1) the convolution operators S, are bounded operators on all listed 
spaces. 
By the Young inequality 
II &! *f lip G II g II 1 II f lip for g6L’,fELP, l<pdco. 
Statement (2) implies the norm continuity and (3) implies (i). To show that 
(S,),,, fulfills the functional equation observe that #,$, = i; ($I+, - 4,) dr. 
Therefore 
Since the convolution is associative the functional equation follows. 
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(b) By (a) I[$, )I <Me”’ (and therefore )( S, (I <Me”‘) for any o > w  
(with suitably chosen M). Thus the Laplace integral exists for 1> w. We 
show first (by means of distributions) 
Ajme -‘r$t dt =F, for A> w. 
0 
Let Y be a function of rapid decrease. Then 
I I m A. O” e-“‘J,(x) dt ‘P(x) dx -cc 0 
co cc 
= 
s I 
le-“‘&(x) Y(x) dx dt 
0 --oc 
Cc m = s I AeeAtq5,(x) p(x) dx dt 0 -m 
= I s ‘x 1 me-l’ d,(x) dt p(x) dx -m 0 
= s m I-~(X) p(x) dx --co 
I 
m  
= FA(x) Y(x) dx. 
-00 
This shows the assertion. 
For the time being let f~ L”( IF!). Then for z E R we have 
;Ijwe -“St f dt(z) = 1 Jbu; e -"VlfiN&*f)(z) dt 
0 
The integrand is in L’(R+ x R). Therefore one obtains by Fubini’s theorem 
=(I/,,/&)/” njme-i’i,(z-~)drf(y)dy. 
--co 0 
And from what we just showed we deduce 
=(l/JG)?;*f(z)=R,f(z). 
From this (b) follows for L”, Cb, UC,, and Co. Since the functions of 
rapid decrease are in L” and dense in all other LP-spaces the rest follows 
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by the boundedness of R1 (this is obtained from Lemma 4.3(a)) in com- 
bination with Lemma 4.4). 1 
The proof of Theorem 4.1 is completed by 
LEMMA 4.6. A: D(A) -+ E is the generator of (S,),,, for all spaces E 
listed under (L). 
Proof. The assertion is shown by distribution techniques. Let f E E and 
let Y be a function of rapid decrease. In the following Y- denotes the 
function given by Y_(x) := Y( -x). Then we have 
(( 2-i ajDj j=O 
=Jm (l/Jlr)(r”n *f)(x)(LY(x)- i aj(-l)jY’j’(x))dx 
=llrn (I/JT;;)(Fi*f)(x)(LY-- iljYl!‘)(-x)dx 
-- cc j=O 
=f * Y-(O)=sa; f(x) Y(x)dx. 
-cc 
This implies the distributional equation 
i ajDiRAf=(IR,f-f). 
j=O 
The distribution on the right-hand side is in E. Therefore 
R,fe D(A) and (A- AR) R, f=J 
In a similar argument one shows R1(l - A) f =f for f E D(A). This com- 
pletes the proof. m 
Remark 4.7. The natural question that arises here is whether 
Theorem 4.1 can be generalized for the case of R”. If we try to use the 
preceding proof for IF’ an obstacle comes up: Polynomials in R” need not 
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grow as fast as it is needed in the proof. And even if we require strong 
enough growth of p we only obtain a weaker result: 
Consider 
A := C a, D”, where c( := (aI, . . . . a,) E NI;, 
IorlGk 
[cl1 := $ ~1, and D”:= 
j= I 
($-)“‘...(&r. Define 
p(x) := 1 a,jlalxb;l . . . ~2 and 
1~1 <k 
ord(p):=max{jcl:( :a,#O}. 
c,,, =ord(p) %&)‘” x”;’ . . . x: is called the principal part of p(x). 
The growth condition on p that we need is equivalent to “ellipticity”: A 
polynomial p(x) is called elliptic if its principal part vanishes only when 
x = 0. 
LEMMA 4.8. Equivalent are: 
(a) p(x) is elliptic. 
(b) There are constants L,, c > 0 such that 
1 p(x)J > c 1 x lord(p) for 1x1 >L,. 
ProoJ: We denote the principal part of p(x) by q(x) and abbreviate 
m := ord(p). The key property is q(Ax) = Amq(x) for x E R”, 1 E R. 
(a) * (b) By continuity and compactness reasons we have 
1 q(y)1 2 c > 0 for ( y 1 = 1. This implies by the above property for arbitrary 
Therefore 
(&), I P(X)l =(fJ I&N -(jg I P(X)-dx)l 
ac-c 
2 
for Ixl2L, 
if L, is chosen large enough (since ord(p - q) < m). 
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(b) Z- (a) Let (b) hold and let q(x) =0 for some x E Iw”. Then 
q(1x) = h”q(x) = 0 for arbitrary 1> 0. This implies 
c I Lx Irn G I p(lx)l = I p(Ax) - 4(1x)(. 
Therefore 
c I Xlrn < I p(h) - q(~x)l/~m. 
Since ord(p - q) cm the right-hand term goes to zero as L + co. Thus 
x=0. 1 
The following theorem replaces Theorem 4.1 in the case of Iw”. 
THEOREM 4.9. Let p(x) :=C,a,~ka,“iil”‘x~l...x~ be an elliptic 
polynomial with ord(p) > n/2 and supxe Iw” Rep(x) -C co. Then A is the 
generator of an [n/2] + 2-times integrated semigroup on the spaces 
(L”) 
For the definition of k-times integrated semigroups see Arendt [4]. 
We only sketch the proof. Define m := [n/2] + 2 and show that 
where 
1 
‘I ‘=(m- I)! s 
’ (l-s)“-1 eP’“‘“ds 
o 
= epCX)‘/p(x)” - Tg:j tj/p(x)+’ 
. 
defines an integrated semigroup with pseudo-resolvent (R,),, 1, o. Here 
RA f:= ( 1/2n)“12 Fi *f, rl(x) := l/(n -p(x)), and R, := (A - A)-‘. To this 
end one verifies by induction that (for any polynomial p(x)) the following 
hold. 
(1) D”(ep’/pk) = ePrq/pr, where r E N and q is some polynomial of 
ord(q)<rm-(k-IcrI)m-(crl. 
(2) D”(l/pj) = q/pr, where r E N and q is some polynomial of 
ord(q)<rm-jm-IcrI. 
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Using this one shows 
LEMMA 4.10. Let p(x) fulfill the assumptions of Theorem 4.9. Then there 
are constants Lo, c > 0 such that 
I D”$,(x)l < c/l x lordcp), 1 D’r,(x)l d c/l x lordcp) 
LEMMA 4.11. Let p(x) fuljU the assumtions of Theorem 4.9. Then for 
t 2 0 and A > o the following hold 
(a) h, rlEHmml, 
(b) t -+ 4, is continuous with respect to )I IIHm-l, 
(c) II 4, II Hm-~ 6 (c + c’tm) e”‘. 
The proof of Theorem 4.1 can now be copied if we replace Lemma 4.4 by 
LEMMA 4.12. For k > n/2 the inverse Fourier transform maps Hk (IW’) 
boundedly into L’( R”) (i.e., II f II L1 d c (1 f II Hk). 
The proof is similar to the proof of Lemma 4.4 and therefore is omitted. 
A consequence of Theorem 4.9 is 
For n < 3 the Schrodinger operator id generates a three-times 
integrated semigroup on all spaces listed under (L”). 
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