A robust and general solver for the radial Schrödinger, Dirac, and Kohn-Sham equations is presented. The formulation admits general potentials and meshes: uniform, exponential, or other defined by nodal distribution and derivative functions. For a given mesh type, convergence can be controlled systematically by increasing the number of grid points. Radial integrations are carried out using a combination of asymptotic forms, Runge-Kutta, and implicit Adams methods. Eigenfunctions are determined by a combination of bisection and perturbation methods for robustness and speed. An outward Poisson integration is employed to increase accuracy in the core region, allowing absolute accuracies of 10 −8 Hartree to be attained for total energies of heavy atoms such as uranium. Detailed convergence studies are presented and computational parameters are provided to achieve accuracies commonly required in practice. Comparisons to analytic and current-benchmark density-functional results for atomic number Z = 1-92 are presented, verifying and providing a refinement to current benchmarks. An efficient, modular Fortran 95 implementation, dftatom, is provided as open source, including examples, tests, and wrappers for interface to other languages; wherein particular emphasis is placed on the independence (no global variables), reusability, and generality of the individual routines. 
Introduction
Atomic structure calculations are a lynchpin of modern materials theory. They provide the basis for understanding the properties of individual atoms and play a central role in electronic structure calculations of larger, multi-atom systems such as molecules, nanostructures, and solids [1] . In the latter context, being a core computational kernel for larger-scale calculations, both accuracy and efficiency are of prime importance. Such atomic calculations, solving radial Schrödinger or Dirac equations, can be found at the heart of plasma physics calculations [2] , all-electron electronic structure methods such as Korringa-Kohn-Rostoker (KKR) [3] , linearized muffin tin orbital (LMTO) [4] , and linearized augmented planewave (LAPW) [5] , pseudo-atomic-orbital based methods [6] , ab initio pseudopotential construction [1] , and projector augmented wave (PAW) [7] , relaxed-core PAW [8] , and all-electron pseudopotential (AEPP) [9] methods, among others.
Due to their central importance in the full range of electronic structure calculations, from isolated atoms to solids, a number of atomic structure codes have been developed over the decades, see, e.g., [10] [11] [12] [13] [14] [15] [16] . However, most have been developed within, and remain closely tied to, the specific larger-scale method of which they are a part, and hence are difficult to separate and use for other purposes. Indeed, it was precisely our own need for a robust and general solver for use in a finite-element [17] based AEPP [9] method that motivated the present work. Beyond difficulty to extract, however, existing codes have widely differing capabilities, efficiencies, robustness, and availability. Table 1 lists features of several established codes. Some solve the equations of density functional theory (DFT) while others solve Hartree-Fock (HF). Some are relativistic, others not. Some can be converged to high precision while others can be difficult to converge beyond the accuracies required by the larger codes of which they are a part. Some allow any mesh while others implement only exponential meshes. Some allow any potential while others implement only singular all-electron potentials. Some implement perturbation corrections for speed, others only bisection. Some are open source, others not. Note that the table shows only shooting-type solvers [18] , as we discuss in the present work. Other non-shooting type approaches, see, e.g., [19] [20] [21] [22] [23] [24] [25] [26] and references therein, have been developed and implemented as well but have not yet found wide adoption in larger-scale electronic structure calculations due in part to robustness issues (e.g., spurious states) which can arise [26] . Note also that the table is intended only as a general guide: in the context of any given feature, "No" should be understood to mean only that we did not find it straightforward to implement in the referenced code.
In the present work, we bring together ideas from a host of atomic structure codes developed over many decades, and add new ideas to increase ac- The remainder of the paper is organized as follows. Section 2 describes the radial Schrödinger, Dirac, and Poisson equations, associated asymptotics, and DFT equations to be solved. Section 3 describes the numerical methods used to solve the radial equations and eigenproblem, and meshes employed. Section 4 shows Schrödinger and Dirac results for singular and nonsingular potentials, relativistic and nonrelativistic DFT calculations of uranium, convergence studies determining parameters for specified accuracies, and comparison to established benchmarks [27] . We conclude in Section 5.
Equations

Radial Schrödinger equation
The 3D one-electron Schrödinger equation is given by
in Hartree atomic units, as we use throughout. For a spherically symmetric potential
eigenstates of energy and angular momentum can be written in the form
where n is the principal quantum number, l is the orbital angular momentum quantum number, and m is the magnetic quantum number; whereupon it follows that R nl (r) satisfies the radial Schrödinger equation l(l + 1) R nl (r) = Er 2 R nl (r).
The functions ψ nlm (x) and R nl (r) are normalized as 
The substitution P nl (r) = rR nl (r) and Q nl (r) = P nl (r) = R nl (r) + rR nl (r) can be used to write the second-order radial Schrödinger equation as a coupled set of first-order equations:
Q nl (r) = 2 V (r) − E + l(l + 1) 2r 2 P nl (r).
Such a first-order formulation facilitates solving both nonrelativistic Schrödinger and relativistic Dirac equations using the same techniques. The normalization of P (r) is
For a potential V (r) which behaves like −Z/r + V 0 near the origin, as in the vicinity of the nucleus, the asymptotic behaviors of P nl and Q nl are [30] P nl (r) = r l+1 ,
For large r, assuming V (r) → 0 as r → ∞, the asymptotic is [30] :
where
As solutions of a homogeneous system, P nl and Q nl are unique only up to an arbitrary multiplicative constant. These small-and large-r asymptotics provide starting values and derivatives for inward and outward numerical integrations.
Radial Dirac equation
The one-electron radial Dirac equation can be written as
where P nκ (r) and Q nκ (r) are related to the usual large g nκ (r) and small f nκ (r) components of the Dirac equation by
See for example [31, 32] for a discussion and derivation. The solutions of the Dirac equation are labeled by quantum numbers n and κ, where n is the principal quantum number and κ = 0 is an integer. Alternatively, they may be labeled by the triplet n, l, s, where l is the orbital angular momentum and
states (j is the total angular momentum).
κ is then determined by
The energy E does not contain the electron rest mass energy, so it can be compared directly to the corresponding nonrelativistic energy of the Schrödinger equation. The normalization of P nκ (r) and Q nκ (r) is
For potentials of the form V (r) = −Z/r + Z 1 + O(r), the asymptotic behavior at the origin for Z = 0 (Coulombic) is [33, 32] 
For Z = 0 (nonsingular) the asymptotic is [33] , for κ < 0
and for κ > 0
For large r, assuming V (r) → 0 as r → ∞, the asymptotic is [30] 
As in the case of the Schrödinger equation, P nκ and Q nκ are unique only up to an arbitrary multiplicative constant, and the above asymptotics provide starting values and derivatives for inward and outward numerical integrations.
Poisson equation
The 3D Poisson equation for the Hartree potential V H due to electronic density n is given by
(32) For a spherical density n(x) = n(r), this becomes
where n(r) is the radial particle (number) density, normalized such that
where N is the electron number. Substituting (33) into (34) and integrating, we obtain lim
from which it follows that the asymptotic behavior of V H (r) is
Integrating (36) and requiring V H → 0 as r → ∞ then gives the corresponding asymptotic behavior for V H (r):
For small r, the asymptotic behavior can be obtained by expanding n(r) about r = 0:
Integrating and requiring V H (0) finite then gives
with linear leading term; so that we have
Integrating (39) then gives
with leading constant term C = V H (0) determined by Coulomb's law:
Finally, from (40) we have that
The above asymptotics provide starting values and derivatives for inward and outward numerical integrations.
Kohn-Sham equations
The Kohn-Sham equations consist of the radial Schrödinger or Dirac equations above with an effective potential V (r) = V in (r) given by (see, e.g., [1] )
where V H is the Hartree potential given by the solution of the radial Poisson equation (33) , V xc is the exchange-correlation potential and v = − Z r is the nuclear potential.
The total energy is given by
the sum of kinetic energy
where nl are the Kohn-Sham eigenvalues, Hartree energy
exchange-correlation energy
where xc (r; n) is the exchange and correlation energy density, and Coulomb energy
with electronic density in the nonrelativistic case given by
where P nl is the radial wavefunction (Eq. (7)) and f nl the associated electronic occupation. In the relativistic case, the electronic density is given by
where P nls and Q nls are the two components of the Dirac solution (Eqs. (15), (16)) and f nls is the occupation. In both cases above, n(r) is the electronic particle density [electrons/volume], everywhere positive, as distinct from the electronic charge density ρ(r) [charge/volume]: ρ(r) = −n(r) in atomic units.
These equations are solved self-consistently (see, e.g., [1] ): an initial density n in and corresponding potential V in are constructed; the Schrödinger or Dirac equation is solved to determine wavefunctions R nl or spinor components P and Q, respectively; from these a new density n out and potential V out are constructed; and from these, a new input density n in and potential V in are constructed. The process is continued until the difference of V in and V out and/or n in and n out is within a specified tolerance, at which point self-consistency is achieved. This fixed point iteration is known as the self-consistent field (SCF) iteration. We employ an adaptive linear mixing scheme, with optimized weights for each component of the potential to construct new input potentials for successive SCF iterations. In order to reduce the number of SCF iterations, we use a Thomas-Fermi (TF) approximation [34] for the initial density and potential:
The corresponding charge density is then
For simplicity, we consider only local-density approximation (LDA) and relativistic local-density approximation (RLDA) exchange and correlation potentials here. More sophisticated functionals can be readily incorporated. Our dftatom implementation uses the same parameterization as in NIST benchmarks [27] :
where the exchange and correlation energy density LD xc can be written as [ 
with electron gas exchange term [1]
and Vosko-Wilk-Nusair (VWN) [35] correlation term is the Wigner-Seitz radius, which gives the mean distance between electrons. In the relativistic (RLDA) case, a correction to the LDA exchange energy density and potential is given by MacDonald and Vosko [36] :
,
.
Methods of solution
In this section, we discuss the radial integration methods, meshes, and eigenfunction isolation methods employed in the Kohn-Sham solution.
Runge-Kutta and Adams methods
To allow general, nonuniform meshes, all methods first transform equations on a general mesh R(t), 1 ≤ t ≤ N + 1, to equations on a uniform mesh t with step size h = 1. If the solution on a general mesh is P (r) and the transformed solution on the uniform mesh is u(t) then
The methods below require the values u(t) and derivatives u (t) on the uniform mesh, which we express in terms of the values P (r) and derivatives P (r) on the general mesh, and derivative R (t) of the function defining the general mesh.
The Runge-Kutta family of methods for the numerical integration of ordinary differential equations require the values of dependent and independent variables in the interior of the element (step). For example, the 4th-order Runge-Kutta (RK4) step for an equation of the form y = f (x, y) is:
Implicit Adams methods, on the other hand, use an extrapolation formula to advance the solution to the next grid point and then an interpolation formula to correct the value (predictor-corrector) using the grid points only. The 4th-order Adams outward extrapolation is given by
and interpolation by
Since the Schrödinger and Dirac equations are linear (for given effective potential in each SCF iteration), the interpolation can be determined analytically, thus eliminating predictor-corrector iterations, speeding up the calculation considerably. Both Schrödinger and Dirac equations can be written as
where for the Schrödinger equation, the matrix C is given by
and for the Dirac equation,
Then for outward integration, analytic interpolation gives:
See [30] for a detailed discussion.
For inward integration, the 4th order Adams inward extrapolation is given by
in which case, analytic interpolation gives:
In practice, we use RK4 to compute the first 4 points needed by implicit Adams, then switch to the more accurate implicit Adams method to compute the remaining points.
Mesh
The methods discussed here can use any desired mesh: uniform, hyperbolic, exponential, or other. In practice, however, as we show below, most atomic structure codes use some form of exponential (or "logarithmic") mesh, as this gives an efficient concentration of mesh points in the vicinity of the Coulomb singularity, where wavefunctions, densities, and potentials vary most rapidly. Given their particular prevalence, we discuss exponential meshes below, and provide associated routines in the dftatom distribution.
Every exponential mesh can be written as a function of exactly four parameters, r min , r max , a, and N , as follows:
for i = 1, 2, . . . , N + 1. Note that in the above we have explicitly included an arbitrary shift of origin. Without this, three parameters are of course sufficient to specify an exponential mesh. As we elaborate below, however, the flexibility to choose the initial point independent of other mesh parameters affords additional efficiency when employing asymptotic expressions for initial values. In the above form, all parameters have direct physical meaning: the mesh starts at R 1 = r min and ends at R N +1 = r max ; as shown below, the parameter a is the ratio of rightmost to leftmost element (mesh interval) lengths (determining the mesh gradation), and N is the number of elements in the mesh. The ratio q of any two successive elements can be calculated from (89):
It follows that the mesh gradation a can be expressed using the ratio q as a = q N −1 and thus a is the ratio of rightmost to leftmost element lengths.
The main advantage of this parametrization is that r min and r max are decoupled from the mesh gradation and number of elements and can thus be varied independently. Once r min is determined to provide sufficiently accurate asymptotic values, there is still freedom to change the gradation of the mesh by changing a. Then, after determining the optimal a, mesh convergence can be achieved by simply increasing N . By having the option to optimize a independent of both r min and N , one can reduce the number of elements N required for a given accuracy, thus speeding up the calculation.
Exponential meshes in common use are special cases of the above more general one. For example the first and second meshes in [27] are given by
Here, the meaning of i, N , r min , and r max is the same as in (89). This form is a special case of (89) with a = (r max /r min )
N . As such, the mesh is determined by three parameters r min , r max , and N , and the mesh gradation a depends on N and the fraction r max /r min . Note that this mesh does not allow r min = 0 (the mesh gradation would become infinite). For uranium, the first mesh has N = 15788, r min =
160×92
, and r max = 50; from which it follows that a = 7.353705 × 10 5 . The second mesh has N = 8000, r min = 10 −6 92
, and r max = 800 √ 92 ; from which it follows a = 7.651530 × 10 9 .
The third mesh in [27] is given by
The meaning of i is the same as in (89). The mesh is determined by three parameters A, B, and N . This is a special case of (89) with r min = A(e B − 1), r max = A e B(N +1) − 1 , and a = e B(N −1) . For uranium, the values in [27] are A =
92
× 10 −6 , B = 0.002304, and N = 9019; from which it follows that r min = 1.088140 × 10 −10 , r max = 50.031620, and a = 1.055702 × 10 9 .
The fourth mesh in [27] is given by: Table 2 Optimal mesh parameters for 10 −6 a.u. accuracy in total energy of uranium.
where ρ i is a uniform mesh with N elements such that R 1 = r min and R N +1 = r max . It follows that ρ i = i−1 N log rmax r min + log r min . Then substituting into (95) and simplifying, the expression (93) is obtained. As such, the fourth mesh is equivalent to the first. For uranium, the values in [27] are N = 2837, r min = , and r max = 50; from which it follows that a = 4.564065 × 10 9 .
To summarize, the parameters of the four meshes for uranium in [27] are then as follows. In Section 4.4, we determine optimal parameters for LDA and RLDA calculations, as shown in Table 2 . Here, the given r min , r max , and a can be used for all atoms, while the given N is sufficient for 10 −6 a.u. accuracy in total energy for uranium; it can be increased for higher accuracy and decreased for lower atomic numbers Z to improve speed while retaining 10 −6 accuracy, as we show in Section 4.4.
Shooting method for Schrödinger & Dirac eigenproblems
The required eigenfunctions are determined by the shooting method [18] : i.e., eigenvalues are guessed, radial integrations are performed, guesses are updated, and the process is repeated until convergence is achieved to the desired tolerance. For efficiency, we employ a combination of inward and outward integrations, bisection for robustness, and perturbation theory for efficiency once the solution is sufficiently close to convergence.
The outward integration starts at r min using the asymptotic from Section 2 with r = r min , then RK4 is used for the first four steps, then Adams for the rest. For the inward integration, a starting point r m is determined such that e −λrm is on the order of machine epsilon (e.g., ∼ 10 −16 in double precision), with λ determined from the large-r asymptotic for the Schrödinger or Dirac equation, as appropriate (Section 2). Then e −λrm is used for the last four points up to r m and inward Adams is used for the rest.
The outward integration is performed up to the classical turning point r ctp , defined by V (r ctp ) = E. Bisection is used to converge the energy to the point that the associated radial solution has the correct number of nodes (n − l − 1). After the correct number of nodes is obtained, two approaches are considered to complete the eigenfunction computation.
The first approach is bisection: the outward integration is continued from r ctp to the rest of the domain and the total number of nodes is counted. If the number is strictly greater than n − l − 1, then the energy E is above the eigenvalue, otherwise it is below the eigenvalue. Bisection is used to refine the eigenvalue to specified accuracy.
The second approach uses a perturbation correction for the energy, using both inward and outward integrations. It typically converges an order of magnitude faster than outward-only bisection once the correct number of nodes is obtained. For the Schrödinger equation, the following correction is used [30, [37] [38] [39] :
where E 1 is the energy used to calculate P (r) and Q(r). The inward integration is multiplied by a constant so that it matches (in value) the outward integration at the classical turning point r ctp . This leaves a jump in the derivative of the outward integration Q(r − ctp ) and inward integration Q(r + ctp ). E 2 is the new energy for the next iteration. Usually around five iterations are sufficient to achieve 10 −13 accuracy in energy.
For Dirac equation, the following correction is used [30, 40] :
After the correct number of nodes is determined, the perturbation correction is tried first. If it fails to converge (as can occur, e.g., for a too-confined domain), we fall back to outward-only bisection for robustness. For positive energies, the perturbation correction is inapplicable and outward-only bisection is used exclusively. Physically, the outward-only bisection method solves the atom in an infinite potential well of the size of the domain while the inward-outward perturbation method solves an atom in an infinite domain (by virtue of the asymptotic inward integration). As such, for large r max , the two methods converge to the same value, but for small r max the eigenvalues can differ between methods. (An r max study is needed to determine sufficient r max , as we show in Section 4).
All normalization and other integrals are calculated on [r min , r max ], avoiding the Coulomb singularity at r = 0. Hence, convergence with respect to r min (typically ∼ 10 −8 a.u.) must be checked, as we show in Section 4.
Outward Poisson integration
Since asymptotics are known at both ends of the domain (Section 2.3), it is possible to integrate the Poisson equation either inward or outward. Unlike other available codes [10] [11] [12] [13] [14] [15] [16] , we employ outward integration here in order to more accurately resolve rapid variations in core region. This better resolves the most tightly bound states (e.g., 1s and 2s), in particular.
Since charge is omitted around the Coulomb singularity at r = 0 (0 < r < r min ), we take as initial conditions, consistent with Eqs. (42) and (43):
Then RK4 is used for the first four points, after which the Adams method is used with predictor-corrector for the rest. Here again, convergence with respect to r min must be checked, as we show in Section 4.
Having a precise Poisson solver is crucial to resolve all Kohn-Sham states accurately. With this outward solver, Kohn-Sham eigenvalues are typically an order of magnitude more precise than the total energy, with the most pronounced effect on the more tightly bound states. This is in contrast to other solvers [27] which typically resolve eigenvalues less accurately than total energies.
Outward integration of the Poisson equation has been considered previously [41, 42] . However, rather than solving the differential equation, these authors compute V H (r) using the integral formulation, which has implicit the initial conditions V H (r min ) = V H (r min ) = 0, shifting energies by 4π rmax r min rn(r) dr, subtracted subsequently. Outward integration of the differential equation has been discussed in [39] , where integration of the differential equation for Y (r) = rV H (r) is considered with initial conditions Y (r) = Y (r) = 0, with subtraction of the associated energy shift subsequently.
Results
Analytic test case: V = −Z/r
To verify the accuracy of the solver and establish convergence indicators, the Schrödinger and Dirac equations are solved for potential V = −Z/r with Z = 92, for which analytic results are available. r min , r max , and N convergence studies are run for all eigenvalues with n ≤ 7. In the resulting plots, E − E prev gives the change in energy with change of parameter being studied: e.g., as r min is decreased toward convergence, r min = 10 −4 , 10 −5 , . . . , 10 −14 , E − E prev at r min = 10 −7 is the difference of computed energies at r min = 10 −7 and r min = 10 −6 . E − E conv is the difference of the computed energy from the fully converged value: e.g., E − E conv at r min = 10 −7 is the difference of energy at r min = 10 −7 from the fully converged value at r min sufficiently small that reducing it further does not reduce the error further (due to finite precision). Note that convergence plots omit points at converged values of parameters (r min , r max , N ) because energy differences E − E conv are identically zero there, and so cannot be plotted on the log scale.
For the Schrödinger equation, the r min convergence study was run with a = 10 9 , r max = 50, and N = 50000. From the resulting plot (Fig. 1a) , we see that r min = 10 −7 is a converged value; decreasing r min further does not reduce energy differences further. The r max convergence study was run with a = 2.7 · 10 6 , r min = 10 −7 , and N = 50000. From the resulting plot (Fig. 1b) , we see that r max = 3.5 is a converged value. Finally, the N study was run with a = 2.7 · 10 6 , r min = 10 −7 , and r max = 50. From the plot (Fig. 1c) , it is determined that N = 50000 is a converged value.
From these results, it is seen that the fixed parameters for each convergence study were fully converged and the error indicator in each case was below 10 −10 a.u. Table 3 compares the computed eigenvalues to exact values (− Z 2 2n 2 ) for this analytic test case and it is verified that the absolute error of the computed values is below 10 −10 , as indicated by the convergence studies.
Of course, smaller N could be used to achieve the above accuracies using the converged r min and r max values indicated by the above studies, then optimizing the mesh gradation a to minimize the required N . The purpose of the present analytic case study, however, is to verify the accuracy of the solver and establish the robustness of convergence indicators, E − E prev and E − E conv . Optimal a and N are discussed in Section 4.4.
For the Dirac equation, the N study is first done for r min larger than 10
and N = 200000 was obtained as a converged value (a = 10 9 was used so that convergence was obtained for tractable N for all r min ). The r min study was then run and determined r min = 10 −8 as a converged value, giving accuracy better than 5 · 10 −10 a.u. r max = 50 was used and it was verified that it is a converged value. Table 3 Computed and exact Schrödinger eigenvalues for V = − eigenvalues
for the Coulomb problem, and it is verified that the absolute error is below 5 · 10 −10 a.u., as indicated by the convergence studies. Note: all numerical and analytic calculations in this paper use the 1986 CODATA [43] recommended value c = 137.0359895 a.u., the same value as in NIST benchmarks [27] . Table 5 shows computed Schrödinger eigenvalues for the harmonic oscillator potential V (r) = 1 2 ω 2 r 2 with ω = 1 compared to exact values Table 4 Computed and exact Dirac eigenvalues for V = − Asymptotics (10), (11) are used for outward integration, with perturbation correction turned off due to positive energies. It is seen that r min = 10 −7 a.u., r max = 10 a.u., a = 10 and N = 5000 are sufficient to obtain eigenvalues accurate to < 10 −8 a.u. (24), (25) and (26), (27) are used for outward integration, with perturbation correction again turned off due to positive energies. Lacking analytic results for comparison, we compared instead to independent high-order finite-element based calculations [44] which require no assumptions of asymptotic forms or determination of sufficiently small r min > 0. For r min = 10 −8 a.u., r max = 10 a.u., a = 80, and N = 5000, we find agreement of all eigenvalues to < 10 −8 a.u., with values very near to the corresponding Schrödinger results due to the relative weakness of the potential, in stark contrast to the singular Coulombic case. Note that, unlike the case of a singular potential, the number of nodes for κ > 0 is only n − l, whereas the number of nodes for κ < 0 remains n − l − 1, as in the singular case.
Nonsingular test case:
V = 1 2 ω 2 r 2E nl = ω 2n − l − 1 2 .(102)
Double minimum potential
A problem that is known to cause difficulties for shooting solvers is the double minimum problem. A classical example is the electronically excited E, F 1 Σ + g state of the hydrogen molecule [45, 46, 20] , but such potentials occur in electronic structure also [47] .
The potential is given on a discrete grid in Table 6 Computed Dirac eigenvalues for V = several options for interpolating the potential, each giving slightly different energies. For the present purposes, cubic spline interpolation was used, with consistent boundary conditions at both ends (second derivative consistent with cubic interpolant), see Fig. 2 . We have implemented Lagrange (as in [46] ) and Hermite (as in [45] ) interpolation also, included in the distribution of dftatom [29] .
The problem is solved for r max = 12 a.u., with reduced mass µ = 1836.12/2 a.u. and conversion of E from a.u. to cm −1 via (−0.625 − E) · 219474.62, as in [45] . First, an N -convergence study was performed to determine N = 50000 sufficient to converge all eigenvalues to < 10 −12 a.u., see Figs. 3a and 3b. Convergence with respect to r min was then studied with N = 50000, see Fig. 3c , from which a converged energy and r min were determined for each eigenvalue, as shown in Table 7 . Fig. 3d shows the convergence with respect to these converged energies. From these, we find eigenvalues stable to < 10 −8 a.u. with respect to both r min and N .
To verify the results, we compared to independent high-order finite-element based calculations [44] on the interval [0, 12] a.u., which require no assumptions of asymptotic forms or determination of r min . Agreement was obtained for all eigenvalues to < 10 −8 a.u. (< 10 −2 cm −1 ). To compare to [20] , we implemented the finite difference method described there and used a uniform mesh with N = 100000 points on the interval [0, 12] a.u. The results are shown in the Table 7 . As can be seen, agreement is again obtained to < 10 −8 a.u. (< 10 −2 cm −1 ). We thus obtain agreement of all eigenvalues to < 10 −8 a.u. by three independent methods and codes. Remaining differences from [45] and [20] are thus most likely attributable to differences in interpolation, choice of r min , and/or convergence with respect to other computational parameters. Table 7 Computed Schrödinger eigenvalues for double minimum potential. The r min column shows values that were used for the shooting method. The finite difference (FD) method was used on the interval [0, 12].
Uranium
We now consider full, self-consistent nonrelativistic (LDA) and relativistic (RLDA) Kohn-Sham calculations of the ground state of uranium: a stringent test case, as numerous eigenstates are required, with tightly bound, highly oscillatory s states, spanning energies from ∼ −0.1 to ∼ −4, 000 a.u.
We use the same electronic configuration as in [27, 28] 3 , 6s 2 , 6p 6 , 6d 1 , 7s 2 ; and for the relativistic calculation, the occupation of each l-shell is split according to the degeneracy of j = l + We first determine sufficiently large r max that the associated error (due to confining wavefunctions and potentials) is below the level of other sources in the calculation. We start by setting r min , r max , a, and N to typical values consistent with previous findings [27] . We then increase N to converge to the limit of finite precision. Then, increasing r max in LDA (Figs. 4b and 4c) and RLDA (Figs. 5b and 5c) calculations (with perturbation correction turned off), considering both eigenvalues and total energy, shows that r max = 50 a.u. is a well converged value for both LDA and RLDA, consistent with previous findings [27] .
The aim of the next N study is then to find N (and a) such that the total energy is converged for broad range of r min , so that such N can be used for the r min study. In theory, by simply increasing N , the total energy must eventually converge, but for small a (low concentration of grid points around the origin), the required N might be very high. There is some coupling of r min and a due to closer approach to the singularity at r = 0 for smaller r min : smaller r min requires somewhat larger a for a given N and accuracy. It was found that using a = 10 9 , full convergence is achieved for all r min > 10 −14 with N = 50000.
The initial point r min > 0 determines the accuracy of the asymptotics used to start the radial integrations, which are exact only in the limit r → 0. The goal of the r min study is to find fully converged r min such that the associated error is at the limit of finite precision; so that decreasing further does not improve results. To do so, the fully converged a and N are taken from the initial N study, then converged total energies are calculated for all r min from 10 −14 to 10 −5 . Fig. 4a shows the r min study for the LDA calculation. As can be seen, the total energy is converged for r min = 10 −7 and decreasing r min further, the error indicators remain below the 5·10 −9 level. Choosing r min smaller than 10 −7 does not increase accuracy further. In general, choosing r min as large as possible avoids the need for excessive grid points to resolve rapidly varying potentials, densities, and wavefunctions in the vicinity of the Coulomb singularity at r = 0. As such, r min = 10 −7 is used, as it gives sufficiently accurate asymptotics such that the associated errors are reduced to the limits of finite precision (which eliminates r min from consideration when choosing other parameters), is consistent with values adopted previously [27] , and is not so small as to require excessive grid points around the origin. Fig. 5a shows the r min study for the RLDA calculation. Using the same procedure as for the LDA calculation, r min = 10 −8 was chosen.
Now the optimal mesh for 10 −6 a.u. accuracy in total energy is found by setting r min and r max to converged values and varying the mesh gradation a to minimize the number of elements N required to achieve the specified accuracy. Proceeding in this way, we find optimal mesh parameters as in Table 2 for 10 −6 a.u. accuracy in the total energy of uranium.
Having determined converged r min , r max , and optimized a (Table 2) , we take N to convergence (Fig. 4d ) to find converged total energy and orbital energies (Table 8) with error < 10 −8 a.u. for the LDA calculation.
Proceeding similarly for the RLDA calculation, we take N to convergence (Fig. 5d ) to find converged total energy
and orbital energies (Table 9 ) with error < 10 −8 a.u. for the RLDA calculation also.
Optimal N
In the previous section, for converged r min , r max , and optimized a (Table 2) , sufficient N was determined to achieve 10 −6 accuracy in total energies for uranium. In this section, we determine sufficient N for a series of accuracies, from 10 −3 to 10 −8 a.u., for all elements Z = 1 -92. Table 9 Computed relativistic (RLDA) eigenvalues for uranium (10 −8 a.u. accurate). (Dirac) Kohn-Sham equations.
For simplicity, we use the same converged r min , r max , and optimized a (Table 2) for all atoms and just vary N for each atom to find a sufficient value for the specified accuracy. The N shown in Figs. 6a and 6b is mainly for use as a starting point. Sufficient N will vary somewhat with the choice of exchange-correlation, and very much so with the choice of r min , r max , and a. If any of these are changed, as may be desired to find more optimal values for different atoms and/or accuracy requirements, a new N study will be required to determine sufficient N . If, however, the converged r min , r max , and a from Table 2 are used, then convergence can be attained for any atom to the limits of machine precision by simply increasing N .
By setting N = 50000 with converged r min , r max , and a from Table 2 , fully converged total energies and Kohn-Sham eigenvalues are obtained, and used to compute errors for Figs. 6a and 6b.
Numerical error
The intrinsic numerical error of the Schrödinger, Dirac, and Poisson solvers is O(h 4 ), where h is the mesh spacing, since we use 4th-order Runge-Kutta and Adams methods. For the uranium test case, the convergence rate in terms of the number of mesh points N (∝ 1/h) can be estimated from the Nconvergence studies (Fig. 4d and 5d ) plotted on a log-log scale, as shown in Figs. 7a and 7b. For comparison, the line N −4 is plotted also (shifted to agree at lowest N ). As can be seen, the actual convergence follows N −4 almost exactly, indicating an error of O(h 4 ), consistent with the order of methods employed.
Comparison to current benchmarks
Using the meshes from Table 2 with converged N = 50000, the computed Kohn-Sham total energies and eigenvalues were compared with current benchmark values [27, 28] for all atoms Z = 1 -92 for LDA (Schrödinger) and RLDA (Dirac) Kohn-Sham calculations. It was found that the computed total energies were all within 5.29 · 10 −7 of benchmark values for LDA and within 5.31 · 10 −7 for RLDA; and that the computed eigenvalues were all within 1.24 × 10 −6 of benchmark values for LDA and within 1.37 × 10 −6 for RLDA.
Reference [27] claims 10 −6 a.u. absolute accuracy for Kohn-Sham total energies and finds maximum deviations among different codes of 2 · 10 −6 for associated eigenvalues. Our results, converged to < 10 −8 a.u., verify that the total energies reported in [27] indeed have absolute accuracy 10 −6 a.u. or better; and furthermore, that the eigenvalues in [27] in fact have absolute accuracy 2 · 10 −6 a.u. or better.
Summary and conclusions
We have presented a robust and general solver for the solution of the radial Schrödinger, Dirac, and Kohn-Sham equations of density functional theory; and provided a modular, portable, and efficient Fortran 95 implementation, dftatom, along with interfaces to other languages and full suite of examples and tests. The solver brings together ideas from many different codes developed over the decades and in addition employs ideas such as outward Poisson integration for increased accuracy in the core region and perturbation with fallback to bisection for speed and robustness. The solver can accommodate any potential, whether singular Coulombic or finite, and any mesh, whether linear, exponential, or otherwise. We have demonstrated the flexibility and accuracy of the associated code with solutions of Schrödinger and Dirac equations for Coulombic, harmonic oscillator, and double minimum potentials; and solutions of Kohn-Sham and Dirac-Kohn-Sham equations for the challenging case of uranium, obtaining energies accurate to 10 −8 a.u., thus verifying and refining by two orders of magnitude current benchmarks [27] . We have shown detailed convergence studies in each case, providing mesh parameters to facilitate straightforward convergence to any desired accuracy by simply increasing the number of mesh points.
At all points in the design of the associated code, we have tried to emphasize simplicity and modularity so that the routines provided can be straightforwardly employed for a range of applications purposes, while retaining high efficiency. We have made the code available as open source to facilitate distribution, modification, and use as needed. We expect the present solvers will be of benefit to a range of larger-scale electronic structure methods which rely on atomic structure calculations and/or radial integrations more generally as key components.
