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Abstract 
Heydemann, M.C., J.C. Meyer, J. Opatmy and D. Sotteau, Forwarding indices of k-connected graphs, 
Discrete Applied Mathematics 37/38 (1992) 287-296. 
For a given connected graph G of order n, a routing R is a set of n(n - 1) simple paths one specified for 
each ordered pair of vertices in G, the pair (G, R) is called a network. The vertex (respectively edge) 
forwarding index &G, R) (respectively n(G. R)) of a network (G, R) is the maximum number of path5 
of R passing through any vertex (respectively edge). 
In this paper we give upper bounds on these parameters, in terms of the number of vertices and the 
connectivity of the graph, solving some conjectures given in a previous paper. 
1. Introduction 
A routing R of a connected graph G of order n is a set of n(n - 1) elementary 
paths one specified for each ordered pair u, u of vertices of G. R(u, v) will denote 
the path from u to u in the routing R of G; note that R(u, o) is not necessarily the 
same as R(g, u). A network (G, R) is defined as a graph G with a routing R. If each 
path R(u, o) of R is a shortest path from u to O, we say that we have a routing of 
shortest paths and denote it by R,, . 
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If some nodes or links fail, it is important to know which paths of the network 
are destroyed, and quite naturally it seems that a “good” routing should not load 
any vertex or edge too much, in the sense that not too many paths of the routing 
should go thrcugh it. It order to measure the load of a vertex, Chung, Coffman, 
Reiman and Simon introduced in [2] the notion of forwarding index. 
The load of a vertex o in a given routing R of a graph G, denoted by <(G, R, u), 
is the number of paths of R going through o (where o is not an endvertex). The 
vertex forwarding index of a network (G, R) is the maximum number of paths of 
R going through any vertex u in G and is denoted by <(G,R): 
QG, R) = max <(G, R, u). 
OE V(G) 
For a graph G, the minimum of the forwarding indices of the networks (GJ?), 
taken over all possible routings R, is denoted by c(G) and called the vertex forward- 
isg index of G; the minimum taken over ail the routings of shortest paths is denoted 
bY L,(G). 
t(G) = mJn <(G, R) and L(G) = yin T(G, R,,, ). 
0, 
Simi!arly, and as in [3], the load of an edge e in a given routing R of G, denoted 
;rr(G,R,e), is the number of paths of R which go through it. The edge forwarding 
index of (G,I?), denoted by n(G, R), is the maximum number of paths of R going 
through any edge of G: 
W, R) = ey;;, R(G, R, e), 
and the edge forwarding indices of G are: 
z(G) = m..n rr(G, R) and R,,,(G) = r$n n(G, R,,,). 
!I, 
For definitions and notations not given here, see [l]. 
If A and B are subsets of vertices of G, R(A, B) will denote the set of paths of 
R between A and B (from A to B and from B to A). An edge joining two vertices 
u and LJ will be denoted uv, and a path will be denoted by the sequence of its vertices, 
for example, P = x0x1 . . . x, _ 1 . All the graphs considered in this paper are connected 
if nothing else is specified. 
It is easy to observe that if R1 is a routing of a graph G such that <(G, R,) = r(G) 
(z(G, RI) = z(G) respectively), then there exists a louting R2 such that <(G, R2) = 
r(G) (z(G, Rz) = z(G) respectively), and 
R,(x,y)= R2(y,x)=xy for each edge xy of G. (1) 
Thus in the sequel we will only consider routings satisfying (1). 
In Sections 2 and 3 of this paper we give bounds on the vertex and edge forward- 
ing indices of a graph G in terms of its number of vertices and its connectivity. Some 
of these bounds were conjectured in [3]. 
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2. Vertex forwarding index 
Let us recall the following result of 131. 
Theorem 2.1. If G is a 2-connected graph of order n, then c(G) s (n - 2)(n - 3)/2 
and this bound is best possible in view of K2.n _ 2. 
In the case of routings of shortest paths the following conjecture was stated. 
Conjecture 2.2. If G is a 2-connected graph of order n> 6, then 
&,,(G)sn2-7n+ 12. 
This conjecture is proved in [3] for graphs of diameter 2. In this section we prove 
it in the general case when nr7 and we give a sharper bound for graphs of higher 
connectivity. We need the following lemma. 
Lemma 2.3. Let G be a connected graph of order n. For any two vertices x and y 
of G and any routing R,,, of shortest paths in G, we have 
T(G, R,,,, x) + C(G, R,,,, Y) 5 
3n2-(10+2c)n+c2+8 
2 
9 
where c is the number of vertices equidistant from x and y. Moreover if G is 
2-connected, then 
T(G, R,,,, x) + T(G, R/n, Y) 5 
3n2-(14+2c)n+c2+4c+ 16 
. 
2 
Proof. Let x and y be two vertices of G and R a routing of shortest paths in G. Let 
A = be W)--(x) 1 dWWd(y,u)), 
B= {ME UW- {Y) 1 d(x,~Pdbw)), 
C= (u e V(G) 1 d(x, u) = d(y, u>}, 
anda= IAl, b= lB1, c=)CI.WehaveAUBUC=V(G)-{x,y].SinceRisarouting 
of shortest paths in G, a path of R going through x cannot have both endvertices 
in B, nor one endverterc in C and the other in B. Let r be the number of paths of 
R going through x and with both endvertices in C. We have 
~(~R,~)~IR(A,A)UR(A,Y)UR(A,C)UR(A,B)I+~ 
and similarly 
=a(a- 1)+2a+2ac+2ab+r, 
c(G,R,y)lb(b- l)+2b+2bc+2ub+rr, 
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where r’ is the number of paths of R going through y and with both endvertices in 
C. Since a shortest path in G with both endvertices in C cannot go through both 
x and y, we have r+ r’s c(c - 1). So 
c(G,R,x)+<(G,R,y)ra(a- l)+b(b- l)+c(c- 1)+4ab++ac+2bc 
+ 2a+2b 
=a2+b2+c2+4ab+2ac+2bc+a+b-c. 
Since n=a+b+c+2 we have 
r(G,R,x)+c(G,R,y)r(n-2)2+2ab+a+b-c 
and 
2ab+a+b< (n-i-d2 +n-2-c. 
Therefore 
C(G, R, x) + T(G, R, Y) 5 
3n2-(1Q+2c)n+c2+8 
. 
2 
If G is 2-connected, G -x is connected. Consider a spanning tree T of G -x. The 
tree T contains at least a edges each of which has at least one end in A. For such 
an edge uv the paths between u and v do not go t!irough x. Therefore the upper 
bound of c(G, R,x) can be reduced by 2a; similarly, the upper bound on {(G, R, y) 
can be reduced by 2b. This observation yields the upper bound 
W, R,w x) + T(G R,,,, Y) 5 
3n2-(14+2c)n+c2+4c+ 16 q 
. 
2 
Theorem 2.4. For any 2-connected graph of order n 27, 
&,(G)~n2-?n+ 12 
and this bound is best possible since it is reached for a fan of of-der n (that is, the 
join of a vertex and a path of order n - 1). 
Proof. The proof is by contradiction. Let G be a 2-connected graph of order n such 
that r,(G) 1 n 2 -7n + 13. Let R be a routing of shortest paths of G such that 
T(G, R) = MG) in which the minimum number of vertices z of G satisfy <(G, R,z) = 
c(G, R). Let x be a vertex of G such that r(G, R,x) =r(G, R). As in the proof of 
[3, Theorem 4.21, the number of couples of vertices at distance more than 2 in G-x 
is at most n2 - 7n + 12. Therefore there exists a couple (u, v) of vertices of G-x 
such that R(u, v) = uxv and a vertex y of G-x adjacent o both u and v. By Lemma 
2.3, since x and y have two common neighbours u and v, 
c(G,R,y)s 3n2-;n+2g n2 -<(G,R,x)s-2--2n+ 1. 
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But, for n17, n2/2-2n+ 1 <n2 - 7n + 12. So the routing R” which is derived from 
R only by replacing R(u, U) by R’(u, u) = uyv, is a routing of shortest paths such that 
g(G, R’) = r,(G) for which fewer vertices z of G satisfy ((G, R’,z) = c,(G). This 
contradicts the hypothesis on R. q 
We now give some results for k-connected graphs. 
Lemma 2.5. Let G be a k-connected graph of order n. The number of couples of 
distinct vertices at distance at most 2 in G is at least min(2kn, n(n - 1)). 
Procrf. For every x in v(G), let a(x) = I{ y E C/(G) 1 y fx, d(x, y) 5 2) I. If a(x) < n - 1 
there exists a vertex y in G such that d(x, y)~ 3. By Menger’s theorem there exist 
at least k vertex disjoint paths with endvertices x and y. On each path there are at 
least two distinct vertices at distance 1 or 2 from x. Therefore a(x)= 2k. So, for 
every x in v(G), we have a(x) 2 rnin(2k, n - 1) and the number of couples of vertices 
at distance at most 2 in G, namely C,, V(G) a(x), is at least min(2kn, n(n - 1)). Cl 
Theorem 2.6. For any k-connected graph G of order n with k 2 3 and n ~8k - 10, 
&,,(G)rn2-(2k+l)n+2k. 
The proof is exactly the same as that of Theorem 2.4, using Lemmas 2.3 and 2.5. 
We note that this bound is best possible for all odd k, as can be seen from the 
(2p+ 1)connected graph formed by joining one vertex to all vertices of Cc_ ,, the 
pth power of a cycle of length n - 1; the graph C:_ , is 2p-connected (see for 
example [4]). 
The best upper bound on c(G) for 2-connected graphs is (n - 2)(n - 3)/2 which 
is much smaller than the best upper bound on 4,,,(G) namely n 2 - 7n + 12, given in 
Theorem 2.4. Similarly we can state the following problem for k-connected graphs. 
PreMem 2.7. Find the best upper bound f(n, k) such that for any k-connected graph 
G of order n with kz 3, c(G) rf (n, k) for n large enough compared to k. 
Manoussakis and de la Vega [6] have proved that f (n, k) I (n - l)(n - k - 1)/k and 
they conjecture the bound f (n, k) I (n - k)(n - k - 1)/k which would be best possible 
in view of the complete bipartite graph Kk,k _&. 
3. Edge forwarding index 
We will give now a solution of a conjecture from [3] on the best upper bound on 
n(G) for 2-connected graphs. 
Theorem 3.1. If G is a 2-edge connected graph of order n, then z(G) I Ln 2/4J and 
this bound is best possible in view of the cycle C,, (see 131). 
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We will first give four lemmas which will be needed for the proof of Theorem 3.1. 
The following result is well known [5]. 
Lemma 3.2. If G is a 2-connected graph which is not a cycle, then G = G, U 
G2 U .*e U G, where G, is a cycle and Gi , 2 zs i5 r, is a path having exactly its end- 
vertices in common with G1 U Gz U l me U Gi_ I. Furthermore ach cycle of G can be 
chosen as cycle G, . 
Lemma 3.3. Let G be an edge criticah’y 2-connected graph of order n 2 5 which is 
not a cycle. Then G contains a path P and a cycle C such that 
(i) the internal vertices of P are of degree 2, 
(ii) the endvertices of P are on C, 
(iii) if t is the length of P, then 2 I t 5 (n -I- 1)/3. 
Proof. By Lemma 3.2, G= Gr U G2 l =. U G, where Gr is a longest cycle of G 
and Gi+r, ir 1, is a path having exactly its endvertices in common with Gr U 
Gz U l ** U Gi. Since G is edge critically 2-connected, the length of Gi+ 1, iz 1, is 
greater than 1. The length of G, is less than (n + 1)/3, otherwise we could find 
a cycle of G containing Gr with more vertices than G1 contradicting the choice 
of G1. Cl 
Lemma 3.4. Let G be a graph of order n I 5 which contains a path P and a cycle 
C satisfying the conditions (i), (ii) and (iii) of Lemma 3.3. Let G’ be the graph ob- 
tainedfrom G as follows. If P=poplp2 . . . pI with p. and p, on C and if a and b are 
respective neighbours of pO and p, on the same subpath of C delimited by po and 
y, , G’ is the graph obtained from G by deleting the vertices pi, ~2, l . . , p, _ 1 and 
replacing the edges pOa and p, b of C respectively by paths PI a with 
P, = POP1 Pz l l - PM and bP2 with P2 - p,,, + 1 . . . p, _ Ip, where m = It/2J. Then 
Ir(G)imax(rr(G’), Ln’/dJ). 
Proof. Let R’ be a routing of G’ such that n(G’,R’) = n(G). We will define a 
routing R of G such that 
- VeEG-(PU(pOa,ptb)), Ir(G,R,e)<njG’,R’,e), 
- VeEP, Ir(G,R,e)sLn2/4J, 
- Ic(G,R,p~a)~n(G’,Rf9p,,,a), 
- ~(G,R,p,b)~71(G’,R’,p,,,+Ib)~ 
The lemma will then follow immediately. 
We define a routing R of G as follows. Consider any two vertices x and y of G-P. 
if in G’, R’(x, y) does not go through any edge of P1 or P2, then we take R(x, y) = 
R’(x, y). Note that if R’(x, y) contains one edge of P,, it necessarily contains P,a 
since all interval vertices of P,a are of degree 2 (and similarly for P2). If R’(x, _Y) 
contains P,a (respectively P2b), then we take for R(x, y) in G the path obtained 
from R’(x, y) by replacing P,a (respectively P2b) by the edge pea (respectively p, b). 
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We now define the paths of R bet ween any vertex pi of Pand any vertex  of G-P. 
If pi is in P1 and we have R’(pi,X)=pipi+] ._.pmaQ in G’, then we take R(pi,x)= 
pipi_, . . . poaQ in G, where Q is in G the same path as Q, with possibly the subpath 
P,b (W bPz) replaced by the edge p,b (or bpr). If R’(pi,X)=pipi-l . ..poQ in G’, 
then we take R(pi,X)=pipi_l . ..po& in G. If pi is in Pz, we take R(pi,X)= 
pipi+* l **P,bQ if R’(pi,x)=PiPi-I l -eP,,1+lbQ and R(Pi,X)=PiPi+l**=PIQ if 
R’(pi,X)=PiPi+l l ** p, Q, where Q is the same path as Q, with possibly the subpath 
P,a (or aP,) replaced by the edge pOa (or ap,). We perform a similar construction 
to obtain the path R(X,pi). 
Finally, let us define the paths of R between two vertices u and o of P to be the 
subpaths P(u, u) and P(u,u) of P. 
Clearly, the load induced by all the50 paths of R on edges of G - (PU (poci,p, bj) 
is at most equal to the one induced by the corresponding paths of R’ in G’ and the 
load induced on pea (respectively p, b) is at most the one induced in G’ on pnta 
(respectively pnl + 1 b). 
Let US show now that, for any edge e,=pipi+l, O~ilt-I, of P, n(G,R,ei)S 
Ln2/4J. 
For any i, lrism-1 we have 
n(G,R,ei) 5 n(G,R,ei_l)-2(n-(t+ 1))+2+2i). 
Indeed the load induced on ei by paths between vertices of P is 2(i+ l)(t- i) and 
the one induced on ei_ 1 is 2i(t- i+ 1). All the paths between a vertex of P and a 
vertex of G-P which go through ei also go through ei_ 1; moreover, the paths be- 
tween pi and G -P go through e, _ 1 but not through ei. SO we have R(G, R, e+ 
~(G,R,ei_1)-2n+4t-4i+21~(G,R,eii_I) since tSL(n+l)/JJ. 
Similarly, for any i, [t/21 size I- 2, we have z(G, R,ei)% z(G, R,ei+ I). Indeed, 
we have 
n(G,R,ei)S 7z(G,R,ei+1)-2(n-t-1)+2(i+l)(t-i)-2(i+2)(t-i-1) 
zs n(G,R,ei+1)-2n+4i+6 
since t I (n + 1)/3. Thus e. and e, _ I are the most loaded edges of P. We have 
z(G,R,eo) = 2t+2 5 
11 
(n-t-195 t(~-t+l) 
and, therefore, z(G, R, eo) I n2/4 for any 2 5 tl (n + 1)/3 when n 2 9 and, similarly, 
for n(G, R, e,_ I). For 5 in I 8 it is possible to modify the routing only between ver- 
tices of P to get the same result. 0 
Lemma 3.5. For any 2-edge connected graph G there exists a 2-connected graph G’ 
such that IT(G) I z(G’). 
294 M.C. Heydemunn et al. 
Proof. Let a be a cut vertex of G and Gt and G2 two counected components of 
G-a. Let b and c be two vertices of Gt and Gz adjacent o a. Remark that since 
G is 2-edge connected there exist other edges than ab and ac between a and G, and 
Gz. Let G’ be the graph obtained from G by deleting the edges ab and ac and ad- 
ding the edge bc. Let R’ be a routing of G’ such that n(G’, R’) = rr(G’). Define a 
routing R of G from R’ by replacing the edge bc in any route of R’ containing it 
by the path bat. This routing satisfies n(G, R) s n(G’, R’) - z(G’), but the paths be- 
tween a and b, a and c respectively, are not the edge ab, ac respectively. However 
as observed in the first section this routing can be modified to give another one satis- 
fying equality (I) of Section 1. This shows that z(G)5 7t(G’). 
Therefore z(G)r n(G’). If G’ is not 2-connected we can repeat the above con- 
struction until we obtain a 2-connected graph. Cl 
Proof of Theorem 3.1. By Lemma 3.5 we assume that G is 2-connected. Let G be 
a 2-connected graph of order n. We delete edges of G until we get a subgraph AY 
of G which is edge critically 2-connected. Obviously, z(G) I n(H). 
Now, in the case n? 5, we construct 2 sequence of edge critically 2-connected 
graphs of order n, Ho = H, Ht, Hz and so on, where, at each step, Hi is obtained from 
Hi_ 1 in the same way as G’ is obtained from G in Lemma 3.4. This sequence is clear- 
ly finite and will end with a cycle C of length n. By applying Lemma 3.4 at each step 
we have z(H)smax(z(HI), Ln2/41)lmax(rr(H2), jn2/4J)+==lmax(z(C), Ln2/4J). 
Since 71(C) = Ln2/4! we have proved the theorem for n 2 5. 
In the case n I 4 the edge critically 2-connected graphs are themselves cycles so 
the result is clear. 0 
If we only consider routings of shortest paths, we have the following result [3]. 
Theorem 3.6. If G is a 2-edge connected graph, then 
L J 
and this bound is best possible in view of the following graph GO. GO is the disjoint 
union of two complete graphs on respectively L(n - 1)/2J and r(n - 1)/21 vertices 
and an extra vertex c, with an edge ab between the complete graphs and two edges 
ac and bc. 
In the case of 2-connected graphs the upper bound on z,(G) cannot be im- 
proved substantially, as shown by an example in [3]. We give another example of 
a 2-connected graph G, of order n for which n,(Gt) = Ln2/2 - n - 11121. G1 is the 
disjoint union of two complete graphs of order L(n - 3)/2j and r(n - 3)/21 with 
three extra vertices a, b and c. If u, o and u’, v’ are respectively distinct vertices of 
the two complete graphs, Gt contains a path u, a, b, c, u’ and edges MU’, va and co’. 
In the case of k-connected graphs we state the following problem. 
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Problem 3.7. Find the best functions g(n,k) and h(n, k) such that for any k- 
connected graph G of order n with k ~2, x(G) sg(n, k) and z,,,(G)5 h(n, k) for n 
large enough compared to k. 
The same problem can be considered for k-edge connected graphs. 
Let us recall the following conjecture [3]. 
Conjecture 3.8. For any k-edge connected graph G of order n, 
n2 
JMG) = 
(k- l)2 
y-(k-l)n+y . 
This conjecture is false. Indeed the edge forwarding index of each of the two k- 
edge connected graphs GO and Gr that we will exhibit now is greater than the con- 
jectured upper bound. 
Let GO be the graph containing four complete graphs A, B, C, D and a vertex x 
with IAI=L(n-2k+1)/2J, lBl=r(n-2k+1)/21, ICI=]DI=k-1. Let a be a 
vertex of A, b be a vertex of B. Vertices of C are connected to a and x, vertices of 
D are connected to b and x, and furthermore, GO contains the edge ab. It is not dif- 
ficult to verify that Go is k-edge connected for n r4k + 1 and that 
n2 
n,,,(Go) = 2 
11 
-n-2k2+4k-2. 
Let G, be the graph containing five complete graphs A, B, C, D and K2 with 
IAl = L(n-k-1-&)/2J, IBI = r(n-k-1-&)/21, ICI = IDI = [(k-1)/21, where 
& = 1 if k is even and E = 0 otherwise. Let A’ be a set of L(k - 1)/2 J vertices of A, 
B’ a set of L(k - 1)/2 J vertices of B, a a vertex of A’ and b a vertex of B’. G, con- 
tains the edge ab and all the edges between K2 U A’ and C and between K2 U B’ and 
D. It is not difficult to verify that G, is k-edge connected for nz 3k + 3 and that 
3 
-2n+5k-$k2+l) 
with equality when k is odd. 
Since we do not know of any other graph with a greater edge forwarding index 
than Go and G,, Conjecture 3.8 may be replaced by the following one. 
Conjecture 3.9. For any k-edge connected graph G .,f order n, with k L 3 and 
nr3k+3, 
q,,(G) I max -n-2k2+4k-2, . 
Note added in proof 
Problem 3.7 and Conjecture 3.9 have been partially solved in [6]. 
2% M.C. Heyderrrartn eral. 
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