Abstract Dynamic stall on a helicopter rotor blade comprises a series of complex aerodynamic phenomena in response to the unsteady change of the blade's angle of attack. It is accompanied by a lift overshoot and delayed massive flow separation with respect to static stall. The classical hallmark of the dynamic stall phenomenon is the dynamic stall vortex. The flow over an oscillating OA209 airfoil under dynamic stall conditions was investigated by means of unsteady surface pressure measurements and time-resolved particle image velocimetry. The characteristic features of the unsteady flow field were identified and analysed utilising different coherent structure identification methods. An Eulerian and a Lagrangian procedure were adopted to locate the axes of vortices and the edges of Lagrangian coherent structures, respectively; a proper orthogonal decomposition of the velocity field revealed the energetically dominant coherent flow patterns and their temporal evolution. Based on the complementary information obtained by these methods the dynamics and interaction of vortical structures were analysed within a single dynamic stall life cycle leading to a classification of the unsteady flow development into five successive stages: the attached flow stage; the stall development stage; stall onset; the stalled stage; and flow reattachment. The onset of dynamic stall was specified here based on a characteristic mode of the proper orthogonal decomposition of the velocity field. Variations in the flow field topology that accompany the stall onset were verified by the Lagrangian coherent structure analysis. The instantaneous effective unsteadiness was
defined as a single representative parameter to describe the influence of the motion parameters. Dynamic stall onset was found to be promoted by increasing unsteadiness. The mechanism that results in the detachment of the dynamic stall vortex from the airfoil was identified as vortex induced separation caused by strong viscous interactions. Finally, a revised criterion to discern between light and deep dynamic stall was formulated.
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A u t h o r ' s a c c e p t e d M a n u s c r i p t The dynamic stall process of the flow over a constantly pitching airfoil, a classic example of unsteady separation, comprises a series of complex aerodynamic phenomena. It features a lift overshoot and a delay in the onset of massive flow separation with respect to static stall. The salient feature of the unsteady separating flow is the formation and convection of a large-scale coherent structure referred to as the dynamic stall vortex. The most prominent example can be observed on the retreating blades of a helicopter rotor in forward flight. Although the dynamic stall delay and the related increase of the maximum lift are convenient in some applications, the large excursions of the aerodynamic loads during vortex break down are adverse to helicopter rotors as strong vibrations and potentially fatal structural loads are introduced which are potentially fatal for a helicopter rotor. Due to the incessant interest in improving the manoeuvrability and performance of rotary-wing aircraft and rapidly manoeuvring aircraft, dynamic stall has been the subject of numerous investigations during past decades (McAlister et al 1978; McCroskey 1981; Carr 1988) . The analysis of dynamic stall events on an oscillating airfoil by Carr et al (1977) revealed that the prominent features within a full cycle of oscillation are consecutively the emergence and spreading of flow reversal on the airfoil's suction side, the formation and convection of a large-scale leading edge vortex, massive flow separation, and flow reattachment. Analogously, Shih et al (1992) classified the unsteady flow development over an airfoil pitching up at constant rate into four successive stages: a vortex formation stage, a vortex convection stage, stall onset, and a stalled stage. Both descriptions show that the flow over either a constantly pitching or oscillating airfoil is qualitatively described by the same characteristic features, being the initiation, growth and shedding of a leading edge vortex and the associated lift overshoot. For both types of motion the process of vortex formation and convection result in a delay of massive flow separation to angles of attack beyond the static stall angle. During this delay the lift continues to increase with increasing angle of attack yielding the characteristic lift overshoot. The inception of stall is generally accompanied by a loss of lift and an increase of the negative pitching moment and marks the beginning of the stalled stage. This stage is recognised by large-scale vortex shedding and associated large fluctuations of the lift, drag and pitching moment. When the airfoil motion is oscillatory the airloads show large hysteresis.
Despite extensive analytical, numerical and experimental efforts, the phenomenology of dynamic stall is not yet fully understood and characterised. In particular, the process that leads to the formation of the primary stall vortex and the mechanism that causes the vortex to detach are still controversial. Additional investigations are required to provide a reliable assessment of the dynamic stall onset, which is mandatory for successful dynamic stall modelling and prediction. Possible indicators of stall onset are summarised by Sheng et al (2006) and include the point at which the pitching moment coefficient breaks, a deviation in the lift or the drag coefficient occurs, and the maximum or critical leading edge suction is achieved (Wilby 2001; Leishman and Beddoes 1989) . These criteria are all based on the examination of airloads and a direct correlation with coherent or vortical structures in the flow field is still pending. A new method to identify stall onset based directly on the flow field is required.
Accurate knowledge of the flow field during dynamic stall is strongly tied to a fundamental understanding of the development and interaction of coherent structures. Only recently time-resolved particle image velocimetry (TR-PIV) became applicable which allows for analysis of the spatiotemporal evolution of the velocity field in general and coherent structures in particular. However, experimental investigation of vortex dynamics and interactions remains challenging due to the lack of a universally accepted definition of a vortex. Several definitions have been proposed hitherto (see e. g. Lugt 1979; Robinson 1991; Haller 2005) , but no consensus has been reached yet. As a direct consequence, unambiguous vortex detection remains elusive and various Eulerian and Lagrangian criteria have been introduced whose adequateness depends on the specific problem at hand (Cucitore et al 1999; Chakraborty et al 2005) .
Within the scope of this study, the conspicuous features of the experimentally investigated flow over a sinusoidally oscillating airfoil in a uniform flow are iden-A u t h o r ' s a c c e p t e d M a n u s c r i p t tified and analysed utilising a combination of an Eulerian vortex centre allocation procedure (Michard et al 1997) , a Lagrangian approach based on the Lyapunov exponent (Haller 2001) , and a proper orthogonal decomposition (POD) of the velocity field (Sirovich 1987) . Whereas past experimental investigations generally involve phase-locked measurements, the present study provides time-resolved velocity field information in addition to unsteady surface pressure distributions. This allows for the examination of the chronology of events during a single cycle of oscillation. The main objective is to combine the different vortex identification procedures to analyse the spatiotemporal evolution of vortical structures within the dynamic stall life cycle and to specify directly the onset of dynamic stall. The paper is organised as follows. Prior to the description of the applied coherent structure identification procedures, the experimental methods will be specified. Subsequently, the experimental results are presented and discussed covering the examination of the chronology of events during an entire dynamic stall life cycle and a detailed analysis of the onset of dynamic stall. The discussion is concluded by a short summary of the most important findings and by suggesting further avenues of investigation.
Experimental Set-up
Wind tunnel experiments were conducted to investigate the dynamic stall life cycle on a constantly pitching airfoil in a uniform flow at a free stream Reynolds number Re = 9.2 × 10 5 based on the chord length c (Mach number Ma = 0.14). A two-dimensional airfoil model with an OA209 profile was subjected to a sinusoidally oscillating motion about its quarter chord axis with a mean incidence α 0 , an amplitude α 1 , and an oscillation frequency f osc . The latter is preferably written in dimensionless form as the reduced frequency k = π f osc c/U ∞ , where U ∞ is the free steam velocity. The mean incidence, amplitude and reduced frequency were varied such that α 0 ∈ {18°, 20°, 22°}, α 1 ∈ {6°, 8°}, and k ∈ {0.050, 0.075, 0.10}.
Stereoscopic TR-PIV was conducted in the crosssectional plane at model mid-span. The width of the field of view covered the entire chord for the relevant angle of attack range. Time series of 6144 frames at full camera resolution (i. e. 1024 px × 1024 px) were recorded at 3000 Hz, corresponding to an acquisition rate of 1500 Hz for the velocity fields. After mapping the views of both cameras, the dimensions of the PIV measurement window were 335 mm × 165 mm with a spatial resolution of 5.0 px/mm. The PIV images were processed using an interrogation window size of 32 px × 32 px and an overlap of approximately 80 % yielding a grid spacing of 6 px or 1.2 mm which is less then 0.005 c. The interrogation window size was minimised ensuring an acceptable signal-to-noise ratio. The window overlap on the other hand was maximised to avoid artificial smoothing of velocity gradients (Richard et al 2006) . By doing so the spatial resolution of the results of the vortex detection algorithms was improved. Prior to the coherent structure analysis, the velocity fields were rotated into the airfoil reference system with the x-axis along the chord, the y-axis along the span and the z-axis upward perpendicular to the chord, while the origin coincides with the rotation axis, i. e. the airfoil's quarter chord axis, at model mid-span. Simultaneously to the TR-PIV, the surface pressure distribution at the model mid-span was scanned at approximately 6 kHz for about 15 s. The data acquisition was synchronised with the recording of the PIV images allowing for straightforward assignment of the instantaneous pressure distributions to each of the acquired velocity fields.
Coherent Structure Analysis
The common goal of coherent structure identification methods is to locate, extract, and visualise flow structures that are characterised by various spatial and temporal scales.
Eulerian Method
A literature survey yields a considerable number of Eulerian identification criteria. Eulerian structure detection usually deals with spatial concentrations of quantities derived from the instantaneous velocity field and its gradients. Comprehensive reviews of the diversity of Eulerian vortex identification schemes and their applications are provided by Jeong and Hussain (1995) and Wu et al (2006) . Among the most commonly used Eulerian vortex detection criteria are the Q-criterion introduced by Hunt et al (1988) , the ∆-criterion of Chong et al (1990) , and the λ 2 -criterion proposed by Jeong and Hussain (1995) . In most flow situations these three criteria yield similar structures which correctly represent the topology and geometry of the vortex cores in the Eulerian frame of reference. Nevertheless, they share several disadvantages.
An important disadvantage of gradient-based criteria is their susceptibility to measurement noise, rendering them inadequate for application on experimental data, such as instantaneous velocity fields measured with PIV. Due to numerical differentiation measurement noise can severely contaminate the derivatives yielding less reliable vortex core identification. This is elucidated in figure 1 for the λ 2 -criterion; Jeong and Hussain (1995) postulated that vortex cores are regions where λ 2 < 0. Hence, the presence and location of vortical structures in the instantaneous velocity field depicted in figure 1(a) is revealed by the zero contour lines of λ 2 (figure 1(b)). Although the λ 2 -identification scheme seems able to discern single structures in the shear zone between the viscous separated flow region and the inviscid external flow, it does neither allow to pinpoint the individual vortex axes nor to determine the geometry of the various vortex cores. This clearly reveals the need for an alternative, preferably non-local, Galilean invariant procedure which does not require the computation of derivatives. The alternative solution that was adopted here is based on a two-dimensional form of the dimensionless scalar function Γ (introduced by Michard et al 1997) . The function is derived directly from the two-dimensional in-plane velocity field and is defined in discrete form as
with S i a two-dimensional area around x i , M the number of grid points x j inside S i with j = i, n the unit normal vector, u j the velocity at x j ,ũ i the local mean velocity around x i , and θ ij the angle formed by the vectors x j −x i and u j −ũ i . The local mean velocity is taken into account in order for Γ to be Galilean invariant (cf. Graftieaux et al (2001) ). According to its definition, Γ is a dimensionless scalar function, with −1 ≤ Γ ≤ 1. The location of possible vortex axes is indicated by the local extrema of Γ and the sense of rotation is given by the sign of the extrema. The distribution of Γ (x) is computed for the instantaneous velocity field depicted in figure 1(a) and is colour-coded in figure 1(c), where the markers A u t h o r ' s a c c e p t e d M a n u s c r i p t indicate the assessed vortex axes locations. The zero contour line of λ 2 allows for the validation of the detected vortex centres. Besides the detection of the location of the vortex centres, their trajectories over a time series of flow fields are traced. For this purpose, the convection velocity of the individual identified vortex centres within the reference frame are used to predict their future position and narrow the number of possible follow-up vortices. The tracing of the trajectories allows for the investigation of the spatiotemporal evolution of the vortical structures.
Lagrangian Approach
Alternatively to the routinely used Eulerian methods, coherent structure identification algorithms that are Lagrangian in nature have been introduced recently into the fluid dynamics community (Peacock and Dabiri 2010 , and references therein). The Lagrangian approach leverages the properties of fluid particle trajectories for the identification of coherent structures. Hence, Lagrangian vortex detection methods are inherently objective, they include information on the history of the flow, and they have a clear physical interpretation. The most popular Lagrangian approach, which was adopted in the present study, is based on finite-time Lyapunov exponents (FTLE) (Haller 2001) .
The FTLE method reverts directly to the fluid particle trajectories which can be integrated forward and backward in time yielding positive and negative finitetime Lyapunov exponent (pFTLE and nFTLE) fields (see e. g. Haller 2002; Shadden et al 2005; Garth et al 2007 , for a comprehensive discussion of the general properties and basic concepts involved in the computation of the FTLE).
The ridges in the pFTLE field reveal material lines normal to which fluid particles are being stretched or repelled, consequentially they are referred to as repelling material lines or stable manifolds. Vice versa, ridges in nFTLE fields visualise attracting materials or unstable manifolds, i. e. lines along which fluid particles are being elongated, when integrating the trajectories in backward time. The flow field around the intersection of a repelling and an attracting material line resembles that of a saddle point. Moreover, when attached to a solid surface attracting material lines depict separation lines while attachment lines are repelling material lines. This FTLE method thus yields candidate material lines and captures features of the flow that are familiar from flow visualisation experiments. According to Shadden et al (2005) the ridges in the FTLE fields delineate regions that exhibit qualitatively different dynamical behaviour, hence indicated the boundaries of Lagrangian coherent structures (LCSs).
The presence and form of the relevant LCSs corresponding to the previously presented instantaneous velocity field are indicated in figure 1(d) by the ridges in the pFTLE and nFTLE fields that are blank for values less than 30 % of the maximum of the field. The FTLE fields presented and discussed in the course of this paper have been computed based on the two-dimensional inplane velocity field utilising the software package ManGen created by Coulliette (2001-2002) .
The FTLE-method is robust and relatively insensitive to short term anomalies in the velocity data and is particularly suited to analyse experimental data (Haller 2002) . Applying the FTLE-method on the original set of measured velocity fields yields a complex network of LCSs and critical points, especially for fluid flows of moderate and high Reynolds number. A low-order POD reconstruction was adopted (Berkooz et al 1993) to filter and smoothen the data set prior to the Lagrangian analysis. According to the basic properties of the POD, the application of the FTLE method on a set of low-order reconstructed fields allows to focus on the dynamics and the topological signature of the largescale coherent structures that dominated the flow field. The prominent critical points of the LCS topology are revealed more clearly, and crucial events, such as vortex interaction and detachment, can be detected at their earliest stage. All FTLE fields depicted here have been calculated based on the low-order POD reconstruction of the velocity field retaining the first 10 modes. The Eulerian method was applied directly on the measured instantaneous velocity fields.
Proper Orthogonal Decomposition
A third approach to extract flow structures is based on a POD of the flow field. The POD method denotes a procedure for finding a basis of orthogonal spatial and temporal functions for a modal bi-orthogonal decomposition from an ensemble of spatiotemporal signals (Aubry et al 1991) . The fundamental idea is to represent the random spatiotemporal signal as a series of the deterministic spatial functions with the temporal functions as random coefficients such that the original signal is approximated as accurate as possible based on an energy-weighted measure.
With regard to the present investigation, the twodimensional in-plane velocity field u = (u, w) was decomposed according to
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where N is the number of instantaneous field realisations and t n is the discrete time stamp. According to Lumley (1970) , every spatial function or mode ψ i (x, z) can be associated with an instantaneous organised flow pattern whose temporal evolution is described by the corresponding temporal mode a i (t) and whose relative contribution to the total energy is represented by the corresponding eigenvalue λ i . The eigenvalues are sorted in decreasing order such that the corresponding first modes represent the most dominant flow structures in terms of energy content. Thus, the POD yields a systematic mathematical tool to define and identify coherent structures in a complex flow system as well as to study their spatiotemporal evolution. The discretised implementation is based on the snapshot method introduced by Sirovich (1987) .
Results and Discussion
Corroborated by the complementary information provided by the different coherent structures identification methods, the unsteady flow development over an oscillation airfoil was divided into five different stages, analogous to the classification of Shih et al (1992) with regard to the flow over an airfoil pitching-up at constant rate. With the starting point of a cycle taken at the minimum incidence angle, the flow will consecutively pass through the following stages within each individual cycle: 1) the attached flow stage; 2) the stall development stage; 3) stall onset; 4) the stalled stage; and 5) flow reattachment.
Dynamic Stall Life Cycle
Attempting a general description of the characteristic features of the dynamic stall life cycle, the velocity field data and surface pressure distributions acquired within a sole harmonic oscillation specified by α 0 = 20°, α 1 = 8°, and k = 0.10 are discussed. The typical dynamic stall curves of the lift and pitching moment coefficients are depicted in figure 2 . Additionally, the response of the aerodynamic load coefficients in absence of dynamic effects is presented, revealing a static stall angle of attack α ss = 21.4°. For selected phase angles the instantaneous velocity fields and surface pressure distributions are depicted in figure 3 together with the locations of vortices determined by the Eulerian detection algorithm.
During the first part of the cycle, i. e. from the minimum incidence angle upstroke to the static stall angle, the flow is attached to the airfoil's surface and the surface pressure distribution exhibits an increasing suction peak near the leading edge. Furthermore, the lift increases linearly with the angle of incidence at a rate approximately equal to its static counterpart.
Increasing the angle of attack beyond the static stall angle, an adverse pressure gradient builds up downstream of the leading edge eliciting the development of recirculating flow on the airfoil's suction side. Between this region of flow reversal and the free stream flow a shear layer forms. Shortly after its development, the shear layer is subjected a primary instability (cf. Ho and Huerre 1984) as a result of which the initially contained vorticity is redistributed into individual lumped vortices ( figure 3(a)-(c) ). At first, these small-scale regularly spaced shear layer vortices -which are all clockwise rotating -are convected downsteam by the external flow and interact only weakly with each other. Meanwhile, the suction peak continues to rise; the lift force increases steadily too, though more slowly than below the static stall angle. The latter is due to the reversing flow layer extending over a considerable part of the airfoil's chord. Hence, despite the occurrence of 
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M a n u s c r i p t flow reversal, the external flow is only mildly deviated while the aerodynamic lift keeps augmenting. This differs significantly from the static reference case, where flow reversal elicits massive flow separation accompanied by a dramatic decrease of the lift and pitching moment.
The flow field in figure 3(c) is not stable; the viscous interactions between the shear layer vortices rapidly increase and lead to merging of the small-scale structures, hence the occurrence of a secondary instability of the shear layer (see figure 3(d) ). This roll-up process eventually coalesces in the formation of one large-scale vortical structure which is referred to as the primary dynamic stall vortex ( figure 3(e) ). This dynamic stall vortex thus consists of a combination of the rolled-up shear layer and the remnants of several vortices generated by a primary instability of the shear layer. Its presence is associated with a plateau in the surface pressure distribution between approximately x = −0.1 c and x = 0.2 c on the suction side (figure 3(e)-(f)).
While the dynamic stall vortex continues to take up vorticity, counter-rotating vortices emerge near the airfoil's surface as a result of increasingly strong interactions between the stall vortex and the reversing flow (see figure 3(g) ). The clockwise rotating primary stall vortex pushes the anticlockwise rotating structures towards the leading edge, thereby forcing itself to detach; this is known as vortex induced separation (cf. Peridier et al 1991; Obabko and Cassel 2002) .
The detachment of the primary stall vortex marks the dynamic stall onset; it is the end of the stall development stage and the beginning of the stalled stage. With the primary stall vortex living its life, additional circulation accumulates upstream of it, leading to the formation of a secondary stall vortex . These primary originating vortices detach in close succession and are simultaneously convected downstream. During the convection process the flow can briefly follow the airfoil contour again. The massive flow separation downstream of approximately x = 0.1 c slows down the incoming flow and thus the convection of vorticity from the leading edge. This results in the formation of a leading edge recirculation region which is confined by a shear layer containing the accumulated vorticity (figure 3(h)-(k)). While this recirculation region grows and moves slowly downstream the confining shear layer rolls up to form anew a large-scale coherent structure. This process of vortex formation and detachment is repeatedly observed during downstroke. The large-scale vortex shedding and the associated large fluctuations of the aerodynamic load coefficients characterise the stalled stage. It continues until the flow reattaches close to the end of the downstroke ( figure 3(l) ). Finally, flow reattachment allows for the aerodynamic loads to return to their initial un-stalled values.
The succession of events elucidated above, is qualitatively observed for the entire parameter span relevant to this study. Hence, it is deemed to adequately cover the prominent events of the dynamic stall process for the prevailing flow conditions and chosen airfoil profile.
Dynamic Stall Onset
The prominent feature of the stall development stage is the formation and growth of a large-scale dynamic stall vortex which is pinched off from the airfoil's surface as a result of a vortex induced separation process. The dynamic stall onset is defined here as the detachment of the primary stall vortex which is determined from the experimental data based on the POD of the A u t h o r ' s a c c e p t e d M a n u s c r i p t 27.58 (7) 6.6(2) 26.47(9) 4.8(1) 2.08 × 10 The numbers in between the brackets indicate the standard deviation of the data. * Equivalent reduced pitch rate as defined by Sheng et al (2008) . § Stall onset determined as the point at which the maximum leading edge suction peak is achieved. two-component velocity field u = (u, w) (equation 2). The spatial modes respective the velocity decomposition are denoted by ψ i (x, z) and their temporal evolution and relative contribution are indicated by the time development coefficients a i (t). The first and second mode represent a fully attached and a fully separated flow state respectively (see figure 4(a)-(b)). Within a dynamic stall life cycle the flow generally evolves from attached to massively separated during the upstroke and -accompanied by large hysteresis -to reattached again near the end of the downstroke. Hence, during most of the cycle, i. e. except for the transient stages, the flow can be considered either attached or separated and it is not surprising that the -in a statistical sense -dominant modes of the POD represent exactly these limiting states. The alternating dominance and associated transfer of energy from one limiting state into the other is clearly observable in figure 4(c) depicting the temporal evolution of the first and second mode coefficient. However, the most interesting mode with regard to the stall onset is the third spatial mode (see figure 5(a) ). This mode can be interpreted as a large-scale coherent structure or dynamic stall vortex, an idea that is supported by the temporal development of the coefficient a 3 (t) ( figure 5(b) ). During the first part of the cycle the flow is attached and the magnitude of a 3 (t) is small and approximately constant. Hence, the contribution of ψ 3 to the decomposition is inconsiderable and it only gains importance near the end of the upstroke motion when the primary stall vortex is formed. This primary large-scale structure dominates the flow field until it is pinched off from the separated boundary layer that provides its circulation. Consequentely, the weight of the third mode attains a local maximum shortly before the detachment of the primary stall vortex, i. e. stall onset. The angle of attack at this local maximum is referred to as the dynamic stall onset angle of attack and is denoted by α ds .
A u t h o r ' s a c c e p t e d M a n u s c r i p t The fact that the POD based assignment of the stall onset indeed corresponds to an invasive topological change was verified by the Lagrangian coherent structure analysis. The LCSs for four instantaneous subsequent velocity fields shortly after dynamic stall onset are depicted in figure 6 . The flow field around the intersection of a repelling and an attracting material line, visualised by ridges in the pFTLE and nFTLE fields respectively, resembles that of a saddle point. This saddle point moves in time and indicates the detachment of the vortex from the boundary layer, which marks the end of the stall development stage. Furthermore, the comparison of the trajectories of the detected vortices, emerging before and after the assessed stall onset confirms that this is indeed a critical point. A clear change can be recognised in the orientation of the trajectories of the vortices that originate at the very leading edge for angles of attack before and beyond α ds (see figure 7) .
Per se, POD modes are mathematical constructions; associating them with coherent flow structures should not be done without proper consideration. Nevertheless, due to the congruence with the Eulerian and Lagrangian picture, the POD method is found adequate A u t h o r ' s a c c e p t e d M a n u s c r i p t and practical for defining the dynamic stall onset in the present context. Moreover, it allows for pinpointing the actual instant at which the dynamic stall vortex separates. Per contra, stall angles determined based on anomalies in the airloads correspond to points that either indicate incipient stall or represent aftermath of the vortex' separation and its subsequent downsteam convection (Wilby 2001) . Here, for example, the stall angle determined as the point at which the maximum leading edge surface pressure peak is achieved is consistently smaller than the stall angle specified based on the flow field observations (see table 1 ). An accurate characterisation of the different stages of the dynamic stall process of an airfoil, in particular of the stall onset, is highly desirable for improving semi-empirical dynamic stall models which approximate the key features of the process in a physically representative way, e.g. the Beddoes-Leishman model (Leishman and Beddoes 1989; Beddoes 1993 ).
Dynamic Stall Delay
Dynamic stall of an airfoil is governed by many parameters. Besides flow parameters such as Mach and Reynolds number, parameters describing the airfoil's motion also strongly influence the development of the stalling process. For a oscillating airfoil in a uniform flow at given Mach and Reynolds number, the prediction of the stall onset is essentially a three-parameter problem, with α 0 , α 1 , and k being interrelated. Since the stall process is qualitatively similar for airfoils subjected to oscillating or ramp-type motions (McCroskey 1981) , we seek for a single parameter to described the overall influence of the airfoil's unsteadiness on the stall onset. Sheng et al (2008) introduced the equivalent reduced pitch rate r eq = α 1 k for oscillating motions to reduced the number of parameters. According to this concept, stall onset is independent of α 0 under deep stall conditions and increases linearly with r eq . For the experimental configurations considered here the dynamic stall onset and the corresponding time delay with respect to static stall are apparently not independent of α 0 and a linear relationship between α ds and r eq is not confirmed (see table 1 ). Alternatively, we introduce the instantaneous effective unsteadinessα ss as a single representative parameter to describe the influence of the airfoil's oscillating motion on the stall onset. The instantaneous effective unsteadiness is defined as the rate of change of α at t = t ss , which is the moment α ss is reached, and equals the reduced pitch rate for ramptype motions.
Considering the stall onset angle in function of the normalised instantaneous effective unsteadiness, an overall increase of α ds withα ss is observed (figure 8). The angle of attack increases nonlinearly during the stall development stage and we should rather focus on its time scale given by the dynamic stall delay ∆t ds . A u t h o r ' s a c c e p t e d M a n u s c r i p t
The stall delay decreases with increasingα ss and dynamic stall is actually promoted rather than delayed by increasing unsteadiness.
Light and Deep Dynamic Stall
With regard to the separation behaviour of the subsonic flow around an oscillating airfoil two distinct stall regimes can be differentiated. According to the nomenclature of McCroskey, light and deep dynamic stall refer to the different stall regimes whose distinguishing attributes are summarised in figure 9. This classification is based on the degree and extent of the flow separation without specifying the underlying physical mechanisms. However, this information is essential in order to predict whether a particular oscillation will provoke light or deep dynamic stall. Attempting to address this issue, we consider the following parameter combinations: (i) α 0 = 18°, α 1 = 6°, and k = 0.10; (ii) α 0 = 20°, α 1 = 6°, and k = 0.10. where the former is a example of a light stall case and the latter is representative for a deep stall case based on observations of the flow field and the mean lift coefficient hysteresis curves (figure 10).
The discrepancy in the extent of the separation region for both cases can be clearly observed in figure 11 where the trajectories of all positive vortices emerging within different parts of the oscillation cycle, at the end of the upstroke and at the beginning of the downstroke, are depicted together with the vertical distribution of the vortex positions.
For the deep stall case with maximum angle of attack α max = 26°, the dynamic stall onset angle of attack is determined to be α ds = 25.8(1)°during upstroke. Massive flow separation is initiated on the upstroke giving rise to a large separated region whose vertical extent is of the order of the airfoil chord (figure 11(b) left and histogram).
For the light stall case on the other hand, the maximum angle of attack is lower (α max = 24°) and the primary stall vortex is not yet fully developed before the downstroke motion is initiated. The oscillation direction is changed before the dynamic stall onset angle is reached and the primary stall vortex is not pinched off and ejected away as a result of viscous interactions but is forced to separate by the reversing oscillation direction. Due do downward entrainment -as a result of the airfoil's downstroke motion -the vortical structures emerging near the airfoil's surface tend to follow the contour briefly before detaching yielding a smaller separation region, whose height is of the order of the airfoil thickness, congruent with the light stall regime. Furthermore, the vortex formation process of the primary stall vortex is prematurely terminated and separation is enforced yielding a weaker vortex. As a consequence, the fluctuations of the lift coefficient in the light stall case are less pronounced (cf. figure 10) . The phase angle of the oscillation at which the dynamic stall onset is observed, fundamentally influences the extent and duration of the separation phenomenon.
Reverting to these observations, an endorsement of McCroskey's classification of dynamic stall regimes is proposed here. The idea is to distinguish between light or deep stall based on the onset of dynamic stall. More precisely, a particular parameter combination yields a A u t h o r ' s a c c e p t e d M a n u s c r i p t dynamic stall regime that is referred to as light dynamic stall when the downstroke motion is set in before the stall development is completed and the separation of the primary stall vortex is forced to occur at the top of the cycle. Vice versa, a deep dynamic stall regime is encountered when dynamic stall onset occurs during the upstroke part of the airfoil's motion.
Conclusion and Perspectives
The characteristic features of the unsteady flow field were identified and analysed utilising various coherent structure identification methods. The combination of time-resolved imaging and an extensive coherent structure analysis allowed for analysis of the dynamics and interaction of vortical structures. The unsteady flow development within a single dynamic stall life cycle was classified into five successive stages. The dynamic stall onset was identified as a result of a vortex induced separation and was specified directly from the velocity field. A representative description of the influence of the airfoil's motion on the stall onset was found in terms of the rate of change of the angles of attack at the moment when the static stall angle is exceeded, denoted by the instantaneous effective unsteadiness. Dynamic stall onset was found to be promoted by increasing unsteadiness. When the onset of dynamic stall on an oscillating airfoil occurred before reaching the maximum angle of attack was reached, the flow was found to share the general features of deep dynamic stall. A light dynamic stall regime on the other hand was encountered when the oscillation direction was inverted before the stall onset angle of attack was reached. Due to the inherent unsteady nature of the dynamic stall process, the time-resolved approach is preferential. In continuation, future research will focus on: characterising the shear layer development within the stall development stage; correlating the passage of coherent structures in the separated flow region and fluctuations of the aerodynamic load coefficients; and identifying the differences and resemblances of the dynamic and static stall development. Based on the new stall onset specification, a modification of empirical stall models is envisaged.
