Abstract This paper is concerned with the qualitative properties of viscocity solutions to a class of Hamilton-Jacobi equations (HJEs) in Banach spaces. Specifically, based on the concept of β-derivative [13] we establish the existence, uniqueness and stability of β-viscosity solutions for a class of HJEs in the form u + H(x, u, Du) = 0. The obtained results in this paper extend ealier works in the literature, for example, [8] , [9] and [13] .
Introduction
Let X be a real Banach space with a β-smooth norm | · | (see Section 2 for more details), Ω ⊂ X an open subset. We study the existence, uniqueness and stability of β-viscosity solutions for the following HJEs u + H(x, u, Du) = 0 in Ω, (1.1) subject to the boundary condition (in the case Ω = X) u = ϕ on ∂Ω.
(1.
2)
The concept of viscosity solutions of nonlinear PDEs was first introduced for HJEs in finite-dimensional spaces in the earlier of 1980s [10] . Due to its adaptive capability in practical applications, particularly in optimal control theory, this concept has received considerable research attention. We refer the reader to [5, 16] and the references therein. Recently, the studies on viscosity solutions have also been developed for HJEs in infinite-dimensional spaces [6, 7, 9, 8, 12, 13] and second-order PDEs both in finite-dimensional spaces [11] and infinite-dimensional spaces [1, 3] . It should be noted that viscosity solutions of PDEs are weak solutions since they are merely continuous functions whose derivatives are defined through test functions using extreme principles. However, it has been shown that some specific viscosity tests can be conducted through upper and lower differentiations, which are also known as semi-derivatives. This creates a close connection between the theory of viscosity solutions and non-smooth analysis including the theory of subdifferentials.
It is known that numerous types of subderivatives (superderivatives) have been proposed in the literature. Among that the subderivatives in the sense of Fréchet, Hadamard, Gâteaux and Mordukhovich are the most widely used ones [2, 6, 13, 14, 18, 19] . Clearly, for a class of HJEs, the use of different subderivatives may lead to different types of viscosity solutions. In pioneering works [5, 9, 8, 10] , the meaning of viscosity solutions is characterized by semi-Fréchet derivative. On the other hand, in many existing works, the study on qualitative properties of viscosity solutions is usally based on a certain type of smoothness of the underlying norm. However, such smoothness is normally not available in most popular Banach spaces like L 1 .
To overcome this issue, the authors of [7, 13] proposed the concepts of Borno β, derivative β-viscosity, β-viscosity solutions and obtained a unique result for the HJEs of the form u + H(x, Du) = 0.
In this paper, we extend the unique result of [7] to a broader class of equations (1.1), and also establish the existence and stability of β-viscosity solutions under certain assumptions. In the literature, the smooth variational principle proved by Deville in [12] has been employed as a key tool in proving the uniqueness of β-viscosity solutions of Hamilton-Jacobi equations of the form u + F (Du) = f , where F is uniformly continuous on X bounded on X. However, it is nontrivial to apply that principle for equations of the general form u + H(x, u, Du) = 0 on a set Ω ⊂ X. In [8] , Crandall and Lions established the uniqueness of Frechet viscosity solutions for Hamilton-Jacobi equations of the above general form by using the Radon-Nikodym property as a key assumption. By the Radon-Nikodym property, we means that if ϕ is a bounded and lower semicontinuous real-valued function on a closed ball B in X and ε > 0, then there is an element x * ∈ X * of norm at most ε such that ϕ + x * attains its minimum on B. In this work, we use certain extensions of functions to prove the smooth variational principle for functions defined on a subset E of X. Then we will establish the uniqueness of β-viscosity solutions (which are weaker than Fréchet-viscosity solutions) for u + H(x, u, Du) = 0 on a set Ω ⊂ X by the doubling of variables technique. Moreover, we work on a Banach space X having a β-smooth norm or a norm being equivalent to a β-smooth norm. The Radon-Nikodym assumption is unnecessary in our arguments. Another contribution of our paper is on the existence and stability of solutions. More specifically, by Perron's method, we show that under certain conditions, the equations of the form u + H(x, u, Du) = 0 have β-viscosity solutions and these solutions as well as the stability of this class of equations.
The remaining of this paper is organized as follows. Some preliminaries on β-viscosity subderivatives, smooth variational principle on Banach spaces and discussion about our main assumptions on the ambient space are presented in Section 2. Our main results are presented in Section 3. The key result is stated in Theorem 3.1 whose proof is postponed to Section 4. From this, the comparison and uniqueness of solutions are proved, as a consequence (Corollary 3.1). The obtained results extend those of [8] , to spaces endowed with β-smooth norms, equivalent β-smooth norms or the ones satisfying the hypothesis (H β ) without Radon-Nikodym property. The existence and stability are respectively showed in Theorem 3.2 and Theorem 3.3. These are the extension of those in [9] to spaces endowed with β-smooth norms instead of Fréchet-borno. As mentioned above, Section 4 is used for the proof of Theorem 3.1. In the last section, we give the conclusion and some respects for future study.
Preliminaries
Let X be a real Banach space with the norm |.|. The close unit ball and the dual space of X will be denoted as B 1 and X * , respectively. We denote by x * , x the value of x * ∈ X * at x ∈ X; that is, x * , x = x * (x). The norm on the dual space X * will be also denoted as |.|.
Throughout this paper, the concerned functions are defined on the Banach space X taking values in the extended real line R. In addition, it is our convention here that when a function is lower semicontinuous (resp. upper semicontinuous), it is not identical to −∞ (resp. +∞).
Definition 2.1 A borno β on X is a family of closed, bounded, and centrally symmetric subsets of X satisfying the following three conditions:
b) β is closed under scalar multiplication, c) the union of any two elements in β is contained in some element of β.
Example 2.1 It is easy to verify the following facts.
1) The family F of all closed, bounded, and centrally symmetric subsets of X is a borno on X, which is called Fréchet borno.
2) The family H of all compact, centrally symmetric subsets of X is a borno on X called Hadamard borno. 3) The family W H of all weakly compact, closed, and centrally symmetric subsets of X is a borno on X called weak Hadamard borno. 4) The family G of all finite, centrally symmetric subsets of X is also a borno on X called Gâteaux borno.
β-topology τ β if f m → f when m → ∞ uniformly over all elements of β, this means that for each set M ∈ β and any given ε > 0, there exists an n 0 ∈ N such that |f m (x) − f (x)| < ε holds for all m ≥ n 0 and x ∈ M.
Suppose that β is a borno on X. We denote by τ β the topology on X * associated with the uniform convergence on β subsets and X * β the topological vector space (X * , τ β ).
Remark 2.1 If β borno is F (Fréchet), H (Hadamard), W H (Hadamard weak) or G (Gâteaux), then we have Fréchet topology, Hadamard topology, Hadamard weak topology and Gâteaux topology on the dual space X * , respectively [13] . Thus, Ftopology is the strongest topology and G topology is the weakest topology among β-topologies on X * .
We say that the function f is β-smooth at x 0 if there exists a neighborhood U of x 0 such that f is β-differentiable on U and ∇ β f : U → X of f at x if there exists a local Lipschitzian function g : X → R such that g is β-smooth at x, ∇ β g(x) = x * and f − g attains a local maximum at x. We denote the set of all β-superderivatives of f at x by D + β f (x), which is called β-viscosity superdifferential of f at x.
Next, we denote D β (X) = {g : X → R | g is bounded, Lipschitzian, and β-differentiable on X},
The following hypotheses will be used in the derivation of our results. Proof Let f : R → R be a continuously differentiable function with bounded derivative whose support is confined in the interval [1, 3] . For instance, such a function f is given by
We define the function b(x) = f (|x|) for x ∈ X. Clearly b is bounded and Lipschitz continuous. For |x| ≤ 1 or |x| ≥ 3, b(x) = 0. Due to the β-smoothness of the norm, b is differentiable at all points satisfying 1 < |x| < 3. Combining with the smoothness of f, we can conclude that (H β ) and (H * β ) are satisfied.
In general, the converse of Proposition 2.1 does not hold. A counterexample can be found in [21, Page 59] , where the author pointed out that there exists a Lipschitz continuous bump function, which is Fréchet-differentiable in a Banach space X without any Gâteaux-differentiable norm (hence, there does not exist Fréchet-differentiable norm).
In [12] , the authors established a smooth variational principle in a Banach space X where there exist Lipschitz, bounded and differentiable bump functions. That principle is stated in the following proposition. Proposition 2.2 (Remark II.5, [12] ) Let X be a Banach space satisfying the hypotheses (H β ) (resp. (H
From Proposition 2.2 we have the following result. Proposition 2.3 Let X be a Banach space satisfying (H β ) (resp. (H * β )) and E a closed subset of X. Then, for a lower semicontinuous bounded from below function f on E and any ε ∈ (0, 1), there exist a g ∈ D β (X) (resp. g ∈ D * β (X)) and an x 0 ∈ E such that:
Proof We extend the function f to the function f defined on X by
Since E is closed, it follows from the properties of f that f is lower semicontinuous and bounded from below. Thus, for any ε > 0, there exists an
β (X)) and an x 0 ∈ X such that:
It follows from (a) that ( f + g)(y) ≥ ( f + g)(x 0 ) for any y ∈ X. In particular, for y ∈ E, we have
we can conclude that x 0 ∈ E. The proof is completed.
Similarly, when f is upper semicontinuous and bounded from above on E, the function f = −f is lower semicontinuous and bounded from below on E. We have the following result.
Proposition 2.4 Let X be a Banach space satisfying (H β ) (resp. (H * β )) and E a closed subset of X. For an upper semicontinuous and bounded from above function f on E and any ε ∈ (0, 1), there exist a g ∈ D β (X) (resp. g ∈ D * β (X)) and an x 0 ∈ E such that:
3 The main results Definition 3.1 A function u : Ω → R is said to be (i) a β-viscosity subsolution of (1.1) if u is upper semicontinuous and for any
(ii) a β-viscosity supersolution of (1.1) if u is lower semicontinuous and for any
(iii) a β-viscosity solution of (1.1) if u is simultaneously a β-viscosity subsolution and a β-viscosity supersolution.
For convenience, hereafter, we will use the phrases "β-viscosity solution of u + H(x, u, Du) ≤ 0" and "β-viscosity subsolution of u + H(x, u, Du) = 0" interchangeably. Similarly for the phrases "β-viscosity solution of u + H(x, u, Du) ≥ 0" and "β-viscosity supersolution of u + H(x, u, Du) = 0". Definition 3.2 A function u : Ω → R is said to be a β-viscosity subsolution (resp. supersolution, solution) of the problem (1.1)-(1.2) if u is a β-viscosity subsolution (resp. supersolution, solution) of Equation (1.1) and u ≤ ϕ (resp. u ≥ ϕ, u = ϕ) on ∂Ω. 
where B = m(1).
Next, we make the following assumptions on the function H.
-(H0) There exists a continuous function w R : X * β → R for each R > 0, satisfying
for any x ∈ X, p, q ∈ X * and r ∈ R such that |x|, |q|, |p| ≤ R.
-(H1) For each (x, p) ∈ X × X * , r → H(x, r, p) is nondecreasing.
There is a local modulus σ H such that
for all r ∈ R, x ∈ Ω and p, q ∈ X * .
-(H3) There is a modulus m H such that
for all x, y ∈ Ω with x = y, r ∈ R and λ ≥ 0.
Example 3.1 Suppose that X is a Banach space with a β-smooth norm. Let b : X → X be a bounded and Lipschitz continuous function. Consider the following functions:
It can be verified that the function H satisfies hypotheses (H0), (H1), (H2) and (H3). Specifically, if b is bounded on X by a constant K, and its Lipschitz constant is L b , then
for any x ∈ X, p, q ∈ X * , r ∈ R satisfying |x|, |q|, |p| ≤ R. Thus, (H0) is satisfied.
Moreover, (H1) and (H2) are obvious. We also have
Therefore, (H3) is fulfilled.
Similarly, the function H * satisfies the hypotheses (H0), (H2), (H3). It should be emphasized that the function H * does not satisfy (H1) while it satisfies (H1) * .
On the basis of the above preliminaries, we are now in a position to present our main result on the uniqueness of β-viscosity solutions of (1.1).
Theorem 3.1 Let X be a Banach space with a β-smooth norm, and Ω a open subset of X. Assume that the function H satisfies assumptions (H0), (H1) (resp. (H1)*), (H2), (H3), and H satisfies (H0). Let u, v ∈ C(Ω) respectively be β-viscosity solutions of the problems
and suppose that there is a modulus m such that
Then we have
for all x ∈ Ω.
In particular, when Ω = X, we have the estimate (3.3) in which the term sup ∂Ω (u − v) + on the right hand side is replaced by zero.
The proof of this theorem is rather long. To facilitate the reading, it is postponed to Section 4. Corollary 3.1 (Comparison and uniqueness) Given X a Banach space, and equipped with a β-smooth norm. Let Ω ⊂ X be an open set with boundary ∂Ω = ∅, ϕ a continuous function on ∂Ω. Assume that the function H satisfies the assumptions (H0), (H1) (resp. (H1)*), (H2), and (H3). If u, v ∈ C(Ω) respectively are β-viscosity subsolution and β-viscosity supersolution of Equation (1.1) satisfying (3.2), then u ≤ v in Ω, provided that u ≤ v on ∂Ω. Therefore, the problem (1.1), (1.2) has at most a solution in C(Ω).
In the case Ω is the whole space X, the comparison and the uniqueness of the solution for Equation (1.1) is an obvious consequence.
Proof The comparison follows immediately from Theorem 3.1. Let u, v ∈ C(Ω) be the solutions of the problem (1.1), (1.2). Then, u is a subsolution, v is a supersolution of (1.1) and u ≤ v on ∂Ω, so by the comparison result, u ≤ v in Ω. By changing the role of u and v, we obtain that u ≥ v, and therefore u = v in Ω.
Proposition 3.1 If in Corollary 3.1, the space X satisfies either (H β ) or (H * β ) but it has neither β-smooth norm nor norm being equivalent to a β-smooth norm, then the conclusions of Corollary 3.1 are not true.
Proof Indeed, let H(x, u, Du) = 1 + u in Equation (1.1). It is easy to see that the function u ≡ − 1 2 is a β-viscosity solution of Equation (1.1). We will show that u = |x| is another solution. Indeed, we take the space X satisfying (H β ) and having a norm which is not β-differentiable at any point (such a space X can be the one that Remark II.9, [12] has pointed out). Then u is obviously a β-viscosity supersolution of Equation (1.1). On the other hand, since u = |x| is a convex function and not β-differentiable at any point on X, D + β u(x) = ∅ for all x ∈ X. Thus u is a β-viscosity subsolution of equation (1.1).
Remark 3.2 1) When β = F is Fréchet borno, we get the result of Crandall M.
G. and Lions P. L. in [8] . 2) If the space X has no β-smooth norm but it has a norm which is equivalent to a β-smooth norm, we also have the conclusion of Theorem 3.1 by using the equivalent norm instead of the original one. 3) In [20, Theorem 3.6], the authors confirmed that the hypothesis of existing a Fréchet-smooth bump function is sufficient for the existence of an equivalent Fréchet-smooth norm on space X. Thus, Theorem 3.1 is a generalization of Crandall's result in [10] . Note that in this work, we do not use the RadonNikodym property of the space X. 4) By [12, page 211], the assumptions that there exists a function d : X → R which is bounded and Frchet differentiable on X\{0}, and there is a real number r > 0 such that d(x) ≥ r|x| used in [10] are equivalent to the existence of a Lipschitz and Fréchet differentiable bump function on X. Hence, if there is a such function d, then Theorem 3.1 still holds without assumption on the existence of a Fréchet-smooth norm or the Radon-Nikodym property as in [10] . 
The conclusion follows by using a similar argument as the proof of Theorem 3.1.
We emphasize that the hypothesis on the boundedness of u, v in Proposition 3.2 is necessary. A counterexample can be found in the proof of Proposition 3.1.
We proceed to study the stability of the β-viscosity solutions. Using this stability in the same way as in [12] , we obtain Proposition 3.3.
Theorem 3.2 (Stability) Let X be a Banach space with a β-smooth norm, and Ω an open subset of X. Let u n ∈ C(Ω) and H n ∈ C(Ω × R × X * β ), n = 1, 2, ... converge to u, H respectively as n → ∞ in the following way:
For every x ∈ Ω there is an R > 0 such that u n → u uniformly on B R (x) as n → ∞, and if (x, r, p), (x n , r n , p n ) ∈ Ω × R × X * β for n = 1, 2, ... and (x n , r n , p n ) → (x, r, p) as n → ∞, then H n (x n , r n , p n ) → H(x, r, p). If u n is a β-viscosity supersolution (respectively, subsolution) of H n = 0 in Ω, then u is a β-viscosity supersolution (respectively, subsolution) of H = 0 in Ω.
Proof We treat the case that the u n are β-viscosity supersolutions of H n = 0; the case of β-viscosity subsolutions is entirely similar. Let x ∈ Ω and p ∈ D − β u(x), we can find a local Lipschitz continuous and β-differentiable function ϕ : X → R on D(ϕ) such that:
(ii) p = ∇ β ϕ(x) and ∇ β ϕ is norm to τ β continuous at x.
Since u n converges to u as n → ∞, then we can assume that there exist a sequence of positive numbers {ε n } n such that ε n → 0 as n → ∞ and u(y) ≤ u n (y) + ε n for y ∈ Ω.
Therefore, u n (y) + ε n − ϕ(y) ≥ (u − ϕ)(y) ≥ 0 for y ∈ Ω, which implies inf(u n − ϕ) + ε n ≥ 0. Since u and ϕ are continuous at x, there exist z n ∈ Ω, |z n − x| < ε n such that u n (z n ) − ϕ(z n ) ≤ ε n . Thus, u n (z n ) − ϕ(z n ) ≤ inf(u n − ϕ) + 2ε n . Let us define (u n − ϕ)(y) = −ε n for y / ∈ Ω. Then u n − ϕ is lower semicontinuous and bounded from below. According to Proposition 2.2, there exists ψ n ∈ D β (X) such that (1) lim n→∞ ||ψ n || = 0 and lim n→∞ ||∇ β ψ n || ∞ = 0, (2) u n − ϕ + ψ n attains a local minimum at y n ∈ Ω, (3) lim n→∞ |y n − z n | = 0.
Using (3) and the fact that |z n − x| < ε n , we have lim n→∞ |y n − x| = 0. On the other
Now using the fact that u n is a β-viscosity supersolution of H n = 0, we obtain H n (y n , u n (y n ), p n ) ≥ 0.
Passing to the limit as n → ∞, we get H(x, u(x), p) ≥ 0. Thus, u is β-viscosity supersolution of H(x, r, p) = 0.
Finally, we close this section with a finding on the existence of β-viscosity solutions. The following Theorem 3.3 generalizes the ones in [9] and [12] . To prepare for that theorem, we recall several definitions and a proposition proved in [12] .
If Ω is an open subset of a Banach space X and if u is a function defined on Ω, the upper semicontinuous envelope u * of u is defined as u * = inf{v : v is continuous on Ω and v ≥ u on Ω} and the lower semicontinuous envelope u * of u is defined by u * = sup{v : v is continuous on Ω and v ≤ u on Ω}. , Ω an open subset of X, and F : Ω × R × X * β → R continuous. Suppose that u 0 , v 0 are respectively a β-viscosity subsolution and a β-viscosity supersolution of
* is a β-viscosity subsolution of F (x, u, Du) = 0 on Ω, and u * is a β-viscosity supersolution of F (x, u, Du) = 0 on Ω.
We are now ready to establish the existence. Since m H is a modulus, according to Remark 3.1, there exist real numbers A H , B H such that
We claim that v 0 is a β-viscosity supersolution and u 0 is a β-viscosity subsolution of the problem (1.1), (1.2) in Ω. Indeed, it is clear that v 0 ≥ ϕ on ∂Ω. Moreover, from the assumptions (H1) (resp. (H1)*) and (H2), for each
This proves that v 0 is a β-viscosity supersolution of (1.1).
On the other hand, by the definition, u 0 ≤ ϕ on ∂Ω. It remains to prove that u 0 is a β-viscosity subsolution of (1.1) in Ω.
From the conditions (H1) (resp. (H1)*) and (H2), for each x ∈ Ω, p ∈ D
Thus u 0 is a β-viscosity subsolution of (1.1).
Now by Proposition 3.3, there exists a function u such that u 0 ≤ u ≤ v 0 , u * and u * are respectively a β-viscosity supersolution and a β-viscosity subsolution of Equation (1.1) in Ω. It follows from Corollary 3.1 that u * ≥ u * . Clearly by the definition, u * ≤ u * . Hence u * = u * = u is a β-viscosity solution of Equation (1.1) in Ω.
Example 3.2 In Example 3.1, we look at a linear Hamiltonian H and verify that assumptions (H0)-(H3) are satisfied. Here is another example, in which the Hamilton function H is nonlinear. Moreover, the underlying normed space X below has no equivalent Fréchet smooth norm.
. By [7] , X has an equivalent weak Hadamard smooth norm and that norm is nowhere Fréchet-differentiable. Thus, the results in Crandall [8] do not work in this case. Also note that L 1 [0, 1] does not satisfy the RadonNikodym property (see [6] ). Let U = [0, 1] and 
Proof for the case Ω = X
The conclusion in this case is clear if sup ∂Ω (u − v) + = ∞. Thus, we now assume
To continue, we first give the following lemma.
Lemma 4.1 Suppose that Ω ⊂ X is an open strict subset. We denote as ρ(x) the distance from x to ∂Ω. Let u, v ∈ C(Ω) be functions that satisfying the condition (3.2). Then, for all x, y ∈ Ω,
In particularly,
Proof Suppose that ρ(x) < ρ(y). Then, for any ε > 0, there exists an x * ∈ ∂Ω such that the line segment connecting x and x * is contained in Ω, and |x−x * | < ρ(x)+ε.
For each n ∈ N * , we choose
Then, x n ∈ Ω, and x n → x * as n → ∞. In addition,
Let n → ∞ in (4.3), we obtain
The inequality (4.4) holds for any ε > 0. By letting ε → 0 and using the continuity of the function m at ρ(x), we obtain
If ρ(x) ≥ ρ(y), by a similar argument, we have
Thus, (4.1) is proved.
By Lemma 4.1, the estimate (4.2), and the function ρ(x) has at most linear growth, there are constants A, B ≥ 0 such that
Next, let ζ ∈ C 1 (R) satisfy ζ(r) = 0 with r ≤ 1, ζ(r) = r − 2 with r ≥ 3, and 0 ≤ ζ ′ ≤ 1.
For a, ε, λ, R > 0, consider the function
on the set
, ρ(y) > a and |x − y| < a}.
We claim that for B defined in (4.5), if
on ∆(a), where
The proof of (4.7) is carried out in 2 steps.
Steps 1. Proof of (4.7) in the case Φ attains the maximum value on ∆(a) at point (x 0 , y 0 ).
If it is the case, fix y = y 0 . Then the function u(
Similarly, when we fix x = x 0 , the function v is β-viscosity subdifferentiable at y 0 and 1
Since u, v are β-viscosity solutions of equation (3.1), we have
where
Because the function Φ attains its maximum value at (x 0 , y 0 ) so for all (x, y) ∈ ∆(a), then
. This fact proves (4.7) because its right-hand side is nonnegative.
. From (4.8) and (4.9), we imply that
In addition, using (H1) (resp. (H1)*) we obtain
On the other hand, we have
Together with the assumption (H3) and the increasing monotonicity of the module m H , we have
Because of the facts that
and
by using (H2) we yield
Plugging (4.13), (4.14) into (4.12), then combining with (4.10), (4.11) we have
in ∆(a) and (4.7) holds in this case.
Steps 2. Prove (4.7) in the case the function Φ does not attain its maximum value on ∆(a).
To do this, firstly we claim that function Φ is bounded from above on ∆(a). Indeed, since λ > B, for any x, y ∈ ∆(a) we have
Then Φ < 0 when |x| > R 0 for R 0 large enough. On the other hand, for |x| ≤ R 0 we have
Since Φ is bounded from above, there exists the finite sup ∆(a) Φ. .7) is obvious. Otherwise, we have sup
From (4.1) and (4.6) we have
Choose a sequence (x n , y n ) ∈ ∆(a), n = 1, 2, ... such that Φ(x n , y n ) is stricly increasing,
We prove that (x n , y n ) is an interior point of ∆(a), or in other words, there exists γ > 0 such that
Indeed, we have
on ∆(a). Substituting x = x n , y = y n into (4.20) and combining with (4.18), we have
From (4.16) and (4.18) we see that there exists ξ > 0 such that both ρ(x n ) and ρ(y n ) are not less than a + ξ for n sufficiently large. Indeed, otherwise, we have ρ(x n ) → a. If x = x n , y = y n in (4.17) we have
Then let n → ∞ we obtain sup ∆(a) Φ ≤ sup ∂Ω (u − v) + + 2m(a). This contradicts to (4.16). Thus, (4.22) is proved.
For (x, y) ∈ S n , we have |x
where γ is a positive number, which is chosen so that
A similar argument can be used to show that ρ(y) > a, hence (4.19) holds. By (4.15) the sequence (x n , y n ) is bounded.
Next, we will prove that sup ∆(a)
Φ ≤ C(a, λ, ε) (resp. sup
which will allow us to obtain (4.7).
Indeed, put δ n = sup
According to (4.18), δ n > 0 for all n. Consider the function
For (x, y) ∈ ∂S n we have
Indeed, if P : S n → R varies by less than δ n on S n and Ψ − P has the maximum point in S n , then this point must belong to the interior of S n .
By Proposition 2.4, with ε = δ n , there exists P ∈ D * β (X × X) such that Ψ (x, y)−P (x, y) attains its maximum value on S n at a point ( x, y) and P ∞ < δ n , ∇ β P ∞ < δ n . By the argument above, it lies in the interior of S n .
We fix y = y. Then we have
attains its maximum on S n at the point x = x. Hence the function u is β-viscosity superdifferentiable at x and
Similarly, the function v is β-viscosity subdifferentiable at y and
where ∇ x β is the β-derivative with respect to x variable.
Since u, v are respectively β-viscosity subsolution and β-viscosity supersolution of equation (3.1),
Since ( x, y) ∈ S n , the sequence (x n , y n ) is bounded, hence ( x, y) and (x n , y n ) are contained in a bounded set.
Moreover, since (∇ β |.| 2 )(x) is bounded by 2|x|, we have
Hence p 1ε + λq + θ 1n , p 1ε + θ 2n are contained in a bounded set. Let R 1 be an upper bound of x, y, p 1ε + λq + θ 1n and p 1ε + θ 2n .
Let R ≥ R 1 , by the continuity at 0 of the function w R : X * β → R in the assumption (H0), for every η > 0, there exists a neighborhood V β ⊂ X * β of 0 such that |w R (p)| < η for all p ∈ V β .
Since τ F is the strongest topology in the class of τ β topologies on the space X * , there exists δ > 0 such that δB 1 ⊂ 1 2 V β , where B 1 is the unit ball in X * .
On account of both K n and δ n converge to 0 as n → ∞, we can choose n large enough such that K n .(∇ β |.| 2 )( x − x n ) ∈ δB 1 ; K n .(∇ β |.| 2 )( y − y n ) ∈ δB 1 and δ n < δ. This implies that θ 1n ∈ V β and θ 2n ∈ V β .
Because Ψ − P attains its maximum at ( x, y), then Ψ ( x, y) ≥ Ψ (x n , y n ) + P ( x, y) − P (x n , y n ) = sup resp. Φ(x n , y n ) − 3δ n ≤ 1 1 − L H (C(a, λ, ε) + 2η) .
Let n → ∞ and η → 0 we have (4.23), and the inequality (4.7) is proved completely. Thank to (4.32), u − v is a bounded function. Thus, we can choose B = 0 in (4.5). By taking the limit in (4.33) as λ → 0 and a → 0, we obtain (3.3).
The case Ω = X
In this case we have ∂Ω = ∅, so that sup ∂Ω (u − v) + = 0, ρ(x) = ∞ for all x ∈ X.
Using the same arguments as above, we arrive at the conclusion of the theorem. The theorem is completely proved.
