In this paper, we present an algorithm to compute the distance to uncontrollability. The problem of computing the distance is an optimization problem of minimizing or(x, y) over the complete plane. This new approach is based on finding zero points of grad ~r(x, y). We obtain the explicit expression of the derivative matrix of grad ~(x, y). The Newton's method and the bisection method are applied to approach these zero points. Numerical results show that these methods work well.
I. Introduction
One of the fundamental concepts in linear control theory is that of controllability. A pair (A, B) of matrices A ~ R n×n, B ~ R nxm is controllable if in the system =lax + Bu, where II II denotes the spectral norm, and [E, F] is the n × (n + m) matrix formed by the columns of E followed by those of F. It was pointed out by Eising [5, 6] where ~r,(G) denotes the n-th singular value of a n x (n + m) matrix G. It is clear that the problem of finding the distance to uncontrollability is the problem of minimizing or(s) over the complex plane.
Another characterization of d(A, B) is given by d(A, B)= min{IJq"[A-qHAqI, B]
II:HQII = 1), (1.5) where II II is the Euclidean vector norm [5, 12] . There are several algorithms in the literature for calculating d(A, B). They are based on the minimization of o-(s). Their main drawback is that they need a good starting point to converge [2, 4, 5, 12] . Here we propose to use Newton's method with damping.
This method is known to show convergence also for not so good starting values, a behaviour observed in our examples too. We are able to use this method, because we can explicitly calculate the first and the second partial 
f( s) = c',( s)( U~(oS) )
( 1.7) is well defined. This function plays an important role, it is shown that 0o-(x + iT) 0o-(x + iT) The paper is organised as follows. In Section 2 we study the function ~r(x, y)= o-(x + iT). It is analytic as a function of the real parameters x and y for all but a finite number of points. We calculate the first and second derivatives of or(x, y) using an SVD. Here we treat a slightly more general case. In Section 3, the connection between zeros of f(s) and local minima of o-(x, y) is studied. Two criteria, one analytic and one in matrix terms, are given which guarantee a critical point of o-(x, y) to be a local minimum. In Section 4 several possibilities of using Newton's method are outlined. They are the cases of real or complex parameters s. Numerical results and some discussions concerning the case of multiple singular values are given in Section 5 and 6 respectively.
The explicit expressions of the first and second derivatives of o-(x, y)
In this section, the main results are the explicit expressions of the first and second derivatives of o'(x, y) given in (2.10) and (2.11). Let us consider a more general case of a complex matrix G(s) = G1 + sG 2 with a real parameter s. It is well known that a singular value of G(s) is analytic if it is simple [13] .
In the following theorem, we give explicit expressions of its first and second derivatives. More general results can be found in [10, 11] . 
,(s) = u~(s)tin(s), h,(s) = v~(s)bn(s). The last two functions satisfy
Remark. Observe that h. and h, contain the derivatives too.
Proof and Lemma 2. In the following proof, we omit the parameter s. So keep in mind that all the mentioned vectors and matrices are functions of s. According to the SVD of G, we have
GGHu. = tr2un.
It is well-known that the eigenvalues and the eigenvectors of GG H are analytic with respect to the real parameter s if the eigenvalues are simple [13] . So the derivative of u n satisfies
Thus from G = U,~ V H,
i.e. the first n -1 equations in
The last equation is just u,n'u~ = h,. Solving for una~ gives (2.3) and similarly (2.4) is obtained by applying the same kind of analysis of GHGu, = cr2t',,. Now we consider the properties of h, and h,.
Note that unnu, = 1, so u,nu~" + fi~u, = 0, i.e. Re h, = 0 and Re h,, = 0. Formula (2.5) follows from the observation that ~, = uffGnu, and
6-,; = t:~GUu,, + ~r~(h. + h,.). (2.6)
As 6-,, is real, and h, + h; is purely imaginary, we have
Proof of Theorem 1. From Lemma 2, it is easy to prove the conclusions of Theorem 1. As a direct consequence of (2.6), we obtain (2.1) as (~ = G 2. Now we differentiate (2.1). Replacing t~ and t:,. by (2.3) (2.4), we see that the unknown terms h, and h, appear only in the form h, + h, and can be replaced by Here where 
Corollary 4. Let [A -(x + iy)l, B] = U(x, y)~(x, y)V(x, y)H be the SVD of [A -(x + iy)I, B] with
where Ud, and VdX are given in (2.14) and (2.15).
where udy and Vdy are given in (2.16) and (2.17). 
The local minimum of w(x, y)
From the nice relation between grad 0-(x, y) and f(x, y) (2.10), we conclude the following result. Using the results of Corollary 4, we can now decide to which group the critical points s* belongs. We can also give a sufficient condition of (x*, y*) being a local minimum of 0.(x, y) in matrix theoretic terms. [ 
then ( x*, y*) is a local minimum point of o'( x, y ).

Newton's algorithm
Because we have obtained the first and second partial derivatives of o-(x, y) in terms of the SVD of 
Theorem 5 also suggests a method to compute d(A, B).
We need only to find all zeros of f(s), which are the critical points of ~r(s). Especially in the case of f(s) being a real function of a real parameter s in order to compute the following dr(A, B), the bisection method can be used to find all zeros of f(x). We ought to say that Theorem 6 and Corollary 7 and the criterions of the second partial derivatives give only sufficient conditions to determine which zeros of f(s) are local minima of or(s). where O h is such that o"(Sk+ I) < O-(Sk).
Real case
In our examples a choice O k =~ 1 is only neccessary at the beginning steps of the Newton algorithm. After having a good approximation of a local minimum point, we can take O h = 1 and hence have the usual Newton algorithm. Also the following bisection method can be used to find the zeros of f(s). where r/r is chosen such that
Complex case
Also the bisection method can be used to find the zeros of g
(O). Numerical results suggest that this
Newton's method with the parameter O k enjoys the property of global convergence. Moreover one needs only to compute two or three 0k's to get a good initial point for the Newton method. It means that after two or three steps 0 k will be near to 1. Thus Newton's method with O k = 1 will converge quadratically.
Hence O k is only calculated in the first three steps, it is automatically taken to be 1 since then.
Computing the minimum O k takes much work. One needs generally seven or eight SVDs to find a good approximate value to 0 h. However it seems that this step cannot be neglected. It is worthwhile to say that there exists only one zero point of g(O) in our examples.
Another way of selecting O k is from the following inequality:
But Newton's method with O k selected in this way converges to s* very slowly. Before we finish this section, we shall discuss how to select a good initial point for the Newton method. In [3] , it has been proven that s* is located within one of the disks in the complex plane whose centers are the eigenvalues of F, where 
Numerical examples
Two examples presented in [12] are implemented under MATLAB. Using Newton's method and the bisection method, all minimum points of ~r(s) with s being real are found. So there exists no difficulty to get dr (A, B) . But for d(A, B) , though we have known the exact region containing all zero points of f(s), the number of zero points is still a problem. Generally speaking, the Newton's method converges very quickly if a good initial point is selected. 
