Abstract: Single-molecule spectroscopy on freely-diffusing molecules allows detecting conformational changes of biomolecules without perturbation from surface immobilization. Resolving fluorescence lifetimes increases the sensitivity in detecting conformational changes and overcomes artifacts common in intensity-based measurements. Common to all freely-diffusing techniques, however, are the long acquisition times.
Introduction
Fluorescence-based single-molecule techniques allow identifying sub-populations, detecting conformational changes or binding-unbinding events of single biomolecules in a heterogeneous sample. 1 Experiments on surface-immobilized molecules can be affected by the steric or chemical interference of the binding surface. 2 By contrast, experiments on unbound or freely-diffusing molecules are free from such perturbations. In such measurements, resolving lifetimes increases the ability to detect conformational changes and overcomes artifacts common in intensity-based measurements. [3] [4] [5] [6] [7] [8] Freely diffusing single-molecule techniques traditionally employ a single diffraction limited spot to excite the sample. At suitable single-molecule concentrations of 100 pM or less, at most one molecule diffuses through the excitation spot at any given time. In practice, the concentration is adjusted such that the probability of having two molecules crossing the excitation spot at the same time can be considered negligible. Under these conditions, most of the time, no molecule is present in the excitation spot, which results in long acquisition times (∼ 5 − 10 min.) in order to accumulate enough single-molecule "events" (i.e. diffusions through the excitation spot resulting in a burst of photons).
To overcome this limitation, we recently introduced a multispot excitation/detection scheme that allows performing high-throughput single-molecule FRET (smFRET) experiments by parallelizing data acquisition. 9, 10 This development was made possible by new SPAD arrays fabricated with a custom silicon technology with performance compatible with single-molecule detection. 11 The multispot excitation consists of an array of excitation spots generated using a liquid-crystal on silicon (LCOS) spatial light modulator (SLM) illuminated with a high power laser, the geometry of the excitation pattern matching the geometry of the SPAD arrays. While flexible, this approach requires high-performance and costly LCOS-SLMs and a careful optical design and alignment.
Here we introduce a variant of this setup employing an alternative "line-excitation" scheme which only requires the addition of a single cylindrical lens to a standard confocal setup, dispensing altogether of the expensive LCOS-SLM. The line-excitation approach is a cost effective, and easy to implement solution for high-throughput single-molecule experiments and was previously used by the Takahashi group for intensity-based smFRET measurements of protein folding. 12, 13 Their configuration involved a linear microfluidic channel in which single-molecule flowed through the line excitation and a electron-bombarded CCD camera for detection. Here, we use a simple standing drop, freely-diffusing single molecule sample and a 16-pixel SPAD array connected to a 16-channel TCSPC module, 14, 15 demonstrating high-throughput lifetime-based smFRET measurements on simple model DNA molecules.
Materials and Methods

Setup Description
A schematic representation of the setup is shown in Fig. 1 . The setup is based on a modified IX 71 inverted microscope (Olympus, Piscataway, NJ). As in a conventional confocal setup, a laser beam (LDH-P-FA-530XL, PicoQuant GmbH, Berlin, Germany; wavelength 532 nm, pulse width <100 ps, pulse repetition rate 20 MHz) is expanded in order to overfill the back aperture of the objective lens (Olympus UPlanApo 60x, N.A. 1.2 water). As shown in Fig. 1 , the expanded laser beam passes through a 200 mm focal length cylindrical lens (LJ1653RM-A, Thorlabs Inc, NJ, USA) placed at a 200 mm distance from the back-aperture of the objective lens. The beam enters the microscope optical path through a dichroic mirror (DM in Fig. 1 , dual edge 532-635nm) and is focused in one direction (y in Fig. 1 ) in the back-aperture of the objective lens. The objective lens generates the excitation line in the sample, and collects the fluorescence emission, which is then separated from the excitation beam by the dichroic mirror. The emitted light is further filtered with a band pass filter to reject laser reflection and Raman scattering and relayed to the bottom port of the microscope through the microscope tube lens. Additional relay optics consisting of 150 mm and 100 mm focal length doublet lenses (not shown) form the final image on the active area of a linear 32-pixel SPAD array, 15 16 of which were used in this work due to the 16-channel capacity of the TCSPC electronics. Fig. 2 shows two orthogonal projection illustrating the principle used to generate the excitation line.
The SPAD array is characterized by dark count rates (DCR) varying from pixel to pixel, as reported in Fig. 4 . The 16-channel TCSPC module is based on integrated time-to-amplitude converters (TAC) and has a mean resolution of 3.3 ps (minimum TCSPC bin size) and 2 14 bins (∼50 ns measurement window) . Due to the internal TAC architecture, the TCSPC resolution (i.e. bin size), varies slightly from channel to channel and needs to be calibrated (once) prior to performing experiments. The variation of the resolution across channel was found to be <6 % for the module used in these experiments.
Data processed and recorded by the TCSPC electronics consists of a stream of single-photon information, transferred via a USB-2 interface to the host computer. Each photon information comprises a channel number (0..15), a macrotime stamp (time since the beginning of the experiment, 50 ns resolution) and a nanotime stamp, or time until the next laser pulse (channel-dependent resolution, as discussed above), as classically provided by most TCSPC electronics. 16 This stream of photon is read asynchronously by a custom software written in LabVIEW, which displays intensity time traces, builds nanotime histograms for each channel, and saves data continuously to disk. shows experimental IRFs for the 16 channels, measured using the reflection from a cover-glass air interface. These IRFs include both laser and detection electronics contributions (SPAD + TCSPC hardware) and are characterized by FWHM of ∼130 ps for all but channels 3 and 7, having FWHM of 144 ps and 140 ps respectively.
Alignment
To facilitate the alignment, the SPAD array is placed on a 3-axis manual micro-positioner stage. The cylindrical lens is placed on a rotary holder (RSP1, Thorlabs). A sample with high concentration of ATTO50 dye (10-100 nM) generates a stable emission line used for alignment of the detector. For the alignment, a LabVIEW acquisition software displays intensity time traces of the 16 channels in real time. The rotation of the cylindrical lens, which directly sets the orientation of the line, is calibrated by translating the SPAD in a direction orthogonal to the excitation line while observing the time traces on the different channels. If the excitation line is perfectly parallel to the 16 pixels, all time traces will exhibit a signal maximum at the same time. Conversely, if there is an angle mismatch, time traces in different channels will exhibit maxima shifted in time. This visual feedback allows to iteratively adjust the orientation of the excitation line until convergence. Once the rotation angle is fixed, the SPAD array can be easily aligned in the X and Y directions in order to maximize the signal in all channels. This procedure results in the maximum uniformity of the signal across the 16 channels.
Measurements
To demonstrate the performance of the system, we report measurements of 80-base pair dsDNA samples, labeled with either a single ATTO550 label (ATTO-TEC GmbH, Heidelberg, Germany) or with two FRET labels (donor: ATTO550, acceptor: ATTO647N, ATTO-TEC) located 12 basepairs apart. The DNA sequence is identical to that described in ref. 10 for real time transcription kinetic experiments (donor labeling on the non-template strand at position -3 and acceptor labeling in the template strand at position -15). Sample were diluted to single-molecule concentrations with TE50 buffer (10 mM Tris, 1 mM EDTA, bring to pH 8.0 with HCl, 50 mM NaCl). In order to acquire enough statistics in each individual spot, acquisition duration for single-molecule measurement range from 15 to 20 minutes. Data analysis is performed with the open source python software FRETBursts 17 and with the free LabVIEW software ALiX. 10 Jupyter notebooks used for the analysis are available on github (https://github.com/tritemio/polimi tcspc 16ch). The measurement data files are stored in the open format Photon-HDF5 18 and are available on Figshare. 19 3 Discussion and Results 3.1 Spot Characteristics Fig. 6 shows total signal, background and DCR as function of the spot number. The total background rates (gray squares) are in the 8-10 kcps range and can be decomposed into sample background (red squares), due to buffer impurities, out-of-focus molecules fluorescence, etc., and DCR (black bars), measured separately in the absence of any signal. While DCR is responsible for most of the pixel-to-pixel fluctuations of the total background, the sample background is the dominant contribution for all but the noisiest pixels.
The DCR-corrected total signal, i.e. the total photon count rate minus DCR (Fig. 6 , blue circles), exhibits a smooth convex profile. As expected, this corrected signal profile is similar to the intensity profile of the line-excitation pattern (see Fig. 3 ). Fig. 8 reports several burst statistics corresponding to two different burst search parameters sets. Using a burst search imposing a constant and identical count rate-threshold for burst start and stop in all spots 17 (blue dots), we note that the number of bursts and mean burst statistics (size, duration, peak photon rate) all follow a "peak" profile, similar to the profile of the total signal (Fig 6) . However, the total signal of Fig. 6 exhibited a smaller relative variation between central and lateral pixels compared to any burst statistics.
Moreover, among the burst statistics of Fig. 8 , the mean burst size (Panel B) exhibits more pronounced variations compared to burst duration (Panel C) and peak photon rate (Panel D). This can be understood by noticing that, to first order, the burst size can be approximated by the product of burst duration and peak photon rate. Finally, the "peak burst photon rate" (Fig. 8 Panel D) is a measure of the peak PSF intensity (including the product of excitation, emission and detection efficiencies). Assuming perfect alignment and uniform photon detection efficiency across the pixels, the peak burst photon rate is a measure of the peak excitation intensity at each pixel position.
To understand how the PSF profile (height and width) changes across the spots, we performed a second burst search with count rate-thresholds scaling with the mean "peak burst photon rate" (Fig. 8, red squares) . Loosely speaking, this burst search sets a detection threshold equivalent to imposing that the molecule traverses the PSF at a location where its intensity is equal to a given fraction of its peak intensity. Therefore we call it for brevity FWHM burst search. First, we observe that the mean "peak burst photon rate" is unchanged compared to the previous burst search. This statistics is linearly dependent on the height of the PSF's peak (where the emission rate is maximum) and can be reasonably used to estimate changes in the PSF height. Second, the number of bursts obtained with FWHM burst search (Panel A, red squares) is now relatively constant across the spots. Third, the mean burst duration (Panel C, red squares) has an inverted trend: bursts on lateral pixels have larger mean duration than bursts on the central ones. These three observations can be rationalized as follows. As we move from the central spots to the lateral ones, the peak PSF intensity decreases as indicated by the trend in the mean "peak burst photon rate". At the same time, the PSF's width increases (larger burst duration), resulting in smaller but wider PSF. Finally, the mean burst size (Panel B, red squares) becomes only marginally smaller on the lateral spots, indicating that the larger PSFs width compensates (at least partially) for the loss in intensity. In other words, while moving from the central to the lateral spots, the PSF peak decreases and its width increases, but its integral remains relatively constant. 
Fluorescence Lifetime Results
Fig. 9 reports 16-channel lifetimes histograms normalized to unit area for the D-only sample. The histograms are computed from all bursts photon nanotimes, where bursts are defined as discussed in the previous section. To showcase the lifetimes-resolving capabilities of the setup, we performed two kind of analysis. In the first, we fitted the fluorescence decay (nanotime) histograms obtained from all burst photons to a sum of decaying exponentials convolved with the Instrument Response Function (IRF). In the second approach, used for the donor-only sample, we computed the mean lifetime for each burst and mean lifetime distribution for each channel as detailed later in the text. In order to fit the fluorescence decays, we acquired IRF of each channel collecting the laser light reflected by a bare glass coverslip and building the nanotime histogram (Fig. 5) . The fit of fluorescence decay histograms was performed by non-linear least squares minimization using the simplex downhill algorithm 20 as implemented in ALiX (https://sites.google.com/a/g.ucla.edu/alix/windows/nanotime-histogram-analysis). Uncertainty on each component's estimated lifetime are were computed as described in 21. In general, 2 or 3 components were used to obtain a satisfactory fit, due to the presence of some noticeable Raman or Rayleigh scattering (as seen in Fig. 12 ) and the impossibility to separate donor-only bursts from FRET only bursts. The short component (≤10 ps) represents a small fraction of the total counts in the decay, but is needed to account for the shape decay at short time scales. When two additional components were needed, one of them resulted in a lifetime close to that of the donor lifetime, consistent with the idea that detected bursts comprise a fraction of donor-only molecules. Fig. 10 shows the fitted lifetimes values in the different channels for two samples (D-only and FRET). Fig. 12 shows the fitted fluorescence decays curves for two representative channels for both donor-only (D-only) and FRET sample. Except for channel 8, the main fitted lifetime values are within ±0.1 ns of the mean value, demonstrating a satisfactory uniformity for the setup. These results are largely independent from the burst search type and parameters. The FRET efficiency estimated from the mean fitted lifetime across the different channels is 0.74. Using the manufacturer reported value R 0 = 6.5 nm for the ATTO550-ATTO647N dye pair, this efficiency corresponds to a theoretical donor-acceptor distance of 5.5 nm. As a comparison, using a simplistic dsDNA model, the donor-acceptor separation of 12 base pairs corresponds to a distance of 4.1 nm. This discrepancy may be due to a different R 0 resulting from local dye environment effects, polarization anisotropy, DNA geometry or dyes linker length effects, which will be examined in future studies.
Next, we consider the mean lifetime obtained from each burst separately. (Fig. 11) . For an exponentially distributed random variable, the maximum likelihood estimator of the time-constant is the sample mean. Thus, if a fluorescence decay is mono-exponential and the effects of convolution with the IRF and background are negligible, the lifetime can be estimated by computing the average of all nanotimes. In our case, the donor-only sample is predominantly mono-exponential, and this hypothesis therefore applies. To select a mono-exponential tail on the fluorescence decay, we selected an interval of nanotimes starting where all IRFs decreased to below 1% of their peak value, and ending where the fluorescence decay equal to twice the baseline of the noisiest channel. This criterion resulted in a selection of nanotimes in the 1-18 ns range (identical by definition on all channels) as highlighted in Fig. 9 . Fig. 11 shows the resulting distributions of burst lifetimes. Estimating lifetimes from single bursts results in noisier data. However the center of these distributions are comparable to the lifetimes values estimated by fitting the decays (Fig. 10 A) and are very uniform across the different spots. 
Conclusions
In this preliminary study, we demonstrated a simple line-excitation scheme combined with new TCSPC SPAD arrays as a compelling approach for high-throughput TCSPC measurement on freely-diffusing single-molecule. We also explored basic performance of the acquisition hardware, which comprises a 16-pixel SPAD array and 16-channel TCSPC module, developed by the Politecnico di Milano group. 14, 15 Results show single-molecule detection in all 16 channels and the ability to fit fluorescence decays corresponding to selected populations of single molecule bursts, retrieving lifetime with variations of around 2% across the different channels. The line-excitation approach could be extended to multi-color detection ( for smFRET measurement covering the whole FRET range) and multiple laser excitation (i.e. ALEX 6, 7 
