Abstract. In this work we complete the integrability conditions (i.e. conditions for the existence of a local analytic first integral) for a family of a resonant saddle perturbed with homogeneous quintic nonlinearities studied in a previous work. In order to obtain the necessary conditions we use modular arithmetic computations.
Introduction
The integrability problem is one of the main problems in the theory of ordinary differential equations and systems. The integrable systems are interesting in the sense that perturbing such systems we can obtain a rich behavior of bifurcations. A polynomial system with a 1 : −1 resonant saddle at the origin is a system of the forṁ
where a jk and b jk are complex numbers. For system (1) we can propose a Lyapunov function of the form
where ψ jk are complex numbers, and such thaṫ
where g k,k are called the saddle (focus) quantities for k = 1, 2, . . . which are polynomials in the parameters of system (1) . In the caseΨ ≡ 0 we have an integrable saddle also called a complex center. When system (1) has quadratic nonlinearities the conditions for the existence of an integrable saddle were given by Dulac [2] . The case with homogeneous cubic nonlinearities was studied by Sadovskiǐ [11] , see also [1] . The case when we have general cubic nonlinearities is open and some particular cases were studied in [3, 5, 9, 12] . The next differential systems that can be approach are the system with homogeneous nonlinearities of degree four and five. It is known that it is easier to tackle the problem when we have homogeneous nonlinearities of odd degree than of even degree. Hence the next research in this subject focus in the study of the integrability conditions of the systems of the forṁ x = x − a 40 x 5 − a 31 x 4 y − a 22 x 3 y 2 − a 13 x 2 y 3 − a 40 xy 4 
where a ij and b ij ∈ C. The computations involved to determine the necessary conditions of integrability cannot be performed with the actual powerful facilities. Thus it is reasonable to study some subfamilies of system (3). In [6] the integrability conditions for the subfamily with a −15 = b 5,−1 = 0 were given. If a −15 = 0 almost a complete study of the cases when we have an integrable saddle at the origin of system (3) is given in [4] . For the case a −15 b 5,−1 ̸ = 0, by a linear transformation system (3) can be written aṡ
where now we have a −15 = b 5,−1 = 1. In [3] the authors found necessary conditions for the existence of an analytic first integral of the form (2) for the following subfamilies:
For the case (C 1 ) it is proved in [3] the following theorem. In [3] the authors prove cases (C 2 )(α), (C 2 )(β) and (C 2 )(ϵ) leaving as open problems the cases (C 2 )(γ), (C 2 )(δ), (C 2 )(ζ) and (C 2 )(η).
Theorem 1 ([3]
The case (C 2 )(γ) was solved in [4] using a new method to prove the sufficiency for homogeneous differential systems. As pointed out in [3] , system (4) with conditions (C 2 )(δ) can be transformed into system (4) with conditions (C 2 )(γ) by the substitution x → αx, y → βy where α = β 5 and β = (b 31 − 1) −1/8 . So, cases (C 2 )(γ) and (C 2 )(δ) where both solved in [4] . Hence to complete the proof of Theorem 2 we shall prove the sufficiency for the conditions (C 2 )(ζ) and (C 2 )(η). This is done in section 2.
For the case (C 3 ) are stated in [3] the following cases. In [3] the authors prove Theorem 3 for all cases except the case (C 3 )(θ) which is the same as case (C 2 )(ζ) and thus it is proved in section 2.
Finally, for the case (C 4 ), are stated in [3] the following cases. 
We note that case (C 4 )(κ) is case (C 2 )(γ) which is proved in [4] and case (C 4 )(λ) is case (C 2 )(δ) which is proved in section 2. Moreover, system (4) with conditions (C 4 )(δ) can be transformed into system (4) with conditions (C 4 )(γ) by the substitution x → αx and y → −αy where α = (−1) 1/4 and by the same substitution, system (4) with conditions (C 4 )(ζ) can be transformed into system (4) with conditions (C 4 )(ϵ). In short, to prove Theorem 4 we are left with proving the sufficiency for the cases (C 4 )(γ) and (C 4 )(ϵ). We provide the sufficiency of these two cases in section 3.
In short, in this paper we complete the characterization of all systems in (4) that under conditions (C 1 ), (C 2 ), (C 3 ) or (C 4 ) have an analytic first integral of the form (2).
Proof of Theorem 2
As pointed out in the introduction, to complete the proof of Theorem 2 we shall prove the sufficiency conditions given in (C 2 )(ζ) and (C 2 )(η).
We start with the case (C 2 )(ζ). The conditions in this case are given by a 31 = b 13 = 0, and b 22 = a 22 = a 13 = b 31 = 5a 04 + 3b 04 = 5b 40 + 3a 40 = 16a 40 b 04 − 25 = 0. (5) However only with conditions (5) system (4) has not an integrable saddle at the origin. Hence conditions (C 2 )(ζ) in [3] are not complete. It is easy to see going further with the computation of the saddle constants that some of them are not zero. System (4) under these conditions can be rewritten aṡ and consequently
Hence, setting a 40 = iA, a 31 = iB, a 22 = iC, a 13 = iD, a 04 = iE, a 15 = iF , (note that b ij =ā ji ), we can write (6) as the centeṙ
Using (5) and 16b 40 a 04 − 9 = 0 we will have
Hence, we get that
Then
Note that (8) becomeṡ
The space of systems (8) with a center at the origin is invariant with respect to the action group C * of change of variables z → ξz:
Doing the change of variables (10) with
we get that system (9) becomeṡ
5 .
In short, it remains to show that (7) holds and to see that θ must satisfy
If we show (7) and (12) then we can apply the results in [7] (see the proof of cas (g) in Theorem 1) and we get that system (11) with condition (12) has a center at the origin. Conditions (7) and (12) Proof. We transform system (6), which has a saddle at the origin, using the change of variables x = X + iY and y = X − iY into a system with complex parameters which has a focus or a center at the origin. Computing the Poincaré-Lyapunov constants for such system we get that all are zero except V 50 which yields
From (9 − 12b 40 + 16b 2 40 )(9 + 12b 40 + 16b 2 40 ) = 0 we get the following possibilities for b 40 : This completes the proof of the lemma.
This completes the proof of the sufficiency conditions of (C 2 )(ζ). Now we prove the sufficiency conditions of (C 2 )(η). These conditions come essentially from the component defined by U in [3] . However, as pointed out by the authors, this is a component of a modular decomposition and is not a true one in the field of the rational numbers. Hence it is assumed that the most simple polynomial defining the component (a 04 −3b 04 = b 40 −3a 40 = 0) are correct and it is recomputed the decomposition now over the field of characteristic zero. This decomposition has three components called U 1 , U 2 and U 3 in [3] and that are of the form However the authors of [3] do not realize that the component U 2 is a particular case of J 2 (see [3] ) and therefore corresponds to the case (C 2 )(β) and the component U 3 is a particular case of J 1 (see [3] ) and corresponds to the case (C 2 )(α). Therefore the unique open case is the component U 1 .
The conditions that define the ideal U 1 in [3] which in fact are the essential new in the conditions that define (C 2 )(η) ( 
The case a 13 = b 31 = 0 belongs to case (C 3 ) already solved in [3] . So we consider either a 13 = 0 or b 31 = 0. First we assume a 13 = 0 then, conditions U 1 yield the following six cases:
All of them are Darboux integrable, with two invariant curves of form 
Again all of them are Darboux integrable in a similar form as in the previous case for a 13 = 0. Finally we suppose a 13 b 31 ̸ = 0. It is not easy to prove the sufficiency from conditions (13) because we always obtain irrational expressions respect to the parameters. In order to approach this generic case we do the change
In this case system (14) becomeṡ
whereã 40 = a 40 /γ 4 ,ã 22 = a 22 /(γ 2 β 2 ),b 04 = b 04 /β 4 ,ã 15 = γ/β 5 , and b 51 = β/γ 5 . In order to simplify the notation we rename againã ij by a ij andb ji by b ji . Notice that this change does not preserve the initial structure a 15 = −1 and b 51 = 1, so we cannot work directly with U 1 . Hence we must recompute the saddle quantities and the ideal that they generate. The first nonzero saddle quantity is
Setting V 14 equal zero we have three different cases. In case (iii) the second nonzero saddle quantity is 
If a 22 ̸ = ±2 then system (15) is Darboux integrable with two invariant curves of form f 1 = 1 + p 4 (x, y) and f 2 = 1 + q 4 (x, y) where p 4 and q 4 are homogeneous polynomials of degree 4 and it has an integrating factor of the
. This completes the proof of Theorem 2.
Proof of Theorem 4
The case (C 4 )(ϵ) is given by the component Vanishing the component we get the systeṁ
System (16) has the invariant algebraic curve of degree 4 given by
This case is solved using the same method that for the case (C 2 )(γ) solved in [4] . The proof is by contradiction using a transformation that involves the invariant curve f , see [4] . We consider the following change of variables given by
In this variables (u, v) system (16) becomeṡ 
System (19) has an invariant algebraic curve of the form f = 1 + p 4 (x, y) where p 4 is an homogeneous polynomial of degree 4 that we do not write here because of its length. We do the change of variables X = ax and Y = by with a and b complex numbers, that are chosen so that the invariant algebraic curve becomes f = 1 + (X + Y )(X − Y ) 3 . Now we can show that system (19) has an integrable saddle using this invariant curve and applying the same method used in case (C 4 )(ϵ). This completes the proof of Theorem 4. We want to note that for the case a 40 = √ 3b − 1 + ib with b ∈ R we have that this system can be transformed into a real center doing the change x = X + iY , y = X − iY . More precisely, we get the systeṁ
Doing the change z = X + iY andz = X − iY we geṫ
Doing a rescaling of time this equation can be written as equation (8) This conjecture appears due to the fact that neither the authors of [3] nor us were able to complete the computations of the necessary conditions over the field of the rational numbers. In fact the computations were done using modular arithmetics and consequently we must check if a component is lost following the algorithm developed in [10] . The computations using the algorithm must be done in a field of zero characteristic and neither the authors of [3] nor us were able to complete the computations of the algorithm over the field of the rational numbers. However the probability to have lost a component is close to zero, see [10] . Since we are not able to check this, we state in the theorems that conditions provided by such theorems are only sufficient, but we do not state that they are the necessary and sufficient conditions for existence of an integrable saddle.
