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Abstract
Piecewise-smooth stochastic systems have attracted a lot of interest in the last
decades in engineering science and mathematics. Many investigations have focused
only on one-dimensional problems. This thesis deals with simple two-dimensional
piecewise-smooth stochastic systems in the absence of detailed balance. We inves-
tigate the simplest example of such a system, which is a pure dry friction model
subjected to coloured Gaussian noise. The finite correlation time of the noise estab-
lishes an additional dimension in the phase space and gives rise to a non-vanishing
probability current. Our investigation focuses on stick-slip transitions, which can be
related to a critical value of the noise correlation time. Analytical insight is provided
by applying the unified coloured noise approximation. Afterwards, we extend our
previous model by adding viscous friction and a constant force. Then we perform
a similar analysis as for the pure dry friction case. With parameter values close
to the deterministic stick-slip transition, we observe a non-monotonic behaviour of
the probability of sticking by increasing the correlation time of the noise. As the
eigenvalue spectrum is not accessible for the systems with coloured noise, we con-
sider the eigenvalue problem of a dry friction model with displacement, velocity and
Gaussian white noise. By imposing periodic boundary conditions on the displace-
ment and using a Fourier ansatz, we can derive an eigenvalue equation, which has a
similar form in comparison to the known one-dimensional problem for the velocity
only. The eigenvalue analysis is done for the case without a constant force and with
a constant force separately. Finally, we conclude our findings and provide an outlook
on related open problems.
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Chapter 1
Introduction
Piecewise-smooth dynamical systems have attracted a lot of attention over the past
decade. They have been widely used for phenomenological models in engineering
and other applied sciences. As such systems cannot be investigated in the same way
as smooth dynamical systems, a new theoretical framework is needed for the math-
ematical treatment [28]. Piecewise-smooth dynamical systems can be modelled by
differential equations with discontinuities [34]. The dynamics exhibit new and unex-
pected phenomena, new types of bifurcations, which do not appear in the theory of
smooth dynamical systems [21,68], or a loss of determinism as multivalued solutions
arise although the dynamics started from a single initial condition [53]. In the past
few years, concepts from smooth dynamical systems have been adapted and used in
the context of piecewise-smooth dynamical systems, e.g. the so-called master sta-
bility function, to investigate the synchronisation properties of coupled non-smooth
systems [23, 70, 79]. Applications of piecewise-smooth dynamical systems can be
found in various fields of research, e.g. in neurodynamics [22] or superconducting
resonators [54]. Systems with dry friction (or Coulomb friction) are very promi-
nent examples of piecewise-smooth systems [9,10,100] and have been investigated in
many different contexts, e.g. in seismology [13, 14]. Characteristic of the dynamics
of these systems is the appearance of stick-slip motion [30,98].
In comparison to deterministic systems, the theory of piecewise-smooth stochas-
tic systems is still in its infancy. Stochastic models with discontinuous drifts are used
in physics and biology, e.g. in the framework of Brownian ratchets [69,81,85,86] or
for a phenomenological description of the stochastic motion of small solid objects
11
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on a solid surface, i.e. stochastic dry friction models [3, 4, 15, 27, 48]. The dynamics
of such models exhibits new features such as noise dependency of the correlation
time [94] or directed motion due to the interplay of asymmetric vibrations and dry
friction in the absence of a constant bias [7]. Non-Gaussian distributions for the
underlying macroscopic variables have been found [27, 48, 57, 71, 72]. In addition,
stochastic dry friction models have been used in the framework of diffusive trans-
port in graphene [80]. From a more rigorous point of view, the influence of Gaussian
white noise on sliding motion in Filippov systems close to a switching manifold and
near periodic orbits has been investigated [88,90].
Analytical results are available for a few piecewise-smooth stochastic systems,
e.g. exact solutions for the propagator [15, 94], closed expressions for the power
spectral density via Laplace transformations [95] and estimates for the first passage
time distribution [19]. Furthermore, the concepts of path integral methods and weak-
noise approximations, which are normal tools to study smooth stochastic models,
have been extended to investigate piecewise-smooth stochastic systems [5,6, 18]. In
addition to the aforementioned studies where Gaussian noise sources were used,
dry friction models with non-Gaussian noise have been considered as well [7, 8, 58];
these models are partially exactly solvable. While the aformentioned investigations
focused on Langevin dynamics, dry friction has been considered in connection to the
Boltzmann-Lorentz equation in the framework of granular material, e.g. studies on
a granular rotor [84,92] and an adiabatic piston subjected to granular gas [83,93].
Some features of stochastic dry friction models have been found in experiments
including water droplets and small solid objects sliding on a vibrating substrate
[16,42–44,73] or rotators subjected to granular media [32,40,41].
The abovementioned investigations focused mainly on one-dimensional problems.
For higher dimensions, studies are very rare. A few examples are numerical investi-
gations on the displacement statistics [72], the derivation of asymptotic expressions
for the transitional probability distribution in an N -dimensional Fillipov system [89],
and results on the autocorrelation function of the velocity in higher dimensions [26].
The obvious advantage of one-dimensional problems is that analytical results are
easier to compute. On the other hand, for example, regarding two or higher dimen-
sional stochastic systems, the question always arises as to whether detailed balance
is violated [82], which can hamper analytical computations. Prominent examples
for such a scenario are systems with Gaussian coloured noise.
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Stochastic perturbations are very often modelled by using Gaussian white noise,
which is usually an appropriate choice and analytical calculations can be done since
such problems often represent a Markov process. However, if the correlation time of
the noise and the characteristic time scale of the investigated system are of the same
order, a correlated noise (or coloured noise) is more appropriate [47]. Analytical
calculations of problems containing coloured noise are hampered by the lack of
detailed balance and Fokker-Planck techniques cannot be used directly since we are
dealing with a non-Markov process. Such a correlated noise can be generated for
example by an Ornstein-Uhlenbeck process, which enables us to obtain an higher
dimensional equivalent Markov process. In general, one has to rely on approximation
schemes, which are well established in the literature [36,37,55]. Models including a
coloured noise have been studied in many different contexts, e.g. magnetic resonance
[62], neurodynamics [11] and recently in active particle systems [35,65,99].
In this thesis we will go beyond one-dimensional piecewise-smooth problems and
investigate simple two-dimensional models, which do not obey detailed balance. An
obvious choice lies in focusing on a piecewise-smooth system subjected to coloured
noise, which gives rise to an additional dimension in phase space. We are interested
in how the impact of the correlation time of the noise affects the properties of the
underlying system, e.g. how the shape of the probability distribution or the power
spectral density changes. In general, we want to elaborate on whether transition
phenomena between the low correlation regime and high correlation regime become
visible and can be expressed by analytical means. The investigations focus first on a
pure dry friction model before we study a system with dry and viscous friction plus
a constant force, similarly to the case of the model subjected to white noise [94].
In addition, we will consider the eigenvalue problem of a dry friction model with
displacement, velocity and Gaussian white noise. As results for the one-dimensional
for the velocity are well established in the literature, the question is how the dry
friction affects the dynamics of the displacement of a particle. In particular, we
want to investigate the structure of the underlying eigenvalue spectrum and study
the impact of dry friction on the eigenvalues. Our goal is to perform this analysis
analytically to a large extent.
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1.1 The Langevin equation with dry friction
To set the background of this thesis, we discuss some aspects of Brownian motion
with dry friction. Historically, only a viscous friction has been taken into account in
the Langevin equation [38]. Therefore, we investigate the impact of an additional
dry friction contribution, which comes into play when solid-solid interactions are
considered, e.g. a solid object sliding over a vibrating plate. The dry friction can be
characterised by the following scenario: when the object is at rest, an applied force
has to overcome a certain threshold value to move the object and, consequently,
it slides on the plate. If the force is not large enough, the object does not move
and remains at its current position. The simplest way to model dry friction from
a macroscopic and phenomenological point of view is by using the sign-function as
the velocity dependent friction, which has the following properties:
σ(±v) = ±1, σ(0) = 0. (1.1)
More complex and more challenging friction models can be used to take into account
all characteristics, which can occur in systems with dry friction like hysteresis and
the Stribeck curve [100]. However, in this thesis, we stick to the model shown in
Eq. (1.1).
Initially, the work of Caughey et al. [3, 4, 15], de Gennes [27] and Kawarada
and Hayakawa [57] have only considered the stochastic dynamics of an object on
a vibrating horizontal plate and therefore only viscous and dry friction have been
taken into account there. However, experiments have been conducted by using an
inclined plate, where the object has been subjected to an additional constant force
as well e.g. [16]. Thus, the Langevin equation for the velocity of a particle with dry
friction, viscous friction and a constant force reads
v˙(t) = −νσ(v(t))− γv(t) + F +
√
Dξ(t). (1.2)
Here ν is the dry friction coefficient and γ the viscous friction coefficient. F denotes
the constant force and D is the diffusion constant. For convenience, we have set the
mass of the particle to one. The variable ξ(t) describes Gaussian white noise with
14
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zero mean and a delta-correlated autocorrelation function
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = δ(t− t′), (1.3)
where 〈. . .〉 denotes the average over all realisations. Since Eq. (1.2) represents a
Markov process, we can derive the corresponding Fokker-Planck equation for the
propagator of the velocity
∂
∂t
P (v, t|v0, 0) = ∂
∂v
(νσ(v) + γv − F )P (v, t|v0, 0) + D
2
∂2
∂v2
P (v, t|v0, 0). (1.4)
Here we have the initial condition P (v, 0|v0, 0) = δ(v − v0). As the noise is additive
in Eq. (1.2), we do not need to specify whether we use the Ito or Stratonovich
interpretation [38].
In the case of pure dry friction (γ = 0, F = 0), Eq. (1.2) simplifies to
v˙(t) = −νσ(v(t)) +
√
Dξ(t). (1.5)
This case is also called Brownian motion with two-valued drift [88]. By applying
the following transformation to non-dimensional units (also see App. B.3 as well)
x =
2ν
D
v, t′ =
2ν2
D
t (1.6)
the corresponding Fokker-Planck equation reads
∂
∂t′
P (x, t′|x0, 0) = ∂
∂x
σ(x)P (x, t′|x0, 0) + ∂
2
∂x2
P (x, t′|x0, 0) (1.7)
and we have the initial condition
P (x, 0|x0, 0) = δ(x− x0). (1.8)
To solve Eq. (1.7) via the eigenfunction expansion of the propagator, some care
needs to be taken. Since we are dealing with a piecewise-smooth drift function, we
have to solve the problem for the two half spaces (x > 0 and x < 0) separately and
then match the solutions together at the continuity, by imposing continuity for the
eigenfunctions and the probability current. Further details of such a calculation are
15
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presented in the next Chapter 2 and in [94]. Thus, the time-dependent solution can
be found explicitly for the pure dry friction case
P (x, t′|x0, 0) = e
−t′/4
2
√
pit′
e−(|x|−|x0|)/2e−(x−x0)
2/(4t′) +
e−|x|
4
[
1 + erf
(
t′ − (|x|+ |x0|)
2
√
t′
)]
(1.9)
where
erf(z) =
2√
pi
∫ z
0
e−t
2
dt (1.10)
is the error function. In the stationary limit t′ → ∞, we obtain the stationary
probability distribution
P (x) =
1
2
exp(−|x|). (1.11)
In Fig. 1.1, we present the time evolution of the propagator Eq. (1.9). We start from
the initial condition x0 = 2 (see Eq. (1.8)) and the system evolves until it reaches
the stationary distribution (blue curve in Fig. 1.1). The characteristics of a system
with dry friction is the cusp of the probability distribution, which can be observed
at v = 0.
 0
 0.2
 0.4
 0.6
 0.8
 1
−4 −3 −2 −1  0  1  2  3  4
P(
x,t
’|x 0
,
0)
x
t’ = 0.1
t’ = 0.5
t’ = 1.0
Stat.
Figure 1.1: Time evolution of the propagator from Eq. (1.9) for the pure dry friction
case. The initial condition is x0 = 2. The dotted-dashed line denotes the stationary
probability distribution (Eq. (1.11)).
For additional viscous friction and a constant force, it has not been possible
to find an exact solution for the propagator. Nevertheless, an expression for the
time-dependent solution of the underlying Fokker-Planck equation (Eq. (1.4)) can
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be found and represented in terms of parabolic cylinder functions (see App. C) by
using a spectral decomposition [94] or considering the problem in Laplace space [95].
The shown Langevin equation (Eq. (1.2)) represents a Markov process, which
enables us to apply Fokker-Planck techniques, which means that an analytical treat-
ment of the problem is possible. Furthermore, with natural boundary conditions the
probability current vanishes in the stationary case in one dimension, which straight-
forwardly leads to the stationary probability distribution. This does not apply for
systems with coloured noise, in which we have a non-vanishing stationary probability
current, as we will see later in this thesis.
1.2 Outline of the thesis
This thesis consists of six chapters and four appendices. Chapter 2 gives an in-
troduction on the concepts and methods that are used in this thesis. Thus, these
preliminaries are important to support the understanding of the thesis.
Chapter 3 deals with the investigation of a pure dry friction model subjected
to coloured noise. We derive an analytical expression for the marginal stationary
probability distribution of the velocity by using the so-called unified coloured noise
approximation. The joint probability distribution for the velocity and the noise
amplitude is computed numerically and its properties are discussed in comparison
with an analytical asymptotic expression. The findings are supported by numerical
simulations of the stationary probability current to underline the nonequilibrium
character of our model. Afterwards, we turn towards dynamical features of the
model like correlations of the velocity, which are computed via the power spectral
density. Finally, the statistics for sticking and sliding time periods are investigated.
In Chapter 4, we extend the pure dry friction model with coloured noise by
adding viscous friction and constant bias. Here the focus lies on the interplay of the
constant force and the correlation time of the noise. The analysis in this chapter is
basically the same as in Chapter 3. We will focus our investigations on parameter
values close to the deterministic stick-slip transition of the model.
In Chapter 5, we derive an eigenvalue equation for the problem of a two-dimensional
piecewise-smooth system with displacement, velocity and Gaussian white noise.
Here we make use of periodic boundary conditions for the displacement, which facil-
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itates analytical calculations. The procedure is based on the approach used for the
one-dimensional problem for the velocity only. The eigenvalue analysis is performed
by considering the problems with and without a constant force separately.
Finally, we summarise the main results of this thesis in Chapter 6 and also
provide an outlook on closely connected open and interesting problems.
Details on calculations and derivations are put in the appendices to facilitate the
reading of the thesis and to keep it self-contained.
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Chapter 2
Preliminaries
For the convenience of the reader, we introduce and recall particular methods and
results in this chapter to support the understanding of the thesis. In Sec. 2.1,
we investigate an Ornstein-Uhlenbeck process subjected to coloured noise. As this
model is tractable analytically, it is suitable to show the characteristics of coloured
noise and the important differences towards Gaussian white noise. In Sec. 2.2 we
introduce the so-called unified coloured noise approximation, which is a simple ap-
proximation scheme for systems with coloured noise, where the violation of detailed
balance hampers analytical calculations. This approximation is used in the Chap-
ters 3 and 4. We revisit results from a Fokker-Planck approach to Brownian motion
with dry friction in Sec. 2.3. The presented methods are applied in Chapter 5. Fi-
nally, we elaborate the connection of our investigations to more rigorous treatments
of Filippov systems with noise.
2.1 Ornstein-Uhlenbeck process driven by coloured
noise
Before we start our investigations on systems with coloured noise, we recall known
results from the classical Ornstein-Uhlenbeck process with Gaussian white noise.
The equation of motion reads
v˙(t) = −γv(t) +
√
Dξ(t) (2.1)
19
2. Preliminaries
where γ is the viscous friction coefficient, D the diffusion constant and ξ(t) describes
Gaussian white noise with zero mean 〈ξ(t)〉 = 0 and δ correlation 〈ξ(t)ξ(s)〉 =
δ(t − s). Through the entire thesis we will set D = 1 (by applying appropriate
transformations of the variables, we can always get rid of the diffusion constant, see
App. B). The corresponding Fokker-Planck equation reads
∂
∂t
P (v, t|v0, t0) = ∂
∂v
γvP (v, t|v0, t0) + 1
2
∂2
∂v2
P (v, t|v0, t0). (2.2)
It can be rewritten in the form
∂
∂t
P (v, t|v0, t0) = − ∂
∂v
J(v, t), (2.3)
J(v, t) = −γvP (v, t|v0, t0)− 1
2
∂
∂v
P (v, t|v0, t0). (2.4)
Eq. (2.3) is interpreted as a continuity equation with the probability current J(v, t).
We impose natural boundary conditions, which means that the probability dis-
tribution and the probability current vanishes at v → ±∞. As we have a one
dimensional problem, it follows that the stationary probability current vanishes ev-
erywhere. Therefore, the stationary solution can be obtained by a straightforward
integration from Eq. (2.4) and we get
P (v) =
√
γ
pi
exp
(−γv2) . (2.5)
The time-dependent solution of Eq. (2.2) reads
P (v, t|v0, 0) =
√
γ
pi(1− e−2γt) exp
[
−γ(v − v0e
−γt)2
1− e−2γt
]
(2.6)
with the initial condition
P (v, 0|v0, 0) = δ(v − v0). (2.7)
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By using these results (Eqs. (2.5) and (2.6)), the stationary autocorrelation function
can be expressed via [38]
G(t) = 〈(v(t)− 〈v〉)(v(0)− 〈v〉)〉
= 〈v(t)v(0)〉 − 〈v〉2
=
∫ ∞
−∞
∫ ∞
−∞
vv0P (v, t|v0, 0)P (v0)dvdv0
=
1
2γ
exp (−γt)
=
τc
2
exp
(
− t
τc
)
. (2.8)
Here, we have defined the correlation time τc = γ
−1 and we have zero mean for the
velocity 〈v〉 = 0. The power spectral density of the velocity is defined as
Svv(ω) =
1
2piT
lim
T→∞
|v(ω)|2, (2.9)
where v(ω) denotes the Fourier transform of the velocity v(t). Using the Wiener-
Khinchin theorem [38], we can find the power spectral density for the velocity
Svv(ω) =
1
2pi
∫ ∞
−∞
e−iωtG(t)dt
=
1
2pi
1
γ2 + ω2
. (2.10)
Here we have used the property of the autocorrelation function G(t) = G(−t). The
full width at half maximum of the spectral density reads ∆ω = 2γ. We note the
relation between the correlation time and the full width at half maximum for linear
stochastic processes
∆ω =
2
τc
. (2.11)
Next, we replace the Gaussian white noise ξ(t) in Eq. (2.1) with an Ornstein-
Uhlenbeck noise η(t)
v˙(t) = −γv(t) + η(t). (2.12)
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η(t) is exponentially correlated
〈η(t)η(s)〉 = 1
2τ
exp
(
−|t− s|
τ
)
, (2.13)
and τ denotes the correlation time of the noise. This noise is generated by an
Ornstein-Uhlenbeck process
η˙(t) = −η
τ
+
ξ(t)
τ
. (2.14)
Due to the correlation time of the noise τ , which can be interpreted as the memory
of the noise, Eq. (2.12) describes a non-Markov process. Therefore, we cannot apply
our previously used techniques to Eq. (2.12). By taking the limit τ → 0, the coloured
noise becomes a white noise η(t) → ξ(t). The equivalent two-dimensional Markov
process reads
v˙(t) = −γv(t) + η(t), (2.15a)
η˙(t) = −η
τ
+
ξ(t)
τ
. (2.15b)
The corresponding Fokker-Planck equation reads
∂
∂t
P (v, η, t|v0, η0, t0) = ∂
∂v
(γv − η)P (v, η, t|v0, η0, t0)
+
∂
∂η
(
η
τ
+
1
2τ 2
∂
∂η
)
P (v, η, t|v0, η0, t0). (2.16)
We can rewrite it as a continuity equation
∂
∂t
P (v, η, t|v0, η0, t0) = −
(
∂
∂v
Jv(v, η) +
∂
∂η
Jη(v, η)
)
(2.17)
with the components of the two-dimensional probability current J(v, η)
Jv(v, η) = (−γv + η)P (v, η, t|v0, η0, t0), (2.18)
Jη(v, η) =
(
−η
τ
− 1
2τ 2
∂
∂η
)
P (v, η, t|v0, η0, t0). (2.19)
In one dimension, it is quite straightforward to find the stationary solution, see
Eqs. (2.2) - (2.5).
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For two or more dimensions, the stationary probability current does not vanish
in general. Only if the drift coefficients satisfy the so-called potential conditions,
the stationary probability current vanishes everywhere and we can proceed as in one
dimension to find the stationary distribution via a straightforward integration [82].
The potential conditions for the drift coefficients Ai read
∂Ai
∂xj
=
∂Aj
∂xi
. (2.20)
In Eq. (2.16) we have Av = −γv+η, Aη = −η/τ , thus the conditions (Eq. (2.20)) are
not fulfilled here. If these conditions do not hold, finding the stationary solution of
the Fokker-Planck equation becomes more difficult as a straightforward integration
is not possible and other analytical or numerical methods have to be applied.
The condition of a vanishing probability current is also known as a version of the
condition of detailed balance. Roughly speaking detailed balance holds in system
if each transition is balanced by the reverse transition. For a system described
by a Fokker-Planck equation, detailed balance holds if the irreversible part of the
stationary probability current vanishes [82]. The formulation of detailed balance in
the framework of the Fokker-Planck equation has been developed by van Kampen
[96,97] and Graham and Haken [45]. A detailed discussion including the application
of these concepts to Kramers’ equation (Brownian motion in a potential) [59] can
be found in [82]. Kramers’ equation is an example for a system, where the potential
conditions do not hold, but the system satisfies detailed balance since the irreversible
part of the probability current vanishes. Even more, the conditions of detailed
balance can be used in this case to find the stationary distribution. However, systems
including a coloured noise do not satisfy detailed balance [33,47,63].
Nevertheless, the stationary solution for Eq. (2.16) can be found analytically; it
reads [82]
P (v, η) =
√
γτ(1 + γτ)
pi
exp
[−γ(1 + γτ)2v2 + 2γτ(1 + γτ)vη − τ(1 + γτ)η2] .
(2.21)
The above expression can be derived using various methods, e.g. applying a double
Fourier transform to both variables in the Fokker-Planck equation and then making
use of the method of characteristics. Eq. (2.21) describes a correlated, bivariate
normal distribution. The time-dependent solution P (v, η, t|v0, η0, 0) can be found
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the same way, but we will not state this result here. The marginal probability
distribution P (v) can be obtained via an integration over η
P (v) =
∫ ∞
−∞
P (v, η)dη
=
√
γ(γτ + 1)
pi
exp
(−γ(γτ + 1)v2) . (2.22)
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Figure 2.1: Stationary distribution P (v) (Eq. (2.22)) for different values of the
correlation time of the noise: τ = 0.0 (blue), τ = 0.1 (yellow), τ = 1 (red). Further
parameter: γ = 1.
In Fig. 2.1, we can observe that the probability distribution becomes narrower with
increasing τ , as the variance scales σ2 ∼ τ−1. This result does not come as a surprise,
as the amplitude of the noise η(t) decreases when we increase the correlation of the
noise. In the white noise limit τ → 0, we arrive at the known result for an Ornstein-
Uhlenbeck process, see Eq. (2.5). In order to visualize that the system does not
obey detailed balance, we calculate the stationary probability current (Eqs. (2.18)
and (2.19))
Jv(v, η) = (−γv + η)P (v, η), (2.23a)
Jη(v, η) =
γ(ητ − (1 + γτ)v)
τ
P (v, η), (2.23b)
where P (v, η) is the stationary joint probability density from Eq. (2.21).
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Figure 2.2: Stream plot of the stationary probability current for τ = 0.1 (a) and
τ = 1.0 (b) according to Eqs. (2.23a) and (2.23b). Further parameter: γ = 1 in
both figures. The stream plot displays the normalised vector field of the current.
Fig. 2.2 shows clearly that for a non-zero correlation time of the noise τ the stationary
probability current does not vanish, which is a clear signature of the nonequilibrium
character of this model. Furthermore, the coloured noise η(t) induces an additional
drift term (see Eq. (2.16)), which leads to the rotational form of the current.
To investigate the dynamical properties of the model, e.g. the power spectral
density, we perform a Fourier transform of the equations of motion (Eqs. (2.15a)
and (2.15b)):
−iωv(ω) = −γv(ω) + η(ω), (2.24a)
−iωη(ω) = −η(ω)
τ
+
ξ(ω)
τ
. (2.24b)
Rearranging the equations yields
v(ω) =
η(ω)
γ − iω , η(ω) =
ξ(ω)
1− iτω . (2.25)
The power spectral density of a variable x can then be found via
δ(ω − ω′)Sxx(ω) = 〈x(ω)x∗(ω′)〉 (2.26)
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where x∗(ω) denotes the complex conjugate of x(ω) [38]; thus, we obtain
Sηη(ω) =
1
1 + τ 2ω2
, (2.27a)
Svv(ω) =
1
(γ2 + ω2)(1 + τ 2ω2)
. (2.27b)
We can observe that both power spectral densities are Lorentzian shaped; for τ 6= 0
the spectrum for the noise variable η shows a ω−2 decay for high frequencies, whereas
the spectrum for the velocity decays with ω−4. Taking the white noise limit τ → 0,
Sηη(ω) becomes a constant and Svv(ω) changes towards a Lorentzian with ω
−2 decay
at high frequencies.
From Eqs. (2.27a) and (2.27b) we can find the full width at half maximum
respectively
∆ωη =
2
τ
, (2.28a)
∆ωv =
√√√√2(√γ4τ 4 + 6γ2τ 2 + 1− γ2τ 2 − 1
τ 2
)
. (2.28b)
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Figure 2.3: Full width at half maximum ∆ωv as a function of the noise correlation
time τ for three different values of γ, obtained from Eq. (2.28b).
As Sηη(ω) becomes a constant in the white noise limit, it is not surprising that
∆ωη → ∞. ∆ωv approaches the value 2γ for τ → 0, which is in accordance with
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the result for an Ornstein-Uhlenbeck process (Eq. (2.11)). In the high correlation
limit (τ → ∞) ∆ωv decays towards zero with τ−1 as the asymptotic behaviour. In
Fig. 2.3, the full width at half maximum (Eq. (2.28b)) is presented as a function of
τ for different values of γ. We observe that for large values of τ the results for the
three different cases of γ coincide.
The presented model Eq. (2.12) is one of the few examples in which it is possible
to find exact analytical results despite the violation of detailed balance. Another
similar linear model, which is tractable analytically, is the case of Brownian motion
in a harmonic potential driven by coloured noise, see [52]. The same process with
Gaussian white noise instead of the coloured noise is also known as Kramer’s equa-
tion in the literature [38]. In general, however, exact analytical results in systems
without detailed balance are difficult to find. Therefore, we often need to rely on
numerical simulations or appropriate approximation schemes, see Sec. 2.2.
2.2 Unified coloured noise approximation
In this section, we want to provide an approximation scheme that enables us to ob-
tain analytical expressions for models with coloured Gaussian noise. In this thesis
we will only consider the so-called unified coloured noise approximation developed
by Jung and Ha¨nggi [55]. This particular approximation is simple to apply, en-
ables direct analytical computations and overcomes many of the shortcomings of
other approaches (e.g. restriction to small parameter ranges); see [47] for a detailed
discussion. In the following, we recall the steps of this method along the lines of [55].
Consider the following one-dimensional stochastic differential equation
x˙(t) = −f(x) + η(t) (2.29)
where f(x) denotes a drift, which can be nonlinear in x, and η describes the coloured
noise with an exponential correlation 〈η(t)η(s)〉 = 1
2τ
exp
(
− |t−s|
τ
)
. This equation
describes, as already seen in the previous section, a non-Markov process due to
the correlation time of the noise. The equivalent two-dimensional systems reads,
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similarly to Eqs. (2.15a) and (2.15b)
x˙(t) = −f(x) + η(t), (2.30a)
η˙(t) = −η(t)
τ
+
ξ(t)
τ
, (2.30b)
where ξ(t) is Gaussian white noise. As already mentioned in the previous section,
in general, it is not possible to solve the Fokker-Planck equation corresponding to
Eqs. (2.30a) and (2.30b), although we are dealing with a Markov process now. There-
fore, we proceed by applying the approximation scheme that we have already men-
tioned above. Differentiating with respect to t in Eq. (2.30a) and using Eq. (2.30b)
to eliminate η(t) yields
x¨(t) + x˙(t)
(
1
τ
+ f ′(x(t))
)
= −f(x(t))
τ
+
ξ(t)
τ
. (2.31)
Here f ′(x(t)) denotes the derivative of f(x(t)) with respect to x(t). We introduce a
new timescale tˆ = τ−1/2t taking into account the correlation time of the noise
x¨(tˆ)
τ
+
x˙(tˆ)√
τ
(
1
τ
+ f ′(x(tˆ))
)
= −f(x(tˆ))
τ
+
ξ(tˆ)
τ 5/4
. (2.32)
By rearranging, we get
x¨(tˆ) + x˙(tˆ)β(x(tˆ), τ) = −f(x(tˆ)) + ξ(tˆ)
τ 1/4
(2.33)
where we have introduced the damping factor
β(x(tˆ), τ) =
(
1√
τ
+
√
τf ′(x(tˆ))
)
. (2.34)
If we have f ′(x) > 0, β(x(tˆ), τ) approaches infinity for τ → 0 (no correlation) and
τ → ∞ (high correlation regime). Therefore, we can apply adiabatic elimination
procedures (neglecting fast variables) when the condition β(x, τ) 1 applies; under
this condition we are dealing with a quasi-overdamped system. Thus, we proceed
by neglecting the x¨(tˆ) term in Eq. (2.33), which gives us the following multiplicative
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stochastic process
x˙(tˆ) = − f(x(tˆ))
β(x(tˆ), τ)
+
ξ(tˆ)
τ 1/4β(x(tˆ), τ)
. (2.35)
Thus, we have mapped a non-Markov process (Eq. (2.29)) to an effective Markov
process (Eq. (2.35)).
Since we have arrived at a multiplicative stochastic process, we have to decide
whether we will follow the Ito or Stratonovich interpretation. These two interpre-
tations are equivalent and the underlying Langevin and Fokker-Planck equations
differ only by a correction term for the drift [38]. In the original work involving
the unified coloured noise approximation [55] and other related investigations [47],
the Stratonovich interpretation has been chosen. Investigations of Horsthemke and
Lefever, who considered Stratonovich calculus and coloured noise in the framework
of a master equation [50], and the theorem of Wong and Zakai [101] indicate that the
Stratonovich interpretation is chosen in the context of problems involving a coloured
noise. The Wong-Zakai theorem states that if the white noise of a stochastic pro-
cess is considered as a limit of a noise source with a small but non-zero correlation
time, then the investigated process converges to a Stratonovich stochastic differen-
tial equation in the limit of vanishing correlation time. For example, if we consider
the following system with a drift f(x) and a variable-dependent diffusion g(x)
x˙(t) = −f(x(t)) + g(x(t))η(t), (2.36)
η˙(t) = −η(t)
τ
+
ξ(t)
τ
, (2.37)
x(t) satisfies the Stratonovich stochastic differential equation
x˙(t) = −f(x(t)) + g(x(t))ξ(t) (2.38)
in the limit τ → 0. A more recent discussion on the issue with Ito and Stratonovich
can be found in [75]. As we follow along the lines of [55], we use the Stratonovich
interpretation and therefore stick to normal calculus rules.
To derive the corresponding Fokker-Planck equation now, we recall the following
expressions. Having a stochastic differential equation of the form
x˙(t) = −A(x(t)) +B(x(t))ξ(t) (2.39)
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with a drift A(x), a diffusion B(x), which depends on the variable x and Gaussian
white noise ξ(t), we obtain the following Fokker-Planck equation (following the
Stratonovich interpretation) [38]
∂
∂t
P (x, t|x0, 0) = ∂
∂x
[A(x)P (x, t|x0, 0)] + 1
2
∂
∂x
[
B(x)
∂
∂x
[B(x)P (x, t|x0, 0)]
]
=
∂
∂x
(
A(x) +
1
2
B(x)
∂
∂x
[B(x)]
)
P (x, t|x0, 0)
+
1
2
∂2
∂x2
[
B2(x)P (x, t|x0, 0)
]
. (2.40)
By inserting the corresponding expressions from Eq. (2.35) we end up with
∂
∂t
P (x, t|x0, 0) = ∂
∂x
(
f(x)
β(x, τ)
− 1
2
√
τ
β′(x, τ)
β3(x, τ)
)
P (x, t|x0, 0)
+
1
2
√
τ
∂2
∂x2
(
P (x, t|x0, 0)
β2(x, τ)
)
. (2.41)
The stationary solution reads
P (x) = N exp
(
−2
∫
f(x)dx
)
exp
(−τf 2(x)) |1 + τf ′(x)|
= NPτ=0(x) exp
(−τf 2(x)) |1 + τf ′(x)|. (2.42)
Eq. (2.42) shows that for τ 6= 0 two correction terms enter the expression for the
stationary distribution. In the limit τ → 0 we arrive again at the result for white
noise, represented by Pτ=0(x) in Eq. (2.42). This approximation scheme is expected
to give excellent results in the limits τ → 0 and τ →∞, and for intermediate values
of τ it is supposed to be a useful approximation. Deviations will be expected if
the condition β(x, τ)  1 does not hold. This approximation can be extended to
multiplicative stochastic processes subjected to coloured noise.
To illustrate this method, we apply this approximation to the Ornstein-Uhlenbeck
process driven by coloured noise, see Eqs. (2.12) and (2.14), and we obtain
v˙(t) = − v(t)1√
τ
+
√
τγ
+
ξ(t)
τ 1/4
(
1√
τ
+
√
τγ
) . (2.43)
As we have a linear drift function, i.e. γv, this stochastic process remains additive.
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The stationary probability distribution reads (see Eq. (2.42))
P (v) = N−1 exp
(−γv2) exp (−τγ2v2) (1 + γτ)
=
√
γ (γτ + 1)
pi
exp
(−γ (γτ + 1) v2) . (2.44)
This result coincides with the previously found expression (Eq. (2.22)). Thus, the
approximation reproduces the exact result for the linear drift in v.
In [65], the authors generalised the unified coloured noise approximation to higher
dimensional systems and applied it in the context of active particles. Furthermore,
an extension of this method to problems with coloured Poisson noise has been sug-
gested in [64].
2.3 Fokker-Planck approach to Brownian motion
with dry friction
The problem of Brownian motion with additional dry friction can be solved to a large
extent analytically by investigating the corresponding Fokker-Planck equation. In
this section we recall the main calculations and results from [94].
We have a Langevin equation of the form
v˙(t) = −A(v) + ξ(t), (2.45)
where A(v) is now a piecewise-smooth function. The corresponding Fokker-Planck
equation is, in non-dimensional units (see Apps. B.3 - B.5),
∂
∂t
P (v, t|v0, 0) = ∂
∂v
A(v)P (v, t|v0, 0) + ∂
2
∂v2
P (v, t|v0, 0). (2.46)
The stationary distribution is given by
P (v) = M−1 exp
(
−
∫
A(v)dv
)
(2.47)
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with the normalisation constant
M =
∫ ∞
−∞
exp
(
−
∫
A(v)dv
)
dv. (2.48)
In order to solve the time-dependent problem, we introduce the following sepa-
ration ansatz for the propagator [82]
P (v, t) = exp(−Λt)uΛ(v). (2.49)
uΛ(v) and Λ are the corresponding eigenfunction and eigenvalue of the Fokker-Planck
operator LFP and we have the following eigenvalue equation
−ΛuΛ(v) = LFPuΛ(v)
=
(
∂
∂v
A(v) +
∂2
∂2v
)
uΛ(v), Λ ≥ 0. (2.50)
Since the Fokker-Planck operator is not Hermitian because of the first derivative in
Eq. (2.50), we have to take the adjoint problem into account as well
−ΛwΛ(v) = L†FPwΛ(v)
=
(
−A(v) ∂
∂v
+
∂2
∂2v
)
wΛ(v). (2.51)
L†FP denotes the adjoint operator of the Fokker-Planck operator LFP . The eigen-
functions uΛ(v) are related to the eigenfunctions of the adjoint problem wΛ(v) via
the stationary distribution
uΛ(v) = wΛ(v) exp
(
−
∫
A(v)dv
)
. (2.52)
This relation arises from the symmetrization of the Fokker-Planck operator to trans-
form it into a Hermitian operator L [82]
L = [P (v)]1/2 LFP [P (v)]
−1/2 , (2.53)
where P (v) denotes the stationary distribution (Eq. (2.47)). The two eigenfunctions
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form a bi-orthogonal system ∫ ∞
−∞
uΛ(v)wΛ′ (v) = δΛΛ′ . (2.54)
Since the duality of LFP and its corresponding adjoint operator L
†
FP is equivalent to
perform integration by parts, the following boundary conditions for the eigenfunc-
tions can be found
uΛ(v)wΛ(v)
|v|→∞−−−−→ 0. (2.55)
Thus, it necessary to check that not only the eigenfunction uΛ(v) fulfils the boundary
conditions but the product of the two eigenfunctions does.
Since Eq. (2.46) is linear in P (v, t|v0, 0) the general expression for the propagator
reads (in the case of a discrete spectrum)
P (v, t|v0, 0) =
∑
Λ
exp (−Λt)uΛ(v)wΛ(v0)
MΛ
(2.56)
where MΛ denotes the normalisation factor
MΛ =
∫ ∞
−∞
uΛ(v)wΛ(v)dv. (2.57)
Whether the underlying eigenvalue spectrum is purely discrete or not can be clarified
via Elliott’s theorem [50].
Since we are dealing with a piecewise-smooth problem, we first have to solve
Eq. (2.50) for the positive and negative domain separately. Then we match these
solutions at the origin, where we impose the continuity of the eigenfunctions and
the probability current, which results in the following two conditions
uΛ(0−) = uΛ(0+), (2.58a)
A(0−)uΛ(0−) + ∂
∂v
uΛ(v)
∣∣∣∣
v=0−
= A(0+)uΛ(0+) +
∂
∂v
uΛ(v)
∣∣∣∣
v=0+
. (2.58b)
After these more general aspects, we consider several drift functions for A(v) and
apply the methods presented above. The case of pure dry friction
A(v) = σ(v) (2.59)
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represents the dynamics of a particle in a symmetric wedge potential. The cor-
responding Fokker-Planck operator exhibits a spectral gap and continuous spec-
trum [82]. Results for the propagator, which is available as an exact analytical
expression, and the stationary probability distribution are shown in Sec. 1.1, see
Eqs. (1.9) and (1.11); a detailed derivation can be found in [94].
Next, we consider the case with dry and viscous friction
A(v) = v + µσ(v), (2.60)
where µ is the rescaled dry friction coefficient (see App. B.4). The eigenfunctions
can be even or odd because of the symmetric potential. Therefore, it is sufficient to
investigate the problem for non-negative velocities by imposing appropriate bound-
ary conditions at the origin (v = 0) in accordance with Eqs. (2.58a) and (2.58b).
For the drift in Eq. (2.60) these conditions are
u
(o)
Λ (0) = 0, (2.61a)
µu
(e)
Λ (0) +
∂
∂v
u
(e)
Λ (v)
∣∣∣∣
v=0
= 0, (2.61b)
where u
(e)
Λ (v) denotes the even eigenfunction and u
(o)
Λ (v) the odd counterpart. With
the drift function from Eq. (2.60), the eigenvalue equation (Eq. (2.50) becomes
∂2
∂v2
uΛ(v) +
∂
∂v
[(v + µ)uΛ(v)] + ΛuΛ(v) = 0, v > 0. (2.62)
To find a solution, we apply the transformation
uΛ(v) = exp
(
−(v + µ)
2
4
)
yΛ(v) (2.63)
and arrive at
∂2
∂v2
yΛ(v) +
(
1
2
− (v + µ)
2
4
+ Λ
)
yΛ(v) = 0. (2.64)
This equation is known as the Weber equation and can be solved by the following
ansatz
yΛ(v) = A1DΛ(v + µ) + A2DΛ(−(v + µ)). (2.65)
DΛ(v + µ) is the parabolic cylinder function (see App. C.1) and A1, A2 are coeffi-
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cients. We need to choose the solution which decays at infinity v →∞. Due to the
asymptotic behaviour of the parabolic cylinder function (see App. C.1) we choose
A1 = 1 and A2 = 0. Thus, the expression for our eigenfunction uΛ(v) is
uΛ(v) = exp
(
−(v + µ)
2
4
)
DΛ(v + µ). (2.66)
To take the boundary conditions at the origin into account, we insert the result
from Eq. (2.66) into Eqs. (2.61a) and (2.61b) and by using an identity for parabolic
cylinder functions (Eq. (C.4b)), we arrive at the following characteristic equations
for the odd and the even eigenvalues
D
Λ
(o)
n
(µ) = 0, (2.67a)
Λ(e)n DΛ(e)n −1(µ) = 0. (2.67b)
This result indicates that the odd and even eigenvalues are related via
Λ(e)n = Λ
(o)
n + 1. (2.68)
The characteristic equations (Eqs. (2.67a) and (2.67b)) have to be solved numer-
ically. In Fig. 2.4, odd and even eigenvalues from Eqs. (2.67a) and (2.67b) are
shown as a function of the dry friction coefficient µ. For increasing dry friction the
non-vanishing eigenvalues also increase, whereas the eigenvalue Λ0 = 0 obviously
does not change. The relation between the odd and even eigenvalues (Eq. (2.68)) is
clearly visible. A further analysis for eigenvalues with large indices for large values
of µ can be found in [94], where asymptotic properties of the parabolic cylinder
functions are used to obtain analytical expressions for the eigenvalues. Finally, the
spectral representation of the full propagator reads
P (v, t|v0, 0) = P (v) +
∞∑
n=1
exp
(−Λ(o)n t) u(o)n (v)w(o)n (v0)
M
(o)
n
+
∞∑
n=1
exp
(−Λ(e)n t) u(e)n (v)w(e)n (v0)
M
(e)
n
, (2.69)
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Figure 2.4: Eigenvalues for the case of dry and viscous friction (Eq. (2.60)), obtained
numerically from Eqs. (2.67a) and (2.67b). The dot-dashed line and the solid line
represent the odd and the even eigenvalues respectively for n = 1 (yellow), n = 2
(red), n = 3 (green). The blue solid line denotes the vanishing eigenvalue Λ0 = 0.
where
P (v) = M−10 exp
(
−(|v|+ µ)
2
2
)
(2.70)
is the stationary solution. M0, M
(o)
n , M
(e)
n denote the respective normalisation
constants (see Eqs. (2.48) and (2.57)).
For the case without dry friction µ = 0, the drift function in Eq. (2.60) only
contains the viscous friction and the resulting potential becomes quadratic. Then
we arrive at the problem of the Ornstein-Uhlenbeck process. The eigenvalues become
odd and even integers, see Fig. 2.4 for µ = 0. Despite the absence of the dry friction,
Eq. (2.68) still holds as a relation between odd end even eigenvalues. The parabolic
cylinder functions can be represented via the Hermite polynomials as the indices
become integers
Dn(v) = exp
(
−v
2
2
)
Hen(v). (2.71)
The spectral representation of the propagator (Eq. (2.69)) can then be expressed in a
closed analytical form by using Mehler’s formula [31] and we arrive at the expression
in Eq. (2.6) for γ = 1.
After discussing the case for two different types of friction, we extend our equa-
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tions by a constant force. Thus, our drift function changes to
A(v) = v + µσ(v)− b, (2.72)
where b denotes the constant force in non-dimensional units (see App. B.5). The
eigenvalue equation (Eq. (2.50)) attains a similar form to Eq. (2.62)
∂2
∂2v
uΛ(v) +
∂
∂v
[(v ± µ− b)uΛ(v)] + ΛuΛ(v) = 0, v ≷ 0. (2.73)
Here, the ± signs denote the solution for the positive and negative domain respec-
tively, as we can not classify the eigenfunctions according to their symmetry because
of b 6= 0. We proceed as in Eqs. (2.63) - (2.66) and obtain the following expressions
for the eigenfunction, which can again be written in terms of parabolic cylinder
functions
uΛ(v) = C± exp
(−(v ± µ− b)2/4)DΛ(±v + µ∓ b), v ≷ 0. (2.74)
C± denote the coefficients for the respective half-space of v. The solution in Eq. (2.74)
fulfils the boundary conditions at infinity. To check the matching conditions at the
origin for our solutions (Eq. 2.74), we insert these expressions into the Eqs. (2.58a)
and (2.58b) and by using an identity for parabolic cylinder functions (Eqs. (C.4b))
we get
C− exp
(−(µ+ b)2/4)DΛ(µ+ b) = C+ exp (−(µ− b)2/4)DΛ(µ− b), (2.75a)
C−Λ exp
(−(µ+ b)2/4)DΛ−1(µ+ b) = −C+Λ exp (−(µ− b)2/4)DΛ−1(µ− b).
(2.75b)
In order to have non-trivial solutions for C±, these coefficients have to obey the
following conditions
C− = C+
exp (−(µ− b)2/4)DΛ(µ− b)
exp (−(µ+ b)2/4)DΛ(µ+ b) , (2.76a)
C− = −C+ Λ exp (−(µ− b)
2/4)DΛ−1(µ− b)
Λ exp (−(µ+ b)2/4)DΛ−1(µ+ b) . (2.76b)
We can derive from the above equations the following characteristic equation for the
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eigenvalues Λn
Λn [DΛn(µ+ b)DΛn−1(µ− b) +DΛn(µ− b)DΛn−1(µ+ b)] = 0. (2.77)
Fig. 2.5 shows the results for the first five non-vanishing eigenvalues from Eq. (2.77)
as a function of the constant force b and for a fixed value of µ. We can observe
that the eigenvalues decrease for high values of b. For b > µ, the sliding motion is
dominating the dynamics and therefore, the lower part of the spectrum attains an
Ornstein-Uhlenbeck like spectrum where the eigenvalues are integers. For example
the eigenvalues Λ1 and Λ2 approach the values 1 and 2 respectively, as we can see
in Fig. 2.5. Furthermore, the distances between consecutive eigenvalues do not stay
constant by varying b in comparison to the odd and even eigenvalues for the case
without constant force (see Eq. (2.68)).
 1
 2
 3
 4
 5
 6
 7
 0  0.5  1  1.5  2  2.5  3
Λ n
b
Figure 2.5: First non-vanishing eigenvalues, obtained numerically from Eq. (2.77)
with µ = 1. Λ1 (blue), Λ2 (yellow), Λ3 (cyan), Λ4 (red), Λ5 (green).
Finally, the full propagator reads, similarly to Eq. (2.69)
P (v, t|v0, 0) = P (v) +
∞∑
n=1
exp (−Λnt) un(v)wn(v0)
Mn
. (2.78)
The stationary solution is
P (v) = M−10 exp
(
−
(
(|v|+ µ)2
2
− bv
))
. (2.79)
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Further details and results can be found in [94].
2.4 Filippov systems with noise
Here, we want to elaborate further the connection between the investigations of this
thesis and the theory of piecewise-smooth dynamical systems, in particular Filippov
systems. Therefore, we start by revising some definitions and concepts from [28].
Given an ordinary differential equation
x˙(t) = F (x(t)) (2.80)
with the smooth vector field F (x(t)), we have the flow Φ(x, t) = x(t), which describes
the state of the system at time t, starting from the initial condition at t = 0. Thus,
we find for the flow
∂
∂t
Φ(x, t) = F (Φ(x, t)), Φ(x, 0) = x(0). (2.81)
Similarly, in the framework of piecewise-smooth dynamical systems one defines a
piecewise-smooth flow, which is given by a finite set of ordinary differential equations
x˙(t) = Fi(x(t)), for x(t) ∈ Si, (2.82)
where Si denotes the respective region of x and we have
⋃
i Si ⊂ Rn. Each vector
field Fi(x(t)) is smooth and defines a smooth flow Φi(x, t) (see Eq. (2.81)). The
non-empty intersection between the particular regimes (i.e. the intersection of the
closures of the sets to be precise) is called discontinuity set or switching manifold.
A further notion in this context is the degree of smoothness r at a point xS on the
switching manifold. It denotes the order of the Taylor series expansion of the flows
Φi(xS, t) and Φj(xS, t) with respect to t, evaluated at t = 0, at which the difference
between the two expressions is non-zero, i.e.
∂r
∂tr
[Φi(xS, t)− Φj(xS, t)]t=0 6= 0. (2.83)
Systems with a degree of smoothness equal r = 1 are known as Filippov systems.
Prominent examples are friction oscillators or relay control systems (see [28]).
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To give a short example for a Filippov system, which is similar to the used dry
friction model in this thesis, we consider the following system
x˙(t) =
F1(x(t)) if x ∈ S1,F2(x(t)) if x ∈ S2. (2.84)
S1 and S2 denote the respective region of x. F1(x(t)) generates a flow Φ1(x, t) and
F2(x(t)) a flow Φ2(x, t). If we have F1(xS) 6= F2(xS), or to express it in terms of the
piecewise-smooth flow ∂
∂t
[Φ1(xS, t)− Φ2(xS, t)]t=0 6= 0) on the switching manifold,
the degree of smoothness is one and Eq. (2.84) therefore describes a Filippov system.
For further details, see [28].
In [88–90], Filippov systems with noise have been investigated. A small noise
amplitude had been choosen to underline the perturbative character of the noise.
Analytical results in asymptotic limits have been obtained by using the WKB
method [38]. The investigations focussed on the impact of Gaussian white noise to
the sliding dynamics near a switching manifold and close to periodic orbits, which
involve segments of the discontinuity of the vector field.
The investigations in this thesis build on the studies on Brownian motion and dry
friction, i.e. mainly the work by Hayakawa [48], de Gennes [27], and Touchette et
al. [94]. Here, the focus lies more on solving the underlying Fokker-Planck problem
and computing correlation functions than investigating aspects of stochastic per-
turbations. As previously mentioned in Secs. 2.1 and 2.2, we replace the Gaussian
white noise by an exponentially correlated noise, which is characterised by its cor-
relation time τ and it is generated by an Ornstein-Uhlenbeck process. Our interest
lies in the impact of the correlation time of the noise to the system with dry friction.
The above mentioned noisy Filippov systems could be investigated in a similar
way by replacing the Gaussian white noise with an Ornstein-Uhlenbeck noise and
studying the impact of the correlation time τ for example to the stochastically
perturbed sliding motion near a switching manifold or how the different phases of
stochastic dynamics in a relay control system are affected. In general, it will be
interesting to see changes in the dynamics if we go from zero correlation (white
noise limit) to the high correlation limit.
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Pure dry friction and coloured
noise
In this chapter, we investigate the impact of coloured noise in a piecewise-smooth
stochastic system, which contains only a dry friction term. Our main goal is to
find the differences compared to the case of Gaussian white noise and to show the
characteristics of such a model. This simple model is chosen to allow at least a partial
analytical treatment of the problem as it is the simplest case of a piecewise-smooth
stochastic system without detailed balance.
This chapter is structured as follows. First, we introduce our dynamical equa-
tions and provide numerical results for the time series to show the main charac-
teristics of our model. Section 3.2 focuses on finding analytical expressions for the
marginal stationary distribution of the velocity v and the joint probability distribu-
tion of the velocity v and the noise η. An approximate expression for the marginal
distribution P (v) can be derived by using the unified coloured noise approximation.
The stationary probability current is computed numerically to show the nonequilib-
rium character of our system. Furthermore, we investigate the dynamical properties
of our model in Sec. 3.3. The power spectral density for the velocity is computed
to investigate the impact of the noise correlation time τ on the correlations of the
velocity v. Furthermore, we examine the sticking and sliding events and calculate
their distributions. While the latter can only be found numerically, it is possible to
use a semi-analytical approach for the sticking time distribution via the exit time
problem for an Ornstein-Uhlenbeck process.
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Finally, we summarise our findings in Sec. 3.4. The content of this chapter is pub-
lished in [39].
3.1 The piecewise-smooth model
In Section 1.1, analytical results have been presented for the dynamics of particle,
which are modelled by using a one-dimensional piecewise-smooth stochastic differen-
tial equation subjected to Gaussian white noise. The corresponding Fokker-Planck
equation with suitable matching conditions ensuring continuity of the probability
distribution and the probability current captures all aspects of the dynamics and
has been studied intensely in the literature, see e.g. [27]. For the case of pure dry
friction, it is possible to find an exact result for the time-dependent propagator [94]
(see Sec. 1.1 as well).
An extension of this pure dry friction model subjected to Gaussian white noise,
leading towards a two-dimensional stochastic nonequilibrium system, consists in
studying the effect of coloured noise. We therefore replace the Gaussian white noise
by an exponentially correlated Ornstein-Uhlenbeck noise, which is governed by the
stochastic differential equation
η˙(t) = −η(t)
τ
+
ξ(t)
τ
. (3.1)
Here, we have already rescaled the variables in our system and the noise correlation
time τ remains the only effective parameter (see App. B.6). Since the process η(t)
can be viewed as a continuous function with a finite amplitude, some care is needed
when introducing the dynamics of the particle. For forces smaller than the dry
friction coefficient, |η| < 1, and v = 0 the particle will stick while otherwise we will
observe sliding dynamics. Thus, we end up with the following equation
v˙(t) =
{
0 if v = 0 and |η(t)| < 1,
−σ0(v(t)) + η(t) otherwise,
(3.2)
with σ0(v(t)) = σ(v(t)) = sgn(v). Alternatively we could use a regularized drift
v˙(t) = −σε(v(t)) + η(t) (3.3)
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and consider results in the limit ε→ 0; a candidate for this smoothed drift function
could be
σε(v(t)) = tanh
(
v(t)
ε
)
. (3.4)
We will adopt both views throughout our exposition while we will, at the same time,
avoid the considerable technical difficulties that would be related with a rigorous
approach. Since we consider a noise with finite correlation time but a damping
which does not involve a memory kernel, the system violates detailed balance and
describes a nonequilibrium process [63]. On the contrary, the model in the white
noise limit has a vanishing stationary probability current and describes a process in
equilibrium (see Sec. 1.1).
For the model defined by Eq. (3.2) the static friction equals the kinetic friction.
In real world the former exceeds the latter, and our assumption has to be considered
as an idealisation from an experimental perspective. Our particular choice does not
include any hysteresis, but it has the advantage that the piecewise-smooth dynamical
system can be captured as a singular limit of the smooth dynamics Eq. (3.3). Above
all the model captures stick-slip phenomena which will be a key ingredient of our
analysis.
Before we enter a more detailed discussion let us just illustrate the main phe-
nomenon by time traces obtained from numerical simulations. Throughout all our
numerical investigations we apply an Euler-Maruyama scheme (see App. A for de-
tails) with step size h = 10−3 for different values of τ . To take the discontinuity
caused by dry friction into account (see Eq. (3.2)) we set v = 0 for |v| < 10−3
and |η| < 1, as the particle sticks in this case at the origin. Time traces from the
simulations are shown in Figs. 3.1 - 3.3.
For white noise, we can observe a random motion of the velocity (Fig. 3.1).
For a numerical realisation of the Gaussian white noise the correlation time of the
noise is made equal to the stepsize of the numerical integration. The effect of dry
friction becomes visible for correlation times larger than τ = 0.1. The particle
sticks for considerable amounts of time at v = 0, as the stochastic force η(t) is
not large enough to move the particle, see Fig. 3.3. For Gaussian white noise,
which has infinite variance, no sticking events can be observed since its amplitude
is always larger than the dry friction coefficient [27]. Nevertheless, the interest in
studying the dynamics of systems with dry friction and Gaussian white noise has
43
3. Pure dry friction and coloured noise
-3
-2
-1
 0
 1
 2
 3
 0  10  20  30  40  50  60  70  80  90  100
v
t
(a)
-150
-100
-50
 0
 50
 100
 150
 0  10  20  30  40  50  60  70  80  90  100
η
t
(b)
Figure 3.1: Time traces of the velocity v(t) (a) and the Ornstein-Uhlenbeck noise
η(t) (b) of the dry friction model (Eqs. (3.1) and (3.2)) for τ = 0.001.
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Figure 3.2: Time traces of the velocity v(t) (a) and the Ornstein-Uhlenbeck noise
η(t) (b) of the dry friction model (Eqs. (3.1) and (3.2)) for τ = 0.1.
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Figure 3.3: Time traces of the velocity v(t) (a) and the Ornstein-Uhlenbeck noise
η(t) (b) of the dry friction model (Eqs. (3.1) and (3.2)) for τ = 1.0.
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been motivated by signatures of stick-slip motion, i.e. the cusp of the stationary
probability distribution (see Eq. (1.11)) or stick-slip transitions, which are visible
in the correlation function and the power spectral density [94, 95]. The observed
stick-slip phenomenona and the related intermittent motion will be at the centre of
our studies, being the key signature of our piecewise-smooth stochastic model with
coloured noise.
3.2 Stationary distribution
Figure 3.3 exhibits stick-slip dynamics for a high correlation time of the noise,
whereas we observe a random motion of the velocity for smaller correlation times
(Fig. 3.2) and for the case with white noise (Fig. 3.1). Given these results from
the time traces we expect the stationary probability distribution of the velocity to
exhibit a singular component for high correlation times, which reflects the fact that
the particle is sticking at v = 0. Thus, the corresponding stationary distribution is
expected to consist of two contributions: a Dirac δ component at vanishing velocities
and |η| < 1, and a regular part describing moving particles with finite velocities. The
analysis will be further hampered by the lack of detailed balance so that closed-form
analytic expressions are unlikely to be available.
3.2.1 Marginal distribution and unified coloured noise ap-
proximation
To make some analytical headway let us first have a look at the marginal velocity
distribution
P (v) =
∫ ∞
−∞
P (v, η)dη. (3.5)
We are interested in possible differences compared with the white noise case (see
e.g. Sec. 1.1 and [94]). We apply the unified coloured noise approximation (UCNA)
(see Sec. 2.2 for details) to our system (Eqs. (3.1) and (3.3)). Here we use the
smoothed version of the dry friction (Eq. (3.4)) to avoid technical difficulties with
the discontinuous drift and its derivative. In the end we will consider the results in
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the limit ε→ 0. We obtain the following multiplicative stochastic process
v˙(tˆ) = − σε(v(tˆ))
β(v(tˆ), τ)
+
ξ(tˆ)
τ 1/4β(v(tˆ), τ)
(3.6)
with
β(v(tˆ), τ) = τ−1/2 + τ 1/2σ′ε(v(tˆ)), (3.7)
and tˆ = τ−1/2t denotes the new time scale which takes the correlation time of
the noise into account. By using the Stratonovich interpretation (see discussion in
Sec. 2.2 on the issue of the interpretation) the corresponding Fokker-Planck equation
for the propagator P (v, tˆ|v0, 0) reads
∂
∂tˆ
P (v, tˆ|v0, 0) = ∂
∂v
(
σε(v)
β(v, τ)
− 1
2τ 1/2
β′(v, τ)
β3(v, τ)
)
P (v, tˆ|v0, 0)
+
1
2τ 1/2
∂2
∂v2
P (v, tˆ|v0, 0)
β2(v, τ)
. (3.8)
Since we have reduced the problem to a one-dimensional Fokker Planck equation
the stationary distribution can be computed by straightforward integration
P (v) = N−1 exp
(
−2
∫
σε(v)dv − τσ2ε(v) + ln (|1 + τσ′ε(v)|)
)
. (3.9)
We can observe that due to the correlation time of the noise two correction terms
enter the expression, as already seen in Sec. 2.2 (Eq. (2.42)). In the dry friction
limit ε→ 0, the contributions of Eq. (3.9) become
σ0(v) = sgn(v),
∫
σ0(v)dv = |v|, σ′0(v) ∼ δ(v). (3.10)
Eq. (3.10) indicates that the probability distribution (Eq. (3.9)) consists of two parts
in the dry friction limit: a regular part, which describes the sliding dynamics for
v 6= 0 and a singular part, which contains the Dirac δ function reflecting the sticking
phenomena with v = 0 when the stochastic force is not large enough to move the
particle. In the following, we consider the two parts separately.
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For the calculation of the normalisation constant N , we have
N =
∫ ∞
−∞
exp
(
−2
∫
σε(v)dv − τσ2ε(v) + ln (|1 + τσ′ε(v)|)
)
dv
=
∫ ∞
−∞
exp
(
−2
∫
σε(v)dv − τσ2ε(v)
)
dv︸ ︷︷ ︸
NReg
+
∫ ∞
−∞
exp
(
−2
∫
σε(v)dv − τσ2ε(v)
)
τσ′ε(v)dv︸ ︷︷ ︸
NSing
= NReg +NSing (3.11)
where NReg denotes the normalisation due to the regular part and NSing denotes
the normalisation due to the singular part, which contains the term σ′ε(v). The first
part of Eq. (3.11) reads in the dry friction limit (see Eq. (3.10))
NReg =
∫ ∞
−∞
exp
(−2|v| − τσ20(v)) dv
= exp(−τ). (3.12)
As we have a singular and a discontinuous contribution in the second term of
Eq. (3.11), some care is needed and we proceed in a different way to compute the
integral. Due to the σ′ε(v) term, which becomes the Dirac δ(v) function in the dry
friction limit (Eq. (3.10)), we only have to consider the parts which give a nonzero
contribution around v = 0
NSing =
∫ ∞
−∞
exp
(−τσ2ε(v)) τσ′ε(v)dv
=
∫ √τ
−√τ
exp
(−x2)√τdx
=
√
piτerf(
√
τ) (3.13)
where we have used the substitution x =
√
τσε(v) and the error function
erf(z) =
2√
pi
∫ z
0
exp(−y2)dy. (3.14)
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Thus, the regular part of the stationary probability distribution reads
PReg(v) =
exp (−2|v| − τσ20(v))
exp (−τ) +√piτerf(√τ) . (3.15)
The accuracy of the perturbative approach can be confirmed by direct numerical
simulations, see Figure 3.4 for the comparison of the UCNA with direct numerical
simulations. For the numerical analysis, we again use the Euler-Maruyama scheme
(see App. A) and sample the distribution with a resolution ∆v = 0.002. By taking
about 100 realisations of time traces of length T = 104, we observe good agreement
for small correlation times. However, for values τ > 0.1, deviations between numerics
and analytics become visible. The largest discrepancy can be observed around the
origin v = 0, as the analytical expression clearly underestimates the numerical result
and does not correctly describe the transition from the regular part to the singular
part. Although this is a shortcoming of the analytical approximation, it is not
entirely clear why the deviations around the peak are the largest compared to the
other parts of the distribution. Furthermore, for higher values of τ we observe a
stronger decay of the tails and overall, the regular part of the distribution decreases.
In addition to the regular part (Eq. (3.15)), we consider the singular part of the
probability distribution in Eq. (3.9). As already mentioned before, we only need to
consider the terms which give a non zero contribution around v = 0. Therefore, we
integrate in a small vicinity [−a, a] around v = 0∫ a
−a
exp
(−τσ2ε(v)) τσ′ε(v)dv = ∫ √τ
−√τ
exp
(−x2)√τdx
=
√
piτerf(
√
τ) (3.16)
where we have used the same substitution as in Eq. (3.13). Thus, the singular part
of the probability distribution is
PSing(v) =
NSing
N
δ(v), (3.17)
where N = NReg + NSing is the normalisation constant (see Eqs. (3.11) - (3.13)).
From this result we immediately obtain an estimate for the probability of sticking
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Figure 3.4: Regular part of the stationary distribution, i.e. distribution of the sliding
events, obtained from numerical simulations (dashed lines) sampled as a histogram
with resolution ∆v = 0.002 and the analytical approximation, Eq. (3.15) (solid
lines). Data have been displayed for different values of the correlation time τ = 0.0
(τ = 0.001 for the numerics) (a), τ = 0.1 (b), τ = 1.0 (c), τ = 2.0 (d), cf. Figs. 3.1
- 3.3.
as a function of the noise correlation
PStick(τ) =
√
piτerf(
√
τ)
exp (−τ) +√piτerf(√τ) . (3.18)
Figure 3.5 shows the comparison of the analytical approximation with the simula-
tions and we observe quite a good agreement, as the probability of sticking increases
with increasing τ and approaches the value 1 in the limit of high correlation times.
The differences between the two results, which are most visible in the intermedi-
ate range of the correlation time τ , seem to be a systematic overestimate from the
approximation since different realisations of the numerical simulations give almost
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identical outcomes. Therefore, the numerical results are presented without error
bars.
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Figure 3.5: Probability of the sticking events as a function of the noise correlation
time τ . The dots correspond to numerical simulations of Eqs. (3.1) and (3.2), the
solid line corresponds to Eq. (3.18).
Taking the limit τ → 0, we see that we arrive at the stationary probability dis-
tribution for dry friction model subjected to Gaussian white noise as the corrections
in Eq. (3.15) vanish and the expression in Eq. (3.17) becomes zero. For small corre-
lation times of the noise, the sliding motion is dominating the dynamics. However,
for high correlation times τ the sliding contribution decreases and the distribution
is mainly determined by the delta peak. Thus, by increasing τ we observe a gradual
transition from sliding to sticking motion. This can be understood by the fact that
the probability of having |η(t)| < 1 increases (as the amplitude decreases for higher
values of τ) and therefore it becomes more and more likely for the particle to stick.
Overall, the analytic approximation seems to work rather well, especially for
small τ and also for high τ for PStick. Deviations become visible when the noise
correlation time increases (see Fig. 3.4 for the case τ = 1.0). To explain the devia-
tions of the analytical approximation from the direct numerical simulations for the
regular part, which represents the sliding events (Fig. 3.4), we need to take a look at
the conditions of validity of the UCNA. This approximation agrees with numerical
simulations for the case β(v, τ)  1. However, for higher values of τ , this approx-
imation fails as in our case the contribution caused by the dry friction vanishes in
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the limit ε → 0, i.e., when considering the piecewise linear case. Nevertheless, this
analytic approximation scheme provides very useful information of the underlying
nonequilibrium dynamics of our model.
3.2.2 Joint probability distribution and probability current
To get more insight into the dynamics of our model, we study the two-dimensional
equations of motion (3.1) and (3.2) with the aim of understanding the properties of
the stationary probability distribution P (v, η).
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Figure 3.6: Logarithmic density plot of the joint stationary probability distribution,
obtained from numerical simulations of Eqs. (3.1) and (3.2), for different values of
the correlation time: τ = 0.001 (a), τ = 0.1 (b), τ = 1.0 (c), τ = 2.0 (d). The
distribution has been sampled with a resolution of ∆v = 0.001 and 300 bins in
η-direction. Slices of the distribution at v = 0 can be found in Fig. 3.9.
To begin with we perform numerical simulations of the dynamics of Eqs. (3.1)
and (3.2) (see App. A for details of the numerical integration scheme). Density plots
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on a logarithmic scale of the full stationary distribution (regular and singular part)
are shown in Fig. 3.6. For τ = 0.001 the singular part hardly matters and results
are almost indistinguishable from the white noise case within the resolution of our
simulations. The regular distribution shows a Gaussian profile in the η direction
as well as exponential decay in the v direction. By increasing τ , the distribution
changes significantly as the singular part becomes noticeable (cf. Eq. (3.18) and
Fig. 3.4). Furthermore, the regular part of the distribution becomes asymmetric as
the two components in the half spaces v > 0 and v < 0 are relative to one another.
For further analytical insight we try to formulate the corresponding Fokker-
Planck system. Using the regularized version of the equations of motion, Eqs. (3.1)
and (3.3), the time-dependent Fokker-Planck equation reads
∂
∂t
P (v, η, t|v0, η0, 0) =
[
∂
∂v
(σε(v)− η) + ∂
∂η
(
η
τ
+
1
2τ 2
∂
∂η
)]
P (v, η, t|v0, η0, 0) .
(3.19)
Since detailed balance is violated, it is difficult to find an exact solution for the
stationary Fokker-Planck equation[
∂
∂v
(σε(v)− η) + ∂
∂η
(
η
τ
+
1
2τ 2
∂
∂η
)]
P (v, η) = 0 . (3.20)
Several different approaches to find an analytical solution for P (v, η) were not
successful. A Fourier transform of the velocity in Eq. (3.20) yields a convolution
integral involving the smoothed dry friction and the probability distribution:
F
{
∂
∂v
σε(v)P (v, η)
}
= −iq [σε(q) ∗ P (q, η)] (3.21)
with
[σε(q) ∗ P (q, η)] =
∫ ∞
−∞
σε(q − h)P (h, η)dh. (3.22)
Thus, Eq. (3.20) changes to an integro-differential equation for P (q, η)
− iq [σε(q) ∗ P (q, η)] +
[
iqη +
∂
∂η
(
η
τ
+
1
2τ 2
∂
∂η
)]
P (q, η) = 0, (3.23)
which is hard to tackle analytically. If we consider only the positive half space
(v > 0) for the Fokker-Planck equation (Eq. (3.20)) by using the exact dry friction
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term [
∂
∂v
(1− η) + ∂
∂η
(
η
τ
+
1
2τ 2
)]
P (v, η) = 0 (3.24)
and if we perform a Laplace transform of the velocity, we obtain
(1− η) [sP (s, η)− P (v = 0, η)] + ∂
∂η
(
η
τ
+
1
2τ 2
)
P (s, η) = 0. (3.25)
The problem occurring here is that the term P (v = 0, η) is unknown, which makes it
very difficult to obtain an exact expression for P (v, η). Furthermore, we consider a
perturbation expansion for small correlation times τ for the Fokker-Planck equation
by rescaling the noise amplitude η → τ−1/2η[
∂
∂v
(
σε(v)− η√
τ
)
+
1
τ
∂
∂η
(
η +
1
2
∂
∂η
)]
P (v, η) = 0. (3.26)
We use the following ansatz for P (v, η)
P (v, η) = P0(v, η) +
√
τP1(v, η) + τP2(v, η) +O(τ 3/2), (3.27)
and we insert it into Eq. (3.26) to solve the equation for the different orders in
τ . The problem with this approach is that the obtained expression not fulfil the
required matching conditions for the velocity at v = 0, thus we do not follow along
the lines of such an approach here.
The marginal distribution for the noise amplitude is easily computed as
Pη(η) =
√
τ
pi
exp(−τη2) (3.28)
and does not depend on the regularisation. Hence Eq. (3.28) applies as well in the
dry friction limit ε → 0, which does not come as a surprise (cf. Eq. (3.1)). In the
dry friction limit the expression
P (v, η) = exp
(−2|v|+ 2τσ0(v)η − τη2) (3.29)
formally solves the stationary Fokker-Planck equation, see Eq. (3.19), in the limit
ε→ 0, as long as v is nonzero. If we compute the marginal probability distribution
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for the velocity from Eq. (3.29) we obtain
P (v) =
∫ ∞
−∞
exp
(−2|v|+ 2τσ0(v)η − τη2) dη
=
√
pi
τ
exp
(−2|v|+ τσ20(v)) . (3.30)
Eq. (3.30) differs from the regular part of the marginal in the framework of the
UCNA (Eq. (3.15)) by the sign of the correction term τσ20(v). Certainly Eq. (3.29)
does not provide an analytic solution for the stationary distribution as this expres-
sion does not obey the required matching conditions at v = 0. Nevertheless, if the
impact of the stick-slip phenomenon at v = 0 remains localised then Eq. (3.29) pro-
vides the asymptotic behaviour for large values of velocities. This assertion can be
verified by looking into the numerical data. In Fig. 3.7 slices of the regular distri-
bution taken at constant values of the velocity show deviations from the Gaussian
profile close to the singular component, i.e., at low velocities. However, the Gaus-
sian profile according to Eq. (3.29) is restored when we increase the velocity, i.e., at
regions in phase space further away from the sticking region. Deviations from the
Gaussian profile, or strictly speaking, the asymmetry of the distribution in the η
direction, can also be observed in Figs. 3.6(c) and 3.6(d) for a high noise correlation
τ . A similar feature is displayed by slices taken at constant noise level, see Fig. 3.8.
The singular part of the distribution, i.e. the dynamics of sticking particles, is
entirely governed by Eq. (3.1), i.e. by the Fokker-Planck equation of the Ornstein-
Uhlenbeck process. However, natural boundary conditions do not apply as particles
perform stick-slip transitions. For the singular part of the distribution at v = 0 we
have already indicated that increasing the correlation time results in a considerable
decrease of the probability of sliding particles. As a result, the main contribution to
the marginal distribution, Eq. (3.28), will come from the distribution at v = 0 as,
apart from a small contribution, particles become immobile. That is in quantitative
agreement with direct simulations; see Fig. 3.9. For small values of the correlation
time, considerable deviations from the normal distribution appear as on the one
hand particles become mobile frequently and on the other hand there is a constant
stream of mobile particles getting stuck (see as well Figs. 3.1 - 3.3).
In the region of the phase space close to the stick-slip transition the shape of the
distribution is affected at intermediate values of the noise correlation. There is no
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Figure 3.7: Regular component of the stationary probability distribution with τ =
0.1. Dependence on the noise amplitude for different fixed values of the velocity
v. Results of numerical simulations (dashed lines) and the analytic asymptotic
expression (solid lines), Eq. (3.29). The normalisation of the analytics is fitted to
the numerical data.
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Figure 3.8: Regular component of the stationary probability distribution with τ =
0.1. Dependence on the velocity for different fixed values of the noise amplitude
η. Results of numerical simulations (dashed lines) and the analytic asymptotic
expression (solid lines), Eq. (3.29). The normalisation of the analytics is fitted to
the numerical data.
obvious way to tackle the issue by analytical means, e.g., with the matching condi-
tions between the singular and the regular part. However, one can at least have a
closer look at the probability current which is a clear signature of the nonequilibrium
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Figure 3.9: Slices of the stationary distribution at v = 0 in η direction, obtained
from numerical simulations (dashed lines) and analytic results for the marginal dis-
tribution, Eq. (3.28) (solid lines) for different values of the noise correlation time.
The vertical solid lines indicate the region of the singular part of the distribution
(sticking regime). The normalisation of the analytics is fitted to the numerical data.
properties of our model. By using the method from [56] we compute the probability
current directly from the time series of our model (Eqs. (3.1) and (3.2)) for different
values of τ , see Figs. 3.10 and 3.11. The entire flow pattern is symmetric, and the
main part of the current is concentrated in regions with low velocity v. For η > 1
the current predominantly points in the positive v-direction as particles are dragged
by the external forcing. For larger positive values of v the current turns and finally
approaches the sticking manifold, which lies at v = 0 and |η| < 1, where particles
change from sliding to sticking mode. The probability current on the sticking man-
ifold points in the positive or negative direction in η, away from the point η = 0,
see Fig. 3.12. When reaching the critical value |η| > 1 particles start sliding again.
In particular, the current on the sticking manifold, which is located at v = 0 and
|η| < 1, and the current entering or leaving this manifold obey matching conditions.
Hence, for the piecewise-smooth dynamics one can write down a system of two
coupled Fokker-Planck equations, one governing the sticking and one governing the
sliding motion, with appropriate matching conditions and source terms. It is however
not obvious whether such a formulation for the regular and the singular component
of the probability distribution would give more insight than direct numerical sim-
ulations of the associated Langevin equation, let along providing a pathway for an
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Figure 3.10: Logarithmic density plot (a) and stream plot (b) of the regular part
of the stationary probability current of the system Eqs. (3.1) and (3.2) for τ = 0.1,
obtained from numerical simulations. The density plot shows the absolute value
of the current in the (v, η) plane, whereas the stream plot displays the normalised
vector field of the current.
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Figure 3.11: Logarithmic density plot (a) and stream plot (b) of the regular part
of the stationary probability current of the system Eqs. (3.1) and (3.2) for τ = 1.0,
obtained from numerical simulations. The density plot shows the absolute value
of the current in the (v, η) plane, whereas the stream plot displays the normalised
vector field of the current.
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analytic approach.
Figure 3.12 indicates a non-monotonic behaviour of the probability current on the
sticking manifold by increasing the correlation time of the noise τ . As the sticking
manifold is characterised by v = 0 and |η| < 1, the displayed η-component of the
probability current represents the current on the sticking manifold for η ∈ [−1, 1].
For low values of τ , the current is very small, as we are close to the white noise limit.
By increasing τ slightly to τ = 0.2 the current on the sticking manifold increases also.
Increasing τ further the current decreases and almost vanishes, see the results for
τ = 3.0 in Fig. 3.12. For high values of the noise correlation the probability current
decays rapidly outside of the interval η ∈ [−1, 1]. In view of the particular structure
of the stationary distribution this is hardly surprising, as the singular component of
the distribution dominates for high correlation times, the dynamics is dominated by
sticking particles, and only a small part of the probability distribution contributes
to the sliding motion and finally to the probability current.
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Figure 3.12: η-component of the stationary probability current at v = 0 for different
values of the τ , obtained from numerical simulations of Eqs. (3.1) and (3.2).
3.3 Dynamical properties of the piecewise-linear
model
Traditional correlation functions are a useful tool to study dynamical properties, in
particular, within the context of linear response theories. From a theoretical per-
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spective their analytical properties are related with the eigenvalue spectrum of the
underlying equations of motion, e.g. with the spectrum of Fokker-Planck operators.
As previously mentioned in Sec. 2.1, the autocorrelation function is connected to the
power spectral density via the Wiener-Khinchin theorem [38]. Thus, by studying the
power spectral density, we can extract some information about the non-vanishing
eigenvalues of the underlying Fokker-Planck operator, especially in the absence of
analytical results for the time-dependent propagator and the underlying eigenvalue
spectrum. Furthermore, correlation functions are experimentally accessible and they
allow one to introduce the concept of correlation times. As a shortcoming, corre-
lation functions may not allow for the proper characterisation of intermittent be-
haviour, such as stick-slip transitions, which needs then to be addressed separately
by a suitable statistical measure.
3.3.1 Power spectral density
To begin with, we want to investigate how the correlation time of the noise τ influ-
ences the correlations in our system. To be slightly more precise we will discuss the
τ -dependence of the power spectral density of the velocity v, and the corresponding
linewidth. The latter provides insight into the structure of the eigenvalue spectrum
of an underlying Fokker-Planck operator governing the dynamics of the system. For
the pure dry friction model with white noise, where analytical results for the eigen-
value spectrum are accessible, a spectral gap can be found between Λ0 = 0 and a
continuous spectrum of the other eigenvalues [82,94]. In [95] a closed expression for
the power spectral density of the velocity has been derived based on the Laplace
transform of the propagator for a model including dry friction, viscous friction and
constant bias.
Since we have a noise with finite correlation time we mainly rely on numerical
investigations since analytic expression for the stationary probability distribution
are unknown. We calculate the power spectral density of the velocity v by averaging
over 800 numerically generated time traces of length T = 104. We base our analysis
on the autocorrelations of the velocity. Hence, the corresponding power spectral
density predominantly probes properties of the sliding phase as velocities vanish in
the sticking phase.
Figure 3.13 shows the numerical results of the normalised spectral densities for
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different values of τ . The normalisation has been done by setting SN(0) = 1. The
normalised power spectral densities SN(ω) have a single central peak at ω = 0
indicating an exponential decay of the corresponding autocorrelation function. For
small values of τ , and in accordance with the white noise limit, SN(ω) is a Lorentzian
with a power law behaviour ω−2 at an intermediate frequency range. Such decay
changes when we increase the noise correlation time τ : the decay changes to a ω−4
behaviour at medium frequencies. The corresponding analytic behaviour indicates
a smooth autocorrelation function at time zero. The observed change in the decay
seems to be a feature of linear stochastic systems subjected to coloured noise, as
such a result that has also been observed for the Ornstein-Uhlenbeck process driven
by coloured noise, see Sec. 2.1 and in particular Eq.(2.27b).
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Figure 3.13: Double-logarithmic plot of the power spectral density of the v-variable
for τ = 0.001, 0.1, 1.0 (from top to bottom) and different fit functions. Spectra have
been normalised by the condition SN(0) = 1 and shifted respectively. Numerical
simulations (dashed lines), Lorentzian fit (∼ 1/(1 +ω2)) (yellow solid lines), quartic
spectral fit (∼ 1/(1 + aω2 + bω4)) (cyan dot-dashed lines).
For power spectral densities with a well defined central peak, the full width at
half maximum ∆ω can be related to the correlation time of the system tcorr via
the Wiener-Khinchin theorem. Following results for linear stochastic processes (see
Eq. (2.11)) we define here a correlation time by tcorr = 1/∆ω. Using a fit function
of the form 1/(1 + aω2 + bω4) for the power spectral densities SN(ω) we evaluate
the correlation time for different values of the noise correlation time, see Fig. 3.14.
The correlation time tcorr essentially coincides with the value of the white noise
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Figure 3.14: Correlation time tcorr as a function of the noise correlation time τ ,
obtained from numerical simulations of the spectral density and estimating the full
width at half maximum by using a quartic spectral fit, see Fig. 3.13.
limit as long as τ < 0.1. This value can be found also analytically via the autocor-
relation function (see [94]). While there is no sharp transition, tcorr experiences a
significant monotonic increase when the noise correlation time exceeds a “critical”
value of τ = 0.1. Hence, signatures of the stick-slip transition become dynamically
visible above such a critical value. The transition-like feature is in accordance with
the findings concerning the stationary distribution reported in the previous section,
e.g. see Fig. 3.5, where the probability of sticking starts to increase if the correlation
time of the noise exceeds the value τ = 0.1. The increase of the correlation time of
the velocity does not come as a surprise, because with a higher correlation time of
the noise τ the stochastic perturbations decrease, which leads to more unperturbed
dynamics and therefore a higher correlation of the velocity.
3.3.2 Distribution of sticking and sliding periods
After discussing the properties of our model concerning the spectral gap of the
Fokker-Planck operator, we want to focus here on statistical measures for stick-slip
transitions. The time series shown in Figs. 3.1 - 3.3 suggest a closer relation of the
dynamics to intermittency phenomena. To probe directly the dynamical features of
the stick-slip transition we look at the distribution of sticking and sliding times, i.e.,
the distribution of time intervals the particle spends in states v = 0 and v 6= 0.
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We start our investigations with the analysis of the sticking time events. We
recall the conditions for sticking from Eq. (3.2): if the particle has velocity v = 0
and the absolute value of the noise amplitude η(t) is smaller than one, the particle
sticks. However, if the particle was at rest and |η(t)| exceeds the value 1, it starts
sliding again. Thus, if we have the situation that v = 0 and the noise amplitude
attains a value |η0| < 1 (which can be considered as an initial value), we have
to wait a specific time period T until the noise amplitude η attains again a value
which lies outside the interval η ∈ [−1, 1]. This time period T , i.e. the sticking
time period, depends only on the dynamics of the noise amplitude η(t). Therefore,
we can relate the dynamics of a sticking particle to the exit time problem of the
Ornstein-Uhlenbeck process. Here we need to consider an escape from the interval
[−1, 1].
As a first step, we discuss the choice of the inital value η0. Since every value
within the interval [−1, 1] can be an initial value for the exit time problem (as the
sticking condition is v = 0 and |η(t)| < 1), there is no distinguished value for η0
from the dynamics of our model. Therefore, we perform numerical simulations of
the dynamical equations (Eqs. (3.1) and (3.2)) to find the distribution P (η0), i.e.
those values for η when we have v = 0 at the beginning of each particular sticking
time period. The results for different values of the noise correlation time τ are
shown in Fig. 3.15. We observe that for small correlation times, the distribution of
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Figure 3.15: Distribution of initial values P (η0), obtained numerically for different
values of the noise correlation time: τ = 0.01 (yellow), τ = 0.1 (green), τ = 0.3
(blue), τ = 0.5 (red).
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initial values is uniformly distributed over the interval [−1, 1]. However, for values
τ > 0.1 we observe a transition to a bimodal distribution and the two maxima of the
distribution are moving towards the boundaries of the interval [−1, 1] for increasing
correlation time τ .
Next, we aim to find an analytical expression for the exit time distribution.
Since we consider an Ornstein-Uhlenbeck process, the related exit time problem can
be treated by analytical means, e.g. see [25]. The Laplace transform of the exit
time distribution for an Ornstein-Uhlenbeck process like Eq. (3.1) with symmetric
absorbing boundaries at −α and α and an initial value |η0| < α reads
f˜(s, η0) =
D−sτ
(√
2τη0
)
+D−sτ
(−√2τη0)
D−sτ
(√
2τα
)
+D−sτ
(−√2τα) exp
(τ
2
(η20 − α2)
)
. (3.31)
Here D−sτ
(√
2τη0
)
is the parabolic cylinder function (see App. C.1). A detailed
derivation of the exit time distribution in Eq. (3.31) can be found in App. D. We
can rewrite Eq. (3.31) in a more compact way by using hypergeometric functions
f˜(s, η0) =
1F1
(
sτ
2
; 1
2
; η20τ
)
1F1
(
sτ
2
; 1
2
;α2τ
) . (3.32)
Here 1F1
(
sτ
2
; 1
2
;α2τ
)
denotes the confluent hypergeometric function and we have
used specific relations between parabolic cylinder functions and the confluent hy-
pergeometric function to arrive at Eq. (3.32) (see Eqs. (C.24) and (C.25) for details).
We set α = 1 because the regime, where the particle is sticking, is the interval [−1, 1],
which reflects the value of the rescaled dry friction coefficient.
In the following, we consider two different approaches to evaluate Eq. (3.32)
with respect to η0. As we have a uniform distribution for small correlation times τ
(see Fig. 3.15), we integrate Eq. (3.32) over all possible initial conditions within the
interval η0 ∈ [−1, 1]
f˜(s) =
∫ 1
−1
P (η0)f˜(s, η0)dη0
=
1
2
∫ 1
−1
1F1
(
sτ
2
; 1
2
; η20τ
)
1F1
(
sτ
2
; 1
2
; τ
) dη0
=
1F1
(
sτ
2
; 3
2
; τ
)
1F1
(
sτ
2
; 1
2
; τ
) . (3.33)
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Details of the integration in Eq. (3.33) can be found in the appendix (see Eqs. (C.26)
- (C.32)). We expect this result to be appropriate for small correlation times of the
noise. To deal with higher correlation times τ we use the expression from Eq. (3.32)
(with α = 1) and insert the numerically obtained value of η0, where the distribution
of initial conditions P (η0) attains one of its maxima (see Fig. 3.15). For example for
τ = 0.5, we choose η0 = 0.92. Since the interval and the distribution are symmetric
around η0 = 0 and the expression in Eq. (3.32) is quadratic in η0, it does not matter
wich maximum of the distribution is taken.
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Figure 3.16: Distribution of sticking time intervals, f(T ), on a semi-logarithmic
scale, obtained numerically (blue dashed line) and semi-analytically from the exit
time problem for the Ornstein-Uhlenbeck process for different values of the noise
correlation time τ . The solid red line denotes the inverse Laplace Transform of
f˜(s) (Eq. (3.33)) and the solid cyan line is the inverse Laplace Transform of f˜(s, η0)
(Eq. (3.32)) with α = 1 and the following values for the inital value η0: η0 = 0.5
(a), η0 = 0.92 (b), η0 = 0.96 (c), η0 = 0.98 (d).
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As it is not possible to derive an analytical result for the inverse Laplace trans-
form of Eqs. (3.32) and (3.33), we use the Talbot method to invert the exit time
distribution numerically [1, 91]. The analytical estimates are inverted numerically
over a specific time interval and normalised with respect to the obtained values
within this time interval. A comparison between the semi-analytical approach and
direct numerical simulations for a few values of the noise correlation time τ is shown
in Fig. 3.16.
One observes a localised peak in the distribution at T = 0, and for moderate to
large times a simple exponential decay. For small correlation times, the noise ampli-
tude is still large enough that the particle will not stick for a long time. Therefore,
the decay of the distribution is strong. For higher correlation times we observe from
Fig. 3.15 that it is more likely for η(t) to attain values closer to the boundaries of the
sticking interval [−1, 1] and therefore, a quick escape from the interval is possible.
On the other hand, it also becomes more likely for the particle to stick as it may
take some time until the noise amplitude is large enough that the particle starts
sliding again. This is in accordance with the results in the previous sections, e.g.
the increase of the probability of sticking for increasing correlation time τ (Eq. (3.18)
and Fig. 3.5).
For small correlation times (τ = 0.1), we observe deviations from the numerics
to the two semi-analytical results as the purely numerical result decays slower for
larger time periods T than the analytical estimates (Fig. 3.16(a)). If we increase the
correlation time of the noise, the semi-analytical result, which includes the numer-
ically computed initial value (Eq. (3.32)), fits very well with the purely numerical
results (see Figs. 3.16(b) - 3.16(d)). The other analytical estimate (Eq. (3.33)), in
which we have averaged over the initial values assuming a uniform distribution, only
gives a qualitative result as it underestimates the peak at T = 0 and shows a slightly
different exponential decay (see Fig. 3.16(b)).
For the remainder of this chapter we focus on the statistics of the sliding events.
This analysis is done only numerically, as an analytical counterpart could not be
identified in contrast to the sticking time events, where semi-analytical results could
be obtained from the exit time problem of the Ornstein-Uhlenbeck process. We
evaluate the time series such that we count the time intervals from the point the
trajectory leaves the sticking manifold until it arrives back at the sticking manifold.
Fig. 3.17 show the numerically obtained distributions over a wide range of noise
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correlation times.
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Figure 3.17: Distribution of sliding time intervals, P (T ), on a double-logarithmic
scale for different values of the noise correlation time, obtained from numerical
simulations.
For small noise correlation times the distributions are unimodal with a power law
decay from small times T to an intermediate range and an exponential cut-off for very
large sliding times T . By increasing the noise correlation time τ the maximum of the
distributions increases, but only up to a certain value. Furthermore, the exponent
of the power law decay also increases for higher noise correlation times. However,
the most surprising result is that we observe some kind of universal behaviour of
the distributions at short sliding times T for large correlation times τ ≥ 0.1, see
Fig. 3.17(b). The distributions above this value of τ exhibit three different regimes
of decay over the whole range of sliding times T : for small sliding times we have a
power law decay, for a small range of intermediate values of T one observes a strong
exponential decay and for large T we still have an exponential decay but it decreases
slower than before. This described behaviour is visualised in Fig. 3.18. Furthermore,
the intermediate range with the strong exponential decay is shifted towards higher
sliding times by increasing the noise correlation time τ , see Fig. 3.17(b).
To underline our observations we evaluate some of our the numerical data; we
estimate the power law decay and the exponential decay roughly for the distributions
with the correlation times τ = 0.001 and τ = 1.0. Our obtained fit functions are
ρ1(T ) ∼ T−9/20, (3.34a)
ρ2(T ) ∼ T−4/3 exp
(−(25T )3) , (3.34b)
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Figure 3.18: Sliding time distribution for τ = 1.0 to visualize the three regimes
with different decay behaviour of the distribution: (I) power law decay, (II) strong
exponential decay, (III) weak exponential decay. See also Eqs. (3.34a), (3.34b) and
Fig. 3.19.
where ρ1(T ) fits the power law decay for τ = 0.001, whereas ρ2(t) is used to fit the
power law decay and the strong exponential decay for τ = 1.0. These results are
shown in Fig. (3.19).
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Figure 3.19: Distribution of sliding time intervals, P (T ), on a double-logarithmic
scale for τ = 0.001 (a) and τ = 1.0 (b). Numerics (red diamonds) and the fit
functions (black solid lines) ρ1(T ) (Eq. (3.34a)) and ρ2(T ) (Eq. (3.34b)).
We observe the described power law decay in Fig. 3.19(a) and the exponential
cut-off for large times T . In comparison, the exponent from the power law decay in
the case of a higher correlation time τ is larger, and for intermediate sliding times,
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the contribution from the exponential function becomes visible (see Eq. (3.34b) and
Fig. 3.18 as well). As already mentioned, the observed on-off (stick-slip) dynamics
of our model suggest a relation to intermittency. In [49], where on-off intermittency
has been studied, the authors observed a power law decay of the form T−3/2. In the
context of our model the role of the “on” and of the “off” state are interchanged
as here the observed power law is connected to the sliding events. Furthermore,
the above found exponent is also fractional, but here we have a behaviour of the
form T−4/3. So far, we have not found an intuitive explanation for this universal
behaviour of the sliding times for high noise correlation times.
As already mentioned, a related analytical model has not yet been found. The
most suitable candidate for such a model would be the exit time problem for a
stochastic process with constant drift and coloured noise with an absorbing boundary
at the origin. For Gaussian white noise instead of an Ornstein-Uhlenbeck noise, this
problem can be solved analytically, see e.g. [67]. The exit time distribution shows an
asymptotic behaviour of the form P (T, v0) ∼ T−3/2 exp (−(T − v0)2/2T ) in this case.
However, exact analytical results for an exit time problem including coloured noise
and very specific boundary conditions are very difficult to obtain. Furthermore,
if we set the absorbing boundary condition at v = 0 and only natural boundary
conditions for η apply, such a description will not capture all possible sliding events
appropriately. To visualize this shortcoming of such an approach, we compute two
different realisations for the sliding dynamics in the (v, η) plane, see Fig. 3.20.
The realisation in Fig. 3.20(a) could be captured by an exit time problem with
absorbing boundary at v = 0. The trajectory starts at the blue dot and evolves
towards the negative velocities before it turns back and arrives at v = 0 but within
the sticking interval η ∈ [−1, 1]. On the contrary, the realisation in Fig. 3.20(b)
shows that the trajectory makes a transition from negative towards positive velocities
but here at η > 1. That means it does not reach the sticking manifold and the
particle continues to slide until it reaches the sticking manifold later. From the
perspective of an exit time problem, as described, only the time until reaching v = 0
will be considered as a time interval, which would underestimate the actual length
of the sliding time period.
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Figure 3.20: Two different realisations for the sliding dynamics in the (v, η) plane,
starting from the blue dot and evolving towards the negative half space of the
velocity. The dashed blue line seperates the two half spaces of the velocity whereas
the thick black line denotes the sticking manifold (v = 0 and η ∈ [−1, 1]). These
representations have been obtained numerically from Eqs. (3.1) and (3.2).
3.4 Summary of the chapter
We investigated a dry friction model subjected to coloured noise with the emphasis
on nonequilibrium properties in a noisy piecewise-smooth dynamical system. By ap-
plying the unified coloured noise approximation (UCNA), we obtained an analytical
expression of the stationary probability distribution for the velocity. The white noise
limit τ → 0 reproduces the exact results, e.g., see [27]. As the noise correlation time
increases, the stationary distribution develops a delta peak, as particles become more
and more stuck at v = 0. Thus, by varying τ , a transition from sliding to sticking
dynamics could be observed. By considering the equivalent two-dimensional system
we were able to derive an asymptotic expression for the stationary distribution which
is valid for large velocities and large noise amplitudes, far away from the stick-slip
region. There was no obvious way to obtain a full analytic expression for the joint
probability distribution P (v, η) containing all the required matching conditions at
v = 0 as detailed balance is violated. The latter has been clearly demonstrated by
computing the non-vanishing stationary probability current.
Furthermore we studied the power spectral density numerically to obtain infor-
mation about the velocity correlations, the corresponding correlation time, and the
spectral gap of the underlying Fokker-Planck operator. Below a ”critical value” one
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recovers the result for the white noise limit. Increasing the noise correlation further,
the full width at half maximum decreases, which is connected to a higher velocity
correlation in the system. This decrease of the spectral width comes together with
a change in shape of the power spectrum. For low values of τ the power spectral
density has the shape of a Lorentz profile for values τ > 0.1 the shape changes to a
ω−4 decay for intermediate frequencies.
To complete our studies, we investigated the sliding and sticking time distribution
as the time traces indicated a connection to intermittent dynamics. Results for the
sticking time distribution were accessible via the exit time problem for an Ornstein-
Uhlenbeck process with symmetric absorbing boundary conditions. For the sliding
dynamics the related exit time problem with coloured noise and a constant drift is
very hard to find and to tackle; thus, we had to rely on numerical simulations. For
high noise correlation times a surprising power law decay of the form T−4/3 occurs
for short sliding times T , followed by an exponential decay for intermediate and long
sliding time periods.
Some of the observed results for our model seem to be key features of dry friction
models subjected to noise and of general piecewise-smooth stochastic dynamics.
Intermittent dynamics and a singular part of the probability distribution have also
been found in the framework of the Boltzmann-Lorentz equation by investigating
the so-called independent kick model [92,93], in studies of dry friction subjected to
Non-Gaussian noise in the high friction limit [58], and in an experiment of a rotating
probe, which is in contact to a granular gas [41]. It is important to mention that
despite the similarities in the dynamics there is no mathematical link between the
Boltzmann-Lorentz equation and the investigated dry friction model subjected to
coloured noise.
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Dry friction models including
viscous friction and constant bias
In this chapter, we extend our previously studied model with pure dry friction and
coloured noise (Eq. (3.2)) by adding viscous friction and a constant bias (or constant
force). We want to explore the impact of the correlation time of the noise τ in a
system, which contains two different types of friction (dry and viscous). In addition,
as the total applied force subjected to the system has now an additional deterministic
contribution, we are interested in how aspects of the dynamics change, e.g. sticking
phenomena. The additional bias induces a stick-slip bifurcation in the deterministic
system. Therefore, the viscous friction is needed to keep the velocity at finite values.
As the full stochastic system does not obey detailed balance, analytical calculations
might be become very difficult. However, as this model is still piecewise linear, we
hope to be able to derive some results analytically, if necessary with the help of
suitable approximation schemes, e.g. the unified coloured noise approximation.
First, in Sec. 4.1, we show time traces of our extended model by performing nu-
merical simulations and we study the new features of our extended system. In
addition, some aspects of the corresponding deterministic system are discussed
(Sec. 4.1.1), i.e. signatures of stick-slip dynamics. In Section 4.2.1, the unified
coloured noise approximation (see Secs. 2.2 and 3.2.1) is used to obtain an ana-
lytical expression for the marginal probability density of the velocity P (v). For
parameter values close to the deterministic stick-slip transition, the probability of
sticking exhibits a non-monotonic behaviour as a function of the noise correlation
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time τ . Furthermore, we compute the joint stationary probability density and the
probability current numerically. These results are discussed in Section 4.2.2. Dy-
namical features of this extended model are elaborated in Section 4.3 by computing
the power spectral density and the correlation time of the velocity. The analysis
is done for different values of the viscous friction while we study the impact of
the correlation time of the noise τ on the correlations of the velocity. In addition,
we investigate the sticking and sliding time distributions, similarly to Section 3.3.2.
However, in this chapter, these investigations are done only numerically. A summary
of the chapter can be found in Section 4.4.
4.1 Piecewise-linear dry friction model
Equation (1.2) represents the full model with dry friction, viscous friction, a constant
force and Gaussian white noise. Here we will replace the white noise by an Ornstein-
Uhlenbeck noise. Thus, the equation of motion for the velocity changes to
v˙(t) =
0 if |b+ η(t)| < 1 and v = 0,−γv(t)− σ0(v(t)) + b+ η(t) otherwise, (4.1)
where γ is the viscous friction coefficient and b denotes the rescaled constant force
(see App. B.7 for details). σ0(v(t)) is the sign function representing the dry friction.
The subscript 0 in the expression σ0(v) is assigned to the sign function, whereas a
subscript ε will refer to a smoothed version of the dry friction (see Eq. (3.4)). Thus,
we could rewrite Eq. (4.1)
v˙(t) = −γv(t)− σε(v(t)) + b+ η(t) (4.2)
and consider results in the limit ε → 0 (see Eq. (3.3) as well). η(t) describes the
Ornstein-Uhlenbeck noise, whose dynamics is governed by the following equation:
η˙ = −η(t)
τ
+
ξ(t)
τ
, (4.3)
where τ represents the correlation time of the noise. In comparison to the previous
chapter, the total applied force to the particle is now b + η(t), consisting of an
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additional deterministic part b and the stochastic contribution η(t). Therefore, we
need to adjust the conditions when the particle is sticking and when it is sliding
(compare Eq. (4.1) with Eq. (3.2)). If the total applied force is smaller than the
rescaled dry friction coefficient, |b + η(t)| < 1, and the particle has velocity zero
v = 0 at the same time, then it sticks. Note that if we have |b + η(t)| < 1 but
the velocity is non-zero v 6= 0, then the particle is still sliding: it relaxes towards
v = 0 or towards the fixed point of the sytem, depending on the value of b. On
the other hand, if the total applied force is larger than the dry friction coefficient,
|b + η(t)| > 1, then the particle starts sliding again if it was previously at rest.
Thus, we arrive at the sticking conditions in Eq. (4.1). The adjusted condition can
be rewritten if one wants to consider a condition only for the stochastic force η(t).
Then, from |b+ η(t)| < 1, we can express the sticking condition as follows
− 1− b < η(t) < 1− b. (4.4)
Thus, the sticking interval, i.e. which is the interval of values of η such that the
total applied force is not large enough to move the particle (here η ∈ [−1− b, 1− b]),
is shifted depending on the sign and the absolute value of the constant force. For
b = 0, we arrive again at the known result from the previous chapter.
4.1.1 Deterministic dynamics
Before we present numerical results for the time traces of our stochastic model
(Eqs. (4.1) and (4.3)), we discuss some aspects on the corresponding deterministic
model to motivate our choices for the parameter values used in this chapter. In the
absence of the noise (η(t) = 0 in Eq. (4.1)), the deterministic equation of motion for
the velocity reads
v˙(t) =
0 if |b| < 1 and v = 0,−γv(t)− σ(v(t)) + b otherwise. (4.5)
For the sake of convenience we have dropped the subscript 0 for the dry friction here
(σ0(v) = σ(v) = sgn(v)), since we do not consider a smoothed friction term here in
Sec. 4.1.1. The above discussion concerning sticking and sliding applies here as well,
the only difference being that the total applied force consists only of the constant
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force b. We can write down the solution for the velocity from Eq. (4.5) if we take
the two different dynamics, caused by the dry friction term, for the respective half
spaces into account (σ(±v(t)) = ±1)
v+(t) = v0 exp(−γ(t− t0)) + b− 1
γ
[1− exp(−γ(t− t0))] , v0 ≥ 0, (4.6a)
v−(t) = v0 exp(−γ(t− t0)) + b+ 1
γ
[1− exp(−γ(t− t0))] , v0 ≤ 0. (4.6b)
If the velocity becomes zero, one has to take into account the sticking condition in
Eq. (4.5). Eq. (4.6a) applies for v0 = 0 only if b > 1, otherwise we just have v0 > 0.
Similarly for Eq. (4.6b), we have v0 = 0 only if b < −1, otherwise v0 < 0. We
illustrate the dynamics of the deterministic model (Eq. (4.5)) in Fig. 4.1, where the
time evolution according to Eqs. (4.6a) and (4.6b) is shown for two different values
of the constant force b and a positive initial velocity v0.
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Figure 4.1: Time evolution for the velocity v(t) of the deterministic model (Eqs. (4.5)
- (4.6b)) for different values of the constant bias b = −0.5 (red solid line) and
b = −1.5 (blue solid line) with the initial condition v(0) = v0 = 2. Further parameter
γ = 1.
For b = −0.5 (red solid line in Fig. 4.1), the velocity decreases towards zero
according to Eq. (4.6a). If v(t) reaches v = 0, the velocity stays zero, as we have
|b| < 1 (see Eq. (4.5)). For b = −1.5 (blue solid line in Fig. 4.1), the velocity
decreases as well towards zero, which also can be described by Eq. (4.6a) with
v0 = 2 and t0 = 0. As the velocity attains the value zero, it does not stay zero here,
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since we have |b| > 1. Thus, the velocity becomes negative and follows Eq. (4.6b)
then. Note that we have in Eq. (4.6b) v0 = 0 and t0 = t
′, where t′ denotes the time
when the velocity reaches zero after evolving from its initial value v0 = 2 at t0 = 0.
t′ can be computed from Eq. (4.6a) by inserting all the parameters (see caption of
Fig. 4.1 as well)
2 exp(−t′)− 2.5 [1− exp(−t′)] = 0 (4.7)
and we obtain here t′ = − log (5
9
) ≈ 0.587. Then Eq. (4.6b) shows that the velocity
approaches the fixed point v∗ of the system in Eq. (4.5), which is negative here.
In general, we find that the fixed point v∗ of our model (Eq. (4.5)) is given by
v∗ =
0 if |b| ≤ 1,σ(b) |b|−1
γ
if |b| > 1.
(4.8)
Here σ(b) denotes the sign function. From Eq. (4.8) we can see that a transition
between two different dynamical regimes takes place at |b| = 1, which is the deter-
ministic stick-slip transition. We will denote the regime where the constant force
attains values smaller than the dry friction coefficient (|b| < 1) as the sticking regime,
whereas the other dynamical regime with |b| > 1 is addressed as the sliding regime.
Note also that the fixed point v∗ of the deterministic system depends not only on
the constant force b, but on the viscous friction coefficient γ as well. For example
for the blue curve in Fig. 4.1, the fixed point is v∗ = −0.5 as we have γ = 1.0 and
b = −1.5. Therefore, in the analysis of our stochastic model (Eq. (4.1)) we will
focus our investigations on parameter values below (|b| ≤ 1) and above (|b| > 1)
this stick-slip transition and resulting effects. As in the previous chapter, we set the
static and kinetic friction equal and therefore the considered system does not show
hysteresis.
If these two friction coefficients were not the same and the kinetic friction µS is
smaller than the static friction µC (as it is in most cases), the following scenario for
hysteresis could be observed: to move an object, which was initally at rest (v = 0),
an applied force F needs to be larger than the static friction coefficient F > µS.
When the object starts moving the stationary velocity will not increase gradually
but it will jump towards a value v∗ ∼ F −µC > F −µS, since the kinetic friction has
to be applied for the situation that the velocity is non-zero. If the applied force is
75
4. Dry friction models including viscous friction and constant bias
then decreased, the object only relaxes towards v = 0 if the applied force is smaller
than the kinetic friction (F < µC). Therefore we could have the situation, where
F < µS but v
∗ 6= 0. Further thoughts in this direction can be found in Chapter 6.
4.1.2 Stochastic dynamics
After the discussion on the deterministic system, we want to compare the new
features of our extended stochastic model with the previously shown results for the
pure dry friction model (see Sec. 3.1). We perform numerical simulations and show
time traces of the velocity for different parameter values of γ, b and τ . We use an
Euler-Maruyama scheme (see App. A) with step size h = 10−3 for our numerical
analysis. In the same way, we take the impact of the dry friction into account by
setting v = 0 for |v| < 10−3 and |b + η| < 1. It is important to mention that for
our investigations in this chapter the sign of the constant force b does not matter
as it can be absorbed in a coordinate transform v → −v. Quantities related to the
stick-slip transition, e.g. the probability of sticking, stay invariant under a change
of the sign for b. But this invariance does not hold in general for all statistical
quantities; e.g. conditional probabilities could exhibit a different behaviour for −b
and b depending on the initial value v0.
-2
-1.5
-1
-0.5
 0
 0.5
 1
 0  10  20  30  40  50  60  70  80  90  100
v
t
(a) τ = 0.1
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0  10  20  30  40  50  60  70  80  90  100
v
t
(b) τ = 1.0
Figure 4.2: Time traces of the velocity v(t) (Eq. (4.1)) with γ = 1 and b = −0.5 for
different values of the noise correlation time: τ = 0.1 (a), τ = 1.0 (b).
In Fig. 4.2(a), we observe a random motion of the velocity, which is similar to
Fig. 3.2. For a higher noise correlation time τ = 1.0, sticking phenomena become
visible (Fig. 4.2(b)), as already observed for the pure dry friction case, see Fig. 3.3.
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This does not come as a surprise since the value of the constant force is smaller than
the rescaled dry friction coefficient (b < 1) and lies therefore in the sticking regime.
In addition, due to the increased correlation time of the noise τ , the stochastic
contribution of the total applied force b + η(t) attains values which are mostly
within in the range |b + η(t)| < 1. Therefore, it becomes less likely that the total
force attains values which are larger than the dry friction coefficient. Thus, we
expect the sticking phenomena to dominate the dynamics in the high correlation
time limit of τ .
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Figure 4.3: Time traces of the velocity v(t) (Eq. (4.1)) with γ = 1 and b = −1.5 for
different values of the noise correlation time: τ = 0.1 (a), τ = 1.0 (b), τ = 5.0 (c).
On the other hand, for a value above this transition, we expect that the particle
never sticks for a long time as the constant force alone can overcome the dry friction
coefficient, thus it is large enough to move the particle. This can be observed in
Figs. 4.3(a) - 4.3(c), where results are shown for b = −1.5. For a small correlation
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time, we see a random motion of the velocity as the applied force is large enough
to move the particle if it sticks (Fig. 4.3(a)). Short sticking time periods can be
observed by further increasing the noise correlation time τ (Fig. 4.3(b)). If we then
increase τ even further, the sticking time periods vanishes (Fig. 4.3(c)) and the
velocity fluctuates around its deterministic fixed point, which is v∗ = −0.5 here (see
Eq. (4.8), Fig. 4.1 and the parameter values in Fig. 4.3(c)).
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Figure 4.4: Time traces of the velocity v(t) (Eq. (4.1)) with γ = 1 and b = −1.1 for
different values of the noise correlation time: τ = 0.1 (a), τ = 1.0 (b), τ = 10.0 (c),
τ = 50.0 (d).
To investigate the appearance and the vanishing of the sticking time periods for
an increasing correlation time of the noise further, we choose a parameter value for
the constant force closer to the deterministic stick-slip transition, but still larger
than the dry friction coefficient. Figure 4.4 shows time traces of the velocity for
b = −1.1 and we again vary the noise correlation time τ . For τ = 0.1, we observe
a random motion of the velocity, as already seen for b = −0.5 (Fig. 4.2(a)) and
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b = −1.5 (Fig. 4.3(a)). By increasing the noise correlation time further to τ = 1.0,
sticking time periods appear (Fig. 4.4(b)), as the total applied force b+η(t) seems not
to be large enough to move the particle if it has velocity zero. If we then increase τ
even further, the sticking time periods become less (Fig. 4.4(c)) until they vanish for
very high noise correlation time (Fig. 4.4(d)). Here we could see that the sticking
time periods still remain for higher correlation times of the noise if the value of
the constant force b is closer to the deterministic stick-slip transition. Overall, the
observed phenomenon is quite counterintuitive as one would expect that the total
applied force is actually large enough to overcome the dry friction coefficient if we
choose a value of the constant force which lies above the stick-slip transition.
To understand this phenomenon in more detail, we investigate the behaviour of
the total applied force b+η(t) as a function of the correlation time of the noise τ . We
recall that η(t) describes an Ornstein-Uhlenbeck process (Eq. (4.3)) and is therefore
Gaussian distributed with a zero mean 〈η(t)〉 = 0 (〈· · · 〉 denotes the average over
all realisations). Therefore we can conclude that the total applied force is Gaussian
distributed around the mean value b. The corresponding dynamical equation for
the total applied force is an Ornstein-Uhlenbeck process with an additional constant
term (compare to Eq. (4.3))
η˙(t) = −η(t)− b
τ
+
ξ(t)
τ
. (4.9)
From the corresponding Fokker-Planck equation we can compute the stationary
probability density, which reads
Pb(η) =
√
τ
pi
exp
(−(η − b)2τ) . (4.10)
Eq. (4.10) describes a Gaussian distribution with mean 〈η(t)〉 = b and variance
〈(η − 〈η〉)2〉 = 1
2τ
. In the white noise limit τ → 0 and for small correlation times
of the noise, the variance is large and therefore the fluctuations η(t) around the
constant force b can attain large values. By increasing the correlation time τ , the
variance of the distribution becomes smaller and the fluctuations around the mean
b also decrease. For high correlation times of the noise, the entire dynamic takes
place in a small region around the mean b of the total applied force as η(t) almost
vanishes.
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Figure 4.5: Time traces of the applied force b + η(t) (Eq. (4.9)) with b = −1.1 for
different values of the noise correlation time τ , obtained numerically. The red dot-
dashed lines at −1 and 1 represent the boundaries of the sticking interval, where
the attained values are not large enough to move the particle, if it has velocity zero.
The black solid line represents the value of b, which is the mean of the total applied
force (see Eq. (4.10)).
To visualize this, we show time traces of the total applied force b + η(t) for
increasing correlation times of the noise τ in Fig. 4.5. For small correlation times
(here τ = 0.1), the total applied force attains high values as already mentioned, see
Fig. 4.5(a). If it attains values within the sticking interval [−1, 1] (represented by the
red lines in Fig. 4.5), usually at one of the next time steps it has left this region and
therefore the particle does not stick or sticks only for a very short time. This gives
rise to a random motion of the velocity, as already seen in Fig. 4.4(a). Increasing
the correlation time τ further (see Fig. 4.5(b)), we observe that the dynamics of the
total applied force takes place for longer times within the sticking interval [−1, 1],
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which results in the rise of sticking phenomena, see Fig. 4.4(b). By increasing τ even
further to τ = 10.0, the total applied force attains only values which lie around the
lower bound of the already mentioned interval [−1, 1] and enters it only occasionally.
That is why we still can observe sticking phenomena, but for shorter time intervals
compared to the case of τ = 1.0, see Figs. 4.4(b) and 4.4(c). And for very high values
of τ , the dynamics of the force does not take place anymore within the interval, but
only outside in a small range around the mean b = −1.1, which is represented
by the black line in all Figs. 4.5(a) - 4.5(d). Therefore the particle does not stick
anymore, and the velocity attains values close to the deterministic fixed point, which
is v∗ = −0.1 here (see Fig. 4.4(d) and Eq. (4.8)).
In the above discussion, we did not include changes in the viscous friction pa-
rameter γ. If we were to increase the values of the viscous friction, we would expect
the velocity to attain smaller values. Furthermore, it is reasonable to expect more
sticking time periods to occur as the particle is more likely to have zero velocity and
the dynamics of the total applied force b + η(t) takes place for long times within
the above mentioned interval [−1, 1]. For low viscous friction, we would expect the
opposite. We will investigate the role that γ plays related to the sticking phenomena
in the following sections.
4.2 Stationary behaviour
After the discussion on the results from numerical simulations for the time traces
and having explored the appearance and the vanishing of sticking time periods, we
want to proceed by investigating the stationary properties of our stochastic model.
In particular, we calculate the stationary probability distributions, i.e. the marginal
distribution P (v) and the joint distribution P (v, η). In addition, we compute the
probability current from numerical simulations. Taking into account the previously
shown results in Sec. 4.1 and from Chapter 3, we expect again a Dirac δ contribution
in the expression for the marginal distribution, which represents the appearance of
sticking events. However, for values of the constant force b above the deterministic
stick-slip transition this contribution might undergo some changes depending on the
value of the correlation time of the noise τ . Thus, we want to investigate whether the
observed phenomenon concerning the sticking time events is reflected in the results
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for the stationary probability distributions.
4.2.1 Marginal probability distribution
To obtain an analytical expression for the stationary marginal probability density
P (v), we apply again the unified coloured noise approximation (see Secs. 2.2 and
3.2.1 for detailed calculations) to our system (Eqs. (4.2) and (4.3)) and we obtain
P (v) = N−1 exp
[
−2
∫
(σε(v) + γv − b) dv − τ(σε(v) + γv − b)2
]
× [1 + τ(γ + σ′ε(v))] (4.11)
where N is the normalisation constant. The computation of the normalisation con-
stant is a bit more tedious than in the previous chapter. We start again with the
regular part, which does not include the term σ′ε(v) as this term reflects the singular
contribution of the density. For the regular part, we can perform the dry friction
limit ε→ 0 and integrate the expression in the exponent of Eq. (4.11) (see Eq. (3.12)
as well). Thus, to obtain the normalisation constant corresponding to the regular
part of the distribution, we have to compute
NReg =
∫ ∞
−∞
exp
[
−2
(
|v|+ γ
2
v2 − bv
)
− τ(σ0(v) + γv − b)2
]
(1 + τγ)dv
=
∫ ∞
0
exp
[
−2
(
v +
γ
2
v2 − bv
)
− τ(1 + γv − b)2
]
(1 + τγ)dv
+
∫ 0
−∞
exp
[
−2
(
−v + γ
2
v2 − bv
)
− τ(−1 + γv − b)2
]
(1 + τγ)dv.
(4.12)
Since these integrals include Gaussian functions, we obtain straightforwardly for the
positive half space∫ ∞
0
exp
(−α1v2 + α2v + α3) dv = √pi
2
√
α1
exp
(
α22
4α1
+ α3
)
erfc
( −α2
2
√
α1
)
(4.13)
with the coefficients
α1 = γ
2τ + γ, α2 = 2(−1 + b− γτ + bγτ), α3 = −τ(1− 2b+ b2). (4.14)
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For the negative half-space we have∫ 0
−∞
exp
(−β1v2 + β2v + β3) dv = √pi
2
√
β1
exp
(
β22
4β1
+ β3
)
erfc
(
β2
2
√
β1
)
(4.15)
with the coefficients
β1 = γ
2τ + γ, β2 = 2(1 + b+ γτ + bγτ), β3 = −τ(1 + 2b+ b2) (4.16)
and we have used the complementary error function
erfc(z) = 1− erf(z)
=
2√
pi
∫ ∞
z
e−y
2
dy. (4.17)
Finally, we obtain
NReg =
√
pi
2
√
τ +
1
γ
[
exp
(
(b− 1)2
γ
)
erfc
(
(1− b)
√
τ +
1
γ
)
+ exp
(
(b+ 1)2
γ
)
erfc
(
(b+ 1)
√
τ +
1
γ
)]
. (4.18)
To check the consistency of Eq. (4.18) with the previous chapter, we consider
the result for vanishing viscous friction and vanishing constant force. Performing
the limit b→ 0 gives
lim
b→0
NReg =
√
pi exp
(
1
γ
)√
τ +
1
γ
erfc
(√
τ +
1
γ
)
. (4.19)
To facilitate the computation of the limit γ → 0, we substitute ϑ = 1
γ
and compute
the limit ϑ→∞
lim
ϑ→∞
NReg =
√
pi exp (ϑ)
√
τ + ϑ erfc
(√
τ + ϑ
)
=
√
pi exp (ϑ)
√
τ + ϑ
exp (−τ − ϑ)√
τ + ϑ
√
pi
= exp (−τ) , (4.20)
which is the same result as in Sec. 3.2.1, see Eq. (3.12). Here, we have used the
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asymptotic expression of the complementary error function
lim
x→∞
erfc(x) =
exp (−x2)
x
√
pi
. (4.21)
For the normalisation of the singular part of the distribution in Eq. (4.11), we
have to calculate
NSing =
∫ ∞
−∞
exp
[
−2
(
|v|+ γ
2
v2 − bv
)
− τ(σε(v) + γv − b)2
]
τσ′ε(v)dv. (4.22)
Similarly to Sec. 3.2.1, some care is needed in this calculation as in the dry friction
limit a singular and a discontinuous contribution are present (see Eq. (3.10)). As
this integral gives only a contribution around v = 0 due to the singular part, we just
need to compute
NSing =
∫ ∞
−∞
exp
[−τ(σε(v)− b)2] τσ′ε(v)dv. (4.23)
Since the value of the integral in Eq. (4.23) should be the same for the smoothed
expression and for the expression in the dry friction limit ε→ 0, we have to perform
the limit for the entire integrand and not for each part of the expression indepen-
dently. We substitute
√
τ(σε(v)− b) = x and obtain
NSing =
∫ √τ(1+b)
√
τ(−1+b)
√
τ exp
[−x2] dx
=
∫ √τ(1+b)
0
√
τ exp
[−x2] dx− ∫ √τ(−1+b)
0
√
τ exp
[−x2] dx
=
√
piτ
2
(
erf
[√
τ(1 + b)
]− erf [√τ(−1 + b)]) . (4.24)
Here, we have used again the error function
erf(z) =
2√
pi
∫ z
0
e−y
2
dy. (4.25)
This result does not depend on γ, as only the parameters b and τ are connected to
the total applied force and therefore related to the stick-slip transitions.
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Thus, our complete normalisation constant reads
N = NReg +NSing
=
√
pi
2
√
τ +
1
γ
[
exp
(
(b− 1)2
γ
)
erfc
(
(1− b)
√
τ +
1
γ
)
+ exp
(
(b+ 1)2
γ
)
erfc
(
(b+ 1)
√
τ +
1
γ
)]
+
√
piτ
2
(
erf
[√
τ(1 + b)
]− erf [√τ(−1 + b)]) . (4.26)
The normalised regular part of the probability distribution in the dry friction limit
ε→ 0 is therefore
PReg(v) = N
−1 exp
[
−2
(
|v|+ γ
2
v2 − bv
)
− τ(σ0(v) + γv − b)2
]
(1 + τγ). (4.27)
In Figs. 4.6 and 4.7, the comparison between the regular part of the analytical
estimate (Eq. (4.27)) for the stationary probability density and numerical simula-
tions is shown. In Fig. 4.6 we set γ = 1.0 in all subfigures and in Fig. 4.7 we have
γ = 10.0. In the left column of both figures the correlation time τ is fixed to τ = 0.1
and we vary the constant force b. In the right column of both figures τ is fixed as
well, but here we have τ = 1.0 and we vary the constant force. Thus, in each of
the columns the correlation time is fixed, whereas in each of the rows the constant
force is fixed. Both figures exhibit three different cases for the constant force b: the
subfigures (a) and (b) show the case of b = 0, (c) and (d) represent the case of
b = −0.5 (sticking regime), and (e) and (f) denotes the case of b = −1.5 (sliding
regime). For the correlation time we just show results for τ = 0.1 and τ = 1.0 as
the expression from Eq. (4.27) becomes exact in the white noise limit τ → 0.
The approximation works quite well for moderate viscous friction and gives
promising results, although deviations become visible between numerics and an-
alytics for τ = 1.0 and for τ = 0.1 around v = 0, where we have the transition
between the regular and the singular part of the probability distribution. In the
case of high viscous friction, we observe an even better agreement between the nu-
merical and analytical results. Although deviations around v = 0 are clearly visible
for τ = 0.1, as we increase the correlation time of the noise further, the results match
more or less perfectly. The reason for the better performance of the approximation
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Figure 4.6: Regular part of the stationary probability density PReg(v), from the ana-
lytical estimate (Eq. (4.27)), yellow solid line) and numerically calculated (Eqs. (4.1)
and (4.3), blue dot-dashed line) for different values of the constant force: b = 0.0
(a),(b), b = −0.5 (c),(d), b = −1.5 (e),(f) and different values of the noise correlation
time τ = 0.1 (left column), τ = 1.0 (right column) and moderate viscous friction
γ = 1.0.
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Figure 4.7: Regular part of the stationary probability density PReg(v), from the ana-
lytical estimate (Eq. (4.27)), yellow solid line) and numerically calculated (Eqs. (4.1)
and (4.3), blue dot-dashed line) for different values of the constant force: b = 0.0
(a),(b), b = −0.5 (c),(d), b = −1.5 (e),(f) and different values of the noise correla-
tion time τ = 0.1 (left column), τ = 1.0 (right column) and high viscous friction
γ = 10.0.
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for high viscous friction is very likely to be found if we have a look at the artificial
damping factor β from the unified coloured noise approximation (Eq. (2.34)). Here,
it is given by
β(v, τ) =
1√
τ
+
√
τ(γ + σ′ε(v)). (4.28)
As mentioned in the Secs. 2.2 and 3.2.1, we expect the approximation to work well
if the condition β(v, τ)  1 is fulfilled. For the pure dry friction case (γ = 0), we
observed deviations for values of the correlation time of the noise τ ≥ 0.1. The
same applies for the case γ = 1.0, see Fig. 4.6. For high viscous friction γ = 10.0,
the numerical and analytical results almost match perfectly, see Fig. 4.7. In this
case, the damping factor (Eq. (4.28)) becomes much larger, therefore the very good
agreement does not come as surprise.
For the cases without constant force b = 0 (see Figs. 4.6(a), 4.6(b), 4.7(a), 4.7(b))
the influence of the viscous friction becomes visible in comparison to the pure dry
friction case (Fig. 3.4) as the tails of the distribution change towards a Gaussian
shape (see the v2 contributions in the exponent in Eq. (4.27)) and decay rapidly for
high viscous friction. However, for small velocities v the cusp of the distribution,
which is a characteristic of a system with dry friction, is still visible. In the pure
dry friction case the distribution is of simple exponential type (see (Fig. 3.4) and
Eq. (3.15)).
For the singular part of the distribution (Eq. (4.11)), we only consider the parts,
which give a contribution in a small region around v = 0
PSing = N
−1 exp
[−τ(σε(v)− b)2] τσ′ε(v). (4.29)
In the same way as in Sec. 3.2.1, we need to find the right pre factor for the Dirac
δ function (limε→0 σ′ε(v) ∼ δ(v)). Thus, we integrate the expression from Eq. (4.29)
in a small region [−a, a] around v = 0∫ a
−a
exp
[−τ(σε(v)− b)2] τσ′ε(v)dv = ∫ √τ(1+b)√
τ(−1+b)
√
τ exp
[−x2] dx
= NSing (4.30)
by again using the substitution
√
τ(σε(v) − b) = x and performing the same steps
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of the calculation as in Eq. (4.24). The singular part of the distribution is therefore
PSing =
NSing
N
δ(v) (4.31)
and the probability of sticking as a function of the correlation time of the noise is
PStick(τ) =
√
piτ
2N
(
erf
[√
τ(1 + b)
]− erf [√τ(−1 + b)]) . (4.32)
N is again the full normalisation constant from Eq. (4.26), including the regular and
the singular contributions.
In the following analysis of Eq. (4.32), we first fix γ = 1.0 and consider scenarios
for different values of b. Then, we consider some cases where we keep the constant
force fixed and elaborate the influence of the viscous friction by varying γ.
In Figs. 4.8 and 4.9, the analytical estimate (Eq. (4.32)) is compared to numerical
simulations for different values of the constant force b and moderate viscous friction
(γ = 1). Again, the approximation works quite well as we can observe a very
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Figure 4.8: Probability of sticking PStick(τ) as a function of the correlation time τ
for different values of the constant force, b = 0.0 (a) and b = −0.9 (b). The yellow
solid line shows the analytical estimate (Eq. (4.32)), whereas the black dots result
from numerical simulations of Eqs. (4.1) and (4.3). Further parameter γ = 1.0.
good agreement between the analytical results and the numerical simulations. For
the values of the constant force b which lie in the sticking regime (Fig. 4.8), the
probability of sticking approaches 1 in the high correlation limit. If there is no
constant force at present, this happens already at intermediate correlation times τ ,
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Figure 4.9: Probability of sticking PStick(τ) as a function of the correlation time τ
for different values of the constant force, b = −1.1 (a) and b = −1.5 (b). The yellow
solid line shows the analytical estimate (Eq. (4.32)), whereas the black dots result
from numerical simulations of Eqs. (4.1) and (4.3). Further parameter γ = 1.0.
whereas if we increase the constant force towards the value of the stick-slip transition,
the increase of the sticking probability is much slower, compare Figs. 4.8(a) and
4.8(b). If we compare the case of b = 0 and γ = 1 (Fig. 4.8(a)) with the pure
dry friction case (Fig. 3.5) no big difference can be observed from the two figures
separately. If these two curves were plotted in one figure, they would only marginally
differ for intermediate correlation times.
For values above the transition |b| > 1, we observe a non-monotonic behaviour
of the probability of sticking as a function of the noise correlation time. In the white
noise limit τ → 0, the probability of sticking is more or less zero. By increasing the
correlation time of the noise τ , the PStick(τ) increases up to a certain value at an
intermediate correlation time τ . If we then increase τ even further, the probability
decreases again towards zero. The closer the value of b is to the stick-slip transition
(|b| = 1), the more pronounced is this phenomenon, compare Figs. 4.9(a) and 4.9(b).
Such a behaviour has already been indicated by the results for the time traces in
Sec. 4.1, i.e. the appearance and the vanishing of sticking phenomena, see Figs. 4.3
- 4.5.
Next, we want to investigate how the observed non-monotonic behaviour of the
probability of sticking is affected by varying the viscous friction coefficient γ. The
viscous friction contributes to probability of sticking through the regular normali-
sation constant NReg (Eq. (4.18)). In Figs. 4.10(a) and 4.10(b), we show the results
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for values of the constant force b above the stick-slip transition, but now for dif-
ferent values of the viscous friction coefficient γ. For low friction (γ = 0.1), the
observed phenomenon is less pronounced and the value of the correlation time τ ,
where the sticking probability attains its maximum, is shifted towards higher val-
ues of τ compared with the intermediate and high viscous friction, see Fig. 4.10(a).
If we increase the constant force further, the effect basically vanishes for low fric-
tion, see Fig. 4.10(b). On the other hand, for high viscous friction (γ = 10.0) the
non-monotonic behaviour is strongly pronounced. Here, the value of the correlation
time τ is shifted towards smaller values of τ compared to the cases of lower fric-
tion. Moreover, even if we move away from the stick-slip transition by increasing
the constant force b, the effect is still very visible, see Fig. 4.10(b).
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Figure 4.10: Probability of sticking PStick(τ) as a function of the correlation time τ
for different values of the constant force, b = −1.1 (a) and b = −1.5 (b). In both
figures analytical results from Eq. (4.32) are shown for three different values of the
viscous friction coefficient: γ = 10 (red), γ = 1.0 (yellow), γ = 0.1 (blue).
From these results the question arises as to what scenario could be observed for
very large viscous friction. Thus, we compute the probability of sticking in the limit
γ →∞. The viscous friction enters the probability of sticking via the normalisation
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of the regular part of the probability distribution (Eq. (4.18)). Thus, we compute
lim
γ→∞
NReg = lim
γ→∞
√
pi
2
√
τ +
1
γ
[
exp
(
(b− 1)2
γ
)
erfc
(
(1− b)
√
τ +
1
γ
)
+ exp
(
(b+ 1)2
γ
)
erfc
(
(b+ 1)
√
τ +
1
γ
)]
=
√
piτ
2
[
2 + erf(
√
τ(b− 1)− erf(√τ(b+ 1))] . (4.33)
Here we have used the relations
erfc(−x) = 1 + erf(x). (4.34)
The latter follows since the error function is an odd function. The probability of
sticking (Eq. (4.32)) changes therefore to
PStick(τ) =
NSing
NReg +NSing
=
1
2
[
erf
(√
τ(1 + b)
)− erf (√τ(−1 + b))] . (4.35)
A comparison between this result and previously obtained results (Eq. (4.32) and
Fig. 4.10) is shown in Fig. 4.11. We observe that the overall difference between the
result for γ = 10 and γ → ∞ is small. For small correlation times τ a difference
is clearly visible but the larger the correlation time τ the better the curves for
different γ coincide, thus the value of γ hardly matters in the high correlation regime.
Eq. (4.35) and Fig. 4.11 show that the influence of γ towards a higher probability of
sticking is limited, i.e. PStick(τ) cannot be increased further and further by increasing
γ.
If the viscous friction is very high, the velocity decreases and only small values
in the area around the origin v(t) = 0 can be observed. If the correlation time
of the noise τ lies in a parameter region such that the total applied force b + η(t)
attains more likely values, which are within the sticking interval (see Eqs. (4.9) and
(4.10) and Fig. 4.5 as well), then the probability that the particle sticks (v(t) = 0)
is increased compared to the cases of lower viscous friction. Therefore, the observed
non-monotonic behaviour is more strongly pronounced for high viscous friction.
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Figure 4.11: Probability of sticking PStick(τ) as a function of the correlation time τ
for different values of the constant force, b = −1.1 (a) and b = −1.5 (b). In both
figures analytical results from Eq. (4.32) are shown for two different values of the
viscous friction coefficient: γ = 10 (red), γ = 1.0 (yellow). In addition the result for
the limit γ →∞ from Eq. (4.35) is presented (green dashed line).
4.2.2 Joint probability distribution and probability current
After investigating the properties of the marginal distribution of the velocity, we
want to proceed with the two-dimensional model (v, η). As in Sec. 3.2.2, we first
compute the joint probability distribution numerically as analytical calculations are
hampered due to the lack detailed balance. We present results for the case of white
noise (τ = 0.001) and for a high correlation time (τ = 1.0). Figs. 4.12 and 4.13 show
logarithmic density plots of the full joint probability distribution, i.e. the regular
and the singular part. The figures are similarly organised as Figs. 4.6 and 4.7. In
each column the correlation time is fixed, whereas in each row we have the same
value of the constant force. Fig. 4.12 results are shown for γ = 1.0, whereas we have
γ = 10.0 in Fig. 4.13.
For b = 0 and τ = 0.001 (Figs. 4.12(a) and 4.13(a)), we have a Gaussian dis-
tribution in the η direction and the distribution in v is ∼ exp(−2|v| − γv2). If
we increase the correlation time of the noise τ , the two parts in the half spaces
are shifted against each other, as already seen for the pure dry friction case (see
Fig. 3.6). For τ = 1.0, the position of the distribution in the (v, η) plane changes as
well due to the additional viscous friction. For pure dry friction, the regular part of
the probability distribution attains its maximum value more or less around the same
value in η (to be more precise it is around η = σ(v) = ±1) as we move away from
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Figure 4.12: Logarithmic density plot of the stationary probability distribution,
obtained from numerical simulations of Eqs. (4.1) and (4.3) for different values of
the correlation time τ = 0.001 (left column), τ = 1.0 (right column) and different
values of the constant bias: b = 0.0 (a),(b), b = −0.5 (c),(d), b = −1.5 (e),(f).
Further parameter γ = 1.0.
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(a) τ = 0.001, b = 0.0
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(d) τ = 1.0, b = −0.5
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Figure 4.13: Logarithmic density plot of the stationary probability distribution,
obtained from numerical simulations of Eqs. (4.1) and (4.3) for different values of
the correlation time τ = 0.001 (left column), τ = 1.0 (right column) and different
values of the constant bias: b = 0.0 (a),(b), b = −0.5 (c),(d), b = −1.5 (e),(f).
Further parameter γ = 10.0.
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the discontinuity located at v = 0, see Fig. 3.6(c). In the case of the viscous friction,
the maximum value of the regular part of the distribution changes its position in η
to more positive or more negative values as we move away from the discontinuity,
either towards positive velocities or negative velocities. This effect becomes clearly
visible for b 6= 0, see Fig. 4.12(f).
Another obvious impact of the additional viscous friction compared to the pure
dry friction case is that the higher the values of γ, the smaller the possible values
for the velocity. For example in Fig. 4.13(a) (with γ = 10.0), the distribution is
more or less zero for velocities larger than v = ±1. For γ = 1.0 in Fig. 4.12(a), the
range of the probability distribution, where results are visible from the numerical
simulation, is v ∈ [−2, 2]. Moreover, for pure dry friction (Fig. 3.6(a)) the range of
the distribution goes even beyond v = ±2.
In general, the dynamics is biased towards one of the half spaces for b 6= 0,
depending on the sign of the constant force b; here it is towards the negative velocity
domain. For a higher noise correlation time we observe that the stronger the constant
force, the more the dynamics takes place in the respective half space or the lesser
the dynamics takes place in the other half space, e.g. see Fig. 4.12(f), where almost
the entire joint probability distribution is located in the negative velocity domain.
The results for high viscous friction (Fig. 4.13) exhibit the same changes of the
joint probability distribution, previously described for moderate viscous friction.
Furthermore, the distribution is located at lower values of the velocity, as already
mentioned before and seen for the marginal distribution in Fig. 4.7.
Having discussed results from numerical simulations, we want to obtain some
more insight with the focus on analytical results. As the two-dimensional system
in (v, η) represents a Markov process, we can write down the corresponding Fokker-
Planck equation. From Eqs. (4.2) and (4.3)) we get
∂
∂t
P (v, η, t|v0, η0, 0) = ∂
∂v
(σε(v) + γv − b− η)P (v, η, t|v0, η0, 0)
+
∂
∂η
(
η
τ
+
1
2τ 2
∂
∂η
)
P (v, η, t|v0, η0, 0). (4.36)
We have used the smoothed version of the dry friction here (see Eq. (3.4)). Due to
the lack of detailed balance, there is no straightforward method to solve Eq. (4.36).
We have tried similar attempts as in Sec. 3.2.2 to find the stationary probability
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distribution but without success. However, similarly to Eq. (3.29), it is possible to
find an expression for the stationary joint distribution P (v, η), which formally solves
Eq. (4.36) in the dry friction limit ε→ 0
P (v, η) = exp
[−2(γτ + 1)2(|v| − bv) + 2η (γτ 2 + τ) (σ0(v)− b)
+2ηv
(
γ2τ 2 + γτ
)− η2 (γτ 2 + τ)− γv2(γτ + 1)2] . (4.37)
Unfortunately, this expression does not obey the required matching conditions at
v = 0. Nevertheless, it turns out that it is a useful analytical estimate for large values
of velocity v and large noise amplitudes η. A comparison to numerical simulations is
shown in Figs. 4.14 and 4.15, where slices at constant velocity and slices for constant
noise amplitude are taken to check the validity of the expression from Eq. (4.37).
The normalisation constant cannot be computed as the result in Eq. (4.37) only
takes the sliding dynamics for large velocities and large noise amplitudes into ac-
count. However, the full probability distribution contains also a singular part, which
contributes to the normalisation as well, see e.g. Eq. (4.26).
As a check of consistency we observe that for b = 0 and γ = 0, Eq. (4.37) changes
to Eq. (3.29), which is the pure dry friction case. Furthermore, for b = 0 and without
the contributions of the dry friction, i.e. |v| and σ0(v), Eq. (4.37) coincides with the
result for the Ornstein-Uhlenbeck process driven by coloured noise (Eq. (2.21)).
In both figures, we observe that the expression from Eq. (4.37) coincides very well
for the case of large velocity and large noise amplitude. The closer we approach the
discontinuity at v = 0, the more deviations between numerical and analytical results
become visible. In Fig. 4.14 the numerical result closest to the discontinuity exhibits
a stronger decay than the analytical estimate and the shape of the distribition
becomes asymmetric around its maximum value. For constant noise amplitudes in
Fig. 4.15, the analytical expressions fit quite nicely with the numerical results in the
negative half space, but they fail to give a valid result for the positive domain with
the exception of the case for the largest negative noise amplitude.
To close this section, we compute the stationary probability current numerically
with the previously used algorithm [56]. This quantity clearly shows the nonequilib-
rium character of our system as it does not vanish for τ 6= 0. Here we only present
results for moderate viscous friction (γ = 1.0), high constant bias (b = −1.5) and
two different values of the noise correlation time (stream plots in Fig. 4.16 and
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Figure 4.14: Regular component of the stationary probability distribution at fixed
values of the velocity v for τ = 1.0, γ = 1.0 and b = −0.5. The numerical simulations
(dashed lines) are compared with the analytical estimate (solid lines) (Eq. (4.37)).
The normalisation of the analytics is fitted to the numerical data.
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Figure 4.15: Regular component of the stationary probability distribution at fixed
values of the noise amplitude η for τ = 1.0, γ = 1.0 and b = −0.5. The numerical
simulations (dashed lines) are compared with the analytical estimate (solid lines)
(Eq. (4.37)). The normalisation of the analytics is fitted to the numerical data.
logarithmic density plots in Fig. 4.17). Due to the negative value of the constant
force, the larger part of the dynamics takes place in the negative half space. The
flow pattern seems to circulate around the point (v, η) = (−0.5, 0) (see Fig. 4.16).
This looks similar to the case of the Ornstein-Uhlenbeck process driven by coloured
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noise, see Fig. 2.2 in Sec. 2.1, where the probability current rotates around the origin
(0, 0) in the (v, η) plane. The difference between these two pictures is obviously the
impact of the discontinuity at v = 0. Note that the sticking interval is located at
v = 0 and η ∈ [0.5, 2.5].
For negative values of η and small negative velocities v the probability current
points towards larger negative velocities and larger negative noise amplitudes. Due
to the impact of the viscous friction the particle gets decelerated. If η becomes now
smaller and changes its sign, it somehow opposes the constant force. Therefore, the
current points towards larger positive values of η and more importantly towards
v = 0. As the particle reaches v = 0 the particle enters the sticking manifold if
we have η ∈ [0.5, 2.5] (as the sticking condition in Eq. (4.4) is fulfilled then). On
the sticking manifold, the current points towards the positive or negative direction
depending on the value of η, see Fig. 4.18 for the probability current on the sticking
manifold. If η attains again a value outside the aforementioned sticking interval, the
particle starts sliding again. In the case of τ = 1.0 (Fig. 4.16(b)), the probability
current is more or less only located in the negative half space of the velocity, whereas
for τ = 0.1, the particle can enter the positive half space for the velocity.
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Figure 4.16: Stream plot of the regular part of the stationary probability current
from numerical simulations for γ = 1.0, b = −1.5, τ = 0.1 (a) and τ = 1.0 (b). The
stream plot shows the normalised vector field of the current in the (v, η) plane.
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Figure 4.17: Logarithmic density plot of the regular part of the stationary probability
current from numerical simulations for γ = 1.0, b = −1.5, τ = 0.1 (a) and τ = 1.0
(b). The density plot exhibits the absolute value of the current in the (v, η) plane.
Next, we want to investigate further whether the constant force b has an impact
on the probability current on the sticking manifold, i.e. the η-component of the
stationary probability current J(v, η) at v = 0 and η ∈ [−1−b, 1−b] (see Eq. (4.4)).
As in Fig. 3.12, we consider results for the current on the sticking manifold by
varying the correlation time of the noise τ . Numerical results are shown for two
different values of the constant force b, one in the sticking regime (Fig. 4.18(a)) and
one in the sliding regime (Fig. 4.18(b)).
-0.004
-0.002
 0
 0.002
 0.004
-1 -0.5  0  0.5  1  1.5  2
J(v
,η)
η
τ  = 0.1
τ  = 0.2
τ  = 0.5
τ  = 1.0
τ  = 3.0
(a) b = −0.5
-0.002
-0.001
 0
 0.001
 0.002
 0  0.5  1  1.5  2  2.5  3
J(v
,η)
η
τ  = 0.1
τ  = 0.2
τ  = 0.5
τ  = 1.0
τ  = 3.0
(b) b = −1.5
Figure 4.18: η component of the stationary probability current at v = 0 for different
values of the noise correlation time τ , for a constant force below (b = −0.5 (a)) and
above (b = −1.5 (b)) the deterministic stick-slip transition. The respective sticking
intervals are η ∈ [−0.5, 1.5] (a) and η ∈ [0.5, 2.5] (b).
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We observe that the sticking interval is shifted, depending on the value of the
constant force b, as already mentioned in Sec. 4.1, see Eq. (4.4). For b = −0.5
the sticking interval is η ∈ [−0.5, 1.5] (Fig. 4.18(a)) whereas for b = −1.5 we have
η ∈ [0.5, 2.5] (Fig. 4.18(b)). By varying the correlation time of the noise τ , a non-
monotonic behaviour for the probability current on the sticking manifold can be
observed, similarly to the pure dry friction case (see Fig. 3.12). For small τ , the
probability current on the sticking manifold is very small. If we then increase the
correlation time of the noise up to values around τ = 0.2, the current also becomes
larger. By further increasing τ towards τ = 3.0, the probability current decreases
and disappears almost completely. Due to the constant force b, the two contributions
of the probability current on the sticking manifold, which point away from the
midpoint of the respective sticking interval to the positive or negative direction, are
not equally large. For example in Fig. 4.18(a) the midpoint is at η = 0.5 and the
absolute value of the contribution of the probability current for values smaller than
the midpoint is larger than the part, which lies above the midpoint. As we increase
τ , the part above the midpoint vanishes quicker than the other. For τ = 3.0, there is
no contribution left in the upper half of the sticking interval, but a small contribution
still remains in the lower half. For the case of the sliding regime (Fig. 4.18(b)), the
contribution in the upper half of the sticking interval vanishes even earlier. For high
correlation times, the probability current on the sticking manifold decreases rapidly
outside the sticking interval, as we have already seen for the case of pure dry friction.
4.3 Dynamical behaviour
Having discussed the stationary properties of our model, we now turn towards its
dynamical characteristics. First, we focus on the power spectral density. We are
interested in the interplay of the correlation time of the noise τ , the viscous friction
γ and the constant force b and their impact on the correlations of the velocity. In
the case of a Gaussian white noise (Eq. (1.2)) the power spectral density can be
expressed in terms of a closed analytic formula via the Laplace transform of the
propagator [95]. In this framework, asymptotic expressions for the sticking and
the sliding regime could be derived for large parameter values of the dry friction
coefficient and the constant force. In Sec. 3.3, where the pure dry friction case with
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coloured noise has been discussed, we could observe that the correlation time of the
velocity tcorr increases around a ”critical value” of the correlation time of the noise
τ . We will investigate how this result changes due to the impact of viscous friction
and a constant bias.
Afterwards, the sticking and sliding time periods or, more precisely, their dis-
tributions are studied. The obtained results for the time traces in Sec. 4.1 and
the non-monotonic behaviour of the probability of sticking suggest that the sticking
time distribution might exhibit a related behaviour depending on the values of the
correlation time of the noise τ and the constant force b in the sliding and the sticking
regime. Finally, the impact of viscous friction and a constant force on the sliding
time intervals is probed.
4.3.1 Power spectral density
As exact analytical results are neither available for the stationary probability distri-
bution nor for the propagator of the Fokker-Planck equation (Eq. (4.36)), we have to
rely on numerical simulations to compute the power spectral density of the velocity
S(ω). Similarly as in Sec. 3.3.1, we compute 800 time traces of the length T = 104
numerically and average over them to estimate the power spectral density. The fo-
cus of our analysis lies again on the correlations of the velocity. Fig. 4.19 shows the
results for the power spectral densities for different values of the constant bias b and
for different values of the correlation time of the noise, whereas we keep the viscous
friction fixed (γ = 0.1). In Fig. 4.19(a), we fix the correlation time of the noise at
τ = 0.001, which represents the case of white noise. Results for an intermediate
correlated noise (τ = 1.0) are shown in Fig. 4.19(b).
As already observed in [95], the spectral density develops a peak for b 6= 0.
The larger the constant force, the higher the peak in the spectrum. This can be
explained via the stationary autocorrelation function, which is related to the power
spectral density via the Wiener-Khinchin theorem [38], see Sec. 2.1 in particular
Eqs. (2.8) and (2.10). For b = 0, the expectation value of the velocity is zero, but
for b 6= 0 we have 〈v〉 6= 0. Therefore, by performing a Fourier transform of the
autocorrelation function to obtain the power spectral density, a Dirac δ peak arises
at ω = 0. Furthermore, we can observe in Fig. 4.19 that the decay of the spectral
density becomes larger with increasing constant force. Therefore, we expect the full
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Figure 4.19: Semi-logarithmic plot of the power spectral density S(ω), obtained
from numerical simulations for different values of the constant bias (b = 0.0 (dark
blue), b = −0.5 (red), b = −0.9 (cyan), b = −1.1 (yellow), b = −1.5 (green)) and
two different values of the noise correlation time τ = 0.001 (a) and τ = 1.0 (b).
Further parameter γ = 0.1.
width at half maximum to be smaller the larger the constant force is. In addition to
the δ peak, the higher the constant force, the larger the values the spectral density
attains. This can be related to the stationary variance of the velocity, which is
proportional to the total spectral weight ∆v2 ∼ ∫∞−∞ S(ω)dω. The variance of the
velocity ∆v2 decreases for b = 0 and increasing correlation time τ (see the dark blue
curve in Fig. 4.19(a)). For b 6= 0 and especially |b| > 1 the variance also decreases
but not that strongly as the spectral density for b = −1.5 in Fig. 4.19(b) (green
curve) is still quite large.
As already seen in Sec. 3.3.1 for the pure dry friction model subjected to coloured
noise, the power spectral density changes its shape from a Lorentzian with ω−2 decay
at large frequencies to a quartic spectral shape with a ω−4 decay if we increase the
correlation time of the noise (see Fig. 3.13). In Fig. 4.20, we can observe the same
transition in the spectral density for the model with viscous friction and constant
bias if we increase the correlation time of the noise.
By using the quartic spectral fit function (see caption of Fig. 4.20), we compute
the correlation time of the velocity, which we define again as tcorr =
1
∆ω
, compare
Sec. 3.3.1 and Eq. (2.11). First, we investigate only the impact of viscous friction
(b = 0) on the correlations of the velocity. Thus, we compute the correlation time of
the velocity from the power spectral density for four different values of the viscous
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Figure 4.20: Double-logarithmic plot of the power spectral density of the velocity,
obtained from numerical simulations (dashed lines). The Spectra have been nor-
malised by cutting out the δ peak at ω = 0 and by the condition SN(ωmin) = 1
(with ωmin 6= 0) and shifted respectively for a better visualization. Numerical sim-
ulations (dashed lines, τ = 0.001 (dark blue), τ = 0.1 (green), τ = 1.0 (red)), the
Lorentzian fit ∼ 1/(1 + ω2) (yellow solid line) and a quartic spectral fit function
∼ 1/(1 + aω2 + bω4) (cyan dot-dashed line). Further parameters b = −1.1 and
γ = 0.1.
friction coefficient: no viscous friction γ = 0.0, low friction γ = 0.1, intermediate
friction τ = 1.0 and high friction γ = 10.0. The results of this analysis are shown
in Fig. 4.21. We can see that the correlation time of the velocity tcorr decreases if
the viscous friction increases. This is in accordance with the case of the Ornstein-
Uhlenbeck process (Eq. (2.8)), where the correlation time is proportional to the
inverse of the viscous friction coefficient. This observation seems to hold for any
value of the correlation time of the noise τ shown in Fig. 4.21. If we increase now
the correlation time τ the correlation time of the velocity increases as well. While
the increase takes place around the already mentioned ”critical value” of τ = 0.1
for intermediate, low and no viscous friction, tcorr increases already for very small
values of τ in the case of high viscous friction γ = 10.0. We also observe that for
high values of the noise correlation time τ , the distances between the results for
tcorr for the different values of the viscous friction become smaller compared to the
white noise case: for τ = 0.001, we have tcorr = 4 for γ = 0.0 and tcorr = 0.18 for
γ = 10.0, whereas for τ = 3.0 we obtain tcorr = 7.52 for γ = 0.0 and tcorr = 2.95 for
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Figure 4.21: Correlation time of the velocity tcorr as a function of the correlation
time of the noise τ for different values of the viscous friction γ. The results have
been obtained from numerical simulations of the power spectral density and the
estimation of the full width at half maximum by using a quartic spectral fit, see the
caption of Fig. 4.20.
γ = 10.0. This is in accordance with the result of the Ornstein-Uhlenbeck process,
as the full widths at half maximum coincide for high correlation times τ are more
or less independent of the value of γ, see Fig. 2.3.
After discussing the impact of the viscous friction in addition to the dry friction,
we now take the constant force b into account. In Fig. 4.22 results for the correla-
tion time of the velocity tcorr are shown for different values of the constant force.
The numerically obtained findings are shown for three different values of the viscous
friction: γ = 0.1 in Fig. 4.22(a), γ = 1.0 in Fig. 4.22(b) and γ = 10.0 in Fig. 4.22(c).
In the regime of small and intermediate value of the noise correlation time τ , we ob-
serve that for low viscous friction, the value of the constant force plays an important
role for the correlations of the velocity. For a fixed value τ in the aforementioned
regime, the correlation time tcorr becomes larger by increasing the constant force,
see (Fig. 4.22(a)). This has already been indicated in Fig. 4.19(a), where the power
spectral density for b = −1.5 decays strongly for intermediate frequencies, resulting
in a small full width at half maximum. A similar but lesser impact of the constant
force can be seen for intermediate values of the viscous friction γ = 1.0 (Fig. 4.22(b)).
And for high values of γ, the constant force b hardly matters for the result of the
correlation time tcorr, as the dynamics is strongly dominated by the viscous friction
105
4. Dry friction models including viscous friction and constant bias
100
101
102
 0.001  0.01  0.1  1  10
t c
o
rr
τ
b=0.0
b=-0.5
b=-0.9
b=-1.1
b=-1.5
(a) γ = 0.1
100
101
102
 0.001  0.01  0.1  1  10
t c
o
rr
τ
b=0.0
b=-0.5
b=-0.9
b=-1.1
b=-1.5
(b) γ = 1.0
10-1
100
101
102
 0.001  0.01  0.1  1  10
t c
o
rr
τ
b=0.0
b=-0.5
b=-0.9
b=-1.1
b=-1.5
(c) γ = 10.0
Figure 4.22: Correlation time of the velocity tcorr as a function of the correlation
time of the noise τ for different values of the constant force b = 0.0 (red), b = −0.5
(green), b = −0.9 (yellow), b = −1.1 (cyan), b = −1.5 (dark blue) (from top
to bottom in each subfigure) and for different parameters of the viscous friction:
γ = 0.1 (a), γ = 1.0 (b) and γ = 10.0 (c). The results have been obtained from
numerical simulations of the spectral density and the estimation of the full width at
half maximum by using a quartic spectral fit, see the caption of Fig. 4.20.
and we therefore have very similar dynamics like an Ornstein-Uhlenbeck process,
see Fig. 4.22(c).
Furthermore, in the regime of high noise correlations, the differences between
the results for the correlation times of the velocity tcorr for different values of the
constant force b becomes smaller. This is displayed in Fig. 4.22 only for values of b
close to the stick-slip transition (|b| = 1) or above as the results for the power spectral
density and therefore the correlation time of the velocity are a dynamical feature
of this model. For a value of the constant force which lies in the sticking regime,
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it becomes more and more difficult to obtain reliable data for the power spectral
density for high correlation times as the dynamics are dominated by sticking events
in this case. Thus, from Fig. 4.22 stick-slip transitions are not clearly visible.
4.3.2 Sticking and sliding time distributions
In the last part of this chapter, the distribution of the sticking and the sliding time
events are investigated. In the previous chapter, the distribution of sticking time
events was estimated via the exit time problem for the Ornstein-Uhlenbeck process
with two absorbing boundaries (see Sec. 3.3.2). As we considered the pure dry
friction case (γ = 0, b = 0), the boundary conditions for this exit time problem
were symmetric around η(t) = 0, i.e. the boundaries were located at η = −1 and
η = 1, which describes to situation that the particle sticks if v = 0 and −1 < η < 1.
It starts moving again if η attains values outside from the aforementioned symmetric
interval [−1, 1], as the stochastic force is then strong enough to overcome the dry
friction coefficient, which has the value one here. As a constant force enters our
equation of motion, the particle sticks now if we have v = 0 and −1 < b + η < 1,
as already mentioned in Sec. 4.1, see Eq. (4.1) and therefore the sticking interval
changes to the expression shown in Eq. (4.4). Thus, we will consider here the interval
[−1− b, 1− b] with an initial value η0 ∈ (−1− b, 1− b) for our exit time problem.
As done in Sec. 3.3.2 (see Fig. 3.15) we compute numerically the distribution of
initial values P (η0), i.e. when v(t) = 0 and η(t) attains a value within the interval
[−1− b, 1− b]. We show results for two different values of the constant force b while
we vary the correlation time of the noise τ . In Fig. 4.23(a) we have b = −0.5 and in
Fig. 4.23(b) we use b = −1.5.
For small values of τ , P (η0) is uniformly distributed. By increasing τ , the dis-
tribution becomes bimodal and the maxima move towards the boundaries of the
interval. Due to the constant force, the maxima of the distribution do not stay the
same. The maximum, which moves towards the lower bound becomes much larger
than the one moving towards the upper boundary. The larger the constant force b,
the more pronounced is this phenomenon.
It is possible to derive an exact result for the exit time distribution in Laplace
space for two absorbing boundaries αL (lower boundary) and αR (upper boundary)
(−αL 6= αR) (see Eq. (D.23)). Unfortunately, the numerical inverse Laplace trans-
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Figure 4.23: Distribution of initial values P (η0) obtained for different values of the
correlation time of the noise τ and for the sticking regime (b = −0.5 (a)) and the
sliding regime (b = −1.5 (b)). The results have been obtained numerically from
Eqs. (4.1) and (4.3).
form does not give reasonable results for the case including a constant force b. For
small values of b and intermediate values of τ results can be obtained but they differ
only slightly from the results for the pure dry friction case. For higher parameter
values oscillations appear for small sticking times T . In addition, the algorithm
produces even negative values. Therefore, we restrict our discussion to the results
of numerical simulations.
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Figure 4.24: Sticking time distribution for τ = 1.0 and different values of the con-
stant force b, obtained numerically from Eqs. (4.1) and (4.3).
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Figure 4.24 shows results for the sticking time distribution for a fixed value of the
correlation time τ = 1.0 and different values of the constant force b, above and below
the stick-slip transition (|b| = 1). The shape of the distribution is in general the
same as in the pure dry friction case (compare as well to Fig. 3.16): the distributions
exhibit a peak around T = 0 and then they decay exponentially. For high values
of the constant force b, the decay is stronger and therefore it is less likely that the
particle sticks for a long time, whereas for smaller values of b, the decay is slower
and the particle can stick for longer time periods.
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Figure 4.25: Sticking time distribution for b = −0.5 (a) and b = −1.5 (b) and
different values of the correlation of the noise τ , obtained numerically from Eqs. (4.1)
and (4.3).
In Fig. 4.25(a) we fix the constant force at a value below the stick-slip transition
b = −0.5 and increase the correlation time of the noise τ . For small values of τ , the
decay of the distribution is very strong; thus, it is not very likely for the particle
to stick. By increasing τ further, we observe that the exponential decay for small
sticking times becomes weaker. Therefore with higher correlation times τ it becomes
more likely for the particle to stick for longer times. We will not show results for
very high correlation times here, as the data files for the obtained distributions
become very large due to the number of possible sticking time periods and very long
numerical simulations are required to average out the fluctuations in the results.
For a constant force in the sliding regime b = −1.5, a similar behaviour as
previously described can be observed first: by increasing τ , the exponential decay
of the distribution becomes weaker. However, for high correlation times τ , we can
see that the decay becomes stronger again and only short sticking times are likely
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to happen (see the case τ = 30 in Fig. 4.25(b)). This is in accordance with the
results from the previous sections, where we observed the appearance and vanishing
of sticking time periods (Sec. 4.1) and a non-monotonic behaviour of the probability
of sticking (Sec. 4.2.1) by increasing the correlation time. Thus, we conclude that for
small and intermediate correlation times τ , the differences between the results for the
sticking regime (b = −0.5) and the sliding regime (b = −1.5) are hardly noticeable.
A comparison for high correlation times by performing a purely numerical analysis,
where differences between the sticking and sliding regime should be visible, is not an
easy task and requires a lot of effort concerning the length of numerical simulations
and storage capacities of the computer.
After exploring the sticking time distributions and discussing the influence of
the constant force b, we analyse now the sliding time distributions. We have not
been able to find analytically solvable model, which can be used to find an analytical
expression for the distribution of the sliding time periods, in contrast to the exit time
problem for the Ornstein-Uhlenbeck process for the sticking time periods. Therefore
our entire analysis will be purely numerically. We proceed similarly to the previous
chapter (see Sec. 3.3.2): from the numerically generated time traces of our model
(Eqs. (4.1) and (4.3)), we compute the length of the time intervals, for which the
velocity v is nonzero. From the length of these time intervals we generate then the
distribution for the sliding time periods.
In Sec. 3.3.2, we have seen for the pure dry friction case that for intermediate
or larger values of the correlation time of the noise τ the corresponding sliding
time distributions exhibits a kind of universal behaviour, see Fig. 3.18. For small
sliding times the distribution shows a power law decay (regime (I)), then there is a
transition to sliding times with strong exponential decay for a short interval (regime
(II), followed an exponential decay as well for intermediate until large sliding times
T but the decay is weaker (regime (III). Depending on the value of τ , the transitions
between these regimes of different decay behaviour are shifted, i.e. they take place at
higher or smaller values of T. For small correlation times, there is only a short regime
with a power law decay, whereas for higher correlation times the transition to an
exponential decay takes place at higher values of T. These findings can be observed
in Fig. 3.17. Here we want to investigate how an additional viscous friction term
and different values of the constant force b affect the shape and the behaviour of
the sliding time distribution while we increase the correlation time of the noise. In
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Fig. 4.26, sliding time distributions are shown for different values of the viscous
friction coefficient γ and different values of τ respectively.
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Figure 4.26: Sliding time distribution P (T ), numerically obtained from time traces
of our model (Eqs. (4.1) and (4.3)) for different values of the viscous friction γ.
Further paramter τ = 0.1 (a), τ = 2.0 (b) and b = 0 in both figures.
For small sliding times, the distributions exhibit a power law decay, which is the
same for all shown distributions, independent of their value of the viscous friction
γ. They show the same behaviour for the strong exponential decay at intermediate
times. Only for large sliding times T, we observe a difference regarding the value
of the viscous friction: the higher the viscous friction, the stronger the exponential
decay of the distribution. Thus, for a small values of γ, it is more likely to observe
the particle sliding for a long time. This does not come as a surprise, as for lower
viscous friction the particle can attain higher values of the velocity compared to the
case of a strong viscous friction. Similarly to the pure dry friction case, the transition
from the power law decay to the strong exponential decay takes place already at
small sliding times T for τ = 0.1, whereas this transition is shifted towards larger
sliding times for a higher noise correlation time. For τ = 2.0 (Fig. 4.26(b)) we also
observe that strong viscous damping weakens the strong exponential decay around
sliding times of the value T = 0.1.
After analysing the impact of the viscous friction on the sliding time periods,
we consider now the impact of the constant force in our model and compute the
corresponding sliding time distributions. Fig. 4.27 displays results for a fixed viscous
friction coefficient γ = 1.0 and different values of the constant bias: no bias b = 0,
one below b = −0.5 and one above b = −1.5 the deterministic stick-slip transition.
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For small and intermediate sliding times T , no difference can be observed for the
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Figure 4.27: Sliding time distribution P (T ), numerically obtained from time traces
of our model (Eqs. (4.1) and (4.3)) for different values of the constant force b. Further
paramters τ = 0.1 (a), τ = 2.0 (b) and γ = 1.0 in both figures.
different values of the constant force. The results are only distinguishable in the
regime between the weak exponential decay and the exponential cut-off for large
sliding times. For a large force (sliding regime), longer sliding times are more likely
to be observed compared to the case of the smaller force (sticking regime) and to
the case of no bias. While the differences between the different cases are small for
τ = 0.1, they seem to become larger at τ = 2.0. However, the results for the cases
of b = 0 and b = −0.5 show more or less the same result. Note that in general
only qualitative statements are possible here in this analysis, as the results for the
sliding times is purely numerical. Numerical simulations for high correlation times
of the noise τ and for constant forces in the sliding regime require a very long time
to obtain a reasonable result, where all fluctuations are averaged out.
4.4 Summary of the chapter
In this chapter, we investigated the impact of coloured noise on a dry friction model
with viscous friction and constant force. Analytical results have been available in
the framework of the unified coloured noise approximation. An analytical expression
for the marginal probability density of the velocity has been derived. For increasing
correlation time of the noise τ , the stationary distribution shows a Dirac δ peak at
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v = 0, representing sticking phenomena. Depending on whether the value of the
constant force b lies in the sticking or sliding regime, two different types of behaviour
of the system could be observed. In the sticking regime, the dynamics shows a
transition from sliding dynamics to sticking dynamics for increasing values of τ . The
transition to the dynamics dominated by the sticking phenomena occurs at higher
correlation times τ compared to the case without the constant force. In the sliding
regime, sticking events take place at intermediate values of τ , but if the correlation
time of the noise is increased further, the sticking events vanish and only sliding
dynamics can be observed. These observations are indicated by a non-monotonic
behaviour of the probability of sticking for values of the constant force b in the
sliding regime. Furthermore, we have been able to find an asymptotic expression for
the joint stationary probability distribution P (v, η), which gives a useful description
of the dynamics at large velocities and large noise amplitudes. This formal solution
does not obey the required matching conditions at the discontinuity at v = 0. Due
to the lack of detailed balance, it has not been possible to find an exact result
for the Fokker-Planck equation of the two-dimensional system with the required
matching conditions for the probability distribution and the probability current at
the discontinuity,
To study the dynamical properties of our model, i.e. the correlations of the ve-
locity, we computed the power spectral density and compared results for different
values of the viscous friction and the constant force. In general, we could again
observe that the shape of the spectral densities changes when the correlation time
of the noise τ was increased. In the white noise case, the power spectral density is a
Lorentzian with a ω−2 decay for high frequencies, whereas a ω−4 decay is observed
for intermediate correlation times of the noise τ . By increasing the viscous friction
coefficient γ, the correlation time of the velocity decreases; this inverse proportional-
ity has already been observed for the Ornstein-Uhlenbeck driven by coloured noise.
On the other hand, for high values of the constant force b, the correlations of the
velocity increase.
Finally, the sticking time and sliding distributions were investigated. In Sec. 3.3.2,
the sticking time distribution could be estimated via the exit time problem of an
Ornstein-Uhlenbeck process. Here, we could also state an exact result for the exit
time distribution in Laplace space. However, as the numerical inversion of this ex-
pression does not give reasonable results, we have to rely on a purely numerical
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analysis. We focussed our investigations on the sticking (|b| < 1) and the sliding
(|b| > 1) regime. While longer sticking time periods become more likely in the
sticking regime as we increase the correlation time of the noise τ , this is observed
for the sliding time only for small and intermediate values of τ . For higher values,
the sticking time periods are more likely to become shorter, which is in accordance
with the previous findings for the probability of sticking. For the estimation of the
sliding time distributions suitable analytical models have not been available. Thus,
this analysis has also been done purely numerically. We investigated the impact of
the viscous friction and the constant force and compared it to the results obtained
from the pure dry friction case. The shape of the distributions did not change at
small and intermediate sliding times for different values of the viscous friction and
the constant force. It is only for large sliding times that differences become visi-
ble as the decay is stronger for large viscous friction. For a larger constant force,
longer sliding times are possible compared with the case of a smaller constant force.
However, in general, it is quite surprising that the shape of the distribution is only
marginally affected by the viscous friction and the constant force.
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Chapter 5
Eigenvalue problem of a dry
friction model with displacement
and velocity
In this chapter we consider a two-dimensional stochastic dry friction model with
displacement x and velocity v. In the previous Chapters 3 and 4 we investigated
the velocity of a particle in stochastic dry friction model subjected to exponentially
correlated Ornstein-Uhlenbeck noise. This type of noise led from a one-dimensional
non-Markov process for the velocity to a two-dimensional Markov process for velocity
and noise amplitude. Instead of using a correlated noise, we add here a spatial
component to our dynamical equation and use Gaussian white noise as the stochastic
perturbation. This system is another simple version of a two-dimensional piecewise-
smooth stochastic system which does not obey detailed balance.
While one-dimensional piecewise-smooth stochastic systems, which consider the
velocity component of a particle, have been studied intensely in the past decade,
investigations on the displacement of such systems are only in their infancy. Some
experiments and numerical studies have been performed to investigate the impact
of dry friction on the displacement of water droplets and small solid objects on
vibrating substrates [42,43,73]. In [72], the Fokker-Planck equation of a dry friction
model has been analysed by a direct numerical integration and by demonstrating a
formal connection to the Schro¨dinger equation for the quantum harmonic oscillator,
which allowed a semi-analytical treatment of the spatial displacement statistics.
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Furthermore, displacement distributions have been calculated in the framework of
large deviation properties of functionals with dry friction [20].
Our investigations here will focus on the underlying eigenvalue problem of the
dry friction model with displacement and velocity; thus, we will proceed similarly as
in [94] for the problem with the velocity only. The main goal of these investigations
is to find out how the dry friction affects the dynamics of the displacement. By
studying the eigenvalue spectrum of the Fokker-Planck operator we will be able to
draw conclusions about quantities like correlation function or other observables like
moments or the diffusion constant. The latter can be computed via the autocorre-
lation function (Green-Kubo relations [46, 61]). These quantities can be related to
the eigenvalues of the Fokker-Planck operator, since the time-dependent solution of
the Fokker-Planck equation is used for their computation.
The outline of this chapter is the following: we briefly present our stochastic
model in Sec. 5.1, before we will derive an eigenvalue equation for our problem
in Sec. 5.2, making use of periodic boundary conditions for the position x. In
Section 5.3, we focus on the eigenvalue analysis of the system without constant
force, before we discuss the eigenvalue problem including a constant force in Sec 5.4.
A summary of the chapter is given in Sec. 5.5.
5.1 Two-dimensional piecewise-smooth stochastic
system with Gaussian white noise
We add a spatial component to the one-dimensional piecewise-smooth stochastic
system for the velocity of a particle (Eq. (1.2)) and after rescaling our variables, our
equations of motion for the position x and velocity v are
x˙(t) = v(t), (5.1a)
v˙(t) = −v(t)− µσ(v(t)) + b+ ξ(t). (5.1b)
Here, µ denotes the rescaled dry friction coefficient, b is the constant force in non-
dimensional units (see App. B.8 for details of the rescaling), and ξ(t) is delta-
correlated Gaussian white noise (see Eq. (1.3)). As already mentioned in the in-
troduction (see Sec. 1.1), we have set the mass of the particle to one. Note that
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we have used the same rescaling of the variables as for the one-dimensional prob-
lem for the velocity only, which facilitates to draw connections between that known
problem and the investigated two-dimensional system here. From Eqs. (5.1a) and
(5.1b) we observe that the velocity attains only finite values due to the viscous fric-
tion, whereas the dynamics in x is unbounded due to the absence of a potential
depending on x, thus, the particle can move freely. Therefore, we will impose spe-
cific boundaries for the displacement in such a way that the Eqs. (5.1a) and (5.1b)
have a well defined joint stationary distribution and the problem becomes treatable
by analytical means.
The corresponding Fokker-Planck equation for the joint probability distribution
P (x, v, t|x0, v0, 0) reads
∂
∂t
P (x, v, t|x0, v0, 0) =
[
− ∂
∂x
v +
∂
∂v
(v + µσ(v)− b) + ∂
2
∂v2
]
P (x, v, t|x0, v0, 0)
(5.2)
with the initial condition
P (x, v, 0|x0, v0, 0) = δ(x− x0)δ(v − v0). (5.3)
Since the potential conditions are not fulfilled
∂Ax
∂v
6= ∂Av
∂x
(5.4)
(Ax = v and Av = −v− µσ(v) + b denote the components of the drift in Eq. (5.2)),
the probability current does not vanish everywhere and the computation of the
joint stationary probability distribution cannot be done straightforwardly [82]. We
impose natural boundary conditions in v and periodic boundary conditions in x,
which means the dynamics of x takes place in an interval x ∈ [0, L] and we have
x = x+ L. These boundaries give rise to a joint stationary probability distribution
P (x, v) and enable us to perform analytical calculations.
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5.2 Derivation of the eigenvalue equation for pe-
riodic boundaries
To find an analytical expression for the propagator in Eq. (5.2), we have to in-
vestigate the corresponding eigenvalue problem. Similarly to Sec. 2.3, we use the
following ansatz
P (x, v, t) = exp(−Λt)uΛ(x, v), (5.5)
where Λ denotes the eigenvalue and uΛ(x, v) the corresponding eigenfunction of the
Fokker-Planck operator LFP . The eigenvalue problem reads then
−ΛuΛ(x, v) = LFPuΛ(x, v)
=
[
− ∂
∂x
v +
∂
∂v
(v + µσ(v)− b) + ∂
2
∂v2
]
uΛ(x, v). (5.6)
As the Fokker-Planck operator in Eq. (5.6) is not Hermitian, we need to consider
the adjoint problem as well
−ΛwΛ(x, v) = L†FPwΛ(x, v)
=
[
v
∂
∂x
− (v + µσ(v)− b) ∂
∂v
+
∂2
∂v2
]
wΛ(x, v). (5.7)
A relation like Eq. (2.52) between the two eigenfunctions uΛ(x, v) and wΛ(x, v) can
only be formulated if detailed balance holds [38]. The full expression for the prop-
agator reads (similarly to Eq. (2.56) and assuming a discrete eigenvalue spectrum,
see Sec. 2.3)
P (x, v, t|x0, v0, 0) =
∑
Λ
exp(−Λt)uΛ(x, v)wΛ(x0, v0)
MΛ
, (5.8)
where MΛ is the normalisation constant
MΛ =
∫ L
0
∫ ∞
−∞
uΛ(x, v)wΛ(x, v)dvdx. (5.9)
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As previously indicated, both eigenfunctions satisfy periodic boundary conditions in
x, e.g. uΛ(x+ L, v) = uΛ(x, v), and for the velocity we have, similarly to Eq. (2.55)
uΛ(x, v)wΛ(x, v)
|v|→∞−−−−→ 0, (5.10)
which follows from the duality of the operators LFP and L
†
FP (Eqs. (5.6) and (5.7)).
Here, we proceed with the analysis of the eigenvalues by focussing only on the
eigenfunctions uΛ(x, v) and in the following parts we will drop the index Λ. The
solutions of the eigenvalue equations need to satisfy the matching conditions at the
discontinuity (compare Eqs. (2.58a) and (2.58b)), i.e. the eigenfunctions u(x, v) and
the v-component of the probability current have to be continuous at v = 0; thus, we
have
u(x, 0−) = u(x, 0+), (5.11a)
− (µ+ b)u(x, 0−) + ∂
∂v
u(x, v)
∣∣∣∣
v=0−
= (µ− b)u(x, 0+) + ∂
∂v
u(x, v)
∣∣∣∣
v=0+
. (5.11b)
Due to the periodic boundaries in x, we can expand u(x, v) in a Fourier series in
x by using the following separation ansatz
u(x, v) = eiβxφ(v). (5.12)
An expression for β can be found via
eiβx = eiβ(x+L) → eiβL = 1, (5.13)
and therefore we have
βm =
2pim
L
, (5.14)
with m ∈ Z. Thus, we can express the eigenfunction u(x, v) by the sum of all Fourier
modes
u(x, v) =
∑
m∈Z
eiβmxφm(v). (5.15)
Inserting this ansatz in Eq. (5.6) gives us an eigenvalue equation for φm(v)
− Λmφm(v) = −
[
iβmv +
∂
∂v
(v + µσ(v)− b) + ∂
2
∂v2
]
φm(v). (5.16)
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Next, we apply the transformation
φm(v) = e
iβmvψm(v). (5.17)
Thus, the terms with the derivatives with respect to v change
∂2
∂v2
φm(v) = e
iβmv
[
(iβm)
2ψm(v) + 2iβm
∂
∂v
ψm(v) +
∂2
∂v2
ψm(v)
]
(5.18)
and
∂
∂v
(v + µσ(v)− b)φm(v) = eiβmv
[
iβm (v + µσ(v)− b)ψm(v)
+
∂
∂v
(v + µσ(v)− b)ψm(v)
]
. (5.19)
Therefore, we end up with the following equation for ψm(v)
−(Λm + iβm(µσ(v)− b)− β2m)ψm(v) = [ ∂∂v (v + µσ(v)− b+ 2iβm) + ∂2∂v2
]
ψm(v).
(5.20)
Equation (5.20) has the same structure as the one for the one-dimensional problem
with the velocity (see Sec. 2.3 in particular Eqs. (2.62) and (2.73)). It differs only in
the additional terms with βm. Thus, by using the Fourier expansion in x (Eq. (5.15)),
we have transformed the original problem (Eq. (5.6)) to a modified version of a
known problem, which has been analysed thoroughly. The solution for ψm(v) and
therefore φm(v) (Eq. (5.17)) have to obey natural boundary conditions at infinity
(v → ±∞) and the matching conditions at the origin (v = 0) (Eqs. (5.11a) and
(5.11b))
φm(0−) = φm(0+), (5.21a)
−(µ+ b)φm(0−) + ∂
∂v
φm(v)
∣∣∣∣
v=0−
= (µ− b)φm(0+) + ∂
∂v
φm(v)
∣∣∣∣
v=0+
. (5.21b)
As already mentioned above, the product of the eigenfunctions has to obey natural
boundary conditions (Eq. (5.10)). Thus, we actually have
φm(v)φˆm(v)
|v|→∞−−−−→ 0, (5.22)
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where φˆm(v) is connected to the eigenfunction of the adjoint problem w(x, v) (Eq. (5.7))
as φm(v) is to u(x, v), see Eq. (5.12). In the following eigenvalue analysis, we will
separately consider the cases without constant force and with additional constant
force.
5.3 Eigenvalue analysis without constant bias
In the case of the one-dimensional problem for the velocity, the eigenvalue analysis
for the case without constant force has been performed from the perspective of even
and odd eigenfunctions (see Sec. 2.3). Even and odd eigenfunctions follow symmetry
relations
u(e)(x, v) = u(e)(−x,−v), u(o)(x, v) = −u(o)(−x,−v). (5.23)
u(e)(x, v) denotes the even eigenfunction and u(o)(x, v) is the odd eigenfunction. Our
eigenvalue equation reads without the constant force
−(Λm + iβmµσ(v)− β2m)ψm(v) =
(
∂
∂v
(v + µσ(v) + 2iβm) +
∂2
∂v2
)
ψm(v) (5.24)
Note that for m = 0 we receive the known problem for the velocity only, where
the eigenfunction is even or odd. Here for m 6= 0 the function φm(v) does not
have a designated symmetry. Therefore we need to proceed differently to facilitate
the derivation of the characteristic equation by using symmetry relations of the
eigenfunctions.
If we rewrite Eq. (5.24) by using v → −v (and making use of the antisymmetric
relation σ(v) = −σ(−v)), we find
−(Λm − iβmµσ(v)− β2m)ψm(−v) =
[
∂
∂v
(v + µσ(v)− 2iβm) + ∂
2
∂v2
]
ψm(−v). (5.25)
We note that Eq. (5.25) is the eigenvalue equation for−m. This gives us the relations
Λm = Λ−m, ψ−m(v) = ψm(−v), (5.26)
which means that eigenvalues are degenerated for m 6= 0. Thus, the eigenvalue
spectrum consists of simple eigenvalues with m = 0 and the corresponding eigen-
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function φ0(v) is even or odd. For m 6= 0, to each of the aforementioned eigenvalues
there are double degenerated eigenvalues Λm = Λ−m and the corresponding eigen-
functions are the Fourier modes exp (iβmx)φm(v) and their complex conjugates,
respectively, which is equal to the Fourier mode with the corresponding negative
index −m (exp (iβ−mx)φ−m(v)). By using a suitable linear combination of these
eigenfunctions, we can construct even and odd eigenfunctions via
u(e)(x, v) =
1
2
[exp (iβm(x+ v))ψm(v) + exp (−iβm(x+ v))ψm(−v)] (5.27)
u(o)(x, v) =
1
2
[exp (iβm(x+ v))ψm(v)− exp (−iβm(x+ v))ψm(−v)] (5.28)
which satisfy the symmetry relations above (Eqs. (5.23)).
Furthermore, we can show that all eigenvalues Λm are real. Taking the complex
conjugate of Eq. (5.24) gives
−(Λ¯m − iβmµσ(v)− β2m)ψ¯m(v) =
(
∂
∂v
(v + µσ(v)− 2iβm) + ∂
2
∂v2
)
ψ¯m(v). (5.29)
This result coincides with Eq. (5.25), which is the eigenvalue equation for −m. Thus,
we have the relations
Λ¯m = Λm = Λ−m, ψ¯m(v) = ψ−m(v) = ψm(−v). (5.30)
Although we used ψm(v) in these calculations, these relations hold as well for φm(v)
(Eq. (5.17)).
As for the one-dimensional problem for the velocity (see Sec. 2.3), it is sufficient
to solve the problem for the positive half space with appropriate boundary conditions
at the origin, which are given by Eqs. (5.21a) and (5.21b). Using the relations from
Eq. (5.30) the boundary conditions at the origin change to
φ¯m(0+) = φm(0+), (5.31a)
−µφ¯m(0+)− ∂
∂v
φ¯m(v)
∣∣∣∣
v=0+
= µφm(0+) +
∂
∂v
φm(v)
∣∣∣∣
v=0+
. (5.31b)
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Therefore, we investigate Eq. (5.20) for v > 0
− (Λm + iβmµ− β2m)ψm(v) = ∂∂v (v + µ+ 2iβm)ψm(v) + ∂2∂v2ψm(v). (5.32)
Similarly to Eq. (2.66), Eq. (5.32) can be solved by
ψm(v) = C exp(−(v + µ+ 2iβm)2/4)Dζm(v + µ+ 2iβm) (5.33)
with the parabolic cylinder function Dζm(v + µ + 2iβm) and we have used the ab-
breviation for the index
ζm = Λm + iβmµ− β2m. (5.34)
C denotes a complex coefficient of the solution. Equation (5.33) satisfies the bound-
ary condition at infinity due to the asymptotic behaviour of the parabolic cylinder
function (see App. C.1). Next, we want to find the characteristic equation for the
underlying problem. Therefore, we use the result from Eq. (5.33) and insert the
expression for φm(v) (Eq. (5.17)) into Eqs. (5.31a) and (5.31b). From Eq. (5.31a)
we obtain
C¯ exp(−(µ− 2iβm)2/4)Dζ¯m(µ− 2iβm) = C exp(−(µ+ 2iβm)2/4)Dζm(µ+ 2iβm).
(5.35)
The contributions on the left-hand side of Eq. (5.31b) give
−µφ¯m(0+) = −µC¯ exp(−(µ− 2iβm)2/4)Dζ¯m(µ− 2iβm), (5.36)
− ∂
∂v
φ¯m(v)
∣∣∣∣
v=0+
= iβmC¯ exp(−(µ− 2iβm)2/4)Dζ¯m(µ− 2iβm)
− ∂
∂v
C¯ exp(−(v + µ− 2iβm)2/4)Dζ¯m(v + µ− 2iβm)
∣∣∣∣
v=0+
= iβmC¯ exp(−(µ− 2iβm)2/4)Dζ¯m(µ− 2iβm)
+ C¯ exp(−(µ− 2iβm)2/4)Dζ¯m+1(µ− 2iβm). (5.37)
In the last step of Eq. (5.37), we have used an identity for the parabolic cylinder
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functions (Eq. (C.5a)) The contributions on the right-hand side of Eq. (5.31b) yields
µφm(0+) = µC exp(−(µ+ 2iβm)2/4)Dζm(µ+ 2iβm), (5.38)
∂
∂v
φm(v)
∣∣∣∣
v=0+
= iβmC exp(−(µ+ 2iβm)2/4)Dζm(µ+ 2iβm)
+
∂
∂v
C exp(−(v + µ+ 2iβm)2/4)Dζm(v + µ+ 2iβm)
∣∣∣∣
v=0+
= iβmC exp(−(µ+ 2iβm)2/4)Dζm(µ+ 2iβm)
− C exp(−(µ+ 2iβm)2/4)Dζm+1(µ+ 2iβm). (5.39)
Finally, we combine these expression (Eqs. (5.36) - (5.39)) and obtain
C¯ exp(−(µ− 2iβm)2/4)
[−(µ− iβm)Dζ¯m(µ− 2iβm) +Dζ¯m+1(µ− 2iβm)]
= C exp(−(µ+ 2iβm)2/4) [(µ+ iβm)Dζm(µ+ 2iβm)−Dζm+1(µ+ 2iβm)] .
(5.40)
We observe that the factor C exp(−(µ + 2iβm)2/4) and its complex conjugate
counterpart occur in both equations (Eqs. (5.35) and (5.40)). Therefore, we can
combine these equations to obtain
Dζm(µ+ 2iβm)
[−(µ− iβm)Dζ¯m(µ− 2iβm) +Dζ¯m+1(µ− 2iβm)]
−Dζ¯m(µ− 2iβm) [(µ+ iβm)Dζm(µ+ 2iβm)−Dζm+1(µ+ 2iβm)] = 0 (5.41)
and after using an identity for the parabolic cylinder functions (Eq. (C.3)), we arrive
at the characteristic equation
DΛn,m+iβmµ−β2m(µ+ 2iβm)[Λn,m − iβmµ− β2m]DΛn,m−iβmµ−β2m−1(µ− 2iβm)
+DΛn,m−iβmµ−β2m(µ− 2iβm)[Λn,m + iβmµ− β2m]DΛn,m+iβmµ−β2m−1(µ+ 2iβm) = 0.
(5.42)
Here, Λn,m denotes the respective eigenvalue, which has, compared to the one-
dimensional problem, an additional second label m due to the contribution of the
periodic boundaries in the displacement.
To check the consistency of our result in Eq. (5.42), we consider several special
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cases. For βm = 0, we arrive at the characteristic equation for the one-dimensional
Fokker-Planck equation (compare Eqs. (2.67a) and (2.67b))
DΛn,0(µ)Λn,0DΛn,0−1(µ) = 0. (5.43)
If we set µ = 0 in Eq. (5.42), we obtain
DΛn,m−β2m(2iβm)(Λn,m − β2m)DΛn,m−β2m−1(−2iβm)
+DΛn,m−β2m(−2iβm)(Λn,m − β2m)DΛn,m−β2m−1(2iβm) = 0 (5.44)
and by applying the product identity for parabolic cylinder functions (Eqs. (C.6)),
we arrive at √
2pi(Λn,m − β2m)
Γ(−Λn,m + β2m − 1)
= 0. (5.45)
From the properties of the gamma function, we therefore obtain the eigenvalues
Λn,m = n+ β
2
m, (5.46)
which denotes the spectrum of the Ornstein-Uhlenbeck process with an additional
term due to the periodic boundaries of the displacement [82].
Next, we investigate how the dry friction affects the eigenvalues Λn,m by nu-
merically evaluating Eq. (5.42). In the following analysis, we will always refer to
positive integers m as indices of the eigenvalues. However, due to the degeneracy of
the eigenvalues, results which are valid for an eigenvalue Λn,m apply as well for the
eigenvalue Λn,−m.
Fig. 5.1 shows the results for the eigenvalues Λ1,m with m = 0, 1, . . . , 4. As
already known from the one-dimensional problem for the velocity, the eigenvalue
Λ1,0 becomes larger if we increase the dry friction (see Fig. 2.4 as well). The same
behaviour can be observed for the other eigenvalues Λ1,m with m 6= 0. For µ =
0 the eigenvalues can be found from Eq. (5.46). Furthermore, we observe that
the eigenvalue Λ1,4 increases stronger for larger dry friction compared to the other
eigenvalues, i.e. the distance to the eigenvalue Λ1,3 seems to increase. For each
value of µ, the eigenvalue Λ1,0 is the smallest eigenvalue compared to the others with
different index m. Due to difficulties with the numerical evaluation of Eq. (5.42) to
obtain eigenvalues with large indices m, we only study eigenvalues for the indices
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Figure 5.1: Eigenvalues Λ1,m with m = 0, 1, . . . , 4 as function of the dry friction.
The results have been obtained numerically from Eq. (5.42) with the step size ∆µ =
0.005. Further parameter: L = 60.
m ≤ 4.
In Fig. 5.2, we can observe that an analysis for the eigenvalues Λ2,m with m =
0, 1, . . . , 4 gives similar results as seen in Fig. 5.1. By increasing the dry friction, all
eigenvalues increase as well. However, here a additional phenomenon occurs. While
we have observed in Fig. 5.1 that eigenvalues with a larger m are larger than those
with the smaller value for m, this is only the case for small dry friction in Fig. 5.2.
At specific values of the dry friction coefficient µ, the eigenvalues with the larger
index m cross the eigenvalues with smaller indices m and by increasing µ further,
we see that those eigenvalues with the larger index m are smaller than the ones
with a smaller index m. For example for large dry friction, the eigenvalue Λ2,m is
the largest compared to the other eigenvalues with larger index m. Thus, for large
values of the dry friction we observe exactly the opposite order of the eigenvalues
Λ2,m compared to the eigenvalues Λ1,m.
As we compute the eigenvalues Λ3,m and Λ4,m with m = 0, 1, 2, 3 (see Fig. 5.3),
we find similar results compared to Figs. 5.1 and 5.2. For increasing dry friction, the
eigenvalues become larger as well. For the eigenvalues Λ3,m we find the same relation
as we found for Λ1,m: eigenvalues with a larger index m are larger than eigenvalues
with a smaller index m, i.e. the eigenvalue Λ3,0 is the smallest. However, for the
eigenvalues Λ4,m the same behaviour is found as for the eigenvalues Λ2,m. Only for
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Figure 5.2: Eigenvalues Λ2,m with m = 0, 1, . . . , 4 as function of the dry friction.
The results have been obtained numerically from Eq. (5.42) with the step size ∆µ =
0.005. Further parameter: L = 60.
small values of the dry friction, Λ4,0 is the smallest compared to eigenvalues with a
larger index m, whereas for large values of µ the eigenvalue Λ4,0 becomes the largest
eigenvalue of the eigenvalues with n = 4.
Based on our findings in Figs. 5.1 - 5.3, we assume a general rule of the order
among the eigenvalues Λn,m concerning the index m for the same n. For odd integers
n, we have always
Λn,m+1 > Λn,m, Λn,−m−1 > Λn,−m. (5.47)
For even integers n, the eigenvalues follow a relation as in Eq. (5.47) with the
difference being that here, we are looking at small dry friction. For large dry friction
we get
Λn,m+1 < Λn,m, Λn,−m−1 < Λn,−m. (5.48)
Eq. (5.48) implies that the range of m values is bounded, otherwise Λn,m can become
negative. This would lead to the scenario that the propagator (Eq. 5.5) becomes
unstable in the stationary limit t→∞.
Next, we investigate the eigenvalues Λ0,m. From the one-dimensional problem
for the velocity, we know that Λ0,0 = 0 for all µ. Eq. (5.46) gives us the starting
point for our analysis as we obtain the eigenvalues Λ0,m for µ = 0. Varying the
dry friction coefficient in Eq. (5.42), we observe a quite surprising result, which
is shown in Fig. 5.4. The eigenvalues Λ0,m with m 6= 0 decrease towards zero as
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Figure 5.3: Eigenvalues Λ3,m (a) and Λ4,m (b) with m = 0, 1, 2, 3 as function of the
dry friction. The results have been obtained numerically from Eq. (5.42) with the
step size ∆µ = 0.005. Further parameter: L = 60.
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Figure 5.4: Eigenvalues Λ0,m with m = 0, 1, . . . , 4 as function of the dry friction.
The results have been obtained numerically from Eq. (5.42) with the step size ∆µ =
0.005. Further parameter: L = 60.
we increase the dry friction. This result is exactly the opposite behaviour to the
previously observed results for the eigenvalues with n ≥ 1 (see Figs. 5.1 - 5.3). Here
we performed the analysis only for eigenvalues with the index m ≤ 4 and the dry
friction coefficient does not exceed µ = 2.
This astonishing result leads to the question of how exactly this affects the
stationary behaviour of the system, as the eigenvalues Λ0,m are the smallest in the
entire eigenvalue spectrum and determine therefore the long time behaviour of the
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system.
5.4 Eigenvalue analysis with constant bias
In this section, we study the eigenvalue problem with an additional constant force b.
As in the case for the velocity only, we cannot classify the eigenfunctions into odd
and even functions with an additional constant force in the equation of motion, see
Sec. 2.3. Therefore we need to proceed with the full equation (Eq. (5.20)) to find
an expression for ψm(v) (and φm(v)), which satisfies natural boundaries conditions
at v → ±∞. Thus, we have for the two half spaces of the velocity
−(Λm + iβm(±µ− b)− β2m)ψm(v) = [ ∂∂v (v ± µ− b− 2iβm) + ∂2∂v2
]
ψm(v), v ≷ 0.
(5.49)
Considering the complex conjugate equation of Eq. (5.49), we get
−(Λ¯m − iβm(±µ− b)− β2m) ψ¯m(v) = [ ∂∂v (v ± µ− b+ 2iβm) + ∂2∂v2
]
ψ¯m(v), v ≷ 0.
(5.50)
We observe that Eq. (5.50) is the eigenvalue equation for negative indices m (see
Eq. (5.14) for βm). Therefore, we obtain here the relations
Λ¯m = Λ−m, ψ¯m(v) = ψ−m(v). (5.51)
However, if we compare the positive and the negative half space for the velocity in
Eq. (5.49), we have Λm 6= Λ−m in contrast to Sec. 5.3 (see Eq. (5.26)). Thus, the
additional constant force removes the degeneracy of the eigenvalues (see Eq. (5.26))
and the eigenvalues Λm with m 6= 0 come as complex conjugate pairs, see Eq. (5.51).
Equation (5.49) can be solved by
ψm(v) = C+ exp(−(v + µ− b+ 2iβm)2/4)Dζm(v + µ− b+ 2iβm) (5.52)
for the positive half space v > 0 and by
ψm(v) = C− exp(−(v − µ− b+ 2iβm)2/4)Dθm(−(v − µ− b+ 2iβm)) (5.53)
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for the negative half space v < 0. Here we used the expressions
ζm =Λm + iβm(µ− b)− β2m, (5.54a)
θm =Λm − iβm(µ+ b)− β2m, (5.54b)
and C± are amplitudes for the solution in the respective half space. The two solutions
(Eqs. (5.52) and (5.53)) satisfy the boundary condition at infinity for each half space
respectively (see Eq. (2.74) and App. C.1 for details). In addition, we need to check
the matching conditions for φm(v) at the origin (Eqs. (5.21a) and (5.21b)). The
continuity of the eigenfunction results in
C− exp(−(µ+ b− 2iβm)2/4)Dθm(µ+ b− 2iβm)
= C+ exp(−(µ− b+ 2iβm)2/4)Dζm(µ− b+ 2iβm). (5.55)
In order to check the continuity of the probability current, the contributions for the
positive half-space read
(µ− b)φm(0+) = (µ− b)C+ exp(−(µ− b+ 2iβm)2/4)Dζm(µ− b+ 2iβm)), (5.56a)
∂
∂v
φm(v)
∣∣∣∣
v=0+
= C+iβm exp(−(µ− b+ 2iβm)2/4)Dζm(µ− b+ 2iβm)
− C+ exp(−(v + µ− b+ 2iβm)2/4)Dζm+1(v + µ− b+ 2iβm),
(5.56b)
and we have for the negative half-space
−(µ+ b)φm(0−) =− (µ+ b)C− exp(−(µ+ b− 2iβm)2/4)Dθm(µ+ b− 2iβm)),
(5.57a)
∂
∂v
φm(v)
∣∣∣∣
v=0−
= C−iβm exp(−(µ+ b− 2iβm)2/4)Dθm(µ+ b− 2iβm)
+ C− exp(−(v − µ− b+ 2iβm)2/4)Dθm+1(µ+ b− 2iβm).
(5.57b)
Here, we have used an identity for the parabolic cylinder functions (Eq. (C.5a)).
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Thus, the continuity of the probability current results in
− C− exp(−(µ+ b− 2iβm)2/4)(µ+ b− iβm)Dθm(µ+ b− 2iβm)
+ C− exp(−(µ+ b− 2iβm)2/4)Dθm+1(µ+ b− 2iβm)]
= C+ exp(−(µ− b+ 2iβm)2/4)(µ− b+ iβm)Dζm(µ− b+ iβm)
− C+ exp(−(µ− b+ 2iβm)2/4)Dζm+1(µ− b+ iβm). (5.58)
Rearranging Eqs. (5.55) and (5.58) yields
C− = C+
[
exp(−(µ− b+ 2iβm)2/4)
exp(−(µ+ b− 2iβm)2/4)
]
Dζm(µ− b+ 2iβm)
Dθm(µ+ b− 2iβm)
, (5.59a)
C− = C+
[
exp(−(µ− b+ 2iβm)2/4)
exp(−(µ+ b− 2iβm)2/4)
]
× (µ− b+ iβm)Dζm(µ− b+ 2iβm)−Dζm+1(µ− b+ 2iβm)−(µ+ b− iβm)Dθm(µ+ b− 2iβm) +Dθm+1(µ+ b− 2iβm)
. (5.59b)
Thus, the following condition must hold to have non-trivial solutions for C−, C+
Dζm(µ− b+ 2iβm)
Dθm(µ+ b− 2iβm)
=
(µ− b+ iβm)Dζm(µ− b+ 2iβm)−Dζm+1(µ− b+ 2iβm)
−(µ+ b− iβm)Dθm(µ+ b− 2iβm) +Dθm+1(µ+ b− 2iβm)
.
(5.60)
Rewriting Eq. (5.60) gives us the characteristic equation
Dζm(µ− b+ 2iβm) [−(µ+ b− iβm)Dθm(µ+ b− 2iβm) +Dθm+1(µ+ b− 2iβm)]
−Dθm(µ+ b− 2iβm) [(µ− b+ iβm)Dζm(µ− b+ 2iβm)−Dζm+1(µ− b+ 2iβm)]
= 0. (5.61)
By using an identity for parabolic cylinder functions (Eq. (C.3)), we can rewrite
Eq. (5.61) in a similar form compared to Eq. (5.42), which facilitates cross checking
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with other results
DΛn,m+iβm(µ−b)−β2m(µ− b+ 2iβm)[Λn,m − iβm(µ+ b)− β2m]
×DΛn,m−iβm(µ+b)−β2m−1(µ+ b− 2iβm)
−DΛn,m−iβm(µ+b)−β2m(µ+ b− 2iβm)[Λn,m + iβm(µ− b)− β2m]
×DΛn,m+iβm(µ−b)−β2m−1(µ− b+ 2iβm)
= 0. (5.62)
To check the consistency of our result in Eq. (5.62) with the findings in Eq. (2.77),
we set βm = 0 (Λn,0 → Λn) and Eq. (5.62) changes to
Λn [DΛn(µ− b)DΛn−1(µ+ b) +DΛn(µ+ b)DΛn−1(µ− b)] = 0. (5.63)
Eq. (5.63) represents the characteristic equation for the one-dimensional problem
for the velocity [94] (see Eq. (2.77)). Fig. 5.5 shows the first two non-vanishing
eigenvalues in terms of the constant force b for µ = 1.0, (see Fig. 2.5 as well). By
increasing b, the eigenvalues decrease towards the integers of the Ornstein-Uhlenbeck
spectrum (Λ1 → 1, Λ2 → 2) (see Sec. 2.3).
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Figure 5.5: First two non-vanishing eigenvalues Λ1 (red), Λ2 (blue) as function of
the constant force b, numerically obtained from Eq. (5.63) for µ = 1.0. The black
dots denote the values of the constant force b, which are used later in Fig. 5.8
If we consider the case without dry friction µ = 0, the characteristic equation
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(Eq. (5.62)) becomes
DΛn,m−iβmb−β2m(−b+ 2iβm)(Λn,m − iβmb− β2m)DΛn,m−iβmb−β2m−1(b− 2iβm)
−DΛn,m−iβmb−β2m(b− 2iβm)(Λn,m − iβmb− β2m)DΛn,m−iβmb−β2m−1(−b+ 2iβm)
= 0. (5.64)
Using the product identity for parabolic cylinder functions (Eq. (C.6)), we obtain
√
2pi(Λn,m − iβmb− β2m)
Γ(−Λn,m + iβmb+ β2m − 1)
= 0. (5.65)
From this equation we find the following result for the eigenvalues
Λn,m = n+ β
2
m + ibβm, n ≥ 0. (5.66)
Eq. (5.66) is similar to Eq. (5.46) with the only difference being an additional con-
tribution due to the constant force such that the degeneracy vanishes. Instead, the
eigenvalues have an imaginary part now and we find again (see Eq. (5.51)) from
Eq. (5.66) that Λ¯n,m = Λn,−m, i.e. the complex conjugate of an eigenvalue Λn,m is
the eigenvalue with the corresponding negative index m [82].
In comparison to the case βm = 0, which is the eigenvalue problem of the
Ornstein-Uhlenbeck process, the constant force has now an impact on the posi-
tion of the eigenvalues in the complex plane for m 6= 0. To visualise the result from
Eq. (5.66), we compute the eigenvalues Λ1,m with m = −5,−4, . . . , 5 for b = 2.0, see
Fig. 5.6.
We observe that Λ1,0 = 1, which is the expected value coinciding with the spec-
trum of the Ornstein-Uhlenbeck process. The other eigenvalues Λ1,m with m 6= 0
have a larger real part due to the contribution of β2 and an imaginary part, which
becomes larger in terms of its absolute value the larger the index m is (or the
smaller m is for negative integers). Furthermore, Fig. 5.6 illustrates nicely the rela-
tion Λ¯n,m = Λn,−m. To demonstrate the influence of b further, we compute the same
eigenvalues Λ1,m as in Fig. 5.6 but now for different values of the constant force.
The results are shown in Fig. 5.7.
We observe again that for m = 0, the value of b does not matter and the eigen-
values lie on the real axis at Λ1,0 = 1 for all chosen values of the constant force.
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Figure 5.6: Eigenvalues Λ1,m with m = −5,−4, . . . , 5 for b = 2.0 and µ = 0. The
results have been obtained from Eq. (5.66). Further parameter L = 60.
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Figure 5.7: Eigenvalues Λ1,m with m = −5,−4, . . . , 5 for different values of the
constant force b and µ = 0. The results have been obtained from Eq. (5.66). Further
parameter L = 60.
For m 6= 0, the eigenvalues have an imaginary part (Eq. (5.66)) and now the value
of b matters as for larger constant forces the absolute value of the imaginary part
becomes larger, either with a positive or a negative sign. This depends on the sign
of the index m and the sign of b, see Eq. (5.66). For m = ±1 only small differences
for the eigenvalues can be observed but for m = ±5 it is clearly visible. As already
seen in Fig. 5.6, the eigenvalues with a positive index m have a positive imaginary
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part. Furthermore, as already observed in the previous section, the eigenvalues with
the positive index m are the complex conjugate of the one with negative index.
Fig. 5.7 exhibits results for the problem without dry friction µ = 0. Next, we will
compute the eigenvalues Λ1,m (with m = −5,−4, . . . , 5) by taking the dry friction
into account. We use the same parameters as for Fig. 5.7, with the exception of µ,
which we change from µ = 0 to µ = 1. In Fig. 5.8 we observe that the real part of
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Figure 5.8: Eigenvalues Λ1,m with m = −5,−4, . . . , 5 in the complex plane for
different values of the constant force b (Λ1,−5 represents the dot with the largest
negative imaginary part, followed by Λ1,−4 (see as well Fig. 5.6)). The eigenvalue
Λ1,0 coincides with the black dots in Fig. 5.5 for the respective value b. The results
have been obtained numerically from Eq. (5.62). Further parameters: µ = 1.0 and
L = 60.
the eigenvalues decreases as we increase the constant force. This is in accordance
with Fig. 5.5, where we could already observe such a decrease of the eigenvalues as
a function of the constant force for µ 6= 0. As an example for this result we can
follow the eigenvalue Λ1,0, which lies on the real axis in Fig. 5.8 and decreases for
larger values of b. (the chosen value for b in Fig. 5.8 are represented by the black
dots in Fig. 5.5). Nevertheless, the imaginary part of the eigenvalues increases, as
we have already seen in Fig. 5.7 and in Eq. (5.66).
Next, we compute the eigenvalues for a fixed value of the constant force and
vary the dry friction µ. Results for the eigenvalues Λ1,m with m = −5,−4, . . . , 5
are shown for two different values of the constant force, b = 0.5 in Fig. 5.9 and
b = 1.5 in Fig. 5.10. Fig. 5.9 shows that the eigenvalue Λ1,0, which lies on the
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real axis, becomes larger for increasing dry friction and so do the real parts of the
other eigenvalues Λ1,m (m 6= 0). The absolute value of imaginary parts of the latter
become larger as well for increasing µ. The largest difference can be observed for
µ = 0 and µ = 0.5. Then, a change in the value of the imaginary part can only be
noticed by looking at the values from the computations. However, in Fig. 5.9, this
can hardly be seen. In Fig. 5.10, we can see a similar scenario for the larger value of
the constant force b. In comparison to the previous figure, we note that the increase
of Λ1,0 and the real parts of the other eigenvalues is not as large as observed for a
smaller constant force (Fig. 5.9). Furthermore, as it can be seen from Eq. (5.66),
the absolute value of the imaginary parts of the eigenvalues Λ1,m (m 6= 0) is larger
for a higher constant force.
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Figure 5.9: Eigenvalues Λ1,m with m = −5,−4, . . . , 5 in the complex plane for differ-
ent values of the dry friction µ and fixed constant force b = −0.5 (Λ1,−5 represents
the dot with the largest negative imaginary part, followed by Λ1,−4 (see as well
Fig. 5.6)). The results have been obtained numerically from Eq. (5.62). Further
parameter: L = 60.
To underline our previous findings, we compute the eigenvalue Λ1,3 as a function
of the dry friction µ for different values of the constant force. As already indicated
before in Figs. 5.9 and 5.10, we see in Fig. 5.11 that the real part becomes larger for
an increase of the dry friction. The imaginary part increases as well, but depending
on the value of the constant force, this increase is differently pronounced. For small
b, the increase of the imaginary part is small, whereas for a larger value of b (e.g.
b = 1.0 (blue curve in Fig. 5.11), we can observe a stronger increase below a certain
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Figure 5.10: Eigenvalues Λ1,m with m = −5,−4, . . . , 5 in the complex plane for
different values of the dry friction µ and fixed constant force b = −1.5 (Λ1,−5 rep-
resents the dot with the largest negative imaginary part, followed by Λ1,−4 (see as
well Fig. 5.6)). The results have been obtained numerically from Eq. (5.62). Further
parameter: L = 60.
value of µ (here µ = 1.0), then the imaginary part does not significantly change by
varying the dry friction µ. Note again that the real part of the eigenvalue stays the
same for µ = 0, independent from b, as predicted from Eq. (5.66). For µ 6= 0 this
changes, as the real part is the largest for the lowest value of the constant force b,
see the case for µ = 2.0 in Fig. 5.10.
Thus, we find in general that increasing the dry friction increases the real part of
the eigenvalues, whereas an influence towards the imaginary part is hardly visible.
If we vary the constant force b, the real parts of the eigenvalues Λn,m are not affected
for µ = 0, but for µ 6= 0 the real parts decrease towards the value n+β2, see Fig. 5.8.
This could already be observed in the analysis of the problem for the velocity (there
with β = 0), see Fig. 5.5.
If we consider the same analysis for one of the eigenvalues Λ0,m with m 6= 0 (as
we have Λ0,0 = 0), we can see a different behaviour of the eigenvalues by varying the
dry friction µ. In Fig. 5.12, the real part of the eigenvalue decreases if we increase the
dry friction µ. Furthermore, the imaginary part decreases as well, such that for large
values of the dry friction the differences between the eigenvalues for different values
of the constant force b becomes smaller (see the results for µ = 2.0 in Fig. 5.12).
This very surprising result seems to be a special feature of the eigenvalues with Λ0,m
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Figure 5.11: Eigenvalue Λ1,3 in the complex plane as a function of the dry friction µ
for different values of the constant force b. Three points have been marked as they
represent specific values of the dry friction (µ = 0 (black diamond), µ = 1.0 (black
dot) and µ = 2.0 (black open square)). The results have been obtained numerically
from Eq. (5.62) for 401 values of µ at an interval of ∆µ = 0.005. Note that exact
results are available for µ = 0 from Eq. (5.66). Further parameter L = 60.
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Figure 5.12: Eigenvalue Λ0,3 in the complex plane as a function of the dry friction µ
for different values of the constant force b. Three points have been marked as they
represent specific values of the dry friction (µ = 0 (black diamond), µ = 1.0 (black
dot) and µ = 2.0 (black open square)). The results have been obtained numerically
from Eq. (5.62) for 401 values of µ at an interval of ∆µ = 0.005. Note that exact
results are available for µ = 0 from Eq. (5.66). Further parameter L = 60.
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and m 6= 0 as we could already observe such a behaviour in the previous section (see
Fig. 5.4).
5.5 Summary of the chapter
In this chapter, we investigated a two-dimensional piecewise-smooth stochastic sys-
tem with displacement x and velocity v, which does not obey detailed balance. More
precisely, we studied the eigenvalues of the underlying Fokker-Planck operator with
natural boundary conditions for the velocity and periodic boundary conditions for
the displacement. This analysis has been done by following a similar approach as
for the one-dimensional case of considering the velocity only [94]. We used a Fourier
ansatz in x for the eigenfunctions, making use of the periodic boundary conditions.
This enabled us to derive an equation for the eigenfunctions, which is of similar
form as for the known problem of the one-dimensional problem of the velocity. The
eigenfunctions can be represented by parabolic cylinder functions and we obtained
the characteristic equation for the eigenvalues. The eigenvalues are labelled by two
indices n and m as the second index arises from the Fourier ansatz for the eigen-
functions. Thus, for each eigenvalue with index n, branches of eigenvalues with the
indices m and −m arise. Our analysis has been performed only for eigenvalues with
small indices n and m. This analysis has been done for the case without constant
force and with constant force.
Without the constant force, we found that all eigenvalues are real and for m 6= 0
we have doubly degenerated eigenvalues as the eigenvalue with a positive integer
m is the same as the corresponding eigenvalue with a negative integer. For n ≥ 1
the eigenvalues become larger if we increase the dry friction µ. If we fix a value for
µ we found that for odd integers m, the eigenvalue with a larger index is always
larger than the eigenvalue with a smaller index (for positive m). This holds for even
integers for small dry friction only, but for large dry friction, the eigenvalues change
the order and for a fixed µ the eigenvalue Λn,0 is the largest compared to eigenvalues
with the same n but different m. The eigenvalues with the smallest index n = 0
show a different behaviour compared to the eigenvalues with index n ≥ 1 as they
decrease if we increase the dry friction. This result implies that for large dry friction,
the correlations of the displacement decay slower than for small dry friction.
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Including a constant force in our model makes the degeneracy of the eigenvalues
disappear and gives rise to an imaginary part. Now, the complex conjugate of
an eigenvalue is the one with the corresponding negative index m. For the case
without dry friction, an exact result can be found for the eigenvalues. By analysing
an eigenvalue with index n = 0 but m 6= 0, the surprising result in terms of the dry
friction µ appears as both real part and imaginary part decrease. This has been
observed already in the case without the constant force.
As we varied the dry friction coefficient µ, we observed unexpected behaviour
of the eigenvalues Λ0,m. This behaviour is likely to play an important role for the
stationary behaviour of the system. A more detailed analysis is needed to investigate
the decrease of the eigenvalues more thoroughly as we just gave some qualitative
results from a numerical analysis here.
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Conclusion and outlook
In this thesis, simple piecewise-smooth stochastic systems without detailed balance
were investigated. We studied a dry friction model for the velocity of a particle
subjected to exponentially correlated Ornstein-Uhlenbeck noise. In particular, we
started with a pure dry friction model and afterwards we added viscous friction
and a constant force to our dynamical equations. Furthermore, we considered the
eigenvalue problem of a dry friction model with displacement and velocity. In the
following, we will summarise the most important results.
Chapter 3 deals with the investigations of a pure dry friction model subjected
to exponentially correlated Ornstein-Uhlenbeck noise. As analytical calculations
are hampered due to the absence of detailed balance, the unified-coloured noise
approximation has been applied. This approach returns quite good results for the
stationary probability density of the velocity of a particle in comparison to numerical
simulations. The distribution shows a Dirac δ peak at velocity zero, which reflects
the phenomenon of sticking. For increasing correlation time, the sliding dynamics
becomes less likely to take place as the noise amplitude decreases. By investigating
the two-dimensional system (v, η) it was possible to find an analytical expression for
the joint stationary probability distribution. This result does not obey the matching
conditions at the discontinuity, but seems to be a useful description for large veloc-
ities and large noise amplitudes. To explore the dynamical characteristics of the
model, i.e. correlations of the velocity, the correlation time of the velocity has been
estimated via the power spectral density. For small noise correlation times, the result
for the white noise has been recovered, but when the noise correlation time exceeds
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a critical value, the correlations of the velocity increases. In addition, the power
spectral density changes for increasing correlation times from a Lorentzian shape
to a spectrum with quartic decay at high frequencies. Furthermore, sticking and
sliding time distributions were explored. The former can be estimated via the exit
time problem for the Ornstein-Uhlenbeck process with two absorbing boundaries.
The investigation of the sliding time distributions exhibits a surprising universal be-
haviour for large correlation times. We observe a power law decay for small sliding
times, a strong exponential decay for a small range of intermediate sliding times and
an exponential cut-off for large sliding times.
In Chapter 4, the previously studied model has been extended by adding viscous
friction and a constant force. The additional constant force changes the sticking con-
dition, whereas the viscous friction only limits the velocity in attaining large values.
We again used the unified-coloured noise approximation to estimate the marginal
stationary probability distribution of the velocity. The probability of sticking ex-
hibits a non-monotonic behaviour as a function of the correlation time in the sliding
regime, i.e. above the deterministic stick-slip transition. Such a feature has already
been indicated by investigating the time traces of the velocity. The correlations of
the velocity were evaluated by computing the power spectral density. For large cor-
relation times of the noise, the correlation time of the velocity increases as already
observed for the pure dry friction case. If we increase the viscous friction while be-
ing in the small noise correlation regime, the correlations for the velocity decrease,
which is in accordance with the results of the known Ornstein-Uhlenbeck process.
For high correlations of the noise, results for different values of the viscous friction
are nearly indistinguishable. Adding a constant force, its impact is only visible for
small noise correlations and small values of the viscous friction. However, for high
viscous friction the constant force only plays a marginal role. By investigating the
sticking time distributions, no significant differences can be observed among a value
of the constant force in the sliding regime and a value in the sticking regime for
small correlations of the noise. Only for very large noise correlations, we see that
only short sticking time periods occur in the sliding regime, whereas in the stick-
ing regime larger sticking periods are observed. Finally, we obtained the surprising
result that the sliding time distribution does not significantly change through the
impact of additional viscous friction and constant bias.
Furthermore, we explored the eigenvalue problem of a dry friction model with
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displacement and velocity subjected to Gaussian white noise in Chapter 5. While
we imposed natural boundaries for the velocity, the dynamics of the displacement
has been limited by periodic boundary conditions. The latter enabled us to expand
the eigenfunctions in a Fourier series for the displacement. In the end, we obtained
an eigenvalue equation for the Fokker-Planck operator, which can be solved in a
similar way to the one-dimensional case for the velocity only. Considering the system
without the constant force, the characteristic equation can be found by making
use of appropriate symmetry relations for the velocity at the discontinuity. All
eigenvalues are real and for each eigenvalue with index n additional branches with
double degenerated eigenvalues denoted by the index m arise due to the periodic
boundaries. Without the dry friction, it is possible to find exact results for the
eigenvalues. With increasing dry friction the eigenvalues with index n ≥ 1 increase,
whereas the eigenvalues n = 0 surprisingly decrease. Adding a constant force gives
rise to imaginary parts of the eigenvalues. The degeneracy is removed and now
each eigenvalue Λn,m with m 6= 0 has a corresponding complex conjugate eigenvalue
Λn,−m. For a non zero dry friction, the real parts of the eigenvalues decrease, which
is in accordance with the one-dimensional problem for the velocity only. However,
the imaginary parts increase for higher values of the constant force. The same
surprising result as in the previous section was discovered for the eigenvalues Λ0,m
as they decrease towards zero for increasing dry friction, regardless of whether the
constant force is zero or not.
Open problems
Here we would like to draw attention to some open problems that are closely related
to the investigations in this thesis. Furthermore, we believe that they could be useful
links to studies related to two-dimensional piecewise-smooth stochastic systems.
Dry friction model with displacement and velocity
As we only analysed a part of the eigenvalue spectrum of the Fokker-Planck oper-
ator for the dry friction model including position and velocity (Chapter 5), further
details can be elaborated on this model. In [94], the authors found asymptotic ex-
pression for eigenvalues with large index n and for large parameter values of the dry
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friction. A similar analysis might be useful to gain a deeper insight into the spectral
representation of the underlying propagator.
Another interesting aspect is the question of whether it is possible to compute
the marginal propagator for the displacement analytically from the joint propaga-
tor. Such a result would allow us to investigate the impact of dry friction to the
displacement analytically to a large extent. As in the stationary limit the smallest
eigenvalues of the system contribute the most, it would also be interesting to check
whether it is possible to perform a Taylor expansion for small eigenvalues from the
obtained results in Chapter 5. This would mean that a Taylor expansion needs to
be done for the index of the parabolic cylinder functions, which is clearly a very
challenging task. Nevertheless, findings from such an analysis might provide a very
useful insight into the impact of dry friction on the displacement.
Furthermore, it might be of interest to investigate whether exit time problems
for the displacement can be solved analytically and semi-analytically by using the
theoretical framework shown in Chapter 5. Different boundary conditions have to be
chosen then, as they need to absorbing boundaries. Such results will be interesting
not only from a theoretical point of view but for experimental setups as well.
Brownian motion with dry friction in a harmonic potential
Another related piecewise-smooth stochastic model considering displacement and
velocity is the problem of Brownian motion in a harmonic potential including dry
friction. The deterministic counterpart has attracted a lot of attention over the
past decades [24,51,103]. In the case of the piecewise-smooth stochastic system, the
underlying Fokker Planck equation reads
∂
∂t
P (x, v, t|x0, v0, 0) =
[
−v ∂
∂x
+
∂
∂v
(γv + kx+ νσ(v)− F )
]
P (x, v, t|x0, v0, 0)
+
1
2
∂2
∂v2
P (x, v, t|x0, v0, 0). (6.1)
Here k denotes the spring constant. Due to the lack of detailed balance, it is very
difficult to find a solution for the joint stationary distribution P (x, v), which satisfies
all the necessary boundary and matching conditions. In the absence of the dry
friction and the constant force, we obtain the classic textbook example [17], where
analytical solutions for the propagator and the stationary joint distribution are
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available. Therefore, an approach in terms of a perturbation theory could help here
to find analytical estimates to the problem. The idea is to treat the part responsible
for the stick-slip dynamics νσ(v) + F as a perturbation. Therefore, we introduce
the perturbation parameter ε[
−v ∂
∂x
+
∂
∂v
(γv + kx) +
1
2
∂2
∂v2
]
P (x, v) + ε
∂
∂v
(νσ(v)− F )P (x, v) = 0. (6.2)
We expand the stationary distribution in terms of the perturbation parameter ε
P (x, v) = P0(x, v) + εP1(x, v) + ε
2P2(x, v) . . . (6.3)
In the lowest order (ε = 0), we arrive at the known problem[
−v ∂
∂x
+
∂
∂v
(γv + kx) +
1
2
∂2
∂v2
]
P (x, v) = 0, (6.4)
and the solution is
P0(x, v) =
γ
√
k
pi
exp
(−kγx2 − γv2) . (6.5)
For the next order in ε, we have to solve the following equation[
−v ∂
∂x
+
∂
∂v
(γv + kx) +
1
2
∂2
∂v2
]
P1(x, v) +
∂
∂v
(νσ(v)− F )P0(x, v) = 0. (6.6)
A solution for P1(x, v) could be found via a double Fourier transform and solving
the equation in Fourier space or by using an expansion into Hermite polynomials,
i.e. the eigenfunctions of the unperturbed problem (Eq. (6.4)). As such a result
would probably only be valid for small values of the dry friction and the constant
force, the question is whether, for example, stick-slip transitions can be observed or
whether the impact of the dry friction is too small.
Nonlinear friction models
In this thesis we have set the static friction µS and the kinetic friction µC equal.
To describe the situation that the static friction is larger than the kinetic friction
µS > µC , which is more likely to happen in real world, the dynamical equation for
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the velocity has to change towards
v˙(t) =
0 if |F + FRand(t)| < µS and v = 0,−γv(t)− µCσ0(v(t)) + F + FRand(t) otherwise.
(6.7)
FRand denotes a stochastic force, which could be for example a Gaussian white noise
or an Ornstein-Uhlenbeck noise. The force F + FRand(t) applied to our system
still has to overcome the static friction µS, but, for v 6= 0 a smaller contribution
µCσ0(v(t)) now enters the dynamical equation. Such a system can exhibit friction
characteristics like hysteresis. Another aspect to consider is that in a scenario de-
scribed above, the dry friction is modelled by
Ffri(v) = µCσ0(v(t)) (6.8)
which means we have a jump in the dry friction contribution if we go from v = 0 to
v 6= 0. To ensure a smooth transition, this could be modelled by, for example,
Ffri(v) = µC
(
1 +
µS − µC
µC
g(v)
)
σ0(v) (6.9)
where g(v) is nonlinear function describing the transition from the static friction at
v = 0 and the kinetic friction at v 6= 0. A candidate for such a nonlinear function
could be an exponential function, for example. More details on such an approach
to model the dry friction can be found in [100].
Coupled stochastic systems with dry friction
While this thesis and large parts of existing research have considered only a sin-
gle particle subjected to dry friction and stochastic perturbations, it might be very
interesting to investigate coupled piecewise-smooth stochastic systems. Recently,
coupled deterministic models have been studied, e.g. the dynamics of two cou-
pled dry friction oscillators [77, 78] or a network of dry friction oscillators towards
synchronisation properties using the master stability function concept [70]. In addi-
tion, chains of solid blocks connectd via springs and subjected to dry friction have
been used in investigations and modelling of earthquakes [13, 14]. Thus, it could
be interesting to investigate the robustness of phenomena discovered for determin-
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istic systems against noisy perturbations or the additional noise could lead to new
phenomena, which are not visible for deterministic systems.
Experiments
Finally, it would be desirable to compare the theoretically obtained results for the
system subjected to coloured noise with experimental data. For example, different
probability distributions for different noise correlation times could be measured to
compare whether or not a similar transition from sliding to sticking appears. In
addition, experiments could answer the question on whether the idealisation of equal
static and kinetic friction is appropriate or whether more complex friction models
are needed to describe the underlying dynamics. Appropriate experimental setups
could be the ones used for the water droplets on the vibrating substrate, e.g. [42,43].
The coloured noise could be realised by a noise generator to change the vibrations
of the solid plate, on which the solid object is placed.
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Appendix A
Euler-Maruyama scheme
Here we want to show the derivation of an numerical algorithm for stochastic dif-
ferential equations [60], which is used in this thesis. We consider the following
stochastic differential equation
v˙(t) = −a(v(t)) +
√
Dξ(t) (A.1)
on a time interval [0, T ]. a(v(t)) represents a drift function and we only consider
additive noise here. Integration of Eq. (A.1) yields
v(T ) = v(0)−
∫ T
0
a(v(t))dt+
∫ T
0
√
Dξ(t)dt. (A.2)
To construct the numerical integration scheme, we divide the time interval into N
subintervals of size ∆t = T/N and we evaluate v(t) at each point tn = n∆t. In such
a subinterval, we have
v(tn+1) = v(tn)−
∫ tn+1
tn
a(v(t))dt+
∫ tn+1
tn
√
Dξ(t)dt. (A.3)
As ξ(t) is Gaussian (Eq. (1.3)),
∫ tn+1
tn
ξ(t)dt is also Gaussian, as we have〈∫ tn+1
tn
ξ(t)dt
〉
=
∫ tn+1
tn
〈ξ(t)〉dt = 0 (A.4)
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and 〈(∫ tn+1
tn
ξ(t)dt
)2〉
=
∫ tn+1
tn
∫ tn+1
tn
〈ξ(t)ξ(t′)〉dtdt′
=
∫ tn+1
tn
∫ tn+1
tn
δ(t− t′)dtdt′
= tn+1 − tn
= ∆t. (A.5)
If ∆t is small enough, for a subinterval [tn, tn+1] we have∫ tn+1
tn
a(v(t))dt ≈ a(v(tn))∆t (A.6)
and ∫ tn+1
tn
√
Dξ(t)dt =
√
DdWn (A.7)
where dWn denotes the increment of the Wiener process
dWn = Wtn+1 −Wtn ∼ N (0, tn+1 − tn). (A.8)
N (0, tn+1−tn) represents the normal distribution with mean 0 and variance tn+1−tn.
Thus, dWn can be generated from a standard normal distribution
dWn ∼
√
∆tN (0, 1) (A.9)
with ∆t = tn+1 − tn. Note that we have used the relation dWdt = ξ(t) in Eq. (A.7),
which only applies in a distributional sense as the Wiener process is nowhere differ-
entiable.
Finally, denoting n+1 = tn+1, we have the numerical algorithm to solve Eq. (A.1)
vn+1 = vn − a(vn)∆t+
√
D∆tN (0, 1). (A.10)
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Appendix B
Rescaling of variables
Here we demonstrate how the variables in the Langevin equation and the Fokker-
Planck equation are rescaled to consider the problem in non-dimensional units, or
in other words, how the number of contributing system parameters can be reduced.
In this section, we perform the rescaling for the Fokker-Planck equation; it can be
done in the same way for the Langevin equation.
Considering a one-dimensional problem in x, we have the Fokker-Planck equation
for the propagator p(x, t|x0, 0)
∂
∂t
p(x, t|x0, 0) = − ∂
∂x
h(x)p(x, t|x0, 0) + χ
2
∂2
∂x2
p(x, t|x0, 0) (B.1)
with the function h(x), which represents the drift, and the diffusion (which does not
depend on x) is represented by χ. We apply the transformation
u = c1x, z = c3t (B.2)
and we obtain the propagator for the new variables q(u, z|u0, 0) via
q(u, z|u0, 0) = p(x, t|x0, 0)
c1
. (B.3)
The contributions in the Fokker-Planck equation (Eq. (B.1)) change due to the
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transformation
∂
∂t
p(x, t|x0, 0) = c1c3 ∂
∂z
q(u, z|u0, 0), (B.4a)
∂
∂x
h(x)p(x, t|x0, 0) = c21
∂
∂u
h
(
u
c1
)
q(u, z|u0, 0), (B.4b)
∂2
∂x2
p(x, t|x0, 0) = c31
∂2
∂u2
q(u, z|u0, 0). (B.4c)
Thus, the full Fokker-Planck equation for the new variables reads
∂
∂z
q(u, z|u0, 0) = −c1
c3
∂
∂u
h
(
u
c1
)
q(u, z|u0, 0) + c
2
1
c3
χ
2
∂2
∂u2
q(u, z|u0, 0). (B.5)
For a two-dimensional system (x, y), the Fokker-Planck equation is
∂
∂t
p(x, y, t|x0, y0, 0) = − ∂
∂x
g(x, y)p(x, y, t|x0, y0, 0)
− ∂
∂y
h(x, y)p(x, y, t|x0, y0, 0)
+
χ
2
∂2
∂y2
p(x, y, t|x0, y0, 0), (B.6)
where we have the drift functions g(x, y) and h(x, y) and the diffusion constant χ.
Here we use the transformation
u = c1x, w = c2y, z = c3t, (B.7)
and the new propagator is
q(u,w, z|u0, w0, 0) = p(x, y, t|x0, y0, 0)
c1c2
. (B.8)
Similarly to Eqs. (B.4a) - (B.4c), the contributions of the Fokker-Planck equation
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change
∂
∂t
p(x, y, t|x0, y0, 0) = c1c2c3 ∂
∂z
q(u,w, z|u0, w0, 0), (B.9a)
∂
∂x
g(x, y)p(x, y, t|x0, y0, 0) = c21c2
∂
∂u
g
(
u
c1
,
w
c2
)
q(u,w, z|u0, w0, 0), (B.9b)
∂
∂y
h(x, y)p(x, y, t|x0, y0, 0) = c1c22
∂
∂w
h
(
u
c1
,
w
c2
)
q(u,w, z|u0, w0, 0), (B.9c)
∂2
∂y2
p(x, y, t|x0, y0, 0) = c1c32
∂2
∂w2
q(u,w, z|u0, w0, 0). (B.9d)
Finally, from Eqs. (B.9a) - (B.9d) we get
∂
∂z
q(u,w, z|u0, w0, 0) = −c1
c3
∂
∂u
g
(
u
c1
,
w
c2
)
q(u,w, z|u0, w0, 0)
−c2
c3
∂
∂w
h
(
u
c1
,
w
c2
)
q(u,w, z|u0, w0, 0)
+
c22
c3
χ
2
∂2
∂w2
q(u,w, z|u0, w0, 0). (B.10)
In the following sections (B.1 - B.8), we will apply these results to the different
Fokker-Planck equations, that are investigated in this thesis.
B.1 Ornstein-Uhlenbeck process with white noise
The Fokker-Planck equation reads
∂
∂t
p(v, t|v0, 0) = ∂
∂v
γvp(v, t|v0, 0) + D
2
∂2
∂v2
p(v, t|v0, 0). (B.11)
Thus, we have h(v) = −γv and χ = D. Using Eq. (B.5), we get
∂
∂z
q(u, z|u0, 0) = γ
c3
∂
∂u
uq(u, z|u0, 0) + c
2
1
c3
D
2
∂2
∂u2
q(u, z|u0, 0). (B.12)
Although it is possible to rescale the variables in order to change to an equation
without any system parameter left (with c1 =
√
2γ/D, c3 = γ), we choose c3 = 1,
c1 = D
−1/2 and keep γ to facilitate the demonstration of several concepts and
methods (see Sec. 2.1). The rescaled Fokker-Planck equation can be found in
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Eq. (2.2).
B.2 Ornstein-Uhlenbeck process driven by
coloured noise
The Fokker-Planck equation for this system reads
∂
∂t
p(v, η, t|v0, η0, 0) = ∂
∂v
(γv − η)p(v, η, t|v0, η0, 0) + ∂
∂η
η
τ
p(v, η, t|v0, η0, 0)
+
D
2τ 2
∂2
∂η2
p(v, η, t|v0, η0, 0). (B.13)
As this problem is two-dimensional, we use Eq. (B.10). With g(v, η) = −γv +
η, h(v, η) = −η/τ, χ = D/τ 2 we have
∂
∂z
q(u,w, z|u0, w0, 0) = ∂
∂u
(
γ
c3
u− c1
c2c3
w
)
q(u,w, z|u0, w0, 0)
+
∂
∂w
w
c3τ
q(u,w, z|u0, w0, 0)
+
c22
c3
D
2τ 2
∂2
∂w2
q(u,w, z|u0, w0, 0). (B.14)
Here we choose c1 = c2 = D
−1/2, c3 = 1 to keep the parameters γ and τ . The
rescaled Fokker-Planck equation corresponds to the dynamical equations Eqs. (2.12)
and (2.14).
B.3 Pure dry friction and white noise
Here we have the Fokker-Planck equation
∂
∂t
p(v, t|v0, 0) = ∂
∂v
νσ(v)p(v, t|v0, 0) + D
2
∂2
∂v2
p(v, t|v0, 0). (B.15)
With h(v) = −νσ(v) and χ = D, we get
∂
∂z
q(u, z|u0, 0) = ∂
∂u
c1
c3
νσ(u)q(u, z|u0, 0) + c
2
1
c3
D
2
∂2
∂u2
q(u, z|u0, 0). (B.16)
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We rescale all variables to non-dimensional units by choosing
c1
c3
ν = 1,
c21
c3
D
2
= 1 (B.17)
and obtain c1 =
2ν
D
, c3 =
2ν2
D
. The rescaled Fokker-Planck equation can be seen in
Eq. (1.7).
B.4 Dry friction, viscous friction and white noise
Here the Fokker-Planck equation is
∂
∂t
p(v, t|v0, 0) = ∂
∂v
[γv + νσ(v)] p(v, t|v0, 0) + D
2
∂2
∂v2
p(v, t|v0, 0), (B.18)
which gives us h(v) = −γv − νσ(v) and χ = D. Thus, we consider
∂
∂z
q(u, z|u0, 0) = ∂
∂u
[
γ
c3
u+
c1
c3
νσ(u)
]
q(u, z|u0, 0) + c
2
1
c3
D
2
∂2
∂u2
q(u, z|u0, 0). (B.19)
We choose
γ
c3
= 1,
c21
c3
D
2
= 1 (B.20)
and obtain c1 =
√
2γ
D
, c3 = γ. Therefore, the rescaled coefficient for the dry friction
is µ =
√
D
2γ
ν. The rescaled Fokker-Planck equation corresponds to the drift function
in Eq. (2.60).
B.5 Dry friction, viscous friction, constant bias
and white noise
The Fokker-Planck equation reads
∂
∂t
p(v, t|v0, 0) = ∂
∂v
[γv + νσ(v)− F ] p(v, t|v0, 0) + D
2
∂2
∂v2
p(v, t|v0, 0). (B.21)
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We have h(v) = −γv − νσ(v) + F and χ = D. Therefore, we get
∂
∂z
q(u, z|u0, 0) = ∂
∂u
[
γ
c3
u+
c1
c3
νσ(u)− c1
c3
F
]
q(u, z|u0, 0)
+
c21
c3
D
2
∂2
∂u2
q(u, z|u0, 0). (B.22)
We make the same choice as in Eq. (B.20) and obtain the two rescaled parameters
µ =
√
D
2γ
ν and b =
√
D
2γ
F . The rescaled system corresponds to the drift function in
Eq. (2.72).
B.6 Pure dry friction and coloured noise
The Fokker-Planck equation is
∂
∂t
p(v, η, t|v0, η0, 0) = ∂
∂v
(νσ0(v)− η)p(v, η, t|v0, η0, 0) + ∂
∂η
η
τ
p(v, η, t|v0, η0, 0)
+
D
2τ 2
∂2
∂η2
p(v, η, t|v0, η0, 0). (B.23)
Here we have g(v, η) = −νσ0(v) + η, h(v, η) = −η/τ, χ = D/τ 2 and we obtain
∂
∂z
q(u,w, z|u0, w0, 0) = ∂
∂u
(
c1ν
c3
σ0(u)− c1
c2c3
w
)
q(u,w, z|u0, w0, 0)
+
∂
∂w
w
c3τ
q(u,w, z|u0, w0, 0)
+
c22
c3
D
2τ 2
∂2
∂w2
q(u,w, z|u0, w0, 0). (B.24)
As we want to study the impact of the correlation time τ , we choose c1 =
1
Dν3
,
c2 = ν, c3 =
1
Dν2
. We obtain a rescaled correlation time τeff =
τ
Dν2
and arrive at
the corresponding Eqs. (3.1) and (3.2). Note that we have dropped the label eff
Chapter 3 for convenience.
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B.7 Dry friction, viscous friction, constant bias
and coloured noise
The underlying Fokker-Planck equation reads
∂
∂t
p(v, η, t|v0, η0, 0) = ∂
∂v
[γv + νσ0(v)− F − η] p(v, η, t|v0, η0, 0)
+
∂
∂η
η
τ
p(v, η, t|v0, η0, 0)
+
D
2τ 2
∂2
∂η2
p(v, η, t|v0, η0, 0). (B.25)
Here we have g(v, η) = −γv − νσ0(v) + F + η, h(v, η) = −η/τ, χ = D/τ 2 and this
leads to
∂
∂z
q(u,w, z|u0, w0, 0) = ∂
∂u
[
γ
c3
u+
c1ν
c3
σ0(u)− c1F
c3
− c1
c2c3
w
]
q(u,w, z|u0, w0, 0)
+
1
c3
∂
∂w
w
τ
q(u,w, z|u0, w0, 0)
+
c22
c3
D
2τ 2
∂2
∂w2
q(u,w, z|u0, w0, 0). (B.26)
We choose again c1 =
1
Dν3
, c2 = ν, c3 =
1
Dν2
. Thus, the correlation time is scaled as
previously τeff =
τ
Dν2
, the effective viscous friction is γeff = γDν
2 and the constant
force is scaled with the dry friction coefficient b = F
ν
. The corresponding dynamical
equations are Eqs. (4.1) and (4.3). Note that we have dropped the label eff in
Chapter 4 for convenience.
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B.8 Dry friction model with displacement and ve-
locity
Here the underlying Fokker-Planck equation is
∂
∂t
p(x, v, t|x0, v0, 0) = − ∂
∂x
vp(x, v, t|x0, v0, 0)
+
∂
∂v
[γv + νσ(v)− F ]p(x, v, t|x0, v0, 0)
+
D
2
∂2
∂v2
p(x, v, t|x0, v0, 0). (B.27)
This gives us g(x, v) = v, h(x, v) = −γv − νσ0(v) + F, χ = D and we obtain
∂
∂z
q(u,w, z|u0, w0, 0) = − c1
c2c3
w
∂
∂u
q(u,w, z|u0, w0, 0)
+
∂
∂w
[
γ
c3
u+
c2ν
c3
σ(u)− c2F
c3
]
q(u,w, z|u0, w0, 0)
+
c22
c3
D
2
∂2
∂w2
q(u,w, z|u0, w0, 0). (B.28)
We choose
c1
c2c3
= 1,
γ
c3
= 1,
c22
c3
D
2
= 1. (B.29)
and obtain c1 =
√
2γ3
D
, c2 =
√
2γ
D
, c3 = γ. As in Sec. B.5, we have a rescaled
dry friction coefficient µ =
√
2
Dγ
ν and a rescaled constant force b =
√
2
Dγ
F . The
corresponding equations of motion are Eqs. (5.1a) and (5.1b).
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Appendix C
Properties of special functions
In this section we want to give a short introduction to some special functions, which
are used in this thesis. First, we will introduce the parabolic cylinder functions and
afterwards we will discuss aspects of the confluent hypergeometric function of the
first kind. This section is mainly based on [2, 12,29,66].
C.1 Parabolic cylinder functions
The parabolic cylinder functions, also named Weber functions, are special functions,
which satisfy the following differential equation:
d2
dz2
Dλ(z)−
(
z2
4
− λ− 1
2
)
Dλ(z) = 0. (C.1)
This equation is also known as the Weber equation. Dλ(z), Dλ(−z), D−λ−1(iz)
and D−λ−1(−iz) are the solutions of Eq. (C.1) for non-integer values of λ, which
are connected by linear relations. As there are different notations for the parabolic
cylinder functions in the literature (see Eq. (C.7)), we denote them in this thesis as
Dλ(z) (which is the so-called Whittaker notation). The parabolic cylinder functions
can be expressed by the following integral representation
Dλ(z) =

e−z
2/4
Γ(−λ)
∫ ∞
0
t−λ−1e−zt−t
2/2dt for Re(λ) < 0,
ez
2/4√
pi/2
∫ ∞
0
tλe−t
2/2 cos(λpi/2− zt)dt for Re(λ) > −1,
(C.2)
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where Γ(−λ) is the Gamma function. The two expressions in Eq. (C.2) coincide for
−1 < Re(λ) < 0.
We have the following recurrence relation for the parabolic cylinder functions
Dλ+1(z) = zDλ(z)− λDλ−1(z) (C.3)
and the differential relations
d
dz
Dλ(z) =
z
2
Dλ(z)−Dλ+1(z), (C.4a)
d
dz
Dλ(z) = −z
2
Dλ(z) + λDλ−1(z). (C.4b)
From these expressions, we can derive the following useful formulas
d
dz
exp
(−z2/4)Dλ(z) = − exp (−z2/4)Dλ+1(z), (C.5a)
d
dz
exp
(
z2/4
)
Dλ(z) = λ exp
(
z2/4
)
Dλ−1(z). (C.5b)
Furthermore, we have the product identity
Dλ(z)Dλ+1(−z) +Dλ(−z)Dλ+1(z) =
√
2pi
Γ(−λ) . (C.6)
In order to study the asymptotic behaviour of Dλ(z) and Dλ(−z) for large values
z → ∞, we need to make a short excursion through the literature and thus, we
introduce a different notation for the parabolic cylinder functions, which is often
used in references e.g. [29]. We remark for the interested reader that the notation in
the following short paragraph is after Miller [74]. By applying the transformation
λ→ −λ− 1
2
, the Weber equation (Eq. (C.1)) changes to
d2
dz2
U(λ, z)−
(
z2
4
+ λ
)
U(λ, z) = 0 (C.7)
and can be solved by the functions U(λ, z) and V (λ, z), which are called parabolic
cylinder function as well. U(λ, z) is also known as the Whittaker function. They
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are connected to the previously used functions Dλ(z) through
U(λ, z) = D−λ− 1
2
(z) (C.8)
and
V (λ, z) =
Γ
(
1
2
+ λ
)
pi
[
sin(piλ)D−λ− 1
2
(z) +D−λ− 1
2
(−z)
]
. (C.9)
Furthermore, we have the relation
U(λ,−z) = − sin(piλ)U(λ, z) + pi
Γ
(
1
2
+ λ
)V (λ, z). (C.10)
For a fixed λ, we have for the asymptotic behaviour z →∞
U(λ, z) ∼ z−λ− 12 exp
(
−z
2
4
)
, |arg(z)| < 3
4
pi (C.11)
and
V (λ, z) ∼
√
2
pi
zλ−
1
2 exp
(
z2
4
)
, |arg(z)| < 1
4
pi. (C.12)
Using these results and going back to the previously used notation, we investigate
the asymptotic behaviour of the functions Dλ(z). Considering the limit z →∞ now,
we have
Dλ(z) = U
(
−λ− 1
2
, z
)
∼ zλ exp
(
−z
2
4
)
(C.13)
thus, it decays at infinity. On the other hand, forD−λ(−z) we have (using Eq. (C.10))
Dλ(−z) = U
(
−λ− 1
2
,−z
)
= − sin
(
pi
(
−λ− 1
2
))
U
(
−λ− 1
2
, z
)
+
pi
Γ (−λ)V
(
−λ− 1
2
, z
)
∼ −zλ exp
(
−z
2
4
)
+ z−λ−1 exp
(
z2
4
)
, (C.14)
which means it diverges at infinity.
In Chapter 5 we have to check the asymptotic behaviour for large velocities
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v → ±∞ in the expressions (see Eqs. (5.33), (5.52) and (5.53))
DΓ(v + µ− b+ 2iβ), DΓ(−(v + µ− b+ 2iβ)). (C.15)
As the argument of the parabolic cylinder function is a complex number
(z = v + µ − b + 2iβ), we need to take the above conditions for the argument of
Dλ(z) into account (see Eqs. (C.11) and (C.12)). We have
arg(v + µ− b+ 2iβ) = arctan
(
2iβ
v + µ− b
)
. (C.16)
For a fixed β and v →∞ this expression approaches zero. Thus, the above asymp-
totic expressions (Eqs. (C.11) - (C.14)) can be used and we find that
DΓ(v + µ− b+ 2iβ) (C.17)
satisfies the boundary conditions at v →∞, whereas
DΓ(−(v + µ− b+ 2iβ)) (C.18)
decays for v → −∞.
C.2 Confluent hypergeometric function
In this thesis, we use Kummer’s confluent hypergeometric function of the first kind
also known as Kummer’s function, which is denoted as 1F1 (a; b; z)). Other symbols
used in the literature for this hypergeometric function are M (a, b, z) or Φ (a; b; z).
The confluent hypergeometric function is a solution of the confluent hypergeometric
differential equation (also called Kummer’s equation)
z
∂2
∂z2
1F1 (a; b; z) + (b− z) ∂
∂z
1F1 (a; b; z)− a 1F1 (a; b; z) = 0 (C.19)
and can be represented as the following power series
1F1 (a; b; z) =
∞∑
k=0
(a)kz
k
(b)kk!
. (C.20)
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Here we have the Pochhammer symbols (a)k and (b)k with
(a)n =
Γ(a+ n)
Γ(a)
= a(a+ 1) · · · (a+ n− 1). (C.21)
The confluent hypergeometric function can be expressed by the following integral
representation
1F1 (a; b; z) =
Γ(b)
Γ(b− a)Γ(a)
∫ 1
0
eztta−1(1− t)b−a−1dt (C.22)
if the real parts of a and b are larger than zero.
The confluent hypergeometric function can be related to many other functions,
e.g.
1F1 (a; a; z) = e
z. (C.23)
In Chapter 3, we use the connection to the parabolic cylinder functions [2]
D−λ− 1
2
(z) +D−λ− 1
2
(−z)
= U(λ, z) + U(λ,−z)
=
Γ
(
1
4
− λ
2
)
cos
[
pi
(
1
4
+ λ
2
)]
√
pi2
λ
2
− 3
4
exp
(
−z
2
4
)
1F1
(
λ
2
+
1
4
;
1
2
;
z2
2
)
, (C.24)
where U(λ, z) denotes Whittaker’s function (see Eqs. (C.7) and (C.8)). Therefore,
we apply Eq. (C.24) to Eq. (3.31)
D−sτ (
√
2τη0) +D−sτ (−
√
2τη0)
D−sτ (
√
2τα) +D−sτ (−
√
2τα)
exp
[τ
2
(
η20 − α2
)]
=
Γ( 12− sτ2 ) cos[pi( sτ2 )]√
pi2
sτ
2 − 54
exp
(
− τη20
2
)
1F1
(
sτ
2
; 1
2
; η20τ
)
Γ( 12− sτ2 ) cos[pi( sτ2 )]√
pi2
sτ
2 − 54
exp
(− τα2
2
)
1F1
(
sτ
2
; 1
2
;α2τ
) exp [τ2 (η20 − α2)]
=
1F1
(
sτ
2
; 1
2
; η20τ
)
1F1
(
sτ
2
; 1
2
;α2τ
) (C.25)
which is the result in Eq. (3.32).
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Furthermore, in Chapter 3 we have to compute the following integral (see Eq. (3.33))
f˜(s) =
1
2
∫ 1
−1
1F1
(
sτ
2
; 1
2
; η20τ
)
1F1
(
sτ
2
; 1
2
; τ
) dη0. (C.26)
The denominator in Eq. (C.26) does not depend on η0 and as the argument in the
numerator is quadratic in η0, we only need to consider
1
2
∫ 1
−1
1F1
(
sτ
2
;
1
2
; η20τ
)
dη0 =
∫ 1
0
1F1
(
sτ
2
;
1
2
; η20τ
)
dη0. (C.27)
We apply the substitution η20 = z (and dη0 = |dz/2
√
z|) and obtain∫ 1
0
1
2
√
z
1F1
(
sτ
2
;
1
2
; τz
)
dz. (C.28)
Thus, we can use the following expression to solve the integral [102]∫
zα−1 1F1 (a; b; cz) dz =
zα 2F2 (a, α; b, α + 1; cz)
α
(C.29)
where
2F2 (a1, a2; b1, b2; z) =
∞∑
k=0
(a1)k(a2)kz
k
(b1)k(b2)kk!
(C.30)
is the generalized hypergeometric function 2F2. From Eq. (C.28) (or Eq. (3.33)) we
see that the integrand in Eq. (C.29) has the parameters a = sτ
2
, b = 1
2
, c = τ, α = 1
2
.
Thus, α and b cancel out in Eq. (C.29) (represented by a2 and b1 in Eq. (C.30)),
and we obtain ∫ 1
0
1F1
(
sτ
2
;
1
2
; η20τ
)
dη0 = 1F1
(
sτ
2
;
3
2
; τ
)
(C.31)
Finally, we have
f˜(s) =
1
2
∫ 1
−1
1F1
(
sτ
2
; 1
2
; η20τ
)
1F1
(
sτ
2
; 1
2
; τ
) dη0
=
1F1
(
sτ
2
; 3
2
; τ
)
1F1
(
sτ
2
; 1
2
; τ
) . (C.32)
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Appendix D
Exit time problem for an
Ornstein-Uhlenbeck process
Here we want to sketch the derivation of the exit time distribution (or first passage
time distribution) for an Ornstein-Uhlenbeck process with two absorbing boundaries
at αL and αR. The interested reader may consult [25, 87] as historic accounts and
[38] for more detailed and general aspects of exit time problems. We base our
computations on a more approachable representation [76]. Our equation of motion
is the Ornstein-Uhlenbeck process, which generates the coloured noise (e.g. see
Eq. (2.14))
η˙(t) = −η(t)
τ
+
ξ(t)
τ
. (D.1)
The corresponding Fokker-Planck equation for the propagator P (η, t|η0, 0) reads
∂
∂t
P (η, t|η0, 0) = ∂
∂η
η
τ
P (η, t|η0, 0) + 1
2τ 2
∂2
∂η2
P (η, t|η0, 0). (D.2)
We have the absorbing boundaries
P (αL, t|η0, 0) = 0, P (αR, t|η0, 0) = 0 (D.3)
and the initial condition
P (η, 0|η0, 0) = δ(η − η0). (D.4)
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The exit time distribution is related to the propagator of a stochastic process for
η(t) via
f(T, η0) = − ∂
∂T
∫ αR
αL
P (η, T |η0, 0)dη. (D.5)
There are two different approaches to calculate f(T, η0). The first is based on
solving Eq. (D.2) and finding an expression for the propagator P (η, t|η0, 0) e.g. via
its spectral representation. The second way is to derive an equation for the exit
time distribution f(T, η0). Here we will follow the latter method. The propagator
P (η, t|η0, 0) satisfies the corresponding backward Kolmogorow equation
∂
∂t
P (η, t|η0, 0) = −η0
τ
∂
∂η0
P (η, t|η0, 0) + 1
2τ 2
∂2
∂η20
P (η, t|η0, 0). (D.6)
The boundary conditions are
P (η, t|αL, 0) = 0, P (η, t|αR, 0) = 0 (D.7)
and the initial condition is the same as in Eq. (D.4). From the Eqs. (D.5) and (D.6)
we can derive an equation for f(T, η0)
∂
∂T
f(T, η0) = −η0
τ
∂
∂η0
f(T, η0) +
1
2τ 2
∂2
∂η20
f(T, η0) (D.8)
with an initial condition
f(0, η0) = 0, αL < η0 < αR (D.9)
and the following boundary conditions
f(T, αL) = δ(T ), f(T, αR) = δ(T ). (D.10)
In order to solve Eq. (D.8), we take the Laplace transform with respect to T
f˜(s, η0) =
∫ ∞
0
f(T, η0)e
−sTdT (D.11)
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and we obtain
1
2τ 2
∂2
∂η20
f˜(s, η0)− η0
τ
∂
∂η0
f˜(s, η0)− sf˜(s, η0) = 0. (D.12)
The boundary conditions (Eq. (D.10)) translate to
f˜(s, αL) = 1, f˜(s, αR) = 1. (D.13)
Thus, Eq. (D.12) has become an ordinary differential equation in Laplace space.
Next, we introduce the scaled variable
m0 =
√
2τη0 (D.14)
and we get
∂2
∂m20
f˜(s,m0)−m0 ∂
∂m0
f˜(s,m0)− sτ f˜(s,m0) = 0. (D.15)
Furthermore, we use the following ansatz
f˜(s,m0) = e
m20/4g˜(s,m0) (D.16)
and we get rid of the term with the first derivative ∂
∂m0
f˜(s,m0)
∂2
∂m20
g˜(s,m0)−
(
m20
4
+ sτ − 1
2
)
g˜(s,m0) = 0 (D.17)
Equation (D.17) is called the Weber equation (see Eq. C.1 as well). Its general
solution is
g˜(s,m0) = A1D−sτ (m0) + A2D−sτ (−m0) (D.18)
where D−sτ (m0) and D−sτ (−m0) are parabolic cylinder functions and represent the
two independent solutions of Eq. (D.17). To find the expressions for the coefficients
A1 and A2, we have to take into account the absorbing boundaries (Eq. (D.13)). We
have
eα
2
L/4g˜(s, αL) = 1, (D.19a)
eα
2
R/4g˜(s, αR) = 1. (D.19b)
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Inserting the expression from Eq. (D.18), we get
eα
2
L/4[A1D−sτ (αL) + A2D−sτ (−αL)] = 1, (D.20a)
eα
2
R/4[A1D−sτ (αR) + A2D−sτ (−αR)] = 1. (D.20b)
Solving for A1 and A2 yields
A1 = −
[
D−sτ (−αL)e−α2R/4 −D−sτ (−αR)e−α2L/4
]
D−sτ (αL)D−sτ (−αR)−D−sτ (αR)D−sτ (−αL) , (D.21a)
A2 =
[
D−sτ (αL)e−α
2
R/4 −D−sτ (αR)e−α2L/4
]
D−sτ (αL)D−sτ (−αR)−D−sτ (αR)D−sτ (−αL) . (D.21b)
Thus, we finally obtain for g˜(s,m0)
g˜(s,m0) =
[
D−sτ (αL)e−α
2
R/4 −D−sτ (αR)e−α2L/4
]
D−sτ (−m0)
D−sτ (αL)D−sτ (−αR)−D−sτ (αR)D−sτ (−αL)
−
[
D−sτ (−αL)e−α2R/4 −D−sτ (−αR)e−α2L/4
]
D−sτ (m0)
D−sτ (αL)D−sτ (−αR)−D−sτ (αR)D−sτ (−αL) . (D.22)
Going backwards with all transformations (see Eqs. (D.14) and (D.16)), we arrive
at the following expression for the exit time distribution in Laplace space
f˜(s, η0) =
[(
D−sτ (
√
2ταL)e
− τ
2
α2R −D−sτ (
√
2ταR)e
− τ
2
α2L
)
D−sτ (−
√
2τη0)
−
(
D−sτ (−
√
2ταL)e
− τ
2
α2R −D−sτ (−
√
2ταR)e
− τ
2
α2L
)
D−sτ (
√
2τη0)
]
× exp
(
τ
2
η20
)
D−sτ (
√
2ταL)D−sτ (−
√
2ταR)−D−sτ (
√
2ταR)D−sτ (−
√
2ταL)
.
(D.23)
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For the case of a symmetric exit interval around η0 = 0, i.e. αR = α, αL = −α,
Eq. (D.22) simplifies to
g˜(s,m0) =
[
D−sτ (−α)e−α2/4 −D−sτ (α)e−α2/4
]
D−sτ (−m0)
D−sτ (−α)D−sτ (−α)−D−sτ (α)D−sτ (α)
−
[
D−sτ (α)e−α
2/4 −D−sτ (−α)e−α2L/4
]
D−sτ (m0)
D−sτ (−α)D−sτ (−α)−D−sτ (α)D−sτ (α)
= e−α
2/4D−sτ (−m0) +D−sτ (m0)
D−sτ (−α) +D−sτ (α) , (D.24)
and therefore we obtain for the exit time distribution
f˜(s, η0) =
D−sτ (−
√
2τη0) +D−sτ (
√
2τη0)
D−sτ (−
√
2τα) +D−sτ (
√
2τα)
exp
(τ
2
(
η20 − α2
))
. (D.25)
This result is used in Sec. 3.3.2 (Eq. (3.31)).
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