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Abstract
In this paper, we price the zero-coupon bond of the extended Cox-
Ingersoll-Ross model by a Dyson type formula established in one of
the authors’ paper Jin, Peng and Schelllhorn (2016) using Malliavin
calculus. This formula provides a fast convergent series to represent
the bond price, and it depends on the given drift and volatility of the
interest rate process but not the instantaneous forward rate used in
Maghsoodi (1996). This expression can be also regarded as a new so-
lution to a class of Reccati equations with time-dependent coefficients.
Keywords: Cox-Ingersoll-Ross model, Zero-coupon bond, Bond pric-
ing formula, Malliavin calculus, Dyson type formula.
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1 Introduction
The Cox-Ingersoll-Ross (CIR) process is a short rate model used in the pricing
of interest rate derivatives r and is given by the following Itoˆ-type stochastic
differential equation (SDE),
drs = a (rs + b) ds + σ
√
rsdWs, (1.1)
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where W is a standard Brownian motion and a, b, and σ are positive con-
stants. This model was first introduced in [1], and popularized due to the use
of volatility modeling by Heston in [2]. Nowadays, due to its desirable prop-
erties, such as non-negativity, mean-reversion and analytical tractability, it
plays a key role in the field of option pricing, for instance when modeling
squared volatilities in the Heston model [2]. For practitioners, however, the
main shortcoming of the constant parameters version of the model (1.1) is
that it cannot reproduce the original term structure of interest rates. This
fact was highlighted in several papers such as [4, 7, 11].
In order to adapt the CIR model to be more consistent with the current
term structure of interest rates, Hull and White [4] extended the CIR model
to the one with time-dependent coefficients as
drs = k(s)(θ(s)− rs)ds + σ(s)√rsdWs, (1.2)
where k, θ and σ are nonrandom one-variable functions. It is simply defined
by the diffusion process, and a unique strong solution to this process exists
without lying on a very strong assumption, see [4]. This model is called
the extended CIR (ECIR) model, which is frequently used to explain the
behavior of term structure of interest rates, especially prices of zero-coupon
bonds at any time t for maturity date T ≥ t, which is
P (t, T ) := E
[
exp
(
−
∫ T
t
rs ds
)∣∣∣∣Ft
]
.
However, the general bond price is very hard to calculate analytically. In
[8], Maghsoodi presented the interest rate in ECIR model as a sum of squares
of Ornstein-Uhlenbeck processes when the dimension d(t) := 4k(t)θ(t)/σ2(t)
is a fixed positive integer, thus it follows the generalized chi-square distribu-
tion. A closed form for the interest rate when d is a positive real value is also
given in [8]. Then, the term structure dynamics of the ECIR model with a
closed form of the discount bond price is given as
P (t, T ) = A(t, T )e−B(t,T )rt ,
where B(t, T ) is a solution to a time-dependent Riccati equation, and A(t, T )
can be obtained from B(t, T ). In [8], the expression of B(t, T ) depends on
the initial boundary condition B(0, s) with s ∈ [t, T ], which is still unknown.
Remark 3.1 of [8] gives a way to estimate B(0, s) using historical data with
the instantaneous forward rate being supposed to be known, see [4] also.
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In our paper, we apply a Dyson type formula established in [5] via Malli-
avin calculus to calculate P (t, T ) to an analytical series for positive integer
dimension. The main advantage of our expression is that we do not need the
prior information of the initial boundary condition B(0, s). This expression
can also be understood as a new solution to a time-dependent Riccati equa-
tion. In practice, comparing to the Monte-Carlo simulation which requires
a lot of computation time (see [3] for example), our expression is a rapidly
convergent series and the first few terms involve only simple multiple inte-
grals of nonrandom functions which are time-saving in numerical or manual
calculations.
We organize this paper as the following. We first introduce some basic
concepts and rules of Malliavin calculus and the Dyson type formula in sec-
tion 2. In section 3, we state our main results of the analytical expressions for
the bond price. In section 4, we provide some numerical examples. Finally,
Appendix collects the proofs of technical lemmas.
2 Notations and Preliminaries
In this section, we briefly review some basic Malliavin calculus and introduce
the Dyson type formula for a Brownian martingale established in [5]. We
denote by (Ω,F , {F t},P) the complete filtered probability space, where the
filtration {F t} satisfies the usual conditions, i.e., it is the usual augmenta-
tion of the filtration generated by Brownian motion W on R. Unless stated
otherwise all equations involving random variables are to be regarded to hold
P-almost surely.
Following [10], we say that a real function g : [0, T ] → Rn is symmetric
if:
g(xσ(1), . . . , xσ(n)) = g(x1, . . . , xn),
for all permutations σ on {1, 2, .., n}. If in addition, g ∈ L2([0, T ]n), i.e.,
||g||2L2([0,T ]n) =
∫ T
0
. . .
∫ T
0
g2(x1, . . . , xn) dx1 . . . dxn < +∞,
then we say g belongs to Lˆ2([0, T ]n), the space of symmetric square-integrable
functions on [0, T ]n. Denote by L2(Ω) the space of random variables with
finite variances, i.e.,
‖F‖L2(Ω) :=
√
E[F 2] < +∞.
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The Wiener chaos expansion of F ∈ L2(Ω), is defined by
F =
∞∑
m=0
Im(fm) in L
2(Ω), (2.1)
where {fm}∞m=0 is a uniquely determined sequence of nonrandom functions
(m-dimensional kernels) in Lˆ2([0, T ]n), and the operator Im : Lˆ
2([0, T ]n) →
L2(Ω) is defined as{
Im(fm) :=
∫ T
0
∫ tm
0
...
∫ t2
0
fm(t1, ..., tm) dWt1 dWt2 ... dWtm , if m > 0;
I0(f0) := f0.
Following Lemma 4.16 in [9], the Malliavin derivative DtF of F , when it
exists, satisfies
DtF =
∞∑
m=0
mIm−1(fm(·, t)) in L2(Ω).
We denote the Malliavin derivative of order l of F at time t by DltF , as an
abbreviation of Dt . . .Dt︸ ︷︷ ︸
l times
F . We call D∞([0, T ]) the set of random variables
which are infinitely Malliavin differentiable and FT -measurable. A random
variable is said to be infinitely Malliavin differentiable if for any positive
integer n,
E

( sup
s1,...,sn∈[0,T ]
∣∣Dsn . . . Ds1F ∣∣
)2 < +∞. (2.2)
In particular, we denote by DN([0, T ]) the space of all random variables F
which satisfy (2.2) for all n ≤ N . The Malliavin derivative satisfies the usual
product and chain rules:
1. Product rule: for any t ≥ 0,
Dt(FG) = FDtG+GDtF.
2. Chain rule: if f(x1, ..., xn) is an n-variable differentiable function, then
Dsf(Wt1 , ...,Wtn) =
n∑
i=1
∂f
∂xi
(Wt1 , ...,Wtn)1[0,ti](s).
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Given ω ∈ Ω, we define the freezing path operator ωt as
(ωt ◦ F )(ω) := F (ωt(ω)),
where ωt(ω) represents a “frozen path” - a particular path where the corre-
sponding Brownian motion becomes a constant after time t. For example,
ωt ◦Ws(ω) =Ws(ωt(ω)) =
{
Ws(ω) if s ≤ t;
Wt(ω) if t ≤ s ≤ T. (2.3)
In the remainder of text, for convenience, we only write ωt instead of ωt(ω),
and F instead of F (ω). We give in the following remark some examples
for the freezing path operator, which can also be viewed as a constructive
definition of this operator. For more details, we refer to Section 2.1 of [5].
Remark 2.1. Let t ≤ T :
1. Suppose F = p(Ws1 , . . . ,Wsn), where p is a polynomial. Then ω
t ◦F =
p(Ws1∧t, . . . ,Wsn∧t).
2. The following equations hold:
ωt ◦
(∫ T
0
f(s) dWs
)
=
∫ t
0
f(s) dWs;
ωt ◦
(∫ T
0
Ws ds
)
=
∫ t
0
Ws ds +Wt(T − t).
3. Acting a freezing path operator on an Itoˆ integral is more complicated,
for example,
ωt ◦
(∫ T
0
Ws dWs
)
= ωt ◦
(
W 2T − T
2
)
=
W 2t − T
2
.
For a general case ωt ◦ Im(fm), we refer to Proposition 2 in [6].
4. It is worth emphasizing the following fact to readers, that is
ωt ◦ (DsF ) 6= Ds
(
ωt ◦ F ) .
For instance, if t < s ≤ T , then ωt ◦ (DsW 2T ) = ωt ◦ (2WT ) = 2Wt, but
Ds(ω
t ◦W 2T ) = DsW 2t = 0.
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Now we state the Dyson type formula, which is Theorem 2.3 in [5].
Theorem 2.1. Suppose that a random variable F is FT -measurable and
satisfies the following condition
(T − t)2n
(2nn!)2
E

( sup
u1,...,un∈[t,T ]
∣∣ωt ◦ (D2un . . .D2u1F )∣∣
)2 n→∞−−−→ 0 (2.4)
for a fixed t ∈ [0, T ]. Then in L2(Ω),
E[F |Ft] =
+∞∑
n=0
1
2nn!
∫
[t,T ]n
ωt ◦ (D2sn . . . D2s1F ) dsn . . . ds1. (2.5)
3 Zero-Coupon Bond Price of the Extended
CIR Model
In this section, we use Theorem 2.1 to price the zero-coupon bond of the
extended CIR model defined by
drs = 2k(s) (θ(s)− rs) ds + 2σ(s)√rs dWs, (3.1)
where the initial value is a constant r0, k(s) and σ(s) are nonrandom functions
which satisfy d = 2k(t)θ(t)/σ2(t) being a fixed positive integer. Note that
this matches (1.2) with constant multiplying.
By Theorem 2.1 of [8], the interest rate {rs}s≥0 can be represented as
{rs}s≥0 =
{
d∑
i=1
(X(i)s )
2
}
s≥0
, (3.2)
where {X(i)}i are i.i.d. Ornstein-Uhlenbeck processes defined by
dX(i)s = −k(s)X(i)s ds+ σ(s) dW (i)s , (3.3)
with X
(i)
0 = x0 =
√
r0
d
and W (i) ∈ (Ω, {F (i)t }t≥0,P) being independent stan-
dard Brownian motions for all i = 1, . . . , d. Thus X(i) has an explicit expres-
sion
X
(i)
t = x0e
−
∫ t
0 k(u) du +
∫ t
0
e−
∫ t
u
k(r) drσ(u) dW (i)u . (3.4)
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Let
F = exp
(
−
∫ T
t
r(s) ds
)
.
Our goal is to find the bond price P (t, T ) = E[F |Ft] for any fixed t ∈ [0, T ].
Since F can be written as F =
∏d
i=1 F
(i) where F (i) := exp(− ∫ T
t
(X
(i)
s )2 ds),
we can decompose P (t, T ) into a product of conditional expectations due to
the independence of X(i), which is
P (t, T ) = E[F |Ft] =
d∏
i=1
E[F (i)|F (i)t ]
=
d∏
i=1
E
[
exp
(
−
∫ T
t
(X(i)s )
2 ds
)∣∣∣∣F (i)t
]
, (3.5)
where F (i) is the natural filtration of Brownian motion W (i).
Now, we apply Theorem 2.1 to calculate P (t, T ) by an analytical series
which only depends on drift k and volatility σ. To guarantee the convergence
of the series, we first present the following lemma.
Lemma 3.1. If F = exp
(
− ∫ T
t
rs ds
)
where r is the solution to SDE (3.1),
for any fixed t and T , the condition (2.4) is satisfied.
Applying the series (2.5) on (3.5), we obtain
E[F |Ft] =
d∏
i=1
+∞∑
n=0
1
2nn!
∫
[t,T ]n
ωt ◦ (D2sn . . .D2s1F (i)) dsn . . . ds1. (3.6)
It is worth noticing that we apply (2.5) on each of E[F (i)|F (i)] separately, thus
the freezing path operator ω is to freeze the sample paths of each Brownian
motion W (i) to a constant after time t. To save space, we write ω without
distinguishing them.
To calculate (3.6), the key part is the structure of the iterated Malliavin
derivatives acted by the freezing path operator: ωt ◦ (D2sn . . .D2s1F (i)). We
intensively discuss a special case starting from the representation (3.2) in-
stead of the solution of SDE (3.1), in which we assume k(t) ≡ 0. The case
with time-dependent k = k(t) follows similarly.
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For detailed calculation, we prepare some notations for simplicity. Fixed
t and T , denote
F = eY with Y := −
∫ T
t
X2s ds and Xs = x0 +
∫ s
0
σ(u) dWu.
We get rid of index i because {X(i)}i are i.i.d. To calculate D2sn . . .D2s1F , the
main technical problem arises from the time variables contained in Malliavin
derivatives. We list two simple results and some intuitive observations:
D2s1F = F
(
(Ds1Y )
2 +D2s1Y
)
;
D2s1D
2
s2
F = F
(
2 (Ds1s2Y )
2 + (Ds1Y )
2 (Ds2Y )
2 +D2s1Y (Ds2Y )
2
+D2s2Y (Ds1Y )
2 +D2s1Y D
2
s2
Y + 4Ds1Y Ds2Y Ds1s2Y
)
.
Recall that we write DsDs by D
2
s . To save space, we write Ds1Ds2 by Ds1s2 .
Observations:
1. D2sn . . .D
2
s1
F equals to F multiplied by an expression in terms of Y ;
2. In each term, each of Ds1, . . . , Dsn appears twice;
3. Taking Malliavin derivatives on Y more than twice is 0. For example,
Ds3Ds2Ds1Y = 0.
The structure of D2sn . . .D
2
s1
F can be described by the following lemma.
Lemma 3.2. D2sn . . .D
2
s1
F = F
∑
α∈Bn
Kα where Kα is the multiplication
of terms that have forms shown in the third column of Table 1, subjected to
a certain set partition α. Bn denotes all partitions of set {1, 1, 2, 2, ..., n, n}
satisfying the following rules:
In each subset, there is either only one element, or all elements are in
pairs, or all elements are in pairs except two elements (see the second col-
umn in Table 1). For a certain α, the correspondence between the subset in
partition α and terms in Kα is shown in Table 1.
Next, we establish the analytical structure of iterated Malliavin deriva-
tives acted on by the freezing path operator ωt, that is ωt ◦ (D2sn . . .D2s1F ).
Lemma 3.3. For all non-negative integer m, we have
ωt ◦ (D2s1 . . .D2snF ) := (ωt ◦ F ) n∑
m=0
Gmn (s1, ..., sn)
(
n∏
i=1
σ(si)
2
)
X2mt (3.7)
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Subset Derivative of X
Case 1 {i} DsiY
Case 2 {i, i} D2siY
Case 3 {i1.i1, i2, i2} 2
(
Dsi1si2Y
)2
Case 4 {i1, i1, i2, i2, ..., ik, ik}, (k ≥ 3) 2kDsi1si2Y Dsi2si3Y . . .Dsiksi1Y
Case 5 {i1, i2, i2, i3, i3, ..., ik−1, ik−1, ik}, (k ≥ 2) 2kDsi1si2Y Dsi2si3Y . . .Dsik−1sikY
Table 1: Relations between subset of {1, 1, 2, 2, . . . , n, n} and derivative of
X .
where Gmn (s1, ..., sn) is an n-variable polynomial which can be computed by
the following recurrence formulas:
1. G00 = 1 and G
m
n = 0 when m > n.
2. For n > 0 and m = 0,
G0n = −2(T − sn)G0n−1(sˆn)
+
n−1∑
k=1
∑
{i1,i2...ik}⊂{1,...,n−1}
(−1)k+122k+1(T − sn ∨ si1) . . . (T − sik ∨ sn)
×G0n−k−1(sˆi1, ..., sˆik , sˆn). (3.8)
3. For n ≥ m ≥ 1,
Gmn =
1
m
n∑
i=1
4(T − si)2Gm−1n−1 (sˆi)
− 1
m
∑
{i,j}⊂{1,...,n}
25(T − si)(T − si ∨ sj)(T − sj)Gm−1n−2 (sˆi, sˆj)
+
1
m
n−2∑
k=1
∑
{i,j}⊂{1,...,n}
{i1,...,ik}⊂{1,...,n}\{i,j}
(−1)k+122k+5
×(T − si)(T − si ∨ si1) . . . (T − sik ∨ sj)(T − sj)
×Gm−1n−k−2(sˆi, sˆj, sˆi1, ..., sˆik). (3.9)
G(sˆi) denotes the function G containing all variables s1, s2, ..., sn except si.
Proofs of Lemma 3.1-3.3 are collected in Appendix.
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Lemma 3.3 gives us a way to analytically calculate the bond price P (t, T ).
Note that when k = 0,
ωt ◦ F (i) = ωt ◦ exp
(
−
∫ T
t
(X(i)s )
2 ds
)
= e−(T−t)(X
(i)
t )
2
.
Combining (3.6) and (3.7), we have
P (t, T )
=
d∏
i=1
∞∑
n=0
1
2nn!
∫
[t,T ]n
ωt ◦ (D2sn . . .D2s1F (i)) dsn . . .ds1
= e−(T−t)rt
d∏
i=1
∞∑
n=0
n∑
m=0
∫
[t,T ]n
1
2nn!
Gmn (s1, ..., sn)
n∏
j=1
σ(sj)
2(X
(i)
t )
2m dsn... ds1
= e−(T−t)rt
d∏
i=1
∞∑
m=0
Am(t, T )(X
(i)
t )
2m, (3.10)
where Am(t, T ), m = 0, 1, 2, . . . , is defined by
Am(t, T ) :=
∞∑
n=m
∫
[t,T ]n
1
2nn!
Gmn (s1, ..., sn)
(
n∏
j=1
σ(sj)
2
)
dsn . . .ds1. (3.11)
Now we present our main result, which is a significantly simplified ex-
pression of (3.10).
Theorem 3.1. Following the definition (3.11), for any integer m ≥ 2 and
t ≤ T ,
A0(t, T )
m−1Am(t, T ) =
1
m!
A1(t, T )
m. (3.12)
Therefore, the zero-coupon bond price of the ECIR model defined by (3.2)
with k(t) ≡ 0 is, for any 0 ≤ t ≤ T ,
P (t, T ) = A0(t, T )
de
−
(
T−t−
A1(t,T )
A0(t,T )
)
rt . (3.13)
Proof. Equation (3.12) is equivalent to
(m+ 1)A0(t, T )Am+1(t, T ) = A1(t, T )Am(t, T ). (3.14)
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For notation simplicity, we remove time variables t and T , and define Bmn for
all non-negative integers m and n as
Bmn :=
∫
[t,T ]n
1
2nn!
Gmn (s1, ..., sn)
(
n∏
j=1
σ(sj)
2
)
dsn . . . ds1.
And Ck for all integer k ≥ 0 as
Ck :=
∫
[t,T ]n
(T−si)(T−si∨si1)...(T−sik∨sj)(T−sj)
n∏
l=1
σ(sil)
2 dsi dsi1 ... dsik dsj .
By convention, C0 =
∫
[t,T ]2
(T − si)(T − sj)σ(si)2σ(sj)2 dsi dsj and Ck = 0
when k < 0. Also denote C :=
∫
[t,T ]
(T − s)2σ(s)2 ds. With these notations,
it is obvious to see that Am =
∑∞
n=mB
m
n . Integrating (3.9) and noting that
all integrands are symmetric, we obtain
Bmn =
2
m
Bm−1n−1 C +
n−2∑
k=0
(−1)k+12k+2
mk!
Bm−1n−k−2Ck.
The left hand side of (3.14) can be written as
(m+ 1)A0Am+1 = (m+ 1)
(
∞∑
p=0
B0p
)(
∞∑
q=m+1
Bm+1q
)
=
(
∞∑
p=0
B0p
)(
∞∑
q=m+1
(
2Bmq−1C +
q−2∑
k=0
(−1)k+12k+2
k!
Bmq−k−2Ck
))
.
For particular p0 and q0, the coefficient of the term B
0
p0
Bmq0 is
2C +
∞∑
q=m+1
(−1)q−q0−12q−q0
(q − q0 − 2)! Cq−q0−2
which, by the changing of variable i = q − q0 − 2, is
2C +
∞∑
i=m−q0−1
(−1)i+12i+2
i!
Ci.
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Similarly, the right hand side of (3.14) can be written as
A1Am =
(
∞∑
p=1
B1p
)(
∞∑
q=m
Bmq
)
=
∞∑
p=1
(
2B0p−1C +
p−2∑
k=0
(−1)k+12k+2
k!
B0p−k−2Ck
)(
∞∑
q=m
Bmq
)
.
With the changing of variable i = p− p0 − 2, the coefficient of B0p0Bmq0 is
2C +
∞∑
i=−p0−1
(−1)i+12i+2
i!
Ci.
The definition that Gmn = 0 when m > n implies q0 ≥ m, which guarantees
the left and right hand sides being the same.
To prove (3.13), we rewrite (3.12) as Am = A
m
1 /(m!A
m−1
0 ), and substitute
it into (3.10) to obtain
P (t, T ) = Ad0e
−(T−t)rt
d∏
i=1
∞∑
m=0
1
m!
(
A1
A0
(X
(i)
t )
2
)m
= Ad0e
−(T−t)rt
d∏
i=1
e
A1
A0
(X
(i)
t )
2
= Ad0e
−
(
T−t−
A1
A0
)
rt .
Now, we generalize our model to the case of time-dependent drift k = k(t).
We use the same notations as
F = eY , Y = −
∫ T
t
X2s ds, Xs = e
−
∫ s
0 k(u) du
(
x0 +
∫ s
0
e
∫ u
0 k(r) drσ(u) dWu
)
.
Because of the non-constant drift, we list the two formulas corresponding to
(5.2) and (5.3), which help to generalize Lemma 3.3:
ωt ◦DsiY = −2
(∫ T
si
e
−
∫ s
si
k(r) dr−
∫ s
t
k(r) dr
ds
)
σ(si)Xt; (3.15)
ωt ◦DsisjY = 2
(∫ T
si∨sj
e
−
∫ s
si
k(r) dr−
∫ s
sj
k(r) dr
ds
)
σ(si)σ(sj). (3.16)
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For simplicity, define
k˜(a ∨ b) :=
∫ T
a∨b
e−
∫ s
a
k(r) dr−
∫ s
b
k(r) dr ds.
We generalize the recurrence formulas of Gmn in the following lemma.
Lemma 3.4. When k = k(t) is a time dependent nonrandom function, for
all non-negative integer m, we have
ωt ◦ (D2sn...D2s1F ) := (ωt ◦ F ) n∑
m=0
Gmn (t, s1, ..., sn)
(
n∏
i=1
σ(si)
2
)
X2mt (3.17)
where Gmn (t, s1, ..., sn) has the following recurrence formula:
1. G00 = 1 and G
m
n = 0 when m > n.
2. For n > 0 and m = 0,
G0n = −2k˜(sn ∨ t)G0n−1(sˆn)
+
n−1∑
k=1
∑
{i1,i2...ik}⊂{1,...,n−1}
(−1)k+122k+1k˜(sn ∨ si1) . . . k˜(sik ∨ sn)
×G0n−k−1(sˆi1 , ..., sˆik).
3. For n ≥ m ≥ 1,
Gmn =
1
m
n∑
i=1
4k˜(si ∨ t)2Gm−1n−1 (sˆi)
− 1
m
∑
{i,j}⊂{1,...,n}
25k˜(t ∨ si)k˜(si ∨ sj)k˜(sj ∨ t)Gm−1n−2 (sˆi, sˆj)
+
1
m
n−2∑
k=1
∑
{i,j}⊂{1,...,n}
{i1,...,ik}⊂{1,...,n}\{i,j}
(−1)k+122k+5
×k˜(t ∨ si)k˜(si ∨ si1) . . . k˜(sik ∨ sj)k˜(sj ∨ t)
×Gm−1n−k−2(sˆi, sˆj , sˆi1, ..., sˆik).
The proof is similar to Lemma 3.3, in the sense of replacing (5.2) and
(5.3) by (3.15) and (3.16).
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Now, following the same definition of Am(t, T ) in (3.11) with G
m
n defined
in Lemma 3.4 and the fact that
ωt ◦ F (i) = e(−
∫ T
t
e−
∫ s
t k(u) du ds)(X(i)t )2 ,
P (t, T ) can be calculated similarly to (3.10), which is
P (t, T ) = e−
∫ T
t
e−
∫ s
t k(u) du ds
d∏
i=1
∞∑
m=0
Am(t, T )(X
(i)
t )
2m.
Our main result Theorem 3.1 can be directly generalized to the non-constant
drift case.
Theorem 3.2. For any 0 ≤ t ≤ T , the zero-coupon bond price of the ECIR
model driven by SDE (3.1) with k(t) being a time-dependent nonrandom func-
tion is,
P (t, T ) = A0(t, T )
de
−
(∫ T
t
e−
∫ s
t k(u) du ds−
A1(t,T )
A0(t,T )
)
rt . (3.18)
The proof follows the same approach as we did for Theorem 3.1.
Remark 3.1. Our theorems can be applied to solving the time-dependent
Riccati equations. From Section 3 of [8], the bond price is affine with respect
to rt and satisfies
P (t, T ) = A(t, T )e−B(t,T )rt ,
where B(t, T ) solves the time-dependent Riccati equation
∂B(t, T )
∂t
= k(t)B(t, T ) +
1
2
σ(t)2B(t, T )2 − 1, (3.19)
and A solves ∂A(t,T )
∂t
= −k(t)θ(t)B(t, T ). Theorem 3.2 allows us to obtain a
new solution to the time-dependent Riccati equation (3.19) as
B(t, T ) = −A1(t, T )
A0(t, T )
+
∫ T
t
e−
∫ s
t
k(u) du ds.
In the meantime A(t, T ) = A0(t, T )
d.
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4 Numerical Simulations of the Bond Price
In this section, we give some numerical simulations for the zero-coupon bond
price with different volatilities. (3.13) and (3.18) can be expanded as
P (t, T ) = e−(T−t)rt
(
Ad0 + A
d−1
0 A1rt + A
d−1
0 A2r
2
t + . . .
)
. (4.1)
We apply this expression to numerically calculate the bond price up to a
certain order of T − t. For the left hand side, we use the Monte-Carlo
simulation. For the right hand side, we apply the standard Eular-Maruyama
scheme to estimate rt for fixed t and T , and calculate the first few terms of
A0 and A1. More specifically, if we assume that σ is uniformly bounded by
M > 0, which does not depend on t and T , we can write the first few terms
of A0, A1 and A2 as:
A0 = 1−
T∫
t
(T − s1)σ(s1)2 ds1
+
∫ T
t
∫ T
s1
(
2(T − s2)2 + (T − s1)(T − s2)
)
σ(s1)
2σ(s2)
2 ds2 ds1
+O((T − t)6);
A1 =
∫ T
t
2(T − s1)2σ(s1)2 ds1
−
∫ T
t
∫ T
s1
(
10(T − s1)(T − s2)2 + 2(T − s1)2(T − s2)
)
σ(s1)
2σ(s2)
2 ds2 ds1
+O((T − t)7);
A2 = O((T − t)6).
In the following examples, we take k ≡ 0, d = 1, T = 1, t = 0.8 and
r0 = 0.5. Based on our selections of t and T , we expand our series up to
the order O(T − t)5 ∼ 3 × 10−4, i.e., we recombine the first three terms
in A0 and the first two terms in A1 in ascending order of T − t. We take
three volatilities to compare, which are linear decay with σ1(s) = T − s
(Figure 1(a)), exponent decay with σ2(s) = e
−s (Figure 1(b)), and business
cycle with σ3(s) = sin s (Figure 1(c)), respectively. From these figures, it is
clear to see that our Dyson type series converges very fast in the first few
terms, with the absolute error up to 10−5, to the true values estimated by
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Figure 1: First five terms of the Dyson type formula.
the Monte-Carlo simulation. Moreover, the calculation is simple since it only
involves Riemann integrals, which can even be calculated manually. On the
other hand, our series saves lots of time due to the fact that we only need
the current information of the interest rate r at time t. In comparison, the
Monte-Carlo method requires all future information of r in (t, T ) to simulate
− ∫ T
t
rs ds. It is very time consuming to generate a full path of rt between t
and T .
5 Appendix
Proof of Lemma 3.1 Based on Lemma 3.3, we can bound Gmn for all 0 ≤ m ≤
n. Define gmn := sups1,...,sn∈[t,T ]G
m
n and τ = T −t, then we prove the following
bound for gmn : For all 0 ≤ m ≤ n, there exist two constants α ≥ 1 and β > 2
which do not depend on m, n, t and T such that
gmn ≤
α
m!
(
8
β
)m
(4 + β)nn!τn+m.
The proof is based on induction on m. According to (3.8), we first build
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up the recurrence formula for g0n:
g0n ≤
n−1∑
k=0
22k+1τk+1
(
n− 1
k
)
k!g0n−k−1.
Now we use induction on n to show that g0n satisfies the lemma. First we know
g00 = 1. Suppose there exist constants α and β such that for all k ≤ n− 1,
g0k ≤ α(4 + β)kk!τk.
Then
g0n ≤
n−1∑
k=0
22k+1τk+1
(
n− 1
k
)
k!α(4 + β)n−k−1(n− k − 1)!τn−k−1
= 2α(n− 1)!(4 + β)n−1τn
n−1∑
k=0
4k
(4 + β)k
≤ α(4 + β)nn!τn,
which proves the case for m = 0. Now suppose that gmn satisfies the lemma
for some 1 ≤ m ≤ n − 1, then based on (3.9), we build up the recurrence
formula for gm+1n :
gm+1n ≤
1
m+ 1
n∑
k=1
n!22k+1
(n− k)!τ
k+1gmn−k.
By induction assumption,
gm+1n ≤
1
m+ 1
n∑
k=1
2n!4k
(n− k)!τ
k+1 α
m!
(
8
β
)m
(4 + β)n−k(n− k)!τn+m−k
=
αn!(4 + β)n
(m+ 1)!
(
8
β
)m
τn+m+1
n∑
k=1
2 · 4k
(4 + β)k
≤ αn!(4 + β)
n
(m+ 1)!
(
8
β
)m+1
τn+m+1.
Thus by (3.7), the Cauchy-Schwarz inequality, Stirling approximation n! ∼√
2pinn+
1
2 e−n and the moment generating function of the geometric Brownian
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motion E
[
ezWt
]
= e
z2
2
t, we obtain,
(T − t)2n
(2nn!)2
E

( sup
u1,...,un∈[t,T ]
∣∣ωt ◦ (D2sn...D2s1F )∣∣
)2
≤ (T − t)
2nn
(2nn!)2
E[ωt ◦ F ]2
(
n∑
m=1
(gmn )
2E[W 4mt ]
)
≤ (T − t)
2nn
(2nn!)2
E[ωt ◦ F ]2
(
n∑
m=1
α2(n!)2(4 + β)2n
(m!)2
(
8
β
)2m
τ 2n+2m
(4m)!t2m
(2m)!22m
)
≤ C
(
τ 2(4 + β)
2
)2n
n
n∑
m=1
(
8tτ
β
)2m
where C is a constant which does not depend on m and n. Thus if we fix t
and T , take β being large enough, then the condition (2.4) holds.
Proof of Lemma 3.2 When n = 1, α can be either {{1}, {1}} or {{1, 1}},
which corresponds to (Ds1Y )
2 orD2s1Y respectively. Now we prove the lemma
by induction. Assuming true for the case n, we calculate the n + 1 case as
D2sn+1D
2
sn
. . .D2s1F
=
∑
α∈Bn
D2sn+1 (FKα)
=
∑
α∈Bn
F
((
Dsn+1Y
)2
Kα +D
2
sn+1
Y Kα + 2Dsn+1Y Dsn+1Kα +D
2
sn+1
Kα
)
.
(5.1)
For arbitrary α ∈ Bn, the first term
(
Dsn+1Y
)2
Kα corresponds to the
partition α ∪ {{n + 1}, {n + 1}} ∈ Bn+1, and the second term D2sn+1Y Kα
corresponds to the partition α ∪ {{n + 1, n + 1}} ∈ Bn+1. Now we consider
the term 2Dsn+1Y Dsn+1Kα. Since taking Malliavin derivatives on Y more
than twice is 0, we expand Dsn+1Kα using chain rule and Dsn+1 can only
act on the term DsiY , which corresponds to the subset of Case 1 in Table
1. If {{i}, {i}} ⊂ α, 2Dsn+1Y Dsn+1Kα corresponds to the partition α ∪
{{n + 1}, {n + 1, i}}\{{i}} ∈ Bn+1. Otherwise, there must exist a subset
of Case 5 contains i, namely {i, i1, i1, . . . , ik−1, ik−1, ik} ∈ α. In this case,
2Dsn+1Y Dsn+1Kα corresponds to the partition
α∪{{n+1}, {n+1, i, i, i1, i1, ..., ik−1, ik−1, ik}}\{{i}, {i, i1, i1, ..., ik−1, ik−1, ik}}
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in Bn+1. Finally we consider the term D2sn+1Kα. Similarly, Dsn+1 must act
separately on two terms DsiY and DsjY in Kα, which come from Case 1
again. Thus, D2sn+1Kα corresponds to either the partition α ∪ {{n + 1, n +
1, i, i}} ∈ Bn+1 for i = j, or the partition
α ∪ {{n+ 1, n+ 1, i, i, i1, i1..., ik, ik, j, j}}\{{i}, {i, i1, i1, ..., ik, ik, j}, {j}}
in Bn+1 for i 6= j.
On the other hand, for arbitrary α∗ ∈ Bn+1, we need to show that it
comes from one of the terms on the right hand side of (5.1). Essentially, this
is converse to the approach used in the previous paragraph. We choose the
subsets that contain the element n+1 and correspond them to the right hand
side of (5.1). For example, if {{n + 1}, {n + 1}} ∈ α∗, then it corresponds
to D2sn+1Y Kα, with α = α
∗\{{n+ 1}, {n+ 1}} ∈ Bn. It is not hard to check
other cases similarly. Therefore, we proved that the right hand side of (5.1)
equals to
∑
α∗∈Bn+1
FKα∗ , which yields the lemma.
Proof of Lemma 3.3 We first list two expressions which will be repeatedly
used:
ωt ◦DsiY = −2(T − si)σ(si)Xt; (5.2)
ωt ◦DsisjY = −2(T − si ∨ sj)σ(si)σ(sj). (5.3)
Since G0n denotes the terms with m = 0 in (3.7) where Xt is not included, by
(5.2), first order derivative of Y does not contribute in G0n. Thus, to prove
(3.8), we only need to consider the set partition α which contains the subsets
of Cases 2, 3 and 4 from Table 1. We classify α by the cases of subsets
containing element n.
i). If {n, n} ∈ α :
∑
α∈Bn, {n,n}∈α
ω0 ◦Kα =
(
ω0 ◦DsnsnY
) ∑
α∈Bn−1
ω0 ◦Kα


= −2(T − sn)σ(sn)2G0n−1(s1, s2, ..., sn−1).
ii). If {n, n, i, i} ∈ α :
∑
α∈Bn,{n,n,i,i}∈α
ω0 ◦Kα =
(
ω0 ◦ 2 (DsnsiY )2
) ∑
α∈Bn−2
ω0 ◦Kα


= 23(T − sn ∨ si)2σ(sn)2σ(si)2G0n−2(sˆi).
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iii) If {n, n, i1, i1, i2, i2, . . . , ik, ik} ∈ α with k ≥ 2:∑
α∈Bn,{n,n,i1,i1,i2,i2,...,ik,ik}∈α
ω0 ◦Kα
=
(
ω0 ◦ 2k+1 (Dsnsi1Y ) (Dsi1si2Y ) . . .(DsiksnY ))

 ∑
α∈Bn−k−1
ω0 ◦Kα


= (−1)k+122k+1(T − sn ∨ si1)(T − si1 ∨ si2) . . . (T − sik ∨ sn)
×σ(sn)2
k∏
j=1
σ(sij )
2G0n−k−1(sˆi1 , sˆi2, ..., sˆik , sˆn).
Combining these three cases, we proved (3.8).
Now we prove (3.9). By (5.2) and (5.3), the terms containing X2mt come
from the set partition α, in which there are 2m subsets of Case 1 of Table 1.
Let Bn(m) be a subset of Bn defined by
Bn(m) :=
{
α : α ∈ Bn, Kα contains X2mt
}
.
Then we have
ωt ◦ (D2sn . . .D2s1F ) = (ωt ◦ F ) n∑
m=0
∑
α∈Bn(m)
ωt ◦Kα.
Assume {i} ∈ α. We classify α ∈ Bn(m) by the cases of subsets containing
the other element i.
i) If {{i}, {i}} ⊂ α:
∑
α∈Bn(m),
{{i},{i}}⊂α
ωt ◦Kα =
(
ωt ◦ (DsiY )2
) ∑
α∈Bn−1(m−1)
ωt ◦Kα


= 4(T − si)2σ(si)2Gm−1n−1 (sˆi)X2t .
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ii) If {{i}, {i, i1, i1, i2, i2, ..., ik, ik, j}, {j}} ⊂ α for k ≥ 0:∑
α∈Bn(m),
{{i},{i,i1,i1,...,ik,ik,j},{j}}⊂α
ωt ◦Kα
=
(
ωt ◦ 2k+2DsiY Dsisi1Y Dsi1si2Y...DsiksjY DsjY
) ∑
α∈Bn−k−2(m−1)
ωt ◦Kα


= (−1)k+122k+5(T − si)(T − si ∨ si1) . . . (T − sik ∨ sj)(T − sj)
×σ(si)2σ(sj)2
k∏
u=1
σ(siu)
2Gm−1n−k−2(sˆi, sˆj, sˆi1 , ..., sˆik)X
2
t .
Combining these two cases, we proved (3.9).
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