Abstract. Homotopy groups of a connective ring spectrum R form an AEgraded algebra π * R which is commutative if R is commutative. We describe a secondary algebra π * , * R which enriches the structure of the algebra π * R in a new unexpected way. The algebra π * , * R encodes secondary homotopy operations in π * R, such as Toda brackets, and the first Postnikov invariant of R as a ring spectrum. Moreover, π * , * R represents a cohomology class in the third Mac Lane cohomology of the algebra π * R. If R is commutative then π * , * R has an E∞-structure and encodes the cup-one squares in π * R.
Introduction
A pair algebra B is a ring B 0 together with a B 0 -bimodule morphism where h 0 B is a ring and h 1 B is an h 0 B-bimodule. Moreover, given elements a, b, c ∈ h 0 B with ab = 0 and bc = 0 there is defined a Massey product a, b, c ⊂ h 1 B.
In [Bau06] the pair algebra B of secondary cohomology operations is computed for which h 0 B = A is the Steenrod algebra and h 1 B = ΣA is the A-bimodule given by the suspension of A. Massey products in B correspond to Massey products in the Steenrod algebra. It is the purpose of this paper to describe such a secondary structure for the algebra π * R of homotopy groups of an arbitrary connective ring spectrum.
Let u : S → R be the unit of R and let η : ΣS → S be the stable Hopf map. If the composite uη is trivial we construct a pair algebra C = π add * , * R with (C) h 0 C ∼ = π * R as algebras, h 1 C ∼ = Σ −1 π * R as bimodules, such that Toda brackets in R coincide with Massey products in π add * , * R. Indeed the pair algebra π add * , * R represents a Shukla cohomology class π add * , * R ∈ SH 3 (π * R, Σ −1 π * R)
which determines all Toda brackets in R. If in addition R is commutative we construct an E ∞ -pair algebra C = π adc * , * R (which is a pair algebra together with a ⌣ 1 -operation) satisfying (C) such that Toda brackets and topological cup-one squares in R coincide with Massey products and algebraic cup-one squares in π adc * , * R. These results are generalized for ring spectra for which the composite uη is non-trivial. In this case, however, the Hopf map forces us to consider quadratic versions of pair algebras. For this we introduce "quadratic pair algebras" and "E ∞ -quadratic pair algebras". These algebraic structures yield examples of ring categories and bipermutative categories in the sense of [EM05] . For any connective ring spectrum R we describe a quadratic pair algebra C = π * , * R satisfying (C) such that Toda brackets in R coincide with Massey products in π * , * R. The quadratic pair algebra π * , * R represents a Mac Lane cohomology class π * , * R ∈ HM L 3 (π * R, Σ −1 π * R)
which determies all Toda brackets in R. If R is commutative then π * , * R has the additional structure of an E ∞ -quadratic pair algebra such that topological cup-one squares in R coincide with algebraic cup-one squares in π * , * R.
In particular the sphere spectrum S (which is a commutative connective ring spectrum) yields the E ∞ -quadratic pair algebra π * , * S which enriches the structure of the commutative algebra π * S considerably. Many of the stable results on Toda brackets in [Tod62] are, in fact, local computations in this global structure of an E ∞ -quadratic pair algebra and therefore hold for commutative ring spectra in general. It is likely that the E ∞ -quadratic pair algebra π * , * S has further algebraic properties, such as a refined version of Nishida's nilpotence theorem, or a secondary version of the J-homomorphism. Moreover, π * , * S acts on the quadratic pair algebra π * , * R of any connective ring spectrum.
Ring spectra and module spectra
In this paper the framework for stable homotopy theory will be the stable model category of symmetric spectra of compactly generated topological spaces defined in [MMSS01, 9] . The smash product of symmetric spectra X ∧ Y defines a symmetric monoidal structure in this category. The unit of this monoidal structure is the sphere spectrum S. Monoids in the category of symmetric spectra are called ring spectra. Ring spectra and modules over a ring spectrum also form model categories, see [MMSS01, 12] . Fibrant objects in all these categories coincide with the objects which are Ω-spectra.
The homotopy groups of a ring spectrum π * R carry Toda bracket operations which enrich the ring structure of π * R. Toda brackets have been considered, for instance, in [Tod62] for the sphere spectrum S and in [Ale72] , under the name of Massey products, for various cobordism spectra.
The homotopy group π n R coincides with the group of morphisms Σ n R → R in the stable homotopy category of right R-modules. Therefore Toda brackets in π * R are defined following [Hel68] by using the triangulated structure in the homotopy category of right R-modules. More precisely, given elements a, b, c ∈ π * R of degree p, q, r, respectively, with ab = 0 and bc = 0 a generic element in the Toda bracket a, b, c ⊂ π p+q+r+1 R is a morphism f in the homotopy category of R-modules fitting into the commutative diagram (1.1)
where the upper row is an exact triangle. The existence of such a commutative diagram follows from the axioms of a triangulated category. One can also define Toda brackets in π * R following [BD89] by using tracks in the category of right R-modules (i.e. homotopy classes of homotopies between maps). Let us sketch this alternative construction. Since the homotopy groups of any fibrant replacement of R are isomorphic to π * R we can suppose without loss of generality that R is a fibrant ring spectrum. In that case the lower row of diagram (1.1) can be realized by a diagram in the category of R-modules
The vanishing hypothesis ab = 0 and bc = 0 imply the existence of null-homotopies
The pasting of this diagram is a self-track of the trivial map 0 : Σ p+q+r R → R. Such a self-track is the same as a homotopy class
which is again a generic element of the Toda bracket a, b, c . This is the more convenient approach from the perspective of this paper. More general Toda brackets for a right R-module M are defined simply by replacing R by M on the lower left corner of (1.1) or on the left hand side of diagram (1.2), so a ∈ π * M and b, c ∈ π * R.
The stable homotopy groups of a commutative ring spectrum R carry an additional operation, the cup-one square, defined as follows. Let LR be a fibrant replacement of R in the category of all ring spectra. The ring spectrum LR is no longer commutative, but it remains commutative up to a coherent track α 1 satisfying the idempotence and the hexagon axioms for symmetric monoidal categories, compare Lemma 14.2. Given a ∈ π 2n R, n ≥ 0, we take a representativeā : S 2n → LR where the spectrum S n is the n-fold suspension of the sphere spectrum S, S n = Σ n S. The symmetry isomorphism for the smash square of an even-dimensional sphere τ ∧ : S 2n ∧ S 2n ∼ = S 2n ∧ S 2n is homotopic to the identity. We can choose a track τ : τ ∧ ⇒ 1 S 2n ∧S 2n , there are two such choices. Consider the following diagram where µ is the product in R.
( The pasting of this diagram is a self-track of µ(ā∧ā). The classical Barcus-BarrattRutter isomorphism allows us to indetify this self-track with a homotopy class Sq 1 (a) : S 4n+1 = Σ(S 2n ∧ S 2n ) −→ R measuring the difference between the pasting of (1.3) and the identity self-track on µ(ā ∧ā). This element Sq 1 (a) ∈ π 4n+1 R is the cup-one square of a. One can check that Sq 1 (a) does not depend on the representativeā. However in general it does depend on the choice ofτ .
In Section 10 we review more technical details about spectra which are needed for the proofs of the main results in this paper.
Pair algebras associated to ring spectra
Let pm be the category of chain complexes of abelian groups concentrated in degree 0 and 1. Such chain complexes are termed pair modules, see [Bau06] , and are denoted by M = (∂ : M 1 → M 0 ) .
The tensor product of two pair modules M ⊗N is obtained from the tensor product of chain complexes M ⊗N by quotienting out the subcomplex generated by elements in dimension 2, compare [BMR04] . Hence the category pm is symmetric monoidal. The unit object is Z = (0 → Z). Quasi-isomorphisms in pm are morphisms inducing isomorphisms on the "homology" functors, The isomorphism (2.2) and the pairings (2.3) satisfy the obvious associativity and commutativity properties, i.e. they define a lax symmetric monoidal structure on the functor (h 0 , h 1 , 0, . . . ) from pm to the category of AE-graded abelian groups where AE = {0, 1, 2, . . . }. We mostly deal with AE-graded objects. An ungraded object is an AE-graded object concentrated in degree 0.
The category pm AE of AE-graded pair modules M = (M n, * , n ∈ AE) is also symmetric monoidal with the tensor product
Here the first subscript of a p,q ∈ M p,q will always denote the AEgrading and the second one the {0, 1}-grading of the corresponding pair module M p, * . We point out that a p,1 ⊗ b r,1 represents 0 in M ⊗N .
A pair algebra is a monoid in pm AE . It is given by an AE-graded ring B * ,0 , an AE-graded B * ,0 -bimodule B * ,1 , and a B * ,0 -bimodule homomorphism ∂ : B * ,1 → B * ,0 such that
If B is a pair algebra then by using (2.2) and (2.3) h 0 B is an AE-graded ring and h 1 B is an h 0 B-bimodule in a natural way.
Let A be a ring. The most basic examples of pair algebras are the inclusion of a two-sided ideal I ⊂ A and the zero morphism 0 : M → A where M is an A-bimodule. An ungraded pair algebra is also termed a "crossed bimodule", see [Lod98, E.1.5.1].
Remark 2.5. Given any ring A and any A-bimodule M consider the category consisting of pair algebras B together with a ring isomorphism h 0 B ∼ = A and a bimodule isomorphism h 1 B ∼ = M . Morphisms are pair algebra morphisms over A and under M . Then the set of connected components of this category is in natural bijection with 3-dimensional Shukla cohomology
see [BP] . Shukla cohomology is derived Hochschild cohomology. If the inclusions h 1 B ⊂ B 1 and ∂(B 1 ) ⊂ B 0 split additively then the Shukla cohomology class associated to a pair algebra B is in the image of the natural homomorphism from Hochschild cohomology
see [BP] and [Lod98, Exercise E.1.5.1].
There is a notion of Massey product for pair algebras which is defined as follows.
Definition 2.6. Let B be a pair algebra. Given elements a, b, c ∈ h 0 B of degree p, q, r ∈ AE with ab = 0 and bc = 0 the Massey product is the subset
which is a coset of the subgroup
defined as follows. Givenā ∈ B p,0 ,b ∈ B q,0 ,c ∈ B r,0 representing a, b, c, there exist e ∈ B p+q,1 , f ∈ B q+r,1 such that ∂(e) =ā ·b, ∂(f ) =b ·c. Then one can easily check that −e ·c +ā · f ∈ h 1 B p+q+r ⊂ B p+q+r,1 .
The coset a, b, c ⊂ h 1 B p+q+r coincides with the set of elements obtained in this way for all different choices ofā,b,c, e and f .
We say that a ring spectrum R neglects the Hopf map if the stable Hopf map η ∈ π 1 S is in the kernel of the ring homomorphism π * S → π * R induced on stable homotopy groups by the unit S → R.
Recall that the desuspension
n ≥ 0, with the AE-graded A-bimodule structure defined by the formula
Here |a| is the degree of a ∈ A and for any x ∈ A n+1 , n ≥ 0, we denote by Σ −1 x ∈ (Σ −1 A) n the corresponding element in the desuspension. One of our main results is the following.
Theorem 2.7. There is a functor π add * , * : connective ring spectra neglecting η −→ (pair algebras)
together with natural isomorphisms
such that the Massey products in π add * , * R coincide with the Toda brackets in π * R.
Proof. The functor π add * , * is defined by the formula π add * , * R = (π * , * R) add where π * , * is the functor in Theorem 5.4 and (−)
add is the additivization functor in (4.6). Now the theorem follows from Theorem 5.4 and Proposition 4.7.
Example 2.8. A common example of connective ring spectra neglecting the Hopf map are the spectra associated to multiplicative cohomology theories concentrated in even non-negative dimensions, such as connective complex K-theory ku, complex cobordism M U , Brown-Peterson theory BP . . . If R denotes any of these ring spectra then the pair algebra π * , * R is quasi-isomorphic to
In fact if B is any pair algebra such that h 0 B is concentrated in even degrees and h 1 B is concentrated in odd degrees then we have a diagram of quasi-isomorphisms
Algebras over the Eilenberg-Mac Lane spectrum HZ also neglect the Hopf map. Any connective HZ-algebra is weakly equivalent to the HZ-algebra HC * of a differential graded algebra C * concentrated in non-negative dimensions, see [Shi06] . The theory developed in this paper allows one to compute a small model of π add * , * HC * . Indeed this pair algebra is quasi-isomorphic tō
Here Z * ⊂ C * is the subring of cycles andd is induced by the differential in C * , compare [BM02, 3.6 ].
The algebra of secondary mod p cohomology operations B, for p a fixed prime, computed in [Bau06] , is a pair algebra. This pair algebra has proved to be useful for computations of d 2 differentials in the classical Adams spectral sequence, see [BJ04] . The pair algebra B corresponds to the coconnective version of π * , * R for R = End(HZ/p) the endomorphism spectrum of the mod p Eilenberg-Mac Lane spectrum. The coconnective theory, however, is not considered in this paper.
Remark 2.9. Given an ungraded ring A and an ungraded A-bimodule M , the Shukla cohomology SH 3 (A, M ) is naturally included in Mac Lane cohomology, see [JP86, BP] , which is isomorphic to the topological Hochschild cohomology of the corresponding Eilenberg-Mac Lane ring spectrum, compare [PW92] , (2.10)
If R is a connective ring spectrum neglecting η we can consider the ungraded pair algebra π add 0, * R in the bottom degree of π add * , * R in Theorem 2.7 yielding the associated Shukla cohomology class
On the other hand Lazarev [Laz01] introduced the "first k-invariant"
of the ring spectrum R. We claim that the image under (2.10) of the class π add 0, * R in topological Hochschild cohomology can be identified with the first Postnikov invariant k 1 R of the ring spectrum R.
3. E ∞ -pair algebras associated to commutative ring spectra A commutative pair algebra is a commutative monoid in pm AE . We need a weaker notion given by a pair algebra which is commutative up to a coherent homotopy as follows.
Definition 3.1. An E ∞ -pair algebra B = (B, ⌣ 1 ) is a pair algebra B = B * , * together with a homomorphism ⌣ 1 : B * ,0 ⊗ B * ,0 −→ B * ,1 also called cup-one product such that given x i ∈ B ni,0 and s ∈ B m,1 ,
The ring h 0 B is commutative and h 1 B is an h 0 B-module in a natural way.
Remark 3.2. If µ : B⊗B → B denotes the multiplication on the E ∞ -pair algebra B then the cup-one product consists exactly of a chain homotopy ⌣ 1 : µτ ⊗ ⇒ µ which is idempotent
and such that the hexagon
commutes. These are the usual axioms in a symmetric monoidal category, see [Bor94] . Indeed there is an additional diagram, called the pentagon, which should commute. In this case it commutes automatically since the product in B is strictly associative.
Pair algebras carry a notion of Massey product as we saw in Definition 2.6. E ∞ -pair algebras carry in addition a notion of cup-one square.
Definition 3.3. Let B be an E ∞ -pair algebra. Given an element a ∈ h 0 B 2n, * we define the cup-one square Sq 1 (a) of a in the following way. Choose a representativē a ∈ B 2n,0 of a. Then we have ∂(ā ⌣ 1ā ) = 0, so we can set Sq 1 (a) =ā ⌣ 1ā ∈ h 1 B 4n, * . One readily checks that the cup-one square construction Sq 1 (a) does not depend on the choice of a representativeā made for its definition. We prove this theorem in Section 15. It follows from Theorems 3.4 and 2.7 that Massey products in π adc * , * R coincide with Toda brackets in R. Example 3.5. Let C * be a differential graded algebra concentrated in non-negative dimensions endowed with a ⌣ 1 operation consisting of a degree 1 homomorphism (3.6) ⌣ 1 : C * ⊗ C * −→ C * satisfying the Hirsch formulas
compare [McC85, page 267] . Then the pair algebrā
in Example 2.8 is an E ∞ -pair algebra with cup-one product induced by ⌣ 1 in (3.6).
Remark 3.7. The coherence conditions in Remark 3.2 are related to the BarrattEccles operad introduced in [BE74] . Indeed, one can check that E ∞ -pair algebras are algebras over the following operad in pm. Let BE be the simplicial BarrattEccles operad and let C * BE be the operad of chain complexes obtained by taking normalized cochains on BE. If we truncate this operad by dividing out the subcomplexes generated by the elements in dimensions ≥ 2 we obtain an operad t ≤2 C * BE in pm whose associated algebras are exactly the E ∞ -pair algebras. Now let A be an ungraded commutative ring and let M be an ungraded Amodule. We consider the category consisting of ungraded E ∞ -pair algebras B * with specified isomorphisms h 0 B * ∼ = A and h 1 B * ∼ = M and E ∞ -pair algebra morphisms over A and under M . Then the set of components of this category is in natural bijection with the operadic cohomology group [BMR04] , which in dimension 3 is the "commutative analogue" of Shukla cohomology, see Remark 2.5. This cohomology is likely to be related to the Γ-cohomology of Robinson and Whitehouse, compare [BMR04, 7] . Moreover, this operadic cohomology group should map to the third topological Andre-Quillen cohomology group, where the first Postnikov invariant of a connective commutative ring spectrum R lives, see [Bas99] . In fact, if R neglects the Hopf map the class of the ungraded E ∞ -pair algebra π adc 0, * R should be mapped this way to the first Postnikov invariant of R as in the non-commutative case, see Remark 2.9.
Square groups and quadratic pair modules
We now describe quadratic generalizations of pair modules, pair algebras and E ∞ -pair algebras. The quadratic concepts are needed to achieve results as above on general ring spectra not neglecting the Hopf map. In fact, the Hopf map requires the use of quadratic structure as developed in [BP99, BJP05] . In this section we quickly recall the basic quadratic algebra which is needed in this paper. We do not recall, for example, the definition of the quadratic tensor product, but we later give explicit definitions of monoids and modules in the monoidal category of quadratic pair modules, see Definitions 5.1 and 6.1. We relate the quadratic concepts to the additive (non-quadratic) situation which was used in the previous sections.
A square group X is a diagram
where X e is a group with an additively written group law, X ee is an abelian group, P is a homomorphism, H is a quadratic map, i.e. a function such that the cross effect
, a, b ∈ X e , is bilinear, and the following relations are satisfied, x, y ∈ X ee ,
In particular X e is a group of nilpotency class 2 and P maps X ee to the center of X e , so its image is a normal subgroup. Let SG be the category of square groups where a morphism of square groups f : X → Y is given by homomorphisms f e : X e → Y e , f ee : X ee → Y ee , commuting with P and H. An abelian group is identified with a square group X with X ee = 0. In this way we have a full inclusion Ab ⊂ SG of the category of abelian groups into a category of square groups.
For any square group X the function
is an involution, i.e. a homomorphism with T 2 = 1. Moreover,
is a homomorphism which satisfies T ∆ = −∆. The cross effect induces a homomorphism
where ⊗ 2 A = A ⊗ A is the tensor square of an abelian group. We say that X is good if this homomorphism is an isomorphism.
As an example of square group we can consider
. For a pointed set E with base-point * ∈ E let Z[E] be the free abelian group with basis E − { * }, and let E nil be the quotient of the free group E with basis E−{ * } by triple commutators. Both Z[−] and − nil are functors on the category of pointed sets and we have the natural abelianization homomorphism E nil → Z[E] which is supressed from notation.
There is a square group
where P (a ⊗ b) = −b − a + b + a, H(e) = 0 for any e ∈ E and (s|t) H = t ⊗ s so that
These are canonical examples of good square groups. A quadratic pair module C is a morphism ∂ : C (1) → C (0) between square groups
such that ∂ ee = 1 : C ee → C ee is the identity homomorphism. Hence C is completely determined by the diagram
where ∂ = ∂ e , H 1 = H∂ and P 0 = ∂P . We say that C is 0-good if C (0) is a good square group. Moreover, C is 0-free if C (0) is of the form (4.1).
Morphisms of quadratic pair modules f : C → D are given by group homomorphisms f 0 : C 0 → D 0 , f 1 : C 1 → D 1 , f ee : C ee → D ee , commuting with H, P and ∂ in (4.2). They form a category denoted by qpm. A quadratic pair module with C ee = 0 is the same as a pair module. In this way the category pm of pair modules is regarded as a full subcategory pm ⊂ qpm. We write qpm H for the full subcategory of 0-good quadratic pair modules.
We have functors h 0 , h 1 : qpm −→ Ab defined by h 0 C = Coker ∂ and h 1 C = Ker ∂ as in (2.1). A quasi-isomorphism of quadratic pair modules is a morphism inducing isomorphisms on h 0 and h 1 .
Remark 4.3. As shown in [BJP05] , the category SG is a symmetric monoidal category with the tensor product X ⊙ Y of square groups and with unit object Z nil . Moreover, there is a symmetric monoidal structure ⊙ on qpm defined by using the tensor product of square groups, see [BM05c] . The unit object for the monoidal structure in qpm is
where P is the non-trivial homomorphism and H(n) = n 2 as in (4.1). The functors h 0 and h 1 also admit pairings as in (2.2) and (2.3), so they assemble to a lax symmetric monoidal functor from qpm to the category of AE-graded abelian groups. This implies, since
which, in fact, is given by the formula k(x) = P (x|x) H . This homomorphism, termed the k-invariant of C, corresponds to the action of the Hopf map in homotopy groups, see Propositions 11.9 and 13.4 below. The full inclusion Ab ⊂ SG above admits a reflection given by (4.5) (−) add : SG −→ Ab, X add = Coker P.
The full inclusion pm ⊂ qpm also admits a reflection functor (4.6) (−) add : qpm −→ pm : C → C add which sends ∂ : C (1) → C (0) to the abelian group homomorphism
The natural projection C → C add , which is the unit of the reflection (4.6), induces an isomorphism on h 1 but not necessarily on h 0 . For h 0 we have the following result. Proof. The k-invariant is invariant under quasi-isomorphisms, and pair modules have obviously trivial k-invariant, therefore the "only if" part follows.
Suppose now that C is a 0-free quadratic pair module with trivial k-invariant and C (0) = Z nil [E] . Then the homomorphism
factors through the exterior square bỹ 
hence the proposition follows from the "snake lemma".
Remark 4.8. The inclusion Ab ⊂ SG strictly preserves the tensor product. Moreover, Ab ⊂ SG is a lax symmetric monoidal functor with lax symmetric monoidal structure given on units by the square group morphism Z nil → Z which is the identity on the e-level. The reflection (4.5) is strict symmetric monoidal since it preserves the tensor product and the unit Z add nil = Z. Similarly the inclusion pm ⊂ qpm is lax symmetric monoidal. It is strictly compatible with the tensor product, and the structure morphism Z nil → Z between the units is the identity on the 0-level. As in the case of square groups the reflection functor (4.6) is strict symmetric monoidal.
Remark 4.9. A permutative category is a small category P with a symmetric monoidal structure ⊕ with unit object 0 which is strictly associative
and strictly unital
but not necessarily strictly commutative, i.e. the isomorphism
needs not be the indentity.
A quadratic pair module C yields a permutative category PC with object set C 0 . The morphism set is the semidirect product C 0 ⋉ C 1 , where C 0 acts on the right of C 1 by the formula c
The composition in PC is determined by the sum in C 0 ⋉ C 1 . Moreover, the monoidal structure ⊕ is also defined by the sum in C 0 and C 0 ⋉ C 1 , that is A ⊕ B = A + B. The symmetry isomorphism is
Notice that PC is indeed a groupoid.
Quadratic pair algebras associated to ring spectra
In this section we give an explicit description of quadratic pair algebras. We also define Massey products for quadratic pair algebras and show that they correspond to Toda brackets.
Definition 5.1. A quadratic pair algebra B is an AE-graded quadratic pair module {B n, * , n ∈ AE}, together with multiplications, n, m ∈ AE,
and an element 1 ∈ B 0,0 with H(1) = 0 which is a (two-sided) unit for the first three multiplications and such that (1|1) H ∈ B 0,ee is a (two-sided) unit for the fourth multiplication. These multiplications are associative in all possible ways. Moreover, the following lists of equations are satisfied for x, x i ∈ B * ,0 , s, s i ∈ B * ,1 and a i ∈ B * ,ee . The multiplications · are always right linear
The multiplications · satisfy the following left distributivity laws
The homomorphisms ∂ are compatible with the multiplications · in the following sense
And finally, we have compatibility conditions for the multiplications · and the maps P , H, ∆, and (−|−) H ,
Remark 5.2. In [BM05c] we define the monoidal category qpm AE H of AE-graded 0-good quadratic pair modules. A quadratic pair algebra B which is 0-good is the same as a monoid in qpm AE H . The product a i ·b j of two elements in levels i, j ∈ {0, 1} with i + j ≤ 1 is given by the image of the right linear generator a i ⊚b j in the tensor product of square groups under the structure morphism B ⊙ B → B of the monoid B.
To see this requires a technical computation which only uses the formulas for the tensor products of square groups and quadratic pair modules in [BJP06, BM05c] . We leave it to the reader.
Massey products are defined for quadratic pair algebras similarly as in Definition 2.6 above.
Definition 5.3. Let B be a quadratic pair algebra. Given elements a, b, c ∈ h 0 B, of degree p, q, r ∈ AE with ab = 0 and bc = 0 the Massey product is the subset
which is a coset of the subgroup (h 1 B p+q )c + a(h 1 B q+r ), defined as follows. Givenā ∈ B p,0 ,b ∈ B q,0 ,c ∈ B r,0 representing a, b, c, there exist e ∈ B p+q,1 , f ∈ B q+r,1 such that ∂(e) =ā ·b, ∂(f ) =b ·c and one can easily check that −e ·c +ā · f ∈ h 1 B p+q+r ⊂ B p+q+r,1 . The coset a, b, c ⊂ h 1 B p+q+r coincides with the set of elements obtained in this way for all different choices ofā,b,c, e and f .
The next result identifies Toda brackets for ring spectra with Massey products for quadratic pair algebras.
Theorem 5.4. There is a functor π * , * : (connective ring spectra) −→ (quadratic pair algebras) together with natural isomorphisms
such that the Massey products in π * , * R coincide with the Toda brackets in π * R.
Moreover, using the isomorphisms as identifications the algebraically-defined kinvariant of the quadratic pair algebra π * , * R in (4.4),
coincides with the multiplication by η where η is the stable Hopf map.
We prove this theorem in Section 14.
Example 5.5. Waldhausen defined in [Wal78] the K-theory spectrum KW of a category W with cofibrations and weak equivalences. This spectrum is a symmetric spectrum, see [GH99] . Moreover, if W is a strict monoidal category with biexact tensor product then KW is a ring spectrum. In [MT06] we give a small algebraic model for the quadratic pair algebra π 0, * KW which is generated just by the objects, weak equivalences, and cofiber sequences in W.
The next result is an illustrating example for computations in a quadratic pair algebra.
Proposition 5.6. Let B be a quadratic pair algebra. Given α ∈ h 0 B n, * with 2α = 0 the Massey product 2, α, 2 is defined and the k-invariant satisfies
Proof. Let a ∈ B n,0 be a representative of α. We choose 1 + 1 ∈ B 0,0 as a representative of 2 ∈ h 0 B 0, * . In order to construct an element in the Massey product 2, α, 2 we choose b ∈ B n,1 such that ∂(b) = a(1 + 1) = a + a. Notice that
Here we use the axioms of a quadratic pair algebra. These equations show that the following element is in the Massey product 2, α, 2
Here we use the laws of a quadratic pair algebra together with the fact that P is central in any quadratic pair module.
It is a result of Toda that for the sphere spectrum S and α ∈ π * S with 2α = 0 one has αη ∈ 2, α, 2 for η the stable Hopf map. The same result for some cobordism spectra can be found in [Ale72] . In fact Proposition 5.6 together with Theorem 5.4 generalizes this result for all connective ring spectra and shows:
Corollary 5.7. For any connective ring spectrum and α ∈ π * R with 2α = 0 we have αη ∈ 2, α, 2 .
Remark 5.8. Given an ungraded ring A and an ungraded A-bimodule M consider the category consisting of ungraded quadratic pair algebras B with specified isomorphisms h 0 B ∼ = A and h 1 B ∼ = M such that any element in A is the image of some x ∈ B 0 with H(x) = 0. Morphisms are quadratic pair algebra morphisms over A and under M . It is proved in [BJP06] that the set of connected components of this category is in natural bijection with the 3-dimensional Mac Lane cohomology group HM L 3 (A, M ).
As we mention in Remark 2.9 this cohomology group coincides with topological Hochschild cohomology of the corresponding Eilenberg-Mac Lane ring spectrum
For R a connective ring spectrum the Mac Lane cohomology class of the ungraded quadratic pair algebra π 0, * R
corresponds in T HH to the first Postnikov invariant of the ring spectrum R, as studied in [Laz01] . Compare Remarks 2.5 and 2.9.
Remark 5.9. Given an ungraded quadratic pair algebra B the permutative category PB is actually a ring category, i.e. it has an additional monoidal structure ⊗ satisfying the axioms of [EM05, 3.3]. The additional monoidal structure ⊗ is given by the product · on the set of objects, which is B 0 . On morphisms it is given by
The monoidal structure ⊗ is strictly right distributive
and there is a natural left distributivity isomorphism
6. Modules over quadratic pair algebras and module spectra
In this section we explicitly describe modules over quadratic pair algebras and we show their connection with modules over ring spectra.
Definition 6.1. Let B be a quadratic pair algebra. A (right) B-module M is an AE-graded quadratic pair module together with multiplications, n, m ≥ 0,
These multiplications are associative with respect to the multiplications in B. Moreover, 1 ∈ B 0,0 acts trivially on M * ,0 and M * ,1 , and (1|1) H ∈ B 0,ee acts trivially on M * ,ee . Furthermore, all equations in Definition 5.1 hold if we replace the elements on the left of any multiplication · by elements in M .
Notice that h 0 M and h 1 M are naturally (right) h 0 B-modules, and there is a natural h 0 B-module morphism · : h 0 M ⊗ h0B h 1 B → h 1 M . Moreover, given a ∈ h 0 M and b, c ∈ h 0 B of degree p, q, r, such that ab = 0 and bc = 0 there is defined as in Definition 5.3 a Massey product Recall that for an AE-graded ring A the desuspension Σ
In the following theorem we consider modules over quadratic pair algebras associated to (right) modules over a ring spectrum.
Theorem 6.3. Let R be a connective ring spectrum. There is a functor
Here the quadratic pair algebra π * , * R is obtained by using the functor in Theorem 5.4. Moreover, if we use the first isomorphism in Theorem 5.4 as an identification then for any R-module M there are natural isomorphisms of π * R-modules
Using these isomorphisms as identifications the algebraically-defined
coincides with the multiplication by the stable Hopf map η. Furthermore, Massey products in π * , * M coincide with Toda brackets in π * M .
Sign group actions on quadratic pair modules
For the definition of an E ∞ -quadratic pair algebra below we need an action of the symmetric track groups Sym (n) on a quadratic pair module. For this we recall the notion of sign group and action of a sign group from [BM05d, BM05c].
Definition 7.1. A sign group is a diagram in the category of groups
where the first two morphisms form an extension. By abuse of notation we denote this sign group just by G . The group law of the groups defining a sign group is denoted multiplicatively. Sign groups as above were introduced in [BM05d]. The main examples are the symmetric track groups Sym (n) associated to the sign homomorphism of the symmetric groups sign : Sym(n) → {±1} .
The group Sym (n) has a presentation with generators ω, t i , 1 ≤ i ≤ n − 1, and relations
Moreover, the structure of sign groups is given by ı(−1) = ω, δ(ω) = 0, and δ(t i ) = (i i + 1), the permutation exchanging i and i + 1 in {1, . . . , n}.
Definition 7.2. A sign group G acts on the right of a quadratic pair module C if G acts on the right of C by morphisms g * : C → C, g ∈ G, in qpm, and there is a bracket
∂P H(x), s , (5) for the element ω = ı(−1) ∈ G we have the ω-formula:
Notice that the ω-formula corresponds to the k-invariant in (4.4).
Here εδ(t) can take the value −1. In this case (−1)x means −x ∈ C 0 , and (−1)z = −z ∈ C 1 . Given a sign group G the "group ring" A(G ) is the ungraded quadratic pair algebra with generators
for any t ∈ G on the 1-level, • no generators on the ee-level, and relations
The relations above show that A (0) (G ) = Z nil [G + ] where G + is the group G together with an outer base point, so A(G ) is 0-free and hence 0-good.
If C is a 0-good quadratic pair module then an action of G on C is the same as a right ungraded A(G )-module structure on C. The correspondence is given by the following equations, see [BM05c] .
Definition 7.3. A morphism f : G → K in the category Gr ± of sign groups is given by two group homomorphisms f : G → K, f : G → K with f ı = ı, f δ = δf , and ε = εf . In this situation we say that the homomorphism f covers f . A twisted bilinear morphism of sign groups
is given by a pair of sign group morphisms f :
holds in K, and therefore the group homomorphism
is defined, and given x ∈ G , y ∈ L the following equality is satisfied in K
2 )(
There is a universal twisted bilinear morphism
Here G × L is the twisted product of sign groups defined in [BM05c] which is a sign group {±1}
The twisted product defines a non-symmetric monoidal structure in Gr ± . We show in [BM05c] that the "group ring" A(G ) is a strict monoidal functor, i.e. the "group ring" of a twisted product of sign groups is the tensor product of the "group rings" of the factors and the "group ring" of the trivial sign group is Z nil .
Remark 7.4. The isomorphism class of a sign group G is determined by two group cohomology classes
corresponding to the homomorphism ε and the extension in Definition 7.1, respectively. For the symmetric track groups Sym (n) these cohomology classes are the first two Stiefel-Whitney classes associated to the usual inclusion of the symmetric group into the orthogonal group Sym(n)
Here p 1 and p 2 are the projections of the factors of the product G × K and ⌣ denotes the cup-product.
We define in [BM05c] sign group morphisms
covering the usual cross product homomorphisms
Recall that the block permutation σ × τ permutes the first n elements {1, . . . , n} of {1, . . . , n, n + 1, . . . , n + m} according to σ and the last m elements of this set {n + 1, . . . , n + m} according to τ . The sign group morphism (7.5) corresponds to the twisted bilinear morphism
defined on generators by
The sign group morphism (7.5) was defined in [BM05c] 8. E ∞ -quadratic pair algebras associated to commutative ring spectra
In order to deal with secondary operations in the homotopy groups of a connective commutative ring spectrum in general we need the following algebraic structure.
Definition 8.1. An E ∞ -quadratic pair algebra is a quadratic pair algebra B as in Definition 5.1 together with a cup-one product operation
such that the quadratic pair module B n, * is endowed with a right action of the symmetric track group Sym (n) and the following compatibility conditions hold. Let x i ∈ B ni,0 , s i ∈ B ni,1 , a i ∈ B ni,ee , g i , g ′ i ∈ Sym(n i ), and t i ∈ Sym (n i ). The product in the quadratic pair algebra B is compatible with the sign group actions and the sign group morphisms × in (7.5),
The cup-one product measures the lack of commutativity, i.e. if τ p,q ∈ Sym(p + q) denotes the permutation exchanging the blocks {1, . . . , p} and {p + 1, . . . , p + q}, p, q ≥ 0, then
The cup-one product is itself commutative in the following sense
Let 1 n ∈ Sym(n) be the unit element. The cup-one product also satisfies the following rules with respect to addition
and symmetric group action
Remark 8.2. One can check that an E ∞ -pair algebra B as defined in Definition 3.1 is the same as an E ∞ -quadratic pair algebra such that B * ,ee = 0 and for any x ∈ B n,0 and t ∈ Sym (n) the equation x·[t] = 0 holds. This defines a full inclusion of categories (E ∞ -pair algebras) ⊂ (E ∞ -quadratic pair algebras) .
Lemma 8.3. Given an E ∞ -quadratic pair algebra B the ring h 0 B is commutative and h 1 B is an h 0 B-module in a natural way.
Proof. Let x i ∈ B ni,0 . By the laws of an E ∞ -quadratic pair algebra the class of x 1 · x 2 in h 0 B coincides with the class of (
]. It is easy to see that sign τ n1,n2 = (−1) n1n2 . Letτ ∈ Sym (n 1 + n 2 ) be an element with δ(τ ) = τ n1,n2 . By the laws of a module over a quadratic pair algebra and the definition of the "group ring" of a sign group
] represents the same class as (−1)
Let now s 1 ∈ B n1,1 be an element with ∂(s 1 ) = 0. By the laws of an E ∞ -quadratic pair algebra (x 2 ·s 1 )·[τ n1,n2 ] = s 1 ·x 2 . Moreover, by the laws of quadratic pair algebras, modules over a quadratic pair algebra, and the definition of the "group ring" of a sign group
hence we are done.
As in the non-quadratic case E ∞ -quadratic pair algebras carry a notion of cupone square.
Definition 8.4. Let B be an E ∞ -quadratic pair algebra. Given an element a ∈ h 0 B 2n, * we define the cup-one square of a Sq 1 (a) ∈ h 1 B 4n, * in the following way. Choose a representativeā ∈ B 2n,0 of a and an element in the symmetric track groupτ ∈ Sym (4n) whose boundary is the shuffle permutation ∂(τ ) = τ 2n,2n . Then we have
so we can set
We leave it to the reader to check that this element does not depend on the choice ofā. However it does depend on the choice ofτ . There are two possible choices, namelyτ and ωτ . The next result determines the difference between the two possible cup-one squares. Proof. Letā ∈ B 2n,0 be a representative of a. The laws of a quadratic pair algebra, of a module over it, and the definition of the "group ring" of a sign group yield equations
hence the lemma follows from the very definition of the cup-one product and the k-invariant of a quadratic pair module.
One of the main results in this paper is the following theorem. Here the lower arrow is the functor in Theorem 5.4. Moreover, for a commutative ring spectrum R the algebraic cup-one squares in π * , * R correspond to the topologically-defined cup-one squares in π * R.
Remark 8.7. E ∞ -quadratic pair algebras can also be described as coherently homotopy commutative monoids as in the additive case, see Remark 3.2. For this one uses the symmetric monoidal category qpm Sym H of enhanced symmetric sequences of 0-good quadratic pair modules introduced in [BM05c] . In fact, this is the way in which we obtain the equations in Definition 8.1. The cup-one product x 1 ⌣ 1 x 2 of two level 0 elements corresponds to the image of the right linear generator x 1 ⊚x 2 in the tensor product of square groups B * ,(0) ⊙ B * ,(0) = (B ⊙ B) * ,(0) under the track ⌣ 1 . The definition of tracks for quadratic pair modules is recalled in Definition 9.4 below.
As we recall in Remark 3.7 the coherence conditions in Remark 3.2 (i.e. the hexagon and the idempotence) are encoded by the Barratt-Eccles operad in the simplicial setting. Indeed, E ∞ -quadratic pair algebras are also the algebras over an operad in qpm H which can be obtained from the simplicial Barratt-Eccles operad, i.e. the additive situation described in Remark 3.7 extends to the quadratic world.
Remark 8.8. If B is an ungraded E ∞ -quadratic pair algebra then the permutative category PB in Remark 4.9 is actually a bipermutative category in the sense of [EM05, 3.6]. The monoidal structures ⊕ and ⊗ are given by Remarks 4.9 and 5.9, and the symmetry isomorphism for ⊗ is
Universal Toda brackets of ring spectra
Given a ring spectrum R the category mod(R) of (right) R-modules is a Quillen model category, see [MMSS01, Theorem 12.1]. By [Bau89] the full subcategory mod fc (R) of fibrant-cofibrant R-modules is a groupoid-enriched category whose morphisms are homotopy classes of homotopies, also termed tracks.
A free R-module is an R-module of the form
Here ∨ denotes the coproduct. Free R-modules are cofibrant objects in mod(R) by [MMSS01, Theorem 12.1 (vi)] since sphere spectra S m are cofibrant in the category of symmetric spectra.
We denote by mod f (R) the full groupoid-enriched subcategory of mod fc (R) consisting of fibrant replacements of free R-modules. An object X in mod f (R) is a trivial cofibration R (n1,...,n k ) ∼ X in mod(R) with fibrant target. This groupoidenriched category has a further structure described in the following definition. and given composable morphisms
For any category A and any functor D : A op × A → Ab the third BauesWirsching cohomology group H 3 (A, D) (which in this case is isomorphic to a Hochschild-Mitchell cohomology) classifies linear track extensions of A by D, see [BD89] . Indeed any such linear track extension B determines a characterisic cohomology class
also termed universal Toda bracket, and all cohomology classes are represented by linear track extensions.
Given an AE-graded ring A a free A-module is an A-module of the form
Here (Z, m) denotes the AE-graded abelian group consisting of Z concentrated in degree m. The category of free A-modules is denoted by mod f (A).
Given an A-bimodule M we define the graded version of Mac Lane cohomology by
For an ungraded ring A if mod f (A) denotes the usual category of finitely generated free ungraded A-modules this equality corresponds to the natural isomorphism established in [PW92] in homology.
Lemma 9.2. Let R be a connective spectrum. The category mod f (R) is a linear track extension of mod f (π * R) by Hom π * R (−, − ⊗ π * R Σ −1 π * R).
Proof. For any R-module Y the R-module morphisms
coincide with the symmetric spectra morphisms
hence it becomes obvious that mod f (π * R) is the homotopy category of mod f (R) and the projection functor is given by taking homotopy groups p = π * . The group of self-tracks of a map X → Y between fibrant-cofibrant R-modules coincides with the abelian group of homotopy classes [ΣX, Y ] R in the category of Rmodules, compare [BD89] . If X and Y are weakly equivalent to free R-modules then this abelian group is canonically isomorphic to Hom π * R (π * X, π * Y ⊗ π * R Σ −1 π * R) by the same argument as before. The axioms of a linear track extension are checked in [BD89] in a more general setting.
The lemma above yields a universal Toda bracket associated to a connective ring spectrum
This universal Toda bracket determines all Toda brackets in mod f (R), see [BD89] , i.e. all matric Toda brackets in R, compare [May69] . The goal of this section is the construction of a small algebraic model for this universal Toda bracket. For this we will consider universal Toda brackets associated to quadratic pair algebras. Given a quadratic pair algebra B, in order to obtain a convenient groupoidenriched category of B-modules we need to consider weak morphisms. Definition 9.3. A weak morphism f : C → D between quadratic pair modules consists of group homomorphisms
Weak morphisms were introduced in [BM05d]. The functors h 0 and h 1 in (2.1) obviously extend to the category wqpm of quadratic pair modules and weak morphisms.
A weak morphism f : M → N between B-modules is a collection of weak morphisms f n : M n, * → N n, * , n ≥ 0, which are strictly compatible with the action of B, i.e. given m i ∈ M p,i and b i ∈ B q,i for i = 0, 1, ee,
The reader can easily check that B-modules together with weak morphisms form a category that we denote by wmod(B). The ordinary category of B-modules mod(B) is a subcategory of wmod(B) with the same objects.
The category wmod(B) is also a groupoid-enriched category with the tracks (i.e. 2-morphisms) defined as follows.
Definition 9.4. Let f, g : C → D be weak morphisms between quadratic pair modules. A track α : f ⇒ g is a function α : C 0 → D 1 satisfying the equations, x, y ∈ C 0 , z ∈ C 1 ,
This definition of track was given in [BM05d], where we show that the category wqpm of quadratic pair modules and weak morphisms is a groupoid-enriched category. The subcategory qpm is also groupoid-enriched. Tracks in qpm are just tracks in wqpm between morphisms in qpm.
The vertical composition of tracks
is defined by addition (β α)(x) = α(x) + β(x). The horizontal composition of tracks and maps as in
and (αg)(x) = αg 0 (x). The identity track 0 f : f ⇒ f (also called trivial track) is always defined as (0 f )(x) = 0. Let B be a quadratic pair algebra and let f, g : M → N be weak B-module morphisms. A track α : f ⇒ g in mod(B) is collection of tracks α n : f n ⇒ g n between the quadratic pair module morphisms f n , g n : M n → N n such that for any x ∈ M n,0 and a ∈ B m,0 α n+m (x · a) = α n (x) · a + P ((−f n,0 (x) + g n,0 (x)|f n,0 (x)) H · H(a)).
We leave it to the reader to check that these tracks with vertical and horizontal composition defined as above endow wmod(B) with a groupoid-enriched category structure.
Remark 9.5. The groupoid-enriched category qpm was studied in [BM05d, BM05c].
The enrichment extends in the obvious way to the category of AE-graded objects qpm AE and restricts to the subcategory of 0-good objects X in qpm AE H which is monoidal. In this monoidal category tracks can be interpreted as morphisms from the cylinder object I ⊙ X defined by the interval quadratic pair module I, see [BM05c, Lemma 5.3]. If B is a 0-good quadratic pair algebra the cylinder of a 0-good right B-module is again a right B-module in a natural way, so we can define tracks as B-module morphisms from the cylinder. In this way we obtained the formulas for tracks in Definition 9.4 above. This also works for weak morphisms.
Let B be a quadratic pair algebra. A free B-module is a B module of the form
Here (Z nil , m) denotes the AE-graded quadratic pair module given by Z nil concentrated in degree m and ∨ is the coproduct. We denote by wmod f (B) the full groupoid-enriched subcategory of wmod(B) consisting of free B-modules. The proof of this lemma will be given below. Lemma 9.6 yields a universal Toda bracket in Mac Lane cohomology for any quadratic pair algebra B
The following theorem is the main result of this section. 
We prove Theorem 9.7 at the end of this section.
Remark 9.8. In [BJP06, Theorem 2.2.1] it is proved in the ungraded setting that any element in Mac Lane cohomology HM L 3 (A, M ) is represented by a quadratic pair algebra B with h 0 B ∼ = A and h 1 B ∼ = M . Such a quadratic pair algebra is also termed a "crossed extension of A by M in the symmetric monoidal category of square groups", see the Addendum of [BJP06, Theorem 2.2.1]. Since for a connective ring spectrum R the topologically defined category mod f (R) represents an element in HM L 3 (π * R, Σ −1 π * R) the result in [BJP06] makes it plausible that, in fact, the element mod f (R) should also be represented by a quadratic pair algebra. By Theorem 9.7 above we construct such a quadratic pair algebra, given by π * , * R, even in a functorial way.
In order to prove Lemma 9.6 we need the following results.
Lemma 9.9. There are natural isomorphisms
Lemma 9.9 follows easily from the following one.
Lemma 9.10. For any quadratic pair module C there are natural isomorphisms
Proof. There is an exact sequence of square groups in the sense of [BJP05]
Given a pointed set E the square group Z nil [E] in (4.1) is the coproduct of copies of the unit element Z nil for the tensor product of square groups indexed by E excluding the base-point. Therefore by using the definition in [BM05c] of the tensor product in qpm we see that the quadratic pair module
The square groups in (4.1) are flat for the tensor product of square groups. This follows easily from [BJP05, Corollary 39] since the unit object Z nil is obviously flat.
Moreover, it is easy to check by using the generatos and relations for the tensor product of square groups in [BJP05] that for any abelian group A there is a natural isomorphism and tracks between them are in bijection with weak morphisms between graded quadratic pair modules
and tracks between them. Hence Lemma 9.6 follows from Lemmas 9.9 and 9.11. The projection onto the homotopy category is h 0 :
We finally need the following result.
Lemma 9.12. Let R be a connective ring spectrum. The restriction of the functor π * , * in Theorem 6.3 to the full subcategory of connective fibrant-cofibrant R-modules can be extended to a groupoid-enriched functor.
Proof. The functor π * , * in Theorem 6.3 is constructued in Section 14 by using secondary homotopy groups of spectra. Secondary homotopy groups of spectra are defined as colimits of additive secondary homotopy groups of spaces which are groupoid-enriched functors, see [BM05b, BM05d] . Therefore secondary homotopy groups of spectra take homotopies to tracks between quadratic pair modules, and in particular the functor π * , * in Theorem 6.3 becomes a groupoid-enriched functor on connective fibrant-cofibrant R-modules.
Now we are ready to prove Theorem 9.7.
Proof of Theorem 9.7. Recall that a pseudofunctor between groupoid-enriched categories ϕ : C → B is an assignment of objects, maps and tracks which preserves horizontal composition and identity morphisms only up to certain given tracks
These tracks must satisfy well-known coherence and naturality properties. Track functors are pseudofunctors where these tracks are trivial. Similarly there is a definition of pseudonatural transformation α : ϕ ⇒ ψ between pseudofunctors ϕ, ψ : C → B given by maps α X : ϕ(X) → ψ(X) such that the usual square does not commute, but for any map f : X → Y there is a track α f : ψ(f )α X ⇒ α Y ϕ(f ) satisfying coherence and naturality properties. Two linear track extensions B, C of A by D have the same universal Toda bracket if and only if there is a pseudofunctor ϕ : C → B such that for any morphism f : X → Y in C the equality p B ϕ(f ) = p C (f ) holds, and for any x ∈ D(X, Y ) the equation σ ϕ(f ) (x) = ϕσ f (x) is satisfied, compare [BM05a] .
We now prove Theorem 9.7 by constructing an appropriate pseudofunctor
The functor sending a fibrant replacement of a free R-module X to π * , * X, see Theorem 6.3, takes values in the category of right π * , * R-modules, but not on the full subcategory wmod f (π * , * R). However, the fixed trivial cofibration R (n1,...,n k ) ∼ X together with Theorem 13.17 and Remark 13.2 give rise to a right π * , * R-module morphism (9.13) α X : ϕ(X) = (π * , * R) (n1,...,n k ) −→ π * , * X, see Remark 14.1 for details, which induces isomorphisms in h 0 and h 1 , compare Lemma 9.9. Now it is easy to check that for any map f : X → Y between free R-modules we can choose a morphism ϕ(f ) and a track α f as in diagram
Since π * , * is groupoid-enriched functor by Lemma 9.12 and α X and α Y induce isomorphisms on h 0 and h 1 then by categorical nonsense there is a unique pseudofunctor ϕ defined on objects and maps as above such that α : ϕ ⇒ π * , * is a pseudonatural transformation. This pseudofunctor proves the theorem.
Symmetric spectra
We work in the symmetric monoidal model category Top * of pointed (compactly generated) spaces, see [Hov99, 4.2.12].
A spectrum X is a sequence of pointed spaces X 0 , X 1 , . . . , X n , . . . together with pointed maps σ n : S 1 ∧ X n → X 1+n called structure maps. A morphism of spectra f : X → Y is a sequence of pointed maps f n : X n → Y n with σ n f n = f 1+n σ n . The category of spectra will be denoted by Sp AE .
An Ω-spectrum X is a spectrum such that the adjoints ad(σ n ) : X n → ΩX 1+n of the structure maps σ n are weak equivalences for all n ≥ 0.
A symmetric spectrum is a more structured notion of spectrum defined in the following way. An object X in the category (Top * ) Sym of symmetric sequences in Top * is a sequence of spaces X 0 , X 1 , . . . , X n ,. . . such that X n carries a left action of the symmetric group Sym(n). A morphism X → Y of symmetric sequences is a sequence of equivariant maps X n → Y n . The category of symmetric sequences has a symmetric monoidal structure with the tensor product X ⊗ Y characterized by the existence of a natural isomorphism
Here Hom × is the set of equivariant morphisms with respect to the cross product homomorphism × in (7.6). The symmeytry isomorphism X ⊗ Y ∼ = Y ⊗ X is given by the maps
The shuffle permutation τ q,p was already considered in Definition 8.1.
The sphere spectrum S is the symmetric sequence S given by the spheres S 0 , S 1 , . . . , S n , . . . , where Sym(n) acts on S n = S 1 ∧ · · · ∧ S 1 by permutation of coordinates. This symmetric sequence is a commutative monoid with multiplication µ : S ⊗ S → S given by µ p,q : S p ∧ S q = S p+q . The category Sp Σ of symmetric spectra is the category of left S-modules. The structure maps σ 1,n : S 1 ∧X n → X 1+n of the underlying spectrum of a symmetric spectrum X are defined by the left action σ : S ⊗ X → X.
Since the monoid S is commutative the category Sp Σ is symmetric monoidal for the tensor product ⊗ S also called smash product and denoted by ∧. The smash product of symmetric spectra X ∧ Y is the coequalizer of the two multiplications X ⊗ S ⊗ Y ⇉ X ⊗ Y . The smash product X ∧ Y comes equipped with natural maps, p, q ≥ 0,
satisfying a universal property which characterizes X ∧ Y as a symmetric spectrum, see [Sch04] . [MMSS01, 9] since with this structure fibrant objects coincide in both cases with the Ω-spectra.
Symmetric sequences and symmetric spectra defined in this way are available over monoidal categories more general than Top * , see [Hov01] . They can also be defined by using right actions of symmetric groups instead of left actions.
Secondary homotopy groups of spaces
A groupoid-enriched category, also termed track category, is a 2-category where all 2-morphisms are invertible with respect to vertical composition. We also call tracks to the 2-morphisms in track categories. Horizontal composition is denoted by juxtaposition, and we use the symbol for the vertical composition. The vertical inverse of a track α is α ⊟ . Identity morphisms are denoted by 1, and the symbol 0 is used for identity tracks. Track functors are 2-functors between track categories. The category Top * is a track category where a track between two maps is a relative homotopy class of homotopies between them. Similarly for the category of fibrantcofibrant spectra or symmetric spectra, compare [Bau89] . For the convenience of the reader we recall from [BM05b] , [BM05d] the following definition.
Definition 11.1. Let n ≥ 3. For a pointed space X we define the additive secondary homotopy group, Π n, * X which is a 0-free quadratic pair module with
where Ω n X is the discrete pointed set of maps S n → X in Top * . We describe the group Π n,1 X and the homomorphisms P and ∂ as follows. Given a pointed set E we denote by ∨ E S n to the n-fold suspension of E in Top * . It is a one-point union of n-spheres indexed by the set E − { * }. The group Π n,1 X is given by the set of equivalence classes [f, F ] represented by a map f : S 1 → ∨ Ω n X S 1 and a track in Top * of the form:
Here the map ev : ∨ Ω n X S n → X is the obvious evaluation map. The equivalence relation [f, F ] = [g, G] holds provided there is a track
with trivial Hopf invariant Hopf (N ) = 0 in the sense of (11.3) below such that the composite track in the following diagram is the trivial track.
n X nil is given by the image of the generator 1 ∈ Z ∼ = π 1 S 1 under the homomorphism
Let I + be the unit interval I = [0, 1] with an outer base-point and let IX = I + ∧ X be the reduced cylinder of X in Top * . The Hopf invariant Hopf (N ) of a track N : BM05b] 3.3 by the homomorphism
which carries the generator 1
Here the isomorphism is induced by the Pontrjagin product and ad(N ) * is the homomorphism induced in homology by the adjoint of
The reduced tensor square⊗ 2 in (11.3) is defined for any abelian group A as the
are maps from a coproduct the Hopf invariant Hopf (N ) :
homomorphism defined on the basis E ′ by the Hopf invariants of the restriction of N to the components of ∨ E ′ S n . We refer the reader to [BM05b, 3] for the elementary properties of the invariant Hopf .
The equivalence classes [f, F ] define Π n,1 X as a set. The group structure of Π n,1 X is induced by the comultiplication µ :
4.4. We now define the homomorphism P . Consider the diagram
where β : S 1 → S 1 ∨S 1 is given such that (π 1 β)(1) = −a−b+a+b is the commutator of the canonical generators of π 1 (S 1 ∨ S 1 ), i.e. a corresponds to the inclusion of the first sphere and b to the inclusion of the second one. The track B is any track with
1 be maps such that the images of (π 1x )(1) and (π 1ỹ )(1) in Z[Ω n X] are x and y, respectively.
This completes the definition of the quadratic pair module Π n, * X for n ≥ 3.
Additive secondary homotopy groups are defined in [BM05d] also for n = 0, 1, 2. In this way we get for n ≥ 0 a functor Π n, * : Top * −→ qpm which is actually a track functor. Moreover, Π n,(0) X = Z nil [Ω n X] so that Π n, * takes values in the full subcategory qpm H of 0-free, and hence 0-good, quadratic pair modules.
Remark 11.5. By [BM05b, 4 .16] Π n, * S n is quasi-isomorphic to Z nil . The quasiisomorphism ı n,0 : Z nil → Π n, * S n is defined by ı n,0 (1) = 1 S n ∈ Ω n S n nil for 1 ∈ Z = (Z nil ) 0 . This quasi-isomorphism is an isomorphism for n = 0.
The secondary homotopy group Π n, * X is endowed with a natural action of the symmetric track group Sym (n), see [BM05d] . The underlying action of Sym(n) on Π n,(0) X = Z nil [Ω n X] is given by the right action of Sym(n) on the pointed set Ω n X of maps S n → X determined by the left action of Sym(n) on the n-sphere S n = S 1 ∧ · · · ∧ S 1 by permutation of coordinates. One of the results in [BM05c] states that the functor (11.6) Π * , * : Top * −→ qpm AE H to the category of AE-graded 0-good quadratic pair modules is lax monoidal with multiplication given by the smash product operation for secondary homotopy groups
This morphism is equivariant with respect to the sign group morphism (7.5). The functor Π * , * in (11.6) is however non-symmetric. In order to obtain a symmetric version we have to regard Π * , * as a functor to the category qpm Sym H of enhanced symmetric sequences of 0-good quadratic pair modules defined in [BM05c, 8.14] . The properties of the smash product for secondary homotopy groups yield a lax symmetric monoidal functor (11.7) Π * , * : Top
This is the main result in [BM05c] . There are natural isomorphisms, n ≥ 3,
Here we use [BM05b] 5.1. Furthermore, the following property is crucial.
Proposition 11.9. For all n ≥ 3 the k-invariant of Π n, * X defined in (4.4) coincides via (11.8) with the homomorphism η * : π n X → π n+1 X induced by precomposition with Σ n−2 η where η : S 3 → S 2 is the Hopf map.
This follows from [BM05b, 8.2].
The pull-back construction
Let C be any quadratic pair module. Given a pointed set E and a pointed map E → Ker H ⊂ C 0 , or equivalently a group homomorphism ϕ : E nil → C 0 such that Hϕ(e) = 0 for any e ∈ E then the 0-free quadratic pair module ϕ * C is defined as follows.
This quadratic pair module comes equipped with a morphism ϕ # : ϕ * C → C in qpm which is given by the horizontal arrows in diagram (12.1). This construction can be straightforwardly extended to the graded setting degreewise.
Lemma 12.2. In the conditions above the morphism ϕ # : ϕ * C → C induces always an isomorphism on h 1 . It also induces an isomorphism on h 0 provided the set of elements in h 0 C comming from E generate the group h 0 C. Lemma 12.3. Suppose that G is a sign group acting on a quadratic pair module C and that the group G acts on E in such a way that ϕ is G-equivariant. Then there is a unique action of G on ϕ * C such that the induced G-action on level 0 is given by the action of G on E and the natural morphism ϕ # :
This follows easily from the universal property of a pull-back.
Lemma 12.4. If C is a quadratic pair algebra, E is a pointed graded monoid, and E → Ker H ⊂ C 0 is a graded monoid morphism then there is a unique quadratic pair algebra structure on ϕ * C such that the monoid structure of (ϕ This is also a consequence of the universal property of a pull-back. In can be extended to the E ∞ -case.
Lemma 12.5. Suppose that C is an E ∞ -quadratic pair algebra, E is a pointed graded monoid such that the symmetric group Sym(n) acts on E n in such a way that the multiplications E n ∧ E m → E n,m are equivariant with respect to the cross product homomorphisms in (7.6), and E → Ker H is a degreewise equivariant graded monoid morphism. Then there is a unique E ∞ -quadratic pair algebra structure on ϕ * C such that the monoid structure of (ϕ
in SG is induced by the monoid structure on E in the sense of [BJP05, Section 12.1], the action of Sym(n) on (ϕ * C) n,(0) = Z nil [E n ] is given by the action on E n , and the natural morphism ϕ # : ϕ * C → C is a morphism of E ∞ -quadratic pair algebras.
Secondary homotopy groups of spectra
Secondary homotopy groups of spaces introduced in the previous section can be used to define secondary homotopy groups of spectra which are the crucial tools in this paper.
Given a space X and a pointed map E → Ω n X inducing a homomorphism ϕ : E nil → Ω n X nil , we write Π n, * (X|E) = ϕ * Π n, * X for the pull-back construction defined in (12.1).
Definition 13.1. Let X be now a spectrum. The secondary homotopy group π n, * X, n ≥ 0, is defined as the colimit in qpm
Here the map Ω n X 0 → Ω k+n X k is obtained by taking Ω n on the adjoint of the structure map σ k,0 : S k ∧ X 0 → X k , i.e. it sends an n-loop f : S n → X 0 to the composite
are defined to be the identity on levels 0 and ee, so π n,(0) X = Z nil [Ω n X 0 ] and π n, * X is 0-free, and hence 0-good. On the 1-level the bonding morphism is defined by the composite in qpm
Here the first isomorphism is the unit isomorphism for the symmetric monoidal structure ⊙ in qpm. In the second arrow we use the morphism ı 1,0 in Remark 11.5. The morphism ∧ is the smash product for secondary homotopy groups of spaces constructed in [BM05c] .
Remark 13.2. The quadratic pair module π n, * S n is quasi-isomorphic to Z nil . The quasi-isomorphism ı n,0 : Z nil → π n, * S n is defined by ı n,0 (1) = 1 S n ∈ Ω n S n nil , as in Remark 11.5. This quasi-isomorphism is an isomorphism for n = 0. This remark follows for instance from Proposition 13.4 below.
The symmetric track group Sym (n) acts on Π k+n, * (X k |Ω n X 0 ), see Lemma 12.3. The induced action of the symmetric group Sym(n) at level 0 is given by the action on Ω n X 0 considered in the previous section. The bonding morphisms of the directed system are A(Sym (n))-module morphisms, therefore π n, * X carries a natural action of Sym (n).
For any Ω-spectrum X we derive from (11.8) and Lemma 12.2 the natural isomorphisms, n ≥ 0,
The following proposition follows from Proposition 11.9.
Proposition 13.4. Let X be an Ω-spectrum. The k-invariant of π n, * X coincides via the isomorphisms (13.3) with the homomorphism η : π n X → π n+1 X induced by multiplication with the stable Hopf map η ∈ π 1 S.
The projection to the colimit yields a natural morphism in qpm φ n : Π n, * X 0 −→ π n, * X.
In case X is an Ω-spectrum φ n is levelwise surjective for n = 0, 1 and an isomorphism for n ≥ 2. The next result is a crucial ingredient for the main theorems in this paper.
Theorem 13.5. Let X, Y, Z be symmetric spectra which are Ω-spectra and let
Then for all n, m ≥ 0 there is a unique morphismf n,m in qpm for which the following diagram commutes.
The fillerf n,m will be constructed in Theorem 13.17. In order to define it we consider the morphisms
Here the first arrow is the isomorphism in [BM05c, 3, 7] and ∧ : (
Moreover, the morphism (13.6) is induced on the 1-level by
Here the last arrow is given by the right action of the sign group Sym (k+l+n+m).
Lemma 13.9. The morphism (13.6) is well defined.
Proof. We have to check that the composite (13.7) is compatible with (13.8) so that (13.6) is indeed defined. This follows from the fact that given maps f :
Theorem 13.10. Suppose that E is a pointed space, ϕ : E → Ω n+m X is a pointed weak equivalence and the symmetric group Sym(n) acts from the left on X in such a way that the adjoint
of ϕ is equivariant with respect to the left action of Sym(n) on the sphere S n . Suppose also that m ≥ 1. Then for any τ ∈ Sym(n) the two possible composites in the diagram
Proof. The theorem is obvious in degrees 0 and ee. Let us check the degree 1 case. Obviously the statement of Theorem 13.10 is non-trivial just in case n ≥ 2 so we can suppose that we are within this range, and hence n + m ≥ 3.
Let [f, F ] ∈ Π n+m,1 (X, E). This element is represented by a map
such that the image of (π 1 f )(1) ∈ E in the quotient E nil is ∂[f, F ], and a track
9 9 9 9 X 9 9 9 9
Here Ω n+m X is regarded as a discrete pointed set, (τ × 1)
where we use the multiplicative topological abelian group struc-
n+m is any track, and Q is the unique track with Hopf invariant
Since ψ is Sym(n)-equivariant we have the equation
We use this equation in order to simplify diagram (13.12) by using Lemma 13.16 below.
The hypothesis m ≥ 1 is also needed in order to apply Lemma 13.16 below. By Lemma 13.16 the track (13.12) coincides with (13.14)
;
Any track horizontally composed with a trivial map becomes a trivial track, therefore in order to complete the proof it is enough to check that
The track F can be regarded as the relative homotopy class of a path in Ω n+m X between two points comming from E. Since ϕ is a weak equivalence the whole path comes from E up to homotopy. Moreover, by (13.13) the two possible composites in the diagram
The following lemma is used in the proof of Theorem 13.10 above. The map (·) sign(τ ) n+m and the trackτ in the statement of the lemma can also be found in the proof of Theorem 13.10. 
is defined by the equation, a ∈ A,
where
Proof. By using similar techniques to [BM05c, 16] one can check that it is enough to prove the statement for f = (·)
This coincides with Hopf (M ((·) −1 )) provided the following identity holds in the positive pin group P in + (n + m) as defined in [BM05d, 6.6] e n+mτ = (−1) (
)τ e n+m .
The positive pin group is defined in [BM05d, 6.6] as a subgroup of units in the Clifford algebra C + (n+m) with generators e 1 , . . . , e n+m associated to the Euclidean scalar product in R n+m . See also [BM05d, 6.11] to see howτ defines an element in P in + (n + m). Now the equation can be checked by using the defining relations of C + (n + m), see [BM05d, 6.6], and the fact thatτ does not depend on e n+m as an element in C + (n + m).
We use Theorem 13.10 to prove the following result.
Theorem 13.17. For any morphism of symmetric spectra f : X ∧ Y → U with U fibrant the composite of (13.6) with the morphism
induced by f defines a morphism in qpm
by taking colimits over k, l ≥ 0.
Proof. The map f clearly induces a morphism (a) which is Z nil [Ω n+m f 0 ] on the (0)-level and which is induced by Π k+l+n+m, * f on the 1-level.
In order to check that the morphism (b) is defined in the colimit it is enough to check that
is equal to both
at least for k, l sufficiently large. We will see that equality (c) = (d) holds for any k and l, while we have to require l ≥ 1 to check that (c) = (e). In order to check (c) = (d) we consider the following equations
For the first equality we use the fact that the sign group action on secondary homotopy groups of spaces is natural and that the smash product operation is equivariant, see [BM05c] 7.1 and 8.13. For the second one we use again the naturality of the smash product operation. For the last one we use the fact that the following diagram commutes
Let us now check (c) = (e) under the assumption l ≥ 1. Here we need to assume that U is fibrant in order to apply Theorem 13.10. Let τ ∧ : X k ∧ S 1 ∼ = S 1 ∧ X k be the symmetry isomorphism for the smash product of pointed spaces. The commutativity rule for the smash product operation on secondary homotopy groups, see [BM05c] 7.3., and the fact that H(1 S 1 ) = 0 show that
Using this equality together with the commutativity of
and the arguments used to check (c) = (d) one can obtain the first equality in the following chain of equations.
In the second and the third steps we introduce permutations which cancel each other. For the last equality we use the identities
For (f) we use the hypothesis l ≥ 1 and Theorem 13.10 applied to the map
obtained by taking Ω n+m on the adjoint of σ 1+k+l : S 1+k+l ∧ U 0 → U 1+k+l . The map ϕ is a weak equivalence since U is fibrant. Moreover, the adjoint of ϕ is the composite
where the first arrow is obtained by taking S 1+k ∧ S l ∧ − on the adjoint S n+m ∧ Ω n+m U 0 → U 0 of the identity map on Ω n+m U 0 , therefore ψ is Sym(1+k)-equivariant with respect to, the action of Sym(1 + k) on S 1+k by permutation of corrdinates, and the pull-back action of Sym(1 + k + l) on U 1+k+l along the inclusion − × 1 l : Sym(1 + k) → Sym(1 + k + l).
One now readily checks that the homomorphismf n,m given by Theorem 13.17 proves Theorem 13.5.
14. Proof of Theorems 5.4, 6.3, and 8.6
Since the notation π * , * is also used in the statement of Theorems 5.4, 6.3, and 8.6 we denote in this section the secondary homotopy groups of spectra defined in the previous section byπ * , * .
Proof of Theorem 5.4. Let L be a fibrant replacement functor in the model category of ring spectra. We define the functor π * , * in the statement of Theorem 5.4 as the compositeπ * , * L. Given a ring spectrum R the ring multiplication µ : LR ∧ LR → LR and Theorem 13.5 induce a quadratic pair algebra structure onπ * , * LR with multiplication µ * , * :π * , * LR ⊙π * , * LR −→π * , * LR.
Moreover,π 0, * S 0 ∼ = Z nil , and the unit ν : S 0 → LR of the ring spectrum LR induces the unit of the quadratic pair algebraπ * , * LR, which is the image of 1 ∈ Z = (Z nil ) 0 by the morphism Z nil ∼ =π0, * S 0 ֒→π * , * S 0π * , * ν −→π * , * LR.
The axioms of a quadratic pair algebra are satisfied sinceπ * , * LR is a monoid in the symmetric monoidal category qpm AE H of AE-graded 0-good quadratic pair algebras.
This follows from Theorem 5.4 and the fact that secondary homotopy groups of pointed spaces form a lax monoidal functor to qpm AE H , as we show in [BM05c] . Let us check the statement about Toda brackets and Massey products. For the definition of Toda brackets in (1.2) we assumed R to be fibrant. In this proof we do not make this assumption, therefore we replace R in (1.2) by the fibrant replacement LR.
The LR-module mapsā,b,c in (1.2) are the same as maps of pointed spaces a : S p → LR 0 ,b : S q → LR 0 ,c : S r → LR 0 . These pointed maps are basis elements in the level 0 of π * , * R representing a, b, c, as in Definition 5.3. Moreover, the tracks e and f in (1.2) can be regarded as tracks between pointed maps e : µ 0 (ā ∧b) ⇒ 0, f : µ 0 (b ∧c) ⇒ 0. These tracks in Top * represent elements in Π p+q,1 LR 0 and Π q+r,1 LR 0 , respectively, which project to level 1 elements in the colimit π * , * R also denoted by e and f . These elements satisfy ∂(e) = µ 0 (ā ∧b) =ā ·b and ∂(f ) = µ 0 (b ∧c) =b ·c as required in Definition 5.3. Finally we notice that the element −e ·c+ā· f defining the Massey product corresponds exactly to the pasting of diagram (1.2), which defines the Toda bracket, hence they coincide.
The statement about the k-invariant follows from Proposition 13.4.
Proof of Theorem 6.3. Let L be a fibrant replacement functor in the model category of ring spectra and let L ′ be a fibrant replacement in the model category of right LR-modules. We define the functor π * , * in the statement of Theorem 6.3 as the compositeπ * , * L ′ (− ∧ R LR). See [MMSS01, 22.2] for the definition of ∧ R . Given a right R-module M the right action of the ring spectrum LR on the module spectrum
and Theorem 13.5 induce aπ * , * LR-module structure onπ * , * L ′ (M ∧ R LR) with multiplication H , as we show in [BM05c] .
The statements about Massey products and Toda brackets and the k-invariant follow as in the proof of Theorem 5.4.
Remark 14.1. Once defined the functor π * , * in Theorem 6.3 we explicitly indicate how to construct the morphism (9.13) in the proof of Theorem 9.7 from a trivial cofibration f :
(π * , * R)
In the statement of the following lemma we consider the interval 1-cell complex K 1 , and the 2-cell complexes with the shape of a triangle K 2 , a hexagon K 3 , and a disc K 4 .
• K 
Moreover, given space K we write K + for the disjoint union of K with an outer base-point. The smash product of a pointed space K and a symmetric spectrum X is the symmetric spectrum defined by (K ∧ X) n = K ∧ X n . We denote by τ ∧ to the symmetry isomorphism for the smash product of spectra. Notice that the procedure for the construction of α 1 consists of defining it over the restriction to R and on the boundary of K 1 according to the statement. Then α 1 is given by the usual lifting diagram in a model category. The same procedure can be used for the definition of α 2 , α 3 , and α 4 .
Proof of Theorem 8.6. Let L be a fibrant replacement functor in the category of ring spectra. Given a commutative ring spectrum R we have to promote the quadratic pair algebraπ * , * LR in the proof of Theorem 5.4 to an E ∞ -quadratic pair algebra. As we showed in the previous section the quadratic pair moduleπ n, * LR carries an action of the symmetric track group Sym (n). The multiplication, defined by Theorem 13.5, is equivariant with respect to the sign group homomorphism (7.5), i.e.π * , * LR is a monoid in the category qpm Sym H of enhanced symmetric sequences of 0-good quadratic pair modules. Now consider the map α 1 in the statement of Lemma 14.2. By Theorem 13.17, and using that the sphere spectrum S is the unit of the smash product, the map α 1 yields a morphism π 0, * (K 1 + ∧ S) ⊙π * , * LR ⊙π * , * LR −→π * , * LR. The "interval" quadratic pair module I in [BM05c, 5] is 0-free. The basis at level 0 is the set of vertices of K 1 , i.e. {0, 1}. On level 1 it is generated by the edge e of K 1 and ∂(e) = −(0) + (1). This correspondence between the generators of I and K 1 yields a morphism υ : I → Π 0, * K 1 + , see [BM05c, 19] . Conposing υ with the projection to the colimit φ 0 : Π 0, * K 1 + →π 0, * (K 1 + ∧ S) we obtain a new morphism I ⊙π * , * LR ⊙π * , * LR −→π * , * LR.
Such a morphism is the same as a track to the multiplication ofπ * , * LR from the opposite multiplication. The maps α 2 and α 3 in Lemma 14.2 show that this track satisfies the idempotence and the hexagon conditions, thereforeπ * , * LR is an E ∞ -quadratic pair algebra, see Remark 8.7. The map α 4 in Lemma 14.2 shows the naturaluty of ⌣ 1 with respect to morphisms between commutative ring spectra.
For the statement about the smash product we notice thatā in diagram (1.3) is the same as a pointed mapā : S 2n → LR 0 which, regarded as a basis element in π 2n,0 LR, represents a ∈ π 2n R = Coker ∂. Sinceā is in the basis H(ā) = 0. This simplifies the definition of the algebraic cup-one square The map α 1 in Lemma 14.2 is given on degree 0 by a homotopy (α 1 ) 0 to the product on LR 0 from the opposite product. Such a homotopy induces a track of quadratic pair modules, which is a function ((α 1 ) 0 ) * : Π 4n,0 LR 0 → Π 4n,1 LR 0 . The construction of ((α 1 ) 0 ) * (µ 0 (ā ∧ā)) can be found in [BM05b, 7.3] . The projection to the colimit of this element isā ⌣ 1ā .
With this description of the summands in (a) one can check that (a) is the same as the pasting of diagram (1.3).
Proof of Theorem 3.4
In order to derive Theorem 3.4 from Theorem 8.6 we need some technical results. In Remark 8.2 we indicated how the category of E ∞ -pair algebras can be regarded as a full subcategory of the category of E ∞ -quadratic pair algebras. This inclusion admits a reflection (−) adc : (E ∞ -quadratic pair algebras) −→ (E ∞ -pair algebras) defined as follows. Let B be an E ∞ -quadratic pair algebra. The quadratic pair module B n, * is an A(Sym (n))-module for all n ≥ 0, therefore the additivization B add n, * in the sense of (4.6) is an A (Sym (n)) add -module. The pair algebra A(Sym (n)) add is the inclusion of the two-sided ideal I sign ⊂ Z Sym(n) in the group-ring of the symmetric group which is the kernel of the ring homomorphism Z Sym(n) → Z induced by the sign homomorphism sign : Sym(n) → {±1}. The pair module B Here the arrow · is defined by one of the multiplications given by the A(Sym (n)) addmodule structure of B Proof. Since B n, * has trivial k-invariant the natural projection B n, * ։ B add n, * is a quasi-isomorphism by Proposition 4.7. Moreover, since B add n,0 is flat as a Sym(n)-module then the lower horizontal arrow in the left of diagram (15.1) is injective. This implies that the upper one, labeled ·, is also injective, hence the "snake lemma" applied to diagram (15.1) implies that B add n, * ։ B adc n, * is also a quasi-isomorphism, and the lemma follows.
Lemma 15.3. Let B be a 0-free E ∞ -quadratic pair algebra. There is a 0-free quadratic pair algebra B with B add n,0 a flat Sym(n)-module for all n ≥ 0 and a natural projection B ։ B which is a quasi-isomorphism.
Proof. Since B is 0-free there are pointed sets E n such that B n,(0) = Z nil [E n ], n ≥ 0. The laws of a module over a quadratic pair algebra show that for any e ∈ E n and g ∈ Sym(n) we have H(e · [g]) = 0. The unique elements of E n nil in the kernel of H are the elements of the basis E n , compare the proof of [BJP05, Lemma 12] . Therefore the action of Sym(n) on E n nil is induced by an action of Sym(n) on the pointed set E n .
The Sym(n)-module B add n,0 = Z[E n ] needs not be flat. It would be flat if E n were a free pointed Sym(n)-set. We are going to construct B by replacing E n by a free Sym(n)-set without changing h 0 and h 1 . Let ϕ n : E ′ n = E n ∧ (Sym(n) + ) −→ E n be the pointed map induced by the action of Sym(n) on E n . This map is Sym(n)-equivariant with respect to the action of Sym(n) on E ′ n given by multiplication on the second coordinate of the smash product. Moreover, E ′ * is a graded monoid with multiplication given coordinatewise by the product in E * and the cross product homomorphisms in (7.6). This multiplication is equivariant with respect to the cross product homomorphisms. Let ϕ : E ′ → E be the graded map given by ϕ n . Since E ′ n is a free Sym(n)-set for all n ≥ 0 the E ∞ -quadratic pair algebra B = ϕ * B in Lemma 12.5 and the natural projection ϕ # : B ։ B satisfy the properties stated in the lemma. Now we are ready to prove Theorem 3.4.
Proof of Theorem 3.4. The E ∞ -quadratic pair algebra π * , * R in Theorem 8.6 is 0-free, therefore by Lemmas 15.2 and 15.3 the functorial E ∞ -pair algebra π adc * , * R = ( π * , * R) adc proves Theorem 3.4. The natural zig-zag of quasi-isomorphisms between the pair algebras π adc * , * R and π add * , * R is obtained by applying the additivization functor (4.6) to the diagram ( π * , * R)
adc և π * , * R ։ π * , * R,
i.e. it is (15.4) π adc * , * R և ( π * , * R) add ։ π add * , * R. For this we recall that we have defined π add * , * R as (π * , * R) add in the proof of Theorem 2.7.
