The wage of a football player is a function of numerous aspects such as the player's skills, performance in the previous seasons, age, trajectory of improvement, personality, and more. Based on these aspects, salaries of football players are determined through negotiation between the team management and the agents. In this study we propose an objective quantitative method to determine football players' wages based on their skills. The method is based on the application of pattern recognition algorithms to performance (e.g., scoring), behavior (e.g., aggression), and abilities (e.g., acceleration) data of football players. Experimental results using data from 6,082 players show that the Pearson correlation between the predicted and actual salary of the players is ∼0.77 (p < .001). The proposed method can be used as an assistive technology when negotiating players salaries, as well as for performing quantitative analysis of links between the salary and the performance of football players. The method is based on the performance and skills of the players, but does not take into account aspects that are not related directly to the game such as the popularity of the player among fans, predicted merchandise sales, etc, which are also factors of high impact on the salary, especially in the case of the team lead players and superstars. Analysis of player salaries in eight European football leagues show that the skills that mostly affect the salary are largely consistent across leagues, but some differences exist. Analysis of underpaid and overpaid players shows that overpaid players tend to be stronger, but are inferior in their reactions, vision, acceleration, agility, and balance compared to underpaid football players.
Introduction
Football is by far the world's most popular team sport with ∼3.5 billion fans worldwide (Giulianotti, 2012) . Due to its popularity, the demand for star football players has been increasing substantially in the past few decades, and football players are being traded by amounts exceeding €100M. These numbers are substantially higher than historical trade figures compared to normal inflation rate. For instance, Diego Armando Maradona, considered the most prominent football player during the 1980s, was traded in his career's prime from F.C. Barcelona to Napoli for a world record fee of $10.48M in 1984 (Frick, 2007) , comparable to $24.57M (€22.7M) in 2017 value.
Naturally, the rising transfer rates of football players also affect player's salaries, which have been increasing consistently (Frick, 2007) . Determining the compensations for a football player is a complex task in sports economy, affected by a combination of numerous aspects. In the pre-information era that task was performed using mainly qualitative analysis, also because football player statistics and data were not collected consistently, making it more difficult to compare the performance and skills of football players in a quantitative manner (Frick, 2006) . However, starting the late 1990s, football data were being collected and published, and the comprehensiveness of these data has been increasing consistently. Public football data currently includes multiple performance figures as well as the salaries of the athletes in all major football leagues (Frick, 2006) . In most cases, the superstar football players earn more compared to the other players, also for the income they generate for their clubs through tickets, merchandise, and broadcasting agreements. That effect is magnified by the limited supply of superstar football players, leading to an increased wage through monopsony rents (Garcia-del Barrio and Pujol, 2007) . Monopsony rents are predicted in a labor market where multiple employers compete for the services of a limited number of employees (Garcia-del Barrio and Pujol, 2007) . In the monopsony football economy, the football clubs compete for the services of a limited number of star athletes, forcing the clubs to increase the wages in order to compete with the other clubs and hire these players.
From a behavioral point of view, the performance of the football players improves when the absolute income of the player increases (Torgler and Schmidt, 2007) . On the other hand, it has also been shown that salary inequality has a negative effect on the team, and the performance of a football player declines when the income difference between the players and the rest of the team gets larger (Torgler et al., 2006) . Additionally, the salary of the football player has a clear impact on coaching decisions, observed by the fact that players with higher salaries tend to be used by the coaching staff in a fashion that is not proportional to their performance on the field compared to other players who are compensated less generously (Garcia-del Barrio and Pujol, 2009 ). Salary discrimination is far more dominant than other possible types of discrimination such nationality (Garcia-del Barrio and Pujol, 2009 ).
While the effort invested by the player has an insignificant effect on the salary (Wicker et al., 2013) , it has been proposed that the determination of the football player's salary depends on the players performance in the previous season, games played internationally, and the number of goals scored by the player (Frick, 2011) . While these factors clearly affect the football player's wage decision, it is reasonable to assume that other factors such as passing skills, free kick accuracy, speed, and tackle ability can contribute to the wage. These different skill variables can work in concert to provide a more complete profile of the player's ability, and therefore comparing a small set of individual variables might not reflect the full value of the player.
In the post-information era, systems and methods for analyzing football data using computational statistics and pattern recognition have been proposed (Lames et al., 2011) . Such systems have been used for data reduction of players and the ball movement on the field during the game (Feess et al., 2010) , automatic detection of player's position (Siegle et al., 2013) , interactive football training environment (Jensen et al., 2014) , and game tracking (O'Donoghue and Robinson, 2009; Castellano et al., 2014) .
In this study we use player skill data to analyze the salary of football players in a quantitative manner as a function of their abilities and skills, and relative to other players. Since the data are multi-dimensional, they are analyzed using machine learning. The goal of the method is to provide a quantitative and objective method for estimating the salary of football players based on their skills and abilities on the field. Such method can be used as an assistive system for contract negotiation, as well as for quantitative estimation of performance per cost and sports economics.
Methods
The methodology used in this study is based on supervised machine learning. That is, the algorithm "learns" from the data samples to deduce a model, and the model is then tested by using other samples that were not used for building the model. These test samples allow to compare the values predicted by the model to the actual values, and measure the accuracy of the model in predicting real samples. In the case of this study, the predicted values are the salaries of the football players, and each sample is represented by a set of variables representing the player's performance and skills as will be described in the next section.
Data
The data used in the experiment are football players' data collected from sofifa.com, providing information about the performance and skills of each player, as well as the salary of the players. The salary used in this study is the gross wages paid by the football club as negotiated between the club and the agent of the football player, and excludes other possible income of the player such as commercials, merchandise, etc. Due to the strict rules of football organizations such as FIFA and UEFA, football clubs are required to report the correct salaries to comply with regulations such as the Financial Fair Play (Muller et al., 2012) , and¨ due to the careful enforcement of these regulations the reported wages can be considered reliable. Clearly, previous experience has demonstrated some cases in which these regulations were violated in attempt to conceal financial information, but these incidents can be considered exceptions, and the salaries reported by the football clubs can be assumed to be largely reliable.
The data from sofifa.com was acquired by applying a web crawler that collected the information of each of the players in the season of 2016. The dataset was originally compiled by football experts, who analyzed the skills of each player for the purpose of simulating the players in video games 1 , and consequently for scouting 2 . These data were successfully used for predicting the outcome of football matches (Prasetio, 2016; Shin and Gasparyan, 2014) , and have demonstrated to be comparable or better than other sources of football data (Shin and Gasparyan, 2014) . The skills are measured as integers in the range of [0, 99] .
The dataset also includes the salary of each player, which is often used for scouting information and football strategy games such as Football Manager. While salary can differ between leagues, the dataset combines football players from several European football leagues and can therefore vary also based on the league. However, since the Bosman ruling in the mid 1990's (Arnedt, 1998) , football players can choose the football club based on the best offers they are given, without the restrictions of nationality, making European football an open labor market (Dejonghe and Van Opstal, 2010) . Table 1 shows the variables used to analyze the overall value of 6,082 players to determine their wages automatically. The variables were collected for 6,082 active football players for which information was available in order to maximize the number of samples in the dataset. The variables include football skills, as well as general physiological variables such as height, weight, and age. The foot used more commonly to pass or kick the ball (left or right) crossing
The ability to pass a long ball from the wing, accurately to a teammate inside the penalty box finishing
The ability to finish the offensive play by scoring a goal from inside the penalty box heading_accuracy
The ability of the player to reach the ball with their head, and then accurately push it to target short_passing Accuracy and speed of short passes to a teammate volleys The ability to kick the ball accurately and powerfully while the ball is in the air dribbling Kicking the football ball softly ahead with both feet curve
The technique and ability of a player to kick the ball such that the ball bends while in the air, and accurately reaches a teammate or the opponent's goal free_kick_accuracy
The likelihood of a free kick made by the player to reach the opponent's goal or a teammate longpassing Speed and accuracy of a long kick aiming at passing the ball to a teammate ballcontrol How well the player gets control of the ball when making contact with it, and how well they can keep the ball without acceleration Ability to speed up within a short amount of time and reach maximum sprint speed sprint_speed How fast the player can run when in maximum speed agility Ability to make a sudden change of direction and stay in balance reactions
The time required for the player to respond to certain events such as identifying an opponent running through the defense, identifying a loose ball rejected by the goalkeeper, or responding to a loose ball after a tackle balance
The ability of the player to stay on their feet in the event of a physical confrontation with another player, or another physical challenges such as jumping jumping
The elevation and timing of the player when jumping to reach the ball or head hit the ball stamina How long/far the player can run in maximum speed before needing to slow down strength Player's strength and power, reflected by the ability of the player to overpower an opponent in a physical challenge shot_power The player's ability to shot the ball with strength long_shot
The ability to make an accurate shot from outside of the penalty box penalties
The ability to score a penalty shot aggression The tendency of the player to use strength, leading to more successful tackles yet also leading to more fouls and penalty cards positioning
The ability of the player to identify open spaces on the field or spots from which gives an advantage for receiving the ball and attacking the opponent's goal vision
The ability of the player to know where the teammates are positioned on the field, as well as keeping track of the position of the opponent players marking
The ability to follow an opponent player and prevent them from receiving the ball standing_tackle
The ability of the player to win the ball in a standing tackle, without committing a foul sliding_tackle Ability to win the ball in a sliding tackle interception
The ability to identify a pass and intercept the ball gk_diving Goalkeeper ability to protect the net while in the air gk_handling
The ability of the goalkeeper to catch and secure the ball ball_gk_kicking Goalkeeper ability to make an accurate kick gk_positioning Ability of the goalkeeper to find the optimal position while defending the ball goal_gk_reflexes The ability of the goalkeeper ability of the goalkeeper to react to a shot and block it
Information from all players analyzed by sofifa was used. The dataset included players from 91 football leagues. Table 2 shows the number of teams and number of players from the leagues providing the highest number of players, as well as examples of some other leagues from which less players were used.
Machine learning algorithms
To predict the weekly wage from variables that reflect skills and field performance of a football player, eight different quantitative pattern recognition methods were used. While all of these methods aim at providing the optimal link between patterns of skills and the salary of the players, different supervised machine learning methods perform differently on different machine learning problems and data, and it is often difficult to intuitively select the most effective method without experimenting and comparing the actual performance figures of different methods (Bishop, 2006) . Because the salary is a numerical variable, all methods that were selected need to be able to interpolate and predict continuous numerical values, and not be limited to prediction of nominal variables.
The supervised machine learning methods used in the experiments cover several different machine learning paradigms, and include Additive Regression (Friedman, 2002) , Decision Table (Kohavi, 1995) , Nearest Neighbor with a weighted condition (Aha et al., 1991) , K* (Cleary et al., 1995) , Locally Weighted Learning with Naive Bayes and Linear regression classifiers (Frank et al., 2002; Atkeson et al., 1997) , Random Committee (Seung et al., 1992) , and Random Trees (Aldous, 1993) .
Additive Regression (Friedman, 2002 ) is a function-based learning method based on a mathematical equation that smooths the output through using a regression against a linear function, to make the additive regression non-linear function. Decision Table (Kohavi, 1995 ) is a rule-based learning algorithm that depends on testing a set of data using conditional mathematics, and predict the values of new samples using the results of the training set. Nearest Neighbor with a weighted condition (Aha et al., 1991) is an instance-based method that predicts the outcome of a given situation using the distance equation to find the nearest dataset to predict the results. Another instance-based method is K* (Cleary et al., 1995) , which uses the entropy distance from the instances in the training set to predict the results. Locally Weighted Learning is a memory-based learning algorithm, used with naive Bayes or linear regression (Frank et al., 2002; Atkeson et al., 1997) , and makes the prediction through the weighted connection within the data using regression or classification. The Random Committee (Seung et al., 1992 ) is a meta-learning algorithm that applies different randomly selected number of seeds. Random Tree (Aldous, 1993 ) is a tree-based method that builds a decision tree using a random selection of attributes in every given dataset. Random Subspace (Ho, 1998) is an ensemble learning method in which a mathematical model creates decision trees, which are combined to make a regression using the posterior probabilities. Each of those algorithms was applied in two different testing strategies. The first used 84% of the samples for training, and the remaining 16% for testing. The second strategy utilized the leave-one-out scheme, using the entire set of 6,082 players. The performance was evaluated by the Pearson correlation between the predicted and the actual weekly wage of the player, as well as the mean absolute error between the actual and predicted wage.
Results
Applying the methods described above to the data described in the Data section using the different machine learning algorithms provided the results shown in Figure 1 .
Figure 1: Pearson correlation between the predicted and actual football player weekly wage using ∼84% of the samples for training and the remaining ∼16% for testing. The probability of all correlations to occur by chance is p < .001.
As Figure 1 shows, all machine learning algorithms that were tested show statistically significant correlation between the predicted and actual weekly wage of the players. The weakest algorithm was Random Tree, with a Pearson correlation of 0.53 (p<.001). The most effective algorithm for the prediction of the salary is Random Committee, with Pearson correlation of 0.87 between the predicted and actual weekly wage. Figure 2 shows the mean absolute error between the predicted and actual salaries when using the different machine learning algorithms. As the figure shows, the K-Nearest Neighbor algorithm (K=10) provided the lowest mean absolute difference between the predicted and actual wage, Random Tree provided the highest mean absolute error. Figure 3 shows the Pearson correlation between the predicted and actual weekly wage using the eight algorithms when using a leave-one-out test strategy.
As the figure shows, all algorithms exhibit a high correlation between the predicted and actual salary, with Random Tree showing a lower correlation than the other algorithms. Figure 4 shows the mean absolute error (in €) between the predicted and actual salary using the leaveone-out testing strategy. Figure 5 shows the predicted and actual salaries (€) of the 6,082 when using the Additive Regression classifier, and Figure 6 shows the Bland-Altman diagram. Due to the high difference between the salaries of football players shown in Figure 5 and the proportional error shown in the Bland-Altman diagram of Figure 6 , we also computed the relative mean error, computed by E=
, where E is the error, Pi is the predicted wage of player i, Ti is the actual wage of player i, and is the mean wage of all players in the dataset. Figures 7 and 8 show the relative error of the different algorithms when separating the data to training and test sets and when using the leave-one-out strategy, respectively. To identify the skills that have the highest impact on the salary, the Relief Attribute Evaluation (Robnik-Sikonja and Kononenko, 1997) was used. The variable selection method worksˇ by repetitively selecting samples and evaluating the weight of the feature by comparing the nearest samples of the same class and of the other classes. The variables that were selected are listed in Table 3 .
Predicting the wages of individual football players
The method was also applied to predict the salaries of individual football players. Table 4 shows the predicted salaries of several known football players with the highest salaries when using Additive Regression model such that the training set was the 6,081 other players, and the single test sample was the football player of which the salary is predicted. Table 4 shows that the algorithm was able to automatically identify the highest paid football players by merely analyzing their performance figures and skills. For instance, of the 100 top earning football players in 2016, 61 were among the 100 top predicted salaries. The probability of 61 randomly selected players to be among a set of 100 players selected from a set of 6,082 players is (p < 10 − 5 ). However, in many cases it also shows differences between the actual and predicted salary of the players. For instance, for players such as Karim Benzema and Lionel Messi the weekly wages have been predicted approximately 50% less than their actual weekly wage. Other players with the highest difference between predicted and actual salary are Petr Cech, with actual weekly salary of €160K and predicted salary of ∼€123K, and Oscar, who earn €140K per week while his predicted wage is ∼€67K. That difference can be explained by the monopsony rent as discussed in the Introduction, and the contention that football superstars provide their club not merely with their performance on the field, but also with increasing fan base, merchandise sales, income from broadcasting rights, etc (Garciadel Barrio and Pujol, 2007; Frick, 2006) . On the other hand, N'Golo Kante has a predicted salary of ∼€106K while his actual weekly wage is €50K, the predicted wage of Timo Horn is ∼€61K while his actual wage is €25K, and Tim Howard has a predicted wage of ∼€87K while his actual wage of €40K is over 50% lower. The additive regression classifier was used for its ability to better handle edge cases, while its overall performance (Pearson correlation of 0.81) is very close to the performance of the Nearest Neighbor algorithm (0.84) as shown in Figure 1 . 
Analysis by different football leagues
Compensation for football players can vary between leagues, as salary standards for one league can depend on the popularity of the game in that country, the strength of the economy, the football play style in the league, etc, that might lead to different salaries for different players, or preference for different skills. For instance, the German Bundesliga might prefer strength and toughness while the Spanish La Liga might reward players with higher technical skills. To normalize for the different leagues, the same experiment was repeated for each of the eight leagues with the highest number of players: Bundesliga (Germany), La Liga (Spain), Serie A (Italy), Premier League (England), Ligue 1 (France), Ekstraklasa (Poland), Primeira Liga (Portugal), and Eredivisie (Netherlands). Table 5 shows the Pearson correlation between the computed and actual salaries when using the different machine learning algorithms and the leave-one-out testing strategy. The table shows that unlike the experiment with the entire dataset of players, the Nearest Neighbor algorithm does not provide the highest correlation between the predicted and actual salaries when the data points (players) are separated into leagues. That can be explained by the fact that Nearest Neighbor is an instance-based algorithm that its performance depends heavily on the size of the training set (Dasarathy, 1994) , and therefore its performance is affected substantially from the smaller size of the dataset. The table also shows that in all leagues the correlation between the predicted and actual salaries is largely similar given a certain classifier, with the exception of the Polish top division, showing a far weaker correlation between the salaries and the skills of the players. The differences between the leagues can also be reflected by the variables that are the most relevant for the determination of the salary. The variable selection was done by using the Relief Attribute Evaluation (Robnik-Sikonja and Kononenko, 1997). Table 6 shows the highest ranked attributes (football skills) in different football leagues. While the table shows good agreement between the leagues, some variables are more relevant to the determination of the salaries in some leagues and are ranked lower in other leagues. For instance, quick reactions (reactions) is a major attribute in all leagues, except for Portugal's Primeira Liga, where reactions are also relevant to the salary, but the variable is ranked lower compared to the other leagues. In the Spanish top football division the ability to finish a play close to the goal (finishing) or to kick the ball before it hits the ground (volleys) is ranked high compared to the other leagues. Heading accuracy is more relevant to the salary in Spain, Germany, and Portugal, compared to the other top leagues. In the Polish Ekstraklasa the variable that has the strongest impact on the salary is the team of the player. That league also prioritize other variables that do not have strong link with the wage in the other leagues such as jumping, weight, and acceleration. The preferred foot have a higher impact on the wage in England and France, while interceptions are ranked low in the Netherlands.
Results by field positions
Different positions might require different sets of skills, and therefore the players can be separated by their field position to allow a more consistent analysis of the skills required for each position. Table 7 shows the frequencies of the different field positions in the dataset. Tables 8, 9 and 10 show the correlation, mean absolute error, and relative absolute error, respectively, for the different field positions.
As the tables show, the Decision Table algorithm provided the best performance, while the lowest performance was observed with Random Tree. All field positions showed a good correlation, and no position is characterized by a more predictable salary compared to the other positions. The P values of the Pearson correlation coefficients computed using all methods were lower than .001. Table 7 : Frequency and number of players in each field position in the dataset. 
Field position # players Frequency

Overpaid and underpaid players
As the previous experiments show, some players are underpaid by their clubs, while other players are compensated in a fashion that is not proportional to their performance on the field. To identify skills that differentiate between underpaid and overpaid players, the dataset was sorted by the absolute difference between the predicted and actual salary, as well as by the predicted and actual relative salary.
When observing the absolute difference, the most underpaid players are Harry Kane (Tottenham Hotspur, England), Bernardo Silva (Monaco, France), and Granit Xhaka (Arsenal, England), while the most overpaid among the 6,802 players based solely on their football skills are Lionel Messi (F.C. Barcelona, Spain), Angel Di Maria (Paris Saint-Germain, France), and Robin van Persie (Fenerbahe, Turkey). As mentioned earlier, the salary is predicted based on the performance and skills of the players, and does not take into account marketing and fan base considerations.
The relative difference show that the most underpaid players are Julian Weigl (Borussia Dortmund, Germany), Jefferson Lerma (Levante UD, Spain), and Bartlomiej Dragowski (Serie A, Italy), and the most overpaid players are Gregory Bourillon (Angers, France), Darko Lazovic (Genoa, Italy), and Sergey Krivets (Wisa Pock, Poland) . Tables 11 and 12 show the most underpaid and most overpaid players, respectively, computed by using a decision table. To identify the skills that differentiate between underpaid and overpaid football players, the 100 most underpaid players and the 100 most overpaid players were separated, and the Linear Discriminant Analysis (Bishop, 2006) was performed to identify the skills that have the highest LDA scores, indicating that they provide the strongest separation between the overpaid and underpaid players. The vast majority of the skills had LDA score close to 0, indicating that single skills do not have substantial impact on the salary, and the salary is determined by a combination of skills. However, some skills showed statistically significant difference. Table  13 show the mean and LDA score of the skills with the highest LDA scores. When ranking the players by the most underpaid and overpaid players measured by the relative error between the predicted and actual salaries, the skills that had the highest LDA score are listed in Table 14 . Although the LDA scores were lower compared to using the absolute error, the consistency shows that some skills can differentiate between overpaid and underpaid players. For instance, overpaid players tend to be stronger than underpaid players, while the underpaid players, on average, outperform the overpaid players in their reactions, agility, balance, acceleration, and sprint speed. 
Conclusion
Estimating the salary of a football player is a task determined by negotiation between the football clubs and the agents of the football player. In addition to the economical aspects of team budget, the salary of a football player also affects his or her performance, and also the performance of the other players of the team (Torgler and Schmidt, 2007) . Here we described a quantitative method that is based on the skills and performance figures of the player, in relation to the football economy reflected by the wages earned by other players. The method proposes an objective scale that is based on the football economy market, and therefore can optimize the football club resource allocation.
Clearly, the salary of a football player is affected by numerous factors that are not directly related to performance or skills. For instance, a player liked by the fans can have higher compensation to reflect merchandise and ticket sales. For instance, a player such as Lionel Messi receives a weekly wage of €550,000 given that part of it is sponsorship, merchandise sales, image rights, and other incomes outside the scope of wins or performance on the field. Using pattern recognition, Messi's predicted salary computed based on the performance and wages of the current football players in the major football leagues would have been about 50% less, although according to the method he would still be the world's highest paid player.
The observation that the most effective results were obtained using the instance-based nearest neighbor algorithm show that salaries of players similar in their set of skills also tend to be more similar in their salaries. That is, players with similar skill sets tend to be more similar in their salaries compared to players who have different strengths. For instance, two players who are equally good in both skills A and B will have a more similar salary compared to two players such that one is stronger in A but weaker in skill B, and the other is stronger in B while weaker in A. That is in agreement with the relatively low performance figures of the tree-based algorithms, in which the decisions based on the skills would have expected to outperform the other algorithms if one strength balancing a weakness would be a more dominant factor when determining the player's salary. When the players were separated into leagues, however, the performance of the nearest neighbor algorithm was substantially weakened, as nearest neighbor is an algorithm that its efficacy depends heavily on the size of the training set (Dasarathy, 1994) .
Analysis of the most underpaid and the most overpaid players shows that overpaid players are physically stronger than underpaid players and the difference is statistically significant, but the overpaid players are inferior in their reactions, vision, acceleration, agility, and balance compared to underpaid football players.
The data used in this study are taken from football expert analysis performed for the initial purpose of using the data for football video game simulators. The ability of football simulation video games to reflect the football reality has been advancing rapidly in the past two decades (Markovits and Green, 2016) . For instance, star football players have donated their body motions to allow reliable reflection of soccer player motions during the game, wellknown narrators and football analysts donated their voice, and virtual replications of dozens of football stadiums have been created. Naturally, substantial efforts have been invested in analyzing the skills and performance of the football players to allow reliable simulation of the games that reflects the reality of football matches. These datasets demonstrated efficacy in predicting the outcomes of football match, and were equal or better than other football data (Prasetio, 2016; Shin and Gasparyan, 2014) .
The machine learning-based observation that the salaries of football superstars are not proportional to their performance on the field is aligned with the economical analysis showing that the salary of football superstars are biased by the monopsony rent (Garcia-del Barrio and Pujol, 2007) . The recruitment of football superstars is also important for branding, and can be used as a marketing strategy of football clubs, and therefore the efforts of a football club to recruit them is not necessarily driven solely by football strategy aiming at achieving the optimal achievements on the field (Kase et al., 2007) . That "superstar effect" has been shown to affect crowd attendance (Bryson et al., 2014) , and also contributes to the financial success of the football club in addition to its sporting success (Rohde and Breuer, 2016) .
The method proposed in this paper is driven by quantitative analysis, and the salary is determined solely by the measured skills and performance of the athlete. Using a quantitative method as a baseline for football player salaries might also have a behavioral impact on the team, as it has been shown that salary inequality has a negative impact on football player performance, and the negative effect gets larger as the difference between the salary of the player and the salary of the other players in the team increases (Torgler et al., 2006; Torgler and Schmidt, 2007) . Knowing that the salaries are determined such that an objective quantitative method is used as baseline might have an impact on the performance of the athlete, who knows that the key for determining the salary is equal to all players. Such methods can be used as a baseline to simplify the negotiation process, and determine a uniform salary scale that given its objective quantitative nature might be perceived as more consistent compared to the current agent-club negotiation.
