A more comprehensive and unified theory is developed for the solv- 
Introduction-Preliminaries
In what follows, X is a real Banach space with dual space X* and normalized duality mapping /. We denote the norms of X and X* by || • ||. For x € X and x* e X*, we use the symbol (x*, x) or the symbol (x, x*) to denote the value of x* at x. Let Y be another real Banach space. Unless otherwise stated, or implied, the term "continuous" means strongly continuous. An operator T : X D D(T) -» Y, is "demicontinuous" if it is continuous from the strong topology of X to the weak topology of Y. It is "completely continuous" if it is continuous from the weak topology of X to the strong topology of Y. It is "compact" if it is continuous and maps bounded subsets of D(T) onto relatively compact sets of Y.
A mapping T : X D D(T) -» 2X" is said to be "monotone" if for every x, y € D(T), u € Tx and v e Ty we have (1.1) (u-v,x-y)>0.
A monotone operator T is "strictly monotone" if (1.1) holds with a strict inequality whenever x ^ y . It is "strongly monotone" if there exists a positive constant a suchthat (1.1) holds with 0 replaced by a||x-y||2. on a very general result of Browder (see Theorem A), involving finitely continuous pseudo-monotone perturbations of maximal monotone operators. Section 3 of the paper is mainly devoted to compact perturbations B of maximal monotone operators A, as well as bounded and continuous perturbations B of maximal monotone operators A that have compact resolvents. These results are generalizing and improving certain ideas of Kartsatos [18] by using in part homotopies introduced in [17] . Kartsatos studied in [18] the above problem, in the " m-accretive" case, with S = Si+S2, where the sets Si, i = 1, 2, satisfied two separate conditions involving the operators A and B. Here, we have managed to replaced these two conditions by a single one, improving thus the relevant results of [18] in the case of maximal monotone operators A. Numerous results are thus extended and/or improved due to Brézis and Haraux [4] , Brézis and Nirenberg [5] , Browder [7] , Gupta [13] and Gupta and Hess [14] . In Section 4, we obtain results for perturbations of m-accretive operators which parallel those of Section 3. Our results of Section 4 provide very general "inner product" conditions for the existence of zeros of m-accretive operators. We have thus answered in the affirmative a problem stated by Kartsatos in the discussion of [18] , to the effect that the methods of ranges of sums can actually be used in order to improve results involving the existence of zeros of perturbations of accretive operators.
The following lemma is due to Browder [7, Lemma 1] . Lemma 1.1. Let X be a Banach space, {x"} a sequence in X, {a"} a sequence of positive constants with a" -> 0 as n -► oo . Fix r > 0 and assume that for every h £ X* with \\h\\ < r there exists a constant Ch such that (h, x") < an||x"|| + Cf,, for all n . Then the sequence {xn} is bounded. Lemma 1.2 below follows easily from Browder's Lemma 2 in [7] . Lemma 1.2. Let {xn} c X and {an} a sequence of positive numbers tending to zero as n -> oo. Fix r > 0 and assume that for every h G X with \\h\\ < r there exists a constant Q such that (h, j) < a"\\x"\\ + Ch for all n and some j = j" G Jxn. Then the sequence {x"} is bounded.
The next lemma is due to Prüß [24] . Lemma 1.3. A Banach space X is uniformly convex if and only if for each r > 0 there exists a non-decreasing function cor : R+ -<■ R+ such that cor(p) > 0 for p > 0, cor(0) = 0 and (u* -v*, x -y) > cor(\\x -y\\)\\x -y\\ -for all x, ye Br(0), u* eJx, v* g Jy.
PSEUDO-MONOTONE PERTURBATIONS OF MAXIMAL MONOTONE OPERATORS
We denote by Y the set of all functions ß : R+ -> R+ such that ß(r) -► 0 as r -► oo. For pseudo-monotone perturbations B of maximal monotone operators A, we have the following fundamental result which is due to Browder (cf. Pascali Theorem 2.1. Let X be reflexive and X* strictly convex. Let C be a closed, convex set in X. Assume that A : D(A) c C -> 2X* is maximal monotone and B : C -> X* is bounded, demicontinuous and pseudo-monotone. Let S be a subset of X* such that: for every s e S, there exist xs G X, K(s) > 0 and ß = ßs g r such that 
S C R(A + B) and intS C intR(A + B).
Proof. Since X is a reflexive Banach space with X* strictly convex, the duality mapping J is single-valued, bounded, demicontinuous and maximal monotone (see, for example, Zeidler [25, Proposition 32.22]). Because of this, we can show that B + kJ is pseudo-monotone for any k > 0. For 5 G S, let us consider the inclusion (2.1) Ax + Bx + -Jx3s. n To show that (2.1) is solvable by virtue of Theorem A, we only need to show that (Bx H-Jx -s, x -Xo) > 0, n for all x G C with sufficiently large ||x||. To this end, we have (Bx + -Jx -s, x -x0) = (ßx, x -xo) + -(Jx, x -x0) -(s, x -Xo) n n > -/M||x||)||x||2 + ^IMI2 -(¿ll*oll + \\s\\)\\x\\ -\\s\\\\x0\\ -* oo as ||x|| -> oc because ß{(r) -► 0 as ||x|| -* oo. Thus, we have the solvability of (2.1) for any n G Z+ .
Let xn be a solution of Ax + Bx + (\/n)Jx 3 s for each n G Z+. We have (\/n)Jxn = -vn -Bx" +s, for some v" G Ax", and, assuming that ||x"|| is sufficiently large, (-Jxn, x" -xs) = -(vn + Bx" -s,xn -xs) < A:(5) + /J(||x"||)||x"||. n This implies ¿ll^||2<¿l|xí||||x"|| + y3(||x"||)||x"|| + /:(5), which says that (\/n)Jx" -» 0. It follows that s G R(A + B). Now, we are going to show intS c int R(A + B). To this end, fix 5 G int S. Then there exists r > 0 such that for any h G Br(0) we have s + h G S. Let x" denote a solution of Ax + Bx + (\/n)Jx 9 5 and assume that {x"} is unbounded. We may assume without loss of generality that ||x"|| -► 00 as n -► 00. Then v" + Bxn + -Jxn -(s + h) = -h , for some v" G Axn , and -(h, xn -xs+h) = (vn + Bxn -(s + h), xn -xs+h) + -(Jx" , x" -xs+h).
Hence
(n, xn) -(n, xs+f¡) (Jxn , xn xs+f¡)
for all large n, i.e., by Lemma 1.1, a contradiction to the unboundedness of {x"}. Thus, {x"} is bounded. Since X is reflexive, C is closed and convex and {x"} c C is bounded, we may assume that x" -^ Xo G C. Since B is bounded, we may also assume that Bx" -^ yo G X*.
Since Bx" = -v" -(l/n)Jxn + s, we have, for x G D(A), y e Ax,
and (Bxn , x.q -x) -► (yo, xq -x), where we have used the monotonicity of the operator A. Thus, lim sup(Fx" , xn -x0) < (s -y, x0 -x) -(y0, x0 -x) n-*oo = (s-y0-y,Zo-x),
for every x G D(A), y e Ax . We also have inf{(s -y0 -y, x0 -x) : x G D(A), y G Ax} < 0. If this is not true, then (s -yo -y, x0 -x) > c > 0 for every x G D(A), y G Ax. Since A is maximal monotone, we have xo G D(A) and s -yo G Axq . Let x = Xo , y = s -yo-Then (s -yo -y, Xo -x) = 0, which is a contradiction to the assumed inequality. It follows that limsup(ßx",x"-xo)<0.
n-»oo
Since B is pseudo-monotone, hence generalized pseudo-monotone, we have Bxo = yo and (Bxo, xo -x) < liminf(Fx" , x" -x).
n-»oo Now, for any x G D(A), y e Ax,
n-»oo ft = lim inf(w" -y, x" -x) + lim ( -Jx" , x" -x)
n-»oo n-»oo 7Î >0.
By the fact that ^4 is a maximal monotone, we have Xo G D(A) and 5 -Bxq Ĝ xo . Thus, 5 G Axo + Bxo, which says that intS c R(A + B). We conclude that int. Theorem 2.2 is an extension and an improvement of Theorem 2 of Browder [7] . Browder assumed that for every v G D(A), u e X we have
This inequality implies both inequalities of Theorem 2.2 by letting xUj" = v . In addition, the operator A above is multi-valued and the domain of the operator B is not necessarily all of X . It is quite clear that by choosing different sets S in Theorem 2.1 we can obtain a wide variety of results involving ranges of nonlinear operators. We provide below two theorems of this nature. The second one has several corollaries which we find to be particularly interesting. for all x eC with ||x|| sufficiently large. Then R(A + B) = X*.
Proof. Fix s G X* and let xs = Xq = 0, yo G A(0). We have
for all x G D(A) with ||x|| sufficiently large, and
for all x G C with sufficiently large ||x||. Thus, our conclusion follows from It is rather obvious that our results can be viewed as complements of the basic perturbation result, Theorem A. As Browder noticed in [7] , coercivity assumptions like those of Theorem 2.4 or Corollary 2.1 are considerably weaker than those of Theorem A, for not only could -K(s) -/?(||x||)||x|| be negative, but also -K(s) -/?(||x||)||x|| could approach -00 as ||x|| -* 00. Corollary 2.2 says that the coercivity in the problem can be generated by the maximal monotone operator A itself.
In the following results we assume that \\Bx\\ vanishes as ||x|| -» 00. The reader should notice that the various functions ß G Y are now replaced by appropriate functions ß -ß(x). The proofs go over in this case with some trivial modifications. It is clear that more results could be derived from Theorem 2.1. For example, if we let A -0 and S = X* there, we have a surjectivity result for a bounded, demicontinuous and pseudo-monotone operator B. We omit the details of such an investigation.
Compact perturbations and compact resolvents of maximal monotone operators
In this section we assume that A is maximal monotone and that either B or the resolvent (A + J)~l is compact. We start with a useful lemma. is everywhere defined, single-valued, demicontinuous and bounded. Furthermore, if X is locally uniformly convex, this operator is also continuous. Proof. The proof that (A + kJXo)~x is everywhere defined, single-valued and demicontinuous is almost the same as that for the operator (A + kJ)~l , which can be found, for example, in Pascali and Sburlan [23, p. 112] . Thus, we omit it.
To show that (A + kJXo)~l is bounded, it suffices to show {(A + kJXo)~lyn} is bounded for any bounded sequence {y"} c X*. To this end, let xn -(A + kJXo)~lyn. Then y" = vn + kJ(x" -xq) , for some vn G Ax". Fix Vq G ,4x0. Then we have
which, by the monotonicity of A, implies k\\x" -xoll2 < (||y"|| + INIDII-*« -*oll, i.e., the boundedness of {||x"||}.
If X is locally uniformly convex, it is well-known that / is of type (S+). In order to show that (A+kJXo)~l is continuous, let {y"} g X* with y" -» yo G X* and let u" = (A + kJXo)~lyn, u0 = (A + kJXo)~[yo-Then, for some v" G Aun and v0 G Auo,
Since y" -> yo and (A + kJXo)~l is demicontinuous we have u" -» uo . Thus, (yn -yo, u" -uo) -> 0 and
Since J is of type (S+), un -Xo -» «o -*o, or u" -» uq , completing the proof of the continuity of (A + kJXo)~l. O
The results of this section improve the maximal monotone analogues of various results of Kartsatos in [18] involving m-accretive operators A.
In the following three results we assume that A has a compact resolvent, i.e., (A + J)~l is compact. Actually, if this is true, then the relation
for k > 0, p. > 0 and xo G D(A), shows that (kA + pJXo)~l will be compact, for every k > 0, p. > 0, if we show this fact for (A + kJXo)~l , k > 0. An analogous statement for (kA + pj)~l can be shown the same way. Let {y"} c X* be bounded and x" = (A + kJXo)~ly". Then y" G Ax" + kJ(xn -xn) = Axn + Jxn + (kJ(x" -Xo) -Jxn), implying y" -(U(x" -x0) -Jx") G (A + J)xn and x" = (A + J)-\yn -kJ(x" -xo) + Jxn). Since (A+kJXo)~l is bounded, we have that {x"} and {y"-A(J(x"-Xo)-7x")} are bounded. Thus, the compactness of (A + J)~] implies that the sequence {x"} lies in a compact set. It follows that (A + kJXo)~l is compact.
We now state and prove our first result involving compact resolvents of the operator A. In order to show that int S c int R(A + B), we fix j g int S and observe that there exists r > 0 such that s + h £ S for every h G Br(0). Let x" denote a solution of Ax + \J(x -xs) + Bx 3 s. We have, for some v" £ Axn , vn + -J(x" -xs) + Bx" -(s + h) = -h n and (h,x"-xs+h) = -(vn + Bx" -(s + h),xnxs+h)
-(J(Xn -Xs) , X/j -Xs+h).
Let us assume that ||x"|| -> oo as n -> oo. We find the estimate
for all large n, where M(h) is a constant depending only on h. By Lemma 1.1, {x"} is bounded, i.e., a contradiction. Thus, {x"} is bounded. 
, intS c intR(A+B). □
In Theorem 3.1 we assumed that (3.1) is true for some xs in D(A). In the next result the point xs in (3.1) may be any point in X but we have to assume that the space X is uniformly convex. We are going to show that K is compact. To this end, let {ym} c K be given. We need to show that {ym} has a subsequence which converges to some point yo in K. Since {ym} c K, there exist tm c [c, 1] and {xm} c Q such that ym = (tmA + ~JXo)~lxm. Since [c, 1] is compact, Q is convex and X is reflexive, we may assume that tm -> to and xm -» uq £ Q . We also have Since F(0, *) = 0 and Q is uniformly bounded, it is easy to see that T(t, x) is continuous at (0, *) for every x £ G. Given (t, x) £ (0, l]x G, we shall show that T(t, x) is continuous at (/, *). To this end, let y(t, x) = (tA+^JXa)~lx . We only need to show that y(t, x) is continuous at (t, x). This would imply that T(t, x) is continuous at the same point. If y(t, x) is not continuous at (t, x), then there exist {tm} c (0, 1] and {xm} c G such that tm -* t, xm -* * and \\y(tm,xm) -y(t, x)\\ > e for some e > 0. From y(t, x) = (tA + }\JXo)~lx , we have, for u(t, x) £ Ay(t, x), Since G is bounded, {xm} c G, (tA + }¡JXo)~l is uniformly bounded, tm -> t and *,"->*, we arrive at 
So, s £ R(A + B) and S c R(A + B).
To prove that int S c intF(^ + B), let 5 G int S and let x" be a solution of x + ¿/(x -Xo) + 5x 3 5 . As in the proof of Theorem 3.1, we can show that the sequence {x"} is bounded. Since X is reflexive, the set D(A) is convex and we may assume that x" -Wo for some uq £ D(A). Since B is compact, we may also assume that Bx" -> yo , for some yo G X*. Let v" £ Axn be such that v" + \J(xn -Xo) + Bx" = s . Then v" -> 5 -y0 .
If we assume that B is of type (M), we have yo = Buq . By the fact that A is maximal monotone, we have «o € Z)(.4) and s-Buq £ Auo, or 5 g Auq+Buq .
If we assume that A is of type (S+ ), then x" -* «o and vn -* s -yo imply x" -* Uq . Since B is continuous, Bx" -> 5«o . Since A is maximal monotone, we have wo € £>(^) and 5 G Auo + Buo . □ If in Theorem 3.4 B is completely continuous, then B is compact and of type (M). If A is strongly monotone, then A is of type (S+). As in Section 2, by choosing the set S in a more concrete way we can obtain a variety of results as a consequence of Theorems 3.1-3.4. We mention a few such situations. >-K(xo)-ß(\\x\\)\\x\\, provided that ||x|| is sufficiently large. Thus, Theorem 3.6 follows from Theorem 3.1. D Theorem 3.6 extends and improves Theorem 1 of Gupta [13] and Theorem 1 of Gupta and Hess [14] (when (A + J)~l is compact there and not just demicontinuous and mapping bounded sets into relatively compact sets). In Gupta's result X is a Hubert space while Gupta and Hess assumed that A is the sum of a monotone and a trimonotone operator. Furthermore, the "coercivity" condition on B is considerably weaker in Theorem 3.6 than that in [13] or [14] . The second example in Section 5 illustrates these facts.
The following statement is an interesting corollary of Theorem 3.6. Several results of this section can be extended to situations where the resolvent (A + J)~{ is completely continuous and B is just a demicontinuous and bounded operator defined on all of X. The analogous problem for m-accretive operators A was dealt with by Kartsatos in [18] . Since we could have started with any subsequence of {*"}, instead of {*"} itself, we have actually shown the following: every subsequence of {*"} contains a further subsequence which converges to the point (A + kJ)~xyo-Thus, {*"} itself converges strongly to this point, and we have the complete continuity of In order to show that T(t, x) is continuous in t at t -0 uniformly w.r.t. x £ Q, let us assume that this is not true. Then there exists a sequence {tm} C (0,1] such that tm -> 0+ and a sequence {xm} c Q such that the sequence {um} , defined as above, satisfies ||wm|| > e , m £ Z+ , where e is a positive constant. Since (3.11) still holds in this case, we get the contradiction that um -> 0 as m -> oo. Now, for the continuity of T(t, x) in t G (0, 1], uniformly w.r.t. x £ Q, we observe first that there exists a closed ball BJO) such that (J [t(BQ-s)]c~B^Q). To show our second assertion, let s, r, h be as in the proof of Theorem 3.1 and let *" denote a solution of (3.10). Then we may repeat the proof of Theorem 3.1, with xs replaced by 0, to obtain that {*"} is a bounded sequence. Then the relation *" = {A + J) -Bx" +s + (1-)/*" n the boundedness of B and the compactness of (A + J)~x imply that {*"} lies in a compact set. Thus, we may assume that *" -» *o G D(A). From the demicontinuity B, we obtain that, for some vn £ Ax", we have v" ->■ s-Bxo-Since A is maximal monotone, it is demiclosed. Thus, *o G D(A) and 5 -5*o G Axo-This completes the proof. the preceding section, the reader will have no difficulty in obtaining variations to these theorems as well as several corollaries other than the ones included herein. Various results of Calvert and Gupta [8] and Kartsatos [18] are improved and/or extended. We are going to show first that T(t, x) is uniformly continuous in t e [0, 1] with respect to * £ Q, for any r > 0.
Since the set (tA + ^I)~XQ is uniformly bounded and B is bounded, we have that the set B(tA + }¡I)~XQ-s is uniformly bounded. Using this fact and the fact that F(0, *) = 0, it is easy to see that T(t, x) is continuous at to = 0 uniformly w.r.t. x £ Q.
We now show that T(t, x) is continuous at to £ (0, 1] uniformly w.r.t. x £ Q. To this end, we show first that K is compact, where Since {tm} c [c, 1], {xm} c ß and (L4 + ¿/)_1 is uniformly bounded, we have that the expression in the last display brackets above is bounded. The fact that (íqA + \¡I)~X is compact implies that {ym} lies in a compact set. Thus, there exists a subsequence of {ym} , which we denote again by {ym} , such that y m -> y, for some y G X. It follows that K is compact. Since B is continuous, B is uniformly continuous on K and, in particular, on K. To show that T(t, x) is uniformly continuous at to # 0, we only need to show y(t, x) = (tA + }¡I)~lx is continuous at /0 uniformly w.r.t. x £ Q and then apply a simple covering argument. This part of the proof can be found in Kartsatos [17, Proof of Theorem 3]. It is therefore omitted.
Before we apply the Leray-Schauder theory on a specific ball Q, we are going to show that all solutions of n Letting T(t, x) = t[B(tA + }jl)~x -s], we can use Theorem B to show the solvability of (4.1 ). For this proof, we refer the reader to Theorem 3 of Kartsatos [17] and Theorem 6 of Kartsatos [19] .
Let *" be a solution of (4.1). We have j Proof. The proof is modelled after that of Theorem 3.7. As in the proof of that theorem, we may (and do) assume that 0 G A(0). We consider the inclusion (4.1), or equivalently, equation (4.2) . We also consider the homotopy equation x + T(t, x) = 0, where T(t, x) = (tA + -I)~x (t(Bx -s)), t£[0, 1], *G X, and F(0, *) = 0, x £ X. It is easy to see that T(t, x) is a compact operator for each / G [0, 1]. In fact, this follows from the reflexivity of X and the complete continuity of (A + /)"'. The complete continuity of (kA + pl)~x, for every k > 0, p > 0, has been shown in the authors' paper [12] . Letting Q be a bounded set in X, we observe that since 0 G A(0), we have ||(M + -/)-'*|| = \\(ntA + I)-X(nx)\\ < n\\x\\, n for every * G X, which implies
where L is an upper bound for \\Bx -s\\ on Q. It follows that the operator T(t, x) is continuous in t at t = 0 uniformly w.r.t. * G Q. In order to show the same property of T(t, x) at t -t0 > 0, we let {tm} c [0, 1] be such that tm -» to-Then, letting um(x), vm(x), uq(x) , Vq(x) be as in the proof of Theorem 3.7 (with / in place of / ), we obtain from an inequality like (3.11) (again, with / in place of J ) that (3.12) holds. It remains to show that Ix in Here, Jfê-is the outward normal derivative given by
where ñ is the outward normal to dG. For the operator B we assume that
where ¿n is as in Gupta and Hess [14] , ß £ Y is continuous and g2 satisfies the following conditions: As in Gupta and Hess [14] , the operator Ax = A+Bx : L2(G) D D(A) -» 2l2(g' is maximal monotone. Also, the operator #2 '■ L2(G) -* L2(G) is continuous and bounded by well-known facts on Nemytskii operators. Gupta and Hess showed in [14] that the operator Ax is actually boundedly inversely compact, i.e., for every bounded Q c X and every bounded Q* c X* the set Q n A\~X(Q*) is relatively compact in X. This property was then used in [14] to show that the operator (A\ + J)~x maps bounded sets into relatively compact sets. However, as we have shown in Lemma 3.1, this operator is also continuous because the space L2(G) is uniformly convex. Thus, (A\ + J)~x is a compact resolvent. In order to apply Theorem 3. and K(uo) is an obvious constant. Thus our conclusion is true. In order to show that (5.1) is actually satisfied by the operator B2 in the example of [14] , we recall that in that example (B2u)(x) = g2(u(x)), where g2 is as in (i) above and such that g2(t)t > 0 for |f| > F. We have and k is an upper bound for -r / gl(u(x))dx " J{x€G : \u(x)\<T} depending only on F. Here we have used the estimates from page 312 of [14] . Since for each e > 0 there exists C(e) > 0 such that p < ep2 + C(e), p G 32, we conclude that there exists a constant C = C(l/(dM)) -C(||wo||z.2) sucn that the last member of (5.2) is bounded below by where K(uq) is an obvious constant. Our example is thus an improvement of the example of Gupta and Hess in [14] because the Nemytskii operator g2 depends also on x and the operator B2 is more general in that the condition (ii) above is more general than the condition g2(t)t > 0, |f| > F. Note that we also conclude that R(A + Bx) c R(A + Bx + B2).
As we mentioned in Section 3, the coercivity condition in the paper of Gupta and Hess [14] is considerably stronger than the one of Theorem 3.6. In fact, the condition in [14] One of the things this paper illustrates is the strong connection between the theory of zeros and the theory of ranges of sums of nonlinear operators. It is rather natural to ask whether such connections also exist with the eigenvalue problem involving perturbations of nonlinear maximal monotone and maccretive operators. For example, given a set S c X*, under what conditions can we conclude that there exists a number k > 0 such that S c R(A + kB) and/or int S C R(A+kB) ? We should note here that the same number k should work for all points in the set S. As far as the authors know, this is a new direction in the spectral theory of nonlinear operators and the study of such problems will be undertaken in their future investigations.
