This paper investigates the use of musical priors for sparse expansion of audio signals of music, on an overcomplete dual-resolution dictionary taken from the union of two orthonormal bases that can describe both transient and tonal components of a music audio signal. More specifically, chord and metrical structure information are used to build a structured model that takes into account dependencies between coefficients of the decomposition, both for the tonal and for the transient layer. The denoising task application is used to provide a proof of concept of the proposed musical priors. Several configurations of the model are analyzed. Evaluation on monophonic and complex polyphonic excerpts of real music signals shows that the proposed approach provides results whose quality measured by the signal-to-noise ratio is competitive with state-of-the-art approaches, and more coherent with the semantic content of the signal. A detailed analysis of the model in terms of sparsity and in terms of interpretability of the representation is also provided, and shows that the model is capable of giving a relevant and legible representation of Western tonal music audio signals.
Among the various existing transforms, lapped trans-ization step that makes the chromagram invariant to dy-23 namics. 24 We rely in this paper on a chromagram computation 25 method, described in (Papadopoulos and Peeters, 2011) , 26 that is based on a constant-Q transform applied on a 27 downsampled signal. 28 For chord estimation, we rely on the model proposed in 29 (Papadopoulos and Peeters, 2007, 2011) , that is based on 30 chord templates and hidden Markov models. We briefly 31 described here the concepts that are used in the rest of Beat tracking is a challenging problem that has been 52 addressed in a large number of works because beat in-53 formation is used in many applications in music signal 54 processing, such as music analysis, score alignment or 55 cover version identification. Numerous good overviews 56 on the problem of beat tracking are available, such as 57 for instance (Dixon, 2007; Scheirer, 1998; Klapuri et al., 58 2006; Davies and Plumbley, 2007) . In the present work, 59 we use the beat tracker proposed in (Peeters and Pa-60 padopoulos, 2011) as a front end of the system. Briefly, 61 this approach aims at simultaneously estimating beat lo-62 cations with downbeat locations from an audio file. A 63 probabilistic framework in which the time of the beats 64 and their associated beat-positions-inside-a-measure role, 65 hence the downbeats, are considered as hidden states 66 and are estimated simultaneously using signal observa-67 tions. For this, a reverse Viterbi algorithm that decodes 68 hidden states over beat-numbers is proposed. A beat-69 template is used to derive the beat observation probabil- and Davies, 2004) . Here, we focus on the task of denois-88 ing an excerpt of musical audio. The approach we pro-89 pose is in many respects related to previously proposed 90 MCMC schemes for nonlinear approximation in hybrid 91 dictionaries of waveforms. However, a main difference is 92 that we aim at providing a multilayered signal decom-93 position that fits the music signal, in which the layers 94 can well explain the signal and reflect its music content 95 and can provide more relevant semantic information. By 96 incorporating musical priors, we built a model that is 97 particularly well adapted to music and fits the intrinsic 98 nature of Western tonal music. The denosing application 99 is used as a proof of concept for the description of new 100 musical priors introduced in the paper, and we thus focus 101 on assessing the relevance of the new priors rather than 102 demonstrating the superiority of the method in terms of 103 denoising results (although it is competitive with respect 104 to signal to noise ratio to the state-of-the-art). In this 105 context, we systematically compare our model, in which 106 structural constraints on the coefficients are based on mu-107 sical prior, to the model proposed (Févotte et al., 2008) , 108 and in which structural constraints on the coefficients 109 rely on physical properties of the signal are imposed for 1 both layers, reaching the state-of-the-art in terms of SNR 2 results.
3 Preliminary results of the proposed approach can be 4 found in (Papadopoulos and Kowalski, 2011) . In this ar-5 ticle, we propose significant improvements to the signal 6 4 model, in particular by presenting a structured model for 7 the transient layer; we include the result of new experi-8 ments; finally we present a detailed analysis of the model 9 and case-study examples.
10
The remainder of this paper is structured as follows. In
11
Section II, we present our model for sparse signal decom-12 position on hybrid dictionaries that incorporates musical 13 priors; our main contribution is described in part II.C 14 where we specify our formulation of prior dependence 15 structures in the time-frequency plane. We briefly ad-In Sections IV and V, we present and discuss the simula-18 tion results of our model. Conclusions and perspectives 19 for future work are given in Section VI.
20

II. SIGNAL MODEL
21
This section introduces first the mathematical model 22 used to represent the audio signal, and then defines the 23 priors chosen in a Bayesian context. Particularly, the 24 new musical priors based on the chromagram and the 25 beat locations are exposed in Section II.C.
26
A. Model
27
In this part, we describe our model for signal decom-28 position with sparse constraint on a hybrid dictionary 29 of elementary waveforms (Daudet and Torrésani, 2002) .
30
The dictionary is constructed as the union of two or-31 thonormal bases with different time-frequency resolution 32 that account respectively for the tonal and the transient 33 parts of the signal. We consider a tree-layer signal model 34 of the form: 35 signal = tonals + transients + residual .
36
Let V = {v n , n = 1, . . . , N } and U = {u m , m = 37 1, . . . , N } be two MDCT bases of R N with respectively 38 long frame ℓ ton to achieve good frequency resolution for 39 tonals and short frame ℓ tran to achieve good time res-40 olution for transients. The MDCT is a bijective linear 41 transform and we note n ton = N ℓton and n tran = N ℓtran the 42 number of frames for each basis (see Figure 2 ). Here, 43 n and m are time-frequency indexes and will be de-44 noted in the following n = (q, ν)
46
The signal is decomposed as a linear combination of atoms of the two basis V and U that account for the 48 tonal and transient layers plus a residual part that ac-49 counts for the noise and that is not sparse with respect 50 to the two considered bases. We denote D = V ∪ U the 51 dictionary made as the union of these two bases. D is 52 overcomplete in R N , and any x ∈ R N admits infinitely 53 many expansions in the form:
where I = {1, . . . , N }, α n and β m are the expansion co-55 efficients and r represents the noise term. We are interested in sparse signals, i.e. signals that may be written as:
where Λ and ∆ are small subsets of the index set I = 57 {1, . . . , N } that account for the significant coefficients,
58
i.e they identify which coefficient of the expansion are 1 significantly non-zero. In what follows, they will be re-2 ferred to as significance maps.
3 In order to model sparseness in the time-frequency co-4 efficients, we introduce two indicator random variables 5 corresponding to the significance maps Λ and ∆, γ ton,n 6 and γ tran,m ∈ {0, 1} that control the sparsity of the ex-7 pansion:
(3) We can therefore rewrite Eq. (2) as:
The hybrid model is defined by two components: a 9 discrete probability model for the significance maps, and 10 a probability model for the expansion coefficients con-11 ditional upon the significance maps. Both of them are 12 described below.
13
B. Coefficient priors 14
The sparseness of the expansion is conceptualized in 15 a hierarchical manner as it is not directly modeled in 16 the coefficients but through the binary indicator random 17 variables γ ton,n and γ tran,m that are attached to each 18 coefficient. As a result, hierarchical priors are given to 19 the coefficients. We assume that, conditional upon the 20 significance maps Λ and ∆ , the coefficients α n and β m 21 5 are independent zero-mean normal random variables: 22 p(α n |γ ton,n , σ ton,n ) = (1 − γ ton,n )δ 0 (α n ) + (5)
where δ 0 is the Dirac delta distribution and, following 23 (Wolfe et al., 2004; Févotte et al., 2008) , the variances 24 σ ton,n and σ tran,m are given an inverse-Gamma conjugate 25 prior distribution: 26 p(σ 2 ton,n |γ ton,n = 1, f ton,n ) = (6)
where the scale parameters f ton,n and f tran,m are parametric frequency profiles that aim at taking into account the decrease of the energy of the signal when the frequency increases (Févotte et al., 2008, Eq. (8) ):
The parameters λ ton and λ tran are given a non-27 informative Gamma conjugate prior.
28
Sparsity is enforced when γ ton,n = 0 (resp. γ tran,m = 29 0). In this case, the coefficients α n (resp. β m ) are set to 30 zero.
31
C. Indicator variable priors 32
In order to enforce structure between expansion coef-33 ficients, the significance maps Λ and ∆ are given struc- To show the relevance of the proposed priors, the 42 proposed approach will be systematically compared with 43 a closely related state-of-the art approach described in 44 Section II.C.3.
46
In what follows, some results will be illustrated through the representation of the significance maps that 48 are defined by the two binary indicator random vari-49 ables γ ton,n and γ tran,m . In Figure 2 For the significance map corresponding to the tonals, 58 we propose to model dependencies between indicator 59 variables using information about the harmonic content 60 of the audio signal. Ideally, we would assume that we 61 know the score corresponding to the musical excerpt and 62 that, for each time frame q ∈ {1, . . . , n ton }, we know 63 which notes the signal is composed of.
64
However, here, we want to work directly on audio, for 65 which an exact transcription is usually not available. A 66 number of recent work have shown that it is possible to 67 accurately extract robust mid-level representation of the 68 music, such as the chord progression (Papadopoulos and 69 Peeters, 2011), that characterizes its harmonic content. 70 We propose to give a musical prior to the indica- We consider two methods for building the structured 92 significance maps for the tonal layer. In the first case, 93 denoted as Method Chord, we use chord information. In sounded.
26
The significance maps are given structures of "tubes" 27 that have a musical meaning. Note also that we provide 28 here a "vertical structure" for tonals. 
43
Two additional components may be added to improve 44 the model.
45
d. Tuning: The instruments may have been tuned according to a reference pitch different from the standard A4 = 440Hz. In this case it is necessary to estimate the tuning of the track and Eq. (8) becomes:
where A est denotes the estimated tuning, here obtained 46 with the method proposed in (Peeters, 2006) . For the significance map corresponding to the tran-6 sients, we propose to model dependencies between in-7 dicator variables using information about the metrical 8 structure of the audio signal. The idea is that, in a piece 9 of music, most of the transient sounds will occur on beats 10 or beat subdivisions. For instance, drum sounds are gen-11 erally used to underline the metrical structure (beats, 12 downbeats); in a string quartet piece, bow changes will 13 generally occur on note changes, which are related to the 14 metrical structure.
15
The structured prior corresponding to the significance given the following membership probabilities:
ing to the transient layer should reflect the metrical con-26 tent of the audio signal. In practice, the value p tran 27 will be close to 1 (in our experiments, p tran = 0.9) so 28 that atoms corresponding to beat locations are given high 
III. MCMC INFERENCE 12
In the spirit of some previous work on Bayesian vari- The MCMC inference scheme we use is similar to the 
35
Let θ −k denote the set of parameters in θ except the parameter k. Using Bayes'rule, the conditional distribution of each parameter k conditional upon the other parameters and the data can be written as:
The conditional distributions are thus proportional to the 36 likelihood of the data times the priors on the parameters. In order to avoid a nonconvergent Markov chain in the Gibbs sampler, (γ ton , α) and (γ tran , β) need to be sampled jointly (Geweke, 1996) . As pointed out in (Févotte et al., 2008) , the structure of the dictionary D = [V U ] and the gaussian noise assumption allows alternative block sampling of (γ ton , α) and (γ tran , β), with the benefit of avoiding any matrix inversion at each iteration of the Gibbs sampler. Indeed, with the gaussian noise assumption, the likelihood of the observations can be written as: Eq. (15) can be written as:
According to Eq. (16), conditionally upon β (resp. α) 4 and the other parameters, inferring α (resp. β) is thus 5 a simple regression problem with data x ton|tran (resp. 6
x tran|ton ), variable α (resp. β) modeled as i.i.d. condi-7 tionally upon γ ton (resp. γ tran ), and i.i.d. noise, that 8 does not require any matrix inversion.
9
Briefly, (γ ton , α) and (γ tran , β) are jointly sampled 10 from by 1) sampling γ ton (resp. γ tran ) from the poste-11 rior conditional distribution p(γ ton,n |σ ton,n , σ, x ton|tran ) 12 (resp. p(γ tran,m |σ tran,m , σ, x tran|ton )), and 2) sam-13 pling α (resp. β) from the posterior condi-14 tional distribution p(α n |γ ton,n , σ ton,n , σ, x ton|tran ) (resp. 15 p(β m |γ tran , σ tran,m , σ, x tran|ton )). The detailed posterior 16 distributions are given in Appendix A, and we refer the 17 reader to (Févotte et al., 2008; Geweke, 1996) for more 18 details.
19
The posterior distribution of the other parameters 20 σ ton , σ tran , ν ton and ν tran are easy to sample from since 21 they have conjugate prior distributions and thus the cor-22 responding posterior will have the same form.
23
The principal steps of the Gibbs sampler are summa-24 rized in Table I, 
The Minimum Mean Square Estimates (MMSE) of the 31 parameters θ can then be computed from the Gibbs sam- We present simulation results on 5 musical excerpts 44 of various music styles that are described in Table II . 45 These signals have been chosen because they have diverse In this work, we aim at obtaining a dual representa-17 tion of the signal that is sparse, but that is also struc- results obtained relying on musical priors are generally 57 "richer" than the ones obtained with the approach used 58 in (Févotte et al., 2008) . This is very clear for instance in 59 the case of the Beethoven excerpt, with SN R in = 10dB.
60
The chords (especially those on beats 2 and 3) sound Table IV shows the effect of using musical priors for However, for clean polyphonic signals, the use of beat po-8 sitions as prior information for building the transit layer 9 is too restrictive for having a satisfying decomposition. for transients based on the metrical structure thus shows 6 some potential, as it is adapted to the semantic content 7 of the signal, but it should be refined, for instance by 8 using onset positions instead of beat positions. This is 9 also discussed in Section V.E.
10
D. Comparison between chromagram versus chords 11
We have proposed two methods for building priors for 12 the significance map corresponding to the tonal layer. Method Chord, as illustrated in Figure 10 . Moreover, lis-28 tening tests reveal that the noise induced by the pro- sults with both methods in Table Table VI to improve the proposed model.
11
Differences between the two approaches may be per-12 ceived while listening to the sound files. As said before, 13 the proposed approach induces some artifacts. In partic- Table VII and illustrated in Figure 10 and 11, compared When we build the tonal significance map, we select at Renyi entropy, as it can be seen in et al., 2008) . This is because our method in- propose provide results whose quality in terms of SNR re-12 sults outperforms or, at least, corresponds to state-of-the-13 art approaches. Moreover, the content of reconstructed 1 signal is more coherent with the underlying harmony and 2 metrical structure, and thus musically meaningful. 
22
As far as we know, the introduction of musical pri-23 ors in hybrid models for spare decomposition is novel.
24
The use of mid-level representation of audio -such as 25 the chromagram, as proposed in this paper -or scores, if 26 available, could be extended to many applications such 27 as denoising, source separation, compression, coding and 28 many others. Usually, only physical and mathematical 29 criteria are taken into account. We believe that the use 30 of musical content information opens new interesting per-31 spectives.
32
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