A widely used property of Prolog is that it is possible to write Prolog programs to construct and manipulate other Prolog programs in a very general manner. Unfortunately, this property is not carried over to richer languages such as CLP(R) { the manipulation of CLP(R) programs in CLP(R) is quite limited. The reason is that the equality of terms in CLP(R) is not based on their syntactic structure. We propose an extended language, CLP(R+M), in which programs may be represented and structurally manipulated. Importantly, CLP(R+M) is not just a meta-language for CLP(R), but it can also be used as its own meta-language. We present a decision algorithm for R+M constraints, discuss implementation issues, and describe the implementation of a sublass of R+M constraints. Finally, by building on the extended language, we present an integrated set of system predicates and a methodology for practical meta-programming.
Introduction
In very general terms, meta-programming involves writing programs to manipulate other programs. In the context of logic programming this is frequently called \metalogic programming". In this paper, we shall consider meta-programming where the object program (the program being manipulated) and the meta-program (the program performing the manipulation) are both written in the logic programming language CLP(R) 11]. CLP(R) is a generalization of Prolog that includes real-number arithmetic constraints.
A principal di erence between Prolog and CLP(R) is that equality in CLP(R) is not based solely on the syntactic structure of terms. This has important consequences for metaprogramming, because it means that CLP(R) terms with di erent structure may be equal, and so there is no direct way to de-compose and analyze the structure of a CLP(R) term within CLP(R). For example, suppose we wish to write a CLP(R) compiler in CLP(R). We would like to write something like:
compile(T1 + T2) :-<emit action for add>. compile(T1 * T2) :-<emit action for multiply>.
However, this will not work in CLP(R), since we cannot determine the structure of an arithmetic term by matching it with another arithmetic term. For example, the call ?-compile(1 -Y) will match both of the above rules. It is necessary, therefore, to introduce some method for coding programs to facilitate their structural or \syntactic" manipulation.
Solutions to this problem can take many forms, from very simple changes in programming methodology to complicated changes in the language and its operational model. These have various advantages and disadvantages in terms of complexity, exibility and generality. In this paper we propose a comprehensive scheme for adding meta-programming facilities to CLP(R) in two phases:
Extending the core language : We add a simple syntactic device for expressings encodings of programs. Correspondingly, we extend the core domain of CLP(R) with some special uninterpreted function symbols to represent these encodings and an interpreted one to decode them. The resulting language is called CLP(R+M). The central problem that arises is how to manipulate the new class of CLP(R+M) constraints. We address this both at the theoretical level (we give a decision procedure for the new constraints) and the practical level (we describe a pragmatic implementation strategy). Adding to the library of system predicates: We identify additional features that are needed to facilitate meta-programming. These address issues such as self-modifying code and access to a program's collected constraint set.
Constraints are fundamental to our approach. Not only do we strive for metalogic constructs that interact gracefully with the underlying constraints of the language, but we also use constraints to de ne the central elements of our language extension. This approach not only provides support for the standard metalogic programming applications, but it also opens up a new range of applications that exploit the combination of meta-programming and constraints. Although this work is developed in the context of CLP(R), only very minimal assumptions are made about the properties of the underlying constraint domain, and we believe that the general approach should be applicable to a wide variety of constraint logic programming languages.
We observe that our design runs counter to some of the conventional wisdom of metalogic language design. Speci cally, recent work in the area has shown that a number of aspects of Prolog meta-programming (originally introduced using somewhat ambiguous operational de nitions) can in fact be reformulated in a simpler, declarative manner. (A key issue involves the treatment of object-level variables and meta-level variable; we shall discuss this issue further in the next section.) In contrast, our work focuses on nding pragmatic solutions to the (largely orthogonal) problem of extending meta-programming techniques to CLP(R). We note that our design provides a utility and uniformity that does not appear to be attainable using the more principled approaches described in these recent works. For example, not only is it easy to write meta-interpreters for CLP(R), but it is possible (although somewhat more di cult) to write a practical meta-interpreter for CLP(R+M) in CLP(R+M). Finally, our design has been implemented, distributed as part of the CLP(R) system, and successfully employed by a number of CLP(R) users.
The remainder of this paper is organized as follows. We begin by brie y surveying essential work on metalogic programming in Section 2. In section 3 we motivate this research more fully, and outline and justify our novel approach to CLP(R) metaprogramming. In Section 4 we de ne the extended CLP(R) core language for metaprogramming, CLP(R+M). A decision algorithm for R+M constraints is given in Section 5. In Section 6, we introduce additional facilities that are needed for practical metaprogramming, demonstrating their use for a range of applications ranging from metainterpretation to symbolic algebra. Finally, issues relating to the implementation of R+M constraints are discussed in Section 7. The appendices contain some technical proofs and a CLP(R+M) meta-circular interpreter.
Meta Programming and Logic Programming
One of the rst papers to consider meta-programming in Prolog was by Bowen and Kowalski 3] . They presented an interpreter for Prolog written in Prolog. Subsequently, many papers have appeared considering di erent aspects of the issue. For example, meta-interpreters have been used to implement debuggers, new control strategies, and expert system shells incorporating explanations and reasoning with uncertainty. Other issues considered include source to source transformation of Prolog programs to improve the run-time e ciency 21], and partial evaluation (or partial deduction) 13, 21] .
A considerable amount of recent research addresses the semantics of Prolog metaprogramming. One key issue involves the distinction between object-level and meta-level variables. More concretely, suppose we wish to resolve an atom with a rule. One way to do this is to de ne a predicate resolve as follows: In this example, expressions such as p(X) and p(f(Y)) :-q(Y) are called object-level expressions, since they represent the objects we wish to manipulate. The variables Goal, Rule and Resolvent are meta-level variables; they are bound to object-level expressions. More generally, meta-level variables are those variables that are used to manipulate objectlevel expressions. The variables X and Y are used here as object-level variables. That is, they are used to represent variables in object-level expressions. However, these distinctions are somewhat arbitrary. Consider for example the goal:
?-X = f(a), Goal = (?-p(X)), Rule = (p(f(Y)) :-q(Y)), resolve(Goal, Rule, Resolvent).
Here X is used as a meta-level variable to build up the goal ?-p(f(a)). The style of meta-programming illustrated in these examples (which is typical of the traditional approach) deliberately confuses object-level and meta-level variables. The advantage of this is exibility and ease of programming. For example, one can use meta-level uni cation to perform uni cation at the object level (see, for example, the equation A = H in the denition of resolve, which performs the uni cation of the goal atom with rule head). The disadvantage is that the meanings of programs can become obscured. For example, when inspecting the structure of a program, the only way to test whether a particular subterm is an (object-level) variable is through non-logical tests such as the \var" predicate. In essence, there is a tension between a desire to achieve re ection (that is, to use meta-level operations to implement object-level operations) and a desire for a simple semantics.
Many alternate approaches to Prolog meta-programming have been proposed that provide di erent mechanisms for representing and manipulating object-level variables. One of the more extreme departures is found in Prolog 16] , where object-level variables are represented using bound meta-level variables. The substitution of object-level terms for objectlevel variables is performed using applications. Additionally, uni cation at the object-level can be performed by variable replacement (again through term application) and then metalevel uni cation. In summary, this provides a clean solution to the problem of representing object-level variables in which meta-level uni cation can be used to implement object-level uni cation. However, the disadvantage is that one must assume all of the additional complexities of a higher-order language (including a fairly restrictive type system).
Hill and Lloyd 7] provide a detailed discussion of the problems with the traditional approach to Prolog meta-programming, and identify two separate problems:
in the intended interpretation of a program, meta-variables and object-level variables are intended to range over di erent domains, and non-logical, and even non-monotonic predicates are needed to determine whether a given meta-level variable is bound to an object-level variable.
To solve the rst problem, they suggest that variables be declared to be of either object-level or meta-level type. To solve the second problem they suggest that object-level variables be viewed as constants at the meta-level, so that declarative meta-level predicates may be de ned to analyze representations of object-level terms. In other words, the distinction between object-level and meta-level is a static one. Sterling and Shapiro 19] introduce a system predicate freeze/2 that makes the ground variable approach dynamic by converting between meta-level and object-level terms. However, this dynamic conversion re-introduces the problem of signi cance of the subgoal selection rule. Lim and Stuckey 15] back away from such ad-hoc conversion to avoid this problem, but allow their frozen objects to be written as literals anywhere in a program. However, the frozen objects are atomic with respect to Prolog uni cation, and thus can only be manipulated using special system predicates, although the latter are declarative. Reports of further recent research can be found in the proceedings of the International Workshop on Meta-programming in Logic Programming 1, 17] .
In the following section we describe additional di culties presented by the need to handle arithmetic constraints at the meta level in CLP(R). This motivates us to depart from the current prevailing wisdom about the treatment of variables in metalogic programming. Consequently, we will mostly be concerned with issues that are orthogonal to those discussed in the recent literature.
Meta-Programming for CLP(R)
Our goal is to support the wide range of established Prolog meta-programming techniques in the context of CLP(R), as well as take advantage of the constraint framework of CLP(R) to develop new meta-programming techniques. We begin by examining why some simple approaches to metaprogramming in CLP(R) are unsatisfactory. The fundamental problem described in Section 1 can be partially solved by providing coded versions of all arithmetic function symbols, as well as facilities for converting between programs or program fragments and their coded forms. Importantly, the coding of terms and programs must be amenable to structural manipulation. For example, the coding of 1 + 2 must be distinct from the coding of 42 ? 39. Some of this functionality can be achieved without major language extensions.
For example, we could introduce new function symbols ++, **, : : :, to respectively denote coded versions of the arithmetic symbols +, *, : : :, and then set up an association between these two sets of symbols by writing conversion rules such as:
Rules of this form would be required for each of the arithmetic function symbols as well as for all of the other function symbols. Then, for example eval(X ** (Y ++ Z), T) would result in the constraint X * (Y + Z) = T. This scheme is unsatisfactory for a number of reasons: There are no facilities to convert a program to its coded form.
Obtaining an implementation of eval that behaves correctly on partially instantiated arguments is problematic. It is often necessary for a program to gain access to the coded forms of the rules in the database. This cannot be achieved without adding appropriate language facilities. It is not possible to code programs that themselves contain codings of programs. For example, consider the program fragment p(X ++ Y, X + Y). Clearly this cannot be coded as p(X ++ Y, X ++ Y). To provide a mode general and uniform solution, we propose an approach consisting of two components { extensions to the core language as well as a collection of new system predicates.
At the language, we expand the domain R to a new domain, which we call R+M. For each arithmetic symbol f, this new domain contains a corresponding coded arithmetic symbol, b f . Equality for these new symbols is syntactic equality (that is, they are treated as uninterpreted function symbols). Additionally, a new interpreted function symbol eval is introduced for relating coded and uncoded symbols. We also provide a macro operator called quote that allows the programmer to specify concisely that an arithmetic expression embedded in a program is to be considered syntactically. For the purpose of meta-circularity, the uninterpreted function symbols d quote and d eval code the quote and eval symbols respectively. This extended language, CLP(R+M), preserves the core language semantics. Consequently a number of programming techniques become possible that were never considered in traditional work on meta-programming, particularly with respect to the symbolic manipulation of arithmetic expressions. These techniques could not be used conveniently if the syntactic manipulation of arithmetic expressions were only possible with their variables being frozen (ground).
Second, to make this language useful for practical meta-programming, we also extend the library with a set of system predicates that allow:
Examining and modifying the rulebase, both structurally and non-structurally.. Examining the current constraint set. Determining the instantiation status of variables.
The last of these raises again the issue of ground variable representation. In addition to the comments above, we simply note that a dynamic ground representation facility such as the freeze/2 predicate of Sterling and Shapiro, could be added to CLP(R+M). However, such a facility would clearly not be a suitable basis for the kinds of meta-programming we wish to facilitate.
Together, our facilities satisfy the following criteria:
They are upwards compatible with the standard meta-programming facilities of Prolog. They are general { that is, a program is able to manipulate any other programs, even those that contain meta-level constructs.
It is easy to construct practical meta-interpreters. They enable the examination and manipulation of the current collection of constraints during program execution.
The power of the facilities we provide does result in an element of complexity. For example, the fully meta-circular CLP(R+M) meta-interpreter is far from trivial. However, while we consider the possibility of writing such a meta-interpreter to be important, we believe that the kinds of meta-programming that are desirable and important are supported with great simplicity by these facilities. Our experience with supporting applications work has borne out these claims.
Manipulating CLP(R) Programs
We now describe the language features for coding programs and fragments of programs, and for converting between coded and uncoded forms. We begin by reviewing the syntax of CLP(R). A CLP(R) term is constructed from program variables, function symbols such as f, g and nil and function symbols such as +, *, 2 and -3.14. The rst kind of function symbols are the usual Prolog style symbols that are used for building up data structures and lists. The second kind are special symbols for building up arithmetic expressions. We call the latter arithmetic function symbols, and the former non-arithmetic symbols. A CLP(R) atom is of the form p(t 1 ; : : : ; t n ) where p is a predicate symbol and t 1 ; : : : ; t n are CLP(R) terms. CLP(R) distinguishes the special predicate symbols representing arithmetic relations, which are written using the usual in x notation. A CLP(R) program is a collection of rules of the form A A 1 ; : : : ; A n where A; A 1 ; : : : ; A n are CLP(R) atoms.
Coding Terms
A key property of CLP(R+M) is its ability to provide a \structural" representation or \coding" of CLP(R) terms. This is achieved by expanding the syntax of terms with a new class of function symbols, called coded To facilitate writing and manipulation of codings of programs, we introduce two operations. The rst is a macro-like operation quote, which is used for writing codings of terms. The second is an operator eval that \evaluates" a coded program term and converts it to its uncoded form. 1 We now elaborate.
The operation quote converts a term to its corresponding coded form as follows
f (quote(a 1 ); : : : ; quote(a n )) if a is f(a 1 ; : : : ; a n ) ; n 0 and f is arithmetic. f(quote(a 1 ); : : : ; quote(a n )) if a is f(a 1 ; : : : ; a n ) ; n 0 and f is non-arithmetic.
We refer to the process of applying the above de nition to a term as quote-expansion. For example, the following table shows the result of quote-expanding a number of syntactic forms. program fragment quote-expansion of fragment
where >= is an overloaded symbol, used here as a function symbol. For convenience, the coded form of every arithmetic constant is identi ed with itself. For example, b 2 is the same as 2. Quote-expansion is performed whenever a rule is selected from the rule base to solve a goal. Quote-expansion is also performed on the initial goal before computation begins.
To quote . This speci c formulation of quote is motivated by the desire to achieve meta-circularity. More concretely, we require that not only can we code CLP(R) terms, but also that we can code terms that themselves contain codings of terms. For example, the coding of 1+2 is obtained by writing quote(1+2), which quote-expands into 1 + 2) ). To contrast this situation, suppose that codings of arithmetic symbols were allowed to appear directly in programs. A problem then arises when we wish to consider coding programs that contain such symbols. In summary, by requiring that coded symbols be introduced into programs using quote, we achieve a degree of meta-circularity.
Interpreting Coded Terms
We next describe the eval function whose purpose is to convert a coded term to the term it codes. For example eval(1 b + 2) should be equivalent to 3 Using the R+M axioms, we can de ne the meaning of constraints involving the eval function. Speci cally, let C denote a collection of R+M constraints, and let be a substitution that maps each variable in C into a ground term constructed from arithmetic symbols, non-arithmetic symbols, coded symbols and eval. The substitution is a solution of C if the ground constraints C are consequences of the R+M axioms. Two collections of constraints are equivalent if they have the same solutions. should note that the satis ability problem for R+M constraints is non-trivial. Consider for example, the following two constraints:
The rst of these constraints is satis able. For example, the substitution that maps both X (1))) is a solution. The second constraint, although very similar in structure, is not satis able.
Properties
The following two propositions establish some correctness properties of the R+M axioms.
The rst shows that = R+M equality is a conservative extension of = R equality. The second shows that the combination of quote expansion and the eval operation can be used to faithfully code and decode terms. The proofs of these two propositions are straightforward and can be found in Appendix A. An important consequence of de ning eval using an axiom schema is that the meaning of a goal is not dependent on the order of the constraints it contains. For example the goals
both result in X = 1 b + 2, Y = 3. This is in contrast to many of the meta-programming facilities in PROLOG, such as univ and var, whose operations are heavily dependent on the order of goal evaluation. Our motivation for seeking an equational solution to the metaprogramming problem in CLP(R) was to avoid introducing ad hoc operations, and also to provide facilities that are compatible with the notion of constraints embodied in CLP(R).
The axiom schema in Figure We extend the rewrite relation =) M to non-ground terms in the obvious way. Note that a term s in normal form has the property that any occurrence of the form eval(t) must be of the form eval n (X) where eval n denotes n applications of eval and X is a variable. Intuitively, rewriting a CLP(R+M) term s using =) M has the e ect of pushing occurrences of eval further inside a term. Rewriting can continue until all occurrences of eval are either applied to other occurrences of eval or to variables. Hence, if a normal form term does not contain variables, then it also does not contain eval. In Section 5 we shall implicitly assume that all terms have been rewritten into normal form. (B) . The example goal di erentiates the coded expression, applies eval to the result and equates it to 0 to nd a value for eval(X), and nally substitutes back this value into the original expression, thus nding a \turning point" for this expression. Figure 3 presents the constraints generated at each step for this goal.
Notice that the rst two subgoals deal with algebraic expressions only at the symbolic level. Then the third subgoal uses the coded derivative to establish an arithmetic constraint, which is then solved. The fourth subgoal uses this solution to evaluate the previously coded expression. Hence the program demonstrates the mixed use of coded and uncoded versions of constraints, although the use is quite simple. The next example makes more sophisticated use of this combination of views.
The program and query in Figure 4 make even greater use of the exibility of the language features we have de ned. The example nds successive syntactic representations of sums of the numbers 1 and 2 equal to 4. The answers are enumerated as follows:
eval(X) = ?1:
eval(X) = ?1;
Figure 3: Execution of \Turning Point" program
?-eval(Z) = 4, p(Z). 
Several aspects of this program are worth noting:
The answer is constrained a priori to be arithmetically equal to 4. Broadly, a test and generate technique is used to select the appropriate individual values for the sum. Each summand is required to be greater than or equal to 1, so both excessively large and excessively small values would be pruned out.
This results in a reasonably e cient search, and is possible only because of the particular design of the quote and eval operators.
R+M Constraints
A collection of R+M constraints that does not contain any variables can be solved by computing normal forms. For example, to decide the constraint eval(2 b * 3) = eval(42 b -36), it su ces to nd the normal form of both sides and then test whether 2 * 3 = R 42 -36. In other words, we can reduce this R+M constraint to an arithmetic constraint.
However when constraints contain variables, normalization cannot remove occurrences of eval, and we are forced to deal with them directly. Occurrences of eval in a normalized term are always of the form eval n (X) where X is a variable. Such terms behave very much like variables. For example, the constraint eval(X) = 4, Y = eval(X) * eval(X) -10.
can be simpli ed to eval(X) = 4, Y = 4 * 4 -10, and nally to eval(X) = 4, Y = 6. An important point here is that the constraint eval(X) = 4 cannot be simpli ed into the form X = exp to yield a substitution for X; instead we treat eval(X) = 4 as a substitution for eval(X).
The most di cult part of solving R+M constraints is dealing with cycles. In the case of standard uni cation, constraints involving cycles such as X = f(X) are always unsatisable, but here they are sometimes satis able. For example, X = d quote (eval(X)) has 6. Transfer any arithmetic constraint from E to A. 7 . If there is an occurrence of eval j (X), j 0, in A that is not enclosed by an eval symbol, then replace eval(eval j (X)) by eval j (X). Our algorithm is de ned as a series of transformations on a pair hE; Ai, where E is a collection of R+M constraints and A is a collection of arithmetic constraints. The algorithm maintains all terms in hE; Ai in normal form (if any transformation generates a constraint that contains a term not in normal form, then such terms are immediately rewritten into normal form). The starting point of the algorithm is the pair hE in ; fgi, where E in is the input collection of constraints.
Before presenting the transformation steps, we give some preliminary de nitions. During algorithm execution, a new kind of constraint may be generated. Such constraints are of the form uncoded(t) and are satis ed when t is a term whose normal form does not contain formations, with preference given to applications of the simpli cation steps. Note that in the presentation of these transformations, we shall consider equations s = t and t = s to be identical.
The simpli cation steps are presented in Figure 5 . Steps 1 { 4 essentially replace a constraint in E by some simpler constraints.
Step 5 deals with constraints of the form uncoded(t) and Step 6 transfers constraints from E to A.
Step 7 uses information from A to simplify constraints in E; note that it may replace an occurrence of a term in either E or A.
For example, when input the constraint f(0, eval(X)) = f(X -Y, eval(Y)), the algorithm constructs the following sequence of pairs: The pair P 2 is obtained from P 1 by an application of Simpli cation Step 1. Then Step 6 is applied to obtain P 3 since 0 = X -Y is an arithmetic constraint. In turn P 3 is simpli ed by (two applications of) Step 7 because X and Y are arithmetic variables, and so eval (X) and eval(Y) can respectively be replaced by X and Y. Finally, P 4 can be simpli ed using
Step 6 again. The resulting constraints are just CLP(R) constraints, which can be solved by standard methods.
The second kind of transformations are substitution steps, and these are used when no simpli cation steps can be applied. Substitution steps essentially choose an equation from the current E, remove it, and then use it to perform a substitution into E, thereby removing a variable from the current hE; Ai pair. The details are presented in Figure 6 . For example, suppose that E is feval(eval(X)) = eval(eval(Y)); eval(X) = 1 b + 2g. The substitution step chooses the constraint eval(X) = 1 b + 2. This is then deleted from E, and after substitution, E becomes f3 = eval(eval(Y))g. The constraint 3 = eval(eval(Y)) is subsequently transferred to A. Note the side condition on the choice of the equation eval i (X) = exp used in the substitution. In essence, this condition ensure that eval i (X) is the \smallest" of all expressions of the form eval( (eval(X)) ) in E. This is crucial for correctness. For example, let E consist of the constraints eval(eval(Y)) = eval(X), eval(X) = 1 b + 2 and eval(Y) = 3. Without the condition on substitution, the equation In summary, the algorithm, when input the equations E in , starts with hE in ; fgi and progressively reduces this pair using the simpli cation steps or the substitution step. The algorithm terminates when E consists only of constraints of the form uncoded(t) or else A contains 0 = 1. The complete algorithm is presented in Figure 7 .
We now prove the correctness of the algorithm. We rst verify that each step of the algorithm preserves the meaning of the constraints. The rst lemma veri es that the individual transformation steps preserve the meaning of the constraints. The second lemma proves that the output step (Step 5 of Figure 7 ) is correct. In the case where
Step 3 is applied, the proof is again immediate. Now consider the case of Step 4. We show that if i < j then
Let be a valuation that satis es the right hand side of equivalence 2 and let X be t. Then the normal form of eval i (t) does not contain any coded symbols. Hence eval j?i (eval i (t)) is just eval i (t) and so also satis es the left hand side of equivalence 2. Conversely, suppose that does not satisfy the right hand side of equivalence 2. Then the normal form of eval i (t) must contain at least one coded symbol. Now if the normal form of a term s contains coded symbols, then the normal form of eval k (s), k > 0, must contain strictly fewer coded symbols. It follows that the normal form of (eval j (X)) contains strictly fewer coded symbols than the normal form of (eval i (X)) and so these terms cannot be equal.
In the case where
Step 5 is applied, E contains the constraint uncoded(t) where t is a normal form term (possibly non-ground) that contains a coded symbol. Now, in any valuation , the expression t contains a coded symbol that is not enclosed by an eval symbol, and so the normal form of t must also contain this symbol. Hence uncoded(t)
is not satis able and so replacing it with the unsatis able constraint 0 = 1 preserves the satis ability of the constraints.
If
Step 6 is applied to hE; Ai to obtain hE 0 ; A 0 i, then it is clear that E^A is equivalent to E 0^A0 since the constraints have not changed, only their distribution between E and A has changed. Note also that this is the only step that changes A, and that this step maintains the invariant that A contains only arithmetic constraints. Now consider the case where simpli cation Step 7 is applied. It is easy to verify, by induction on the execution of the algorithm, that if there is an occurrence of eval j (X) in A that is not enclosed by an eval symbol, then any solution of E^A is such that (eval j (X)) is an arithmetic value. Hence, any expression (eval j (X)) identi ed by simpli cation Step 7 is such that eval(eval j (X)) and (eval j (X)) are equivalent under any solution of E^A.
If follows that replacing one by the other preserves satis ability.
Finally, consider the substitution step. Clearly satis ability is preserved if an equation eval i (X) = exp is chosen from E and used to replace eval i (X) by exp in E and A. It remains to justify the deletion part of the substitution step. Now, in the standard uni cation algorithm, only equations of the form X = t where t does not contain X are used as substitutions, and so after substitution the equation X = t can be deleted because the replacement of X by t has the e ect of completely eliminating X from the system. The situation is similar in the R+M algorithm except that substitution is performed using terms of the form eval i (X We now prove termination. The main di culty here is that some substitution steps may cause the equations to increase in size.
Lemma 3 The R+M algorithm terminates when input a collection of R+M constraints. Proof: It is clear that the exhaustive application of the simpli cation steps terminates. This is because each of the simpli cations steps strictly reduces the size of equations in E, where the size of an equation s = t is the sum of the number of symbols in s and t (note that constraints of the form uncoded(t) in E do not contribute to this size measure).
Consider now the substitution step. Recall that the e ect of the substitution step is to choose an equation eval i (X) = exp and use it to replace all expressions of the form eval i (X) by exp. We now split the applications of the substitution step into ve cases, interspersed with preliminary comments for each case. A subsequent analysis based on these ve cases will form the core part of the termination proof. The rst case is straightforward.
Case 1: exp does not contain eval i (X). In this case all occurrences of the variables X are removed by this substitution step.
In the remaining cases (2{5), the equation chosen by the substitution transformation must be of the form eval i (X) = exp eval j (X)] (6) where i < j and the occurrence of eval j (X) is not enclosed by eval or any non-arithmetic symbol. Hence, where = j ? i, the substitution step has the e ect 3 of transforming equation 6 into exp eval j (X)] = exp eval (exp eval j (X)])]: (7) Note that the preconditions of the substitution step imply that all occurrences of X must appear as subexpressions of an occurrence of eval i (X), and so it must be the case that after eval i (X) is replaced by exp eval j (X)] in hE; Ai, the only occurrences of X are in expressions of the form eval k (X) where k j. We can now present the second case.
Case 2: exp eval j (X)] contains an arithmetic symbol. In this case the exhaustive application of the simpli cation steps, when subsequently applied to Equation 7, will eventually lead to an arithmetic constraint involving eval j (X). This constraint will be transferred to A, and then all expressions of the form eval k (X), k j will be reduced to eval j (X) by simpli cation Step 7. Hence, if another substitution step is applied using an equation of the form eval i 0 (X) = s, then it must be the case that i 0 = j, but since eval i (X) appears in A, such an equation would have been transferred to A during the exhaustive application of the simpli cation steps. Thus no such substitution step is possible.
In the nal three cases, exp eval j (X)] does not contain any arithmetic symbols, and so the repeated application of Simpli cation Step 1 to Equation 7 will eventually lead to the constraint eval j (X) = exp 0 where exp 0 is the normal form of eval (exp eval j (X)]), and then one of the following three cases must hold.
Case 3: exp 0 is an arithmetic expression, and so the exhaustive application of the simplication steps will transfer the constraint eval j (X) = exp 0 to A. This means that all expressions of the form eval k (X), k j will then be reduced to eval j (X) by simpli cation Step 7. Hence, as is the second case, there can be no future substitutions involving a constraint of the form eval i 0 (X) = s.
Case 4: exp 0 is of the form exp 00 eval j (X)] where the occurrence of eval j (X) is not enclosed by an eval symbol and is enclosed by some other symbol. In this case a subsequent application of simpli cation Step 2, followed by an application of simpli cation
Step 6, will cause A to be unsatis able. Case 5: exp 0 is of the form eval j 0 (X) for some j 0 j. In this case exp eval j (X)] does not contain any arithmetic symbols, any non-arithmetic symbols, or any coded arithmetic symbols. Hence exp eval j (X)] must contain only unary symbols. Now, in the rst, second or third cases, the application of the substitution transformation is such that no further substitution step can involve the same variable. In the fourth case, there can be no further substitution steps at all. Since the algorithm does not introduce new variables, there must be some stage such that all subsequent applications of the substitution fall into the fth case.
Suppose that the algorithm does not terminate. Then, there is some point in its execution such that all following execution steps are either applications of the substitution step that fall into case 5, or an exhaustive application of the simpli cation steps. Call this the nal phase of the algorithm. Now, let hE; Ai be the pair just before an application of the substitution transformation in the nal phase of the algorithm. Let hE 0 ; A 0 i be the pair just after this application of the substitution transformation. Consider the subsequent application of simpli cation steps to hE 0 ; A 0 i. Since it is assumed that the algorithm does not terminate, only simpli cation Steps 1(a), 3, 4 and 6 are involved. The rst simpli cation step applied must be to some new constraint generated by the substitution step (since no simpli cation steps are applicable to constraints in hE; Ai). Such a constraint must be the result of replacing occurrences of eval i (X) by exp (which contains only unary symbols) in some constraint from E. If the step applied is Step 1, then the application must be such that m = n = 1. It is easy to verify that in any further applications of Step 1, this must also be the case. It follows that no step increases the number of equations in E during the nal phase of the algorithm. Moreover, by de nition, each application of the substitution step reduces the number of equations by one. Hence, there is some point in the nal phase of the algorithm at which the substitution step is applied for the last time, and the algorithm must terminate immediately after the following exhaustive application of the simpli cation steps. This contradicts the assumption that the algorithm does not terminate. 2 Theorem 1 CLP(R+M) constraints are decidable. Proof: Let E in be a collection of CLP(R+M) constraints. By Lemma 3, the algorithm terminates on input E in . Let hE out ; A out i be the pair produced at the end of the algorithm. It is easy to verify from inspection of the algorithm that either A out is unsatis able or else no transformation step is applicable to hE out ; A out i. Lemma 1 proves that E in is satis able if and only if E out^Aout is satis able, and Lemma 2 proves that E out^Aout is satis able i A out is satis able and E out contains no equations.
Hence, determining the satis ability of E in can be reduced to determining the satisability of A out . Now, A out is essentially just a collection of arithmetic constraints. The only complication is that A out may contain occurrences of eval in expressions of the form eval i (X). However since the simpli cation Step 6 cannot be applied to A out , these occurrences must be of a special form. Speci cally, if there are two occurrences eval i (X) and eval j (X) such that neither occurrence is enclosed by an eval symbol, then it must be the case that i = j. In essence, each occurrence of eval i (X) is an independent variable, and the appearance of eval is just part of the variable's name. More concretely, obtain A 0 out from A out by deleting all occurrences of eval. From the above discussion, it is clear that A 0 out is satis able i A out is satis able. Moreover A 0 out contains only real number arithmetic constraints, and these can be solved by a standard decision procedure for the real numbers.
2
We nally remark that the substitution steps performed during the execution of the algorithm can be used to produce \bindings" for the expressions eval i (X) involved in each substitution step. Hence the algorithm can easily be modi ed to construct solutions of the original constraints.
Extensions to the Core Language
Thus far, we have described the basic language features of CLP(R+M) for coding a program and for relating a program and its coding. However, many important kinds of metaprogramming are not supported by this core language. We now augment the language with a collection of system predicates that provide the required functionality.
Meta-Circular Interpretation
The canonical application for reasoning about programs is the meta-circular interpreter. We begin by discussing the simple (\vanilla") meta interpreter 19] and then consider extensions to this interpreter that provide (in varying degrees) their own constraint solving algorithms. The goal ?-g is solved by running ?-goal(g). There are two important points here.
1. This meta-interpreter utilizes the constraint solver of the underlying CLP(R) system { it takes no control over how the constraints are solved. This is determined by the implementation of the constraint/1 relation. When a subgoal is encountered that is an explicit constraint, it is simply evaluated \as is" by the underlying CLP(R) system. This is desirable in some kinds of meta-interpreters and not others. It is most suitable where we wish to implement a variant of the language with di erent control characteristics but the same constraint solving characteristics. If we want to change aspects of the constraint solver, we need to handle these constraints explicitly, as shown below. 2. This meta-interpreter deals correctly with programs that contain occurrences of quote and eval. That is, it is a CLP(R+M) meta-interpreter for CLP(R+M) programs. This is because of the way the eval function interacts with the d quote and d eval function symbols. Our application of eval to both sides of any constraint results in the executed constraint being the same as the one that is being represented in the coding of the program being executed. .
As noted above, since uncoded rule returns terms rather than M-coded terms, it cannot be used to examine the database structurally. This essentially prevents us from exercising any control over the constraint solving process. To overcome this restriction we need to be able to obtain M-coded forms of terms in the rule base. For this reason we reserve the name rule/2 for the new system predicate, which behaves as if there were facts rule(quote(E),quote(F)) for each rule E :-F in the database (and rule(quote(A),true) for each fact A).
We now modify the basic meta-interpreter to use rule instead of uncoded rule as follows. We should note that, for pragmatic reasons an implementation of rule would require that its rst argument be constructed, requiring minor alterations to this metainterpreter. This is because rule bases tend to be indexed by predicate symbol. Then of course both sides of the equation are kept coded so that the special equality predicate can deal with them in the appropriate way.
This meta-interpreter will correctly execute CLP(R) programs, where each constraint on an object level variable X in the object-level interpreter, becomes a constraint on the metalevel variable eval(X) in the meta-interpreter. However, the meta-interpreter is incorrect for some programs that incorporate d quote . To see this consider the following constraint: X = quote(A + B), A = a. In the interpreter this executes (after quote expansion) to obtain X = a b + B, A = a, while in the meta-interpreter above, we obtain eval(X) = A b + B, eval(A) = a. Because the A in the rst constraint is not represented by eval(A) in the meta-interpreter, the resulting constraints are incorrect. To obtain an interpreter for not just CLP(R), but also CLP(R+M), we need to explicitly maintain the distinction between object level and meta-level variables. In essence, when a coded rule is chosen from the database, the rst step is to create a new set of meta-level variables corresponding to the object-level variables in the rule. Then, as the rule is decoded, each object-level variable is replaced by its meta-level counterpart. The full meta-circular interpreter for CLP(R+M) appears in Appendix B. It is also possible to extend that interpreter to give more control over the solving of constraints by replacing the rules for =, >=, <=, >, < by new constraint solving algorithms.
We now describe some additional facilities for writing meta-interpreters. These are particularly useful for the implementation of constraint solving algorithms. nonground/1 and ground/1 respectively fail and succeed if their argument has a unique value. For example, the following goals succeed:
var/1 and nonvar/1 respectively fail and succeed if their argument has been constrained in any way; For example, the following goals succeed:
?-X = Y, var(X). ?-X > 3, nonvar(X).
constructed/1 and unconstructed/1 respectively succeed and fail if their argument is bound to a non-variable structure; For example, the following goals succeed:
?-X = 3, constructed(X). ?-X > 3, unconstructed(X). ?-X = Y, unconstructed(X). ?-X = f(Y), constructed(X).
arithmetic/1 and syntactic/1 respectively succeed if their argument is known to be an arithmetic value or a nonarithmetic value. For example, the following goals succeed:
Furthermore, some useful combinations can be de ned, such as: number(X) :-ground(X), arithmetic(X).
which succeeds if it's argument has been bound to an actual number.
Finally, it is interesting to note that some such predicates that may be useful cannot reasonably be implemented. For example, a predicate that determines if a variable has been related in any way to any other variable would have to check if that variable is at the end of any binding chains.
Access to the Current Constraint Set
We now consider facilities for accessing the current constraint set. Essentially we wish to obtain a coded form of (some projection of) the arithmetic constraint set resulting from a computation, so that these constraints may be manipulated structurally. The CLP(R) system provides access to the current constraint set only through the system predicate dump/1, which takes a list of variables and prints the projection of the current collected constraint set with respect to those variables. For example, ?-X + Y = 6, Y <= 0, dump( X]) will print X >= 6. We propose a similar predicate dump/3 which takes two additional arguments.
The nal argument will be bound to a term representing the M-coding of constraints on the variables appearing in the rst term, except that these variables have been replaced with the corresponding term in the second argument. In most cases this is simple enough. However, it becomes complicated when the constraint that needs to be coded contains an occurrence of d quote . We require that the output of dump/3 be such that when eval is applied to both sides of each component, the result corresponds to the output of dump/1. However, the variables should be renamed as required, with eval applied to each one. The above example satis es this requirement.
However, consider the goal In other words, the coded constraints produced by dump/3 need to be \exploded" whenever a d quote must be represented, to ensure that the coding is meaningful. To illustrate the use of this predicate, we return to the symbolic di erentiation example of Section 4. The dump/3 predicate enables us to di erentiate functions that have been constructed during the execution of a program. Consider the following two extra rules and goal: Note that the diff/2 predicate is as de ned in Figure 2. 
Self-Modifying Programs
Dynamic modi cation of the database is an important meta-programming technique. This is typically achieved using the assert and retract predicates, although a number of alternatives have been proposed (see for example, 4]). A number of questions arise from the use of these techniques in the context of constraint logic programming with the quote and eval facilities. Although we focus on assert and retract, the same issues arise no matter how the database is modi ed.
It is usually desirable to be able to selectively delete rules from the database on the basis of the M-coded form of the database. The goal ?-uncoded retract(p(X, 2*X)) removes rules (c) and (d). However the goal ?-retract(quote(p(X, 2*X))) removes only the rule (c). Rule (b) could be removed with the goal ?-uncoded retract(p(X, Y) :-W). Of course, rule (a) would not be removed by any of these goals.
In the presence of constraints, the desirable de nition of assert/1 is somewhat unclear. The essential question is how to treat arithmetic constraints on the variables in the term to be asserted. For example, consider the goal
To motivate our de nition of assert we examine the behavior of assert in Prolog in terms of constraints. Consider the following Prolog program and query: Note that a considerable simpli cation of the initial constraints has occurred. More generally, this supports a technique of constraint partial evaluation. This technique consists of executing a query, and then using the simpli ed form of the answer constraints to construct new rules. These new rules represent a specialization of the program with respect to that query. For example: The facilities we have discussed for adding rules to the database have provided no control over the exact syntax of the rule added. For example constraints may be simpli ed and/or rearranged before the rule is added. It is particularly important in some applications to have complete control over the syntax of rules added to the database. This control is provided by using an M-coded form of the rule to be asserted, where assert of an M-coded rule is de ned to add the rule that is M-coded. 
Implementation
To implement the decision algorithm described in Section 5 in its full generality, we would need to recognize cyclic dependencies in constraints (see Step 2 of the simpli cation steps in Figure 5 ). The problem is somewhat analogous to the \occurs check" step of Herbrand uni cation, although in our case cyclic constraints are sometimes satis able. Unfortunately, recognizing cycles is expensive, and the overhead of checking for cycles is required for solving even very simple constraints. We have therefore chosen to implement a fragment of the decision procedure. The main motivation for this choice is a desire to e ciently solve simple constraints, and in particular, to avoid the overhead of a general procedure when it is not necessary. A secondary motivation is our observation that cyclic constraints involving eval rarely appear in practical meta-programs.
In essence, our implementation can be characterized as follows: any constraint of the form t = eval(X), where t is an arbitrary term and X a free variable is treated as a hard
constraint 12] , that is, the eval constraint is not solved but delayed until X becomes instantiated. Of course, this means that our implementation is not su ciently powerful to determine the satis ability of certain classes of constraints that involve cyclic dependencies.
Importantly, this fragment of the decision procedure can be implemented e ciently, using only minor modi cations to the CLAM (a WAM-like abstract machine 10] for CLP(R)). The delay and awakening of eval constraints can be managed cheaply using WAM-like variable bindings, involving minimal modi cations to the CLAM in terms of runtime datastructures, and without signi cantly complicating backtracking. The mechanism we use is very similar to that described for freeze/2 by Carlsson 5]. However, not all of that machinery is needed, as awakening a delayed constraint does not corrupt the CLAM data structures as much as awakening a rule activation. There is a cost associated with checking for awakened constraints, but this penalty must be incurred in the implementation of any general exible control mechanisms, such as freeze, wait or when. Most modern Prolog and CLP systems have such a mechanism, and delaying eval constraints does not add to its overhead.
We will give an overview of the relevant aspects of Prolog (and CLP(R)) implementation technology, describe how eval constraints are delayed and awakened, and brie y mention the consequences for the implementation of backtracking and output of answer constraints.
The Compiler-Based CLP(R) System
The Warren Abstract Machine 22] (WAM) revolutionized the compilation of Prolog. We review some of the basic ideas here, but readers not familiar with the WAM should consult the tutorial by A t- Kaci 2] . The WAM is particularly suitable for software emulation of compiled code. The essential idea behind it is that the instructions can be used to represent variants of the uni cation operation { specialized by partially evaluating uni cation with respect to the terms in the program. Furthermore, it is particularly successful in mapping the depth-rst search of Prolog with a left-right atom selection rule to the conventional von-Neumann model of program execution.
The major data structures of the WAM are as follows: stack For storing activation records, consisting of variable bindings and return information. heap For storing complex structures and those variable bindings that need to be kept after their activation record has been trimmed through tail recursion. trail For keeping pointers to variables that need to be unbound on backtracking. Also contains choice point records, which keep track of which rule is to be used next on backtracking. registers For arguments of procedure calls both at call and return, and also for temporary values. The basic types of instructions are:
partial construction and uni cation of terms These are used to construct a simple or complex term, or get it from a memory location, and put it in a register. They also unify such terms with the contents of a register.
control These include procedure call, choice points and backtracking. indexing These typically check whether the rst argument of a call is instantiated enough to use table lookup rather than backtracking to nd the appropriate rule. Commercial implementations variously interpret WAM code using an emulator written either in a high level language or machine code, or compile to native code. Most of those using an emulator use many additional instructions obtained from combining pairs or groups if instructions commonly found in sequence, in order to reduce the fetch and decode overhead.
Considerable work has been done on extending the WAM for di erent kinds of uni cation or di erent control strategies (see 5], for example). The CLAM requires the same basic runtime support as the WAM, with the addition of the arithmetic constraint solver and its data structures, extended uni cation and additional backtracking support.
Some data structures needed to support the CLAM are a routine extension of those for the WAM | the usual register, stack, heap and trail organization. The main new structures pertain to the solver. Variables involved in arithmetic constraints have a solver identi er, which is used to refer to that variable's location in the solver data structures.
The modi cations to the basic WAM architecture are:
Solver identi ers Arithmetic variables need to be represented di erently from Prolog variables. In addition to the usual WAM cell data types, one more is required. Cells of this type contain a solver identi er. The basic uni cation algorithm needs to be augmented to deal with this new type.
Tagged trail In the WAM, the trail merely consists of a stack of addresses to be reset on backtracking. For CLP(R), the trail is also used to store changes to constraints. Hence a tagged value trail is required. The tags specify what operation is to be reversed, and the value component, if present, contains any old data to be restored.
Choice points Choice points are expanded slightly so as to save the \high water mark" for solver identi ers and inequalities. That is, the tableau entries beyond which all entries should be deleted on backtracking. Linear form accumulator A linear constraint is built up using one instruction for the constant term, and one for each linear component. During this process, the partially constructed constraint is represented in an accumulator. One of the solve instructions then passes the constraint to the solver. We can think of this linear form accumulator as a generalization CLP(R) Uni cation Table  T1  T2  var  s Uni cation in the CLAM is again similar to that in the WAM, except that solver identi ers are included. The CLAM uni cation table shown in Figure 8 . The details of the design of the CLAM can be found in 10].
Delaying eval Constraints
When a constraint involving eval is encountered, it is rst rewritten into normal form. Then, by introducing appropriate new variables, it is rewritten into an equivalent collection of constraints such that eval only appears in primitive eval constraints, of the form t = eval(X) where t does not contain any occurrences of eval, and X is a free variable. This is easy to achieve and we omit the details. Note that a variable X shall be considered free even if an equation X = eval(Y) is delayed at the time.
To manage delayed primitive eval constraints, we need to introduce a new data cell type (or tag): ETAG. To represent the delayed primitive eval constraint t = eval(X):
1. The reference to t, if it is not global, is made global. This is to avoid dangling pointers when the constraint is later awakened.
2. A new heap structure, ETAG(t; X), is allocated. This can be implemented using three cells: one for the ETAG itself, one for the left-hand-side (a pointer to t) and one for a pointer back to X 4 . We call this a delayed eval structure. 3. The variable X is bound to the rst cell of the delayed eval structure.
There is one complication that requires special consideration when delaying eval constraints. Consider the constraints U = quote(X + Y); V = quote(X ? Y); eval(U) = 2; eval(V) = 0; which can, of course, be generated quite indirectly. They lead to solving the simultaneous equations and of course we would expect, using the algorithm in Section 5, to obtain the solution eval(X) = eval(Y) = 1: If eval constraints are going to be delayed as described above, and we wish to get exactly the same behavior as the full decision algorithm in all non-cyclic cases, all of the eval constraints waiting on any given variable must be treated as identical. That is, only one constraint is delayed, and all subsequent attempts to delay an eval constraint on the same variable result in the left-hand side being equated to that of the delayed constraint. For example, Figure 9 shows the state of the stack and delayed eval structure after the constraint T 1 = eval(X) has been delayed. Then Figure 10 shows the result of delaying the constraint T 2 = eval(X): no additional structure is created, but an equation between T 1 and T 2 is established. Notice that the call representing X now e ectively provides access to both the cells for T 1 and T 2 , since it points to the call for T 1 , which is the representative of the equality class of T 1 and T 2 .
Furthermore, two variables may be equated after they both have a delay constraint waiting on them. In that case, an equation between their respective left-hand-sides must be established, without their being awakened. This is only an issue when two variables are equated by a variable-to-variable binding. If they are equated arithmetically (say 2*X -2*Y = 0) the eval constraints on X and Y would both be awakened anyway, as described below.
In summary, Figure 11 shows the algorithm for delaying a primitive eval constraint.
Note that the use here and elsewhere of a function equate refers to solving an equation between two CLP(R) terms, which may be syntactic or arithmetic in nature (or a combination). Figure 12 shows how variable binding in uni cation is modi ed to deal with primitive eval constraints. When the delayed constraint is awakened it is treated in the same way as the addition of a new eval constraint { it is rst rewritten to normal form and then reduced and the last two must be delayed. If a variable X with constraint t = eval(X) waiting on it becomes, or is bound to, a solver variable, the constraint is awakened and reduced to the constraint t = X, since an arithmetic term is unchanged by application of eval.
Awakening eval Constraints

Backtracking
Delaying and awakening eval constraints interacts with the process of trailing: keeping track of changes to the instantiation status of variables so that it may be rolled back on backtracking. In basic Prolog systems trailing is very simple: a trail stack is used to record when a variable was bound, so that it may be unbound on backtracking. In more advanced Prolog systems, and many CLP systems, a value trail is used, because the bindings of variables may actually be changed during the course of forward computation. Thus, on backtracking, it is necessary to revert to the prior binding rather than merely undoing a binding. A value trail records pairs of variable locations and prior bindings when the binding of a variable changes. In many systems, such as CLP(R), there is a variety of ways bindings can change, so the trail also needs to contain a tag eld that records the type of change so that it may be correctly reversed on backtracking. Various aspects of tagged trailing in CLP(R) are discussed in 11].
The changes to backtracking caused by eval delayed constraints are very simple, since the CLAM already has a tagged value trail. When a binding of a free variable to an eval structure is undone, it is treated essentially like any other binding. The binding of a cell tagged with ETAG is undone by changing it back to an ETAG cell, since such a binding is always trailed with ETAG.
Answer Constraints
Apart from maintaining the eval constraints, CLP(R+M) also requires that the output of constraints deal with eval constraints. This is beyond the scope of this paper and we will only mention that they are treated in a similar fashion to other hard (non linear) constraints 9]. The main issue in the output of such answer constraints arises from the fact that there tends not to be a well-de ned or practical notion of normal form for them. Again, virtually any modern CLP system already has to deal with the output of such constraints in a reasonably readable form, so the added complexity is slight.
Concluding Remarks
We have described the systematic addition of meta-programming facilities to the CLP(R) language. The overall approach has been to extend the core language of CLP(R) to facilitate coding and decoding of terms, obtaining the language CLP(R+M). Then extra features are added for speci c kinds of meta-programming applications. The essential theoretical property of decidability for the new kinds of constraints possible has been presented.
The new facilities allow for the easy manipulation and meta-interpretation of CLP(R) programs. Furthermore, full meta-circular interpretation of CLP(R+M) programs is possible. This work enables not only the standard meta-programming applications to be written (such as debuggers, expert systems etc.), but also supports some new kinds of applications. These include meta-interpreters incorporating novel constraint solvers, simpli cation algorithms or domains of computation related to R, as well as constraint partial evaluation and the prototyping of novel constraint languages. Many of these new applications depend heavily on the particularly constraint-oriented aspect of our approach, and could not easily be served by recent developments in metalogic programming.
A pragmatic implementation strategy for the core language extensions has been presented. The meta-programming facilities described in Section 6 and the partial decision algorithm described in Section 7 are available in the CLP(R) version 1.2 release 6]. An earlier release containing most of these features has been used by a number of programmers, and some results have been reported 14, 20] .
Finally we note that the underlying approach of this paper, of systematically providing new function symbols to code every interpreted function symbol, and adding language facilities to convert between coded and uncoded forms, is in principle applicable to any CLP language. The decision procedure for R+M constraints e ectively separates R and M constraints and hence may easily be modi ed for another underlying interpreted domain A.
We argue that a major strength of this approach lies in the integration of meta-programming facilities and the constraint paradigm.
A Proofs for Propositions in Section 4
We rst prove proposition 3. We refer to 8] for standard de nitions and results, although the results used in this appendix are actually due to 18]. For readers not familiar with the theory of term rewriting, the major concepts used here are those of local con uence, termination, and normal form. The normal form of a term is a term that is obtained from the original one by a sequence of applications of rewrite rules but to which none of the rules is applicable. The local con uence property for a given set of rewrite rules tells us that for any two rules applicable to a term the order of applying them is not signi cant. A set of rules is terminating if no in nite sequences of applications are possible for any term. Normal forms are unique in a locally con uent, terminating system of rewrite rules. 
