We are building Q 
Introduction
This paper deals with the problem of automatic pose estimation & calibration of a camera with respect to an acquired geometric model of an urban scene. The poseestimation is part of a larger system [27, 11 which constructs 3-D solid CAD models from unregistered range images. Our goal is t o enhance the geometric model with photographic observations taken from a freely moving 2-D camera by automatically recovering the camera's posit>ion and orientation with respect to the model of the scene and by automatically calibrating the camera sensor. We propose a method which provides a solution for modeling buildings in urban environments. Most systems which recreate photo-realistic models of the environment by a combination of range and image sensing [28, 22, 31, 241 solve the range to image registration problem by fixing the relative position and orientation of the camera with respect to the range sensor (that is the two sensors are rigidly attached on the same platform). The major drawbacks of this approach are A ) Lack of 2-D sensing flexibility, since the limitations of range sensor positioning (standoff distance, maximum distance) translate to constraints on the camera placement, and B ) Static arrangement of sensors which means that the system can not dynamically adjust to the requirements of each particular scene (the camera sensor is precalibrated off-line). Also, the fixed approach can not handle the case of mapping of historical photographs on the models, something our method is able to accomplish. *Supported in part by a n ONRIDARP.4 MURI award ONR N00014-95-1-0601 and NSF grants CDA-96-25374 and EIA-97-
29844.
This paper provides a solution to the automated pose determination of a camera with respect to a range sensor without placing artificial objects in the scene and without a static arrangement of the range-camera system. This is done by solving the problem of automatically matching 3-D & 2-D features from the range and image data sets. Our approach involves the utilization of parallelism and orthogonality constraints that naturally exist in urban environments in order to extract 3-D rectangular structures from the range data and 2-D rectangular structures from the 2-D images.
The problems of pose estimation and camera calibration are of fundamental importance in computer vision and robotics research since their solution is required or coupled with stereo matching, structure from mot,ion, robot localization, object tracking and object recognition algorithms. There are numerous approaches for the solution of pose estimation problem from point correspondences [lo, 8, 20, 7, 231, or 19, 21, 5, 29, 14, 11, 161 whereas in [30] the automated matching is possible when artificial markers are placed in t.he scene.
Problem Formulation
Formally, our input consists of the pair ( D ( S ) , I(S)) of a scene's S range scan D and set of images I. We assume that both the camera & range sensors view the same part of the real scene, so that the 3-D and 2-D views have significant) overlap (figure 1). The locations of the cameras which produce the images I is unknown and must be automatically recovered. Thus the output is the pose Pi = {Ri, TilPp;, fi} which describes (a) the transformation (rotation Ri & translation Ti) from the range-sensor to each camera-sensor's coordinate system and (b) the mapping (internal camera parameters) from the 3-D camera frames of reference to the 2-D image frames of reference (we optimize wrt the principal point Pp; and focal length f and we assume no distortion).
The pose estimation involves the following stages. NuPS is known a-priori (in urban environments this number is almost always three) then we can select the NuPS largest clusters from the set LZD as our result and so
Extracting the number NvPs is a n easy task (it is equivelant to identifying the major modes of the l
-D histogram of directions of 2-D lines on the plane [18] ),
The clustering of the extracted 3-D lines into sets of parallel lines is a n easier task than the extraction of vanishing points. We are using a classic unsupervised nearest neighbor clustering algorithm 
Initial pose estimation
The rotation computation is based on the fact that the relative orientation between two 3-D coordinate systems 0 and 0' can be computed if two matching directions between the two systems are known. In this case there is a closed-form solution for the rotation [9] and we can write R = R(nllniln2,n;), where ni and ni are corresponding orientations expressed in the coordinate systems 0 and 0'. In our case, the direction of the 3-D lines which produce the vanishing point wi is the unit vector n; = (vi -COP)/ll(wa -COP)\\ (COP is the center of projection of the camera), expressed in the coordinate system of the camera sensor (section 3). This direction can be matched with a scene direction nf which is expressed in the coordinate system of the range sensor and which has been provided by the 3-D clustering module (section 3). So, the rotation computation is reduced to the problem of finding t8wo pairs of matching
The camera center of projection (principal point and focal length) can be computed by three such pairs of directions (see [4, 31) .
Extracting 3-D & 2-D rectangles
Calculating (vue,.,vho,) . That means that in order to extract corresponding 3-D rectangles & 2-D quadrangles we need to utilize the extracted clusters of
For the following discussion we will call one of the two scene directions vertical (Vue,) and the other one horizontal (Vhor) . We assume that the vertical direction is oriented from the bottom to the top of the scene whereas the horizontal from left t o right. Analogously we call vue,. and Vh,, the vanishing points which correspond to the directions Vue, and v h o r .
We The 3-D rectangle and 2-D quadrangle algorithms are almost identical. They differ in the following manner: 2-D case: Quadrangles (instead of rectangles) need t o be extracted (see figure 2 ). However, with vanishing points already computed it is possible to undo the perspective effect and map quadrangles to rectangles. 3-D case: A check for coplanarity of the linear segments that form the borders of the rectangle is required.
We present an algorithm that can be applied in In section 6 we will describe how we utilize the extracted sets of rectangles for the computation of a coarse pose estimate.
Pose Estimation
The last part of the pose computation module is the calculation of the camera translation with respect to the range sensor by matching local 3 form ((nf, ni), (nj,nj) ). In section 5 we Matching between a set of 3-D and 2-D rectangles will provide us a coarse pose estimate. Exploring every possible combination of matches is an intractable problem since we need to consider a n exponentially large number of possibilities. In order to solve the problem we follow the RANSAC framework introduced in [lo] . Instead of considering all possible matches we are randomly sampling the search space translation since the rotation is already known to us.
If we want to ensure with probability Pr. that a t least one of our random selections corresponds to a valid match then the maximum number of steps is N,,, = log(1 -P r ) / l o g ( l - 
Summary
We have developed a method to accurately register a range with a n image data set in urban environments. We are exploiting the parallelism and orthogonality constraints that naturally exist in such environments in order t o match extracted sets of rectangular structures.
The use of a RANSAC technique for the computation of a n optimal match between the data-sets is feasible due to the reduction of the search space from the set of 3-D and 2-D lines t o the set of 3-D and 2-D rectangles. One problem with RANSAC is the computation of maximum number of steps that must be performed. The method is completely automatic, except of the assumption that we know the match between the Nvps (in our case 3) scene and vanishing point directions.
