A comprehensive analysis of the pattern of geometric phases arising in unitary representations of the group SU(3) is presented. The structure of the group manifold, convenient local coordinate systems and their overlaps, and complete expressions for the Maurer-Cartan forms are described. Combined with a listing of all inequivalent continuous subgroups of SC/(3) and the general properties of dynamical phases associated with Lie group unitary representations, one finds that nontrivial dynamical phases arise only in three essentially different situations. The case of three level quantum systems, which is one of them, is examined in further detail and a generalization of the SU(3) solid angle formula is developed.
INTRODUCTION
The discovery of the geometric phase in quantum mechanics has led to an enormous amount of work clarifying its nature and properties as well as exploring various applications. By now a good basic understanding of its structure has been built up from many points of view [ 1 ] . In addition many of the conditions assumed in the original discovery have been relaxed. Thus from a situation wherein the geometric phase was defined in adiabatic, cyclic, unitary evolution described by the Schrodinger equation, it is now known that the phase can be defined for nonadiabatic, non-cyclic, non-unitary evolution. It has even been shown that the geometric phase can be reduced to a kinematic level without reference to the Schrodinger equation [2] .
The most frequently considered illustrative examples of geometric phase relate to coherent states in quantum mechanics and to the quantum mechanics of two level systems, basically governed by the group SU (2) . In the latter case, as is well known, the ray space for a two level system is the Poincare sphere S 2 ; and the geometric phase for cyclic evolution in ray space turns out to be one-half of the solid angle. In this context, one can also calculate the geometric phase associated with a general irreducible representation of SU (2) , and the result turns out to be a certain multiple of the above mentioned solid angle [ 3 ] .
It has been shown elsewhere that the properties of geometric phases associated with unitary representations of Lie groups can be systematically studied as a special case of the general theory of the geometric phase [4] . On account of the many specific features associated with Lie groups and their representations -Lie algebra generators, invariant vector fields, one forms, and coset spaces -the geometric phase in this case can be reduced to a maximally simplified form in which the algebraic and representation aspects are clearly separated from the differential geometric ones. It is useful to very briefly outline the structures involved at this stage.
Given the complex Hilbert space 3F appropriate for some quantum mechanical system, and given any continuous (possibly open) curve C in the ray space of the system, a geometric phase (p g [ C] associated with C is immediately defined. It is the difference of a total phase and a dynamical phase, each of which is a functional of a continuous curve ^ in Hilbert space, which is a lift of the ray space curve C:
The relationship between ^ and C is infinitely many to one; any ^ projecting onto C may be used to calculate the individual terms on the right handside above, but the difference is independent of this choice. Clearly, once a choice of ^ is made, the calculation of the term (p p \f&^\ is trivial. Therefore the calculation of the geometric phase <p g \_C~\ reduces to that of ^dynt^"]-F°r this reason, while our interest is in the geometric phase, we will often be concerned with computation of the dynamical phase.
In the application to unitary Lie group representations we are indeed mainly concerned with the properties of the dynamical phase, ^dynt^"]-We shall therefore in the sequel not refer much to the ray space and curves therein. Given a connected Lie group G, a faithful, unitary representation U( . ) of G on J^7, and some chosen unit vector ij/ 0 in 3>f, we are interested in curves ^ starting at ij/ 0 and produced continuously by unitary group action. It turns out that such curves may be regarded as lying in the orbit &(ij/ 0 ) produced by the action of U(g) for all g e G on ij/ 0 ; and equally well as lying in the coset space G/H 0 (ij/ 0 ), where H 0 (ij/ 0 ) is the stability group of the vector ij/ 0 . This is the way in which we are able to exploit the rich geometric structures available with coset spaces of Lie groups. As stated above, and with the help of the Wigner-Eckart theorem of quantum mechanics, one is able to effect a clean separation between the dependences on ^ on the one hand and on the chosen vector ij/ 0 and generators of the representation U(.) on the other.
The purpose of this paper is to provide a comprehensive analysis of all these aspects in the case of the group SU (3) . We wish to build up the basic machinery which would enable calculation of the geometric phase associated with any unitary representation of SU (3) , and in particular for three level quantum systems corresponding to the defining representation of SU (3) . In this process we shall pay attention to the following important aspects: global ways of describing and handling elements of, and bringing out the manifold structure of, SU(3); a catalogue of all possible Lie subgroups of SU(3) upto conjugation; the descent from SU(3) to its various coset spaces; and the calculation of the basic Maurer-Cartan one-forms over SU(3) along with their behaviour under pullback to coset spaces.
The contents of the paper are arranged as follows. Section 2 recounts the structure of the defining representation of SU(3) and its Lie algebra SU (3) , bringing in the /l-matrices. We then provide a systematic catalogue of all possible continuous Lie subgroups H 0 in SU(3) upto conjugation [5] . We find there are infinitely many inequivalent one-dimensional cyclic Abelian subgroups having the structure of t/(l), and denoted by U (p^q) (\) where p, q are two relatively prime integers. There are also one-dimensional Abelian non cyclic subgroups having the structure of the real line 01, but these turn out to be irrelevant for geometric phase computations. Next there is one two-dimensional Abelian subgroup f/(l) x t/(l); and one each of the forms SU(2), U (2) and SO (3 (3) . It is noteworthy that with a modest amount of effort we are able to obtain complete information on these aspects of SU(3) representations.
Section 3 turns to a study of the detailed topological and manifold structure of SU (3) . For this we find it useful to begin with the five dimensional coset space manifold Jt = SU(3)/SU(2) (and the four-dimensional manifold ffl = Jt/U(\) = SU(3)/U(2)) and then work our way upto SU(3) by carefully chosen coset representatives. It proves convenient to regard each of SU(3), M and 3% as the unions of three open overlapping subsets, over each of which a singularity-free coordinate description can be given. The transition rules in the overlaps are also determined. With these ingredients we define and compute (the essential parts of) the leftinvariant Maurer-Cartan one-forms on SU (3) , to the extent that one goes beyond the known expressions for SU (2) . For this purpose we introduce a set of five angle variables as coordinates on almost all of M .
The main aim of Section 4 is to work out expressions for SU(3) dynamical phases in various situations depending on the natures of the subgroups H 0 , H determined by \j/ 0 . It is quite remarkable that we can prove that nontrivial dynamical phases arise in only three distinct cases: the generic case of arbitrary ij/ 0 in an arbitrary UR with H 0 = {e} ; the case H 0 = t/ (/)j?) (l); and the case H 0 = SU (2) . In all other cases we can show that the dynamical phase vanishes. Thus the variety of situations that arise is much simpler and more tractable than may have been anticipated. Section 5 describes a generalisation of the Poincare sphere representation for pure state density matrices for two-level quantum systems, to three-level systems.
Here the d-symbols of SU(3) play an important role. It turns out that the Poincare sphere gets replaced by a certain four-dimensional region embedded within the unit sphere S 1 in real eight-dimensional Euclidean space. The calculation of geometric phases for noncyclic or cyclic evolution of a three-level system is carried to the stage where the generalisation of the Poincare sphere solid angle formula can be clearly displayed. The relationship to a specific coadjoint orbit in the Lie algebra of SU (3) and to the symplectic structure on this orbit, is explained. Section 6 contains some concluding remarks.
DEFINING AND GENERAL REPRESENTATIONS, LIE ALGEBRA, CONTINUOUS SUBGROUPS OF SU(3)
The defining representation of the group SU(3) consists of all unitary unimodular matrices in three complex dimensions [ 6 ] :
The generators in this representation are hermitian, traceless, three dimensional matrices. The number of such independent generators, hence the dimension of SU (3) , is eight. We may choose them as the familiar /I matrices, generalising the Pauli matrices for SU(2) [7] : The commutation relations among these matrices involve the structure constants /", of SU(3) which are totally antisymmetric in r, s, t and whose independent nonzero components are given below [6, 7] :
his choice of a basis for the Lie algebra SU(3) is appropriate to its use in particle physics. We shall generally denote specific generators in the defining representation with a (0) , and omit the superscript in a general representation. The third component of isotopic spin and the hypercharge are: (2.4) It will also be convenient to deal with two other linear combinations of the diagonal generators because they have integer eigenvalues in any representation:
In a general representation the generators corresponding to \k r will be denoted by F r , so they obey 
Subgroups of SU(3) up to Conjugation
We now discuss the possible non-trivial Lie subgroups in SU(3) upto conjugation by working with the Lie algebra in the defining representation. We begin with possible one-dimensional subgroups, which are necessarily abelian. Since the hermitian generator of such a subgroup can always be diagonalised by an SU(3) matrix, we may assume the subgroup to be made up of diagonal matrices. Let us write the generator as:
where p, q, r are real numbers. The element of the abelian subgroup with parameter 0 is therefore:
We first consider the case when the subgroup is cyclic, and we assume without loss of generality that 9 = 2n is the smallest parameter value at which we return to the identity. This combined with the unimodularity property implies:
(p, q, r) = relatively prime integers,
We shall denote such a f/(l) subgroup within SU(3) by t/ (/)j?) (l), with the understanding that p and q are relatively prime integers in the case that they are both non-vanishing. (In case one of them vanishes, we have the subgroup U(\ o)(l))-Within the defining representation the generator of this subgroup is the combination:
Since we wish to regard conjugate subgroups as equivalent, we realise that all pairs
. This just corresponds to six different ways in which the diagonal entries in Eqs. (2.8) and (2.10) could be ordered. It is important to realise that two pairs (p, q) and (p', q') not related in the above manner denote inequivalent subgroups of SU (3) . As examples we identify a few of these subgroups by their generators.
Of these, the first three are equivalent. Another type of one dimensional abelian subgroup within SU(3) arises if there is no value of the parameter 0 other than zero, for which A(0) in Eq. (2.8) becomes the unit matrix. Such subgroups of SU(3) are isomorphic to the real line R, and have as generators linear combinations of H( 0) and H^ (or 7|, 0) and F (0) ) with relatively irrational coefficients, and are not closed in the topological sense. Upon closure they lead to the two dimensional torus subgroup of SU (3) . For reasons which will be clear shortly, such subgroups of SU(3) cannot arise as stability groups of vectors ij/ 0 in unitary representations of SU(3) and will therefore not be further considered.
We next turn to possible two dimensional abelian subgroups in SU (3) . Any such subgroup is generated by two commuting generators which can therefore be simultaneously diagonalised by a single SU(3) transformation. The tracelessness condition means that there are only two independent traceless diagonal generators, which we may take to be H^ and H^ of Eq. (2.5). We conclude that any two-dimensional abelian subgroup in SU(3) is, up to reparametrisation, conjugate to the torus or U( 1) x U( 1) subgroup defined by the elements It is clearly not possible to accomodate three dimensional abelian subgroups within SU (3) . Now we move on to non-abelian subgroups and their possible local products with £7(1) factors. The simplest non-abelian possibility is SU (2) . Within the defining representation of SU (3) we see that there are only two ways in which SU(2) could be accomodated: (a) as a direct sum of its defining two dimensional representation and the trivial one dimensional representation, and (b) via the three dimensional adjoint representation which is the defining representation of 5O(3). Up to conjugation we may identify the former case with the subgroup of SU(3) which does not act upon the third dimension:
The generators of this subgroup are /lj/2, /l,/2, and /l 3 /2, with standard normalisation. Turning to the second possibility we have:
14)
The generators for this subgroup are purely imaginary, antisymmetric matrices; we can take them to be /1 2 , /1 5 , /1 7 with standard normalisation. We may ask whether either of the two possibilities above can be extended by adjoining a commuting U(l) factor. This is indeed possible in the first case and it leads to the U(2) subgroup:
This is generated by /lj/2, /l 2 /2, /l 3 /2, /l 8 /2 and is sometimes incorrectly referred to as 5t7(2) x £7(1). The 5O(3) subgroup of 5t7(3) cannot however be extended in this way since it is already irreducibly represented in the defining representation of SU (3) . One may easily convince oneself by comparing dimensionalities that there are no other inequivalent Lie subgroups in SU(3). It is not possible to embed SO(ri) for «^4, SU(n) for «^3, USp(2n) for n^2 or any of the compact exceptional Lie groups into SU (3) . We list our results in Table I giving the dimensions of the subgroups and their generators. 
General Representations of SU(3)
Since SU (3) is compact, every representation may be assumed to be unitary, and a direct sum of unitary, irreducible representations (UIR's). We briefly recall some important features of the latter [8] . A general UIR of SU (3) is denoted by (m, n) and is of dimension (m+ !)(«+ l)(m + n + 2)/2, where m and n are non-negative integers. The defining representation is (1,0), while its complex conjugate is (0, 1) [in general, the complex conjugate of (m, n) is (n, m)~\. Within a UIR (m, n), an orthonormal basis can be set up as the simultaneous eigenvectors of the generators 7 3 and Y and the square of the isospin, i.e. the quadratic Casimir operator of SU (2):
The spectrum of I-Y multiplets is given as follows: (It is understood in the above that /' = \(r + s)). This integral nature of the eigenvalues of H 1 and H 2 obviously holds even in reducible representations of SU (3) and we may always assume that they are diagonal.
The matrix elements of I 1 , I 2 , 7 3 , Y in the above basis are standard and as in quantum angular momentum theory. Those of F 4 , F s , F 6 and F-, may be found in refs. (9) .
The UIR's of SU(3) can be classified according to the notion of triality, namely the value of (m-n) modulo 3. All UIR's with triality zero are faithful representations of the factor group SU(3)/Z 3 where Z 3 is the three element centre of SU (3) . Only in these UIR's the hypercharge generator Y has integer eigenvalues. Examples are the adjoint representation (1, 1), the decuplet (3, 0) , the 27-plet (2, 2), etc. These are not faithful representations of SU (3) . The situation is similar to integer spin representations of SU(2) which are faithful representations of SO (3) . Non-zero triality representations of SU (3), such as (1,0), (0, 1), (2,0), (0,2) are faithful UIR's of SU (3) ; in each of these the generator Y has non-integral eigenvalues.
Survey of Stability Subgroups
With the information gathered above about the structure of general unitary representations of SU (3), we can survey the kinds of stability groups that can arise for different kinds of vectors i/^0 in different representation spaces. To motivate this, it is useful to briefly recall the preliminary steps involved in any calculation of SU (3) 
Case (d): H 0 = SU(2). Every UIR(m, n) of SU(3) contains a unique SU(2) singlet state, carrying hypercharge Y' = ^(n -m). For n^m we realise H7
/0 x C7(l), H 0 being no larger than SU (2) . By superposing such states from different UIR's, and arranging the Y' values to be different, we realise H~H 0 .
Case (e): H 0 =U(2). From what was said in the previous case, this can be realised only in the triality zero UIR's (m, m).
It is also clear that H~ H 0 always. 
STRUCTURE OF THE 5f7(3) GROUP MANIFOLD AND THE MAURER-CARTAN ONE-FORMS
The purpose of this Section is to develop a description of the group 5f7(3) using local coordinates, which discloses clearly the structure of the group manifold [10] . We shall do this in such a way as to preserve a kind of cyclic symmetry, and also so that the passages to the two coset spaces 5f7(3)/5f7(2) and 5f7(3)/f7(2) are simple. This will be useful when we discuss three -level quantum systems in Section 5.
Structures of SU(3) and Coset Space Manifolds
We shall work with the 5f7(2) and f7(2) subgroups of 5f7(3) identified in Eqs. (2.13, 15). We denote the corresponding coset spaces by Jt and 01:
SU(3)/SU(2) = J/, SU(3)/U(2) = &.
These are manifolds of dimension five and four respectively. As is intuitively clear and will be soon seen explicitly, the relation between them is (3.2)
The three projection maps among 5f7(3), Jt and @t will be denoted thus:
ni : SU(3) -^Jf,n 2 :Jf^0l,

If a general matrix A e SU(3) is multiplied on the right by a matrix A(a), aeSU(2), given by Eq. (2.13), it is clear that the third column of A is unchanged. One can easily convince oneself that this column uniquely and unambiguously corresponds to a single SU(2) left coset in SU(3). Let us write the elements of this column of A as Oy:
A -a ;'-173 Thus each point meJt corresponds uniquely to one complex three-dimensional unit vector a:
meJt:m=m(a.~) = {\ • • a. 2 \ A(a) a fixed, ae SU(2) } c SU(3).
(3.5)
• Therefore to pass to the quotient or coset space 0t = SU(3)/U(2), we have to identify any two unit complex three-dimensional vectors which only differ by a phase, so we have:
The relation (3.2) between 0t and Jt is also now transparent. We now express the SU(3) group manifold as the union of three open overlapping subsets sdj, j=l,2,3, and similarly for Jt and 0t: (3.9) To define «a^., we will temporarily use cyclic index notation-thus from here upto Eq. (3.13), jkl= 123, 231 or 312. We take ^ to be that subset of SU(3) over which tx.j = A J3 is nonzero:
(3.10)
The corresponding definitions of J^ and ^ follow immediately. Since «"""«= 1, it follows that over «a^-, a. k and a., are both strictly less than one in magnitude. In the overlap ^n ^c, the two coset representatives /,-(«) and l k (a.) are related by an a-dependent SU(2) element on the right: a e Jtj n Jt k : // c (a) = /,-(«) ^4(ay /c (a)), no sum on j;
x a* a* \ ^3'
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To move up to choices of local coordinates over each of the regions «a^-in SU(3), we have to include a variable SU(2) element on the right of the coset representative. We write (3.14)
Thus each Aes/j<^SU(3) is uniquely specified by a point aeJ^ and a unique SU(2) element, a(£) or a(£') or a(£") for j= 1, 2, 3 respectively. So the eight independent real local coordinates over jtf/ are supplied by a. for a,-^ 0, and <^ or £' or £". It is interesting to note that in this way each 5t7(3) element A e «a^-is uniquely determined by one complex three-component unit vector a (with a^O), and one complex two-component unit vector £, £' or £". The coordinate transformation rules in the overlaps are determined by combining Eqs. (3.13), (3.14) :
A e «a/! n «a/ 2 : a(£) = a 12 (a) a(f ); e j/ 2 n j/ 3 : a(f ') = a 23 (a) a(f'); (3.15)
A eja^nja/j : a(£") =a 31 (a) a(£).
This gives a complete picture of the manifold structure of SU (3), based on a convenient description of Jl = SU(3)/SU (2) . We now focus on the subset «a/ 3 in SU (3), and correspondingly on Jt^, and ^3. We ask for the portion of SU (3) (3) , M, 2& respectively, in the knowledge that in each case the omitted portion is a low-dimensional region. This will introduce expected coordinate type singularities at the boundaries of «a^, «/^3, ^3 in the well-known way, but the account given above shows us in principle how to circumvent such problems.
Maurer-Cartan one-forms on SU(3)
The calculation of the dynamical phase within any SU(3) representation requires in principle knowledge of the complete set of independent left-invariant MaurerCartan one-forms over SU (3) , and pull-backs of suitable subsets of them to various coset spaces [11] . There are eight independent one-forms, each being globally welldefined over SU (3) . We shall give expressions for them (modulo known results for 5f7(2)) over «a/ 3 .
We may define the one-forms 9 ( r°\ r=l,2, ..., 8, by the symbolic formula
where A is a variable matrix in SU (3) . For A e«a/ 3 we write:
18 )
The first piece here comes from SU (2) and is well known; it is a combination of/lj, /1 2 , /1 3 [ 12] . The essentially new part is the second piece. Here it is basically enough to compute ^(a)^1 dl 3 (a.) and express it as a linear combination of the l r , since the result of conjugation by a(£") is easily given. Omitting the double primes for simplicity we have:
; (3.19c) To complete the calculation using the above strategy, we need to parametrise a and £," over «a/ 3 by suitable independent real variables. However, since results for SU (2) are well known, we avoid use of any particular system of real coordinates for £", and concentrate on a. This means that we must choose five independent real coordinates for the region J? 3 in M. It is convenient to take them to be angle and phase type variables. Recognizing that the triplet (\VL\\, a,|, a 3 |) is a real three dimensional unit vector with nonnegative components, we introduce five angles 9, <t>, Xi, X2, n thus:
x i cos 9, e' x * sin 9 cos </>, sin 9 sin </>); (3.20) The limits on 9, <f ) ensure that « 3 ^ 0; the overall phase 77 is then well defined all over «/^3, and disappears in the passage to ^3. In fact the angles 9, <f), rj are all unambiguously defined throughout «/^3; while Xi is undefined when 9 = n/2 and j, when <f ) = n/2. The real triplet |oy| lies in the first octant in three dimensional space, and the situation can be pictured as in Fig. 1 . Corresponding coordinates for ^3 arê & Zi5 Z2 with the above ranges. We mentioned that points in Jt outside of Jt^, form a three dimensional region, where « 3 = 0. In Fig. 1 they can be taken as the limit </ > = 0, namely the arc AB. Sacrificing j, we can parametrise these points of M as follows:
Complement of, i 3 . U1.J -c cos 9 , « 2 = e 1 " 1 sin 9, « 3 = 0;
:9^n/2, 0^r/, Xl <2n.
Over 01, the complement of ^3, which is essentially the Poincare sphere, is then parametrized by 9 and jj. The calculation of I 3 (a.) 1 dl 3 (a.) can now be completed by using the parametrisation (3.20) in the matrix / 3 (a) in Eq. (3.12). If we write (3.22) then each f r is a linear expression in d9, d</>, drj, d^i, d% 2 -It is convenient to display the results as in Table III , where in the rth row we give the coefficients of d9, ..., d% 2 appearing in f r . To complete the calculation of the expression for ^0 ) over «a/ 3 , we need to combine these results for f r with Eq. (3.18) , calculate the results of conjugation by a(£") using Eqs. (3.19) , and add the pure SU(2) contribution as well. While this is in principle straightforward, we do not present the details, since all the ingredients have been provided. In the same spirit, one can in principle do all this in each of the other two regions ja/j, «a/ 2 , and it will be the case that the different expressions for 9 ( r 0) in regions ja/j, «a/ 2 , «a/ 3 will agree in the overlaps, if one switches coordinates according to the transition formulae in Eqs. (3.15).
SURVEY OF FORMS OF 517(3) DYNAMICAL PHASES
We described in Section 2 the preliminary steps involved in calculating any 5f7(3) geometric phase: finding the stability subgroups H 0 , H going with a given vector ij/ 0 . In Table III we have listed the possible pairs of nontrivial subgroups H 0 , H (upto equivalence) that can arise. To these of course must be added the generic case H 0 = { e] . We have also mentioned that the quotient group H/H 0 could be one of three types, namely trivial (Type A), nontrivial and discrete (Type B), or f7(l) (Type C). For our purposes, we may treat Types A and B together.
To proceed further, in Types A and B we need to find a basis for the Lie algebra 5t7 ( In a type C situation the subgroup H has an extra f/(l) generator which we denote by Q (this was denoted by Fin Ref. (4)). This Q is an // 0 -scalar so it is one of the S (°^ mentioned above. It is also automatically an //-scalar. Apart from H 0 and Q we need to classify additional basis elements for SU(3) with respect to //, and search for //-scalars among them. If S^ is a complete independent set of such generators, Q included, then the dynamical phase is [4] :
To carry out the above tasks for SU(3) for each nontrivial H 0 , it is useful to work with the tensor basis for SU (3) in its defining representation, involving complex combinations of the l r :
In a general SU(3) representation the tensor basis elements are written as F Jk . We may now classify all the generators of SU(3) according to their behaviours under commutation with H^ and H^\ choosing combinations T with definite weights:
The results are given in Table IV A particular case of this arises for three level quantum systems when H= U (2) . Since this has several interesting and important features, we look at it in detail in the next Section.
DYNAMICAL PHASES FOR THREE-LEVEL QUANTUM SYSTEMS
For two-level quantum systems it is well known that pure-state density matrices can be represented in a faithful manner by points on the Poincare sphere S 2 of real three-dimensional unit vectors. This is immediately seen by exploiting the properties of the Pauli matrices q. For two dimensional density matrices p we have:
We shall in this Section first show how this generalises to three level systems, then turn to the general form for dynamical and geometric phases for them. We begin with some useful algebraic preliminaries for three dimensional matrices. In addition to the commutation relations (2.3), the matrices A r obey an anticommutation relation involving a set of completely symmetric d-symbols [7] : For any real eight-component vector n r let us denote by n.A the hermitian three dimensional matrix n r A r . Several trace and determinant properties follow: (5.4) jd rst n r n s n t .
S
This motivates the definition of a * product among eight-dimensional vectors, the result being another such vector:
n' r = (n * n) r = ^/3d rst n s n t : It is understood that we choose the root of the cubic lying in the range It is possible to describe these properties of a general hermitian traceless generator matrix K./l in another geometrically interesting manner, in terms of orbits in the Lie algebra under adjoint action. (Since the Lie algebra of SU(3) possesses a nonsingular invariant quadratic Killing Cartan form, the coadjoint and adjoint representations are equivalent). We may write the diagonal form of K./l as a multiple of a normalised real linear combination of /1 3 The factor b(3a 2 -b 2 ) decreases monotonically from +1 at 9 = n/6 to -1 at 9 = n/2. For 9 = n/6 we have /^1 = 2/y3, ^2=^3= ~ 1/v 3, while at the other end for 6 = n/2 we have //!=//,= l/y/3, // 3 = -2/^/3. For n/6<6<n/2 we have fi 1 >jU 2 >j«3, three distinct eigenvalues of K./l. Now the orbit to which K belongs is generated by conjugating K./l with A for all A e SU(3):
Orbit of K={K' | n'.l = An.lA-\ AeSU(3)}, (5.11) and both invariants K 2 , K.K * K are constant over an orbit. We can now see (leaving aside the case K = 0) that there are two distinct types of orbits, depending on whether the eigenvalues of K . /I are all distinct, or two are equal. The former is the generic case. Here we have a two parameter continuous family of orbits J"(^/n 2 , 9} with K 2 > 0 and n/6 < 9 <n/2. Each such orbit J"(^/n 2 , 9} is of dimension six, with representative element ^/n 2 /3 diag(sin 9 + y/3 cos 6, sin 9 -y/3 cos 6, -2 sin 6); it provides a realisation of the coset space SU(3)/U(1) x t/(l). The remaining nongeneric orbits comprise two distinct one-parameter continuous families J^( ±) (y/K^), with K 2 >0 again. Each orbit ^( ± \^Jrf~} is of dimension four, with representative element y/K 2 /3(2, -1, -1), y/K 2 /3(l, 1, -2), respectively; and each of these is a realisation of the coset space SU(3)/U (2) . Thus while the collection of orbits J^(y/K 2 , 9) fills out an eight dimensional region in ^8, over which -(K 2 ) 3/2 < K.K * K < (K 2 ) 3/2 , each of the collections ^( ± \^/n 2 ) fills out only a region of dimension five, over which n.n*n= +(n
