Objective: The objective of this study was to assess the validity of electronic medical records-based diagnostic algorithms for 5 chronic conditions.
bidities was poor. 8 For example, the complete agreement between the original record and the re-abstracted record was only 3.7% for COPD before admission and 8% for diabetes. 8 Surveys also are limited in their use for ongoing surveillance because of added financial burden. 9 At the Canadian provincial level, billing for physician services may provide a source of data, but it is limited in the depth of information because administrative data are created for financial management rather than research purposes. 10 When compared against a clinical research database, administrative data had only 20% agreement.
11
Primary care databases constitute another source of data on chronic conditions. For instance, people with one or more chronic conditions accounted for 51% of family physician encounters, 12 suggesting that comprehensive clinical records collected by primary care physicians could be a rich resource for researchers and policymakers. The benefit of using primary care databases is that they provide prospective and systematic collection of clinically verified data that can be comprehensive for studying a variety of important outcomes. 13 The Canadian Primary Care Sentinel Surveillance Network (CPCSSN) is one example of a primary care database. It is an electronic medical records (EMR)-based information system for chronic disease surveillance that has been functioning since April 2008. It brings together sentinel practices in 10 practice-based research networks (PBRNs) across the country and institutional partners including academic research centers and departments, the College of Family Physicians of Canada, and the Canadian Institute for Health Information. 7 Longitudinal data are extracted from the participating practices every 3 months and include the following information: network and provider identifiers, de-identified patient demographics, encounter date and type, health conditions, risk factors, referrals, laboratory investigations, procedures, and medications. There are currently Ͼ300,000 patient records included in the database, with 2 to 3 years of data extraction already available. CPCSSN relies on diagnostic algorithms to identify patients with chronic conditions. Diagnostic algorithms are protocols that use various indicators, such as billing data, laboratory test results, and medications, to ascertain diagnoses in the database.
To use a primary care database, it is important to investigate the quality of its data. There are a number of factors that contribute to diagnostic inaccuracy and incompleteness, including misclassification, missing data, lack of standardization, and data usability limitations, thus highlighting the need for a validation study that quantitatively assesses diagnostic accuracy.
Misclassification can occur because of difficulty in differentiating between complex conditions, underreporting of conditions with more subjective criteria, misclassifying a tentative diagnosis as definitive, as well as excluding less severe cases that do not require extensive treatment. 14 -16 Data could be missing when use of external health care is not recorded, thus limiting the completeness of computer-based diagnostic algorithms. 10 Lack of standardization may occur when different EMR system platforms are used. Even within the same EMR system, the level of accuracy and completeness may vary across different providers and sites. 8, 15, 17 Finally, there are a number of limitations to data usability, such as the inability to code certain fields (eg, physician notes). 10, 18 Many validation studies have been conducted to evaluate the accuracy of computer-based diagnostic algorithms. Herrett et al 16 conducted a systematic review of validation studies in the United Kingdom-Clinical Practice Research Datalink. A total of 357 validations on 183 diagnoses were reviewed. Although estimates of validity were generally high, the review highlighted a number of serious limitations. First, the quality of reporting was insufficient to assess bias and generalizability across the database, thus hindering the interpretation of findings. For example, many studies did not provide the medical codes that were used to define the index diseases. In addition, there was insufficient detail in the sampling strategy, the percentage of missing data, and whether reviewers were blinded to diagnosis. Second, the majority of validation studies were conducted on a highly selected cohort of patients that considered only cases rather than selecting a random sample of both cases and noncases. This case-stratified sampling led to an inability to estimate sensitivity and specificity, and thus only the positive predictive value (PPV) was calculated. Although informative, the PPV estimate was dependent on the prevalence of the condition, unlike sensitivity and specificity measures. Finally, the response rate for many of the validation studies was generally low, ranging 55% to 100%.
The aim of this study is to conduct a validation of EMR-based diagnostic algorithms that addresses these limitations by specifying the details of data to be reported using a random sample that will validate both cases and noncases and having full participation. Improving the understanding of the quality of data in EMR-based information systems such as CPCSSN will allow for the identification of areas where the data can be considered reliable and useful for research and decision making by understanding the limitations of data acquired in this manner and improving the quality of such data in the future. The objective of this study was to assess the validity of EMR-based diagnostic algorithms for 5 chronic conditions in the CPCSSN database.
Methods

Design
This validation study of case-finding diagnostic algorithms was a retrospective analysis of EMRbased primary care data. Figure 1 illustrates a comparison of the level of concordance between 2 data sources: the CPCSSN database and the primary abstraction of patients' EMRs. This was a pilot study for the larger CPCSSN validation project, which will take place within the CPCSSN. Agestratified sampling was used to ensure that the prevalence of the index conditions, especially COPD, would be sufficiently high. This, in turn, would ensure that the width of the 95% confidence interval would be maintained at Յ10%, an acceptable level of precision.
Study Population
All patients who attended the Kingston (Ontario) PBRN and all practices within the network (n ϭ 22) were included in the study. The Kingston PBRN is one of the 10 networks within CPCSSN, and EMRs had been implemented at this site since 2004. An age-stratified random sample of 350 patient charts was selected from the entire patient pool, with 90% of these charts allocated to people aged 60 years or older.
Definition of Variables and Data Collection
CPCSSN Diagnostic Algorithms
Case-finding diagnostic algorithms have been developed to identify patients with chronic conditions. Because of space limitations, we did not include the algorithms in this article; however, the CPCSSN diagnostic algorithms have been published previously. 7 These algorithms are based on various indicators, including billing data, laboratory test results, and medications to ascertain diagnoses. For example, diabetes can be identified from existence of billing data (code 250.X), medications (insulin, glyburide, metformin), and laboratory tests (hemoglobin A1C Ͼ0.07, fasting blood sugar Ͼ7 mmol/litre). The International Statistical Classification of Diseases and Related Health Problems (version 9) was used along with certain drugs and positive test results to ascertain diagnosis. 7 The application of CPCSSN algorithms was conducted after the completion of the primary chart abstraction to ensure that abstractors were blinded to the CPCSSN diagnosis.
Primary Chart Abstraction
The gold standard in this study was the primary audit of electronic records undertaken by 3 trained and experienced researchers (AJK). EMRs were reviewed electronically to determine whether pa- Figure 1 . A visual representation of the study design. Computerized data collected through the Canadian Primary Care Sentinel Surveillance Network (CPCSSN) will be compared against the gold standard (primary chart abstraction). For each index condition, a CPCSSN protocol algorithm was used to determine whether a patient had the disease. In contrast, prespecified criteria were used in chart abstraction to identify the presence or absence of index conditions. The level of concordance will be compared between the 2 data sources.
tients had any of the index conditions, along with the location of information used to make this assessment. A standardized abstraction form was developed based on consultations with clinicians who used the EMR platform at the Kingston PBRN. Information on patient's age and sex, health conditions, medications, physiologic data (weight, height, body mass index, and blood pressure readings), test results, referrals, procedures, hospitalizations, billing data, physician notes, and specialist and hospital reports were collected. Medical record abstractors used Microsoft Access (Microsoft Corp., Redmond, WA) to implement the standardized abstraction form and record the data. Abstractors had to examine the entire record to reach a conclusion on whether the patient had the index condition. It is also important to emphasize that abstractors were blinded to the CPCSSN diagnoses. The first 10 EMRs reviewed by research associates were re-abstracted independently by a second associate to ensure adequate quality and consistency of the data. Reviewers then consulted with a clinician (MG, RB), who arbitrated cases of disagreement.
Patients were classified into 1 of 3 categories: (1) confirmed positive; (2) confirmed negative; (3) unsure/untested. For example, a patient was classified as confirmed positive for diabetes if they were prescribed metformin regularly and the physician notes confirmed that the patient had diabetes. A patient with none of the indicators for diabetes and a normal level of hemoglobin A1C was classified as a confirmed negative. Patients were classified as unsure/untested when there were neither indicators for the disease nor any tests done to rule out the condition. Patients also were classified as unsure when there was contradictory evidence. In those cases, consultation with a clinician (MG) was sought to reach a decision.
Analysis
All calculations were done using SAS version 9.2 (SAS, Inc., Cary, NC). Sensitivity, specificity, PPVs, and negative predictive values (NPVs) were provided, along with 95% confidence intervals. Two-by-two contingency tables are provided for each index condition, specifying whether a condition is present or absent according to CPCSSN diagnostic-algorithms versus primary chart abstraction. The level of interrater reliability was expressed as a kappa statistic that takes into consideration agreement that occurs by chance as well as percent agreement. 19 Sensitivity was calculated by dividing the number of records in which a diagnosis was present according to both sources (CPCSSN and EMR abstraction) by the total number of true cases. Specificity was calculated by dividing the number of records in which a diagnosis is absent from both sources (CPCSSN and EMR abstraction) by the total number of true noncases. When calculating sensitivity and specificity, patients classified as confirmed negative or unsure/untested were considered to lack the index disease according to record abstraction. To account for the inherent clustering in primary care data within physicians, confidence intervals were calculated through inflating the variance by the appropriate design effect using the estimated intraclass correlation. The study protocol was approved by the Queen's Health Sciences Research Ethics Board.
Results
The study population comprised 313 patients. Thirty-seven patient records were excluded from the analysis because of a lack of data (nonrostered patient or movement to a nursing home [n ϭ 18], patient death [n ϭ 15], and patient left practice [n ϭ 4]). The mean age of patients was 68 years, and 52% were women. In a sample of 10 that were reviewed independently, the exact percentages of agreement between reviewers were 100% (diabetes, osteoarthritis), 90% (COPD, depression), and 80% (hypertension). Thus, the overall complete agreement between record abstractors was 92%. The overall kappa statistic was 89.3%. In approximately 5% of patient records, a clinician (MG) was consulted on the appropriate diagnoses. The clinician examined the full record to reach a decision.
Based on medical record abstraction, approximately 80% of patients had at least 1 of the 5 chronic conditions. The prevalence of comorbidities was 31% for patients with hypertension and osteoarthritis, 16% for patients with hypertension and diabetes, and 13% for patients with hypertension and depression. Approximately 8% of patients had hypertension, diabetes, and osteoarthritis. Table 1 provides further details on the sample demographics. Table 2 provides details on the concordance and discordance between the 2 data sources: EMR ab-straction and CPCSSN algorithms. It also provides details on the sensitivity, specificity, PPV, and NPV, along with the exact 95% confidence intervals. Using an intraclass correlation of 0.035 and an average cluster size of 14 patients per physician, the estimated design effect was 1.455. Therefore, all confidence intervals were 1.206 (square root of 1.455) times wider than if there were no cluster effect.
Based on abstraction, 16.9% of patients had type 2 diabetes. The diagnostic algorithm for identifying patients with diabetes had 100% sensitivity, 99% specificity, 95% PPV, and 100% NPV. Hypertension was diagnosed in 57.8% of patients. The diagnostic algorithm for identifying patients with hypertension had 83% sensitivity, 98% specificity, 98% PPV, and 81% NPV. Osteoarthritis was diagnosed in 46% of patients. The diagnostic algorithm for identifying patients with osteoarthritis had 45% sensitivity, 100% specificity, 100% PPV, and 68% NPV. COPD was diagnosed in 9.2% of patients. The diagnostic algorithm for identifying patients with COPD had 41% sensitivity, 99% specificity, 80% PPV, and 94% NPV. Finally, depression was diagnosed in 21% of patients. The diagnostic algorithm for identifying patients with depression had 39% sensitivity, 97% specificity, 79% PPV, and 86% NPV.
Discussion
Summary of Main Findings
The CPCSSN project was initiated to provide ongoing surveillance of chronic conditions. In addition, the CPCSSN data could be used by researchers to identify a cohort of patients and examine the effectiveness of prevention and management strategies. Policymakers could also use this data to plan and allocate resources needed to manage chronic conditions. The findings suggest that the specificity for all 5 conditions was very high (lowest for depression [97%]). Thus, the diagnostic algorithms are highly specific and yield few false-positive cases. Sensitivities of the CPCSSN algorithms, in contrast, varied considerably among the 5 conditions. The sensitivity of diagnostic algorithms for diabetes (100%) and hypertension (83%) was adequate. Thus, the majority of true cases of diabetes and hypertension are being identified correctly by the CPCSSN algorithms. However, the sensitivities for the other algorithms (osteoarthritis, COPD, depression) were significantly low. This suggests that the current algorithms used are underestimating the true prevalence of these 3 conditions. 
Strengths and Limitations
This study is the first validation of the CPCSSN case-finding diagnostic algorithms. Since CPCSSN providers have already agreed to allow audits of medical records, there was no issue in accessing data. This demonstrates a significant improvement over many previous validation studies that had low response rates. For example, a validation study using an administrative database in Ontario had a response rate of only 11%. 9 A low response rate may have led to selection bias and a lack of generalizability because responding practices are systematically different from nonresponding practices. 16 In this study, medical records from all randomly selected practices were examined to assess the presence or absence of index conditions.
The sample size was relatively large compared with similar studies done in the U.K. Clinical Practice Research Datalink.
14 Also, the random sampling technique used in this study improves on previous research that employed disease-specific stratified sampling, which is based on information for cases alone. This type of sampling is limited in that it cannot be used to calculate sensitivity and specificity. 16 The PPV is dependent on the prevalence of disease, and thus it might not provide a complete picture of the validity of diagnostic algorithms, even if it was found to be high. 16 This study addresses this limitation by employing an age-stratified random sample from all patients. By validating noncases, this study ensured that all patients (both cases and noncases) were subject to the same criteria. 16 It also avoided verification bias, which results from assessing the accuracy of a test on cases only. 20 This study has important limitations. One challenge was the use of different EMRs by research networks. All EMRs have different coding structures; data extraction was also different. 7 Since data from only one EMR platform was analyzed, it was not possible to assess whether regional differences and different EMRs have an impact on measures of validity. This study was a pilot project for the larger CPCSSN validation. At least 2 other similar projects are underway at 2 sites in Alberta and Manitoba. Once these findings are known, validity measures can be compared across the different sites. Figure 2 details the flow of data from the physician's office to CPCSSNЈs central repository site, indicating areas where data are lost. One limitation to consider is the potential for nondocumentation in patient records. This issue can arise from either the patient not reporting the condition or the provider failing to document in the records. In both cases, assuming that the patient does not have the condition overestimates the accuracy of the diagnostic algorithms. However, this issue of nondocumentation is mitigated by the thoroughness of the manual abstraction and by relying on not only physician notes, but also laboratory test results, medications, hospital records, and billing data. The physician would be unlikely to omit documentation for a condition for which he or she was prescribing a medication or submitting a bill.
The study could not assess the generalizability of findings across the CPCSSN database because it examined accuracy at the Kingston PBRN alone. In other words, data from one network may not represent the overall data quality. When calculating sensitivity and specificity, patients who were classified as untested/unsure were considered "presumed negative" because they had none of the indicators for the conditions. Therefore, patients who were confirmed and presumed negative were combined as lacking the disease. It is possible that some of the patients presumed negative had the condition; however, this is unlikely because these patients had none of the various indicators (eg, medications, test results, physician notes, disease registries). It is also important to acknowledge the limitation that the study is subject to measurement error since a true gold standard is not available. Medical record abstraction is an imperfect gold standard and thus is subject to measurement error. 20 However, the use of primary record abstraction is considered the best available option because it relies on clinically verified data rather than patient-reported outcomes.
Interpretation
Validation studies of diagnostic algorithms in other primary care databases show similar results to our findings. For instance, de Burgos-Lunar et al 21 conducted a validation study of diabetes mellitus and hypertension diagnoses in primary health care electronic records and found that both sensitivity and specificity were 99.5% for diabetes and were 85% and 97%, respectively, for hypertension. These results are consistent with our findings (100% sensitivity and 99% specificity for diabetes; 83% sensitivity and 98% specificity for hypertension). Another study also showed similar results for hypertension diagnosis, with sensitivity of 86% and specificity of 88%. 22 It is difficult to compare results from validation studies that use different methodological approaches or that are based on administrative data. For example, one validation study used a 1:3 casecontrol design to assess the accuracy of COPD case-finding algorithms in administrative billing data. 23 The results from this study estimated a sensitivity of 61% and specificity of 82% (compared with our validation study, which indicated 41% sensitivity and 99% specificity). Another validation study for a diabetes diagnostic algorithm using administrative data yielded a sensitivity of 90% and specificity of 92%. 9 Finally, a large validation study of the Discharge Abstract Database evaluated the accuracy of administrative billing data. The accuracy of diagnostic coding was variable, yielding sensitivities of 68%, 57%, and 75% for COPD, diabetes, and hypertension, respectively. 8 The variability in the accuracy of diagnostic coding for different conditions was also consistent with our findings. There are a number of reasons why the diagnostic algorithms might vary by condition. One such reason seems to be that diabetes and hypertension diagnoses are based on readily available and objective data, such as fasting glucose levels and blood pressure readings. Objective data for diagnosing the other 3 conditions are not as readily available. For example, spirometry for COPD diagnosis was underutilized in clinical practice (only 32% of patients newly diagnosed with COPD had undergone spirometry testing). More concerning are data that suggest that spirometric testing declines with increasing age. 24 Since our sample was stratified by age (90% of the selected patients were 60 years or older), we can assume that spirometric testing was underutilized in this age group. Thus, there is a lack of objective data to definitively ascertain diagnosis of COPD, which can lead to under-reporting. Another factor that can explain variability in diagnostic coding accuracy is the level of disease severity. For example, osteoarthritis can be present in patients who manage with minimal medical intervention (eg, use of over-the-counter medications) as well as in patients with debilitating pain that requires extensive management (eg, hip and knee replacement). In a preliminary analysis of discordant observations, chart abstractors reported that many true cases of osteoarthritis were found only because of a radiograph report that indicated osteoarthritic joints. Data from such reports are not readily available and currently are lacking from the CPCSSN diagnostic algorithms. This suggests that the osteoarthritis algorithm was able to capture more severe cases of osteoarthritis but missed the patients who had osteoarthritic joints yet managed with little medical intervention.
Implications
When considering the validity measures of diagnostic algorithms, it is important to appreciate the implications of tests with high sensitivity versus high specificity. High sensitivity indicates that the majority of true cases are identified, thus yielding few false negatives. Therefore, diagnostic tests with high sensitivity are useful if the purpose is to identify all or most of the true cases. In contrast, high specificity indicates that the majority of true noncases are identified as such, thus yielding few false positives. Highly specific diagnostics are useful when the purpose is to identify only those who are true cases.
The findings show impressive specificity for all algorithms. High specificity suggests that patients who are identified as positive according to the algorithm are almost always true cases. Therefore, researchers who are interested in identifying a highly specific cohort of patients can use the current algorithms with the certainty that these algorithms will provide them with patients who are true cases. 25 These results also show that the sensitivities of the algorithms vary by condition. The algorithm provided a perfect sensitivity for diabetes (100%) and a good sensitivity for hypertension (83%). High sensitivity for these 2 algorithms indicates that the majority of true cases are identified. In the diabetes example, all true cases were identified by the algorithms. High sensitivity is useful for policymakers who are interested in finding the prevalence of conditions within a certain population. This information can then be used to plan and allocate resources that are necessary in managing chronic conditions. However, the sensitivities for the other 3 algorithms were low (45%, 41%, and 39% for osteoarthritis, COPD, and depression, respectively).
It is important to underscore that sensitivity and specificity function in conjunction. For example, a highly specific yet poorly sensitive algorithm would eliminate false positives, but it may not represent the overall sample of cases. 25 Similarly, a highly sensitive yet poorly specific algorithm may capture all true cases but would also falsely include many noncases. Therefore, it is important to develop an algorithm that maximizes both sensitivity and specificity.
Conclusions
The diagnostic algorithm for diabetes demonstrates near-perfect accuracy, with 100% sensitivity and 99% specificity. Similarly, the algorithm for hypertension diagnosis demonstrates adequate accuracy, with 83% sensitivity and 98% specificity. Thus, these algorithms can be used for research and policymaking purposes. The diagnostic algorithms for the other 3 conditions demonstrate near-perfect specificity (100%, 99%, and 97% for osteoarthritis, COPD, and depression, respectively). However, future studies are needed to explore ways to enhance sensitivities for these 3 algorithms.
