In this paper, by using the concept of (A, η)-accretive mappings and the new resolvent operator technique associated with (A, η)-accretive mappings, we introduce and study a system of general mixed quasivariational inclusions involving (A, η)-accretive mappings in Banach spaces, and construct a new perturbed iterative algorithm with mixed errors for this system of nonlinear (A, η)accretive variational inclusions in q-uniformly smooth Banach spaces. Our results improve and generalize the corresponding results of recent works.
Introduction
It is well known that variational inequalities and variational inclusions provide mathematical models to some problems arising in economics, mechanics, and engineering science, and they have been studied extensively. There are many methods to find solutions of variational inequality and variational inclusion problems. Among these methods, the resolvent operator technique is very important. In [1] , Lan et al. first introduced a new concept of (A, η)-accretive mappings, which provides a unifying framework for maximal monotone operators, m-accretive operators, η-subdifferential operators, maximal η-monotone operators, H -monotone operators, generalized maccretive mappings, H -accretive operators, (H, η)-monotone operators, A-monotone mappings. Further, the authors studied some properties of (A, η)-accretive mappings and defined the resolvent operators associated with (A, η)accretive mappings which include the existing resolvent operators as special cases. By using the new resolvent operator technique, we also developed a new perturbed iterative algorithm with errors to solve a class of nonlinear relaxed cocoercive variational inclusions associated with (A, η)-accretive mappings in q-uniformly smooth Banach spaces and proved the convergence and stability of the iterative sequence generated by the perturbed iterative algorithm. For details, we can refer to [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .
On the other hand, some systems of variational inequalities, variational inclusions, complementarity problems and equilibrium problems have been studied by some authors in recent years because of their close relations to Nash equilibrium problems. Huang and Fang [12] introduced a system of order complementarity problems and established some existence results for the problems by using fixed-point theory. Kassay and Kolumbán [7] introduced a system of variational inequalities and proved an existence theorem by using Ky Fan's lemma. In [13] , Cho et al. developed an iterative algorithm to approximate the solution of a system of nonlinear variational inequalities by using the classical resolvent operator technique. By using the resolvent operator technique associated with an (H, η)-monotone operator, Fang et al. [3] further studied the approximating solution of a system of variational inclusions in Hilbert spaces. For other related works, we refer to [8, 14] and the references therein.
Moreover, very recently, Lan [15] introduced and studied a stable iteration procedure for a class of generalized mixed quasivariational inclusion systems in Hilbert spaces based on the general resolvent operator technique associated with (A, η)-monotone operators, and the obtained results presented in that paper generalize the results on the stable analysis for the existing strongly monotone quasivariational inclusions.
Motivated and inspired by the above works, the purpose of this paper is to introduce and study a system of general mixed quasivariational inclusions involving (A, η)-accretive mappings in Banach spaces by using the new resolvent operator technique associated with (A, η)-accretive mappings. We also construct a new perturbed iterative algorithm with mixed errors for this system of nonlinear (A, η)-accretive variational inclusions in q-uniformly smooth Banach spaces and prove the convergence and stability of the iterative sequence generated by the perturbed iterative algorithm. Our results improve and generalize the corresponding results of recent works.
Preliminaries
Let X be a real Banach space with dual space X * , ·, · be the dual pair between X and X * , 2 X denote the family of all the nonempty subsets of X . The generalized duality mapping J q : X → 2 X * is defined by
where q > 1 is a constant. In particular, J 2 is the usual normalized duality mapping. It is known that, in general, J q (x) = x q−2 J 2 (x) for all x = 0, and J q is single-valued if X * is strictly convex. In what follows, we always suppose that X is a real Banach space such that J q is single-valued and H is a Hilbert space. If X = H, then J 2 becomes the identity mapping on H.
The modulus of smoothness of X is the function
X is called q-uniformly smooth if there exists a constant c > 0 such that
Remark that J q is single-valued if X is uniformly smooth. In the study of characteristic inequalities in q-uniformly smooth Banach spaces, Xu [16] proved the following result:
Lemma 2.1. Let X be a real uniformly smooth Banach space. Then X is q-uniformly smooth if and only if there exists a constant c q > 0 such that for all x, y ∈ X ,
x + y q ≤ x q + q y, J q (x) + c q y q . In what follows, we give some concept and lemmas needed later. Definition 2.1. Let X be a q-uniformly smooth Banach space and T, A : X → X be two single-valued mappings. Then T is said to be
(ii) strictly accretive if T is accretive and
if and only if x = y;
(iii) r -strongly accretive if there exists a constant r > 0 such that
(iv) γ -strongly accretive with respect to A, if there exists a constant γ > 0 such that
(v) m-relaxed cocoercive with respect to A if, there exists a constant m > 0 such that
(vi) (α, ξ )-relaxed cocoercive with respect to A if, there exist constants α, ξ > 0 such that
(vii) s-Lipschitz continuous if there exists a constant s > 0 such that
Remark 2.1. When X = H, (i)-(iv) of Definition 2.1 reduce to the definitions of monotonicity, strict monotonicity, strong monotonicity, and strong monotonicity with respect to A, respectively (see [2, 4] ).
Definition 2.2.
A single-valued mapping η : X × X → X is said to be τ -Lipschitz continuous if there exists a constant τ > 0 such that
Definition 2.3. Let X be a q-uniformly smooth Banach space, η : X × X → X and A, H : X → X be single-valued mappings. Then set-valued mapping M :
(iii) strictly η-accretive if M is η-accretive and the equality holds if and only if x = y;
(iv) r -strongly η-accretive if there exists a constant r > 0 such that
(v) m-relaxed η-accretive if there exists a constant m > 0 such that In a similar way, we can define strictly η-accretivity and strongly η-accretivity of the single-valued mapping A.
Definition 2.4. A mapping N : X × X → X is called to be -Lipschitz continuous with respect to the first argument, if there exists a constant > 0 such that N (x, ·) − N (y, ·) ≤ x − y ∀x, y ∈ X . In a similar way, we can define the Lipschitz continuity of the mapping N (·, ·) with respect to the second argument.
Definition 2.5. Let A : X → X , η : X × X → X be two single-valued mappings. Then a multi-valued mapping
Remark 2.2. Let X be a reflexive Banach space with the dual space X * , M : X → 2 X an m-relaxed η-accretive mapping and A : X → X a bounded, coercive, hemi-continuous and monotone mapping. Then for any given λ > 0, it follows from Theorem 3.1 of Guo [17, p. 401 ] that (A + λM)(X ) = X . This shows that M is an (A, η)-accretive mapping. Definition 2.6. Let A : X → X be a strictly η-accretive mapping and M : X → 2 X be an (A, η)-accretive mapping.
The following proposition establishes the Lipschitz continuity of resolvent operators associated with (A, η)accretive mappings, which plays a prominent role in the resolvent operator technique associated with an (A, η)accretive mapping.
Proposition 2.2 ([1]
). Let X be a q-uniformly smooth Banach space and η : X × X → X be τ -Lipschitz continuous, A : X → X be a r -strongly η-accretive mapping and M : X → 2 X be an (A, η)-accretive mapping. Then the resolvent operator R
where ρ ∈ (0, r m ) is a constant. Let X 1 and X 2 be two real Banach spaces, N 1 :
mapping for all t ∈ X 2 , respectively. Throughout this paper, unless otherwise stated, for any given (a, b) ∈ X 1 × X 2 , we shall consider the following problem of finding (x, y) ∈ X 1 × X 2 such that
which is called a system of general mixed quasivariational inclusion problems. If M 1 (·, z) = M 1 ( f (·)) for all z ∈ X 1 and M 2 (·, t) = M 2 (g(·)) for all t ∈ X 2 , then the problem (2.1) becomes to finding (x, y) ∈ X 1 × X 2 such that
(2.
2)
The problem (2.2) is called a system of generalized mixed quasivariational inclusion problems, which was studied by Lan [15] when M i (·) is an (A i , η i )-monotone mapping and X i is a Hilbert space for i = 1, 2. If a = b = 0, f = g = I , the identity mapping, then the problem (2.2) collapses to the following system of nonlinear variational inclusion problems: find (x, y) ∈ X 1 × X 2 such that
which is studied by Verma [8] and Fang et al. [3] . Some special cases of the problem (2.3) can be found in [7, [13] [14] [15] and the references therein. For f = g = I , X 1 = X 2 = X in (2.1), we arrive at: for a given element a ∈ X , find an element x ∈ X such that
which was studied by Verma [18] when X = H, a Hilbert space, and M : X × X → 2 X is A-monotone with respect to first variable. Next, another special case of the problem (2.4) is: for given element a ∈ X , determine an element x ∈ X such that
where S, T : X → X are two nonlinear mappings. If S = 0 in (2.5), then (2.5) is equivalent to: find an element x ∈ X such that
The problem (2.6) is studied by Verma [10] when X = H, M(·, x) = M(·) for all x ∈ X and M(·) is H -monotone operator.
Perturbed algorithm and stability
In this section, by using resolvent operator technique associated with (A, η)-accretive mappings, we shall develop a new perturbed iterative algorithm with mixed errors for solving the system of general mixed quasivariational inclusion problems in Banach spaces and prove the convergence and stability of the iterative sequence generated by the perturbed iterative algorithm. Definition 3.1. Let S be a self-mapping of X , x 0 ∈ X , and let x n+1 = h(S, x n ) define an iteration procedure which yields a sequence of points {x n } ∞ n=0 in X . Suppose that {x ∈ X : Sx = x} = ∅ and {x n } ∞ n=0 converge to a fixed point x * of S. Let {u n } ⊂ X and let n = u n+1 − h(S, u n ) . If lim n = 0 implies that u n → x * , then the iteration procedure defined by x n+1 = h(S, x n ) is said to be S-stable or stable with respect to S.
). Let {a n }, {b n }, {c n } be three nonnegative real sequences satisfying the following condition: there exists a natural number n 0 such that
Then a n → 0(n → ∞).
The solvability of the problem (2.1) depends on the equivalence between (2.1) and the problem of finding the fixed point of the associated generalized resolvent operator. It follows from Definition 2.6, we can obtain the following conclusion.
-accretive for all y ∈ X 2 , and N i : X 1 × X 2 → X i (i = 1, 2), f : X 1 → X 1 , and g : X 2 → X 2 be any nonlinear mappings. Then the following statements are mutually equivalent:
, and λ > 0 and ρ > 0 are two constants.
(iii) For any given λ > 0 and ρ > 0, a mapping F λ,ρ :
Remark 3.1. The equalities (3.1) can be written as
where λ, ρ > 0 are constants. This fixed-point formulation allows us to construct the following perturbed iterative algorithm with mixed errors.
Step 2. For n = 0, 1, 2, . . . , let
Step 3. Choose sequences {α n }, {d n }, {e n }, {c n } and {h n } such that for n ≥ 0, {α n } is a sequence in (0, 1] with ∞ n=0 α n = ∞, {d n }, {e n } ⊂ X 1 and {c n }, {h n } ⊂ X 2 are errors to take into account a possible inexact computation of the resolvent operator point satisfying the following conditions:
(i) d n = d n + d n , c n = c n + c n ; (ii) lim n→∞ d n = 0, lim n→∞ c n = 0;
Step 4. If z n+1 , w n+1 , x n , y n , α n , d n , e n , c n and h n satisfy (3.2) to sufficient accuracy, go to Step 5; otherwise, set n := n + 1 and return to Step 2.
Step 5. Let {(u n , v n )} be any sequence in X 1 × X 2 and define {( n , ε n )} by Step 6. If n , ε n , u n+1 , v n+1 , s n , t n , α n , d n , e n , c n and h n satisfy (3.3) to sufficient accuracy, stop; otherwise, set n := n + 1 and return to Step 3. Now we prove the existence of the solution of problem (2.1) and the convergence of Algorithm 3.1.
Theorem 3.1. Let X 1 be a q 1 -uniformly smooth Banach space with q 1 > 1, X 2 be a q 2 -uniformly smooth Banach space with q 2 > 1, η 1 : X 1 × X 1 → X 1 be τ 1 -Lipschitz continuous, η 2 : X 2 × X 2 → X 2 be τ 2 -Lipschitz continuous, and A i : X i → X i be r i -strongly η i -accretive and σ i -Lipschitz continuous for i = 1, 2, respectively. Let f : X 1 → X 1 be ξ -Lipschitz continuous and g : X 2 → X 2 be ζ -Lipschitz continuous, M 1 : X 1 × X 1 → 2 X 1 be (A 1 , η 1 )-accretive in the first variable, and M 2 : X 2 × X 2 → 2 X 2 be (A 2 , η 2 )-accretive in the first variable. Let N 1 : X 1 × X 2 → X 1 be (π 1 , ι 1 )-relaxed cocoercive with respect to A 1 and δ 1 -Lipschitz continuous in the first argument, N 2 : X 1 × X 2 → X 1 be (π 2 , ι 2 )-relaxed cocoercive with respect to A 2 and δ 2 -Lipschitz continuous in the second argument, and N 1 be β 2 -Lipschitz continuous in the second variable and N 2 be β 1 -Lipschitz continuous in the first variable. If
4)
and there exist constants λ ∈ (0, r 1 /m 1 ) and ρ ∈ (0, r 2 /m 2 ) such that
5)
where c q 1 , c q 2 are constants as in Lemma 2.1, then (1) the problem (2.1) has a unique solution (x * , y * );
(2) the iterative sequence {(x n , y n )} generated by Algorithm 3.1 converges strongly to (x * , y * );
(3) if, in addition, there exists an α > 0 such that α n ≥ α for all n ≥ 0, then Proof. For any given λ > 0 and ρ > 0, define P λ : X 1 × X 2 → X 1 and Q ρ :
For any (u 1 , v 1 ), (u 2 , v 2 ) ∈ X 1 × X 2 , it follows from (3.4) and (3.6) and Proposition 2.2 that
and
By assumptions and Lemma 2.1, we have
Furthermore,
(3.12) From (3.7)-(3.12), we obtain
(3.13)
It follows from (3.13) that
Define · * on X 1 × X 2 by
It is easy to see that (X 1 × X 2 , · * ) is a Banach space (see [3] ). For any given λ > 0 and ρ > 0, define F λ,ρ :
By (3.5) and (3.14) , we know that 0 ≤ θ < 1 and
This proves that F λ,ρ : X 1 ×X 2 → X 1 ×X 2 is a contraction operator. Hence, there exists an unique (x * , y * ) ∈ X 1 ×X 2 such that
that is,
By Lemma 3.2, (x * , y * ) is the unique solution of problem (2.1).
Then, by (3.2) and the proof of (3.13), we know that
and w n+1 − w * ≤ (1 − α n ) w n − w * + α n ( c n + c n ) + h n + α n A 2 (y n ) − A 2 (y * ) − ρ(N 2 (x n , g(y n )) − N 2 (x * , g(y * )))
On the other hand, we find that
i.e.,
Combining (3.15)-(3.18), we get
and so
where ϑ is defined by
Since ∞ n=0 α n = ∞, it follows from Lemma 3.1, (3.5) and (3.19 ) that z n − z * + w n − w * → 0(n → ∞), i.e., z n → z * and w n → w * . Hence, by (3.17) and (3.18), we know that the sequence {(x n , y n )} converges to the unique solution (x * , y * ) of the problem (2.1). Now we prove the conclusion (3). By (3.3), we know
− ρ N 2 (s n , g(t n ))] + α n c n + h n − y * + ε n .
(3.20)
As the proof of inequality (3.19), we have
Since 0 < α ≤ α n , it follows from (3.20) and (3.21 ) that
Suppose that lim( n , ε n ) = (0, 0). Then from ∞ n=0 α n = ∞ and Lemma 3.1, we have lim(u n , v n ) = (x * , y * ). Conversely, if lim(u n , v n ) = (x * , y * ), then we get
as n → ∞. This completes the proof.
Remark 3.2. If X 1 and X 2 are both 2-uniformly smooth Banach space, and 0 < λ = ρ < min{r 1 /m 1 , r 2 /m 2 } is a constant such that
then (3.5) holds. We note that Hilbert space and L p (or l p ) (2 ≤ p < ∞) spaces are 2-uniformly smooth Banach spaces.
Example 3.1. Assume that X i , η i and A i (i = 1, 2) are the same as in Theorem 3.1. Let M i : X i → 2 X i be (A i , η i )accretive for i = 1, 2, f : X 1 → X 1 be -strongly accretive and ξ -Lipschitz continuous and g : X 2 → X 2 be ωstrongly accretive and ζ -Lipschitz continuous, N 1 : X 1 × X 2 → X 1 be (π 1 , ι 1 )-relaxed cocoercive with respect to f 1 , δ 1 -Lipschitz continuous in the first argument and β 2 -Lipschitz continuous in the second variable, N 2 : X 1 × X 2 → X 1 be (π 2 , ι 2 )-relaxed cocoercive with respect to g 2 , δ 2 -Lipschitz continuous in the second argument and β 1 -Lipschitz continuous in the first variable, where f 1 :
for all x ∈ X 1 and g 2 : X 2 → X 2 is defined by g 2 (x) = A 2 • g(x) = A 2 (g(x)) for all x ∈ X 2 . If there exist constants ρ ∈ (0, r 2 /m 2 ) and λ ∈ (0, r 1 /m 1 ) such that
where c q 1 , c q 2 are constants as in Lemma 2.1, then (1) the problem of finding (x, y) ∈ X 1 × X 2 such that
has a unique solution (x * , y * ), where (a, b) is an any given element in X 1 × X 2 ;
(2) the iterative sequence {(x n , y n )} generated by the following algorithm converges strongly to (x * , y * ):
Step 1. For any given
(i) d n = d n + d n , c n = c n + c n ; (ii) lim n→∞ d n = 0, lim n→∞ c n = 0; (iii) ∞ n=0 d n < ∞, ∞ n=0 e n < ∞, ∞ n=0 c n < ∞, ∞ n=0 h n < ∞.
Step 4. If z n+1 , w n+1 , x n , y n , α n , d n , e n , c n and h n satisfy (3.22) to sufficient accuracy, go to Step 5; otherwise, set n := n + 1 and return to Step 2.
Step 5. Let {(u n , v n )} be any sequence in X 1 × X 2 and define {( n , ε n )} by
(3.23)
Step 6. If n , ε n , u n+1 , v n+1 , s n , t n , α n , d n , e n , c n and h n satisfy (3.23) to sufficient accuracy, stop; otherwise, set n := n + 1 and return to Step 3. Proof. For any given λ > 0 and ρ > 0, define P λ : X 1 × X 2 → X 1 and Q ρ : X 1 × X 2 → X 2 by For any (u 1 , v 1 ), (u 2 , v 2 ) ∈ X 1 × X 2 , it follows from the assumptions, Lemma 2.1 and Proposition 2.2 that
.
As the proof of Theorem 3.1, we replace ϑ in (3.19) bŷ
Thus, the conclusions follow directly from the rest proof in Theorem 3.1 and so it is omitted.
