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a b s t r a c t
The paper is about the asymptotic properties of the maximum likelihood estimator for the
extreme value index. Under the second order condition, Drees et al. [H. Drees, A. Ferreira, L.
deHaan, Onmaximum likelihood estimation of the extreme value index, Ann. Appl. Probab.
14 (2004) 1179–1201] proved asymptotic normality for any solution of the likelihood
equations (with shape parameter γ > −1/2) that is not too far off the real value. But
they did not prove that there is a solution of the equations satisfying the restrictions.
In this paper, the existence is proved, even for γ > −1. The proof just uses the domain
of attraction condition (first order condition), not the second order condition. It is also
proved that the estimator is consistent.When the second order condition is valid, following
the current proof, the existence of a solution satisfying the restrictions in the above-cited
reference is a direct consequence.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and background
Let X1, X2, · · · be independent and identically distributed (i.i.d.) random variables from a distribution function F . Suppose
that F is in the domain of attraction of an extreme value distribution, i.e. there exist constants an > 0 and bn, such that
F n(anx+ bn)→ Gγ (x)
for all 1+γ x > 0, where Gγ (x) = exp(−(1+γ x)−1/γ ) is the corresponding extreme value distribution function and γ ∈ R
is the extreme value index [1]. Commonly, that is denoted by F ∈ D(Gγ ).
The necessary and sufficient condition of F ∈ D(Gγ ) canbe represented in differentways.We state the following criterion,
see e.g. [2].
Theorem 1.1. Let U := ( 11−F )← be the left-continuous inverse function of 1/(1− F). Then F ∈ D(Gγ ) if and only if there exists
a function a(t) > 0 such that
lim
t→∞
U(tx)− U(t)
a(t)
= x
γ − 1
γ
, (1)
for all x > 0.
Condition (1) is called the extreme value condition.
Under this set-up, a major issue for estimating extremal events is the estimation of the extreme value index γ . A variety
of estimators are available in the literature, for example, theHill estimator suggested by [3], the Pickands’ estimator suggested
by [4] and themoment estimator suggested by [5].
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An alternative characterization of the necessary and sufficient condition for a distribution function F belonging to the
domain of attraction is via the ‘‘excess distribution function’’ as in [6]. Denote the excess distribution function
Ft(x) := P(X − t ≤ x|X > t) = F(t + x)− F(t)1− F(t) .
Then F ∈ D(Gγ ) is equivalent to
lim
t→x∗
Ft(xσ(t)) = Hγ (x) := 1− (1+ γ x)−1/γ ,
for all 1 + γ x > 0, where σ(t) is a positive function and x∗ is the right endpoint of F , i.e. x∗ = sup {x|F(x) < 1}. Hγ is the
so-called generalized Pareto distribution (GPD) function. Intuitively, the distribution function F is in the domain of attraction
if and only if the excesses above a high threshold are asymptotically generalized Pareto distributed.
Smith [7] introduced a maximum likelihood estimator (MLE) of the extreme value index by fitting the GPD with the
empirical excesses. In [7], the high threshold was arbitrarily chosen. Drees et al. [8] proposed using high order statistic as
the threshold as follows. Choose an intermediate sequence k := k(n) as a suitable sequence of integers such that k(n)→∞
and k(n)/n → 0 as n → ∞. Denote Xn,1 ≤ · · · ≤ Xn,n as the order statistics of the i.i.d. sample X1, X2, . . . , Xn. By taking
the intermediate order statistic Xn,n−k as the high threshold, we get the empirical excesses as Yi := Xn,n−i+1 − Xn,n−k for
i = 1, . . . , k. The maximum likelihood estimators for the extreme value index and the scale, γˆML and σˆML, are obtained by
solving the following likelihood equations (c.f. [8]).
k∑
i=1
1
γ 2
log
(
1+ γ
σ
Yi
)
−
(
1
γ
+ 1
)
Yi/σ
1+ (γ /σ)Yi = 0
k∑
i=1
(
1
γ
+ 1
)
(γ /σ)Yi
1+ (γ /σ)Yi = k,
(2)
(the equations for γ = 0 are defined by continuity). If we exclude γ = 0 as a solution, the likelihood equation (2) can be
simplified as
1
k
k∑
i=1
log
(
1+ γ
σ
Yi
)
= γ
1
k
k∑
i=1
1
1+ (γ /σ)Yi =
1
γ + 1 .
(3)
To solve the likelihood equations, Grimshaw [9] discussed a numerical way as follows. From Eq. (3), it is derived that,(
1
k
k∑
i=1
log
(
1+ γ
σ
Yi
)
+ 1
)
· 1
k
k∑
i=1
1
1+ (γ /σ)Yi = 1. (4)
In order to write it briefly, denote the two parts in (4) as functions
fn(t) := 1k
k∑
i=1
log(1+ tYi)+ 1,
gn(t) := 1k
k∑
i=1
1
1+ tYi .
Moreover, denote hn(t) := fn(t)gn(t)− 1. Then, it is clear that any root (γˆ , σˆ ) of (3) satisfies hn(γˆ /σˆ ) = 0. Conversely, if t∗
is a non-zero root of hn(t) = 0, we obtain (γˆ , σˆ ) = (fn(t∗) − 1, (fn(t∗) − 1)/t∗) as the solution of (3). With this idea, the
maximum likelihood estimator can be calculated by the following procedure:
1. find the root t∗n of hn(t) = 0;
2. γˆML = fn(t∗n )− 1;
3. σˆML = γˆML/t∗n .
The first stepwas solved in a numerical way in [9]. After that, themaximum likelihood estimators of γ and σ were calculated
based on the numerical root of hn(t) = 0.
Note that (3) is the simplified version of (2) by assuming γ 6= 0, although t∗n = 0 is always a solution of hn(t) = 0, since
it leads to γˆ = 0, we should not take t∗n = 0 as the proper solution of hn(t) = 0. Hence, in solving (3) we disregard the
solution γˆML = 0, even if in reality γ = 0.
The asymptotic properties of the mentioned estimators, including the maximum likelihood estimator, have been
discussed in the literature. For all of the estimators that are explicit functions of the observations, it is proved that, they are
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consistent under the extreme value condition (1) and for suitable intermediate sequences k(n). In order to get the asymptotic
normality, it is necessary to have a proper characterization on the speed of convergence in (1). De Haan and Stadtmüller [10]
introduced the second order conditionwhich serves the purpose. With the second order condition and further conditions on
the growing rate of the intermediate sequence k(n), the asymptotic normality of all the above estimators has been proved.
Next to this, the extreme value condition (1) is known as the first order condition.
In general, by assuming convenient restrictions on the sequence k(n) the following two statements hold for all the
extreme value index estimators that are explicit functions of the observations.
(1) The first order condition implies the (weak) convergence;
(2) The second order condition implies the asymptotic normality.
The proof of the two statements are usually given by the expansion of the explicit estimators. The first statement is always
proved by the first order expansion. To obtain the second statement, further expansion based on the second order condition
is normally required.
For the maximum likelihood estimator, since it is only given by solving the likelihood equations instead of an explicit
formula, its asymptotic properties have to be proved in a different way. In case γ > −1/2, Smith [7] sketched the proof of
the consistency and asymptotic normality assuming a few extra conditions.
A different proof of the second statement i.e. the second order condition implies the asymptotic normality, is in [8]. The
proof essentially relies on an extra assumption that there exists a solution of the likelihood equations not too far off the real
value. In Proposition 3.1 of this paper, it is stated that ‘‘Any solution (γ˜ , σ˜ ) of (20) satisfying (21) and log σ˜ = OP(1) admits the
approximation’’. Here two more requirements on the solution are assumed. At the end of Proposition 3.1 in [8], it is stated
that ‘‘Conversely, there exists a solution of (20) which satisfies (28), respectively (29), and hence also (21).’’ The proof of this
statement is at the end of the case γ > 0 by stating that ‘‘Since conversely a solution of type (28) obviously satisfies condition
(21), it is easily seen that it also solves (34) and thus (20).’’ Notice that the existence of a solution of the approximate equations
(28) does not imply the existence of a solution of the original likelihood equations (20). Therefore, it is still an open question
whether there exists a solution of the original likelihood equations satisfying the requirements.
In this paper, under only the first order condition, we prove the existence of a solution of the likelihood equations.
Furthermore the consistency of such a solution is proved, i.e. it is confirmed that the first statement holds for the maximum
likelihood estimator.With the second order condition, the same proof leads to stronger asymptotic properties of the solution
which exactly fulfill the restrictions in [8]. Hence, the result makes the proof of the asymptotic normality in [8] complete.
The paper is organized as follows. Section 2 is devoted to existence and consistency (weak and strong). The respective
proofs for γ > 0 are given in Section 3. Under the second order condition, the speed of convergence is studied in Section 4.
Theorem 4.1 states that under the second order condition there exists a solution of the likelihood equations that has the
speed of convergence required in the paper of [8]. The proof is given for γ > 0. In Section 5, we provide some simulation re-
sults illustrating the applicability of themaximum likelihood estimator for−1 < γ < −1/2. Section 6 concludes this paper.
Since the idea of the proofs for the negative and zero cases is essentially the same as that of the positive case, only with
more detailed calculation, the proofs are postponed to Appendices. Appendices A and B provide the proof of the existence
and consistency results under the first order condition for −1 < γ < 0 and γ = 0 respectively. Under the second order
condition, the speed of convergence results for−1/2 < γ ≤ 0 is proved in Appendix C.
2. Existence and consistency under the first order condition
Similarly to Grimshaw’s numerical method, we use the simplified version of the likelihood equations, (3). The main
results on the existence and consistency are given as the following theorems.
Theorem 2.1. Suppose the first order condition (1) holds for the extreme value index γ > −1 and γ 6= 0. If the sequence
k = k(n) satisfies k(n)→∞, k(n)/n→ 0, and k(n)/ log n→∞, then
P({The MLE does not exist for infinitely many n}) = 0
or, equivalently,
P
( ∞⋃
N=1
∞⋂
n=N
{The MLE exists for sample size n}
)
= 1.
On this probability 1 set, there exists a random integer N, such that for any sample size n > N, there exists a suitable solution of
the likelihood equations, (γˆn, σˆn), and this solution satisfies
γˆn
a.s.−→ γ
and
σˆn
a(n/k)
a.s.−→ 1
as n→∞, where a(t) is the auxiliary function in (1).
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If we skip the extra condition k(n)/ log n → ∞, but only keep k(n) → ∞ and k(n)/n → 0, Theorem 2.1 still holds in
the sense of ‘‘in probability’’ instead of ‘‘almost surely’’ as in the following theorem.
Theorem 2.2. Suppose the first order condition (1) holds for the extreme value index γ > −1 and γ 6= 0. If the sequence
k = k(n) satisfies k(n)→∞, k(n)/n→ 0, then
P({The MLE exists for infinitely many n}) = 1.
On this probability 1 set, the likelihood equations are solvable for infinitely many sample sizes {ni ∈ N : 1 ≤ n1 < n2 < · · ·}∞i=1.
There exists a suitable solution (γˆni , σˆni) for each related sample size, which satisfies
γˆni
P→ γ and σˆni
a(ni/k(ni))
P→ 1
as i→∞.
The proof of this weak form is similar to the proof of Theorem 2.1. The extra condition on k in Theorem 2.1 is only used
to obtain the almost surely convergence. Actually, a similar condition is also required to get almost surely convergence for
other estimators. For instance, for the Hill estimator, see [11]. To ensure the convergence in probability, this condition can
be skipped, and the proof is simpler.
Because our purpose is to obtain the consistent solution of the likelihood equations from a certain sample size onwards,
we insist on proving the strong form.
As discussed before, γˆ = 0 is always disregarded as a solution of the simplified likelihood equations (4). Therefore, the
theorem under the case γ = 0 is different because we should prove the existence of a non-zero solution γˆn and γˆn → 0
almost surely as n→∞. The theorem is stated as follows.
Theorem 2.3. Suppose the first order condition (1) holds for the extreme value index γ = 0. Suppose that with probability 1, the
following relation does not hold for sufficiently large n,
1
2k
k∑
i=1
(Xn,n−i+1 − Xn,n−k)2 =
(
1
k
k∑
i=1
(Xn,n−i+1 − Xn,n−k)
)2
. (5)
If the sequence k = k(n) satisfies k(n)→∞, k(n)/n→ 0, and k(n)/(log n)c →∞ for some c > 1, then
P({A non-zero solution of the likelihood equations does not exist for infinitely many n}) = 0,
or, equivalently,
P
( ∞⋃
N=1
∞⋂
n=N
{There exists a non-zero solution of the likelihood equations for sample size n}
)
= 1.
On this probability 1 set, there exists a random integer N, such that for any sample size n > N, there exists a suitable solution of
the likelihood equations, (γˆn, σˆn), and this solution satisfies
γˆn
a.s.−→ 0
as n→∞.
Remark 2.1. The extra condition in Theorem 2.3 that (5) does not hold almost surely ensures that zero is not the proper
solution of the likelihood equations. This is the same condition as in [8], Remark 2.2. The condition is not very restrictive,
for example, it holds when F possesses a density.
Remark 2.2. The condition on the sequence k is stronger than in Theorem 2.1. However, it is still relatively weak.
Combining Theorems 2.1 and 2.3, the existence and strong convergence of the maximum likelihood estimator have been
proved for γ > −1. This extends the scope of the asymptotic properties as stated in the following remark.
Remark 2.3. The asymptotic normality of the maximum likelihood estimator is proved only for γ > −1/2. So, up until
now, the maximum likelihood estimator has only been used for γ > −1/2. Our result extends the scope of γ to γ > −1 in
the sense of consistency. It means that, although we have not obtained enough information on the asymptotic distribution
of the maximum likelihood estimator, when−1 < γ ≤ −1/2, we can still use it in the sense of strong convergence.
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3. Proof
With the notation U := ( 11−F )←, the i.i.d random variables can be rewritten as {Xn}∞n=1 d= {U(Zn)}∞n=1, where {Zn}∞n=1 are
i.i.d. random variables with distribution function 1 − 1/x, x ≥ 1. Some useful lemmas about the sequence {Zn}∞n=1 will be
proved in Section 3.1. After that, we prove Theorem 2.1 for γ > 0 in Section 3.2. Since the idea of the proof for−1 < γ < 0
is similar, we postpone it to Appendix A. The proof of Theorem 2.3 (γ = 0) applies a similar idea, however, the calculation
is more complicated. Thus the details are postponed to Appendix B.
3.1. Lemmas
Let Z1, Z2, · · · Zn be i.i.d. random variables with distribution function 1 − 1/x, x ≥ 1 and let Zn,1 ≤ Zn,2 ≤ · · · ≤ Zn,n be
the order statistics.
Lemma 3.1. Let φ : [1,+∞)→ R be such that ∫ 10 φ ( 1s ) ds <∞. Suppose φ(1/s) is uniformly continuous on (0, 1]. Then for
a sequence k = k(n)→∞, k/n→ 0 and k/ log n→∞, we have
1
k
k−1∑
i=0
φ
(
Zn,n−i
Zn,n−k
)
a.s.−→
∫ 1
0
φ
(
1
s
)
ds,
as n→∞.
Proof of Lemma 3.1. It is clear that 1/Zi is a random variable with uniform distribution on (0, 1]. So 1/Zn,1 ≥ 1/Zn,2 ≥
· · · ≥ 1/Zn,n are the order statistics of an i.i.d. uniform sample. By applying Theorem 3(III) in [12], when the sequence k(n)
satisfies the above conditions,
sup
0<s≤1
∣∣∣ nZn,n−dske+1 − sk∣∣∣
(2k log log n)1/2
≤ M a.s. (6)
whereM > 1 is a fixed number. This implies that,
n
kZn,n−dske+1
→ s a.s. (7)
holds uniformly for s ∈ (0, 1], where dte is the smallest integer which is greater than or equal to t . By taking s = 1 in (7), it
becomes
n
kZn,n−k+1
→ 1 a.s.
Then, replacing kwith k+ 1, we get that
n
kZn,n−k
→ 1 a.s. (8)
Hence,
Zn,n−k
Zn,n−dske+1
→ s a.s. (9)
holds uniformly for s ∈ (0, 1]. If φ(1/s) is uniformly continuous on (0, 1], then
φ
(
Zn,n−dske+1
Zn,n−k
)
→ φ
(
1
s
)
a.s.
holds uniformly on s ∈ (0, 1]. It leads to∫ 1
0
φ
(
Zn,n−dske+1
Zn,n−k
)
ds→
∫ 1
0
φ
(
1
s
)
ds a.s.
which completes the proof of Lemma 3.1. 
Lemma 3.2. Suppose a positive function V is regularly varying at infinity with index γ 6= 0, i.e.
lim
t→∞
V (tx)
V (t)
= xγ ,
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and ψ : R+ → R+ is a monotone function, such that
lim
ε→0
∫ 1
0
ψ((1+ ε)t−γ−ε)dt =
∫ 1
0
ψ(t−γ )dt <∞. (10)
Suppose there exists a positive number E, such that for all |ε| < E, ψ((1+ ε)t−γ−ε) is uniformly continuous on (0, 1]. Then, for
a sequence k = k(n)→∞, k/n→ 0 and k/ log n→∞, we have that
1
k
k−1∑
i=0
ψ
(
V (Zn,n−i)
V (Zn,n−k)
)
a.s.−→
∫ 1
0
ψ(t−γ )dt,
as n→∞.
Proof of Lemma 3.2. From Proposition 1.7(5) in [13], we have the following inequality. Given any ε > 0, there exists t0,
such that, for t ≥ t0 and x ≥ 1
(1− ε)xγ−ε < V (tx)
V (t)
< (1+ ε)xγ+ε.
From the proof of Lemma 3.1, with the same sequence k(n), we have that Zn,n−k → ∞ almost surely as n → ∞. Hence,
eventually, for all 0 ≤ i < k,
(1− ε)
(
Zn,n−i
Zn,n−k
)γ−ε
<
V (Zn,n−i)
V (Zn,n−k)
< (1+ ε)
(
Zn,n−i
Zn,n−k
)γ+ε
.
Because ψ is a monotone function, 1k
∑k−1
i=0 ψ
(
V (Zn,n−i)
V (Zn,n−k)
)
is between
1
k
k−1∑
i=0
ψ
(
(1− ε)
(
Zn,n−i
Zn,n−k
)γ−ε)
and
1
k
k−1∑
i=0
ψ
(
(1+ ε)
(
Zn,n−i
Zn,n−k
)γ+ε)
.
Note that, according to condition (10)∫ 1
0
ψ((1+ ε)t−γ−ε)dt <∞,
when |ε| is small enough. By applying Lemma 3.1, as n→∞,
1
k
k−1∑
i=0
ψ
(
(1+ ε)
(
Zn,n−i
Zn,n−k
)γ+ε)
a.s.−→
∫ 1
0
ψ((1+ ε)t−γ−ε)dt
for small |ε| < E. Considering condition (10), when ε → 0, both of the two boundaries converge to ∫ 10 ψ(t−γ )dt , which
completes the proof of this lemma. 
3.2. Proof of Theorem 2.1 when γ > 0
When γ > 0, the auxiliary function a(t) in (1) satisfies a(t) ∼ γU(t). Therefore, an approximate solution of hn(t) = 0
can be chosen as t(0) := γ /(γU(Zn,n−k)) = 1/U(Zn,n−k) ∼ γ /a(Zn,n−k). Note that fn(t(0))− 1 is the Hill estimator, and
gn(t(0)) = 1k
k∑
i=1
U(Zn,n−k)
U(Zn,n−i+1)
.
To prove the existence, we disturb the approximate solution by a small increment as t(δ) = 1+δU(Zn,n−k) for |δ| < 12 . We are
going to find a sequence δn > 0 such that, for sufficiently large n, hn(t(−δn)) and hn(t(δn)) have different signs. This ensures
that there exists a root of hn(t) = 0 between t(−δn) and t(δn).
The following lemma studies the asymptotic behavior of fn and gn at t = t(0).
Lemma 3.3. Suppose (1) holds for γ > 0, the sequence k satisfies k(n)/n→ 0, and k(n)/ log n→∞ as n→∞, we have that
fn(t(0))
a.s.−→ γ + 1, (11)
gn(t(0))
a.s.−→ 1
γ + 1 , (12)
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as n→∞. Furthermore, the statistic
g˜n := 1k
k∑
i=1
(
U(Zn,n−k)
U(Zn,n−i+1)
)2
,
satisfies that for n→∞,
g˜n
a.s.−→ 1
2γ + 1 . (13)
Proof of Lemma 3.3. When γ > 0, fn(t(0))− 1 is the Hill estimator. According to the almost surely convergence of the Hill
estimator in [11], (11) holds.
For the relation (12), note that (1) implies thatU is regularly varying at infinitywith index γ . By checking thatΨ (x) = 1/x
satisfies condition (10) and tγ+ε/(1+ ε) is uniformly continuous on [0, 1] for all |ε| < γ , we can apply Lemma 3.2 to obtain
(12). The proof of (13) is similar. 
Nowwe turn to find a suitable δn that serves our purpose. Given δ > 0, we first calculate the upper bound of fn(t(δn)) and
gn(t(δn)) for any 0 < δn < δ as follows. Since log(1+ x) < x for all x > 0, we have that
fn(t(δn))− fn(t(0)) = 1k
k∑
i=1
log
(
1+ δn(U(Zn,n−i+1)/U(Zn,n−k)− 1)
U(Zn,n−i+1)/U(Zn,n−k)
)
<
1
k
k∑
i=1
δn
(
1− U(Zn,n−k)
U(Zn,n−i+1)
)
= δn(1− gn(t(0))). (14)
From U(Zn,n−i+1)U(Zn,n−k)
(
U(Zn,n−i+1)
U(Zn,n−k) (1+ δn)− δn
)
< (1+ δ)U(Zn,n−i+1)U(Zn,n−k) , we get that
gn(t(δn))− gn(t(0)) = 1k
k∑
i=1
−δn(U(Zn,n−i+1)/U(Zn,n−k)− 1)
U(Zn,n−i+1)
U(Zn,n−k)
(
U(Zn,n−i+1)
U(Zn,n−k) (1+ δn)− δn
)
<
1
k
k∑
i=1
−δn
1+ δ
(
U(Zn,n−k)
U(Zn,n−i+1)
−
(
U(Zn,n−k)
U(Zn,n−i+1)
)2)
= − δn
1+ δ (gn(t
(0))− g˜n).
Hence, combining the above two inequalities, we get that
hn(t(δn)) = fn(t(δn))gn(t(δn))− 1
< fn(t(0))gn(t(0))− 1+ δn
(
gn(t(0))(1− gn(t(0)))− fn(t(0))gn(t
(0))− g˜n
1+ δ
)
:= fn(t(0))gn(t(0))− 1+ δnAn.
Since the lower bounds of fn(t(−δn)) and gn(t(−δn)) for 0 < δn < δ follow similar calculation, we omit the details and present
the result as follows
fn(t(−δn))− fn(t(0)) > log(1− δ)
δ
δn(1− gn(t(0))) (15)
and
gn(t(−δn))− gn(t(0)) > δn(gn(t(0))− g˜n).
Hence,
hn(t(−δn)) > fn(t(0))gn(t(0))− 1+ δn
(
log(1− δ)
δ
gn(t(0))(1− gn(t(0)))+ fn(t(0))(gn(t(0))− g˜n)
)
+ δ2n
log(1− δ)
δ
(1− gn(t(0)))(gn(t(0))− g˜n)
:= fn(t(0))gn(t(0))− 1+ δnBn.
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We are going to choose suitable δn, such that δn → 0 almost surely as n→∞. Then, by Lemma 3.3, as n→∞, we have
that
An
a.s.−→ A(δ) := γ
(1+ γ )2 −
γ
(2γ + 1)(1+ δ)
Bn
a.s.−→ B(δ) := log(1− δ)
δ
γ
(1+ γ )2 +
γ
2γ + 1 .
By taking δ→ 0, we get that
A(δ)→− γ
3
(1+ γ )2(2γ + 1) < 0
and
B(δ)→ γ
3
(1+ γ )2(2γ + 1) > 0.
Hence, we use the following procedure to choose suitable δn.
(1) Choose suitable δ > 0, such that A(δ) < 0 and B(δ) > 0.
(2) As n→∞, we have eventually, An < 0 and Bn > 0. Denote
δn :=
∣∣fn(t(0))gn(t(0))− 1∣∣ ((− 1An
)∨ 1
Bn
)
> 0.
From Lemma 3.3, it is clear that δn
a.s.−→ 0 as n→∞. Hence, eventually, δn < δ which ensures the inequalities on the upper
bound of hn(t(δn)) and the lower bound of hn(t(−δn)). Thus, we have that
hn(t(δn)) < fn(t(0))gn(t(0))− 1+ δnAn ≤ fn(t(0))gn(t(0))− 1−
∣∣fn(t(0))gn(t(0))− 1∣∣ ≤ 0
and
hn(t(−δn)) > fn(t(0))gn(t(0))− 1+ δnBn ≥ fn(t(0))gn(t(0))− 1+
∣∣fn(t(0))gn(t(0))− 1∣∣ ≥ 0.
Hence, we proved that there exists a root of hn(t) = 0 on the interval [t(−δn), t(δn)].
Denote the root as t∗n . Now we are going to prove the consistency. Because fn is an increasing function,
fn(t(−δn)) ≤ fn(t∗n ) ≤ fn(t(δn)).
From (14) and (15), we have that
fn(t(0))+ log(1− δ)
δ
δn(1− gn(t(0))) ≤ fn(t∗n ) ≤ fn(t(0))+ δn(1− gn(t(0))).
By Lemma 3.3 and considering the fact that δn → 0 almost surely as n → ∞, we get that fn(t∗n ) a.s.−→ γ + 1. Hence
γˆn = fn(t∗n )− 1 a.s.−→ γ , i.e. γˆn is strongly consistent.
To prove the almost surely convergence of σˆn, we use the fact that, as t →∞, a(t) ∼ γU(t). So, as n→∞,
a(n/k)
γ Xn,n−k
∼ U(n/k)
U(Zn,n−k)
.
Since U is regularly varying at infinity with index γ > 0, from (8) we get that
lim
n→∞
a(n/k)
γ Xn,n−k
= 1 a.s.
Together with the fact that δn → 0 almost surely as n→∞, it implies that
lim
n→∞
a(n/k)t(±δn)
γ
= 1 a.s.
Since t∗n lies on the interval [t(−δn), t(δn)], we get that
lim
n→∞
a(n/k)t∗n
γ
= 1 a.s.
Combining this with the almost surely convergence of γˆn, the consistency of σˆn = γˆnt∗n is proved for γ positive.
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Remark 3.1. The extra condition on the intermediate sequence k(n) that k(n)/ log n→∞ as n→∞ is stronger than the
one in [11]. From the proof, it is observed that the condition is used to apply Theorem 3(III) in [12] and hence not possible
to be relaxed along the lines of the current proof.
Finally, we finish this section with an interesting remark.
Remark 3.2. The proof of the positive case suggested that the root of hn(t) = 0 lies on the interval [t(−δn), t(δn)] and t(0) can
be an approximate root of hn(t) = 0. This argument leads to two remarks. Practically, we can search the root of hn(t) = 0
only on the interval [t(−δn), t(δn)] when applying Grimshaw’s numerical method. Theoretically, based on this approximate
root, we get an approximate extreme value index estimator, fn(t
(0)
n )− 1, which is exactly the Hill estimator.
4. Extension under the second order condition
As discussed in Section 1, in order to complete the proof of asymptotic normality of the maximum likelihood estimator
for the extreme value index in [8], it is necessary to prove that under the second order condition there exists a solution
(γˆ , σˆ ) of the likelihood equations satisfying two extra requirements. Within the notations in the current paper, the two
extra requirements can be shortly stated as∣∣∣∣ γˆσˆ /a(n/k) − γ
∣∣∣∣ = Op(k−1/2) and log σˆa(n/k) = Op(1).
Notice that the consistency of the scale estimator ensures the second required relation even under the first order
condition. Hence, only the existence of a solution satisfying the first relation should be proved.
According to Grimshaw’s numerical method, the solution (γˆ , σˆ ) is derived from the root t∗n of hn(t) = 0, by the relations
γˆn = fn(t∗n )− 1 and σˆn = γˆn/t∗n . Using this notation, the first required relation is simplified as∣∣t∗a(n/k)− γ ∣∣ = Op(k−1/2). (16)
We shall prove the following theorem.
Theorem 4.1. Under the second order condition with γ > −1/2, with a suitable intermediate sequence k(n) satisfying the
conditions in Theorem 2.3, there exists a root t∗n of hn(t) = 0 satisfying (16).
Here we present the proof only for γ > 0. For −1/2 < γ ≤ 0, since the proof is essentially applying the same idea, it is
postponed to Appendix C.
Proof of Theorem 4.1. For γ > 0.
When γ > 0, from the proof in Section 3.2, we get that when n is sufficiently large, there exists a root t∗n of hn(t) = 0
lying between t(−δn) and t(δn), where t(δ) is defined as
t(δ) = 1+ δ
U(Zn,n−k)
,
and
δn =
∣∣fn(t(0))gn(t(0))− 1∣∣ ((− 1An
)∨ 1
Bn
)
is a positive sequence that goes to 0 almost surely as n→∞. In order to prove (16), we shall prove that∣∣t(±δn)a(n/k)− γ ∣∣ = Op(k−1/2).
Notice that in the positive case one may take a(t) ∼ γU(t). Hence,
t(±δn)a(n/k) = γ (1± δn) U(n/k)U(Zn,n−k) .
With the second order condition, Lemma 3.3 can be extended to get the speed of convergence, i.e. to prove that√
k(fn(t(0))−(γ +1)) and
√
k(gn(t(0))−1/(γ +1)) are both asymptotically normally distributed as n→∞. The asymptotic
normality of fn is in fact the asymptotic normality of the Hill estimator.
Since both the sequences An and Bn converge to non-zero constants as n→∞, it is thus proved that
√
kδn = Op(1).
Under the second order condition,
√
k
(
U(n/k)
U(Zn,n−k) − 1
)
is asymptotically normally distributed, see, e.g. [14] Theorem 2.4.1.
Therefore, combining the above two asymptotic relations, we get that
√
k(t(±δn)a(n/k)− γ ) = Op(1), which proves that√
k(t∗n a(n/k)− γ ) = Op(1).
Hence, under the second order condition, there exists a suitable root t∗ verifying (16). 
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Fig. 1. Large sample simulation: Beta distribution γ = −2/3, ρ = −∞, sample size n = 10,000.
From Theorem 4.1, we proved that there exists a solution t∗n of hn(t) = 0 satisfying (16) for γ > −1/2. Therefore, there
exists a solution of the likelihood equations satisfying the extra requirements in the proof of asymptotic normality in [8].
This statement completes the proof of the asymptotic normality under the second order condition.
5. Simulation
In Remark 2.3, we claim that Theorem 2.1 ensures that the maximum likelihood estimator for the extreme value index
can be used for −1 < γ < −1/2 as a consistent estimation. To demonstrate this statement, we make a few simulation
studies for some certain distributions.
Consider a Beta distribution with distribution function F(x) = 1 − (−x)3/2, for −1 < x < 0. It belongs to the domain
of attraction with γ = −2/3. We simulate a sample of 10,000 observations from this distribution, and apply the maximum
likelihood estimator, themoment estimator (see [5]) and the negative Hill estimator (see [15]) to estimate the extreme value
index with varying number of high order statistics k. We plot the estimation results with respect to k in Fig. 1. From Fig. 1,
we observe that the maximum likelihood estimator is applicable for a large sample size.
We also make simulation for a small sample size, for example, 1000 observations. We simulate 100 samples with 1000
observations each and apply the three different estimators to each sample. For each type of estimator, we get γˆi,k for each
sample i and each specific number of high order statistics k. Then for a specific k, we take average of the estimations from
the 100 samples ( 1100
∑100
i=1 γˆi,k), and calculate the corresponding Mean Squared Error (MSE) as
MSE = 1
100
100∑
i=1
(γˆi,k − γ )2,
where γ = −2/3 is the real value. We make the plot of the averaged estimation and the MSE with respect to k for each
estimator. They are shown in Figs. 2 and 3.
Figs. 2 and 3 show that the maximum likelihood estimator works well for small sample size cases.
In the second order condition introduced in [10], a second order regularly varying index ρ ≤ 0 is defined. ρ is considered
to play an important role in the asymptotic bias formost of the estimators that are explicit functions of the observations. The
above example corresponds to the case that ρ = −∞. In order to exhibit the maximum likelihood estimator for different
ρ, we consider the Reversed-Burr distribution with the distribution function F(x) = 1− (1+ (−x)−3)1/2, for x < 0. It can
be verified that for this distribution we have γ = −2/3 and ρ = −2. We repeat the simulation procedures including large
sample size simulation and small sample size simulation for the Reversed-Burr distribution. The results are presented in
Figs. 4–6. Again, they confirm the statement that the maximum likelihood estimator is consistent for −1 < γ < −1/2.
Practically, it performs well even for the small sample size case.
6. Conclusion
In this paper, we study the existence and consistency of the maximum likelihood estimator of the extreme value index.
Under only the first order condition and suitable choice of the intermediate sequence k, it is proved that for γ > −1, as
n→∞, a solution of the likelihood equations eventually exists. The estimators are consistent in the sense that γˆ → γ and
σˆ /a(n/k)→ 1 almost surely as n→∞.
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Fig. 2. Small sample simulation: Beta distribution (γ = −2/3, ρ = −∞) of 100 samples with sample size n = 1000.
Fig. 3. MSE: Small sample simulation; Beta distribution (γ = −2/3, ρ = −∞) of 100 samples with sample size n = 1000.
The asymptotic normality under the second order condition has been proved by [8] for γ > −1/2. Compared to that, the
consistency result in this paper illustrates that the maximum likelihood estimator can also be applied for−1 < γ ≤ −1/2.
Simulations confirm this statement.
From the proof, it is suggested that the solution lies in a specific interval in each case (γ > 0,−1 < γ < 0 and γ = 0).
Those intervals can be used in numerically solving the likelihood equations.
The paper [8] on the asymptotic normality starts from the assumption that a sequence of solutions exist and converge to
the real value with a certain speed of convergence. This assumption lacks a proof. The proofs in this paper can be extended
to show that such a sequence of solutions does exist. Hence the two studies together offer exactly the asymptotic normality
result that is needed for applications.
Appendix A
Proof of Theorem 2.1. For−1 < γ < 0.
When −1 < γ < 0, (1) implies that U(∞) < ∞, and the function U(∞) − U(x) is regularly varying at infinity with
index γ . Similarly to the positive case, we define the sequence t(δ) as t(δ) = − 1+δU(∞)−Xn,n−k . But for this case, it can only be
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Fig. 4. Large sample simulation: Reversed-Burr distribution γ = −2/3, ρ = −2, sample size n = 10,000.
Fig. 5. Small sample simulation: Reversed-Burr distribution (γ = −2/3, ρ = −2) of 100 samples with sample size n = 1000.
defined for δ ∈ (−1/2, 0), because for δ > 0, it is not ensured that 1+ t(δ)Yi > 0 for i = 1, 2, . . . , k. For the γ positive case,
we find two points at which the hn function exhibits different signs. Now, this trick can only be used for one side. For the
other side, we are going to introduce another way to build up inequality.
Compared to the γ positive case, we do not find a sequence δn → 0 such that hn(t(δn)) < 0. Instead, we first prove that
for some fixed δ < 0, when n is sufficiently large hn(t(δ)) < 0 holds. The following lemma studies the asymptotic behavior
of fn and gn at t = t(δ).
Lemma A.1. Suppose (1) holds for −1 < γ < 0, and the sequence k(n) satisfies k(n)→∞, k(n)/n→ 0 and k(n)/ log n→∞
as n→∞, we have that, for any δ ∈ (−1/2, 0], as n→∞, the following relations hold,
fn(t(δ))
a.s.−→ f (δ) := 1+ ∫ 10 log((1+ δ)s−γ − δ)ds
gn(t(δ))
a.s.−→ g(δ) := ∫ 10 ds(1+δ)s−γ−δ
hn(t(δ))
a.s.−→ h(δ) := f (δ)g(δ)− 1.
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Fig. 6. MSE: Small sample simulation; Reversed-Burr distribution (γ = −2/3, ρ = −2) of 100 samples with sample size n = 1000.
Proof of Lemma A.1. They can be proved by applying Lemma 3.2. When γ < 0, the uniformly continuity required by
Lemma 3.2 is fulfilled for each relation. 
It is clear that f (0) = γ + 1, g(0) = 1
γ+1 and h(0) = 0, and all three functions are left continuous at 0. Meanwhile, by
calculating the left derivative of f and g at 0, we get the left derivatives of h at 0 as
h′(0−) =
− γ
3
(γ + 1)(2γ + 1) > 0 −1/2 < γ < 0
+∞ −1 < γ ≤ −1/2.
So, it is sufficient to conclude that there exists a δ0 < 0, for any δ0 < δ < 0, when n is sufficiently large,
hn(t(δ)n ) < 0 a.s. (17)
For the other side, define a different sequence
sn := − 1− 1/kXn,n − Xn,n−k . (18)
Our purpose is to prove that, for sufficiently large n,
hn(sn) > 0 a.s. (19)
The following lemma is useful in the proof.
Lemma A.2. With the same condition on k in Lemma A.1, suppose λ > 0 is a fixed constant, then as n→∞,∫ 1
k−1/5
log
Xn,n − Xn,n−dske+1
Xn,n − Xn,n−k ds
a.s.−→ γ , (20)∫ 1
k−1/5
1
Xn,n−Xn,n−dske+1
Xn,n−Xn,n−k + λ
ds
a.s.−→
∫ 1
0
dt
t−γ + λ . (21)
Proof of Lemma A.2. For s ∈ (k−1/5, 1] and any ε > 0, we have eventually,
0 <
U(∞)− Xn,n
U(∞)− Xn,n−dske+1 ≤
U(∞)− Xn,n
U(∞)− Xn,n−dk4/5e+1
≤ (1+ ε)
(
Zn,n
Zn,n−dk4/5e+1
)γ+ε
.
By using (9), the right side goes to 0 almost surely. So, for any given τ > 0, we have eventually
U(∞)− Xn,n < τ(U(∞)− Xn,n−dske+1).
C. Zhou / Journal of Multivariate Analysis 100 (2009) 794–815 807
Next, we use this to construct the bounds for Xn,n−Xn,n−dske+1Xn,n−Xn,n−k as follows. Since
U(∞)−Xn,n−dske+1
U(∞)−Xn,n−k < 1, we have that
U(∞)− Xn,n−dske+1
U(∞)− Xn,n−k >
Xn,n − Xn,n−dske+1
Xn,n − Xn,n−k ≥
Xn,n − Xn,n−dske+1
U(∞)− Xn,n−k
= U(∞)− Xn,n−dske+1
U(∞)− Xn,n−k −
U(∞)− Xn,n
U(∞)− Xn,n−k > (1− τ)
U(∞)− Xn,n−dske+1
U(∞)− Xn,n−k
which leads to∫ 1
k−1/5
log
U(∞)− Xn,n−dske+1
U(∞)− Xn,n−k ds ≥
∫ 1
k−1/5
log
Xn,n − Xn,n−dske+1
Xn,n − Xn,n−k ds
>
∫ 1
k−1/5
log(1− τ)+ log U(∞)− Xn,n−dske+1
U(∞)− Xn,n−k ds. (22)
By checking that log((1+ ε)tγ+ε) is uniformly continuous on [1,∞), for |ε| < 1, we have∫ 1
k−1/5
log
U(∞)− Xn,n−dske+1
U(∞)− Xn,n−k ds−
∫ 1
k−1/5
log s−γ ds→ 0 a.s.
which leads to∫ 1
k−1/5
log
U(∞)− Xn,n−dske+1
U(∞)− Xn,n−k ds
a.s.−→ γ .
With this result, by first taking n → ∞, and then taking τ → 0 in (22), (20) is proved. The proof of (21) is essentially the
same. 
With the above lemma, the lower bound of fn(sn) can be calculated as follows,
fn(sn) = 1+
∫ 1
0
log
(
1− 1− 1/k
Xn,n − Xn,n−k (Xn,n−dske+1 − Xn,n−k)
)
ds
> 1+ k−1/5 log
(
1− 1− 1/k
Xn,n − Xn,n−k (Xn,n − Xn,n−k)
)
+
∫ 1
k−1/5
log
(
1− 1
Xn,n − Xn,n−k (Xn,n−dske+1 − Xn,n−k)
)
ds
= 1− log k
k1/5
+
∫ 1
k−1/5
log
Xn,n − Xn,n−dske+1
Xn,n − Xn,n−k ds
a.s.−→ 1+ γ > 0. (23)
Similarly, for given λ > 0 when k > 1/λ,
gn(sn) =
∫ 1
0
1
1− 1−1/kXn,n−Xn,n−k (Xn,n−dske+1 − Xn,n−k)
ds
=
(∫ 1/k
0
+
∫ k−1/5
1/k
+
∫ 1
k−1/5
)
1
1− 1−1/kXn,n−Xn,n−k (Xn,n−dske+1 − Xn,n−k)
ds
> 1+ 0+
∫ 1
k−1/5
1
1− 1−λXn,n−Xn,n−k (Xn,n−dske+1 − Xn,n−k)
ds
≥ 1+
∫ 1
k−1/5
1
Xn,n−Xn,n−dske+1
Xn,n−Xn,n−k + λ
ds
a.s.−→ 1+
∫ 1
0
dt
t−γ + λ > 0.
So, for sufficiently large n, we have eventually
hn(sn) = fn(sn)gn(sn)− 1 > (1+ γ − ε)
(
1+
∫ 1
0
dt
t−γ + λ − ε
)
− 1.
where ε > 0 is small enough. Taking λ→ 0 and ε→ 0,
(1+ γ − ε)
(∫ 1
0
dt
t−γ + λ + 1− ε
)
→ γ + 2 > 1.
It implies that, by choosing suitable λ, for sufficient large n, (19) holds.
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Finally, combining (17) and (19), there must exist a root of hn(t) = 0 between sn and t(δ), when n is sufficiently large.
Denote the root as t∗n again. Similarly to the positive case, from relation (23), we have
γ + 1 ≤ lim inf fn(sn) ≤ lim inf fn(t∗n ) ≤ lim sup fn(t∗n ) ≤ lim sup fn(t(δ)) = f (δ) a.s.
Note that f (δ)→ γ + 1 as δ→ 0. By taking δ→ 0, the consistency of γˆn = fn(t∗n )− 1 is proved. Notice that when γ < 0,
a(t) ∼ −γ (U(∞)− U(t)), the proof of the consistency of σˆn is essentially the same as in the positive case. 
Appendix B
Proof of Theorem 2.3. Now we deal with the case γ = 0. From Proposition B.2.17 in [14], we have the following
inequalities. Given any ε > 0, there exists t0, such that, for tx ≥ t0 and x > 0,
− εmax(xε, x−ε) < U(tx)− U(t)
a0(t)
− log x < εmax(xε, x−ε), (24)
where a0 is a specific auxiliary function such that a0(t) is a positive function and a0(t) ∼ a(t) as t → ∞. Without loss of
generality, we use the notation a(t) for this specific function a0(t) in the proof.
Suppose Zn,1 ≤ Zn,2 ≤ · · · ≤ Zn,n are the order statistics defined in Section 3.1. The following lemmas are useful in the
proof.
Lemma B.1. Suppose the sequence k = k(n) satisfies that k(n)→∞, k(n)/n→ 0, and k(n)/ log n→∞, then for any p > 0
log Zn,n − log Zn,n−k
kp
a.s.−→ 0.
Proof of Lemma B.1. From (8), we get that, as n→∞,
n
kZn,n−k
→ 1 a.s. ⇒ log n− log k− log Zn,n−k → 0 a.s.
⇒ log n− log Zn,n−k
kp
→ 0 a.s.
By applying the law of iterated logarithm for sample maxima, (see, e.g. [16] p.408),
lim sup
n→∞
log Zn,n − log n
log log n
= 1 a.s.⇒ lim sup
n→∞
log Zn,n − log n
kp
= 0 a.s. (25)
where the last step is provided by k(n)/ log n→∞.
Combining these two equations above, we get that
lim sup
n→∞
log Zn,n − log Zn,n−k
kp
= 0 a.s.
Since log Zn,n − log Zn,n−k ≥ 0 always holds, the lemma is proved. 
Lemma B.2. Suppose (1) holds for γ = 0, if the sequence k = k(n) satisfies k(n)→∞, k(n)/n→ 0, and k(n)/(log n)c →∞
for some c > 1, then
Ml := 1k
k∑
i=1
(
U(Zn,n−i+1)− U(Zn,n−k)
a(Zn,n−k)
)l
a.s.−→ l!,
for all l ∈ N.
Proof of Lemma B.2. We first prove the lemma for the case l = 1. From (24) we have that
1
k
k∑
i=1
U(Zn,n−i+1)− U(Zn,n−k)
a(Zn,n−k)
=
∫ 1
0
U(Zn,n−dske+1)− U(Zn,n−k)
a(Zn,n−k)
ds
≤ 1
k1/5
log
Zn,n
Zn,n−k
+ 1
k1/5
ε
(
Zn,n
Zn,n−k
)ε
+
∫ 1
k−1/5
(
log
Zn,n−dske+1
Zn,k
+ ε
(
Zn,n−dske+1
Zn,n−k
)ε)
ds
=: I1 + I2 + I3 (26)
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First of all, from Lemma B.1, I1 → 0 almost surely as n → ∞. Secondly, from (25), we have that for any τ > 1 when n is
sufficiently large,
log Zn,n − log n ≤ τ log log n
holds almost surely. Hence, for sufficiently large n, Zn,n/n ≤ (log n)τ holds almost surely. Considering that k(n)/(log n)c →
∞ for some c > 1, by taking τ < c , we have that Zn,n/(nk)→ 0 holds almost surely as n→ ∞. Combining with the fact
that kZn,n−k/n→ 1 almost surely, we have that, as n→∞,
Zn,n
k2Zn,n−k
a.s.−→ 0.
By taking ε < 1/10 in (26), we proved that I2 → 0 almost surely as n→∞.
Thirdly, we consider I3. From (6), we get that for all s ∈ (k−1/5, 1] and sufficiently large n,∣∣∣∣ n/ksZn,n−dske+1 − 1
∣∣∣∣ ≤ M (2 log log n)1/2k1/2−1/5 a.s.
Since the k/(log n)c →∞ as n→∞, we get that
n/k
sZn,n−dske+1
→ 1 a.s.
holds uniformly for all s ∈ (k−1/5, 1]. Together with (8), we have that
Zn,n−k
sZn,n−dske+1
→ 1 a.s.
holds uniformly for all s ∈ (k−1/5, 1].
Thus, as n→∞,∫ 1
k−1/5
log
Zn,n−k
sZn,n−dske+1
ds→ 0 a.s.
It implies that∫ 1
k−1/5
log
Zn,n−dske+1
Zn,n−k
ds−
∫ 1
k−1/5
log
(
1
s
)
ds→ 0 a.s.
as n→∞. A similar result holds for the function ε ( 1s )ε . Hence we have that
I3 −
∫ 1
k−1/5
(
log
(
1
s
)
+ ε
(
1
s
)ε)
ds
a.s.−→ 0,
which leads to
I3 → 1+ ε1− ε ,
as n→∞. Combining all these three parts together, we have that
lim sup
n→∞
1
k
k∑
i=1
U(Zn,n−i+1)− U(Zn,n−k)
a0(Zn,n−k)
≤ 1+ ε
1− ε a.s.
A similar lower bound applies. Then by taking ε → 0, the lemma under l = 1 is proved. The proofs of the other cases are
similar, the only difference in the proofs is that the dividing point k−1/5 has to be changed into some smaller power function
of k. That is not a hurdle to pass if smaller ε is correspondingly chosen. 
Lemma B.3. Suppose the conditions in Lemma B.2 hold. Then
lim
n→∞
∫ 1
k−1/5
log
U(Zn,n)− U(Zn,n−dske+1)
U(Zn,n)− U(Zn,n−k) ds = 0 a.s.
Proof of Lemma B.3. Since
U(Zn,n)− U(Zn,n−dske+1)
U(Zn,n)− U(Zn,n−k) < 1,
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for all s ∈ [k−1/5, 1], it is only necessary to prove that
lim inf
n→∞
∫ 1
k−1/5
log
U(Zn,n)− U(Zn,n−dske+1)
U(Zn,n)− U(Zn,n−k) ds ≥ 0.
Since Zn,n/Zn,n−dk4/5e+1 →∞ as n→∞, for any C > 0, when n is sufficiently large,
Zn,n > e2C · Zn,n−dk4/5e+1 ≥ e2C · Zn,n−dske+1,
for all s ∈ [k−1/5, 1]. Considering that U is an increasing function, we get that
U(Zn,n)− U(Zn,n−dske+1)
a(Zn,n−dske+1)
≥ U(e
2C · Zn,n−dske+1)− U(Zn,n−dske+1)
a(Zn,n−dske+1)
→ 2C a.s.
Hence, for sufficiently large n,
U(Zn,n)− U(Zn,n−dske+1)
a(Zn,n−dske+1)
> C .
On the other hand, inequality (24) implies that
U(Zn,n−k)− U(Zn,n−dske+1)
a(Zn,n−dske+1)
≥ log Zn,n−k
Zn,n−dske+1
− ε
(
Zn,n−dske+1
Zn,n−k
)ε
≥ −
(
1
ε
+ ε
)(
Zn,n−dske+1
Zn,n−k
)ε
.
The last step is a direct consequence of the fact that for all x > 1 and ε > 0, log x ≤ 1
ε
xε . Combining the two inequalities
above, we get that for all s ∈ [k−1/5, 1],
U(Zn,n)− U(Zn,n−dske+1)
U(Zn,n)− U(Zn,n−k) =
1
1+ U(Zn,n−dske+1)−U(Zn,n−k)U(Zn,n)−U(Zn,n−dske+1)
>
1
1+ 1C
( 1
ε
+ ε) ( Zn,n−dske+1Zn,n−k )ε
>
1
1+ 1C
( 1
ε
+ ε) · 1( Zn,n−dske+1
Zn,n−k
)ε
=: L(C, ε) ·
(
Zn,n−k
Zn,n−dske+1
)ε
.
Hence,∫ 1
k−1/5
log
U(Zn,n)− U(Zn,n−dske+1)
U(Zn,n)− U(Zn,n−k) ds ≥
∫ 1
k−1/5
(
log L(C, ε)+ ε log Zn,n−k
Zn,n−dske+1
)
ds
= (1− k−1/5) log L(C, ε)+ ε
∫ 1
k−1/5
log
Zn,n−k
Zn,n−dske+1
ds
:= I4 + I5.
As discussed in the proof of Lemma B.2, we have that, as n→∞∫ 1
k−1/5
log
Zn,n−k
Zn,n−dske+1
ds−
∫ 1
k−1/5
log sds→ 0 a.s.
Therefore I5 →−1 almost surely as n→∞. Together with the fact that I4 → log L(C, ε), we get
lim inf
n→∞
∫ 1
k−1/5
log
U(Zn,n)− U(Zn,n−dske+1)
U(Zn,n)− U(Zn,n−k) ds ≥ log L(C, ε)− ε.
By taking ε→ 0 and Cε→∞, we proved the lemma. 
Nowwe shall prove Theorem 2.3. Similarly to the case γ positive we shall find a sequence δn > 0 such that hn(t(δn)) < 0
for sufficiently large n, where t(δ) is defined as t(δ) = δa(Zn,n−k) . Meanwhile, similarly to the case γ negative, we shall prove
that for a sequence sn, h(sn) > 0 holds for sufficiently large n.
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We start with the sequence δn by calculating the upper bounds of fn(t(δn)) and gn(t(δn)) as follows. From the inequalities
log(1+ x) < 1+ x− x2 + x3 and 1/(1+ x) < 1− x+ x2 − x3 + x4 for all x > 0, we get
fn(t(δn))− 1 = 1k
k∑
i=1
log
(
1+ δn(U(Zn,n−i+1)− U(Zn,n−k))
a(Zn,n−k)
)
≤ δnM1 − δ
2
n
2
M2 + δ
3
n
3
M3
gn(t(δn))− 1 = 1k
k∑
i=1
1
1+ δn(U(Zn,n−i+1)−U(Zn,n−k))a(Zn,n−k)
− 1
≤ −δnM1 + δ2nM2 − δ3nM3 + δ4nM4.
Combining the above two, we get that, for δn < 1
hn(t(δn)) ≤ δ2n
(
M2
2
−M21
)
+ δ3n
(
3M1M2
2
− 2M3
3
)
+ δ4n
(
M4 − M
2
2
2
− 4M1M3
3
)
+ δ5n
(
5M2M3
6
+M1M4
)
− δ6n
(
M23
3
+ M2M4
2
)
+ δ7n
M3M4
3
≤ δ2n
(
M2
2
−M21
)
+ δ3n
(
3M1M2
2
− 2M3
3
)
+ δ4n
(
M4 − M
2
2
2
− 4M1M3
3
+ 5M2M3
6
+M1M4 + M3M43
)
:= δ2n(P + Q δn + Rδ2n),
where P = M22 − M21 → 0, Q = 3M1M22 − 2M33 → −1, and R = M4 −
M22
2 − 4M1M33 + 5M2M36 + M1M4 + M3M43 → 96 almost
surely as n→∞.
Choose
δn := −Q −
√
Q 2 − 3 |PR|
2R
> 0.
Then δn → 0 almost surely as n→∞. Hence, for sufficiently large n, 0 < δn < 1. Meanwhile, δn is always on the interval
(
−Q−
√
Q 2−4PR
2R ,
−Q+
√
Q 2−4PR
2R ), which ensures that P+Q δn+Rδ2n < 0. Therefore, continuingwith the upper bound of hn(t(δn)),
we have that, for sufficiently large n, hn(t(δn)) < 0.
For the other side, we use the sn defined in (18) and prove that for sufficiently large n, hn(sn) > 0. Similarly to the proof
for−1 < γ < 0, we have that
fn(sn) > 1− log kk1/5 +
∫ 1
k−1/5
log
U(Zn,n)− U(Zn,n−dske+1)
U(Zn,n)− U(Zn,n−k) ds
a.s.→ 1.
Notice that the last step comes from Lemma B.3.
For gn(sn), similarly to the proof for−1 < γ < 0, by fixing λ > 0, when k > 1/λ, we have that
gn(sn) ≥ 1+
∫ 1
k−1/5
1
Xn,n−Xn,n−dske+1
Xn,n−Xn,n−k + λ
≥ 1+ 1− k
−1/5
1+ λ → 1+
1
1+ λ > 0.
Therefore, for sufficiently large n, hn(sn) > (1− ε)(1+ 11+λ − ε)− 1 > 0,where ε > 0 is small enough.
Although hn(t(δn)) and hn(sn) eventually have different signs, it is so far not sufficient to conclude the existence of a non-
zero root of hn(t) = 0 between t(δn) and sn. The reason is that 0 is always a root of hn(t) lying between these two. In order
to pass this hurdle, we study the behavior of hn(t) at the neighborhood of 0. Notice that h′n(0) = 0 and
h′′n(0) =
1
k
k∑
i=1
(Xn,n−i+1 − Xn,n−k)2 − 2
(
1
k
k∑
i=1
(Xn,n−i+1 − Xn,n−k)
)2
.
The extra condition (5) ensures that on a probability 1 set, h′′n(0) 6= 0. Together with h′n(0) = 0, it is confirmed that hn(t)
has the same sign at the two sides of 0, in a close neighborhood. Now, considering the fact that hn(t(δn)) and hn(sn) have
different signs, it is proved that, for sufficiently large n, with probability 1, there exists a non-zero root t∗n of hn(t) = 0 on
the interval (sn, t(δn)).
Since δn → 0 almost surely as n → ∞, it is not difficult to verify that lim supn→∞ fn(t(δn)) ≤ 1 almost surely. On the
other hand, Lemma B.3 ensures that lim infn→∞ fn(sn) ≥ 1 almost surely. Thus we conclude that γˆn = fn(t∗n )− 1 is strongly
consistent. 
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Appendix C
In this Appendix, we provide the proof of Theorem 4.1 for−1/2 < γ ≤ 0. Since the case γ = 0 is special, we separate
the proof into the following two cases:−1/2 < γ < 0 and γ = 0.
Proof of Theorem 4.1. For−1/2 < γ < 0.
The proof of existence for γ negative showed that
t(δ) = − 1+ δ
U(∞)− Xn,n−k
is the upper bound of the root t∗n , where δ is a fixed negative number. In the proof, we use a fixed δ < 0 instead of a negative
sequence δn → 0 which is different from the proof of the positive case. This is a compromise to have a unified proof for
all −1 < γ < 0. Actually, in case −1/2 < γ < 0, it is still possible to use a negative sequence δn → 0 to prove that
hn(t(δn)) < 0. The proof is parallel to the positive case. Thus we omit its detail but only sketch the main instruments.
Denote
g¯n := 1k
k∑
i=1
(
U(∞)− U(Zn,n−k)
U(∞)− U(Zn,n−i+1)
)2
.
Similarly to Lemma 3.3, the following three relations hold, as n→∞,
fn(t(0))
a.s.−→ γ + 1,
gn(t(0))
a.s.−→ 1
γ + 1 ,
g¯n
a.s.−→ 1
2γ + 1 .
Note that the last relation requires γ > −1/2.
The upper bounds of fn(t(δn)) and gn(t(δn)) are calculated as
fn(t(δn))− fn(t(0)) < δn(1− gn(t(0)))
gn(t(δn))− gn(t(0)) < −δn(gn(t(0))− g¯n)+ δ2n(gn(t(0))− g¯n)2.
Hence,
hn(t(δn)) < fn(t(0))gn(t(0))− 1+ δnCn.
where Cn →− γ 3(1+γ )2(2γ+1) > 0 almost surely as n→∞. Therefore, by taking
δn :=
∣∣fn(t(0))gn(t(0))− 1∣∣ (− 1Cn
)
,
for sufficiently large n, δn < 0 and hn(t(δn)) < 0.
In the proof of the existence for γ negative, we did not define t(δ) for δ > 0 because 1+ t(δ)Y1 > 0 is not always ensured
for positive δ. In particular, when γ < −1/2, as n→∞, it can be proved that eventually 1+ t(δ)Y1 < 0 for any fixed δ > 0.
Thus fn(t(δ)) is not well defined. However, when−1/2 < γ < 0, with the second order condition, it is still possible to define
t(−δn), where δn is the same as above. In this case we firstly verify that 1 + t(−δn)Y1 > 0 holds for sufficiently large n. This
inequality is equivalent to
− δn < U(∞)− U(Zn,n)U(Zn,n)− U(Zn,n−k) . (27)
Similarly to the proof in Section 4, by multiplying
√
k, the left side is Op(1). The right side can be bounded as
√
k
U(∞)− U(Zn,n)
U(Zn,n)− U(Zn,n−k) >
√
k
U(∞)− U(Zn,n)
U(∞)− U(Zn,n−k)
≥ √k(1− ε)
(
Zn,n
Zn,n−k
)γ−ε
,
where ε is a given positive number. It can be proved that Zn,n
k1−εZn,n−k
→∞ almost surely as n→∞. Hence for anyM > 0
√
k
U(∞)− U(Zn,n)
U(Zn,n)− U(Zn,n−k) >
√
k(1− ε) (Mk1−ε)γ−ε
= (1− ε)Mγ−εk(1−ε)(γ−ε)+1/2.
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Because γ > −1/2, for sufficiently small ε, (1 − ε)(γ − ε) + 1/2 > 0. Thus, the right side goes to infinity which verifies
the inequality (27), i.e. fn(t(−δn)) and gn(t(−δn)) are well defined.
Nowwe turn to the lower bounds of fn(t(−δn)) and gn(t(−δn)). First of all, from the proof of the inequality (27), it is observed
that the inequality can be improved as
−δn < τ
(
U(∞)− U(Zn,n)
U(Zn,n)− U(Zn,n−k)
)
for any τ > 0 and sufficiently large n(τ ). It implies that, eventually, the following relation holds,
−δnU(Zn,n)− U(Zn,n−k)U(∞)− U(Zn,n) < τ .
From the inequality that log(1− x) > −x1−x for all 0 < x < 1, the lower bound of fn(t(−δn)) is given as
fn(t(−δn))− fn(t(0)) ≥ δn
1+ δn U(Zn,n)−U(Zn,n−k)U(∞)−U(Zn,n)
(gn(t(0))− 1)
>
δn
1− τ (gn(t
(0))− 1).
Meanwhile, we have that
gn(t(−δn))− gn(t(0)) ≥ −δn(g¯n − gn(t(0))).
Hence, combining these two,
hn(t(−δn)) > fn(t(0))gn(t(0))− 1+ δnDn,
where Dn →− 11−τ γ(1+γ )2 + γ1+2γ < 0 for sufficiently small τ . Meanwhile, since
1
1− τ
γ
(1+ γ )2 −
γ
1+ 2γ < −
γ 3
(1+ γ )2(2γ + 1) ,
it implies that, eventually,−Dn < Cn. Therefore, when modifying δn by
δ′n :=
∣∣fn(t(0))gn(t(0))− 1∣∣ ( 1Dn
)
,
it still serves the purpose that hn(t(δ
′
n)) < 0 and
√
kδ′n = Op(1). Furthermore, hn(t(−δ′n)) > 0 is now ensured.
Finally, when−1/2 < γ < 0, with the second order condition, there exists a root t∗n of hn(t) = 0 lying between t(δ′n) and
t(−δ′n).
Now, with the second order condition, similarly to the positive case, we first study the asymptotic behavior of
t(±δ′n)a(n/k). Notice that in the negative case one may take a(t) = −γ (U(∞)− U(t)). It is clear that
t(δ
′
n)a(n/k) = γ (1− δ′n)
U(∞)− U(n/k)
U(∞)− U(Zn,n−k) .
Under the second order condition, the asymptotic property of the location estimation implies that
√
k
(
U(∞)− U(n/k)
U(∞)− U(Zn,n−k) − 1
)
= Op(1).
Together with the fact that
√
kδ′n = Op(1), we get that
√
k(t(δ
′
n)a(n/k)− γ ) = Op(1). A similar result holds for t(−δ′n)a(n/k),
hence, also t∗n . This completes the proof of (16) for−1/2 < γ < 0.
Proof of Theorem 4.1. For γ = 0.
The proof of existence for γ = 0 showed that by defining t(δ) = δa(Zn,n−k) and choosing a suitable positive sequence
δn → 0 as n → ∞, we obtained the upper bound of the root t∗n as t(δn). For the lower bound, with only the first order
condition, we could not choose a corresponding negative sequence because it is not ensured that 1+ t(δ)Y1 > 0 for negative
δ. As a compromise, we used sn defined in (18). Now, under the second order condition, we can pass the hurdle and go back
to a similar set-up as the upper bound. The reason arises from the following lemma.
Lemma C.1. Suppose the second order condition holds with γ = 0. Suppose the sequence k satisfies the condition in Lemma B.1.
Then, for any p > 0, as n→∞
k−p
U(Zn,n)− U(Zn,n−k)
a(Zn,n−k)
a.s.→ 0.
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Proof of Lemma C.1. It is only necessary to prove that
lim sup
n→∞
k−p
U(Zn,n)− U(Zn,n−k)
a(Zn,n−k)
= 0 a.s.
Under the second order condition with γ = 0, Theorem 2.3.6 in [14] provides the following inequality: for any ε > 0, there
exists t0 such that for all t ≥ t0 and x ≥ 1,∣∣∣∣∣
U(tx)−U(t)
a0(t)
− log x
A0(t)
− Ψρ(x)
∣∣∣∣∣ ≤ εxρ+ε,
where ρ ≤ 0, a0 and A0 are suitable functions with A(t)→ 0 as t →∞, and
Ψρ(x) =

xρ − 1
ρ
, ρ < 0;
1
2
(log x)2, ρ = 0.
By applying this inequality with t = Zn,n−k and x = Zn,n/Zn,n−k, we get that
U(Zn,n)− U(Zn,n−k)
a0(Zn,n−k)
≤ log Zn,n
Zn,n−k
+ A0(Zn,n−k)
(
Ψρ
(
Zn,n
Zn,n−k
)
+ ε
(
Zn,n
Zn,n−k
)ρ+ε)
:= I6 + I7.
Firstly, Lemma B.1 ensures that I6/kp → 0 as n→∞. Secondly, by choosing ε < p, it is not difficult to verify that as n→∞,
1
kp
ε
(
Zn,n
Zn,n−k
)ρ+ε
→ 0.
When ρ < 0, since limx→∞ Ψρ(x) = −1/ρ, we have that as n→∞,
1
kp
Ψρ
(
Zn,n
Zn,n−k
)
→ 0.
For ρ = 0, by applying Lemma B.1, the above relation still holds. Together with the fact that A0(Zn,n−k)→ 0 as n→∞, we
have that I7/kp → 0 as n → ∞. Thus we proved the lemma for substituting a by a0. Notice that a0(t) ∼ a(t) as t → ∞.
The lemma holds for any a function satisfying the second order condition. 
By taking p = 1/2 in Lemma C.1 we get that for any negative sequence δ′n satisfying that
√
kδ′n = Op(1), as n → ∞,
t(δ
′
n)Y1 → 0 almost surely. Thus 1 + t(δ′n)Y1 > 0 holds for sufficiently large n. We shall find such a sequence ensuring the
inequality hn(t(δ
′
n)) > 0. From the discussion above, we get that, when n is sufficiently large, 0 > t(δ
′
n)Y1 > −1/6. Since
log(1+ x) > x− x2/2+ x3/(3(1− 1/6)) for all−1/6 < x < 0, we get that
fn(t(δ
′
n)) ≥ M1δ′n −
M2
2
(δ′n)
2 + 2M3
5
(δ′n)
3,
where Ml is defined in Lemma B.2 for l ∈ N. Together with the inequality that gn(t(δ′n)) ≥ 1 − M1δ′n + M2(δ′n)2 − M3(δ′n)3,
for−1 < δ′n < 0, the lower bound of hn(t(δ′n)) is given as
hn(t(δ
′
n)) ≥ (δ′n)2
(
M2
2
−M21
)
+ (δ′n)3
(
−3M3
5
+ 3M1M2
2
)
− (δ′n)4
(
7M3M1
5
+ M
2
2
2
)
+ (δ′n)5
9M2M3
10
− (δ′n)6
2M23
5
≥ (δ′n)2
(
M2
2
−M21
)
+ (δ′n)3
(
−3M3
5
+ 3M1M2
2
)
− (δ′n)4
(
7M3M1
5
+ M
2
2
2
)
− (δ′n)4
9M2M3
10
− (δ′n)4
2M23
5
:= (δ′n)2P + (δ′n)3Q1 + (δ′n)4R1,
where P = M22 −M21 → 0, Q1 = − 3M35 + 3M1M22 →−3/5, and R1 = −
(
7M3M1
5 +
M22
2 + 9M2M310 +
2M23
5
)
→− 1785 as n→∞.
Denote
δ′n :=
−Q1 −
√
Q 21 − 3 |PR1|
2R1
< 0.
Then δ′n → 0 almost surely as n→∞. Hence, for sufficiently large n,−1 < δ′n < 0. Meanwhile, δ′n is always on the interval
(
−Q1+
√
Q 21−4PR1
2R1
,
−Q1−
√
Q 21−4PR1
2R1
), which ensures that P + Q1δ′n + R1(δ′n)2 > 0. Therefore, continuing with the lower bound
of hn(t(δ
′
n)), we have that, for sufficiently large n, hn(t(δ
′
n)) > 0.
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Hence, similarly to the proof of the existence for γ = 0, we conclude that for sufficiently large n, there exists a non-zero
root t∗n of hn(t) = 0 lying between t(δ′n) and t(δn).
Now we turn to consider the speed of convergence under the second order condition, i.e. we change from almost
surely convergence to convergence in probability. It is not difficult to verify that with the second order condition, for Ml
in Lemma B.2, the speeds of convergence are at the level 1/
√
k, which implies the same speeds of convergence for P , Q1
and R1, thus also δ′n, i.e.
√
kδ′n = Op(1). Because a is a regularly varying function with index 0 and Zn,n−k/(n/k)→ 1 almost
surely as n→∞, it is a direct consequence that a(n/k)/a(Zn,n−k)→ 1 almost surely. Since t(δ′n)a(n/k) = δ′n · a(n/k)a(Zn,n−k) , we
get that that
√
kt(δ
′
n)a(n/k) = Op(1), i.e. (16) holds for t(δ′n).
We recall the definition of δn as
δn := −Q −
√
Q 2 − 3 |PS|
2S
> 0.
For the definitions of Q , P and S, see the proof of existence in the case γ = 0. Similarly to the discussion above, we obtain
the result for t(δn) similar to the one for t(δ
′
n). Thus (16) holds for t∗n which lies in between t(δ
′
n) and t(δn). 
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