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Running economy (RE) has previously been shown to be associated with 
endurance running performance.  Neuromuscular characteristics, such as the activity of 
lower-extremity biarticular muscles during stance, have shown both positive and negative 
relationships with RE.  That is, a positive relationship would indicate as there is more 
muscular excitation, more oxygen would be used for running, leading to a performance 
detriment.  These conflicting relationships with neuromuscular activity have used two 
separate electromyographic (EMG) analyses, as there is no gold standard for the 
processing of EMG data. 
The first study was performed in order to compare the EMG analysis methods of 
each of the previous two studies using a common dataset.  The results generally confirm 
that there is a negative relationship between RE and muscular activity of biarticular 
muscles during stance.  Women and men showed differing results.  When considered 
separately, women showed mostly negative associations, while men showed both 
negative and positive associations between RE and muscular activity.  It is recommended 
that women and men be studied independently when considering the relationship between 
RE and muscular activity.  Young runners showed negative associations between RE and 
muscular activations while older runners showed positive associations.  This should be 





The second study compared two, more novel, methods of EMG analysis 
techniques and muscular activity durations during stance.  These methods were the 
Teager-Kaiser Energy Operator conditioner (TKEO) and the Approximated Generalized 
Likelihood-Ratio (AGLR) step processing.  The novelty of the study is using these 
methods to analyze running gait data, as opposed to isometric activity or walking gait 
data.  There was a difference using these two methods in identifying the on -set of 
muscular activity which lead to different durations of muscular activity, with TKEO 
conditioning producing longer durations. 
Overall, the results of these two studies indicate that EMG processing techniques 
influence the results of the study as the same data set was used with four different 
methods of processing, producing four different results.  Exploring the muscular activity 
durations produced by the four EMG data processing techniques, there were differences 
between the four methods in the relationship of the determined duration of muscular 
activity and RE.  It is recommended to consider the effects of the specific EMG 
processing technique when using EMG data in an investigation.  In addition, the four 
methods produced different degrees of the relationship between RE and the muscular 
activity.  Most significant (p ≤ .05) and trending (p ≤ .10) relationships between RE and 
muscular activity were negative, although few were positive.  Again, women and men 
showed different relationships with RE and muscular activity than each other.  Future 
studies should take into account the method of EMG analysis to be used, as well as 
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Runners with homogenous ability to maximally use oxygen (VO2max) do not 
always have the same race performance (e.g., finishing time).  Running economy (RE) 
can differentiate this homogenous group of runners (Conley & Krahenbuhl, 1980).  RE is 
defined as the steady-state rate of oxygen consumption (VO2) for a standardized running 
speed.  If a runner can perform using less oxygen for a given speed, they are termed 
“economical” and will outperform “non-economical” runners if they have the ability to 
run at that submaximal level for a longer period of time.  Conley & Krahenbuhl (1980) 
found that RE accounts for a large variance (64%) in race performance even when 
runners have similar VO2max levels.  Daniels (1985) and others (e.g., Conley & 
Krahenbuhl, 1980, and Saunders, Pyne, Telford & Hawley, 2004) showed that in groups 
of runners with similar VO2max levels, RE can vary by 20-30%.  These pioneers in RE 
research set the stage for the current investigations; it is important to determine what 
factors influence RE and how a runner can positively affect their RE so that their 
performance improves.   
There have been studies that alter running kinematics and kinetics in hopes of 
improving RE, but only some have shown differences.  Alterations in stride length (SL) is 
one that has shown a difference.  Preferred stride length or 3% shorter than preferred, has 
been shown as the most economical running gait (Connick & Li, 2014).  In Connick and 





metronome to alter their stride frequency (SF).  Altering stride frequency in turn altered 
stride length as speed was held constant (SL x SF = speed).  Runners altered their SL 
from preferred to ± 4 and 8% of preferred.  Metabolic gases were collected to determine 
each runner’s RE.  A quadratic fit to the data was performed and it was determined that 
running at 3% shorter than preferred SL was optimal in terms of the best RE, i.e. lowest 
VO2 values (Connick & Li, 2014). 
While not altering kinematics or kinetics experimentally, studies have 
investigated interindividual differences in RE and different biomechanical characteristics 
of running form when looking cross-sectionally at runners and correlating different 
characteristics with metabolic cost.  Williams & Cavanagh (1987) performed an 
exhaustive study in this area.  They looked at 31 runners extensively and divided them 
into three groups based upon VO2submax values to look at differences in the runners’ 
characteristics between low, medium and high VO2 values during a submaximal run.  
They determined significant differences between groups, as well as identified differences 
that showed trends, and were not different between these groups various in kinematic and 
kinetic variables.  Among those biomechanical variables different between groups were 
the impact peak of the vertical ground reaction force, more forward trunk lean, and 
smaller maximal plantar flexion following toe off for the more economical group (e.g., 
low VO2submax value group).  Those variables showing nonsignificant differences, but 
showing trends for greater RE included lower whole body mechanical power, greater 
between segment energy transfers, more rear foot strike, greater knee flexion during 
support, and less vertical oscillation of the center of mass.  No group differences were 





Another group of factors to consider aside from kinematic and kinetic variables 
that Williams and Cavanagh (1987) considered, are the neuromuscular characteristics that 
drive the motion of the runner.  Coactivation of lower extremity biarticular muscles (i.e., 
Rectus Femoris, Biceps Femoris, and Gastrocnemius) have shown both positive (Moore, 
Jones, & Dixon, 2014) and negative (Heise, Shinohara, & Binks, 2008) correlations with 
the metabolic cost of running.  In the study by Moore et al. (2014), it was demonstrated 
that levels of muscular coactivity are positively correlated with the RE at three set speeds 
(9.1, 11, and 12 km·h-1) in women.  From this study, Moore and colleagues (2014) 
determined that women recreational runners had worse RE if they had higher coactivity 
between muscles (rS = 0.63 to 0.69).  These findings contradicted a previous study by 
Heise et al. (2008), where women runners ran at an individualized speed that 
corresponded to a rating of perceived exertion level of 6 on a 0-10 (10 being very, very 
hard exertion) scale and measured metabolic cost of running and coactivity levels of 
specific muscles.  In their results, it was shown that levels of coactivity were negatively 
correlated to the RE (rS = -0.67) (Heise et al., 2008).  These results of Heise et al. (2008) 
align with previous work by Heise, Morgan, Hough & Craib (1996).  In a homogenous 
group of men runners, Heise et al. (1996) looked at the RE and correlated it with muscle 
on-times during swing and stance as well as pairs of muscle coactivity during swing and 
stance.  While not significant, a strong negative correlation emerged from their results 
between rectus femoris- hamstrings coactivity and the runners’ RE (rS = -0.67).   
These conflicting results of Moore et al. (2014), Heise et al. (1996) and Heise et 
al. (2008) leave questions as to the differences between methodologies used to produce 





include determination of initial contact and stance phase, creation of the linear envelope 
of the electromyographic data, and determination of on- and off-set of muscular activity. 
Muscular activity and corresponding coactivity appear to be some of the 
neuromuscular factors associated with RE; they have been shown to be positively and 
negatively correlated with RE.  Further experimentation to determine the reason for the 
discrepancies is necessary.   
Study One Hypotheses 
Given the conflicting, previous results, study one was constructed to replicate the analytic 
procedures of Heise et al. (1996) and Heise et al. (2008) and Moore et al. (2014) using a 
common data set, to determine the nature of the relationships between RE and muscular 
coactivation.  Therefore, the following hypotheses were tested:  
H1 Using the methods of Moore et al. (2014), the data will show positive 
correlations of RE with durations/coactivations of biarticular muscles 
during stance. 
 
H2 Using the methods of Heise et al. (1996) and Heise et al. (2008), the data 
will show negative correlations of RE with durations/coactivations of 
biarticular muscles during stance. 
 
Study Two Hypotheses   
Many methods exist for processing electromyographic signals.  Study two was 
constructed to determine if there are differences between two, novel to running, 
processing techniques to determine on- and off-set of muscle activity using a common 
data set.  It was hypothesized that, between two identified methods of determining 
muscle on- and off-sets (TKEO conditioning and AGLR-step processing), that: 
H1 There will be differences in the individual muscle durations during stance 
when running at three different speeds between all subjects, women and 
men separately.  TKEO conditioning would producing longer durations of 
muscle activity than AGLR-step processing because of the nature of 





produce longer durations than AGLR-step because it will detect the 
smallest rise from baseline as activity. 
 
H2  Corresponding to longer durations with TKEO conditioning, coactivity 
during stance phase, between the muscle pairs previously investigated, 
will demonstrate corresponding differences between methods as well, with 













REVIEW OF LITERATURE 
Motivating Research 
A small, 1% improvement in 10 km time at the world-class level, produces about 
a 16 s faster time and a 100 m difference in finishing placement (Williams, 2000).  If 
there were any way to improve the human machine, even a small change, it would be 
important to the performance of the runner.  As a predictor of race performance in 
distance running, the maximal ability to use oxygen (VO2max) will be useful for a 
heterogeneous group of runners; that is, when a large range of ability takes to the start 
line of an endurance race, generally the one with the highest VO2max will win.  When it 
comes to similar physiological ability, or rather within a group of runners with very 
similar VO2max values, it is more difficult to predict a winner based upon maximal aerobic 
capacity alone (Brooks, Fahey, White, & Baldwin, 2000).  In 1980, Conley & 
Krahenbuhl presented a study that took a homogenous group (n = 12) of top runners in a 
nationally prominent 10 km race, compared their ability to use oxygen at a maximal rate 
(VO2max) and at submaximal effort (VO2submax), and correlated those values with the 
runner’s race performance (i.e. race finishing time).  Conley and Krahenbuhl determined 
that, in this homogenous sample of runners, VO2max was not correlated with race 
performance (r = -0.12), but VO2submax was highly correlated with performance (r = 0.79 
to 0.83, across three speeds).   
This submaximal usage of oxygen at a given speed is termed running economy 





(mL·kg-1·min-1) for a given speed of running.  Conley and Krahenbuhl (1980) found that 
RE would account for a large and significant portion of the variation (64%) in 
performance in a 10 km race.  Looking into other structural reasons for the differences in 
race performance, they found very few differences in the runners’ physical dimensions or 
anthropometry.  Specifically, Conley and Krahenbuhl measured height and mass, and 
skinfold measurements to determine body fat.  Height varied in range only by 9 cm, mass 
by 3 kg, and skinfold measurements by 17.9 mm over six sites.  Conley and Krahenbuhl 
(1980) do not argue against the importance of VO2max as an indicator of performance.  
They only suggest that when looking at a homogenous group in terms of performance 
ability, of highly trained runners, to look at the runner’s RE to determine differences 
between the runners. 
In 1987, Williams and Cavanagh investigated running mechanics to explain how 
RE determines race performance.  They performed an extensive study measuring running 
mechanics and RE with a large number of runners (n = 31).  They separated the runners 
into three subgroups based upon their RE and looked at many kinematic and kinetic 
variables in an effort to explain group differences in RE.  They concluded that no single 
variable can explain the differences in the groups, but suggested that RE is influenced by 
many different biomechanical variables (Williams & Cavanagh, 1987).  These studies 
(e.g., Conley & Krahenbuhl, 1980 and Williams & Cavanagh, 1987) led to many further 
biomechanical investigations trying to explain the differences in RE and performance. 
 While Williams and Cavanagh (1987) studied many different characteristics of 
running, they did not study any neuromuscular factors.  Neuromuscular factors include 
muscle activation (amplitude and duration), muscle coordination, and musculotendon 





electromyography and can be used to study the timing and duration of muscle activity as 
well as the amplitude of muscle activity.  These muscular activation durations and 
amplitude variables can help explain when and how the muscles are active.  This can aid 
in the investigation of muscle coordination and how the active muscles are being used.  If 
there were a way to alter muscle activation patterns to produce a more economical 
running pattern, even a small change in the muscular activation and then RE could put the 
runner ahead of their competition. 
Physiology of Distance Running 
As metabolically active tissue, muscles use oxygen and produce carbon dioxide as 
they produce energy for the body to move.  The more active a person is, the more energy 
they require, and the more oxygen they will need as fuel for muscles.  The ability to use 
that oxygen effectively then determines how much a person can move, and in turn run.  
Using oxygen economically will differentiate runners’ abilities in this area. 
In 1949, Weir proposed a method for calculating energy expenditure based upon 
the amounts of metabolic gases consumed and produced.  The Weir equation is: 
Total kg.cal. = 3.9* L of Oxygen consumed + 1.1*L of Carbon Dioxide produced 
and will be calculated in kcal·min-1, but can be converted to other units as needed for 
calculating energetics of the human system.  This equation takes into account both the 
oxygen consumed and the carbon dioxide produced.  Many studies look only at the rate 
of oxygen used (VO2).  Weir takes into account not only the amount of oxygen 
consumed, but also the carbon dioxide produced; however, it is very nearly a conversion 
factor to use only the amount of oxygen consumed.  When calculating the correlation 





equation using both oxygen consumed and carbon dioxide produced on the same data set 
from a VO2peak test (Figure 2.1), the correlation is almost perfect (r = 0.997). 
Figure 2.1. Scatterplot of Weir’s calculation of energy expenditure (W·kg-1) and the rate 
of oxygen consumption (VO2, mL·kg
-1·min-1) during a VO2peak test (Unpublished 
Research).
 
When the energetic cost of locomotion is graphed against the speed of 
locomotion, it forms a “U-shape” during walking (Figure 2.2).  As the speed of walking 
increases, the cost decreases until an optimal, most economical speed has been reached, 
and then energy cost will increase as the speed increases beyond this optimal speed.  
After the walk to run transition has been reached, and locomotion becomes a run, the 
energy cost of running is similar regardless of running speed.  The energetic cost may 
even decrease as the speed of running increases.  If the energetic cost remains the same,  
the same distance covered will cost the same amount of energy, regardless of the speed it 








Figure 2.2. Energy cost (J·m-1) as speed increases from walking to running. From 
Novacheck (1998). 
 
Submaximal usage of energy, and in turn consumption of oxygen, termed RE 
must have determinants that effect RE.  Physiological variables that are correlated with 
RE are heart rate and minute ventilation.  Pate, Macera, Bartoli and Maney (1989) 
determined that during a submaximal run at 6 mph, heart rate and minute ventilation were 
positively correlated with RE in a diverse sample of runners.  Once the sample of runners 
becomes more homogenous in performance (e.g., race time or VO2max), it may be more 
difficult to distinguish the differences in physiological characteristics of runners. 
Training Status and Running Economy 
As mentioned previously, RE is defined as the steady state submaximal usage of 
oxygen while running at a constant speed.  The more economical a runner is, the lower 
their VO2submax value will be at a given speed.  Williams and Cavanagh (1987) were not 
the only group to study different classifications and ability levels of runners.  Pollock 





well as different race distances (middle to long distance and marathoners) in elite runners.  
Pollock (1977) demonstrated that different training statuses have differences in RE 
(Figure 2.3).  The runners that were more economical (lower VO2submax) were the more 
highly trained runners (solid line).  Differences between “good” and “elite” runners 
surfaced as well with “elite” runners being more economical.  This shows that RE is a 
function of training state and can possibly be trained on a global scale. The bottom graph 
of Figure 2.3 shows that at the same speed of running, elite runners (solid line) ran at a 













Figure 2.3. Relative VO2 during a continuous submaximal run (top graph) and percent of 
VO2max during the same submaximal continuous run (bottom graph) comparing good and 
elite runners.  From Pollock (1977). 
 
Pollack also showed that there is a difference between middle and long distance 
runners and marathoners in RE, with marathoners being more economical than middle to 
long distance runners at two set speeds (10 and 12 mph) (Figure 2.4).  In the top graph of 
Figure 2.4, middle to long distance runners (solid line) have higher VO2submax than that of 
the marathon runners (dashed line).  RE can then vary based upon training for a particular 
set of distances.  For example, 800 and 1500 m runners will be more economical than 





distance runners at slower speeds (Daniels & Daniels, 1992).  This is a training effect as 
the runner tends to be more economical at speeds that the runner trains at. 
Figure 2.4. Relative VO2 (top graph) and percent of VO2max (bottom graph) during a 
continuous submaximal run comparing middle-long distance runners and marathoners. 
From Pollock (1977). 
 
There also appears to be a difference in RE with exposure time to running; the 
more experience and higher the training volume the runner has, the less variable they 
become in kinematics, kinetics, and neuromuscular behaviors, as suggested by Barnes 
and Kilding (2015) in a review paper discussing determining factors of RE.  More highly 
trained runners (i.e., higher exposure to running) are more skilled at running than novices 
are at running, and have less intra- and inter-individual variance (Chapman, Vicenzino, 





mechanics through a gait analysis using electromyography from five leg muscles and 
comparing muscle durations, coactivation, and timing of activity between and within 
groups.  The novice runners had longer muscular activity durations and higher individual 
variance, as measured by variability in muscle recruitment between strides, than the more 
highly trained runners.  This idea that there is a learning effect of training and exposure 
time in order to improve kinematics, kinetics and neuromuscular is supported by Moore, 
Jones and Dixon (2012).  They demonstrated improved RE by 8.4% in novice women 
runners after a ten-week training program.  Moore et al. (2012) did a pre- and post-test 
design including a gait analysis before and after ten weeks of run training.  The ten weeks 
was a training program of increasing mileage and time spent running.  These novice 
women runners adopted a more economical running pattern from a self-optimization 
process.  Almost 95% of the improved RE came from three factors: less extended knee at 
toe-off, later peak dorsiflexion in stance phase, and a slower eversion velocity at touch-
down (Moore et al., 2012).   
General Biomechanics Related To Running Economy 
Factors that affect running gait are modifiable, such as stride length, foot strike 
pattern, and vertical oscillation of the center of mass.  Others are unmodifiable and very 
few are genetically coded.  For example, unmodifiable factors would include muscle fiber 
composition, substrate metabolism rates, and internal body temperature (Barnes & 
Kilding, 2015).  According to Moore (2016), there can be a 2-8% short-term training 
induced improvements in RE, from plyometric, strength and resistance, interval and 
altitude training as examples.  There can also be up to a 15% improvement in RE due to 





can be modified or potentially modified, as well as some training techniques that are 
purported to improve RE. 
Spatiotemporal 
It has been shown that changes in stride length alter RE; however, it is unclear 
whether humans naturally choose an optimal stride length or whether they 
physiologically adapt to a given stride length after much training at that stride length, or a 
combination of both choosing and physiological adaptation (Barnes & Kilding, 2015).  
Preferred stride length to slightly less than preferred has been shown to be optimal 
(Connick & Li, 2014 and Morgan et al., 1994).  In a study by Morgan et al. (1994), they 
took runners that displayed high VO2 and an uneconomical stride length and trained them 
over a 3-week period using visual and auditory feedback to shorten their stride length.  
Morgan et al. (1994) demonstrated that uneconomical runners can alter, and be trained to 
alter their stride length to a shorter, more optimal length.  At this more optimal stride 
length they decreased their VO2 while keeping speed constant, compared to the previous 
freely chosen stride length.  Their results showed, using regression equations and mean 
assumptions, that when extrapolated over the marathon distance, on average, a runner 
would save more than 3 minutes of time with their new optimal stride length (Morgan et 
al., 1994).  They also suggest that at shorter distances and higher racing intensities, these 
results may not transfer as there may be more complex interactions between gait 
mechanics and physiological measures, so further investigations are necessary. 
 In another study investigating RE and stride length, Connick and Li (2014) 
moderately manipulated stride length to +/- 4 and 8% from preferred.  In this study they 
determined the preferred stride pattern for each runner.  Once this was established, a 





showed that a stride length less than preferred was optimal from a RE standpoint.  When 
a quadratic fit was applied to the RE data, they determined that RE was optimized at 3% 
shorter than preferred (Connick & Li, 2014).  They also noticed that the “U-shape” curve 
of RE versus stride length (Figure 2.5) is relatively flat and RE could potentially be 
optimized at a range of stride lengths (Connick & Li, 2014). 
Figure 2.5. Running economy as a quadratic function of stride length, optimized at -2.9% 
of preferred length.  From Connick & Li (2014). 
 
Kinematics 
In Williams and Cavanagh’s (1987) extensive biomechanical study, they found 
large variations in RE between runners.  They split the runners into three groups based 
upon their RE, and analyzed many different variables to compare between these groups.  
Within these different RE-based groups they found differences in variables between the 
groups, some were significant and some were strong trends.  In anthropometric data, 





also saw that few kinematic variables distinguished groups of runners (Williams & 
Cavanagh, 1987).  Those kinematic variables showing significance between groups or 
strong trends are shown illustrated in Figure 2.6.  This includes: shank angle at foot strike 
(SANG), angle of trunk lean (TANG), maximum plantar flexion angle (PFLEX), 
maximum knee flexion angle during support phase (KFLEXS), lowest velocity of the 
knee joint center during support phase (KVEL), total 3D wrist excursion during a running 
cycle (WEXC), and range of vertical oscillation of the center of mass during a running 

















Figure 2.6. Differences in selected kinematics between the three running economy 
(VO2submax) groups.  Note: low VO2submax demonstrates high RE.  From Williams & 
Cavanagh (1987). 
 
Increased vertical oscillation of the center of mass (bottom panel of Figure 2.6) 
can increase RE.  Large vertical oscillation is related to an increase the cost of running, as 
Williams and Cavanagh (1987) demonstrated.   This is due to the extra cost associated 





increase the cost of movement.  A consistent trend between groups of runners based upon 
high, medium, and low VO2submax, showed that low VO2submax groups had less vertical 
oscillation than runners with high VO2submax (Williams & Cavanagh, 1987).  Given these 
“isolated” and “non-related” results, Williams and Cavanagh (1987) concluded that there 
is large variation in running kinematics and that there appears to be little scientific 
evidence of a universally economical kinematic gait pattern.   
Arm swing, while important for countering the momentum of the lower body in 
the transverse plane, is also important in lowering metabolic cost.  Arellano and Kram 
(2014b) reinvestigated a few different studies and portioned the cost of running using a 
synergistic task-by-task approach.  From this task-by-task approach, they determined that 
maintaining arm swing lowers metabolic cost by 3%.  They proposed that this was due to 
a reduction in torso movement (Arellano & Kram, 2014a). 
Interventions to try and improve “form” have not shown drastic improvements in 
RE among trained and untrained runners.  Fletcher, Bartlett, Romanov and Fotouhi 
(2008) investigated an intervention between heel-toe running and Pose method of 
running.  They trained a cohort of subjects in the Pose method and had a control group of 
heel-toe runners and measured many biomechanical factors along with RE.  Fletcher and 
colleagues (2008) determined that there were changes in kinematics between the pre-
testing and post-testing in Pose runners, as well as differences between Pose and heel-toe 
runners in post-testing.  This indicated that while there was a difference in the two 
running techniques, there was not a difference in RE from pre- to post-testing in either 
the control or Pose groups or an interaction between groups (Fletcher et al., 2008).  
In another study looking to “improve” novice runners’ kinematics, Craighead, 





week intervention.  They however, did not show any improvements or detriments in RE 
between the groups that had the technique intervention and the group that just ran without 
the technique intervention (Craighead et al., 2014).  Moore (2016) suggests that within 
these studies, there were either too many improvements made at once or that the 
improvements were not the right ones to improve RE.  Clansey, Hanlon, Wallace Nevill, 
& Lake (2014) showed that RE does not change after gait retraining using visual 
feedback for 3 weeks; however they did show that it decreased peak tibial acceleration 
and loading rates.  These studies, while they did not show improvements or detriments in 
RE, show that there can be some changes in running kinematics and even kinetics that are 
modifiable without changing RE.  This has important implications for injuries as there 
could be positive improvements in biomechanical variables, which have been shown to 
be risk factors for injury, without sacrificing race performance as RE is an important 
determinant in performance. 
Kinetics 
Kram and Taylor (1990) hypothesized that the rate of energy used for running is 
inversely related to the time the foot is in contact with the ground.  They tested a range 
speeds of locomotion and sizes of animals for this experiment.  For this, they had 
different animals run at varying speeds on a treadmill and measured oxygen consumption 
while running.  From these data they graphed the cost of transport multiplied by step 
length and body weight of each animal and determined a cost coefficient relationship 
with a slope of 0.04.  This relationship was independent of animal size.  Kram and Taylor 
(1990) concluded that the cost of transport for an animal is primarily determined by the 
cost of supporting the weight of the animal and the time the force is generated by the 





mass of the person and the ground contact time (i.e., time of stance phase).  Stance phase 
is where the runner generates the force required to support their mass and produce 
forward propulsion.   
Heise and Martin (2001) used this finding to hypothesize that less economical 
runners would have higher vertical impulses; that is, more vertical motion is more 
metabolically costly and wasteful.  In this study it was determined that where there were 
positive correlations with RE and total and net vertical impulses, so that a higher 
metabolic cost is associated with higher impulses.  They correlated RE with total vertical 
impulse and net vertical impulse and reported significant positive correlations (r = 0.62 
and 0.60, respectively).  They did not observe significant correlations between RE and 
anteroposterior or mediolateral impulses.   
Investigation into lower extremity mechanical work showed differences between 
high and low metabolic power runners (Heise, Smith & Martin, 2011).  Metabolic power 
is measured in W·kg-1 using the Weir (1949) equation for metabolic energy expenditure, 
converting to Watts and then normalizing by body mass.  High metabolic power 
represents poor economy.  Heise et al. (2011) correlated positive and negative work done 
at each joint, separately, with metabolic power and saw that the significant correlations 
explained between 36-48% of the variability in metabolic power of the runners.  Those 
significant relationships at the hip were both positive in negative and positive work, 
meaning that metabolic power was related to negative work (r = 0.69) and positive work 
at the hip (r = 0.60).  At the knee, only positive work produced a significant relationship: 
metabolic power was associated with positive work (r = -0.64).  At the ankle, metabolic 
power was related to negative work (r = -0.65) and positive work (r = 0.60).  Figure 2.7 





metabolic power (i.e., more economical) rely greatly on the hip to dissipate energy, 
greatly on the knee to generate energy, and less reliance on the ankle for either energy 
generation or dissipation (Heise et al., 2011).   
Looking at whole body mechanics, not joint specific contributions to metabolic 
costs, Arellano and Kram (2014b) reviewed a series of studies.  From those studies, they 
used a synergistic task by task approach for segmenting the metabolic cost of running 
into its biomechanical constituents.  They compared various studies that delved into 
supporting different aspects of running, from assisted forward motion to sideways pulling 
and body weight support.  They determined that 80% of the net metabolic cost of running 
goes into body weight support and forward propulsion (Arellano & Kram, 2014b).  This 
agrees with Kram and Taylor (1990) who investigated, in animals of differing masses, the 
metabolic cost of supporting body weight and the cost of forward movement.  Kram and 
Taylor (1990) determined that the cost of running is primarily determined through the 
stance phase of running; the cost of supporting one’s mass and the time that force is 
applied to the ground (i.e. ground contact time).  These studies together suggest that there 
is an economical pattern of kinetics and a strategy for how to use the time in contact with 






Figure 2.7. Scatter plots of metabolic power and mechanical joint work at the hip, knee and 










While there are modifiable factors of the neuromuscular system to improve RE, 
there are also factors that are non-modifiable such as muscle cross-bridge characteristics 
and tendon stiffness.  This section will focus on the neuromuscular factors that are 
modifiable.  In general, more muscle activation will increase metabolic cost, so that a 
more skilled control of movement (e.g. decreased variability in the movement) will then 
decrease cost.  Winter (1990) listed causes of inefficient movement.  These included co-
contractions and jerky movements, among others.  It would seem that co-contraction 
would be costly as two muscles are active at the same time.  Jerky movements would be 
costly as there would be more movement than necessary, and in turn, more muscle 
activity than necessary, as the movements are not refined.   
In an effort to study variability and skilled movements, Chapman et al. (2008) 
studied running patterns of elite triathletes, runners equally trained in running as the 
triathletes, and runners less trained than the triathletes to determine if there were any 
differences in muscle recruitment strategies.   They used fine-wire electromyography in 
this investigation.  Chapman et al. (2008) found that lesser trained runners have increased 
individual variance (more variance between strides), and increased population variance 
(more variance between runners) than the two other groups of runners.  Also, lesser 
trained runners have more extensive and variable coactivity and longer durations of 
muscle activation than well-trained runners.  Chapman et al. (2008) concluded that 
runners equally trained in running as the triathletes and the triathletes themselves are not 
different in their skill level of running as determined by the same amount of variability in 





Coactivity of opposing muscles that surround the joint can modulate joint 
stiffness.  Leg stiffness, however, is the result of the change in vertical displacement of 
the COM while the leg is in contact with the ground.  Leg stiffness is defined as Kleg 
(where Kleg = vertical ground reaction force/change in leg length during stance).  
Stiffness of the propulsive leg can also effect RE.  The propulsive leg is the leg that 
produces more mechanical work, as opposed to the lesser mechanical work leg, termed 
the stick leg.  Dalleau, Belli, Bourdin, and Lacour (1998) determined that if the stiffness 
of the propulsive leg increases, the metabolic cost decreases and improves RE (r = -0.80).  
If speed is held constant, the magnitude of the vertical ground reaction force should not 
change so that as Kleg increases, there is a decrease in the change of the leg length. 
One way that the nervous system can modulate Kleg is through the use of “muscle 
tuning.”  Use of muscle preactivation, so called “muscle tuning,” increases 
musculotendon stiffness and can potentially enhance the work done by the stretch 
shortening cycle.  In a study by Heise and colleagues, economical runners tended to 
activate rectus femoris earlier in swing in preparation for initial contact (Heise et al., 
1996).  This preactivation of the rectus femoris is thought to “pretune” the muscle for 
loading and increase the stiffness of the leg.  Increased stiffness of the leg will in turn 
decrease the vertical oscillation of the center of mass and will also reduce RE.  
Kyröläinen, Belli, and Komi (2001) saw that increasing running speed increased 
preactivation.  This was thought to be a mechanism to tolerate increased loads and 
regulate landing stiffness and in turn improve RE.  It is also known that at “high” speeds 
elastic recovery of energy prevails over the contractile element of muscle and accounts 





ideas, Moore et al. (2014) suggested that increased coactivity about a joint actually 
reduces the efficiency of the stretch shortening cycle, and raises metabolic cost. 
Flexibility of the musculotendon unit also affects the cost of running.  Gleim, 
Stachenfeld, & Nicholas (1990) found that flexibility was negatively correlated to 
metabolic cost from 3-11 km·hr-1.  They classified participants based upon trunk rotation 
and lower limb external rotation into groups.  The researchers hypothesized that, based 
upon the classification system used for participants, inflexibility in the frontal and 
transverse planes of the trunk and hip improved stability of the pelvis and would lower 
the metabolic cost of running by reducing potentially wasteful movements in the frontal 
and transverse planes.  This inflexibility was then hypothesized to equal less muscular 
activation of the stabilizing muscles of the pelvis and decrease the metabolic cost.  Craib 
et al. (1996) also found that range of motion in the hip and calf in the sagittal plane were 
negatively correlated with VO2.  They speculated that, along with Gleim et al. (1990), the 
need for muscular activity for stabilization in the frontal and transverse planes is minimal, 
and that an increased storage and return of elastic energy is possible from the more 
inflexible muscles. 
Muscle Activity and Electromyography 
Characteristics of the neuromuscular system have been studied through use of 
electromyography.  Electromyography studies the nervous system’s interaction with the 
muscular system and electromyography can characterize the way the muscular system 
responds to input for the control of movement.  As with any measurement tool, 
electromyography can be used in many different ways depending on the question and 
purpose of the research.  Some of the ways electromyographic (EMG) signals have been 





(Heise et al., 1996; Connick & Li, 2013, 2014), magnitude of muscle activity 
(Kyröläinen, Avela, & Komi, 2005), coactivity of two muscles (Heise et al., 1996; Heise 
et al., 2008; Moore et al., 2014), and coordination of muscle firing (Prilutsky, Gregor & 
Ryan, 1998; Hug, 2011). 
Determining Muscle Activation Onset 
The determination of when a muscle is “on” or not would seem simple.  A muscle 
is either firing or not.  In the EMG signal, however, it can be hard to determine, 
especially if there is a complex movement or continuous movements.  Di Fabio in 1987 
performed a reliability study on human visual inspection of EMG data and used a 
computerized analysis system for comparison.  He had three assistants who were trained 
in electromyography and reading techniques go through each trial (154 trials) of a data 
collection in gait.  Each examiner independently went through each trial on two separate 
occasions and determined muscle activity on-set.  The computerized analysis system also 
analyzed each trial on two separate occasions to determine muscle activity on-set.  The 
computer had a set threshold of three standard deviations above the mean baseline value 
for determining on-set.  Di Fabio determined an intra-rater agreement of only 51% 
compared to the computer’s 100%, and a inter-rater reliability from r = 0.78 – 0.82 and 
computer r = 1.00 (Di Fabio, 1987).  Di Fabio (1987) concluded that manual inspection 
of many trials is long and tedious.  Although the computer was reliable within itself and 
free from variations in judgement, manual visual inspection was still necessary for 
checking the validity of the computer’s determination. 
A recent study by Carter and Gutierrez (2015) compared four methods of 
determining onset of muscle activity.  The four methods they chose to compare were: 





step, and k-means.  They inspected these methods within a gait study.  Carter and 
Gutierrez (2015) determined that repeatability of the visual method ranged from 12-45% 
of the gait cycle depending on the specific muscle being analyzed.  Overall, the 
approximated generalized likelihood-step agreed best with the visual method and may be 
an acceptable alternative to the visual method. 
The approximated generalized likelihood-ratio (AGLR) step is a method of 
determining the variance of the EMG signal.  In order to perform the AGLR-step method, 
the interdependencies of the EMG signal need to be reduced with a whitening filter.  A 
whitening filter produces an uncorrelated white noise sequence that comprises only 
changes in the variance of the EMG signal.  After the whitening filter has been applied, 
the log-likelihood ratio test is performed on each window of a sliding window of set 
duration.  When the window has a variance exceeding the set threshold, an alarm time is 
noted.  Using the maximum-likelihood function in the next set number of points in the 
EMG signal, the alarm time is precisely determined.  After the whole EMG signal has 
been processed with the log-likelihood ratio test and the maximum-likelihood function, 
the post-processor uses the alarm times and windows to compare the windows against 
each other to see where the equal variances have occurred and if any window variances 
are the equal in adjacent windows. 
The AGLR-step is used when the EMG signal is changing variances in steps, as 
opposed to a ramp function in the EMG signal.  AGLR-step can be used for single or 
multiple on- and off-sets in the EMG signal.  It has often been used for detecting muscle 
activity in reaction-time experiments (e.g. Staude, Kafka, and Wolf, 2000 and Staude, 





Gutierrez, 2015 and Roetenberg, Buurke, Veltink, Cordero, and Hermens, 2003), 
however it has not been used with running gait. 
Another method of “conditioning” EMG signal is called the Teager-Kaiser 
Energy Operator (TKEO).  It considers the instantaneous amplitude and instantaneous 
frequency of the signal in the calculated energy of the signal.  One group compared the 
use of TKEO conditioning within a scheme of filtering routines and visual, threshold, and 
standard deviation methods of determining on- and off-sets (Lauer & Prosser, 2009).  The 
TKEO conditioning improves the signal-to-noise ratio of the EMG signal and can help to 
identify bursts of muscle activity when the ratio is low.  In this investigation, Lauer and 
Prosser (2009) determined that TKEO conditioning is a fairly simple computation to 
employ on data and can be easily used in clinical settings when more complex 
calculations would take a longer time to analyze.   
Another group of researchers compared filtering with a threshold determination, 
visual determination and approximated generalized likelihood determination of on- and 
off-sets with the use of TKEO conditioning of the signal (Solnik, Rider, Steinweg, 
DeVita & Hortobágyi, 2010).  In these comparisons, the signal to noise ratio was 
significantly improved from 12.3 to 357.7 with TKEO conditioning (Solnik et al., 2010).  
Also, the TKEO conditioning improved visual determination onset detection as it 
diminished the noise amplitudes and increased the signal amplitudes of the EMG signal.  
This is a unique property of the TKEO conditioning and has the potential to universally 
improve EMG burst detection regardless of the method of filtering and detection. 
Muscle Coactivity 
There are many ways to define coactivity of muscles during motion.  Some 





muscle’s eccentric to concentric phases (Abe, Muraki, Yanagawa, Fukuoka, and Niihata, 
2007).  Falconer and Winter (1985) published a method that states the coactivity is equal 
to the lowest moment of the two muscles being compared (Figure 2.8, shaded region), as 
the EMG activity of the muscle is relative to the moment the muscle is producing.  They 
approximate the EMG activity and the muscle moment to each other in this method. 
In mathematical terms it is as follows: 








𝐶𝐼 =  
2𝐼𝑎𝑛𝑡
𝐼𝑡𝑜𝑡
 𝑥 100% 
where: 
Iant is the antagonist muscle moment 
t is time 
Mf is the flexor moment 
Me is the extensor moment 
CI is the co-contraction index 









Figure 2.8. The flexor and extensor moments from two opposing muscles during a 
movement.  The shaded area is the co-contraction region as the muscle moments are 
related to the EMG activity of the muscles.  From Falconer & Winter (1985). 
 
This method is different than the methods of Connick and Li (2013 and 2014).  
They determined on-sets and off-sets as 2 standard deviations above a baseline 
(normalized mean activity) and a burst duration of at least 50 ms.  Coactivity then, was 
determined as the concurrent on-time duration of the two muscles being studied.  This 
method of coactivity is similar to the methods of Heise et al. (2008) and Moore et al. 
(2014).  They both created linear envelopes: Heise et al. (2008) used a low-pass filter and 
Moore et al. (2014) a root mean squared calculation.  They each then determined on-sets 
and off-sets to calculate a common on-time duration, during stance specifically.  Heise et 
al. (1996) and Heise et al., (2008) used visual determination for on- and off-sets while 
Moore et al. (2014) used set thresholds of peak EMGRMS specific to the muscle under 
investigation. 
Muscle Coactivity and Running Economy 
As mentioned previously, coactivity of muscles has been thought to be an 
inefficient way of movement (Winter, 1990).  Winter, however, did not study metabolic 
cost and cocontraction of muscles at the same time.  An interdisciplinary study between 
the physiology and biomechanical properties of running needs to take place in order to 





(2014) performed research to do just this.  They looked at the cost of running and 
muscular activity, and specifically, some coactivity measures to determine if there was a 
relationship between RE and that of biarticular muscle activity. 
In 2008, Heise et al. studied muscular coactivity during stance and the 
relationship to RE.  They looked at stance phase because of Kram and Taylor’s (1990) 
proposal that stance phase is most related to the cost of running.  Coactivity of the bi-
articular muscles in the lower extremity is thought to regulate leg stiffness.  Too little leg 
stiffness, like that in Groucho running, increases the cost of running (McMahon, Valiant, 
& Frederick, 1987).  The biarticular muscles are involved as they work to stabilize joints 
concurrently, such as rectus femoris and gastrocnemius concurrently stabilize the knee 
joint.  Heise et al. (2008) demonstrated a negative relationship between RE and the on-
time activity of rectus femoris (rS = -0.62), and the coactivity of rectus femoris and 
gastrocnemius (rS = -0.67).  The coactivation of these muscles was thought to increase 
joint stiffness at the knee and increase the use of stored elastic energy.  This agrees with a 
separate study from Heise et al. (1996) using a different cohort of runners.  They saw a 
non-significant, but strong relationship of RE and lateral hamstring activation during 
stance (rS = -0.67) and rectus femoris-lateral hamstring coactivity during stance (rS = -
0.65).  The limited application of these results are likely due to the small sample size (n = 
9).  These findings are opposite to that of Moore et al. (2014) as they demonstrated a 
positive relationship between RE and coactivity of several muscle pairs at various speeds 
(Figure 2.9., Moore et al., 2014).  They suggested that an increase in coactivity increased 
metabolic cost, because in children there is an increase in the muscular coactivity and an 





in children’s metabolic cost was related to a need for increased stability, and the children 
were in turn less efficient (Moore et al., 2014). 
It appears that there is not a consensus whether increased coactivity is related to a 
high or low metabolic cost.  Heise et al. (1996 and 2008) saw negative relationships 
while Moore et al. (2014) saw positive relationships between coactivity of biarticular 






Figure 2.9. Scatter plots that show the significant correlations between cost of running (Cr) and coactivation of various muscle pairs at  
three speeds.  Speed 1 = 9.1 km/h, Speed 2 = 11, km/h Speed 3 = 12 km/h.  RF = recut femoris, BF = biceps femoris, VL = vastus 









Running economy is an important factor to consider when it comes to determining 
distance running performance.  It may be even more important than the runner’s maximal 
ability to use oxygen when comparing homogenous groups of runners in ability.  
Improvements in RE, even small, can have a large impact on the performance of a runner.  
For this reason, it is important to maximize RE to become the most economical runner 
that is possible.  Running mechanics have shown varying strengths of correlations with 
RE.  The mechanics showing relationships with RE have included stride length, trunk 
lean, wrist excursion, vertical displacement of the center of mass, ground contact time, 
foot angle at initial contact, and leg stiffness during loading response, among others.  
Neuromechanics have been studied less than other mechanical measures in relation to 
RE. 
Neuromuscular control of running also influences running economy.  Muscle 
activation has the ability to tune the muscles and modulate leg and joint stiffness.  This 
tuning of muscles prior to and upon landing can be accomplished through activation and 
coactivation of muscles.  More coactivation of the muscles that cross a joint has been 
shown to be both metabolically beneficial and costly to a runner (Heise et al., 1996; 
Heise et al., 2008; Moore et al., 2014).  There is not a consensus whether the relationship 
between RE and coactivation of muscles is beneficial or not to the runner.   
Methodological and population differences in the studies may play a role in the 
discrepancies in the relationship between RE and biarticular muscle coactivation.  Further 
studies are needed in this area to get a more complete understanding of the relationship 














Twenty-two well-trained runners (11 women, 11 men; 9 young, 13 old) 
participated in these studies.  Participant characteristics are shown in Table 3.1.  All 
runners self-reported an 18 - 23 minute 5 km or a 36 - 46 minute 10 km, and were injury 
free.  Young runners were 18 – 24 years old, while old runners were 27 – 50 years old.  
This study was approved by the university’s Institutional Review Board, and participants 
signed a written informed consent before participating. 
 
Table 3.1.  
 
Participant Characteristics  
 
Characteristic All Women Men Young Old 
Age (years) 31 (10) 26 (9) 35 (9)$ 22 (2) 37 (8)* 
Height (cm) 170.0 (10.3) 162.4 (6.6) 177.6 (7.1) $ 167.6 (8.8) 171.7 (11.2) 
Mass (kg) 64.1 (10.1) 56.0 (5.7) 72.3 (6.1) $ 59.5 (8.2) 67.4 (10.3) 
Relative VO2max 
(mL·kg-1·min-1) 
60.7 (5.4) 58.5 (4.5) 62.9 (5.5) 59.8 (5.6) 61.3 (5.4) 
HRmax (bpm) 191 (9) 194 (8) 188 (8) 197 (5) 188 (9) 
RERmax 1.05 (.05) 1.04 (.05) 1.07 (.04) 1.02 (.04) 1.06 (.04)* 
Note: Mean (SD), VO2max = maximum oxygen consumption, HRmax = maximum heart 
rate during max test, RERmax = maximum respiratory exchange ratio (RER) during max 
test; $ = significantly different than women p ≤ .05, * = significantly different than young 







Participants came to the biomechanics laboratory twice for this study.  Visit one 
included accommodation to the lab and treadmill used for the study as well as a VO2max 
test.  Visit two included one submaximal run at three separate speeds. 
Visit 1   
Participants’ height and mass were collected while barefoot for use in calculating 
each participant’s relative VO2max.  The relative VO2max is normalized by mass so that 
comparisons may be drawn between runners more easily.  In order to warm-up for the 
VO2max test and for treadmill accommodation, each runner ran on an instrumented 
treadmill (AMTI, Watertown, MA) for two bouts of 10-minutes each at 3.3 m·s-1 and 3.5 
m·s-1 in that order.  Participants wore a heart rate monitor (Polar Electro, Kempele, 
Finland) and their own shoes for data collections.  Self-determined breaks were allowed 
between runs as well as any other preparation the participants wanted (i.e., stretching or 
water consumption).  This was in preparation for the VO2max test that followed.  The 
customized VO2max protocol started at 3.3 m·s
-1 for 3 minutes at 0% grade, increased 
grade to 1% for an additional 2 minutes, then increased speed only every 2 minutes after 













1 3.3 0% 3 3 
2 3.3 1% 2 5 
3 3.6 1% 2 7 
4 3.9 1% 2 9 
5 4.2 1% 2 11 
6 4.5 1% 2 13 
7 4.8 1% 2 15 
8 5.1 1% 2 17 
9 5.3 1% 2 19 
 
While the VO2max test was being performed, expired gases were collected with the use of 
a metabolic cart (ParvoMedics, Sandy, UT).  When the runner indicated they had reached 
volitional exhaustion, the treadmill was stopped and they were free to walk around the 
lab or on the treadmill to cool down.  The participants ran for a mean of 12 minutes and 
ended in stage 6.  The VO2max test was considered a good test if there was a plateau in the 
subject’s heart rate with increased load on the runner’s physiological system, a plateau in 
VO2 with increased load, and a respiratory exchange ratio (RER) above 1.05.  Heart rate 
was also determined to be near the age-calculated participants’ maximum.  Participant’s 
max test characteristics are shown in Table 3.1. 
Visit 2 
Surface EMG electrodes (Trigno DELSYS, Natick, MA; parallel bar 




interelectrode spacing 10mm) were placed for the following muscles on the right leg 
only: long head of biceps femoris (BF), rectus femoris (RF), and lateral gastrocnemius 
(LG).  Site preparation for the EMG included shaving, abrading, and alcohol wiping of 
each electrode site to reduce skin impedance.  After electrode placement and visual data 
inspection using manual muscle testing to check placement, electrodes were wrapped to 
ensure no movement of the electrodes occurred during running.  The three testing speeds 
were 3.3 m·s-1, 3.5 m·s-1 and 3.7 m·s-1.  The order of conditions was randomized per 
participant.  During each five-minute bout of running, ground reaction forces (2000 Hz) 
and EMG (2000 Hz) data were collected twice for 10 s starting at 2.5 min into each five-
minute trial while expired gases were continuously collected. 
Data Analysis 
The last minute of each submaximal running trial’s metabolic data was averaged 
to represent a steady state VO2 value.  Running economy (RE) was calculated in 
milliliters per kilogram per kilometer (ml·kg-1·km-1).  This was done to normalize the 
data to body mass and speed so that comparisons could be performed across participants 
and speeds.  This RE then, is determined as a cost of transport measure as opposed to a 
metabolic rate measure.  Ground reaction force data were brought into Visual 3D (C-
Motion, Germantown, MD) and filtered using a fourth order, low-pass Butterworth filter 
at 50 Hz.  Within Visual 3D, five complete strides for the right foot were labelled based 
upon the ground reaction force data.  EMG data were collected in VICON Nexus and 
then imported into MATLAB (Mathworks, Natick, MA) for processing.  Data were 
considered three ways: all subjects together, women and men separately, and young and 




a significant age different between women and men, so that differences then may not be 
attributable to a gender difference, but an age difference.  Considering the data in these 
ways brings a more complete picture of the nature of EMG and metabolic rates and costs 
as they can vary with age. 
Study 1 
Internal to the DELSYS EMG data collection is a bandpass filter (20-450 Hz). 
Once in MATLAB, the DC bias was removed and data were full-wave rectified.  At this 
point, the two different methods of EMG data analysis emerged.  For replicating the 
methods used by Heise et al. (1996) and Heise et al. (2008), a fourth order low-pass 
Butterworth filter (15 Hz) was used to create a linear envelope of the EMG signal.  Then 
each EMG signal was plotted on an interactive graph where the analysist used the 
computer mouse to select the on- and off-set of each muscle during stance phase for five 
consecutive gait cycles.  A representative subject is shown in Figure 3.1 showing LG at 





Figure 3.1. Example of Heise et al. (1996) method of processing.  Linear envelope of 
lateral gastrocnemius for a representative subject running at 3.3 m·s-1.  The dashed lines 
are heel strike and the dotted lines are toe-off, representing five complete stance phases.  
The X-axis shows time in frame numbers and the Y-axis shows amplitude of the signal in 
Volts. 
 
For replication of the process used by Moore et al. (2014) to analyze the EMG 
data, the method of EMG signal analysis was as follows: a linear envelope of the signal 
was created using a Root Mean Square (RMS).  The EMGRMS signal was calculated with 
a 50 ms sliding window.  Thresholds for on- and off-set of muscular activity durations 
were set at 20% (BF) and 7% (RF and LG) of the peak EMG signal of each muscle 
(Moore et al., 2014).  These thresholds were chosen as previous work (Moore et al., 
2014) used an iterative process to determine thresholds for each individual muscle; and in 
the present investigation, repetition of their analytical procedure was desired.  A 
representative subject is shown in Figure 3.2 showing LG at 3.3 m·s-1 with the threshold 




Figure 3.2. Example of Moore et al. (2014) method of processing.  Root mean square 
linear envelope of lateral gastrocnemius for a representative subject running at 3.3 m·s-1.  
The dashed lines are heel strike and the dotted lines are toe-off, representing five 
complete stance phases.  The X-axis shows time in frame numbers and the Y-axis shows 
the normalized amplitude of the signal. The horizontal line at 0.07 normalized amplitude 
shows the threshold level. 
 
Muscle activity durations were determined as the time that each muscle (RF, BF, 
and LG) was either manually calculated as “on” or it was above the threshold during five 
stance phases.  Muscle coactivity then, was determined as common durations that two 








Method 1.  The Teager-Kaiser Energy Operator (TKEO) conditioning was used 
after the DC bias is removed and a high-pass filter (Fc = 10 Hz), and before the full-wave 
rectification.  The discrete TKEO conditioner is: 
Ψ[𝑥(𝑛)] = 𝑥2(𝑛) − 𝑥(𝑛 + 1) ∗ 𝑥(𝑛 − 1) 
where x is the EMG value and n is the sample number.  According to Solnik and 
colleagues (2010), using a TKEO conditioner improves the accuracy on EMG burst onset 
detection.  After this, a low pass filter was used at 50 Hz and a threshold of 15 SD above 
the calculated baseline was used to determine on- and off-sets of the muscle activity 
(Solnik et al., 2010).  A baseline was calculated as the lowest mean 10% of the gait cycle.  
A 10% gait cycle sliding window was advanced point by point over the entire EMG 
signal and the lowest mean window of each EMG signal was used as the baseline (Carter 
& Gutierrez, 2015).  Figure 3.3 shows the processing steps for a representative subject for 




Figure 3.3. Overview of Method 1: Teager-Kaiser Energy Operator Conditioning on one 
subject for the lateral gastrocnemius muscle.  X-Axis shows time in frames of data, Y-
Axis shows the amplitude of EMG signal in Volts.  Dashed lines are initial contact and 
dotted lines are toe-off.  A) After removing DC Bias B) After high-pass filtering at 10 Hz 
C) After TKEO Conditioning D) After full-wave rectification E) After low-pass filtering 












Method 2.  This method is based upon work by Staude & Wolf (1999) and is 
called the Approximated Generalized Likelihood-Ratio (AGLR) step test.  First, the 
EMG signal has the DC bias removed, so that the signal is centered around zero.  Then 
EMG data is filtered using a whitening filter in order that the EMG signal’s point-to-point 
dependencies are reduced.  This also produces an uncorrelated EMG signal, meaning that 
the only changes in the EMG signal are changes in the variance of the signal. 
A sliding window was advanced point-by-point over the entire EMG signal, 
calculating the variance in each of the windows.  The window for this data set was 300 
frames.  This calculation was made using the log-likelihood ratio test.  If the ratio of 
variance between the baseline window and the testing window exceeded 20, the testing 
window was marked for post-processing.  In the post-processor, the windows were run 
through a maximum-likelihood function to determine which point in the next 200 data 
points was maximal.  At this maximum point, it was determined to be the onset of 
muscular activity. 
 With AGLR-step processing, there are perhaps more tuning parameters than with 
threshold-based processing; however, there are more guidance on how to optimally 
choose these parameters for walking.  This method has not been previously used for 
running and therefore some pilot analysis of a subset of data was needed to optimally 
choose the settings of these parameters.   
The sliding window size, L, of the detection unit should be larger than the shortest 
event to be detected (Roetenberg et al., 2003).  This study was on muscle activation 
during stance phase, and L was set to equal 300 frames of data.  Collecting EMG signal 




phase).  The window was chosen after pilot analysis testing windows of various lengths 
and deemed this the most appropriate in order to produce large enough windows to 
capture the whole muscle activation burst without dividing the activation burst into many 
separate windows. 
 The detection threshold, h, was set at 20.  As the current window’s variance is 
calculated using the log-likelihood ratio test, it is compared against the baseline variance.  
When the difference between these two variances exceeds 20 units, it is marked for post 
processing.  This again, was chosen after some pilot analysis testing and comparisons to 
previous literature.  Roetenberg and colleagues (2003) used a detection threshold of 15, 
and Carter and Gutierrez (2015) used 30.  For the current investigation h was chosen at 
20 as it was between the two previously used thresholds, as well as the current data were 
rather cleanly collected and had a high signal to noise ratio, limiting the baseline to be 
quiet and variance levels to be minimal. 
 The last tuning parameter of the AGLR-step is the decision rule parameter, Δ.  
This was set to be equal to 200 frames of data so that the maximum-likelihood function 
would test the next 200 frames after the variance increased past the threshold, h, for the 
maximal point.  Carter and Gutierrez (2015) set Δ to be 5% of the gait cycle and I choose 
200 frames, which approximates 10-15% of the gait cycle in the current study.  I choose a 
larger Δ because of the size of the muscle activity bursts in running data. 
These calculations were made in a custom MATLAB program based upon 
programs written by Dr. Staude (personal communication, programs last updated by Dr. 
Staude in November 2016).  In this program, the post-processor brought up a figure 




classified to be the on-set of muscle activity, first the histogram of the identified class 
prototypes (C) was investigated to see if there were any divisional breaks in the variance 
class levels.  In this representative example, K and L were determined to be muscular 
activity.  The whitened signal plot (A) was used to confirm these variance levels.  Then 
the estimated variance profile plot (B) was used to determine the peaks of the variances.  
If there were variance levels close to the peak variances, the whitened signal plot (A) was 
used to determine if the muscle was “on” or “off”.  This was determined for five 
consecutive gait cycles for each muscle for each of three speeds. 
Figure 3.4.  Representative post-processor graphs generated in MATLAB used to 
identify muscle activation using the Approximated Generalized Likelihood Ratio-step 









For each of the two methods, muscle on- and off-sets were determined for RF, 
LG, and BF.  The duration that there was muscle activity as a percent of stance was 
calculated for each method, and coactivity was determined as the percentage of stance 
that both muscles in the pair were determine to be on at the same time. 





Figure 3.5. Flow chart of Study 1 and 2 methods from raw data to onset determination.  
From left to right: Manual determination, Threshold determination, Teager-Kaiser 








































Spearman’s Rank Correlations (𝑟𝑆) and Pearson Correlations (𝑟𝑝) were 
determined between RE and individual muscle durations at each of three speeds (RF, BF, 
and LG), and coactivity duration of the three muscle pairs (RFBF, RFLG, and BFLG) at 
each of the three speeds.  These were determined for all participants and for women and 
men, young and old, separately, for each method.  A linear regression model (forced 
entry method) was also run for each method of data analysis (Moore et al., 2014 and 
Heise et al., 1996) with RE as the dependent variable and age, speed, gender and all 
durations of activation and coactivations as independent variables.  To compare analysis 
techniques, a correlational study was completed.  For each muscle and all three speeds 
together, a scatter plot was generated with Moore’s analysis duration plotted on the y-axis 
and Heise’s analysis duration on the x-axis per subject.  A perfect correlation of r = 1.0 
would indicate that the methods of analysis treated the data in the same way.  That is, 
each method produced similar results for each subject overall using two different 
techniques.  The probability of Type I error occurring was set at α = .05.  The possibility 
of trending significance was set at α = .10.   
Study 2 
Two repeated measures MANOVAs were run on the muscle duration and 
coactivity data.  The independent variables were Gender (2) x Method (2) x Speed (3) 
with the dependent variables of durations of activity and coactivity run separately.  As 
there was not a significant effect of gender on either of the activity or coactivity data, this 




Method (2) x Speed (3), keeping the activity and coactivity separately.  Also, two 
repeated measures MANOVAs were run with Age (2) x Method (2) x Speed (3) with the 
muscle durations of activity and coactivity separately.  The two methods of EMG 
analysis were correlated to each other to determine how well the durations of muscle 
activity and coactivity from each method were related.  The probability of Type I error 












STUDY 1: RE-EXAMINATION OF THE RELATIONSHIP 
BETWEEN BI-ARTICULAR MUSCLE COACTIVATION 
AND RUNNING ECONOMY 
 
Introduction 
Running economy (RE) is strongly associated with distance running performance 
(Conley & Krahenbuhl, 1980), but researchers from various disciplines have had limited 
success explaining the interindividual variability in RE (Saunders et al., 2004). 
Biomechanists have identified certain kinematic and kinetic descriptors of the running 
gait cycle which are related to RE, but the findings between RE and muscle activity are 
mixed.  While not altering kinematics or kinetics experimentally, studies have shown 
interindividual differences in RE and characteristics of running form when looking at 
runners in cross-sectional studies.  They have correlated these biomechanical 
characteristics with the runner’s metabolic cost.  For example, Williams & Cavanagh 
(1987) performed an exhaustive study considering factors that are different between 
groups of runners when classified by RE.  They looked at 31 runners and divided them 
into three groups, based upon RE, to investigate differences in biomechanical measures 
during a submaximal run.  Williams and Cavanagh (1987) determined group differences 
in kinematic and kinetic variables, as well as trends in these variables.  They also 
determined those variables that were not different between these groups.  Among those 
variables significantly different between groups were the decreased impact peak of the 




flexion following toe off for the more economical group.  These mechanics of running 
that Williams and Cavanagh, and others, have studied are byproducts of neuromuscular 
patterns and the coordinated activity of muscles. 
Neuromuscular characteristics have also been investigated separately from the 
kinematics and kinetics of running, in relation to finding differences between runners in 
RE.  Electromyographic (EMG) analysis offers potential in addressing interindividual 
variability in RE as it can measure characteristics of the neuromuscular system.   Each 
runner is potentially different in their individual running kinematics and kinetics.  
However, control strategies may be similar between runners even while the individual 
runner’s kinematics and kinetics appear to be different from the group’s kinematics and 
kinetics.  Control may best be represented as a spectrum between runners of similar 
abilities.  To study this more precisely, a homogenous group of runners in race 
performance is crucial to begin with in order to separate out the important differences in 
RE, as well as neuromuscular factors that influence RE.   
Previous research, in two separate homogenous samples, has shown that 
economical runners coactivate muscles during stance for a longer duration when 
compared to less economical runners (Heise et al., 1996; Heise et al., 2008). Heise et al. 
(1996) used well-trained male runners with a range in RE of 15.5%, when expressed 
relative to the mean.  Analyzing the durations that muscles were on during stance, as a 
percent of that phase, and determining coactivation, Heise et al. (1996) found strong, 
nonsignificant correlations between lateral hamstrings (Spearman’s Rank Correlation (rS)  
= -0.67) and rectus femoris – hamstrings (rS = -0.65) with RE.  Heise et al. (2008) 




ml/kg/min) of experienced women runners.  The runners in that investigation displayed 
significant correlations of RE and muscular activity duration as percentage of stance in 
rectus femoris duration (rS = -0.62) and rectus femoris – gastrocnemius coactivity during 
stance (rS = -0.67).  It was suggested by Heise and colleagues (2008), that greater 
coactivation during stance may increase joint stiffness, which would allow for more 
efficient use of stored elastic energy.  This idea was based on research that determined 
that flexibility is negatively correlated with RE (Craib et al., 1996 and Gleim et al., 
1990). 
Recently, Moore et al. (2014) examined muscular coactivity during stance at 
multiple running speeds in women recreational runners.  Using a similar design as Heise 
et al. (1996) and Heise et al. (2008), they determined muscular coactivity during stance 
and correlated it to the metabolic cost of running (i.e., RE).  In direct contrast to previous 
findings (Heise et al., 1996 and Heise et al., 2008), Moore and colleagues (2014) reported 
positive relationships between RE and muscular coactivity.  They studied three discrete 
speeds: 9.1, 11 and 12 km·hr-1 (that is 2.52, 3.05, and 3.33 m·s-1).  Heise et al. (2008) 
used a relative speed of 6 on a 6-10 rating of perceived exertion (RPE, mean 3.04 m·s-1).  
Moore and colleagues (2014) determined relationships between rectus femoris - biceps 
femoris (Speed 1: rS = 0.63, Speed 2: rS = 0.69), vastus lateralis - biceps femoris (Speed 
1: rS = 0.64, Speed 2: rS = 0.68), and rectus femoris – lateral gastrocnemius (Speed 2: rS = 
0.68, Speed 3: rS = 0.63).  Moore et al. (2014) suggested that these results might benefit 
joint stability and minimize injury risk at the cost of performance.  They also suggest that 




better control (i.e. less wasted movement) for the runner (Moore et al., 2014). These 
results further cloud the issue of muscular activity/coactivity and its relationship to RE.  
Methodological and technological differences in collection, analysis, and 
equipment, may play a role in explaining why different, and opposite, results have been 
reported when considering RE and the relationship with neuromuscular activity.  In the 
two relevant, older studies, Heise et al. (1996) and Heise et al. (2008) used video cameras 
to determine heel strike while a more recent study (Moore et al., 2014) used an 
accelerometer to determine initial contact and stance.  In addition, advances in 
electromyography and technology used to collect the EMG signals have advanced since 
Heise and colleagues collected data in 1996.  These advances and changes in technology 
may have made a difference in the results that have been reported between these three 
studies. One other difference was the running speed used during data collection.  While 
Heise et al. (1996) used a standardized speed for all runners (4.13 m·s-1), Heise et al. 
(2008) used a perceived effort level (RPE = 6, 6-10 scale; mean speed = 3.04 m·s-1), and 
Moore et al. (2014) used three standardized speeds (9.1, 11 and 12 km·hr-1; that is 2.52, 
3.05, and 3.33 m·s-1).  This may influence the results of the studies as well. 
Therefore, it is with these issues in mind that the present study was designed. This 
study was designed to re-examined the relationships between RE and muscular activity 
and coactivity during stance at multiple speeds in a well-trained, homogenous group of 
men and women runners.  In order to address methodological concerns, the same 
common data set was used and analyzed in two distinct manners; the EMG data was 
analyzed through manual visual inspection (i.e. Heise et al., 1996 and Heise et al 2008) 




al., 2014).  It was hypothesized that the two different methods (Heise et al., 1996 and 
Heise et al., 2008), and Moore et al., 2014) will show different results.  Using the 
methods put forth by Heise et al. (1996) and Heise et al. (2008), there will be negative 
correlations between RE and muscular activation and coactivations.  I also hypothesize 
the using the methods of Moore et al. (2014) that there will be positive correlations 
between RE and muscle activity/coactivation.  
Methods 
Participants 
Twenty-two well-trained runners (11 women, 11 men; 9 young, 13 old) 
participated in this study.  Participant characteristics are shown in Table 4.1.  All runners 
self-reported an 18 - 23 minute 5 km or a 36 - 46 minute 10 km, and were injury free.  
Young runners were 18 – 24 years old, while old runners were 27 – 50 years old.  This 
study was approved by the university’s Institutional Review Board, and participants 





Table 4.1.  
 
Participant Characteristics  
 
Characteristic All Women Men Young Old 
Age (years) 31 (10) 26 (9) 35 (9)$ 22 (2) 37 (8)* 
Height (cm) 170.0 (10.3) 162.4 (6.6) 177.6 (7.1) $ 167.6 (8.8) 171.7 (11.2) 
Mass (kg) 64.1 (10.1) 56.0 (5.7) 72.3 (6.1) $ 59.5 (8.2) 67.4 (10.3) 
Relative VO2max 
(mL·kg-1·min-1) 
60.7 (5.4) 58.5 (4.5) 62.9 (5.5) 59.8 (5.6) 61.3 (5.4) 
HRmax (bpm) 191 (9) 194 (8) 188 (8) 197 (5) 188 (9) 
RERmax 1.05 (.05) 1.04 (.05) 1.07 (.04) 1.02 (.04) 1.06 (.04)* 
Note: Mean (SD), VO2max = maximum oxygen consumption, HRmax = maximum heart 
rate during max test, RERmax = maximum respiratory exchange ratio (RER) during max 
test; $ = significantly different than women p ≤ .05, * = significantly different than young 
p ≤ .05 
 
Data Collection 
Participants came to the biomechanics laboratory twice for this study.  Visit one 
included accommodation to the lab and treadmill used for the study as well as a VO2max 
test.  Visit two included three submaximal runs at three separate speeds. 
Visit 1.  Participants’ height and mass were collected while barefoot for use in 
calculating each participant’s relative VO2max.  The relative VO2max is normalized by 
mass so that comparisons may be drawn between runners more easily.  In order to warm-
up for the VO2max test and for treadmill accommodation, each runner ran on an 
instrumented treadmill (AMTI, Watertown, MA) for two bouts of 10-minutes each at 3.3 
m·s-1 and 3.5 m·s-1 in that order.  Participants wore a heart rate monitor (Polar Electro, 
Kempele, Finland) and their own shoes for data collections.  Self-determined breaks were 
allowed between runs as well as any other preparation the participants wanted (i.e., 




followed.  The customized VO2max protocol started at 3.3 m·s
-1 for 3 minutes at 0% grade, 
increased grade to 1% for an additional 2 minutes, then increased speed only every 2 
minutes after by 0.3 m·s-1 until the subject indicated they were done with the test (Table 
4.2).  








1 3.3 0% 3 3 
2 3.3 1% 2 5 
3 3.6 1% 2 7 
4 3.9 1% 2 9 
5 4.2 1% 2 11 
6 4.5 1% 2 13 
7 4.8 1% 2 15 
8 5.1 1% 2 17 
9 5.3 1% 2 19 
 
While the VO2max test was being performed, metabolic data were collected with the use of 
a metabolic cart (ParvoMedics, Sandy, UT).  When the runner indicated they had reached 
volitional exhaustion, the treadmill was stopped and they were free to walk around the 
lab or on the treadmill to cool down.  The participants ran for a mean of 12 minutes and 
ended in stage 6.  The VO2max test was considered a good test if there was a plateau in the 
subject’s heart rate with increased load on the runner’s physiological system, a plateau in 




was also determined to be near the age-calculated participants’ maximum.  Participant’s 
max test characteristics are shown in Table 4.1. 
Visit 2.  Surface EMG electrodes (Trigno DELSYS, Natick, MA; parallel bar 
configuration, contact material 99.9% Ag Ag-Cl, electrode size 27 x 37 x 15 mm, 
interelectrode spacing 10mm) were placed for the following muscles on the right leg 
only: long head of biceps femoris (BF), rectus femoris (RF), and lateral gastrocnemius 
(LG).  Site preparation for the EMG included shaving, abrading, and alcohol wiping of 
each electrode site to reduce skin impedance.  After electrode placement and visual data 
inspection using manual muscle testing to check placement, electrodes were wrapped to 
ensure no movement of the electrodes occurred during running.  The three testing speeds 
were 3.3 m·s-1, 3.5 m·s-1 and 3.7 m·s-1.  The order of conditions was randomized per 
participant.  During each five-minute bout of running, ground reaction forces (2000 Hz) 
and EMG (2000 Hz) data were collected twice for 10 s starting at 2.5 min into each five-
minute trial while expired gases were continuously collected. 
Data Analysis 
The last minute of each submaximal running trial’s metabolic data was averaged 
to represent a steady state VO2 value.  Running economy (RE) was calculated in 
milliliters per kilogram per kilometer (ml·kg-1·km-1).  This was done to normalize the 
data to body mass and speed so that comparisons could be performed across participants 
and speeds.  Ground reaction force data were brought into Visual 3D (C-Motion, 
Germantown, MD) and filtered using a fourth order, low-pass Butterworth filter at 50 Hz 
(ground reaction force data).  Within Visual 3D, five complete strides for the right foot 




VICON Nexus and then imported into MATLAB (Mathworks, Natick, MA) for 
processing.  Internal to the DELSYS EMG data collection is a bandpass filter (20-450 
Hz). Once in MATLAB, the DC bias was removed and data were full-wave rectified.   
At this point, the two different methods of EMG data analysis were used.  For 
replicating the methods used by Heise et al. (1996) and Heise et al. (2008), a fourth order 
low-pass Butterworth filter (15 Hz) was used to create a linear envelope of the EMG 
signal (Figure 4.1).  Then each EMG signal was plotted on an interactive graph where the 
analysist used the computer mouse to select the on- and off-set of each muscle during 
stance phase for five consecutive gait cycles. 
Figure 4.1. Example of Heise et al. (1996) method of processing.  Linear envelope of 
lateral gastrocnemius for a representative subject running at 3.3 m·s-1.  The dashed lines 
are heel strike and the dotted lines are toe-off, representing five complete stance phases.  
The X-axis shows time in frame numbers and the Y-axis shows amplitude of the signal in 
Volts. 
 
For replication of the process used by Moore et al. (2014) to analyze the EMG 




was created using a Root Mean Square (RMS).  The EMGRMS signal was calculated with 
a 50 ms sliding window.  Thresholds for on- and off-set of muscular activity durations 
were set at 20% (BF) and 7% (RF and LG) of the peak EMG signal of each muscle 
(Moore et al., 2014).  These thresholds were chosen as previous work (Moore et al., 2014 
and personal communication with Dr. Moore) used an iterative process to determine 
thresholds for each individual muscle; and in the present investigation, repeating their 
analytical procedure was needed.  Figure 4.2 shows a representative subject running at 
3.3 m·s-1 for LG for five stance cycles.  The horizontal line at 0.07 represents the 
threshold. 
Muscle activity durations were determined as the time that each muscle (RF, BF, 
and LG) was either manually calculated as “on” or it was above the threshold during five 
stance phases.  Muscle coactivity then, was determined as common durations that two 





Figure 4.2. Example of Moore et al. (2014) method of processing.  Root mean square 
linear envelope of lateral gastrocnemius for a representative subject running at 3.3 m·s-1.  
The dashed lines are heel strike and the dotted lines are toe-off, representing five 
complete stance phases.  The X-axis shows time in frame numbers and the Y-axis shows 
the normalized amplitude of the signal.  The horizontal line at 0.07 normalized amplitude 
shows the threshold level. 
 
Statistical Analysis 
Spearman’s Rank Correlations (rS) and Pearson Correlations (rp) were determined 
between RE and individual muscle durations (RF, BF, and LG) at each of three speeds, 
and coactivity duration of the three muscle pairs (RFBF, RFLG, and BFLG) at each of 
the three speeds.  These were determined for all participants and for women and men, 
young and old, separately, for each method.  A linear regression model (forced entry 




al., 1996) with RE as the dependent variable and age, speed, gender and all durations of 
activation and coactivations as independent variables.  To compare analysis techniques, a 
correlational study was completed.  For each muscle and all three speeds together, a 
scatter plot was generated with Moore’s analysis duration plotted on the y-axis and 
Heise’s analysis duration on the x-axis per subject.  A perfect correlation of r = 1.0 would 
indicate that the methods of analysis treated the data in the same way.  That is, each 
method produced similar results for each subject overall using two different techniques.  
The probability of Type I error occurring was set at α = .05.  For all statistical analysis, 
the probability of trending significance was set at α = .10.   
Results 
Running Economy 
RE did not differ significantly with speed for all subjects, women or men, young 
or old (Table 4.3).  This confirms that normalizing metabolic rate with regard to speed 
does not change the runner’s cost as measured by RE. 
 
Table 4.3.  
Running economy (RE, ml·kg-1·km-1) for all subjects, women and men, young and old. 
Speed (m·s-1) All Women Men Young Old 
3.3 238 (21) 237 (20) 239 (23) 240 (18) 235 (23) 
3.5 238 (21) 236 (17) 240 (25) 242 (18) 235 (23) 
3.7 239 (23) 237 (19) 240 (27) 242 (20) 236 (25) 
Note: Mean (SD) 
Metabolic rate, measured as relative VO2 (mL·kg
-1·min-1) increased in all 




(Table 4.4).  This is not relative to speed, so that an increase with speed shows an 
increased metabolic demand for the runner. 
 
Table 4.4.  
Metabolic rate (ml·kg-1·min-1) for all subjects, women and men, and young and old. 
Speed (m·s-1) All Women Men Young Old 
3.3 47.1 (4.2) 46.8 (3.9) 47.3 (4.6) 47.8 (3.7) 46.6 (4.6) 
3.5 50.0 (4.4)* 49.6 (3.6)* 50.3 (5.3)* 50.8 (3.9)* 49.4 (4.8)* 
3.7 53.0 (5.1)*$ 52.7 (4.1)* $ 53.3 (6.0)* $ 53.8 (4.5)* $ 52.5 (5.5)* $ 
Note: Mean (SD); * = significantly different than 3.3 m·s-1 p < 0.01, $ = significantly 
different than 3.5 m·s-1 p < 0.01. 
 
Analysis: Moore et al. (2014) 
Muscle activity durations for all subjects and for women and men, young and old, 
separately, are shown in Tables 4.5, 4.6, and 4.7, respectively.  There were no significant 
correlations between these values and RE.  However, at 3.5 m·s-1 in all subjects, there 
was a trend towards significance in RF (rS = -0.39, p = 0.08) as well as BF (rS = -0.58, p = 
0.06) and in women at 3.3 m·s-1.  There were not any trending relationships in young or 
old participants.  These relationships are shown in Figure 4.3, for all subjects, Figure 4.4 






Table 4.5.  
Individual muscle duration as a percent of stance phase, correlation of muscle duration 
with running economy (RE), and p-values for all subjects using Moore et al. (2014). 
 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) 
3.3 RF 81.0 (20.3) .03 (.89) .04 (.86) 
 
BF 46.8 (25.2) -.02 (.92) -.04 (.85) 
 
LG 80.9 (13.7) .02 (.95) -.19 (.40) 
3.5 RF 88.1 (12.4) -.39 (.08) -.31 (.16) 
 
BF 47.9 (25.0) .09 (.70) .13 (.57) 
 
LG 86.1 (14.1) -.12 (.60) -.29 (.20) 
3.7 RF 87.8 (15.3) -.05 (.81) -.20 (.39) 
 
BF 44.4 (26.4) .06 (.78) .09 (.69) 
 
LG 85.1 (10.9) -.17 (.45) -.25 (.36) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral 





Table 4.6.  
Individual muscle duration as a percent of stance phase, correlation of muscle duration with running economy (RE), and p-values for 
women and men using Moore et al. (2014). 
 
  Women Men 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) Duration (SD) rS (p-value) rp (p-value) 
3.3 RF 92.8 (11.9) -.15 (.67) .10 (.77) 69.1 (20.4) -.02 (.96) .09 (.78) 
 BF 46.4 (25.3) -.58 (.06) -.40 (.23) 47.3 (26.4) .39 (.24) .25 (.46) 
 LG 77.5 (14.8) -.23 (.50) -.41 (.21) 84.2 (12.2) .28 (.40) .00 (1.00) 
3.5 RF 93.4 (6.7) -.24 (.47) -.09 (.79) 82.8 (14.6) -.48 (.14) -.39 (.24) 
 BF 48.0 (27.5) .02 (.96) .08 (.82) 47.8 (23.6) .19 (.57) .18 (.60) 
 LG 84.8 (16.9) -.26 (.45) -.42 (.20) 87.3 (11.5) -.08 (.82) -.22 (.53) 
3.7 RF 95.9 (7.9) .06 (.85) .13 (.70) 79.7 (16.9) -.35 (.30)  -.30 (.38) 
 BF 42.0 (26.5) -.25 (.47) -.13 (.70) 46.7 (27.4) .21 (.54) .23 (.50) 
 LG 82.5 (10.4) -.14 (.21) .38 (.25) 87.7 (11.3) -.06 (.85) -.21 (.54) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Duration = % on time during stance; Bold 







Table 4.7.  
 
Individual muscle duration as a percent of stance phase, correlation of muscle duration with running economy (RE), and p-values for 
young and old using Moore et al. (2014). 
 
  Young Old 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) Duration (SD) rS (p-value) rp (p-value) 
3.3 RF 87.8 (16.4) -.40 (.28) -.29 (.45) 76.2 (22.0) .09 (.76) .11 (.72) 
 BF 37.2 (25.7) -.34 (.38) -.33 (.39) 53.5 (23.6) .34 (.26) .20 (.52) 
 LG 76.1 (16.0) .10 (.80) -.22 (.57) 84.1 (11.3) .14 (.64) -.11 (.71) 
3.5 RF 90.7 (8.3) -.27 (.49) -.39 (.30) 86.3 (14.6) -.41 (.17) -.35 (.25) 
 BF 40.6 (23.8) .50 (.90) .06 (.88) 52.9 (25.6) .25 (.42) .23 (.45) 
 LG 84.4 (18.8) .12 (.77) -.13 (.74) 87.2 (10.4) -.31 (.31) -.46 (.13) 
3.7 RF 90.4 (13.4) -.20 (.60) -.05 (.90) 86.0 (16.8) .04 (.89) -.29 (.34) 
 BF 39.1 (26.1) -.07 (.87) .02 (.95) 48.0 (27.1) .18 (.56) .16 (.60) 
 LG 82.2 (11.1) -.07 (.87) .06 (.88) 87.1 (10.8) -.19 (.53) -.39 (.19) 










Figure 4.3. All subject scatter plot of muscle duration as a percent of stance phase and running economy (RE) using Moore et al. 
(2014). 













Figure 4.4. Women and men scatter plot of muscle duration as a percent of stance phase and running economy (RE) using Moore et al. 
(2014). 










Figure 4.5. Young and old scatter plot of muscle duration as a percent of stance phase and running economy (RE) using Moore et al. 
(2014). 











Muscle coactivity for all subjects and for women and men, young and old, are 
shown in Tables 4.8, 4.9, and 4.10, respectively.  Women showed a significant 
relationship in BFLG (rS = -0.66, p = 0.03; rp = -0.49, p= 0.13).  Neither young nor old 
showed any significant or trending relationships with RE.  These relationships are shown 
graphically in Figure 4.6 for all subjects, 4.7 for women and men, and 4.8 young and old, 
separately. 
 When the linear regression model was built for this method of EMG analysis, LG 
and RF duration showed a trend toward significance in the model (LG: rpartial = -0.23, p = 
0.09; RF: rpartial = -0.22, p = 0.10). 
 
Table 4.8.  
 
Muscle coactivations as a percent of stance phase, correlation of muscle coactivations 
with running economy (RE), and p-values for all subjects using Moore et al. (2014). 
 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) 
3.3 RFLG 67.7 (17.8) -.06 (.79) -.02 (.94) 
 
RFBF 42.3 (23.5) -.02 (.93) -.02 (.94) 
 
BFLG 45.3 (24.8) -.07 (.77) -.10 (.67) 
3.5 RFLG 75.9 (17.0) -.35 (.11) -.34 (.12) 
 
RFBF 44.7 (24.2) .09 (.69) .10 (.67) 
 
BFLG 46.1 (24.2) .06 (.79) .13 (.58) 
3.7 RFLG 76.1 (13.3) -.17 (.45) -.21 (.36) 
 
RFBF 41.0 (23.4) .04 (.85) .07 (.75) 
 
BFLG 42.8 (25.8) .01 (.96) .04 (.85) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral 




Table 4.9.  
Muscle coactivations as a percent of stance phase, correlation of muscle coactivations with running economy (RE), and p-values for 
women and men using Moore et al. (2014). 
 
  Women Men 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) Duration (SD) rS (p-value) rp (p-value) 
3.3 RFLG 72.4 (17.1) -.17 (.61) -.24 (.48) 63.1 (18.0) .08 (.81) .20 (.56) 
 RFBF 44.2 (24.6) -.46 (.16) -.35 (.29) 42.3 (23.5) .30 (.38) .30 (.36) 
 BFLG 43.9 (24.9) -.66 (.03) -.49 (.13) 45.3 (24.8) .39 (.24) .23 (.50) 
3.5 RFLG 79.0 (19.6) -.23 (.50) -.34 (.31) 75.9 (17.0) -.28 (.40) -.37 (.26) 
 RFBF 45.1 (27.4) .09 (.79) .09 (.80) 44.7 (24.2) .17 (.62) .12 (.73) 
 BFLG 45.8 (26.1) -.09 (.79) .01 (.98) 46.1 (24.2) .19 (.57) .22 (.52) 
3.7 RFLG 79.0 (9.6) -.43 (.19) -.28 (.41) 76.1 (13.3) -.16 (.63) -.16 (.64) 
 RFBF 40.3 (25.4) -.19 (.57) -.08 (.81) 41.0 (23.4) .18 (.59) .19 (.57) 
 BFLG 39.6 (25.6) -.26 (.45) -.24 (.48) 42.8 (25.8) .21 (.54) .22 (.52) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Duration = % on time during stance; 







Table 4.10.  
 
Muscle coactivations as a percent of stance phase, correlation of muscle coactivations with running economy (RE), and p-values for 
young and old using Moore et al. (2014). 
 
  Young Old 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) Duration (SD) rS (p-value) rp (p-value) 
3.3 RFLG 67.8 (18.6) -.30 (.43) -.40 (.28) 67.7 (17.9) .14 (.64) .20 (.52) 
 RFBF 36.5 (25.6) -.34 (.38) -.33 (.38) 46.4 (22.1) .34 (.26) .23 (.45) 
 BFLG 34.8 (24.7) -.43 (.25) -.49 (.24) 52.6 (23.1) .27 (.37) .18 (.57) 
3.5 RFLG 75.8 (20.9) -.15 (.70) -.25 (.52) 76.0 (14.6) -.44 (.14) -.45 (.12) 
 RFBF 38.4 (23.4) .08 (.83) -.00 (.99) 49.1 (24.7) .27 (.37) .21 (.49) 
 BFLG 38.6 (23.8) .03 (.93) -.01 (.99) 51.3 (24.0) .29 (.33) .27 (.37) 
3.7 RFLG 74.7 (12.6) -.22 (.58) -.01 (.99) 77.0 (14.1) -.17 (.58) -.29 (.34) 
 RFBF 37.7 (26.1) -.05 (.90) -.01 (.98) 43.3 (22.0) .12 (.69) .15 (.62) 
 BFLG 36.2 (24.4) -.10 (.80) -.07 (.86) 47.4 (26.7) .18 (.56) .15 (.64) 








Figure 4.6. All subject scatter plot of muscle coactivity as a percent of stance phase and running economy (RE) using Moore et al. 
(2014). 














Figure 4.7. Women and men separated scatter plot of muscle coactivity as a percent of stance phase and running economy (RE) using 
Moore et al. (2014). 









Figure 4.8. Young and old separated scatter plot of muscle coactivity as a percent of stance phase and running economy (RE) using 
Moore et al. (2014). 












Analysis: Heise et al. (1996) 
 Muscle activity durations for all subjects and for women and men, young and old, 
separately, are shown in Tables 4.11, 4.12, and 4.13, respectively.  For all subjects, there 
were few relationships trending towards significance.  LG at all three speeds was trending 
towards significance with RE (rS = -0.41 to -0.38, p = 0.06 to 0.08).  Interestingly, only 
one of these relationships was significant, and not trending, when looking at Pearson’s 
correlations (LG at 3.3 m·s-1: rp = -0.49, p = 0.02).  Also in all subjects, BF showed a 
trend towards significance with RE in a positive relationship (BF at 3.5 m·s-1: rS = 0.37, p 
= 0.10; rp = 0.40, p = 0.07).   In women, LG showed significant relationships with RE at 
all three speeds (rS = -0.73 to -0.62, p = 0.01 to 0.04; rp = -0.71 to -0.59, p = 0.02 to 0.06).  
Women also showed a trending relationship with RF at 3.5 m·s-1 (rS = -0.44, p = 0.18; rp 
= -0.54, p = 0.09).  Men showed only one trending relationship with RE and that was 
positive with BF at 3.5 m·s-1 (rS = 0.55, p = 0.08; rp = 0.55, p = 0.08).  Young participants 
showed numerous significant relationships with RE, specifically negative relationships 
with RF (rS = -0.68 to -0.65, p = 0.04 to 0.06; rp = -0.84 to -0.68, p = 0.00 to 0.04) and 
LG (3.5 and 3.7 m·s-1: rS = -0.70, -0.82, p = 0.04, 0.01; rp = -0.62, -0.59, p = 0.08, 0.10).  
Older participants on the other hand showed positive relationships with RE in RF (3.5 
m·s-1: rS = 0.55, p = 0.05; rp = 0.58, p = 0.04; 3.7 m·s
-1: rS = 0.47, p = 0.11; rp = 0.50, p = 
0.09) and BF at 3.5 m·s-1 (rS = 0.48, p = 0.10; rp = 0.48, p = 0.10). 
These relationships are shown graphically in Figure 4.9, for all subjects, Figure 







Individual muscle duration as a percent of stance phase, correlation of muscle duration 
with running economy (RE), and p-values for all subjects using Heise et al. (1996). 
 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) 
3.3 RF 71.6 (8.7) -.18 (.42) -.20 (.37) 
 
BF 71.1 (14.3) .04 (.87) .04 (.87) 
 
LG 86.7 (9.2) -.41 (.06) -.49 (.02) 
3.5 RF 71.2 (8.0) -.04 (.87) -.06 (.78) 
 
BF 75.7 (11.6) .37 (.10) .40 (.07) 
 
LG 89.0 (10.0) -.38 (.08) -.32 (.14) 
3.7 RF 72.1 (10.3) .03 (.91) .01 (.97) 
 
BF 78.2 (9.7) .05 (.83) .01 (.95) 
 
LG 88.5 (9.9) -.39 (.07) -.34 (.12) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral 
gastrocnemius; Duration = % on time during stance; Bold = significant p ≤ .05, Bold 
Italic = trending significance p ≤ .10 
 
 
Table 4.12.  
Individual muscle duration as a percent of stance phase, correlation of muscle duration with running economy (RE), and p-values for 
women and men using Heise et al. (1996). 
 
  Women Men 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) Duration (SD) rS (p-value) rp (p-value) 
3.3 RF 71.4 (9.4) -.35 (.30) -.45 (.17) 71.7 (8.5) -.11 (.75) .04 (.92) 
 BF 67.5 (12.2) -.03 (.94) .23 (.49) 74.8 (15.8) .34 (.31) .20 (.56) 
 LG 84.8 (20.1) -.62 (.04) -.66 (.03) 88.6 (6.1) -.23 (.50) -.37 (.27) 
3.5 RF 72.4 (8.7) -.44 (.18) -.54 (.09) 70.0 (7.4) .34 (.30) .34 (.31) 
 BF 74.8 (8.7) .15 (.67) .18 (.60) 76.6 (12.1) .55 (.08) .55 (.08) 
 LG 89.1 (12.1) -.64 (.04) -.71 (.02) 88.9 (7.9) -.05 (.88) .03 (.93) 
3.7 RF 75.1 (12.7) -.16 (.65) -.24 (.47) 69.1 (6.7) .39 (.24) .39 (.23) 
 BF 76.7 (11.1) -.05 (.89) -.20 (.55) 79.8 (8.3) .20 (.56) .19 (.58) 
 LG 88.9 (12.5) -.73 (.01) -.59 (.06) 88.1 (7.0) -.16 (.63) -.11 (.74) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Duration = % on time during stance; Bold 








Individual muscle duration as a percent of stance phase, correlation of muscle duration with running economy (RE), and p-values for 
young and old using Heise et al. (1996). 
 
  Young Old 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) Duration (SD) rS (p-value) rp (p-value) 
3.3 RF 68.0 (10.2) -.66 (.05) -.81 (.01) 74.0 (7.0) .24 (.44) .33 (.27) 
 BF 63.2 (14.8) .08 (.83) -.13 (.75) 76.6 (11.5) .38 (.20) .30 (.32) 
 LG 83.7 (11.5) -.41 (.27) -.59 (.10) 88.8 (6.9) -.38 (.20) -.43 (.14) 
3.5 RF 69.3 (9.7) -.65 (.06) -.84 (.00) 72.5 (6.8) .55 (.05) .58 (.04) 
 BF 78.4 (6.4) .02 (.97) .03 (.95) 73.8 (14.1) .48 (.10) .48 (.10) 
 LG 86.4 (12.4) -.70 (.04) -.62 (.08) 90.8 (7.9) -.19 (.53) -.06 (.84) 
3.7 RF 69.4 (11.3) -.68 (.04) -.68 (.04) 74.0 (9.7) .47 (.11) .50 (.09) 
 BF 76.2 (11.9) -.18 (.64) -.23 (.55) 79.7 (8.0) .23 (.46) .26 (.40) 
 LG 86.4 (13.5) -.82 (.01) -.59 (.10) 89.9 (6.7) -.15 (.62) -.10 (.74) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Duration = % on time during stance; 






Figure 4.9. All subject scatter plot of muscle duration as a percent of stance phase and running economy (RE) using Heise et al. 
(1996). 













Figure 4.10. Women and men scatter plot of muscle duration as a percent of stance phase and running economy (RE) using Heise et 
al. (1996). 
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Figure 4.11. Young and old scatter plot of muscle duration as a percent of stance phase and running economy (RE) using Heise et al. 
(1996). 












Muscle coactivations for all subjects are shown in Table 4.14 for all subjects, in Table 
4.15 for women and men separately, and Table 4.16 for young and old separately.  No 
significant correlations of coactivity with RE were demonstrated for all subjects.  Women 
demonstrated significant correlations in RFLG with RE at 3.3 and 3.5 m·s-1 (rS = -0.64, -
0.66, p = 0.04, 0.03; rp = -0.72, -0.71, p = 0.01, 0.02).  Men showed one relationship that 
was trending towards significance with RE (BFLG at 3.5 m·s-1: rS = 0.51, p = 0.11; rp = 
0.53, p = 0.09).  Young showed significant relationships in RFLG at all three speeds (rS = 
-0.78 to -0.68, p = 0.01 to 0.04; rp = -0.87 to -0.66, p = 0.00 to 0.05).  Old showed one 
significant relationship with RFBF at 3.5 m·s-1 (rS = 0.65, p = 0.02; rp = 0.61, p = 0.03).  
Other relationships showing trends were also determined with older participants (BFLG 
at 3.5 m·s-1 and RFLG, RFBF at 3.7 m·s-1). 
These relationships are shown graphically in Figure 4.12, for all subjects, Figure 
4.13, for women and men separately and Figure 4.14, for old and young separately. 
 When the linear regression model was built for this EMG analysis, only LG 





Table 4.14.  
Muscle coactivations as a percent of stance phase, correlation of muscle coactivations 
with running economy (RE), and p-values for all subjects using Heise et al. (1996). 
 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) 
3.3 RFLG 68.9 (9.8) -.26 (.25) -.34 (.12) 
 
RFBF 60.7 (12.4) -.16 (.49) -.13 (.57) 
 
BFLG 67.0 (13.9) -.14 (.53) -.10 (.65) 
3.5 RFLG 69.4 (7.4) -.17 (.44) -.17 (.46) 
 
RFBF 63.5 (9.1) .20 (.38) .18 (.42) 
 
BFLG 73.3 (8.8) .17 (.44) .18 (.44) 
3.7 RFLG 70.9 (9.2) .00 (.99) -.01 (.96) 
 
RFBF 65.3 (8.5) .13 (.57) .09 (.69) 
 
BFLG 75.2 (9.5) -.05 (.83) -.07 (.74) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral 






Table 4.15.  
Muscle coactivations as a percent of stance phase, correlation of muscle coactivations with running economy (RE), and p-values for 
women and men using Heise et al. (1996). 
 
  Women Men 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) Duration (SD) rS (p-value) rp (p-value) 
3.3 RFLG 67.8 (11.6) -.64 (.04) -.72 (.01) 70.0 (8.0) .08 (.81) .11 (.76) 
 RFBF 56.8 (12.9) -.41 (.21) -.42 (.20) 64.6 (11.1) .09 (.79) .11 (.74) 
 BFLG 63.0 (14.0) -.35 (.30) -.37 (.27) 71.1 (13.2) .04 (.91) .09 (.78) 
3.5 RFLG 70.9 (8.4) -.66 (.03) -.71 (.02) 68.0 (6.4) .46 (.15) .34 (.31) 
 RFBF 64.1 (9.7) .10 (.77) .00 (1.00) 62.9 (8.8) .29 (.38) .34 (.31) 
 BFLG 72.5 (9.6) -.22 (.52) -.28 (.40) 74.1 (8.4) .51 (.11) .53 (.09) 
3.7 RFLG 73.6 (11.1) -.20 (.56) -.38 (.25) 68.2 (6.4) .30 (.37) .47 (.14) 
 RFBF 65.7 (9.7) .11 (.75) -.10 (.76) 64.9 (7.7) .08 (.81) .27 (.42) 
 BFLG 74.7 (11.3) -.34 (.31) -.38 (.25) 75.9 (7.7) .21 (.55) .21 (.53) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Duration = % on time during stance; 









Muscle coactivations as a percent of stance phase, correlation of muscle coactivations with running economy (RE), and p-values for 
young and old using Heise et al. (1996). 
 
  Young Old 
Speed Muscle Duration (SD) rS (p-value) rp (p-value) Duration (SD) rS (p-value) rp (p-value) 
3.3 RFLG 65.6 (12.8) -.78 (.01) -.87 (.02) 71.2 (6.7) .18 (.57) .20 (.52) 
 RFBF 54.5 (14.8) -.04 (.92) -.31 (.41) 65.0 (8.8) .20 (.51) .13 (.67) 
 BFLG 59.4 (15.4) -.06 (.88) -.21 (.59) 72.4 (10.3) .13 (.67) .09 (.76) 
3.5 RFLG 68.5 (9.5) -.78 (.01) -.86 (.00) 70.1 (5.9) .32 (.29) .44 (.14) 
 RFBF 63.8 (10.3) -.45 (.22) -.48 (.19) 63.4 (8.5) .65 (.02) .61 (.03) 
 BFLG 74.4 (8.4) -.40 (.29) -.49 (.18) 72.5 (9.4) .54 (.06) .47 (.11) 
3.7 RFLG 69.1 (11.1) -.68 (.04) -.66 (.05) 72.1 (7.9) .44 (.13) .52 (.07) 
 RFBF 62.3 (9.9) -.23 (.55) -.35 (.36) 67.3 (7.1) .46 (.12) .51 (.08) 
 BFLG 72.7 (11.8) -.23 (.55) -.34 (.37) 77.2 (7.4) .10 (.75) .21 (.50) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Duration = % on time during stance; Bold 







Figure 4.12. All subject scatter plot of muscle coactivity as a percent of stance phase and running economy (RE) using Heise et al. 
(1996). 











Figure 4.13. Women and men separated scatter plot of muscle coactivity as a percent of stance phase and running economy (RE) 
using Heise et al. (1996). 












Figure 4.14. Young and old separated scatter plot of muscle coactivity as a percent of stance phase and running economy (RE) using 
Heise et al. (1996). 










Analysis: Correlation of Methods 
Pearson correlations were run per muscle, collapsed across speeds, to determine if 
each method of analysis (Moore and Heise) treated the data in a similar way.  Table 4.17 
shows these correlations. 
Table 4.17.  
Pearson correlations between the Heise et al. (1996) and Moore et al. (2014) methods of 
EMG analysis. 
 
Muscle rp p-value 
RF .17 .17 
BF .22 .08 
LG .52 <.001 
RFLG .29 .02 
RFBF .22 .08 
BFLG .25 .04 
Note: RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Bold = 
significant p ≤ .05, Bold Italic = trending significance p ≤ .10 
 
All muscles and pairs showed significant or trending correlations between 
methods aside from RF (p = 0.17).  These data are show graphically in Figure 4.15 for all 







Figure 4.15. All subject and all speed scatter plots of the Moore and Heise methods of 
EMG analyses. 
Note: RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Moore = 











 The purpose of this study was to re-examine the relationships between RE and the 
muscular coactivity of biarticular muscles using two different methods of analyzing EMG 
data.  The two different methods were replications of the previous work by Moore et al. 
(2014) and Heise et al. (1996).  It was hypothesized that each method would result in the 
same conclusions as the previous work demonstrated; that is, the data using Moore et al. 
(2014) would show positive correlations between RE and muscle coactivity, and the data 
using Heise et al. (1996) would show negative correlations between RE and muscle 
activity and coactivity. 
 The current results do not support the previous work of Moore et al. (2014), who 
showed only positive relationships between RE and muscular coactivity.  In the current 
study, there were only three significant or trending towards significant relationships 
between RE and muscular activations or coactivations. All three of these relationships 
were negative, the opposite of what Moore et al. (2014) found previously. 
 In addition to the contrasting muscle activity and correlations with RE results, the 
participants in the present study also had higher RE than those previously (Moore et al., 
2014).  The mean range in all participants was from 238 to 239 mL·kg-1·km-1 while 
previously in Moore et al. (2014) the range was 181 to 200 mL·kg-1·km-1.  Moore et al. 
(2014) used recreational runners in their study.  The current study had runners that were 
more fit involved in the testing. 
 When comparing the methods of Heise et al. (1996) to the results of the present 
investigation using their methods of EMG data analysis, the previous investigation (Heise 




and positive relationship with LG.  There was a low number of participants previously, 
and this would most likely account for the non-significant results.  Heise et al. (2008) 
showed a significant negative relationship between RE and RF and a non-significant 
positive relationship between RE and BF.  The present investigation showed trending and 
significant negative relationships with RE and LG and RF, and positive relationships 
between RE and BF.  
 For muscular coactivity in the present study, there was a significant negative 
relationship between RE and RFLG.  This is consistent with previous investigations that 
showed non-significant (Heise et al., 1996) and significant (Heise et al., 2008) results for 
the same relationship.  There was also trending and significant relationships between RE 
and RFBF and BFLG in older subjects only. 
 In previous research by Heise et al. (2008), RE was lower than in the current 
study.  The previous research had a mean RE of 214 mL·kg-1·km-1 while currently the 
mean range for all participants was 238 to 239 mL·kg-1·km-1.  Again, as with the study by 
Moore et al. (2014), runners in the current study were more fit than in Heise et al. (2008). 
 When comparing the results of the present investigation between the two analytic 
techniques, the results are quite different.  The relationships showing significance from 
each method do not overlap with the other analysis technique in the current study.  This is 
consistent with the original studies (Moore et al., 2014; Heise et al., 1996; and Heise et 
al., 2008). 
While no known study to date has looked at women and men at the same time, 
and compared muscular activity between the genders, the current study determined that 




coactivations during stance and RE.  This is shown in Figures 4.4 and 4.7 (using Moore 
et al., 2014’s techniques), and Figures 4.10 and 4.13 (using Heise et al., 1996’s 
techniques), as the trend lines for each gender are, in general, not parallel and at times are 
in the opposite direction of the other.  Women showed correlations ranging from -0.66 to 
+0.06 (Moore et al., 2014 technique) and -0.73 to +0.15 (Heise et al., 1996 technique), 
and men showed correlations ranging from -0.48 to +0.39 (Moore et al., 2014 technique) 
and -0.23 to +0.55 (Heise et al., 1996 technique).  As mentioned, this has not been shown 
previously as men (Heise et al., 1996) and women (Heise et al., 2008 and Moore et al., 
2014) have been studied separately so far in this area of research.  Research from the 
current investigation suggests that considering women and men separately is needed 
when investigating neuromuscular control of running gait and the relationship to RE. 
Differences in the relationships of neuromuscular activity and RE between 
genders were demonstrated in the current study.  It is unknown whether menstrual cycle 
played a role in this difference.  For the women in the study, menstrual cycle phase and 
menstruation status (pre- or post-menopause) were not considered.  Research suggests 
that at 80% VO2max, women become less economical during the luteal phase (Williams & 
Krahenbuhl, 1997).  Runners in the current study were more well trained and more elite 
than their sample of women runners, and ran at higher percentages of their VO2max than 
the runners ran at in previous literature.  Women in the current investigation ran at 80 to 
90% of their VO2max during the three submaximal, economy-measuring runs.  This 
current study then, used race paces rather than casual training paces. 
Padua, Carcia Arnold & Granata (2005) hypothesized that there was a gender 




difference in recruitment may exist in running between women and men.  Stiffness of the 
leg is controlled by neuromuscular characteristics, such as coactivation across joints.  
These authors studied gender differences in hopping and leg stiffness recruitment 
strategies.  They determined that women had 18% less stiff legs.  While there was a 17% 
mass difference between the genders, when leg stiffness was normalized to mass there 
showed no differences in leg stiffness by gender.  Therefore, there was not a difference in 
normalized leg stiffness.  There were, however, still differences in muscle activation 
strategies from the neuromuscular system to control leg stiffness.  Women had greater 
quadriceps (RF and medial vastus) and soleus muscle activity in the hopping task, and 
greater quadriceps (RF and medial vastus) to hamstrings (medial and lateral hamstrings) 
activation ratio (Padua et al., 2005).   
As there was a difference in muscle activation and recruitment strategies in 
hopping (Padua et al., 2005), these characteristics may carry over to running as there was 
in women greater reliance on quadriceps in modulating joint stiffness.  Muscle 
recruitment strategies (e.g. the absolute time muscles were determined to be on and 
timing of muscular activity) were not statistically tested in the current study.  What was 
tested was whether the relationship between RE and duration of muscular activity was 
different between genders.  Women and men had different relationships between RE and 
muscular durations of activity, and this can indicate differing neuromuscular control, or 
strategy.  Women in general (though not statistically tested), had longer durations of RF 
and LG activity and RFLG coactivity than men, again showing differences in 
neuromuscular control, and potentially stiffness characteristics.  Further investigation into 




 There was a significant difference in ages between the women and men (Table 
4.1) that participated in this study.  Age, therefore, could also be a factor that is the 
difference between participants, not gender.  To explore this more thoroughly, the same 
statistical analyses that were performed with gender groups were performed on the two 
age groups.  Young was considered as 18-24 years old, while old was considered as 27-
50 years old.  The young group was mostly women (7 women, 2 men) and the old was 
mostly men (4 women, 9 men).  Because of those demographics, essentially young 
women versus old men, and being mainly a post-hoc analysis, it is more an exploration 
than a full study at this point.  Also, the difference in ages was not vastly different.   
There appeared to be a difference in the relationship between RE and muscular 
activation in young and older participants.  When using either of the two methods for 
EMG analysis (Moore et al, (2014) or Heise et al. (1996)), the older participants had 
mostly longer durations of muscular activity than the younger participants.  While the 
length of the duration of muscular activity was not statistically tested in this study, the 
correlational relationships were tested and there was a difference between old and young 
using Heise et al. (1996) method of analysis. Hortobagyi, Mizelle, Beam, and DeVita 
(2003) showed in older adults (mean age 74 years) compared to young (mean age 22 
years), activities of daily living require 1.6- to 2-fold greater activity of vastus lateralis 
and coactivity of vastus lateralis and biceps femoris.  These activities of daily living 
included a stair ascent, rising from a chair, and a maximal effort leg press.  Hortobagyi 
and colleagues (2003) determined that the older adults were at or near maximal capacity 
performing these tasks.  The metabolic data do not show a difference in oxygen usage 




that only the EMG data show differences between age groups.  This is comparable to the 
results in the current study as there were not metabolic differences between the age 
groups (Table 4.4), however there were differences in the duration of the EMG activation 
as older runners had longer durations of muscular activity than younger runners. 
 Muscular stiffness of older adults (mean age 69 years) is increased compared to 
young adults (20.8 years) (Hortobagyi & DeVita, 2000).  This was measured in 
downward stepping from a height of 20% body height (mean 0.328 m).  Older 
participants had 64% greater leg stiffness and 136% greater muscle activity preceding 
touch down than younger participants.   This was measured using EMG of the BF, vastus 
lateralis, LG, and tibialis anterior.  Again, leg stiffness was not measured in the current 
investigation; however, it can be used in the characterization of muscle activity and 
neuromuscular control of a group of runners.  Hortobagyi and DeVita (2000) 
demonstrated that older adults have greater leg stiffness and greater muscle activity than 
young adults in a stepdown task.  This greater muscle activity and in turn stiffness in 
older adults is consistent with the current study in that there was greater muscle activity 
in the older runners.  There was not a metabolic effect (i.e. increased or decreased oxygen 
usage) because of a stiffer leg in the runners in the current study; however, it has been 
shown previously by Slawinski, Heubert, Quievre, Billat and Hannon (2008), that a 
stiffer leg is negatively correlated with RE during a 2000 m race (r = -0.67, p ≤ 0.05).  
Slawinski et al. (2008) suggest that it may not be a discriminating factor as RE and leg 
stiffness were not correlated significantly with each other during either the warm-up or 




In a study by Heise and Martin (1998), there was no metabolic effect of leg 
stiffness, only of vertical stiffness using the leg spring model.  In that study, runners ran 
at a set submaximal speed on a treadmill, to determine their aerobic demand, and over 
ground, to determine their spring characteristics.  While neither stiffness (leg or vertical) 
was calculated in the current study, Heise and Martin (1998) used a similar population of 
men to the current study and the results of Heise and Martin (1998) can be applied to the 
current study, so that there may not be an effect of leg stiffness on metabolic economy as 
the runners in both studies ran at submaximal speeds.  There may be, however an effect 
of vertical stiffness on metabolic economy, although not calculated in the current study. 
Using the techniques of Moore et al. (2014), there were not any trending or 
significant relationships with RE in either activation or coactivation of muscles.  This is 
contrary to what Moore et al. (2014) found as they found positive relationships with RE 
and coactivations of muscles.  When using the analytical procedures of Heise et al. 
(1996), there are eight negative relationships between RE and muscle activity and 
coactivity in the young participants, and four positive relationships in the older 
participants.  Using the non-significant and non-trending relationships, the correlations 
are similar to those that are significant: young show negative relationships between 
muscle activity and coactivity and RE while older show positive relationships between 
RE and muscle activity and coactivity.   
These findings may suggest that there is a peak age of biomechanical and 
neuromuscular determinants of running performance, just as there is a peak physiological 
age of distance running performance.  Physiological determinants of RE include: body 




Williams and Cavanagh (1987), some biomechanical determinants of RE are: the vertical 
ground reaction force, angle of the shank at initial contact, and forward trunk lean.  
Daniels (1985) also cites stride length and body mass and extra weight or load as 
determinants of RE.  In professional track and field, just like road running, there is a 
category for master’s athletes, that is runners 40 and older.  This is due to the commonly 
held belief that after age 40, physiological performance declines.  However, Tanaka and 
Seals (2008) argue that RE between young and old does not differ in highly trained and 
competitive runners.  They continue to say that reductions in RE, if apparent, do not 
contribute to decline in maximal endurance performances (Tanaka and Seals, 2008).  
While the age of physiological decline in endurance running may be greater or less than 
40, dependent on the individual’s training status, perhaps there is also a decline in 
neuromuscular and biomechanical determinants of endurance running as well.  This 
neuromuscular and biomechanical decline may be shown in the positive relationships 
between RE and muscular activity in the current study with the older participant group 
compared to the negative relationships between RE and muscular activity in the younger 
participant group.   
 Comparing these trends in age to the trends that are seen between the genders, it 
appears to strengthen the case previously made.  Women show negative relationships 
between RE and activity and coactivity, and men show an indifference, or slightly 
positive relationships between RE and activity and coactivity. 
 RE in this study is higher than that of the runners in Moore et al. (2014) where 
they reported mean values between 181 and 200 mL·kg-1·km-1 and the current study 




of Heise et al. (2008) who reported a mean VO2 per distance (RE) of 214 mL·kg
-1·km-1.  
Abe et al. (2007) also reports lower RE values ranging from 170 to 220 mL·kg-1·km-1, 
however they used a net VO2 in their calculation of RE (RE = net VO2·velocity
-1) (Abe et 
al., 2007).  It is unknown why the present study RE values are higher than previously 
reported, although altitude may have played a role in these differences, as the current 
investigation was collected at mild altitude (approx. 4,800 ft.).  The runners in the current 
study were also more fit than previous investigations and ran at faster speeds and 
therefore higher percentages of their VO2max values during the submaximal runs.  Women 
ran between 80-90% of their max while men ran at 75-85% of their max over the three 
speeds.  Younger participants ran at 80-90% of their max while older participants ran at 
76-86% of their max over the three speeds. 
Also different in this study, were the duration of muscular activations and 
coactivations, as they were longer in the current study than in previous work.  Mean 
muscle durations in Heise et al. (1996) ranged from 42.7 to 55.0% of stance phase, while 
in Heise et al. (2008) mean durations ranged from 40.2 to 65.6% of stance phase.  Mean 
muscle durations in the present study ranged from 49.4 to 88.1% for all participants, 42.0 
to 95.9% for women, and 46.7 to 87.7% for men (Moore et al., 2014 method); and 71.2 to 
89.0% for all participants, 67.5 to 88.9% for women, and 69.1 to 88.9% for men (Heise et 
al., 1996 method).  Muscular coactivations historically have ranged from roughly 15 to 
50% of stance phase (Moore et al., 2014), 23.7 to 32.1% of stance phase (Heise et al., 
1996), and 37.4 to 50.3% of stance phase (Heise et al., 2008).  Currently, muscle 
coactivations ranged from 41.0 to 76.1% for all participants, 39.6 to 79.0% in women and 




56.8 to 74.7% in women, and 62.9 to 75.9% in men (Heise et al., 1996 method).  It is 
unknown why the durations are longer in the current study than in previous research as 
the EMG analysis techniques were replicated from the previous investigations.  It may be 
due to higher speeds of running and in turn the higher percentage of VO2max that the 
participants were running at in the present study when compared to the previous work, 
however this is unclear. Technology has improved, yet there is still an unknown factor.  
The longer durations in this study are consistent across the two methods of EMG 
analysis.   
Comparing the two methods of EMG analyses, shown in Table 4.17 and Figure 
4.15, there were many significant or trending correlations between the two techniques; 
however, they had relatively low r-values.  The highest r-value was with LG at r = 0.52.  
There are seemingly a few outliers, in LG, and when removed the r-value and therefore 
the significance drops and is more in line with the others.  Inclusive of all data points, the 
relationship, although significant (p < 0.001), is lacking meaning.  It suggests that for LG, 
the cleanest muscle collected and most distinct to identify, the two methods used treat the 
data similarly to explain about 27% of the variability in the different durations between 
the two methods.  This explanation of only about 27% is low reliability between the two 
methods of Moore and Heise.  One possible explanation for low correlations between the 
two methods is the threshold based method of Moore.  When the threshold was low (RF 
and LG at 7%), Moore’s method shows many data points up near 100% duration (see 
Figure 4.15), and the coactivation duration between this muscle pair is high as well.  
Also, when the threshold is high (BF at 20%), there are many low and 0% durations 




impacts the resulting correlations and potentially lessens the idea that the data are being 
treated in the same manner. 
Improving the methods of previous work (Heise et al. 1996, Heise et al. 2008, and 
Moore et al. 2014), the current study used a force-measuring treadmill to determine 
stance phase where previous studies used video cameras (Heise et al., 1996 and Heise et 
al., 2008) and accelerometers (Moore et al., 2014) to determine stance.  While there 
should not be much discrepancy between methods to determine stance, there may be 
small differences.  This would not affect the current study as the same data were used in 
each analyses, but the comparison to historical data would be altered. Technology used 
for collecting the EMG signal has also improved since the first studies were collected and 
this may be a factor on this topic.  Again, this would only affect the comparisons to 
historical studies, not the intra-study comparisons.  In addition to this, different running 
speeds were tested.  Heise et al. (1996) used one set speed, while Heise et al. (2008) used 
a relative speed.  Moore et al. (2014) and the current study used three speeds, albeit two 
speeds were different than each other.  The fastest speed from Moore et al. (2014) was 
the slowest speed for the present investigation.  These speeds were chosen as relevant 
training and racing speeds for the participant demographics.  Inclusion criteria for 
participants and determination of running experience were different between all the 
studies.  Moore et al. (2014) used recreational women runners while Heise et al. (1996) 
used well trained men.  In Heise et al. (2008) it was “experienced women runners,” 
however they were not as fit as those in the present study.  Different metabolic analysis 
systems were used between the studies as well.  Uncontrolled factors were shoes and foot 




activity as the runners may have varied in whether they were using a heel strike technique 
or a forefoot landing technique. 
Conclusion 
In the present investigation, it was shown that when using the same common data 
set and two different EMG data analysis techniques, there are differences in outcomes of 
relationships between RE and muscular activity/coactivity.  The results are dependent on 
the EMG analysis technique used.  Comparing to previous investigations, these results 
were not consistent with the previous results of Moore et al. (2014) and supported the 
results of Heise et al. (1996) and Heise et al. (2008), in general.  While Moore et al. 
(2014) saw positive relationships with RE and muscular coactivity, the present study did 
not when using their method of EMG analysis.  Using the methods of Heise et al. (1996), 
there was replication of their results, the relationships between RE and muscular activity 
and coactivity were negative in all subjects and women.  Men tended not to have 
significant relationships, while young also had negative relationships and old had positive 
relationships with RE and activity and coactivity.  This age and gender difference in the 











STUDY 2: COMPARING ELECTROMYOGRAPHIC 




Electromyography has been used to study many different neuromuscular aspects 
of running.  These include: examining the neuromuscular response to different speeds of 
running (Montgomery, Pink, & Perry, 1994; Kyröläinen, Avela & Komi, 2005), 
comparing unfatigued and fatigued states of running (Nummela, Heath, et al., 2008), 
testing the neuromuscular or electromyographic (EMG) characteristics between different 
running surfaces (Pinnington, Lloyd, Besier, & Dawson, 2005), and examining the 
relationships among running economy (RE), race performance, and neuromuscular 
characteristics (Kyröläinen, Belli & Komi, 2001; Nummela, Paavolainen, et al., 2006).  
While each study has focused on EMG activity, the researchers have analyzed the EMG 
signals in different ways. 
No universal standard exists for the processing of EMG data.  There are standards 
for the preparation and collecting of EMG data put forth by professional organizations 
and projects such as the International Society of Electromyography and Kinesiology 
(ISEK) and Surface Electromyography for the Non-Invasive Assessment of Muscles 
(SENIAM); however, there is a lack of consistency in the handling of the data once 
collected.  Part of this problem is due to the varied nature of the EMG signal, as well as 




Electromyography has been used in the past to study, within the context of 
running, muscle activation timing and duration (Heise et al., 1996), magnitude of muscle 
activity (Kyröläinen, Avela, & Komi, 2005), coactivity of two muscles (Heise et al., 
1996; Heise et al., 2008; Moore et al., 2014), and coordination of muscle firings 
(Prilutsky et al., 1998; Hug 2011) for instance.  There are other ways electromyography 
can be used in addition to the ones mentioned, and more ways to analyze the EMG 
signals once collected.  The analysis techniques will typically be determined by what the 
researcher will specifically use the EMG data for after it has been collected. 
In previous running gait studies, electromyography has been used in coordination 
with metabolic data in an attempt to explain the interindividual variability in RE (Heise et 
al., 1996, Heise et al., 2008, and Moore et al., 2014).  These explorations have left an 
unclear picture of the relationship between RE and lower extremity muscle coordination.  
Most of these studies have focused upon timing of muscular activity onset and duration 
of muscular activation and coactivation.  For example, Moore et al. (2014) determined 
that there were correlations between RE and coactivity of muscles.  These correlations 
ranged from rS = +0.63 to +0.69 for different lower extremity muscle pairs at three 
different set speeds (9.1, 11, and 12 km·hr-1) (Figure 2.9).  They studied recreational 
women runners, only.  In contrast to this work, Heise et al. (1996) studied well-trained 
men runners at one set speed, and determined a correlation between RE and coactivity of 
rectus femoris – hamstrings to be nonsignificant but strong at rS = -0.65.  In 2008, Heise 
and colleagues had experienced women runners participate while running at a perceived 
exertion level of 6 out of 10.  Heise et al. (2008) determined a significant correlation 




Different methodological approaches may be part of the reason for the different 
results.  Moore et al. (2014) used an accelerometer to determine stance and their 
treatment of on- and off-set of the muscle activity was based upon a set threshold as a 
percentage of maximum activity.  Heise and colleagues used video recordings to 
determine foot contact and user defined on- and off-sets for the muscle activity (Heise et 
al., 1996 and Heise et al., 2008).   
In Study 1 of this dissertation, these two methods of determining muscle activity 
(manual determination, i.e., Heise et al., 1996 and Heise et al., 2008; and threshold 
determination, i.e., Moore et al., 2014) were compared using a common dataset of lower 
extremity muscle EMG signals and RE.  This study did not clarify the relationship 
between RE and muscle activity and coactivity as the results from that study were not the 
same as the original investigations by Heise and colleagues and Moore and colleagues; 
nor were the muscle activation results between the two methods using the same data 
consistent with each other.  For example, the muscular activity and coactivity durations 
during stance between the two methods had very different ranges.  Using Moore’s 
threshold method, the mean durations of muscular activity were: 44.4 to 88.1% of stance 
for all subjects’ activations and 41.0 to 76.1% of stance for all subjects’ mean 
coactivations.  Using the Heise manual method, these ranges were: 71.1 to 89.0% of 
stance for mean activation, and 60.7 to 75.2% for mean coactivation for all subjects.  
These ranges are for rectus femoris, lateral gastrocnemius, and biceps femoris muscle 
activations and coactivations, across three speeds of running (3.3, 3.5 and 3.7 m·s-1) in a 




These two techniques, manual visual determination and a threshold as a percent of 
maximum activation, are not the only techniques researchers have used to determine 
muscle activity.  Connick & Li (2013) used a method that involved taking a baseline 
measurement and using an on-set threshold at 2 standard deviations above this baseline, 
another threshold-based method.  Specifically, they used a low-pass 10 Hz filter to create 
a linear envelope after a band pass of 20-450 Hz and full-wave rectification.  While they 
were not looking at RE and muscle coactivity, they did look at muscle activity in terms of 
determining on- and off-sets for specific muscles based upon the EMG signal.  Other 
approaches have used algorithms that involve multi-step post-processing to determine on- 
and off-set of muscle activity.  Comprehensive studies that compare relevant 
methodological approaches with the same data are needed to see if there are different 
outcomes in the data based upon how the EMG signal was analyzed.  In addition, while 
researchers have compared EMG analysis techniques with simulated data, there have 
been few that compare EMG data techniques from walking gait, and no known studies 
that compare EMG data techniques while investigating running gait. 
The purpose of this study, therefore, was to explore differences in methodological 
approaches of determining on- and off-sets of muscle activity using two approaches novel 
to running gait data.  Using the Teager-Kaiser Energy Operator (TKEO) conditioner and 
the Approximated Generalized Likelihood-Ratio (AGLR) step methods, it was 
hypothesized that there will be differences in the individual muscle durations during 
stance when running.  This was investigated in all subjects, women and men, old and 
young, at three speeds.  The difference between these methods being TKEO, a threshold 




based method.  The threshold method will result in longer durations because it will detect 
any rise from the baseline activity as the baseline is quiet and therefore any threshold as a 
multiple of the baseline will be low.  The secondary purpose of this study was to see that, 
if differences exist in the on-time durations of muscles, if there are corresponding 
differences in muscle coactivity between these methodological approaches.  It was 
hypothesized that coactivity during stance phase, between the muscular pairs previously 
investigated, that TKEO processing will result in longer coactivations than that of 
AGLR-step processing.  The TKEO processing method will show longer activity and 
coactivity durations because TKEO processing quiets the baseline of the signal, resulting 
in a higher signal to noise ratio (Solnik, Rider, Steinweg, DeVita, & Hortobágyi, 2010).  
A threshold based off this quieter baseline of the EMG signal, will then be more sensitive 
to detect rises in the EMG signal (Solnik et al., 2010).  This will potentially result in 
earlier detection of the rise in the EMG signal associated with muscle activity.  AGLR-
step has been shown to be more accurate and have lower RMSE values than a threshold 
method (Roetenberg, Buurke, Veltink, Cordero, & Hermens, 2003 and Carter & 
Gutierrez, 2015).  As AGLR-step is more accurate, a tighter window of muscular activity 
and coactivity will be measured with the AGLR-step method than the TKEO method. 
Methods 
Participants 
Twenty-two well-trained runners (11 women, 11 men) participated in this study.  
Participant characteristics are shown in Table 5.1.  All runners self-reported times of 18 - 
23 min for 5 km or 36 - 46 min for a 10 km race, and were injury free.  Young runners 




approved by the university’s Institutional Review Board, and participants provided 
written informed consent prior to participating. 
Table 5.1.  
Participant Characteristics  
Characteristic All Women Men Young Old 
Age (years) 31 (10) 26 (9) 35 (9)$ 22 (2) 37 (8)* 
Height (cm) 170.0 (10.3) 162.4 (6.6) 177.6 (7.1) $ 167.6 (8.8) 171.7 (11.2) 
Mass (kg) 64.1 (10.1) 56.0 (5.7) 72.3 (6.1) $ 59.5 (8.2) 67.4 (10.3) 
Relative VO2max 
(mL·kg-1·min-1) 
60.7 (5.4) 58.5 (4.5) 62.9 (5.5) 59.8 (5.6) 61.3 (5.4) 
HRmax (bpm) 191 (9) 194 (8) 188 (8) 197 (5) 188 (9) 
RERmax 1.05 (.05) 1.04 (.05) 1.07 (.04) 1.02 (.04) 1.06 (.04)* 
Note: Mean (SD), VO2max = maximum oxygen consumption, HRmax = maximum heart 
rate during max test, RERmax = maximum respiratory exchange ratio (RER) during max 
test; $ = significantly different than women p ≤ .05, * = significantly different than young 
p ≤ .05 
 
Data Collection 
Participants came to the Biomechanics Laboratory twice for this study.  Visit one 
included accommodation to the lab and treadmill used for the study as well as a VO2max 
test.  Visit two included three submaximal runs at three separate speeds. 
Visit 1.  Participants’ height and mass were measured while barefoot. VO2max is 
normalized by body mass so that comparisons may be drawn between runners more 
easily.  In order to warm-up for the VO2max test and for treadmill accommodation, each 
runner ran on an instrumented treadmill (AMTI, Watertown, MA) for two bouts of 10-
min at each speed, 3.3 and 3.5 m·s-1, in that order.  Participants wore a heart rate monitor 
(Polar Electro, Kempele, Finland) and their own shoes for data collections.  Self-




participants wanted (i.e., stretching or water consumption).  This was in preparation for 
the VO2max test that followed.  The customized VO2max protocol started at 3.3 m·s
-1 for 3 
minutes at 0% grade, increased grade to 1% for an additional 2 minutes, then increased 
speed only every 2 minutes by 0.3 m·s-1 until the subject indicated they could not 
continue (Table 5.2).  
 








1 3.3 0% 3 3 
2 3.3 1% 2 5 
3 3.6 1% 2 7 
4 3.9 1% 2 9 
5 4.2 1% 2 11 
6 4.5 1% 2 13 
7 4.8 1% 2 15 
8 5.1 1% 2 17 
9 5.3 1% 2 19 
 
While the VO2max test was being performed, expired gases were collected with the use of 
a metabolic cart (ParvoMedics, Sandy, UT).  When the runner indicated they had reached 
volitional exhaustion, the treadmill was stopped and they were free to walk around the 
lab or on the treadmill to cool down.  The participants mean test duration was 12 min 
(Stage 6).  The VO2max test was considered a good test if there was a plateau in the 




with increased load, and a respiratory exchange ratio (RER) above 1.05.  Heart rate was 
also determined to be near the age-calculated participants’ maximum.  Participant’s max 
test characteristics are shown in Table 5.1. 
Visit 2.  Surface EMG electrodes (Trigno DELSYS, Natick, MA; parallel bar 
configuration, contact material 99.9% Ag, electrode size 27 x 37 x 15 mm, interelectrode 
spacing 10mm) were placed for the following muscles on the right leg only: long head of 
biceps femoris (BF), rectus femoris (RF), and lateral gastrocnemius (LG.  Site 
preparation for the EMG included shaving, abrading, and alcohol wiping of each 
electrode site to reduce skin impedance.  After electrode placement and visual data 
inspection using manual muscle testing to check placement, electrodes were wrapped to 
ensure no movement of the electrodes occurred during running.  The three testing speeds 
were 3.3, 3.5 and 3.7 m·s-1.  The order of conditions was randomized per participant.  
During each five-minute bout of running, ground reaction forces (2000 Hz) and EMG 
(2000 Hz) data were collected for 10 s, at 2.5 min and 3 min into each five-minute trial. 
Data Analysis 
The last minute of each trial’s metabolic data were averaged to represent a steady 
state VO2.  Running economy (RE) was calculated in ml·kg
-1·km-1.  This was done to 
normalize the data to body mass and speed so that comparisons could be performed 
across participants and speeds.  Ground reaction force data were brought into Visual 3D 
(C-Motion, Germantown, MD) and filtered using a fourth order, low-pass Butterworth 
filter at 50 Hz.  Within Visual 3D, five complete strides for the right foot were labelled 




and then imported into MATLAB (Mathworks, Natick, MA) for processing.  Internal to 
the DELSYS EMG data collection is a bandpass filter (20-450 Hz).  
Method 1.  The Teager-Kaiser Energy Operator (TKEO) conditioning was used 
after the DC bias was removed and a high-pass filter (fc = 10 Hz) applied to eliminate any 
movement artifacts, and before the full-wave rectification.  The discrete TKEO 
conditioner was: 
Ψ[𝑥(𝑛)] = 𝑥2(𝑛) − 𝑥(𝑛 + 1) ∗ 𝑥(𝑛 − 1) 
where x is the EMG value and n is the sample number.  According to Solnik and 
colleagues (2010), using a TKEO conditioner improves the accuracy of EMG burst onset 
detection.  After this, a low pass filter was used with a cutoff frequency of 50 Hz and a 
threshold of 15 SD above the calculated baseline was used to determine on- and off-sets 
of the muscle activity (Solnik et al., 2010).  A baseline was calculated as the lowest mean 
10% of the gait cycle.  A 10% gait cycle sliding window was advanced point by point 
over the entire EMG signal and the lowest mean window of each EMG signal was used 
as the baseline (Carter & Gutierrez, 2015).  Figure 5.1 shows the processing steps for a 








Figure 5.1. Overview of Method 1: Teager-Kaiser Energy Operator Conditioning on one 
subject for the lateral gastrocnemius muscle.  X-Axis shows time in frames of data, Y-
Axis shows the amplitude of EMG signal in Volts.  Dashed lines are initial contact and 
dotted lines are toe-off.  A) After removing DC Bias B) After high-pass filtering at 10 Hz 
C) After TKEO Conditioning D) After full-wave rectification E) After low-pass filtering 










Method 2.  This method is based upon work by Staude & Wolf (1999) and is 
called the Approximated Generalized Likelihood-Ratio (AGLR) step test.  First, the 
EMG signal has the DC bias removed, so that the signal is centered around zero.  Then 
EMG data is filtered using a whitening filter in order that the EMG signal’s point-to-point 
dependencies are reduced.  This also produces an uncorrelated EMG signal, meaning that 
the only changes in the EMG signal are changes in the variance of the signal. 
A sliding window was advanced point-by-point over the entire EMG signal, 
calculating the variance in each of the windows.  The window for this data set was 300 
frames.  This calculation was made using the log-likelihood ratio test.  If the ratio of 
variance between the baseline window and the testing window exceeded 20, the testing 
window was marked for post-processing.  In the post-processor, the windows were run 
through a maximum-likelihood function to determine which point in the next 200 data 
points was maximal.  At this maximum point, it was determined to be the onset of 
muscular activity. 
 With AGLR-step processing, there are perhaps more tuning parameters than with 
threshold-based processing; however, there is more guidance on how to optimally choose 
these parameters for walking.  This method has not been previously used for running and 
therefore some pilot analysis of a subset of data was needed to optimally choose the 
settings of these parameters.   
The sliding window size, L, of the detection unit should be larger than the shortest 
event to be detected (Roetenberg et al., 2003).  This study was on muscle activation 
during stance phase, and L was set to equal 300 frames of data.  Collecting EMG signal 
data at 2000 Hz, this is 150 ms or approximately 20% of the gait cycle (60-75% of stance 




and deemed this the most appropriate in order to produce large enough windows to 
capture the whole muscle activation burst without dividing the activation burst into many 
separate windows. 
 The detection threshold, h, was set at 20.  As the current window’s variance is 
calculated using the log-likelihood ratio test, it is compared against the baseline variance.  
When the difference between these two variances exceeds 20 units, it is marked for post 
processing.  This again, was chosen after some pilot analysis testing and comparisons to 
previous literature.  Roetenberg and colleagues (2003) used a detection threshold of 15, 
and Carter and Gutierrez (2015) used 30.  For the current investigation h was chosen at 
20 as it was between the two previously used thresholds, as well as the current data were 
rather cleanly collected and had a high signal to noise ratio, limiting the baseline to be 
quiet and variance levels to be minimal. 
 The last tuning parameter of the AGLR-step is the decision rule parameter, Δ.  
This was set to be equal to 200 frames of data so that the maximum-likelihood function 
would test the next 200 frames after the variance increased past the threshold, h, for the 
maximal point.  Carter and Gutierrez (2015) set Δ to be 5% of the gait cycle and I choose 
200 frames, which approximates 10-15% of the gait cycle in the current study.  I choose a 
larger Δ because of the size of the muscle activity bursts in running data. 
These calculations were made in a custom MATLAB program based upon 
programs written by Dr. Staude (personal communication, programs last updated by Dr. 
Staude in November 2016).  In this program, the post-processor brought up a figure 
containing 3 graphs (Figure 3.4).  In order to determine which variance changes were 
classified to be the on-set of muscle activity, first the histogram of the identified class 




class levels.  In this representative example, K and L were determined to be variances 
associated with muscular activity.  The whitened signal plot (A) was used to confirm 
these variance levels.  Then the estimated variance profile plot (B) was used to determine 
the peaks of the variances.  If there were variance levels close to the peak variances, the 
whitened signal plot (A) was used to determine if the muscle was “on” or “off”.  This was 
determined for five consecutive gait cycles for each muscle for each of three speeds. 
Figure 5.2.  Representative post-processor graphs generated in MATLAB used to 
identify muscle activation using the Approximated Generalized Likelihood Ratio-step 
method of electromyographic signal processing using the variance of the signal.  
 
For each of the two methods, muscle on- and off-sets were determined for RF, 
LG, and BF.  The durations of muscle activity were calculated as a percent of stance for 
each method.  Coactivity was then determined as the percentage of stance that both 









Two repeated measures MANOVAs were run on the muscle duration and 
coactivity data.  The independent variables were Gender (2) x Method (2) x Speed (3) 
with the dependent variables of durations of activity and coactivity run separate.  As there 
was not a significant effect of gender on either of the activity or coactivity data, this 
factor was dropped from the model and the data were then run as two MANOVAs 
Method (2) x Speed (3), keeping the activity and coactivity separately.  In addition to 
that, two repeated measures MANOVAs were run with Age (2) x Method (2) x Speed (3) 
with the muscle durations of activity and coactivity separately.  Also, the two methods of 
EMG analysis were correlated to each other to determine how well the durations of 
muscle activity and coactivity from each method were related.  The probability of Type I 
error occurring was set at α = .05.  The possibility of trending significance was set at α = 
.10. 
Results 
 Muscle activation durations as a percent of stance phase for each method are 
shown for all subjects in Table 5.3, for women and men separately in Table 5.4, and for 
young and old separately in Table 5.5.  Muscle coactivation durations as a percent of 
stance phase for each method are shown in Table 5.6 for all subjects, Table 5.7 for 





Table 5.3.  
Muscle activation durations as a percent of stance phase, for Teager-Kaiser Energy 




Mean Duration (SD) 
TKEO AGLR-step 
3.3 RF 67.9 (11.7) 61.1 (14.3) 
 
BF 77.2 (13.0) 51.8 (27.8) 
 
LG 82.9 (9.6) 73.5 (10.8) 
3.5 RF 73.7 (10.3) 58.7 (15.2) 
 
BF 76.0 (10.9) 49.9 (26.1) 
 
LG 86.8 (8.3) 76.1 (10.9) 
3.7 RF 71.3 (10.3) 61.4 (17.3) 
 
BF 75.3 (12.2) 49.9 (26.9) 
 
LG 83.7 (10.6) 76.1 (10.5) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral 
gastrocnemius; Duration = % on time during stance; TKEO = Teager-Kaiser Energy 






Table 5.4.  
Muscle activation durations as a percent of stance phase, for Teager-Kaiser Energy 
Operator and Approximated Generalized Likelihood Ratio-step at all speeds for women 
and men separately. 
 
  Mean Duration (SD) 
  Women Men 
Speed Muscle TKEO AGLR-step TKEO AGLR-step 
3.3 RF 65.4 (14.7) 62.1 (16.9) 70.4 (7.6) 60.1 (11.9) 
 BF 77.4 (15.3) 48.1 (29.9) 76.9 (11.1) 55.6 (26.5) 
 LG 80.8 (11.6) 70.7 (12.7) 85.0 (7.1) 76.3 (8.2) 
3.5 RF 71.5 (8.8) 59.2 (17.9) 75.8 (11.7) 58.2 (12.8) 
 BF 73.9 (10.0) 46.8 (28.1) 78.1 (11.9) 53.1 (25.0) 
 LG 86.1 (9.2) 73.9 (12.0) 87.5 (7.7) 78.3 (9.8) 
3.7 RF 70.6 (11.7) 61.8 (18.2) 72.0 (9.3) 60.9 (17.1) 
 BF 73.9 (10.2) 45.7 (29.5) 76.6 (14.3) 54.0 (24.8) 
 LG 82.8 (12.9) 74.6 (12.5) 84.5 (8.3) 77.6 (8.4) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral 
gastrocnemius; Duration = % on time during stance; TKEO = Teager-Kaiser Energy 




Table 5.5.  
Muscle activation durations as a percent of stance phase, for Teager-Kaiser Energy 
Operator and Approximated Generalized Likelihood Ratio-step at all speeds for young 
and old separately. 
 
  Mean Duration (SD) 
  Young Old 
Speed Muscle TKEO AGLR-step TKEO AGLR-step 
3.3 RF 62.0 (15.4) 58.0 (18.4) 72.0 (6.0) 63.2 (11.0) 
 BF 68.6 (12.1) 38.1 (19.4) 83.1 (10.3) 61.3 (29.4) 
 LG 79.1 (11.3) 70.2 (13.1) 85.6 (7.6) 75.8 (8.8) 
3.5 RF 69.9 (7.8) 53.5 (19.8) 76.3 (11.3) 62.3 (10.3) 
 BF 71.8 (9.3) 40.3 (22.6) 83.1 (10.3) 56.6 (27.1) 
 LG 84.9 (9.3) 70.8 (12.1) 88.2 (7.6) 79.8 (8.8) 
3.7 RF 67.2 (12.5) 59.3 (21.1) 74.1 (7.8) 62.8 (14.8) 
 BF 73.2 (11.1) 42.8 (26.6) 76.7 (13.1) 54.8 (27.1) 
 LG 80.7 (13.5) 72.8 (12.9) 85.7 (7.9) 78.3 (8.3) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral 
gastrocnemius; Duration = % on time during stance; TKEO = Teager-Kaiser Energy 





Table 5.6.  
Muscle coactivation durations as a percent of stance phase, for Teager-Kaiser Energy 




Mean Duration (SD) 
TKEO AGLR-step 
3.3 RFLG 60.8 (11.6) 55.2 (11.2) 
 
RFBF 59.0 (11.9) 41.7 (20.2) 
 
BFLG 71.6 (10.4) 45.9 (23.9) 
3.5 RFLG 66.1 (10.3) 54.0 (12.3) 
 
RFBF 60.7 (8.9) 39.9 (21.5) 
 
BFLG 71.6 (8.7) 45.3 (23.5) 
3.7 RFLG 63.4 (9.2) 56.6 (12.4) 
 
RFBF 60.3 (9.1) 41.3 (21.9) 
 
BFLG 71.4 (11.8) 46.5 (26.3) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral 
gastrocnemius; Duration = % on time during stance; TKEO = Teager-Kaiser Energy 






Table 5.7.  
Muscle coactivation durations as a percent of stance phase, for Teager-Kaiser Energy 
Operator and Approximated Generalized Likelihood Ratio-step at all speeds for women 
and men separately. 
 
  Mean Duration (SD) 
  Women Men 
Speed Muscle TKEO AGLR-step TKEO AGLR-step 
3.3 RFLG 56.8 (13.8) 55.4 (13.3) 64.9 (7.5) 55.0 (9.3) 
 RFBF 56.4 (15.0) 38.8 (21.3) 61.5 (7.6) 44.5 (19.5) 
 BFLG 71.2 (13.0) 42.7 (26.0) 72.0 (7.6) 49.2 (22.3) 
3.5 RFLG 62.7 (9.3) 53.7 (15.0) 69.5 (10.5) 54.3 (9.6) 
 RFBF 57.9 (9.7) 37.3 (23.8) 63.6 (7.4) 42.5 (19.8) 
 BFLG 70.1 (8.7) 42.0 (25.5) 73.2 (8.9) 48.5 (22.0) 
3.7 RFLG 62.6 (11.9) 57.0 (14.0) 64.1 (6.1) 56.3 (11.3) 
 RFBF 59.2 (10.6) 37.1 (23.8) 62.7 (7.7) 45.5 (20.0) 
 BFLG 69.8 (11.8) 42.2 (30.2) 73.0 (12.3) 50.8 (22.4) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral 
gastrocnemius; Duration = % on time during stance; TKEO = Teager-Kaiser Energy 





Table 5.8.  
Muscle coactivation durations as a percent of stance phase, for Teager-Kaiser Energy 
Operator and Approximated Generalized Likelihood Ratio-step at all speeds for young 
and old separately. 
 
  Mean Duration (SD) 
  Young Old 
Speed Muscle TKEO AGLR-step TKEO AGLR-step 
3.3 RFLG 53.9 (13.8) 54.5 (14.7) 65.7 (6.9) 55.6 (8.7) 
 RFBF 50.3 (12.8) 32.7 (14.0) 65.0 (6.5) 47.9 (21.9) 
 BFLG 65.4 (11.9) 35.2 (16.9) 75.9 (6.8) 53.4 (25.8) 
3.5 RFLG 61.1 (7.5) 50.1 (16.0) 69.6 (10.8) 56.8 (8.6) 
 RFBF 56.1 (7.8) 30.4 (19.5) 64.0 (8.5) 46.5 (21.1) 
 BFLG 69.0 (8.9) 37.0 (21.4) 73.5 (8.5) 51.0 (24.0) 
3.7 RFLG 59.1 (12.4) 55.9 (16.0) 66.3 (4.9) 57.1 (9.9) 
 RFBF 55.8 (9.9) 35.4 (22.5) 63.3 (7.4) 45.4 (21.3) 
 BFLG 68.7 (12.4) 40.9 (25.7) 73.4 (11.6) 50.4 (27.0) 
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral 
gastrocnemius; Duration = % on time during stance; TKEO = Teager-Kaiser Energy 
Operator, AGLR = Approximated Generalized Likelihood Ratio-step 
 
 
The correlational analysis values (Pearson correlations and p-values) are shown in 
Table 5.9.  The correlations are graphically shown in Figure 5.3.  Two relationships 
showed negative associations between the two analysis methods (RF and RFLG).  Two 






Table 5.9.  
Pearson correlations between the TKEO and AGLR-step methods of EMG analysis. 
Muscle rp p-value 
RF -.30 .01 
BF .18 .16 
LG .16 .21 
RFLG -.23 .06 
RFBF .26 .04 
BFLG .18 .16 
Note: RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Bold = 






Figure 5.3. All subject and all speed scatter plots of the AGLR-step and TKEO methods 
of EMG analyses. 
Note: RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; AGLR-step 
= Approximated Generalized Likelihood Ratio-step, TKEO = Teager-Kaiser Energy 
Operator 
 
From the statistical analysis of the muscular activity durations with respect to 
gender, there was a significant difference between the methods of EMG analysis 
(F(3,124)=23.515; p = 0.000; Wilk’s Λ = 0.637; partial η2 = 0.363) but not speed 
(F(6,248)=0.484; p = 0.82; Wilk’s Λ = 0.977; partial η2 = 0.012), as TKEO produced 
longer durations of muscle activity.  There was not an interaction between method and 










interaction of the two (Age: F(3,118)=8.171; p = 0.000; Wilk’s Λ = 0.828; partial η2 = 
0.172; Method: F(3,118)=27.618; p = 0.000; Wilk’s Λ = 0.587; partial η2 = 0.413). 
 The statistical analysis of muscular coactivation showed a significant difference 
between method as well (F(3,124)=28.843; p = 0.000; Wilk’s Λ = 0.589; partial η2 = 
0.411) but not speed (F(6,248)=0.184; p = 0.981; Wilk’s Λ = 0.991; partial η2 = 0.004).   
TKEO produced longer durations of coactivation than AGLR-step.  There was not a 
method by speed interaction.  Age as a factor made a difference in the model as well as 
method, however there was not an interaction (Age: F(3,118)=8.111; p = 0.000; Wilk’s Λ 
= 0.829; partial η2 = 0.171; Method: F(3,118)=28.655; p = 0.000; Wilk’s Λ = 0.579; 
partial η2 = 0.421). 
Discussion 
 The purpose of this study was to investigate two different, and novel to running 
gait, methods of analyzing EMG data in the context of measuring the duration of 
muscular activation while running.  The general discussion in the next chapter will 
discuss the relationships of these results with RE, as this was not the primary focus of the 
current investigation.  In this study, RF, BF and LG were specifically investigated while 
running at three speeds (3.3, 3.5, and 3.7 m·s-1).  The EMG data were analyzed using two 
methods; however, the same data from the same five complete running gait cycles were 
used in the comparison.  It was hypothesized that using the TKEO conditioner would 
result in longer durations of muscular activations than using the AGLR-step processing 
method.  Because of the longer durations of individual muscle activity with the TKEO 
conditioner, it was also hypothesized that there would be longer durations of coactivity 





 Results from the two methods of EMG signal processing indicated differences 
between the methods in the durations of muscular activations and coactivations.  The 
TKEO conditioning did result in longer duration of activations and coactivations than the 
AGLR-step method, supporting the hypotheses.  Overall, with the two method by speed 
MANOVAs, there were significant main effects of the method.  The other two 
MANOVAs, with age as a factor, showed method and age main effects, and no 
interactions. 
 Age was a factor, the old produced longer durations of muscular activity and 
coactivity than the younger participants.  Young participants were 18-24 years old, while 
older participants were 27-50 years old.  The older participants had significantly longer 
durations than the younger participants and this is contrary to what Peterson and Martin 
(2010) determined in walking.  Peterson and Martin (2010) looked at cocontraction 
indices at the thigh and shank, and cocontraction durations at the thigh and shank during 
walking in young (25 ± 3 years) and older (71 ± 4 years) adults.  They saw that while 
there were differences at the thigh in cocontraction index (Winter, 1990), there was not a 
difference between the age groups in cocontraction duration.  Peterson and Martin (2010) 
also determined that the total cocontraction at the thigh and shank was higher in older 
participants than young as well.  When considering just the older adults, Peterson and 
Martin (2010) saw that there was a positive relationship between the cost of walking and 
cocontraction index at the shank, duration of cocontraction at the shank and total 
cocontraction index at a variety of the walking speeds tested.  They concluded that 
perhaps different sagittal plane neuromuscular adaptations take place at the knee with 
increased age in walking (Peterson and Martin, 2010).  This may also apply to the older 




the groups in the present study.  This effect, different neuromuscular sagittal plane 
stability strategies at the thigh with age, may be magnified with running as the speed of 
the movement is greatly increased from walking.   
 As mentioned previously, the reason TKEO conditioning produced longer 
durations of muscular activation and coactivation, is likely due to the nature of this 
threshold-based processing.  Within a threshold based processing scheme, the detection 
of muscular activity is dependent on the relevant chosen threshold.  Solnik and colleagues 
(2010) determined that TKEO conditioning quieted the baseline noise of the signal.  If 
there is a quieter baseline, and therefore a higher signal to noise ratio, then a threshold 
based off this quieter baseline needs to be a higher multiple of the standard deviation, for 
example, if the baseline had more noise.  The complication with this threshold-based 
processing is that potentially any rise in the baseline is detected as muscular activity.  If 
the threshold is set too high, there is the risk of delayed on-set detection; set too low, and 
there is the risk of false detection of muscular activity.  The “optimal” threshold is a 
balance between these extremes, chosen after the researcher’s pilot test on a small sample 
from the data that is to be analyzed. 
 With the three parameters to optimize in the AGLR-step and the threshold to 
determine for the TKEO conditioning, there are many variables to look at in the tuning 
process.  In the determination of these variables, the optimal number for each 
parameter/method can be challenging to set.  It is again a matter of pilot testing and 
analysis on the current data as well as based upon what has been performed previously in 
literature and a matter of collecting the best data possible for the conditions given.  




(AGLR-step), there is little guidance directly for this type of data.  The guidance 
available for these data comes from walking and artificially generated data. 
These two methods of EMG analyses treated the data differently from each other 
as seen in the correlational analysis.  There were only two significant and one trending 
toward significant relationships between the two methods, and two of those were 
negative relationships.  The negative relationships are quite interesting results, as it shows 
that the particular muscle or pair of muscles had higher activation duration using one of 
the methods and lower duration with the other method.  Overall, however, these 
relationships are not strong as they can only explain about 9% of the variability between 
these two methods of EMG analysis and the meaningfulness of this is not large.  
Walter (1984) said, when discussing visual or manual determination of muscular 
activity on- and off-sets, that: 
While subjectivity is clearly involved in this method, it is also inherent in the 
input parameters method a more hidden manner.  Moreover, subjectivity allows 
the experimenter using interactive graphics to fully utilize the pattern recognition 
capabilities of the human brain.  (p. 162)   
 
Walter clearly states that human interaction with the data is necessary, that it cannot only 
be a blind method of on- and off-set determination.  Even as you tune parameters needed 
for each method, there needs to be input from the experimenter determining what is 
“best.” 
Conclusion 
 There is no gold standard for processing EMG data.  Many methods exist for 
processing EMG data and the method chosen is dependent on what the researcher wishes 
to gain by using the EMG data.  For the present study, the EMG data analysis techniques 
of TKEO conditioning and AGLR-step processing were compared to determine if there 




the methods.  TKEO produced longer durations of activity and coactivity during stance of 
running gait.  This agreed with the hypotheses, that TKEO conditioning will produce 
longer durations of activity and coactivity than AGLR-step processing.   
These activations were determined as the on- and off-set of muscular activity 
were analyzed differently by each method.  TKEO conditioning is essentially a signal 
conditioner with a threshold, while AGLR-step is more computationally intensive.  It 
calculates the variance in each sliding window and compares this variance to a set 
threshold to determine if the variance in the signal is changing.  As these two techniques 
showed differences when using the same dataset, the researcher must choose one method 
over the other.  It is recommended to use AGLR-step processing; however, more research 
needs to be performed using this technique with running gait data to know more about the 
subtleties of optimizing the parameters.  Again, it is best determined what the goal of 
using the EMG data are, and how immediate the results are needed.  Each method has 
human interaction and parameters that need tuning to the relevant dataset.  Overall, as 
this data is biological and has no known on-set time, there is no way to know which 
technique is perhaps more accurate.  Further testing is needed to determine which 
technique is best for running gait data; however, each technique may need to be more 











Summary of Studies One and Two 
The purpose of Study One was, given the conflicting results from previous 
studies, to replicate the analytic procedures of Heise et al. (1996) and Heise et al. (2008) 
and compare the results to a replication of the methods by Moore et al. (2014) using a 
common data set.  This was done to determine the nature of the relationships between RE 
and muscular coactivation.  The hypotheses were that using the methods of Moore et al. 
(2014), the data would show positive correlations of RE with durations/coactivations of 
biarticular muscles during stance. While using the methods of Heise et al. (1996) and 
Heise et al. (2008), the data would show negative correlations of RE with 
durations/coactivations of biarticular muscles during stance.  When using the manual 
determination method (i.e. Heise et al., 1996 and Heise et al., 2008), the data showed 
negative relationships between RE and muscular activation and coactivation, most 
notably in LG and with women, and young participants.  Using the threshold technique 
(i.e. Moore et al., 2014) there were negative correlations, unlike the original study’s 
positive relationships.  This led to the conclusions that, regardless of EMG processing 
technique, men’s and women’s relationships between RE and muscular activity/coactivity 
durations are different.  This was shown by men and women having, at times, opposite 
directional correlations between some of the muscles and RE.  Young and older 
participants also had different relationships between RE and muscular activity/coactivity 




great as in other studies, the current research suggests that it was enough of a difference 
to produce opposing results.  It is suggested that further research into age and gender 
differences are needed. 
The purpose of Study Two was to determine if there were differences between 
novel processing techniques to determine on- and off-set of muscle activity using a 
common data set.  It was hypothesized that, between two identified methods of 
determining muscle on- and off-sets (TKEO conditioning and AGLR-step processing), 
that there would be differences in the individual muscle durations during stance when 
running at three different speeds between all subjects, women and men separately.  
TKEO conditioning would produce longer durations of muscle activity than AGLR-step 
processing.  In addition, corresponding to longer durations with TKEO conditioning, 
coactivity during stance phase, between the muscle pairs previously investigated, would 
demonstrate corresponding differences between methods as well, with TKEO resulting in 
longer muscle coactivity durations than AGLR-step processing.  It was shown that TKEO 
conditioning did produce longer durations of activity and coactivity compared to AGLR-
step processing.  The difference in the nature of the techniques, a threshold as a multiple 
of baseline values or comparing the variance in windows of the EMG signal, results in 
different durations.  It was also concluded that while AGLR-step processing is more time 
intensive processing, it may be more generalizable to all muscles without changing the 
tuning parameters between muscles.  TKEO conditioning may need to be more muscle-
specific. 
Discussion 
 Within the undertaking of this study, one purpose was to determine if there were 




purpose was secondary, but no less important, than the first purpose of reexamining the 
relationship between RE and neuromechanical characteristics of running (i.e., muscular 
activity during stance).  Specifically, this investigation was set to reexamine what 
previous authors had studied, with an emphasis on reproducing the previous results as a 
primary objective.  The previous investigators had shown both positive (Moore et al., 
2014) and negative (Heise et al., 1996 and Heise et al., 2008) relationships between 
muscle activity, coactivity, and RE.  This left an unclear understanding of the true 
relationship and posed questions about the differences between the previous authors’ 
methods.  Since these studies (e.g., Moore et al., 2014 and Heise et al., 2008) there have 
been improvements in technology.  There have also been suggestions to use other 
processing techniques that may result in different data outcomes, and proposals to 
improve the process of data analysis.  Two of these techniques were explored in the 
second investigation, TKEO conditioning and AGLR-step processing.  The purpose of 
these studies in total, then, was to replicate the previous studies and then explore 
differences in EMG data analysis techniques to shed light on whether the specifics of data 
processing techniques results in undue influence on the results of the study. 
 In the first study, there was a negative relationship between RE and RFLG, and 
this is a replication of the results determined by Heise et al. (2008).  This was driven by a 
negative relationship between RE and RF (Heise et al., 2008), and by a negative 
relationship with RE and LG in the present study.  When using the processing techniques 
suggested by Moore et al. (2014), there were no relationships between RE and muscular 
coactivity during stance that Moore and colleagues previously had determined.  While 
Moore and colleagues (2014) saw positive relationships, there were not any positive 




significant negative relationship in women with RE and BFLG at one speed, however.  
Overall, women and men displayed different relationships between muscular activity and 
coactivity with RE as at times women had negative relationships and men had positive 
relationships.  When looking to age as a grouping factor, young participants showed 
negative relationships between RE and muscular activation and coactivation, while older 
participants showed positive relationships when using the manual method of identifying 
EMG signals.  Further study was recommended in the differences between the genders 
and ages, as well as studying the two genders independently in future analyses. 
 When comparing two different EMG analysis techniques in Study Two, it was 
found that there were significant differences between the techniques studied.  For this 
second study, there were two techniques of focus: TKEO conditioning and AGLR-step 
processing.  TKEO conditioning used an energy operator and then a threshold based on 
the baseline EMG signal to determine the on- and off-set of muscular activation.  AGLR-
step calculated the variance in the EMG signal within a moving window and compared 
the calculated variance to a set parameter value.  Once the variance exceeded the set 
value, it was determined as the on-set of muscular activity.  Between these two methods 
of analyzing the EMG signal, there were significant differences in the durations of 
muscular activity based upon the method used to determine the duration.  TKEO 
conditioning produced longer durations of muscle activation and coactivation than 
AGLR-step processing. 
 In an effort to compare all four methods (Moore et al. (2014), Heise et al. (1996) 
and Heise et al. (2008), TKEO conditioning, and AGLR-step processing), Figure 6.1 was 
created to show the mean differences between the analysis techniques.  In Figure 6.1, all 




each pair of muscular coactivity duration was graphed per technique, collapsed across all 
three speeds of running.  As shown, there are discernable differences between all 
techniques studied in this dissertation.  When processing using the AGLR-step method, 
the tightest grouping of minimum to maximum values was shown.  This suggests that the 
AGLR-step method gave the most consistent results.  Also, using this method, it 
produced the lowest muscular activity and coactivity values of all the four methods 
tested.  Using the manual visual determination (i.e., Heise et al., 1996 and Heise et al., 
2008), produced the most variable results.  For all approximations, the minimum to 
maximum duration differences depended on the muscle or muscle pair studied.  When the 
EMG signals were either treated using the Moore et al. (2014) method or the TKEO 





Figure 6.1. The maximum and minimum mean duration of muscular activity (left 
column) and coactivity (right column) during stance for all subjects comparing each of 
the four methods of electromyographic analysis investigated.  The shaded region is the 
difference between the maximum and minimum values. 
Note: RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Moore = 
Moore et al. (2014), Heise = Heise et al. (1996), TKEO = Teager-Kaiser Energy 
Operator, AGLR = Approximated Generalized Likelihood Ratio-step method of 






 Exploring the relationships between RE and muscular activity and coactivity 
within the context of the first study with all four methods of EMG data processing 
techniques, Tables 6.1 through 6.4 would be the resulting significant (p ≤ .05) and 
trending (p ≤ .10) relationships only.  As shown, the Heise et al. (1996) manual 
identification had the most significant or trending relationships with RE at 22, followed 
by AGLR-step processing method with 15.  TKEO conditioning showed 13 relationships 
and Moore et al. (2014) showed only three relationships between muscle activity and RE.  
For the Moore et al. (2014) method, it would appear that the threshold for identifying the 
on- and off-set of muscular activity was not optimally tuned.  As shown in Figure 6.1, in 
Moore’s method of analysis RF and LG have high durations relative to the other methods 
as the threshold was set to 7% of maximal amplitude of activation.  BF has low activation 
levels compared to the other methods as the threshold was set to 20% of the maximum 
amplitude.   This shows that the level the threshold is set at will greatly affect the 
outcome duration of activation and in turn coactivation durations as well.  The threshold 
appears off this way because of the change in the magnitude of the durations between the 
muscles or muscle pairs, RF, LG, and RFLG being very high in duration, while BF, 
RFBF, and BFLG are very low in duration.  In the Moore et al. (2014) method, the 
resulting durations, compared to the other three methods, can be either the highest or the 
lowest durations of the four methods (Figure 6.1).  The thresholds appear to produce 
results that either over or underestimate the muscle duration and should be individualized 





Table 6.1.  
Relationships between running economy and muscular activation during stance for all subjects, women, and men separately by 
method of electromyographic signal processing. 
 
  All Women Men 
Speed Muscle M H T A M H T A M H T A 
3.3 RF    -.45**         
 BF     -.58*        
 LG  -.41* -.36* -.42**  -.62** -.53* -.73**     
3.5 RF -.39*            
 BF  +.37*        +.55*   
 LG  -.38* -.36* -.50**  -.64** -.55* -.78**     
3.7 RF             
 BF             
 LG  -.39* -.42** -.47**  -.73** -.83** -.79**     
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; M = Moore et al. (2014), H = Heise et al. 
(1996), T = Teager-Kaiser Energy Operator conditioning, A = Approximated Generalized Likelihood Ratio-step method of analysis; * 









Table 6.2.  
Relationships between running economy and muscular activation during stance for all subjects, young, and old separately by method 
of electromyographic signal processing. 
 
  All Young Old 
Speed Muscle M H T A M H T A M H T A 
3.3 RF    -.45**  -.66*       
 BF             
 LG  -.41* -.36* -.42**         
3.5 RF -.39*     -.65*    +.55*   
 BF  +.37*        +.48*   
 LG  -.38* -.36* -.50**  -.70** -.58* -.88**     
3.7 RF      -.68**  -.75**     
 BF             
 LG  -.39* -.42** -.47**  -.82** -.88** -.92**     
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; M = Moore et al. (2014), H = Heise et al. 
(1996), T = Teager-Kaiser Energy Operator conditioning, A = Approximated Generalized Likelihood Ratio-step method of analysis; * 









Table 6.3.  
Relationships between running economy and muscular coactivation during stance for all subjects, women, and men separately by 
method of electromyographic signal processing. 
 
  All Women Men 
Speed Muscle M H T A M H T A M H T A 
3.3 RFLG  -.64**  -.42**    -.66**     
 RFBF             
 BFLG     -.66**  -.57*      
3.5 RFLG  -.66**      -.56*    +.58* 
 RFBF             
 BFLG       -.55*      
3.7 RFLG        -.61**     
 RFBF             
 BFLG             
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; M = Moore et al. (2014), H = Heise et al. 
(1996), T = Teager-Kaiser Energy Operator conditioning, A = Approximated Generalized Likelihood Ratio-step method of analysis; * 









Table 6.4.  
Relationships between running economy and muscular coactivation during stance for all subjects, young, and old separately by method 
of electromyographic signal processing. 
 
  All Young Old 
Speed Muscle M H T A M H T A M H T A 
3.3 RFLG  -.64**  -.42**  -.78**       
 RFBF             
 BFLG             
3.5 RFLG  -.66**    -.78** -.58*      
 RFBF          +.65** +.52*  
 BFLG          +.54*   
3.7 RFLG      -.68** -.60* -.75**     
 RFBF             
 BFLG             
Note: Speed = m·s-1; RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; M = Moore et al. (2014), H = Heise et al. 
(1996), T = Teager-Kaiser Energy Operator conditioning, A = Approximated Generalized Likelihood Ratio-step method of analysis; * 














Of the 54 trending or significant relationships with RE (Tables 6.1 to 6.4), only 
eight activations or coactivations had positive relationships with RE.  LG activation 
duration showed many significant or trending, negative relationships (24) with RE and 
drove the relationship between RFLG to be significant or trending, not RF as Heise and 
colleagues (2008) had demonstrated. 
The results from study one showed that men and women appear to have different 
muscular activity relationships with RE when correlating the two measures (muscle 
activation and coactivation durations and RE).  This was shown with the exploration into 
the TKEO and AGLR-step methods’ relationships with RE and muscular activity and 
coactivity.  Men, between all four methods, showed only two positive relationships with 
RE and these were both trends.  Women showed 16 relationships, with none of them 
showing positive correlations with RE.  It appears that men and women differ in their 
relationship with RE and muscular activity/coactivity durations, independent of method 
used for analyzing their muscular activity and coactivity durations. 
In order to compare the four methods of analyzing the EMG signals, a 
correlational study was developed.  These results are in Tables 4.17 and 5.9 as well as 
Figures 4.15 and 5.3.  These tables and figures only compare Moore and Heise, and 
TKEO and AGLR to each other.  Table 6.5 shows the correlations of the TKEO and 
AGLR techniques back to the Heise technique, while Figure 6.2 and 6.3 compare TKEO 
and AGLR to Heise, respectively.  The reason these two techniques are important to 
compare back to the Heise (manual determination) technique, is that manual 
determination is considered the gold standard of EMG processing and determination of 




BFLG) and one trending toward significant relationships (RFBF), they have low meaning 
with only 9% explanation of variability.  AGLR and Heise techniques had five significant 
relationships (RF, BF, LG, RFLG, and RFBF) and one trending relationship (BFLG).  
The relationship between AGLR and Heise for the LG, however, was interesting as they 
had a r-value of 0.85.  This means it explains 64% of the variability between the two 
measures and is significant and meaningful.  AGLR has the highest level of agreement 
with Heise, the manual technique, and it is then recommended as the preferred 
computational technique then.  Because the manual method is the most time consuming 
and needs an experienced reader, the AGLR method guides the reader and helps to 
determine, based upon the computer calculated variance levels in the signal, when the 
signal is recording muscular activation.  It is potentially less time consuming than manual 
determination as the “hard decisions” are eased by computer aided calculations. 
 
Table 6.5.  
Pearson correlations between the TKEO and AGLR-step with Heise et al. (1996) methods 
of EMG analysis. 
 TKEO AGLR-step 
Muscle rp p-value rp p-value 
RF .13 .30 .33 .01 
BF .30 .02 .25 .04 
LG .28 .02 .85 <.001 
RFLG .20 .11 .45 <.001 
RFBF .20 .10 .27 .03 
BFLG .30 .01 .23 .07 
Note: RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; Bold = 





Figure 6.2. All subject and all speed scatter plots of the TKEO and Heise methods of 
EMG analyses. 
Note: RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; TKEO = 











Figure 6.3. All subject and all speed scatter plots of the AGLR-step and Heise methods 
of EMG analyses. 
Note: RF = rectus femoris, BF = biceps femoris, LG = lateral gastrocnemius; AGLR-step 










In a study by von Tscharner & Goepfert (2003) into the differences in 
electromyography based on gender, they determined that runners could be correctly 
classified into genders using principal component analysis on wavelet analyzed EMG 
data.  This study investigated 40 men and 41 women running on a runway at 4 m·s-1 with 
electromyography on gastrocnemius medialis, tibialis anterior, hamstring, rectus femoris, 
and vastus medialis in three shod conditions.  von Tscharner & Goepfert (2003) then 
analyzed the EMG data using non-linearly scaled wavelets transformed into intensity 
patterns.  Through use of principal component analysis there was, in each shod condition, 
the ability to discriminate between men and women.  These differences between men and 
women were in timing, intensity and frequency distribution of the EMG signal and 
showed that those differences occur at well-defined times, with respect to initial contact 
or toe-off, during the running movement (von Tscharner & Goepfert, 2003).  Although 
using different processing techniques than in the current study, it would be an interesting 
investigation into principal component analysis using the current data.  While the current 
investigation was able to see different trends in the data between women and men, there 
may not be enough differences in a single muscle to classify a runner into gender groups.  
A transform or combination of all the muscles may be able to accomplish this.  The same 
ideas could also be transferred to age groups in the current study as well. 
Age appears to be a factor worth considering to explain differences between 
groups, as well as gender.  Young participants showed only negative correlations between 
RE and muscular activity and coactivity while older participants only showed positive 
relationships that were either trending or significant.  While the age difference in the 




future studies should address this as there may be a peak in biomechanical/neuromuscular 
determinants of RE just as there is a peak in physiological determinants of distance 
running performance. 
While each of the four methods differed in their treatment of the on- and off-set of 
muscular activity, there were some similar trends in the resulting data.  Women appear to 
have negative relationships between RE and muscular activity and coactivity, while men 
appear not to have a relationship between the two.  It is not a convincing statement then, 
that more muscular activity in women during stance phase while running results in more 
economical running.  However, there appears some relationship in women between those 
two, muscle activity and RE.  From the two studies in the present investigation (i.e., the 
four methods of analyzing EMG data), there is no method that stands out as the “best” 
method to use when processing EMG data from running.  There is not a gold standard of 
EMG data processing technique to measure against for running analyses.  As shown from 
the two studies in this investigation, four methods of EMG analyses were tested against 
each other and they resulted in four different answers to the same question.  Like Walter 
(1984) stated, the human brain’s pattern recognition capabilities and subjectivity needs to 
be involved in the EMG data analysis process.  If using human pattern recognition is 
important as well as subjectivity, the AGLR-step method is perhaps the method to use 
when processing data of this nature.  However, the optimal parameters in the AGLR-step 
method need to be muscle specific as each muscle has its own intrinsic characteristics and 
activation pattern to be analyzed. 
Overall, the results of these two studies highlight the influence of EMG data 




relationship between neuromuscular characteristics and RE because of the EMG 
processing technique used.  Continuing to the second study and analyzing the same 
dataset in two different and distinct methods, the muscular activity durations were 
significantly different from each other based upon the method used to analyze them.  
There was also a difference between the muscles analyzed.  This makes the EMG 
processing technique important as it affects the results of the muscular activity and 
coactivity durations (Figure 6.1) and in turn their relationships with RE (Tables 6.1 
through 6.4).  Because of the many ways in which to analyze EMG data, and the differing 
results that are produced within the same dataset, the relationship between RE and 
neuromuscular characteristics remains unclear.   What is clear is that women and men 
have different relationships with RE and their activation of muscles, and age may be a 
factor as well. 
Future Directions and Recommendations 
For future investigations, it is recommended that women and men be studied 
separately until there are consistent results that show women and men have the same or 
separate muscle characteristics when correlated with RE.  Age should also be considered 
when investigating running and EMG.  Although we were unable to detect any 
differences between women and men with a MANOVA in Study Two between the 
TKEO and AGLR-step processing schemes, it remains unclear why there is such a 
difference in muscular activation correlations with RE among all four methods.  Within 
their research, von Tscharner and Goepfert (2003) determined that because of the 
differences in muscle fiber type composition between women and men the timing, 




timing, intensity, and frequency distribution of the EMG signal can also be affected by 
the type of muscle activity taking place.  Whether the muscle or muscles of interest are 
undergoing concentric, eccentric, or isometric activations is important to these 
characteristics of the EMG signal.  The potential muscle length changes in the biarticular 
muscles investigated in Studies One and Two, would be beneficial to know.  This 
information on muscle length changes can come from a combination of the kinematics 
and kinetics of the lower extremity and from the resulting modeling of the motion and 
forces.  Also worth considering, is how the surrounding musculature is being activated.  
Looking at more than just how the biarticular muscles are activated, it would be 
interesting to look at the mono-articular synergists to these biarticular muscles as well.  
This will give a more complete picture of motion and how the muscles and therefore the 
neuromechanics are controlling the movement. 
Conclusion 
 It remains unclear what the relationship of biarticular muscles duration during 
stance and RE is in women and men.  When studying women and men together, there 
appears little evidence of a strong directional relationship with RE and muscular 
activation durations of selected muscles during stance in runners.  When women and men 
are separated, different relationships with RE appear.  This was shown across age groups 
as well.  While this was not statistically tested within Study Two’s design; it was untested 
between all four of the EMG analysis methods.  Other methods of EMG or statistical 
analyses may be needed to detect if there is a difference between women and men, young 




men, young and old, muscular activation and changes in muscle length, and EMG 
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