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ABSTRACT 
We present a general framework for internal balancing and model order reduc- 
tion for an important class (separable denominator) of multidimensional systems. 
It is shown that the internally balanced realizations for denominator-separable 
n-dimensional digital systems can be obtained by solving certain coupled Lyapunov 
equations. The proposed balancing and order reduction technique is illustrated by 
applying it to obtain low-order approximations of Gaussian and Laplacian-Gaussian 
infinite-impulse-response filters. 
1. INTRODUCTION 
It is well known that multidimensional polynomials are, in general, not 
factorizable into polynomials in one dimension. This limitation, in turn, 
imposes severe restrictions on the applications of multidimensional systems. 
For a lucid account of applications and limitations of multidimensional 
systems the reader is referred to survey papers by Bose [I] and Jury [2] and 
the references therein. 
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One of the main difficulties arising in the study of multidimensional 
systems is the lack of an efficient method for checking their stability [3-61. 
Therefore, several researchers have studied the problem of modeling of 
multidimensional systems with multivariate rational functions with separable 
denominator [7-121. This facilitates the study of stability because the poles of 
the systems with separable denominator are simply the roots of several 
polynomials in one dimension. Needless to say, approximating a system with 
constraint of denominator separability will introduce some error in the system 
response. However, if the performance of the approximate system is within 
the allowable error margin, then use of a separable-denominator system is 
perfectly justifiable. 
In this paper, we study the problem of balanced realizations and model 
order reduction of linear multidimensional systems with separable denomina- 
tors described by 
I = u(t), 
(14 
y(i) = [c, c, *** C”] + Du(;), 
where(;) denotes (ii, i,, . . . , i,), <Cj> denotes (i,, i,, . . . , ij + 1,. . . , i,), x. E 
[wq, j = 1,. . . , n, u E R”, y E R P, and C,?= 1 rj = r. Accordingly, the b ock i 
lower triangular state matrix A (4 {Aij), i, j = 1, . . . , n) E RrXr, the (block 
column) input matrix B (A {BJ, i = 1,. . . , n> E RrXm, the (block row) 
output matrix C (g {Cj], j = 1, . . . , n) E 02 Px ‘, and the input-output 
matrix D E RPx”. The submatrices Aii, i = 1,. . . , n, are assumed to be 
stable. In (l.l), the state matrix has been taken to be a block lower triangular 
matrix. It can also be transformed to a block upper triangular matrix by 
simple row and column permutations. Note that since the state matrix A is 
block triangular, the denominator polynomial of the corresponding transfer 
function (for m = p = 1) would be a product of n polynomials in one 
dimension. 
A large class of n-D systems, in particular 2-D filters, are obtained by 
selecting an appropriate 1-D prototype filters and then using a 1-D-to-2-D 
transformation (e.g., a McClellan transformation [l, 241) to obtain the desired 
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filter. However, in some cases no such 1-D prototype filter may exist. This 
will be true, for example, if a multidimensional filter is synthesized by 
rational-function interpolation of multidimensional impulse-response data or 
if the system model is identified from its (multidimensional) impulse-response 
data. In above situations, the system order is not known a priori. Hence a 
model order may be chosen based on heuristic understanding of the problem. 
However, such a model may consist of modes that are relatively insignificant. 
Balanced realization in n dimensions and subsequent model order reduction 
can rid the system of such insignificant modes. 
The problem of internal balancing and model reduction, introduced by 
Moore [13] and further studied by several researchers [14-161 is very well 
understood for one-dimensional (1-D) systems. Extension of Moore’s results 
on balancing to time-varying systems has been reported in [I71 (see also the 
references in [17]), and to infinite-dimensional systems in [18-201. However, 
relatively little work has been reported for the extension of this powerful 
technique to n-dimensional (n-D> systems. In [lo], Lashgari et al. show that 
the transformation matrix for internal balancing for 2-D separable denomina- 
tor systems can be obtained directly from the controllability and observability 
Gramians of two subsystems derived from the original system. The Gramians, 
in turn, are obtained by solution of two coupled Lyapunov equations. 
However, it is not immediately clear how these results can be generalized to 
higher-dimensional systems. In the same paper, the authors also present a 
scheme for obtaining balanced realizations using a Hankel-norm approxima- 
tion. A generalization of the Hankel-norm approach also appears to be far 
from trivial. 
In [21], Lu et al. present some results on balancing 2-D systems with 
nonseparable denominators by defining generalized controllability and 
observability Gramians as contour integrals of certain two-variable complex 
functions. It is shown in [2I] that it is not possible to balance the off-diagonal 
blocks of the controllability and observability Gramians; hence, those blocks 
are ignored in balancing. The technique proposed in [2I] does not have good 
numerical properties, because in forming the Gramians, it needs to form 
powers of matrices. This can lead to extremely inaccurate results. 
In this paper, we use the definition of generalized Gramians proposed in 
[2I] and d eve o a 1 p g eneral framework for balancing n-D (separable denomi- 
nator) system, from which the equations that determine the balancing trans- 
formations are straightforward to derive. Note that as presented, the results 
are only applicable to first-orthant causal systems. Special attention is paid to 
the numerical properties of the proposed algorithms. Only numerically reli- 
able operations (readily available in commercial software packages such 
as EISPACK, LINPACK, IMSL, etc.) are used in the implementation of the 
algorithms. 
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2. PRELIMINARIES 
We briefly summarize several well-established results from l- and 2-D 
linear system theory which will be used extensively in subsequent sections. 
DEFINITION 2.1 [13]. The controllability and detectability Gramians of a 
l-D, linear, time-invariant discrete state-space system 
x(i + 1) = Ax(i) + Bu(i), 
y(i) = Cx(i) + Du(i), 
denoted by the 4-tuple (A, B, C, D), are given by 
(2.1) 
K 4 2 A”BBTAi” 
i=O (2.2) 
W P 5 AiTCTCAi. 
i=O 
With A stable, the Gramians K and W can be obtained as the unique positive 
semidefinite solutions of the following discrete Lyapunov equations: 
AKAT - K = -BBT, 
ATWA - W = -CTC. (2.3) 
DEFINITION 2.2 [13]. Decomposing the Gramians as K = Vc,” VT and 
W = UZ%fUT respectively, where zz, 2,” are diagonal matrices and V, U are 
orthogonal matrices, the second-order modes of the given stable 1-D system 
are defined as the singular values (+1 > a, > *** > a, > 0 of the matrix 
H = &$JTV&. 
DEFINITION 2.3 [13]. The system is said to be internally balanced if 
K = W = diag(a,, crZ, . . . , a,). 
THEOREM 2.4 [21]. The controllability and detectability Gramians can be 
represented in integral form as 
K = &$, ,=~(~)F*(z) ;> 
z 
(2.4) 
w= 
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where * denotes conjugate transpose and 
F(z) A (~1 - A)+B, 
(2.5) 
G(z) 2 C( z1 - A)-‘. 
THEOREM 2.5 [21]. The g eneralized reachability and detectability 
Gramians for 2-D systems are given by 
where 
F(z17 22) g [qq, z2) - A] -lB, 
G(z17 z2) 2 CII( zl, z2) - A] -l, 
(2.7) 
COROLLARY 2.6. Assuming that Aii in (2.1) are stable matrices, the 
Gramians K and W are respectively the constant terms in the products 
F(z,,z~,)F~(z,~, z,l), G’(z;l, z,‘)G(z,, 2,). 
Proof. On the unit bicircle (lzll = 1, I.z21 = 1) we have F*(z,, z,> = 
FT(z,*, z; > = FT(z,‘, $1. 0 n noting that all the poles of the system lie 
inside the unit bicircle (due to the assumption of block-diagonal stability), the 
proof follows trivially from the residue theorem. n 
THEOREM 2.7 [2]. 2-D state-space models are invariant under state 
coordinate transformations 
Tl 0 
T=T,@T,A o I 1 T . 2 
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THEOREM 2.8 [ll]. A separable &nominator multidimensional system 
(A,B, C, D) is stable if and only if the subsystems (Aji, B,,C,, D>, i = 
1 , . . . , n, are stable in the one-dimensional sense. 
In the sequel, we will limit our discussion to transformations character- 
ized by Theorem 2.7 only. We will denote the solution of the discrete 
Lyapunov equation AXAT + BB T = X by X =_!S$(A, BBT). Note that the 
solution of the discrete Lyapunov equation can be obtained in a numerically 
reliable manner [22]. 
3. BALANCING OF SEPARABLE-DENOMINATOR SYSTEMS 
In this section, we present a general framework for internal balancing and 
model reduction in n-D separable-denominator systems. In Section 3.1, we 
develop the results for balancing of 2-D systems with separable denominator, 
in Section 3.2 the general case of n-D systems (n > 2) is presented, and 
finally, in Section 3.3, the problem of model reduction from balanced 
realization is discussed. 
3.1. Two-Dimensional Separable-Denominator Systems 
Since the state matrix of a 2-D separable-denominator system can always 
be expressed as a block upper or block lower triangular matrix, we can state 
the following result: 
THEOREM 3.1. For a 2-D separable-&nominator system, the controlla- 
bility and observability Gramians are given by 
K,, = A,,&,& + BIB:, 
Km = A,,K,,AT,, + Ad&AT,, + BP; 
(3.1) 
and the ofldiagonal (block) matrices K,, and W,, are null matrices. 
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Proof. Assume without loss of generality that A,, = 0, i.e., the state 
matrix is block lower triangular. 
To obtain the generalized controllability and observability Gramians 
defined by Theorem 2.5, consider the matrix F( zl, z2) = [I( zl, z,) - A]-l B. 
Then F(z,, z2) can be rewritten as follows: 
11% - A,, 0 
-1 
F(z,, ‘2) = 
Bl 
_A 
21 1, z2 - 4x2 HI %J 
(IlZl - AJ’ 
0 
= 
(I,% - AdlAdI,z, - A,J+B, (Iz.G - Ad’ 
J% x B‘2 [ 1 
(3.2) 
From Corollary 2.6, recall that the controllability and observability Gramians 
in (2.6) are simply the constant terms in the integrand, i.e., 
K,, = %7(Fi( zl, z2)FjT( z;‘, 2;‘)) 
where %7(e) denotes the constant term in (*). 
Consider the off-diagonal term K,,: 
(3.3) 
- A,,)-lA,,(I,z;l - A,,)-lB, 
+(I&’ - Azz)-~B,]~) 
= S((IIZl - A,,)-‘B,BT(I,z,’ - A,,)-TAT,,(12zi1 - A,)-T) 
+ q(I,z, - A,,)-‘BIB;(I,z,’ - A,,)-T) 
= 0. (3.4) 
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It can be shown in a similar manner that W,, and therefore K,, as well as 
W,, are null matrices. Next, we consider the diagonal terms of K and W: 
= $?((I,z, - A,,)-rB,B;(I,zl’ - A,,)-r) 
= B((I,z, - A,,)-‘A,,(I,z, - A,,)-‘B,BT 
x (I,z,l - A,,)-rAT,,(I,z,’ - A,,)-r) 
+ q&z, - A2J’vm~2 - A,,) - T + cross terms 1 
= - A,,)-lA,,K,,AT,dI,~, - AdT) 
0, 
Note that in the product F,(z,, Q,)F~(z;‘, z,‘), there will be four terms. 
However, the two terms involving both dimensions (z,, zs) will not have any 
constant term; hence they do not affect the Gramian. 
By duality, it can be shown that 
This completes the proof of the theorem. n 
It should be mentioned here that Lashgiri et al. [lo] have also obtained 
similar expressions for the Gramians of 2-D separable denominator systems. 
However, it is not immediately clear how their results can be extended to 
general n-dimensional systems. Based on the above results, a computational 
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for internal balancing 2-D separable-denominator 
be formulated as: 
ALGORITHM Balance 2-D. 
(1) Compute the block-diagonal controllability Gramians 
KU :=pY(&, B,B:), 
K,, :=p&, B,B; + A,,K&,). 
(2) Perform the Cholesky factorization of K,, and K,,: 
K,, = L,L;, 
K,, = L,L;, 
where L, and L, are lower triangular matrices. 
(3) Compute the block-diagonal obse&ability 
W,, :=pY(A;2, C;C,), 
W,, :=9Y(AT,,,C;Cl + 
(4) Perform the SVD 
Gramians 
L’; W,,L, = v,qv;, 
L;w22L2 = v,IZ;v,‘. 
(5) Formulate the internal balancing transformation matrix P: 
P, = L1V,C,1’2, 
Pz = L,V,C,1’2, 
529 
systems can 
Pl 0 
p= 0 PZ’ 
[ 1 
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(6) Balance the system internally by transforming it as (P-l, AP, P-‘, B, 
CP, D). 
At the end of the algorithm, the transformed system will be internally 
balanced. 
3.2. n-Dimensional Separable-Denominator Systems 
Analogously to the 2-D systems, for the n-D separable denominator 
systems we can show that the controllability and observability Gramians can 
be computed by the solution of 2n coupled Lyapunov equations. 
Assuming without loss of generality that the n-D separable denominator 
polynomial is in block lower triangular form and each submatrix along the 
diagonal is a stable matrix, we have the following result: 
THEOREM 3.2. Given a stable n-dimensional system (A, B, C, D) 
described by (Xl), the block-diagonal controllability and observability 
Gramians can be computed respectively as 
( 
i-l 
K,, =py Ati, B,B; + c AijKjjA’;i 
j=l 
W,,, =Zy(AT,,, C;C,), 
A?i’i, C’C, + k A;iWjjAji 
j=i+ 1 
for l<i<n, 
(3.7) 
for l<i<n, 
and Kij = Wij = 0 for i #j. 
Proof. The generalized controllability and observability Gramians for 
n-D system are respectively given by 
dzn dz, dz, 
x F*(z,, z2,..., z,J z **- z2z1 
n 
(3.8) 
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and 
where 
F(z 1, z2,. . . , z,,) 4 [I( zl, z2,. . . , z,J - A] -lB, 
G(z,,z, ,..., zn) A C[I(z,,z, ,..., zn) -A]-'. 
(3.10) 
Consider the matrix F(z,, x2,. . . , ZJ = Mz,, z2,. . . , z,J - W’B. 
Writing it explicitly, we have 
F(z,, zz,..., q,) 
I - -A,, 
1-1 
0 0 . . . 0 
-A21 1222 - A22 0 . . . 0 
-A,, -A32 I,z, - A,, *a. 0 
-L 42 -An3 ..: 1”~ ’ An, 
-1 
(3.11) 
Writing the inverse of the block triangular matrix and postmultiplying with 
the input matrix yields 
F(z,,z,,..., z,) = 
F,(z,, zz,..., q,) 
F,(z,, z2>...> zn> 
F,(z,, z2>...> 4 , (3. 
F,( ~1, z,> . . .  q,)
12) 
532 PRADEEP MISRA AND THULASINATH MANICKAM 
where 
F,(q, q,..., zn) = {(IA -A,,)%], 
F,(q, zz>...> 4 = {(b - A,,)-lA,,(I,z, -A,,)-% 
+P,z, - A,,)-k}, 
F,(z,, z2,...> zn) = {(CA - A,,)-'-%,(I,~, - A,,)-'A21 
x (11% - All) -% 
- (13% - A,,) -lA,,(I,z, - A,,) - % 
- (13% - A,,) -kx,(I,z, - A,,) - ‘B2 
+(I,z, - A,,)-%,}, (3.13) 
etc. For convenience of presentation, let 
Q(q) p (I,q - Aii)-‘, 
Fi(z) 4 Fi( zl, z2,. . . , z,). 
With this notation, (3.13) may be rewritten as 
F,(z) = @bd[%l~ 
F,(z) = @( ~2)A21*( ~$4 + a( ~2)‘32 
= @( z2) b21Nz) + %I ’ 
F,(z) = @( qJ[A,,F,(z) + A,,F,(z) + *** +A,,,-1Fn-1 + Bnl 
n-l 
c AniFi(z) + Bi . 
I 
(3.14) 
i=l 
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Recall that the controllability and observability Gramians in (3.8) and (3.9) 
are simply the constant terms in the integrand, i.e., 
Kij = 8(Fi( zi, za,. . . , z,)FjT( z;‘, z;‘, . . . , 5;‘)) (3.15) 
where %?(a> denotes the constant term in (*). It is clear from our earlier 
considerations that Kij = 0, i #j. From (3.5), the expressions for K,, and 
K,, are given by 
K,, =~@dhB:)~ 
(3.16) 
The general term Kii may be evaluated as follows: 
Kii = S%‘(F&)F;(z-‘)) 
i-l 
II 
i-l 
c AijF,(z) + B, c FjT(z-l)ATj + B; a’( z;‘) 
j=l j=l 1 I 
i-l 
c Aij~(z)~‘(z-‘)A;j + BiB; @r( zi’) 
j=l 1 I 
i-l 
c AijKjjA’;I + BiB; @‘( ~~7’) 
j=l 1 I 
i-l 
Aii, B,By + c AijKjjA?;I for l<j<n. (3.17) 
j=l 
Further, by duality it can be shown that 
Y,, =py(AT,,,, C;C,), 
A?,‘i,C;Ci + 2 A;iWjjAji 
(3.18) 
for lgi<n. 
j=i+l 
This completes the proof of the theorem. n 
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A computational algorithm similar to Algorithm Balance 2-D can now be 
formally stated as: 
ALGORITHM Balance n-D: 
(1) Compute the block-diagonal controllability Gramians 
i-l 
Kii =pY Aii,BiB; + c AijKjjA’;i for l<i<n. 
j=l 
(2) Perform the Cholesky factorization of Kii: 
Kii = L,L;, i = l,...,n. 
(3) Compute the block-diagonal observability Gramians 
ATi, C;Ci + 2 A;iWjjAji for l<i<n. 
j=i+l 
(4) Perform the SVD of 
LTWiiLi = viqvi’, i = l,...,n. 
(5) Formulate the internal balancing transformation matrix P: 
Pi = LiviZ;1’2, i = l,...,n, 
P, 0 e-0 0 
0 P, *** 0 
P=. . . . . 
1 1 . . . . (j ;, ..: p, 
(6) Balance the system internally by transforming it as (P-lAP, P- ‘B, CP, D). 
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At the end of the algorithm, the given n-D separable denominator system 
will be internally balanced. 
3.3. Order Reduction in n-D Systems 
It was shown by Moore [13] that for an rth-order, stable, 1-D system 
(A, B, C, D) whose internally balanced realization is given by (F, G, H, D) 
such that 
[ 1 
(3.19) 
y(i) = [Hi H,] x’(i) 
x”(i) 
+ Du(i), 
where x,(i) E R” and x,(i) E [wrAi, and whose second-order modes satisfy 
the condition 
a reduced-order, stable approximation (F,,, G,, H,, D> can be obtained by 
truncating the last r - r^ states of the system [corresponding to x,(i) in 
(3.1911. 
In view of Theorem 2.8, assuming that the original denominator-separable 
system is stable, the results from 1-D model order reduction can be readily 
extended to n-D realizations. For the purpose of presentation, we consider 
the 2-D realization. Assume that the balanced realization can be written in 
the state-space form as 
(3.21) 
Y(;) = [Hi H2 % J&1 + Du(;), 
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where z:(;) E [w”l, z;(Z) E lF!rl-il, z;(Z) E [wi2, and z:(t) E IWrzpi2. Assume 
further that the second-order modes of the two decoupled 1-D systems satisfjr 
the following conditions respectively: 
Then a stable, reduced-order, internally balanced realization is given by 
(3.23) 
y(z) = [H, %I + Du(;). 
The case of n-D systems is a straightforward extension of the above. 
4. COMPUTATION COMPLEXITY AND SIMULATION RESULTS 
For simplicity of presentation, assume that the number of states in each 
dimension is r and the system is n-dimensional. We will assume that the 
system is already in the state-space form, i.e., the cost of obtaining the 
realization is not included. We believe this to be reasonable, since different 
realization methods have different computational complexity. The operation 
count for obtaining the balanced realization using Algorithm Balance n-D can 
be broken down into the following major categories: 
(1) Formation of CjZ: AijKjjATj and CJci+ 1 A;jWjjAji. Unfortunately, 
these sums do not have any matrix products that are repeated. For the entire 
n-D balancing algorithm, formation of these matrix sums requires approxi- 
mately 2 X 2[n(n - 1>/2]r3, or O(n2r3), operations. 
(2) Solution of Lyapunov equations for all Kji and Wii. This step requires 
approximately 2n(4u + i)r” operations, where u is the average number of 
QR steps required to reduce Aii’s to their real Schur forms. 
(3) Cholesloj f ac orization of Kjj is negligible compared to other opera- t 
tions; however, singular-value decomposition of LT WiiL, in Algorithm Bal- 
ance n-D requires approximately 0(nr3) operations. 
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(4) Finally, transforming the system to balanced coordinates requires an 
additional 0(n2r3) operations. 
Hence, the computational complexity for balancing an n-D system with r 
states in each dimension is 0(n2r3). 
Next, we illustrate the results developed in Section 3 by designing an 
infinite-impulse-response Laplacian-Gaussian filter. The 2-D separable- 
denominator system design technique proposed in [9] is used for obtaining 
the transfer functions of a denominator-separable filter of order (rl, rz). The 
systems are then internally balanced and reduced by direct truncation to 
order (tr, ?e). The signal-to-noise ratio (SNR) of the reduced-order system is 
then compared with that of the separable-denominator system of order 
(ir, ?2) obtained directly from the technique in [9]. The primary reason for 
the selection of technique in [9] is the fact that the authors have proved there 
that if the impulse response is bounded, then their technique will always lead 
to a stable state-space realization. For the sake of completeness, the algo- 
rithm proposed in [9] is briefly summarized in the Appendix. 
Extensive simulations show that there is a significant improvement in the 
SNR (measured as the error between the impulse response of the given 
spatial domain data and that of the resulting approximation) from the 
unbalanced system to the balanced system reduced to the lower order (same 
order as that of unbalanced system). 
EXAMPLE 1 (Quarter plane Gaussian filter). Consider a Gaussian filter 
whose impulse response, defined over the first quadrant, is given by 
fij = 0.256322exp [ -O.l03203{(i - 4)2 + (j - 4)2}], (i,j) E Sr, 
where the support Sf is given by 
Sf = {(i,j)lO Q i < N, 0 <j < M}. 
With N = M = 49 and using the technique developed in [9], a 2-D linear 
shift-invariant causal (r, r)th-order filter with the transfer function 
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where N(z,, z2) = C~=,, CJ=a bijz;‘z;j, D,(z,) = 1 + arrz;’ + 
*a* +urnqr, and D,(z,) = 1 + azlzil + *a* +upnzer, is designed to ap- 
proximate the impulse response of the Gaussian filter. 
The filter is represented in state-space form and then balanced and 
reduced to an (P, ?)th-order filter using the balancing and order reduction 
scheme described in Section 3. The impulse response of the designed filter is 
compared with the desired impulse response, and the signal-to-noise ratio 
is computed as 
SNR = lOlog,, 
where hij is the impulse response of the designed filter. The second-order 
modes of the filters after balancing are shown in Table 1. The SNR of the 
systems reduced to i = 3 and 4 are shown in Table 2. 
The coefficients of the reduced-order filter for the case where (r, r) = 
(5,5) and (F, P) = (3,3) are given by 
0.9430 0.2517 0.7665 0.9273 
0.2517 0.0672 0.2046 0.2475 
0.7665 0.2046 0.6231 0.7538 
0.9273 0.2475 0.7538 0.9119 
[‘il ‘i2 ui3] = [ - 1.8159 1.2387 -0.31511, i = 1,2. 
TABLE 1 
EXAMPLE 1: SECOND-ORDER MODES 
(3,3) 1.8716,0.6491,0.2233 
(4,4) 1.8814,0.6568,0.1499,0.0373 
(5,5) 1.8818,0.6560,0.1514,0.0263,0.0047 
(‘$6) 1.8818,0.6560,0.1513,0.0265,0.0036,0.0004 
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TABLE 2 
EXAMPLE 1: SNR FOR REDUCED ORDER APPROXIMATION 
b-1, f-2) VI, t2.j 
(3,3) (3,3) 
(4,4) (3,3) 
(5,5> (3,3) 
(4,4) (4,4) 
(5,5) (4,4) 
(6,6) (4,4) 
SNR (dB) 
17.1839 
28.8885 
29.0204 
33.7288 
45.8487 
46.0109 
For the case when (T,T) = (6,6)and (?,?) = (4,4), the coefficients are 
0.9430 0.0654 0.9949 0.5463 0.3680 
0.0654 0.0045 0.0690 0.0379 0.0255 
= lO-2 0.9949 0.0690 1.0496 0.5763 0.3883 
0.5463 0.0379 0.5763 0.3165 0.2132 
0.3680 0.0255 0.3883 0.2132 0.1436 
[‘il ‘i2 'i3 'idI 
= [-1.9894 1.6961 -0.7296 0.13281, i = 1,2. 
The impulse responses of the unbalanced and balanced realizations are 
given in Figure 1 and Figure 2 respectively. 
EXAMPLE 2 (Laplacian-Gaussian filter). In this example, reduction is 
performed on a Laplacian-Gaussian filter with the impulse response described 
as 
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FIG. 1. Unbalanced (rl, r,> = (3,3). 
defined over the first quadrant, where 
Sf = {(i,j)lO < i < N, 0 <j < M}. 
With N = M = 49 and using the same procedure as in Example 1, reduced 
systems are obtained, and the results of the reduction are summarized in 
Table 3 and Table 4. 
FIG. 2. Balanced (rl, rZ> = (5,5) and (t,, F2) = (3,3). 
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TABLE 3 
EXAMPLE~:~ECOND-ORDER MODES 
bl, r2) bJ 
(3,3) 0.0389,0.0256,0.0147 
(4,4) 0.1560,0.1450,0.0923,0.0457 
(5,5> 0.2017,0.1893,0.1225,0.0535,0.0174 
(6,6) 0.2026,0.1930,0.1267,0.0577,0.0288,0.0139 
For the case where (r, r) = (8,s) and (;, ;> = (6,6), the coefficients of 
the reduced-order system are given by 
= 10-z 
-0.0043 -0.0260 -0.1077 -0.2483 -0.3222 -0.2257 -0.0676 
-0.0260 -0.1430 -0.5254 -1.0281 -1.1618 -0.8874 -0.4459 
-0.1077 -0.5254 -1.5986 -2.0979 -1.2327 -1.4990 -2.0071 
-0.2483 -1.0281 -2.0979 1.1078 7.0097 2.5338 -5.0722 
-0.3222 -1.1618 -1.2327 7.0097 18.3277 8.9017 -6.9959 
-0.2257 -0.8874 -1.4990 2.5338 8.9017 3.8415 -4.7245 
-0.0676 -0.4459 -2.0071 -5.0722 -6.9959 -4.7245 -0.9803 
TABLE 4 
EXAMPLE~:SNRFORREDUCED-ORDER APPROXIMATION 
b-1, f-2) 
(3,3) 
(4,4) 
(5,5) 
(6,6) 
(4,4) 
(5,5> 
(6,6) 
(5,5) 
(6,6) 
(7,7) 
(6,6) 
(7,7) 
(8.8) 
(iI, ?,I SNR (dB) 
(3,3) 0.1549 
(3,3) 4.7467 
(3,3) 5.8099 
(3,3) 5.8699 
(4,4) 7.5373 
(4,4) 11.1390 
(4,4) 11.5624 
(5,5) 12.3776 
(5,5) 17.7998 
(5,5) 18.4734 
(6,6) 26.1944 
(6,6) 36.5298 
(6,s) 36.5431 
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and 
[ail 0.. ui6] = [ - 1.5603,1.4230, -0.9493,0.4802, -0.1726,0.0345], 
i = 1,2. 
The impulse response of the unbalanced (6th-order) and balanced (8th-order 
reduced to Gth-order) realizations for are given in Figure 3 and Figure 4 
respectively. 
5. CONCLUDING REMARKS 
It has been shown in this paper that using a generalized definition of 
Gramians, it is possible to extend the theory of balancing and model order 
reduction in the 1-D case to n-D. Due to the nature of the allowable 
coordinate transformations, only separable-denominator systems were consid- 
ered. For the general case, the concepts of balancing are not fully developed. 
Simulation results indicate that when synthesizing a system from its impulse- 
response data, designing an ith-order system by determining a reduced-order 
approximation from a high-order (rth-order) system is considerably more 
accurate than designing the Fth-order system directly. 
Note that with the approach adopted here, the outcome is that the 
transient response of the balanced lower-order system matches that of the 
original system fairly closely. However, no attention is paid to the steady-state 
behavior. Following the 1-D results in [23], it appears feasible to extend the 
results so that both the transient and the steady-state response of lower-order 
FIG. 3. Unbalanced (ri, r2) = (6,6). 
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FIG. 4. Balanced (rl, r,> = (8,8) and (il, ;2> = (66). 
approximations match those of the original system. This extension is beyond 
the scope of the present paper, and will be reported elsewhere. 
APPENDIX 
Given the unit-impulse response 
F(+ z2) = f &jz;iz;j, fij E R, (A.1) 
i=Oj=O 
of a 2-D linear shift-invariant filter. We need to find an approximate transfer 
function 
(A -2) 
where 
NC” 1, z2) = t 2 bijqiQ, 
i=o j=O 
(A .3a) 
Dl( zl) = 1 + a,,z;l + ..* +qnqn, 
L&(2,) = 1 + az&l + ... +CQrnzim, 
(A.3b) 
(A .3c) 
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such that an error measure 
is minimized. 
To obtain this approximation, we apply a 1-D approximation algorithm on 
each dimension. Formally, given the impulse responses f, and the order n, 
the coefficients a = [a,,, a,, . . . , anIT of the denominator polynomial of a 
rational approximation are determined. The following algorithm [9] has been 
used in this paper to obtain the approximation: 
ALGORITHM 1 (1-D approximation algorithm). 
define r, = E~=,fk’fk++n, h = 0,1,2 ,..., n. 
set 
a(0) = 1 
a!g = To - f,Tf,, 
P(O) = P,(O) = l/% 
Q(O) = q,(O)’ = f,T/a, 
A0 = I, + f,f;/q 
for i = 0:n - 1 
pi := [ri+l,rir...,rl]a(i) 
pi := -[fi+l,fj,...,fl]a(i) 
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*i+l 
:= Ai + 
p(i + 1) := p!) 
[ 1 4 - -a(i + 1) %+1 
Q(i + 1) := ’ d;;) ’ 1 1 - -a(i + l)+y %+1 
end 
where 
a(i) := [f~,,a,,...,a,]~ 
P(i) := [PO? p,,..., pJT 
Q(i) := [q,>q,,*..,qilT* 
At the end of the algorithm, we obtain the denominator polynomial with 
the desired order. Note that the order of the denominator polynomial can be 
specified arbitrarily. 
Next, we use Algorithm 1 to find the separable denominators for the 
given 2-D impulse-response data. 
ALGORITHM 2 (2-D approximation algorithm). 
Step 1. Use Algorithm 1 with f, = [fio,fil,. . .,A,]' (0 < i < N), 
f, = 0 (i > N + l), and order n to obtain the denominator coefficients 
all> qz>. * 1 a,,. 
Step 2. Use Algorithm 1 with f, = [foj,fij,. . . ,f,,l' (0 <j G M), 
f, = 0 (j > M + 11, and order m to obtain the denominator coefficients 
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Step 3. Calculate the numerator coefficients from 
n m 
bij = C C %k%pfi-k,j-pp i=O,l,..., 12, j=O,l,..., m, 
k=O p=o 
wherefij=Oifi<Oorj<O. 
The authors would like to acknowledge the extremely constructive 
comments of the reviewers. 
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