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Abstract
Wemodify the concept of LLL-reduction of lattice bases in the sense of Lenstra et al. (1982) towards a faster
reduction algorithm. We organize LLL-reduction in segments of the basis. Our SLLL-bases approximate the
successiveminima of the lattice in nearly the sameway as LLL-bases. For integer lattices of dimension n given
by a basis of length 2o(n), SLLL-reduction runs inO(n5+ε) bit operations for every ε > 0, compared toO(n7+ε)
for the original LLL and to O(n6+ε) for the LLL-algorithms (Schnorr, 1988 and Storjohann, 1996). We pres-
ent an even faster algorithm for SLLL-reduction via iterated subsegments running in O(n3 log n) arithmetic
steps. Householder reﬂections are shown to provide better accuracy thanGram–Schmidt for orthogonalizing
LLL-bases in ﬂoating point arithmetic.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The set of all integer linear combinations of a set of linearly independent vectors b1, ..., bn ∈ d is
a lattice of dimension nwith basis b1, ..., bn. The problem of ﬁnding a shortest, nonzero lattice vector
is a landmark problem in complexity theory. This problem is polynomial time for ﬁxed dimension
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n [20,22] and is NP-hard for varying n [12,1,25]. The famous LLL-algorithm of Lenstra et al. [22]
for lattice basis reduction is a ground breaking technique for solving important problems in algo-
rithmic number theory, integer optimization, diophantine approximation and cryptography. For a
few recent applications see [5–10,15,24,29] and [23,27,35] for background. We improve the time for
LLL-type reduction in its dependence on n. Let an integer lattice be given by a basis b1, ..., bn ∈ d .
LetM0 denote the maximal Euclidean length of b1, ..., bn. Throughout the introduction we simplify
time bounds by assuming that M0 = 2o(n) and d = O(n).
Performance of the original LLL-algorithm [22]. TheLLL performs O(n5) arithmetic steps using
O(n2)-bit integers. The LLL achieves for arbitrary ε > 0 length defect (43 + ε)n/2, i.e., it ﬁnds a non-
zero lattice vector with at most (43 + ε)n/2-times the minimal possible length. The LLL repeatedly
constructs short bases in two-dimensional lattices, the two-dimensional problemwas already solved
by Gauss [13].
Finding very short lattice vectors. Finding very short lattice vectors requires additional search be-
yond LLL-type reduction. The algorithm of Kannan [16] ﬁnds a shortest nonzero lattice vector in
no(n) steps. The improvedalgorithmofHelfrich [14] runs inn
n
2+o(n) steps. Theprobabilistic sieve algo-
rithmof [3] ﬁnds a shortest lattice vector in 2o(n) average time and space. Schnorr [31] has generalized
the LLL-algorithm by repeated construction of short lattice bases of dimension 2k  2. 2k-reduc-
tion [31] achieves length defect (2k)n/k within O(n3kk+o(k) + n4) arithmetic steps. LLL-reduction is
the case k = 1 of 2k-reduction. Ajtai [2] shows that the proven time bound for 2k-reduction is opti-
mal up to a constant factor in the exponent. Under heuristic assumptions random sampling of short
lattice vectors achieves length defect (k/6)n/8k within O(n3kk + n4) arithmetic steps [34].
Floating point arithmetic. The LLL uses under exact integer arithmetic intermediate integers of
bit length O(n2). This bit length can be reduced to O(n) using ﬂoating point arithmetic (fpa, for
short). The algorithm LLLH of Section 3 computes intermediate vectors by a sequence of House-
holder transformations. Proposition 1 shows that it provides better accuracy than Gram–Schmidt
for orthogonalizing LLL-bases. LLLH improves both the practical method of [33] and the fully
proven method of [32]. LLLH runs under fpa in n6+o(1) bit operations saving a factor n compared
to the original LLL. We combine this saving with another one from Segment LLL-reduction. Our
time bounds assume fast multiplication of n-bit integers within n1+o(1) bit operations.
Segment LLL-reduction in fpa. Segment LLL-reduction adapts LLL-reduction to a better use of
local LLL-reduction. It improves the LLL-time bound and approximates the successive minima
in nearly the same way as the LLL. Following Scho¨nhage [36], we partition a basis b1, . . . , bn of
dimension n = k m into m segments of k consecutive basis vectors. LLL-swaps are done using local
coordinates of dimension 2k of two adjacent segments. Local LLL-swaps cost merely O(k2) arith-
metic steps, local size-reduction included—compared to O(n2) steps for a global LLL-swap. We
design Segment LLL-reduction as to minimize the number of local LLL-reductions. In Section 4,
we present our basic SLLL0-algorithm that runs in O(n4) arithmetic steps, compared to O(n5) steps
of the original LLL. It uses integers and fpa numbers of bit length O(n2). The reﬁned algorithm
SLLL of Section 5 decreases this bit length to O(n) performing O(n4 log n) arithmetic steps. SLLL
runs under fpa in n5+o(1) bit operations, compared to n7+o(1) for the original LLL and n6+o(1) bit
operations for LLLH , the LLL-algorithms of [32,38], and the semi-reduction of [36]. In Section 6,
we speed up SLLL-reduction by extending LLL-steps iteratively to larger and larger segments. The
algorithm SLLL+ runs in O(n3 log n) arithmetic steps.
C.P. Schnorr / Information and Computation 204 (2006) 1–25 3
Space efﬁciency. SLLL runs in linear space O(nd log2M0) and input bases of length M0 ﬁt into
space nd log2M0. The LLL-algorithms of [32] and LLLH of Section 3 are also linear in space, while
the original LLL of [22] and the algorithms of [36,38] expand the space of the input by a factor
O(n). The recent Hermite reduction algorithm of [26] is also in linear space but is much slower than
SLLL requiring O(n5(log2M0)
2) arithmetic steps.
Related work. Scho¨nhage’s [36] concept of semi-reduction achieves length defect 2n and runs in
O(n4) arithmetic steps using O(n2)-bit integers. Storjohann [38] proposes amodularLLL-algorithm
that replaces size-reduction by modular reduction, reducing the Gram–Schmidt coefﬁcients modu-
lo a squared determinant of order Mn0 . [38] [Theorem 24] accelerates semi-reduction of [36] via the
modular LLL to run in n5+
1
5−+o(1) bit operations provided that multiplication of n× n-matrices
runs in O(n) arithmetic steps. SLLL beats this time bound and achieves the smaller length defect
(43 + ε)n/2 for every ε > 0. Mehrotra and Li [28] combine our previous segment LLL-reduction [17]
with modular reduction to run in O(n3.5) arithmetic steps using O(n log2M0) bit integers, and thus
running in n5.5+o(1) bit operations.
Nguyen and Stehle [30] improve the LLL algorithm to perform a number of bit operations that
is quadratic in log2M0.
Daudé andValle´e [11] andAkhavi [4] study random input bases consisting of real vectors b1, ..., bn
that are independently drawn from the unit ball in n. LLL-reduction performs for such random
input bases on averageO(n4 log2 n) arithmetic steps using real numbers [11]. Size-reduction of such a
randombasis achieves length defect (43)
(n−1)/2 with high probability [4]. The present paper continues
and revises the reports [17–19].
2. LLL reduction of lattice bases
Notation. Letd be the real vector spaceofdimension d with standard inner product 〈x, y〉 = xty .A
vector b ∈ d has length ‖b‖ = 〈b, b〉 12 . An ordered set of linearly independent vectors b1, ..., bn ∈ d
is a basis of the lattice L =∑ni=1 bi ⊂ d of dimension dimL = n, consisting of all integer linear
combinations of b1, ..., bn. We identify the basis with the matrix B = [b1, ..., bn] ∈ d×n, we write
L = L(B) = L(b1, ..., bn). All vectors will be column vectors. Let qi denote the component of bi that
is orthogonal to b1, ..., bi−1, q1 = b1. The orthogonal vectors q1, ..., qn ∈ d and the Gram–Schmidt
coefﬁcients j,i, 1  i, j  n of the basis b1, ..., bn satisfy for j = 1, ..., n:
bj =
j∑
i=1
j,iqi, j,j = 1, j,i = 0 for i > j.
j,i = 〈bj , qi〉/〈qi, qi〉, 〈qj , qi〉 = 0 for j /= i.
The geometric normal form (GNF) of a basis. The basis B ∈ d×n has a unique QR-decomposi-
tion B = QR, where Q ∈ d×n has pairwise orthogonal columns of length 1, and R = [ri,j] ∈ n×n
is upper-triangular with positive diagonal entries r1,1, ..., rn,n > 0 and ri,j = 0 for i > j. Hence Q =
[ q1/‖q1‖, ...., qn/‖qn‖ ], j,i = ri,j/ri,i, and ‖qi‖ = ri,i . Two bases B = QR, B¯ = Q¯R¯ are isometric iff
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R = R¯, or equivalently iff BtB = B¯tB¯. We call R the geometric normal form (GNF) of the basis,
GNF(B) := R.
The lattice L = L(B) has determinant detL = det(BtB) 12 =∏ni=1 ‖qi‖, where Bt is the transpose
and BtB is the Gram matrix of B. Let r = r − 12 denote the nearest integer to r ∈ . Let col(j,B)
(row(j,B)) denote the jth column (jth row) vector of the matrix B.
Duality. The dual of lattice L = L(B) with basis B ∈ d×n is the lattice
L∗ =def {x ∈ span(L) | 〈x, y〉 ∈  for all y ∈ L}
having determinant detL∗ = (detL)−1. L∗ has a basis B¯ ∈ d×n satisfying B¯tB = In, where In is
the n× n identity matrix. Inverting the order of the columns of B¯ = [b¯1, ..., b¯n] yields the dual ba-
sis B∗ = [b∗1 , ..., b∗n] = [b¯n, ..., b¯1]−1 of B satisfying 〈b∗n−i+1, bj〉 = n−i+1,j and ‖qi‖ = ‖q∗n−i+1‖−1 for
i = 1, ..., n.
The successive minima. The jth successive minimum j of a lattice L, 1  j  dimL, is the mini-
mal real number r for which there exist j linearly independent lattice vectors of length bounded by
r. 1 is the length of the shortest nonzero lattice vector. ‖b1‖/1 is the length defect of the basis.
Deﬁnition 1.Abasis b1, . . . , bn ∈ d with orthogonal vectors q1, ..., qn ∈ d is anLLL-basis (or LLL-
reduced) for given , 14 <   1, if
1. |j,i|  12 for 1  i < j  n,
2.  ‖qi‖2  2i+1,i ‖qi‖2 + ‖qi+1‖2 for i = 1, . . . , n− 1.
Abasis satisfying 1. is called size-reduced. LLL-bases improveas  increases.We focuson  := 0.98.
Lenstra et al. [22] introduced LLL-bases focusing on  = 3/4. Let  := 1/(− 1/4).
Theorem 1 [22]. Every LLL-basis b1, . . . , bn ∈ d with orthogonal vectors q1, ..., qn ∈ d of lattice L
satisﬁes for  := 1/(− 1/4) that
1. ‖qi‖2  j−i ‖qj‖2 and ‖bi‖2  j−1 ‖qj‖2 for 1  i  j  n,
2. ‖b1‖  n−14 (detL) 1n ,
3. −j+1  ‖qj‖2−2j  ‖bj‖2 −2j  n−1 for j = 1, ..., n.
The clauses 1. and 3. of Theorem 1 follow by the argument of Theorem 6.
Size measures. We call M0 =def max(‖b1‖, ..., ‖bn‖) the length of the basis B = [b1, ..., bn] ∈ d×n
andM =def max(d1, ..., dn, 2n) the volumeof thebasis,wheredi := det(L(b1, ..., bi))2 = ‖q1‖2 · · · ‖qi‖2.
We use a novel measure for bounding the length defect of a basis: M1 =def max1ijn ‖qi‖/‖qj‖.
The argument of Theorem 6 shows that every size-reduced basis satisﬁes
4
j + 3/M
2
1  ‖bj‖2/2j  M 21
j + 3
4
for j = 1, ..., n.
By Theorem 1, M 21  n−1 holds for LLL-bases. A basis B and its dual B∗ have the same M1-val-
ue. Lattice reduction aims at a lattice basis with small M1-value. Clearly, di  M 2i0 , M  M 2n0 and
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M−1  ‖qi‖2  M , and thus M1  M follows from ‖qi‖2 = di/di−1. We let M0 refer to the input
basis of an algorithm. M and M1 do not increase during LLL-reduction. M1,M = 2o(n2) holds for
every basis of length 2o(n). We present the main steps of the LLL-algorithm, see [22] for more
details.
LLL
INPUT b1, . . . , bn ∈ d (a basis with M0,M ), , 14 <  < 1
OUTPUT b1, . . . , bn LLL-basis
1. l := 1 # b1, . . . , bl′ is always an LLL-basis for l′ := max(l− 1, 1).
2. WHILE l  n DO
compute the rational numbers l,1, ...,l,l−1 and ‖ql‖2
#size-reduce bl against bl−1, ..., b1 :
FOR i = l− 1, ..., 1 DO bl := bl − l,ibi, update l,i, ...,l,1
IF l /= 1 and  ‖ql−1‖2 > 2l,l−1 ‖ql−1‖2 + ‖ql‖2
THEN swap bl−1, bl, l := l− 1 ELSE l := l+ 1.
LLL-time bound. One round of the WHILE-loop, i.e., one LLL-swap of bl−1, bl requires O(nd)
arithmetic steps, size-reduction of bl and computation of the rationals l,1, ...,l,l−1, ‖ql‖2 includ-
ed. Given an integer basis in d of length M0  2 and volume M , LLL performs O(n log1/ M) =
O(n2 log1/ M0) LLL-swaps for  < 1, and runs in O(n
2d log1/ M) arithmetic steps using
O(log2(M0M))-bit integers. Given a basis of length 2
o(n) and d = O(n) this requires O(n7+ε) bit
operations for every ε > 0 because log2(M0M) = O(n2).
3. LLL algorithm via Householder reﬂections
In this section, we present theLLLH variant of LLLwhich computes thel,i, ‖ql‖ by a sequence
of Householder reﬂections. We ﬁrst analyse LLLH in ideal real arithmetic, thereafter under ﬂoat-
ing point arithmetic. LLLH under fpa saves a factor n in the number of bit operations compared
to LLL. While the intermediate data l,i, ‖ql‖ are computed in fpa, the basis vectors are in exact
arithmetic. Prop.1 shows that Householder reﬂections provide better accuracy than Gram–Schmidt
for orthogonalizing LLL-bases in ﬂoating point arithmetic. All subsequent reduction algorithm are
based on LLLH .
Computing the GNF of B = [b1, ..., bn]. There is an extensive literature on numerical algorithms
for computing the GNF R = [ri,j] ∈ n×n of the QR-decomposition B = QR of a basis B, see [21].
We compute an orthogonal matrix Q′ ∈ d×d that extends Q ∈ d×n and a matrix R′ ∈ d×n that
extends R ∈ n×n by d − n zero-rows and allows that col(i,R′)t = ± col(i,R)t0d−n. In ideal arith-
metic we get R′ by a sequence of Householder transformations
R′0,Q′ := B, R′j := QjR′j−1 for j = 1, ..., n,
R′ := R′n, Q′ := Q1 · · ·Qn = Qt1 · · ·Qtn,
where Qj := Id − 2‖hj‖−2hjhtj ∈ d×d is orthogonal and symmetric, hj ∈ d .
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The transform R′j := QjR′j−1 zeroes the entries in positions j + 1 through d of col(j,R′j−1), it tri-
angulates col(j,R′j−1) so that R
′
j ∈ d×n is upper-triangular for the ﬁrst j columns. The transform
x → Qjx reﬂects x at the hyperplane that is orthogonal to the Householder vector hj ∈ d so that
Qjhj = −hj , Qjx = x for 〈hj , x〉 = 0.
We set r := (r1, ..., rd )t := col(j,R′j−1), z := sign(rj)
(∑d
i=j r2i
) 1
2 with sign(0) := 1 and
hj := (0, ..., 0, rj + z, rj+1, ..., rd )t .
Correctness. We have that 2hj〈hj , r〉‖hj‖−2 = 2hj zrj+z
2
2zrj+2z2 = hj , and thus
Qjr = r − hj = (r1, ..., rj−1,−z, 0, ..., 0)t ∈ d .
This shows that Qjr is correctly triangulated and hj is well chosen.
The chosen sign of z prevents that leading bits cancel when adding rj and z. Clearly,Qj · · ·Q1bj =
col(j,R′) = −sign(rj)col(j,R) because 〈hj , col(i,R′)〉 = 0 for i < j. We abbreviate rl := col(l,R)
for R = GNF(B). TriColl computes rl from rl−1,l =col(l,R′) extending rl by d − n zeroes at the
bottom.
TriCol(b1, ..., bl, h1, ..., hl−1, r1, ..., rl−1) (TriColl for short)
# TriColl computes hl and rl := col(l,R) and size-reduces bl, rl.
1. r0,l := bl, FOR j = 1, ..., l− 1 DO rj,l := rj−1,l − 2〈hj , rj−1,l〉hj:
2. (r1, ..., rd )t := rl−1,l, # := maxi |ri|, zl := sign(rl) # (∑di=l(ri/#)2) 12 ,# # prevents under/overﬂow
3. hl := (0, ..., 0, rl + zl, rl+1, ..., rd )t/
√
2zlrl + 2z2l , # this normalizes hl such that ‖hl‖ = 1 simplifying
the fpa-error analysis, without changing Ql.
4. rl := −sign(rl) (r1, ..., rl−1,−zl, 0, ..., 0)t ∈ d , # note that rl,l > 0
5. # size-reduce bl against bl−1, ..., b1 and update rl :
FOR i = l− 1, ..., 1 DO bl := bl − ri,l/ri,ibi, rl := rl − ri,l/ri,iri .
Step bound. TriColl runs in O(dl) arithmetic steps and one sqrt.
The LLL-algorithm in terms of R = GNF(B). Consider the diagonal submatrix Rl−1,1 =[
rl−1,l−1 rl−1,l
0 rl,l
]
⊂ R shown in Fig. 1. (We let R′ ⊂ R denote that R′ is a submatrix of R, i.e., r′i,j =
ri+k ,j+m for all i, j and some k ,m.)LLLH performs simultaneous column operations on R and B that
Fig. 1. The submatrix Rl−1,1 ⊂ R.
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shorten theﬁrst columnof someRl−1,1. It swaps columns rl−1, rl andbl−1, bl if this shortens the square
length of the ﬁrst column of Rl−1,l by the factor . To enable a swap the entry rl−1,l is ﬁrst reduced to
|rl−1,l|  12 |rl−1,l−1|by transforming rl := rl − rl−1,l/rl−1,l−1rl−1. The idealLLLH algorithm reads
LLLH
INPUT b1, . . . , bn ∈ d (a basis with M0,M1,M ), , 14 <  < 1
OUTPUT b1, . . . , bn LLL-basis for 
1. l := 1, # b1, ..., bmax(l−1,1) is always an LLL-basis
2. WHILE l  n DO
TriCol(b1, ..., bl, h1, ..., hl−1, r1, ..., rl−1)
IF l /= 1 and  r2l−1,l−1 > r2l−1,l + r2l,l
THEN swap bl−1, bl, l := l− 1 ELSE l := l+ 1.
Correctness. At stage l we get rl = col(l,R) of R = GNF(B), and we have rl−1 from a previous
stage. Using the coefﬁcients rl−1,l−1, rl−1,l, rl,l LLLH correctly simulates LLL since r2i,j = 2j,i‖qi‖2.
The GNF [r1, ...rl] of [b1, ...bl] is preserved during simultaneous size-reduction of rl and bl in
TriColl.
LLLH using ﬂoating point arithmetic. We use the fpamodel of Wilkinson [39]. A fpa number with
t = 2t′ + 1 precision bits is of the form ±2e∑t′i=−t′ bi2i, where bi ∈ {0, 1} and e ∈ . It has bit length
t + s+ 2 for |e| < 2s, two signs included.Wedenote the set of these numbers byt . Standarddouble
length fpa has t = 53 precision bits, t + s+ 2 = 64. Let fl :  ⊃ [−22s , 22s]  r → t approximate
real numbers by fpa numbers. A step c := a ◦ b for a, b, c ∈  and a binary operation ◦ ∈ {+,−, ·, /}
translates under fpa into a¯ := fl(a), b¯ := fl(b), c¯ := fl(a¯ ◦ b¯), respectively, into a¯ := fl(◦(a¯)) for
unary operations ◦ ∈ { ,√ }. Each fpa operation induces a normalized relative error bounded in
magnitude by 2−t : |fl(a¯ ◦ b¯)− a¯ ◦ b¯|/|a¯ ◦ b¯|  2−t . If |a¯ ◦ b¯| > 22s or |a¯ ◦ b¯| < 2−2s then fl(a¯ ◦ b¯) is
undeﬁned due to an overﬂow, respectively, underﬂow.
It is common to require that 2s  t2 and thus s  2 log2 t, for brevity we identify the bit length
of fpa-numbers with t, neglecting the minor (s+ 2)-part. Under fpa we let LLLH use approximate
vectors h¯l, r¯l ∈ dt and exact basis vectors in d .
TriColl under fpa. A detailed discussion and analysis of steps 1-4 of TriColl under fpa is in
[21, chapter 15]. In order to keep fpa-errors small during the iteration of TriColl within LLLH we
replace under fpa for the rest of the paper TriColl by the following iterative.
fpa-version of TriColl. Zero r¯i,l/r¯i,i in step 5 if |r¯i,l/r¯i,i| < 0.51 holds. Repeat steps 1-5 of the
above TriColl-procedure in a loop until step 5 leaves bl unchanged, i.e., |r¯i,l/r¯i,i| < 0.51 holds for
i = l− 1, ..., 1.Moreover, we compute all critical scalar products 〈x, y〉, where |〈x, y〉| < 2−t/2‖x‖ ‖y‖
exactly or at least with a small relative error.
Zeroing of r¯i,l/r¯i,i cancels a size-reduction step and prevents cycling through steps 1-5. In
TriColl’s last round size-reduction is void and the value of rl in step 4 and its fpa-error remain
unchanged.
Heuristics for the fpa-analysis of householder orthogonalization. We assume that the error vectors
h¯i − hi behave at random. Small errors ‖x¯ − x‖  ε‖x‖ with expected value E[〈x, x¯ − x〉] = 0 sat-
isfy E[ ‖x¯‖2]  E[ ‖x‖2 + ‖x¯ − x‖2]  (1+ ε2)E[ ‖x‖2], and thus E[ ‖x¯‖ ] < (1+ ε2/2)E[ ‖x‖ ] since
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1+ ε2 < (1+ ε2/2)2. Hence the relative error | ‖x¯‖ − ‖x‖ |/‖x‖ is on average much smaller than ε.
Therefore we neglect the inﬂuence of small fpa-errors to the vector length ‖x‖.
TriColl computes in step 2 rl−1,l =∏l−1j=1Qjbl recursively as r¯0,l := bl, r¯j,l := fl(Q¯jr¯j−1,l) for
j = 1, ..., l− 1 and Q¯j = Id − 2h¯jh¯tj . We let the projection )n : d → d zero the ﬁrst n coordinates
and preserve the other coordinates. Basis vectors of the form bj ∈ 0nd−n, i.e., )n(bj) = bj , will
simplify the analysis. The bases b′1, ..., b′n and 0nb
′
1, ..., 0
nb′n have the same GNF.
Proposition 1 (Heur.). TriColl applied to a size-reduced basis b1, ..., bl ∈ 0nd−n approximates the
GNF R = [ri,j] such that for j = 0, ..., l− 1
|r¯j+1,l − rj+1,l|  ‖)n(r¯j,l − rj,l)‖  10 d (32 )j−1 max1il ri,i 2−t .
For LLL-bases b1, ..., bl ∈ 0nd−n we have that max1il ri,i  l−12 rl,l and Proposition 1 with
j = i − 1 shows that TriColl achieves for i = 1, ..., l that
|¯l,i − l,i| = |r¯i,l − ri,l|/ri,i  10 d l−i+12 (32
√
)i−2 rl,lri,i 2
−t . (1)
This bound also holds in the critical situation for swapping bl−1, bl within LLLH . It guarantees
correct swapping of bl−1, bl for 2t  100 d
√
3
l−1
. Using Shoup’s NTL library [37] A. Scemama has
veriﬁed (1) for i = l− 1 empirically for random LLL-bases, with and without the 0n-preﬁx, that
satisfy 
l−j
2 rl,l = rj,j .
Nguyen and Stehle [30] present improved fpa LLL-algorithms for Gram–Schmidt orthogonal-
ization. They prove in Theorem 2 a bound similar to (1), where 32
√
 is replaced by its square
(32
√
)2 ≈ 3. The bounds of [30] are nearly sharp in worst case. Importantly, Householder reﬂec-
tions guarantee correct swapping, based on accurate r¯l−1,l−1, r¯l−1,l, r¯l,l, for about twice the dimension
compared to the LLL-algorithm of [30].
Proof.Proof by induction on j, j = 0, 1: We have that r0,l = bl, r1,l = bl − 2〈h1, bl〉h1, h1 = (z1e1 +
b1)/(
√
2 ‖b1‖), (e1 is the ﬁrst unit vector), z1 = ‖b1‖. Moreover, ‖r¯1,l − r1,l‖/‖r1,l‖
 (d2 + 3)2−t +O(2−2t), for thesebounds see [21], [pp. 84, 85, (15.21)].WedisregardallO(2−2t)-terms.
The claim holds for j = 0, 1 and arbitrary l since the size-reduced bl satisﬁes ‖bl‖ 
√
lmax1il ri,i .
The constant factor 10 is a crude upper bound.
Induction j − 1→ j: W.l.o.g. let j be sufﬁciently large, j  j0. As 0,±rj,l, 1/
√
2 are the j’s coordi-
nates of rj−1,l, rj,l, hj we have that
rj,l − rj−1,l = −2〈hj ,)n(rj−1,l)〉 hj = ∓
√
2 rj,l hj ,
±rj,l = −
√
2〈hj ,)n(rj−1,l)〉. (2)
We see from ‖)n(rj−1,j)‖ = rj,j and )n(hj) = ±)n(rj−1,j)/(
√
2 rj,j) that
)n(rj,l) = )n(rj−1,l − rj,lrj,j rj−1,j). (3)
Next we prove (4) from (3) neglectingminor errors having no (32 )
j−2-factor, as for instance the error
of computing fl()n(
∏j−1
i=1 Q¯jbj)) for given Q¯j = Id − 2h¯jh¯tj . First consider the error |r¯j,l − rj,l|. We
have by (2) that
|r¯j,l − rj,l|/
√
2 = |〈hj ,)n(rj−1,l)〉 − 〈h¯j ,)n(r¯j−1,l)〉|
 |〈h¯j − hj ,)n(rj−1,l)〉| + |〈h¯j ,)n(r¯j−1,l − rj−1,l)〉|.
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We show that the error |〈h¯j − hj ,)n(rj−1,l)〉| is minor. We see from rj−1,j = bj − 2∑j−1i=1 〈hi,
)n(ri−1,j)〉hi that )n(h¯j − hj) = ±)n(r¯j−1,j − rj−1,j)/(
√
2rj,j) is mostly contained in Sj =def span
()n(h1), ...,)n(hj−1)), except for a minor portion in S⊥j . Therefore h¯j − hj is nearly orthogonal to
)n(rj−1,l) ∈ S⊥j and we neglect the error |〈h¯j − hj ,)n(rj−1,l)〉|.
The contribution of
√
2|〈h¯j ,)n(r¯j−1,l − rj−1,l)〉| to )n(r¯j,l − rj,l) does not depend on h¯j − hj , it
exclusively results from r¯j−1,l − rj−1,l and thus is part of Q¯j)n(r¯j−1,l − rj−1,l). As Q¯j is orthogonal
it is covered by ‖)n(r¯j−1,l − rj−1,l)‖. This also proves for j + 1 the induction claim |r¯j+1,l − rj+1,l| 
‖)n(r¯j,l − rj,l)‖.
Therefore, we get from (3) and our heuristics rj,j = ‖)n(r¯j−1,j)‖ = r¯j,j that
‖)n(r¯j,l − rj,l)‖  ‖)n(r¯j−1,l − rj−1,l)‖ + | rj,lrj,j |‖)n(r¯j−1,j − rj−1,j)‖. (4)
Applying the induction hypothesis for j − 1 and size-reducedness, |rj,l|  12rj,j , (4) yields the second
part of the induction claim:
‖)n(r¯j,l − rj,l)‖  10 d (32 )j−2 32 max1il ri,i 2−t . 
We set  := 0.98, − := 0.97, + := 0.99,  := 1/0.73 < 1.37, * := 32
√
 ≈ √3, ε := 0.01 and
ε := (1+ ε2)/(34 − 4ε− ε2/4− (1+ 2ε)ε1/2) < 1.44.
Theorem 2 (Heur.). Given a basis b1, ..., bn ∈ d with M0,M , LLLH using fpa with precision 2t 
210 d *n computes an approximate LLL-basis such that
1. |j,i| < 12 + εε
j−i
2 ‖qj‖/‖qi‖ + ε for 1  i < j  n,
2. −‖qi‖2  2i+1,i ‖qi‖2 + ‖qi+1‖2 for i = 1, . . . , n− 1.
3.Clauses 1.–3. of Theorem 1 hold with  replaced by ε.
LLLH runs in O(n2d log1/ M) arithmetic steps using n+ log2M0 bit integers and fpa numbers of bit
length t.
In particular LLLH runs for M0 = 2O(n), d = O(n) in O(n4d) arithmetic steps and in n6+o(1) bit
operations.
Wecallabasissize-reducedunderfpa if it satisﬁesclause1ofTheorem2.Thetermεε
j−i
2 ‖qj‖/‖qi‖ 
ε covers the error |¯j,i − j,i| from (1).
Proof.Length of intermediate bases.All intermediate basis vectors have length 2n M0. We show
that this claim holds during size-reduction within LLLH . A size-reduction step bl := bl − l,jbj
for j < l induces l,i := l,i − l,jj,i for i = 1, ..., j, where the subbasis b1, . . . , bj is an approxi-
mate LLL-basis in the sense of Theorem 2. We can neglect the case of large qj so that |j,i|  12 + ε
for i < j and the reduction step increases maxi<l |l,i| by at most a factor 32 .
Consider the initial values bl,l,i and the ﬁnal values b′l,′l,i after h size-reduction steps. For
i < l− h there exists by the above argument j, l− h  j < l such that |′l,i| ‖qi‖  (32 )h|l,j| ‖qi‖ 
(32 )
h
j−i
2
ε |l,j| ‖qj‖. Fromε < 1.44we get that ‖b′l‖2 =
∑l
i=1 |′l,i|2‖qi‖2  (32 )2hl lεmaxj 2l,j‖qj‖2
< 1.82 ll ‖bl‖2.
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Therefore, all intermediate vectors b′l have length < 2l ‖bl‖ for l  6.
Correct swapping for 2t  100 d *n. In ideal arithmetic bl−1, bl get swapped iff ! := r2l−1,l +
r2l,l − r2l−1,l−1 < 0. Note that ! = ‖)n(rl−1,l)‖2 − ‖)n(rl−2,l−1)‖2, thus correct swapping depends
on accurate ‖)n(r¯l−1,l)‖, ‖)n(r¯l−2,l−1)‖. Consider the critical situation ! ≈ 0, in particular that
r2l−1,l−1/2ε  r2l,l  2εr2l−1,l−1. Then b1, ..., bl is an approximate LLL-basis and Proposition 1 holds
with max1il ri,i 
√
εrl−1,l−1. We see from Proposition 1 for j = l− 2 that the fpa- error of !
is at most ‖)n(r¯l−1,l − rl−1,l)‖2 + ‖)n(r¯l−2,l−1 − rl−2,l−1)‖2  (3ε*2 + ) (10 d*l−3rl−1,l−12−t)2 
εr2l−1,l−1 for 2t  100 d*l since 3ε*2 +  < *6. Then a valid swap for − under ideal arithmetic,
will also be executed under fpa and each swap under fpa is a valid swap for + . Moreover, it follows
that a swap is guaranteed under fpa for r2l,l  r2l−1,l−1/2ε and is excluded for r2l,l  2εr2l−1,l−1. This
proves clause 2 of Theorem 2. 
Size-reduction under fpa. When TriColl is executed within LLLH then bl, ..., bl−1 is an approx-
imate LLL-basis, TriColl iteratively size-reduces bl. It reduces l,i with |l,i| > 2t/2 by at least a
factor 2−t/2 per round performing at most 2 log2(‖bl‖/2t) rounds. The average number of rounds
per TriCol-execution is bounded by a small constant O(1). A total of O(n log2(M0/2
t)) rounds is
required for reducing large basis vectors. We omit details.
TriColl’s last round computes by Proposition 1 ¯l,i = fl(r¯i,l/r¯i,i) such that
|¯l,i − l,i|  10 d *i−2
l−i
2
ε
rl,l
ri,i
2−t  ε
l−i
2
ε ‖ql‖/‖qi‖
for 2t  210 d *l−1 and i < l because the ﬁnal size-reducedness in step 5 is void. Hence, upon termi-
nation clause 1 of Theorem 2 is satisﬁed since |¯l,i|  12 + ε.
Time bound. As  = 1− 2ε, + = 1− ε we have that   2+ . Hence LLLH performs at most
log1/+ M
n  2 n log1/ M LLL-swapsunder fpa, each swap requiringoneTriColl-execution.Tri-
Coll performs on average O(1) rounds and requiring O(nd) arithmetic steps and O(1) sqrt’s. Hence
LLLH runs in O(n2d log1/ M) arithmetic steps.
Costs of the sqrt’s. There are O(n log1/ M) sqrt’s to be computed with t = 2n precision bits,
one sqrt per round of TriColl. Using Newton iteration this requires 2n log1/ M log2 n arithme-
tic steps. Newton’s iteration x0 := 1, xk+1 := 12 (xk + mxk ) converges quadratically to
√
m. Therefore
2 log n rounds of Newton iteration sufﬁce to compute
√
m for m  2nM0 up to an error less than
2−2n.
Proof of 3. Clause 1 of Theorem 1. Clauses 1, 2 of Theorem 2 imply that (1− 3ε)‖qi‖2  ( 12 +
2 ε
√
ε‖qi+1‖/‖qi‖)2‖qi‖2 + ‖qi+1‖2. Hence ‖qi‖2  ε‖qi+1‖2 holds for ‖qi+1‖  ‖qi‖ and this is
trivial for ‖qi‖  ‖qi+1‖. Also, 2i,h‖qh‖2  ( 12‖qh‖ + 2 ε
i−h
2
ε ‖qi‖)2  j−hε ( 12 + ε)2‖qj‖2 holds for
h < i  j. Hence ‖bi‖2 =∑ih=1 2i,h‖qh‖2  ( 12 + 2 ε)2(1+∑i−1h=1 j−hε )‖qh‖2  j−1ε ‖qj‖2.
Clause 3 of Theorem 1. Following the proof of Theorem 6 we get from ‖qi‖2  ε‖qi+1‖2 for
j = 1, ..., n− 1 clause 3 of Theorem 1 with ε. 
Comparison with [32] and the modular LLL of [38]. Theorem 2 improves the time bound and
the precision of the theoretic, less practical method of [32].
The modular LLL [38] performs O(nd log1/ M) arithmetic steps on integers of bit length
log2(M0M) using standard matrix multiplication. This yields the same bound for the number of
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bit operations for LLLH and the modular LLL [38] if M0 = 2+(n). If M0 = 2o(n) the given basis
is shorter than an LLL-basis and LLL-reduction is useless. The practicability of LLLH rests on
the use of small integers of bit length 1.11 n+ log2M0 whereas [38] uses long integers of bit length
log2(M0M) = O(n logM0).
4. Basic segment LLL-reduction
This section introduces main concepts of segment LLL-reduction and a ﬁrst algorithm SLLL0.
The argument of Theorem 4 for bounding the number of local LLL-reductions within SLLL0 will
be used throughout the paper. This is also true for Lemma 1 and Corollary 1 that bound the norm
of, and the fpa-errors induced by, local LLL-transforms. The algorithm SLLL0 is faster by a factor
n in the number of arithmetic steps compared to LLLH but uses longer integers and fpa numbers,
a drawback that will be repaired in Section 5.
Segments and local coordinates. Let the basis B = [b1, . . . , bn] ∈ d×n have dimension n = k m and
GNF R ∈ n×n. We partition B into m segments Bl,k = [blk−k+1, . . . , blk ] for l = 1, ...,m.
Local LLL-reduction of two consecutive segments Bl,k ,Bl+1,k is done in local coordinates of the
submatrix
Rl,k := [rlk+i,lk+j]−k<i,jk ∈ 2k×2k
of R. Let H = [h1, ..., hn] = [hi,j] ∈ d×n be the lower triangular matrix of Householder vectors and
Hl,k = [hlk+i,lk+j]−k<i,jk ⊂ H the submatrix for Rl,k . We control the calls, and minimize the num-
ber, of local LLL-reductions of the Rl,k by means of the local squared determinant of Bl,k
Dl,k =def ‖qlk−k+1‖2 · · · ‖qlk‖2.
We have that dlk = ‖q1‖2 · · · ‖qlk‖2 = D1,k · · ·Dl,k . Moreover, we will use
D(k) =def ∏m−1l=1 dlk =∏m−1l=1 Dm−ll,k ,
Ml,k =def maxlk−k<ijlk+k ‖qi‖/‖qj‖.
Ml,k is the M1-value of Rl,k when calling locLLL(Rl,k), obviously Ml,k  M1.
Deﬁnition 2. A basis b1, . . . , bn ∈ d , n = km, is an SLLL0-basis (or SLLL0-reduced) for given k,
 > 14 ,  = 1/(− 34 ) if it is size-reduced and
1.  ‖qi‖2  2i+1,i‖qi‖2 + ‖qi+1‖2 for i ∈ [1, n− 1] \ k,
2. Dl,k  (/)k
2
Dl+1,k for l = 1, . . . ,m− 1.
Under fpa let  = 0.98 and size-reduction is deﬁned by clause 1 of Theorem 2.
Segment Bl,k of an SLLL0-basis is LLL-reduced in the sense that the k × k-submatrix
[rlk+i,lk+j]−k<i,j0 ⊂ R is LLL-reduced. Clause 1 does not bridge distinct segments since the i ∈ k
are excepted. Clause 2 relaxes the inequalityDl,k  k
2
Dl+1,k ofLLL-bases, and this allows to bound
the number of local LLL-reductions, see Theorem 4.
We could have used two independent -values for the two clauses of Def.2. Theorem 3 shows
that the ﬁrst vector of an SLLL0-basis of lattice L is almost as short relative to (detL)1/n as for
LLL-bases.
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Theorem 3. Every SLLL0-basis b1, ..., bn satisﬁes ‖b1‖  (/) n−14 (detL) 1n .
Proof. Every SLLL0-basis satisﬁes by clause 2 of Def.2
D1,k  (/)k
2 (i−1) Di,k for i = 1, ...,m.
Wemultiply them inequalities and take them-th root. As D1,k · · ·Dm,k = (detL)2 and 1+ 2+ · · · +
(m− 1) = m · m−12 this yields D1,k  (/)k
2 m−1
2 (detL) 2m .
Moreover ‖b1‖2  k−12 D
1
k
1,k holds as the basis b1, ..., bk is LLL-reduced. Combining the two latter
inequalities proves the claim
‖b1‖2  k−12 (/)k m−12 (detL) 2mk  (/) n−12 (detL) 2n . 
The dual of Theorem 3. Clause 2 of Deﬁnition 2 is preserved under duality. If it holds for a basis
b1, ..., bn it also holds for the dual basis b∗1 , ..., b∗n of the lattice L∗. We have that ‖b∗1 ‖ = ‖qn‖−1
and det(L∗) = (detL)−1. Hence, Theorem 3 implies that every SLLL0-basis satisﬁes ‖qn‖ 
(/)
n−1
4 (detL) 1n .
Local LLL-reduction. The procedure locLLL(Rl,k) locally LLL-reduces Rl,k ⊂ R givenHl,k ⊂ H .
Initially it produces a copy [b ′1 , ..., b ′2k ] of Rl,k . It LLL-reduces the local basis [b ′1 , ..., b ′2k ] consisting
of fpa-vectors. It updates and stores the local transform Tl,k ∈ 2k×2k so that [b ′1 , ..., b ′2k ] = Rl,kTl,k
always holds for the current local basis [b ′1 , ..., b ′2k ] and the initial Rl,k . E.g., it does col(l′, Tl,k) :=
col(l′, Tl,k)−  col(i, Tl,k) along with b′l′ := b′l′ − b′i within TriColl. It freshly computes b′l′ from
the updated Tl,k . Using a correct Tl,k this correction of b′l′ limits fpa-errors of the local basis, see
Corollary 1.
Local LLL-reduction of Rl,k is done in local coordinates of dimension 2k . A local LLL-
swap merely requires O(k2) arithmetic steps, update of Rl,k , local triangulation and size-reduc-
tion via TriColl included, compared to O(nd) arithmetic steps for an LLL-swap in global
coordinates.
locLLL(Rl,k)
1. produce copies [b′1, ..., b′2k ] = R′l,k of Rl,k and [h′1, ..., h′2k ] of Hl,k ⊂ H
Tl,k := I2k , l′ := 1
2. WHILE l′  2k DO
TriCol(b′1, ..., b
′
l′ , h
′
1, ..., h
′
l′−1, r
′
1, ..., r
′
l′−1)
update Tl,k , b′l′ := Rl,k col(l′, Tl,k)
IF l′ /= 1 and  r′2l′−1,l′−1 > r′2l′−1,l′ + r′2l′,l′
THEN swap b′l′−1, b
′
l′ , swap r
′
l′−1, r
′
l′ , update Tl,k , l
′ := l′ − 1
ELSE l′ := l′ + 1.
SLLL0-algorithm. SLLL0 transforms a given basis into an SLLL0-basis. It iterates loc-
LLL(Rl,k) for submatrices Rl,k ⊂ R, followed by a global update that transports Tl,k to B
and triangulates Bl,k ,Bl,k+1 via TriSegl,k . Transporting Tl,k to B,R, T1,n/2 and so on means
to multiply the submatrix consisting of 2k columns of B,R, T1,n/2 corresponding to Rl,k from
the right by Tl,k .
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The procedure TriSegl,k triangulates and size-reduces two adjacent segments Bl,k ,Bl+1,k . Given
Bl,k ,Bl+1,k and h1, ..., hlk−k , it computes [rlk−k+1, ..., rlk+k ] ⊂ R and [hlk−k+1, ..., hlk+k ] ⊂ H .
TriSegl,k
1. FOR l′ = lk − k + 1, ..., lk + k DO TriColl′ (including updates of Tl,k )
2. Dj,k :=∏k−1i=0 r2kj−i,kj−i for j = l, l+ 1.
SLLL0
INPUT b1, . . . , bn ∈ d (a basis with M0,M1,M ), k , m, 
OUTPUT b1, . . . , bn SLLL0-basis for k , 
WHILE ∃ l, 1  l < m such that either Dl,k > (/)k2 Dl+1,k
or TriSegl,k has not yet been executed
DO for the minimal such l: TriSegl,k , locLLL(Rl,k)
# global update: [Bl,k ,Bl+1,k ] := [Bl,k ,Bl+1,k ] Tl,k , TriSegl,k .
Correctness in ideal arithmetic. All inequalities Dl,k  (/)k
2
Dl+1,k hold upon termination of
SLLL0. All segments Bl,k are locally LLL-reduced and globally size-reduced and thus the terminal
basis is SLLL0-reduced.
The number of locLLL-executions. Let #k denote the number of loclll(Rl,k)-executions due
to Dl,k > (/)k
2
Dl,k for all l. The ﬁrst loclll(Rl,k)-executions for each l is possibly not counted
in #k , this yields at most n/k − 1 additional executions.
We bound #k by the Lova´sz volume argument.
Theorem 4. #k  2 n k−3 log1/ M.
Proof.We show that a locLLL(Rl,k)-execution decreasesDl,k by the factor k
2/2 if it is due toDl,k >
(/)k
2
Dl+1,k . locLLL(Rl,k) changesDl,k ,Dl+1,k intoD′l,k ,D′l+1,k and preservesDl‘,k for l‘ /= l, l+ 1.
It also preserves the product Dl,kDl+1,k . locLLL(Rl,k) results in D′l,k  k
2
D′l+1,k because upon ter-
mination the matrix Rl,k is LLL-reduced with  and thus the claim follows from ‖qlk−2k+i‖2 
k ‖qlk−k+i‖2 for i = 1, ..., k . Therefore
D′l,k  k
2
D′l+1,k = k
2
D′l,kD′l+1,k/D
′
l,k
= k2Dl,kDl+1,k/D′l,k < k
2
D2l,k/D
′
l,k ,
and thus D′l,k  k
2/2Dl,k . Hence locLLL(Rl,k) decreases
D(k) =∏m−1l=1 dlk =∏m−1l=1 Dm−ll,k
by the factor k
2/2. As D(k) is a positive integer, D(k)  Mm−1, this implies
#k  log1/k2/2 M
m−1  2m−1
k2
log1/ M . 
14 C.P. Schnorr / Information and Computation 204 (2006) 1–25
All intermediate Ml,k -values within SLLL0 are bounded by the M1-value of the input basis of
SLLL0. Consider the local transform Tl,k ∈ 2k×2k within locLLL(Rl,k). Let ‖Tl,k‖1 denote the
maximal ‖ ‖1-norm of the columns of Tl,k .
Lemma 1.Within locLLL(Rl,k) we have that ‖Tl,k‖1  6k(32 )2kMl,k .
Proof. We rename the input basis b′1, . . ., b
′
2k of locLLL(Rl,k) into b1, . . ., b2k and we let b
′
1, . . ., b
′
2k
denote the current local basis. The input basis has been size-reduced by the preceding TriSegl,k -
execution, and thus |j,i|  12 for 1  i < j  2k . W.l.o.g. let |′l,i|  12 for 1  i < l  2k hold for
the current basis because ‖col(l′, Tl′,k)‖1 increases during size-reduction of b′l′ . The equations
[b′1, . . ., b′2k ] = [q′1, . . ., q′2k ][′j,i]t = [q1, . . ., q2k ][j,i]tTl,k .
Yield Tl,k = ([j,i]t)−1 [〈qj , q′i〉‖qj‖−2] [′j,i]t1i,j2k . The coefﬁcients .j,i of the inversematrix [.j,i] :=
([j,i]t)−1 satisfy |.j,i|  (32 )|j−i|, and thus
∑2k
i=1 |.j,i| 
∑2k
i=1(32 )
|j−i| < 3(32 )
2k . We get that
‖Tl,k‖1  6k(32 )2k max1i,j2k |〈qj , q′i〉|/‖qj‖2.
To ﬁnish the proof we show that max1i,j2k |〈qj , q′i〉|/‖qj‖2  Ml,k .
If bl′−1, bl′ get swapped, the swapped vectors b′l′−1, b
′
l′ clearly satisfy
‖ql′‖  ‖q′l′−1‖, ‖q′l′‖  ‖ql′−1‖,
and thus |〈qj , q′i〉|/‖qj‖2  ‖q′i‖/‖qj‖  ‖ql′−1‖/‖ql′‖ holds for l′ − 1  i, j  l′, i.e., for the i, j that
are linked by the LLL-swap.
More generally, we say that i, j are linked by a sequence of LLL-swaps, swapping bh. , bh.+1 for
. = 1, . . ., s if the edges (h., h.+1) link i and j by an undirected path. By induction on the sequence
of LLL-swaps we see that ‖q′i‖/‖qj‖  Ml,k holds for all i, j such that the terminal b′i and the initial
bj are linked by a sequence of LLL-swaps. Otherwise, if b′i and bj are not linked, we have that〈qj , q′i〉/‖qj‖2 = i,j because q′i is in the linear space generated by the qj such that b′i and bj are
linked, and thus 〈qj , q′i〉 = 0 for i /= j. In particular, the quotients ‖qi‖/‖qj‖ for i > j, which are not
bounded by Ml,k , are irrelevant, they do not induce LLL-swaps and do not affect Tl,k . 
Next we study locLLL(Rl,k) under fpa, that uses the iterative fpa-version of TriColl. Let
‖[ri,j]‖F =
(∑
i,j r
2
i,j
)1/2 denote the Frobenius norm.
Corollary 1. 1. Within locLLL(Rl,k) the current R′l,k := Rl,kTl,k and its approximation R¯′l,k satisfy
‖R¯′l,k − R′l,k‖F  ‖R¯l,k − Rl,k‖F 22kMl,k + 7n‖Rl,k‖F 2−t .
2. Let TriSegl,k and locLLL use fpa with precision 2t  210d *nM 21 . If R¯l,k is computed by
TriSegl,k then locLLL(R¯l,k) computes a correct Tl,k so that Rl,kTl,k is LLL-reduced with − .
Proof. 1. locLLL(Rl,k) updates the current R′l,k = [b′1, . . ., b′2k ] by transforming the initial Rl,k in-
to R′l,k := Rl,kTl,k . In ideal arithmetic this increases for k  9 ‖R¯l,k − Rl,k‖F by at most a factor
‖Tl,k‖1
√
2k  (32 )2k+O(1)Ml,k following Lemma 1. The 7n‖Rl,k‖F 2−t-term accounts for the fpa-er-
rors of the calculation of Rl,kTl,k , using e.g., (15.30)[21] for d  37. This term can be neglected as it
is covered by the upper bound of ‖R¯l,k − Rl,k‖F that follows from Proposition 1.
2. The input Rl,k of locLLL(Rl,k) is not LLL-reduced. By Proposition 1 TriSegl,k ’s fpa-errors
are at most by a factorM1/
n
2 larger than for an LLL-reduced Rl,k . This and the loss of precision de-
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scribed by clause 1 is offset by log2(M1Ml,k) additional precision bits assuming that (
3
2 )
2k+O(1)  n2 .
Thuswe add to the precision t ofTheorem2 atmost log2(M1Ml,k) so that precision 2
t  210d *nM 21 is
sufﬁcient.With the increased precision the argument of Theorem 2 shows the correctness of Tl,k . 
Theorem 5. Let k = (√n). Given a basis with M0,M1,M , SLLL0 computes under fpa with preci-
sion 2t  210 d *nM 21 an SLLL0-basis for − . It runs in O(nd log1/ M) arithmetic steps using 2n+
log2(M0M
2
1 )-bit integers.
SLLL0 saves a factor n in the number of arithmetic steps compared to LLLH but uses longer
integers and fpa numbers. The choice k ,m = (√n) equalizes for d = O(n) the number of local and
global arithmetic steps. SLLL0 runs for M0 = 2o(n), and thus for M = 2o(n2), in O(n3d) arithmetic
steps using O(n2) bit integers. The bit length O(n2) will be reduced to O(n) by the algorithm SLLL
see Theorem 7.
Proof. Time bound. We separately count the local (respectively, global) arithmetic steps of loc-
LLL(Rl,k) (respectively, of TriSegl,k ). Initially we have thatD(1)  Mn. Each LLL-swap of bl−1, bl,
due to the inequality r2l−1,l−1 > r
2
l−1,l + r2l,l, decreases D(1) by a factor . As initially D(1)  Mn and
D(1)  1 holds upon termination there are at most n log1/ M LLL-swaps.
Each of the n log1/ M LLL-swaps, done in local coordinates of dimension 2k , requires O(k
2)
steps for a local TriColl-execution and for updating Tl,k . In total there are O(nk2 log1/ M) local
arithmetic steps.
Each locLLL(Rl,k)-execution requires O(ndk) global arithmetic steps for TriSegl,k and for up-
dating Bl,k ,Bl+1,k . Therefore, the n/k + 2nk−3 log1/ M locLLL(Rl,k)-executions require O(n2d +
m2d log1/ M) global arithmetic steps. This proves the claimed step bound using that M  2n and
m2 = (n). 
Correctness under fpa. We see from Corollary 1(2) that locLLL(Rl,k) correctly LLL-reduces Rl,k
with − , computing a correct Tl,k for n  4k .
The fpa-errorswithinlocLLL(Rl,k)getcorrectedbythesubsequentglobalupdate "[Bl,k ,Bl+1,k ] :=
[Bl,k ,Bl+1,k ] Tl,k , TriSegl,k" which restores and even improves the initial error bounds.
Selecting the right Rl,k for the next locLLL(Rl,k)-call within SLLL0 rests on the decision whether
Dl,k ,Dl+1,k differ by at least a factor (/)k
2
, where (/)k
2
> k
2
> 20.4n for k  √n. This is always
correctly decided because the ri,i and thus Dl,k ,Dl+1,k are computed with an arbitrary small relative
error by 2. of Proposition 1.
Intermediate basis vectors have length  6k(32 )2kM0M121.11 n = 22 nM0M1 because ‖Tl,k‖1 
6k(32 )
2kM1 holds by Lemma 1, and size-reduction increases the length of intermediate basis vec-
tors by at most a factor 21.11 n. Hence all integers and fpa numbers within SLLL0 have bit length
2 n+ log2(M0M 21 ). 
5. Gradual SLLL reduction using short bases
The algorithm SLLL of this section achieves the same length defect as LLL, uses intermediate
bases of length 22 nM0, and is correct under fpa with t = 3n precision bits. SLLL prepares local
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LLL-reductions through local reductions on subsegments that get reduced with smaller -values,
all local transforms have norm O(2n). SLLL saves a factor n/ log2 n in the number of arithme-
tic steps compared to LLLH , using 3n+ log2M0-bit integers and fpa numbers. For input bases of
length 2o(n) and d = O(n) SLLL performs O(n5+O(1)) bit operations compared to O(n6+O(1)) bit
operations for LLLH , SLLL0 and the LLL-algorithms of [32,38]. The advantage of SLLL is the use
of small integers which is crucial in practice.
The use of small integers and short intermediate bases within SLLL rests on a gradual LLL-type
reduction so that all local LLL-transforms Tl,20 of Rl,20 have norm O(2n). This requires to work
with segments of all sizes 20 and to perform LLL-reduction on Rl,20 with a measured strength, i.e.,
SLLL-reduction according to Deﬁnition 3. If the submatrices R2l,20−1 ,R2l+1,20−1 ⊂ Rl,20 are already
SLLL-reduced then locLLL(Rl,k) performs a transform Tl,20 bounded as ‖Tl,20‖F = O(2n). This is
the core of fpa-correctness of SLLL.
Comparison with semi-reduction of [36,38]. The semi-reduction algorithm of [36] also uses
segments but proceeds without adjusting LLL-reduction according to Deﬁnition 2 and with-
out Theorem 4. This algorithm runs for input bases of length 2o(n) in O(n6+ε) bit operations,
its combination with modular reduction [38] runs in O(n5.5+ε)-bit operations. This time bound
also holds for a combination of [32] and [36], see Theorem 9 [32]. Assuming that n× n matri-
ces can be multiplied using O(n) arithmetic steps the semi-reduction of [38], [Thm 24] runs in
O(n5+
1
5−+ε) bit operations. SLLL beats the [38] time bound even if n× n-matrix multiplica-
tion can be done in O(n2) steps. SLLL achieves for every ε > 0 length defect (43 + ε)n/2 whereas
semi-reduction achieves 2n. Moreover, SLLL is practical even for small n since all our O-con-
stants and n0-values are small.
We let n be a power of 2. We set s :=  12 log2 n so that
√
n  2s < 2√n.
Deﬁnition 3.A basis b1, . . ., bn ∈ d is an SLLL-basis (or SLLL-reduced) for   12 if it satisﬁes for
0 = 0, . . ., s =  12 log2 n and all l, 1  l < n/20 :
Dl,20  4
0
−nDl+1,20 .
If the inequalities of Deﬁnition 3 hold for a basis they also hold for the dual basis. Thus the dual
of an SLLL-basis is again an SLLL-basis. To preserve SLLL-reducedness by duality we do not
require SLLL-bases to be size-reduced.
The inequalities of Deﬁnition 3 for 0 = 0 mean that ‖ql‖2  −n‖ql+1‖2 holds for all l. The
inequalities of Deﬁnition 3 are merely required for 20  2√n. Therefore, SLLL locally LLL-re-
duces Rl,20 via locLLL(Rl,20 )merely for segment sizes 20 < 2
√
n, where size-reduction of a vector
requires O(220) = O(n) arithmetic steps.
The inequalities of Deﬁnition 3 and Dl,k  (/)k
2
Dl+1,k of Deﬁnition 2 coincide for k = 20
when setting  := 0 in Deﬁnition 2, and 0 := n4−0 for the  of Deﬁnition 3. Note that 0 can
be arbitrarily small, e.g. 0 $ 14 , 0 decreases with 0. In particular for 20 = k 
√
n we have that
4
0
−n  (/)k2 and thus the inequalities of Deﬁnition 3 are stronger than the ones of Deﬁnition
2. Next we show via Lemma 2 that the vectors of SLLL-bases approximate the successive minima
in nearly the same way as for LLL-bases.
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Theorem 6. Every size-reduced SLLL-basis satisﬁes
1. 2j  j−1−7n‖qj‖2 for j = 1, . . . , n,
2. ‖bl‖2  j−1−7n‖qj‖2 for l  j,
3. ‖bj‖2  n−1−7n2j for j = 1, . . . , n.
Proof. We ﬁrst prove 1. and 2. There clearly exists l, 1  l  j so that j  ‖bl‖. Using Lemma 2
and size-reducedness we get
2j  ‖bl‖2  ‖ql‖2 + 14
∑l−1
i=1 ‖qi‖2
 ‖qj‖2j−1−7n[1−l + 14
∑l−1
i=1 1−i].
This upper bound on ‖bl‖2 holds for all l and j with l  j. To ﬁnish the proof of 1. and 2. it remains
to show that 1−l + 14
∑l−1
i=1 1−i  1. This is trivial for l = 1 and holds for l  2 as   4/3 and∑l−1
i=1 1−i  1−
1−l
1−3/4 .
3. We note that every lattice basis satisﬁes j  ‖bl‖  ‖ql‖ for some l  j, and thus 2j 
‖ql‖2  −l+i7n‖qi‖2 holds for all i  l by Lemma 2. Hence
‖bj‖2  ‖qj‖2 + 14
∑j−1
i=1 ‖qi‖2  −7n[l−j + 14
∑j−1
i=1 l−i]2j  −7nl−12j
holds since bj is size-reduced, and ‖qi‖2  −7nl−i2j . 
Bounds for other bases. 1. The proof of Theorem 6 shows that LLL-bases satisfy the inequalities
of Theorem 6 with −7n replaced by 1, because they satisfy the inequalities of Lemma 2 with −7n re-
placed by 1. Therefore LLL-bases satisfy for j = 1, . . ., n: 1−j  ‖qj‖2/2j  ‖bj‖2/2j  n−1.
2. Every size-reduced basis satisﬁes the inequalities of Lemma 2 with j−i−7n replaced byM 21 , i.e.,‖qi‖2  M 21 ‖qj‖2 for i < j. Retracing the proof of Theorem 6 shows that every size-reduced basis
satisﬁes for j = 1, . . ., n
4
j+3/M
2
1  ‖qj‖2/2j  ‖bj‖2/2j  j+34 M 21 .
Lemma 2. Every SLLL-basis b1, . . . , bn satisﬁes
‖qi‖2  j−i−7n‖qj‖2 for 1  i < j  n.
Proof. Every SLLL-basis satisﬁes
D2
−0
l,20  (/0)2
0
D2
−0
l+1,20 (5)
for 0 := n 4−0 and 0 = 0, . . ., s and all l, because (/0)40 = 40 −n.
Moreover, we have for all l and 0 = 0, . . ., s:
D2
−0
l,20  (/0)2
0−1
D2
−0−1
l+1
2 ,2
0+1 . (6)
This follows bymultiplying both sides of (5) byD2
−0
l,20 , using the equalityDl,20Dl+1,20 = Dl+12 ,20+1 and
taking square roots on both sides.
Let i0, . . ., is−1 ∈ {0, 1} and l0, . . ., ls ∈  satisfy
i +∑0−10′=0(1+ i0′)20′ = l0 20 for 0 = 0, . . . , s. (7)
We prove for 0 = 0, . . ., s by induction on 0:
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‖qi‖2 ∏0−10′=0(/0′)20
′
( 12+i0′ ) D2−0l0 ,20 . (8)
The claim for 0 = 0: ‖qi‖2  Dl0,1 = ‖qi‖2 holds as
∑−1
0′=0 := 0,
∏−1
0′=0 := 1, i = l0.
Induction from 0 to 0 + 1. We see from (7) that 2l0+1 = l0 + 1+ i0 . If l0 is odd than i0 = 0 and
l0+1 = l0+12 . In this case we combine (8) with inequality (6) for l := l0 . This yields (8) for 0 + 1. If
l0 is even, i0 = 1 then we ﬁrst combine (8) with (5) for l := l0 , and we proceed with l0 + 1 as in the
previous case with l0 .
Applying the inequalities (6) to the dual basis b∗1 , . . ., b∗n we get for odd l and 0 = 0, . . ., s:
D2
−0−1
l+1
2 ,2
0+1  (/0)2
0−1
D2
−0
l,20 . (6
∗)
Let j0, . . ., js−1 ∈ {0, 1} and l∗0, . . ., l∗s ∈  satisfy
j −∑0−10′=0 j0′ 20′ = l∗0 20 for 0 = 0, . . . , s. (7∗)
By duality (8) yields for 0 = 1, ...., s:
D2
−0
l∗0 ,20 
∏0−1
0′=0(/0′)
20
′
( 12+j0′ ) ‖qj‖2. (8∗)
The claim of Lemma 2 clearly holds for j − i  7 since Deﬁnition 3 for 0 = 0 requires that
‖ql‖2  −n‖ql+1‖2. To prove the claim for j − i  8 we combine the inequalities (8) and (8∗) for
a suitable 0. If j − i  2s+2 we set 0 := s, otherwise we choose 0 such that 20+1  j − i < 20+2,
and thus 0  2. We set l0 := (i − 1)/20 + 1, l∗0 = %j/20. Then there exist i0′ , j0′ ∈ {0, 1} such that
(7), (7∗) hold for 0.
Obviously l∗0 − l0 > (j − i)/20 − 3  2− 3 = −1 holds for 2  0  s because (j − i)/20  2 for
0 < s and (j − i)/2s  4 for 0 = s. Hence l0  l∗0 .
Case l0 = l∗0 . By (8) and (8∗) : ‖qi‖2 
∏0−1
0′=0(/0′)2
0′ (1+i0′+j0′ ) ‖qj‖2,
where i +∑0−10′=0(1+ i0′ + j0′)20′ = j. We see from 0′ = n 4−0′ and∑0−1
0′=0(1+ i0′ + j0′)2−0
′  6− 2−0+1 that
‖qi‖2  j−i−6n+n2−0+1 ‖qj‖2. (9)
Case l0 < l∗0 . We set l′ := l∗0 − l0 . We combine (8), (8∗) and D2−0l0 ,20  (/0)2
0l′D2
−0
l0+l′,20 which
follows from (5). This induces into the right side of (9) another factor −20l′0 .
For 0 = s we have −2sl′s = −n2−sl′  −n as l′ < (j − i)2−s < n2−s  2s. Hence ‖qi‖2 
j−i−7n+2m ‖qj‖2.
For0 < swehave l′ = 1 because i − l0  20 − 1 and j − i < 220 . Hence‖qi‖2j−i−6n ‖qj‖2. 
SLLL uses the procedureLLLSegl,1 that breakslocLLL(Rl,1) up into parts, eachwith a bounded
transform ‖Tl,1‖1  9 · 2n+1. This keeps intermediate bases of length O(4nM0) and limits fpa-errors
within LLLSegl,1.
LLLSegl,1 LLL-reduces the basis Rl,1 =
[
rl,l rl,l+1
0 rl+1,l+1
]
⊂ R after dilating
row(2,Rl,1) so that rl,l/rl+1,l+1  2n+1. After the LLL-reduction of the dilated Rl,1 we undo the
dilation, by transporting the local transform Tl,1 ∈ 2×2 to B. LLLSegl,1 includes global updates
between local rounds.
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LLLSegl,1
# Given Rl,1, b1, . . ., bl+1, h1, . . ., hl, r1, . . ., rl, LLLSegl,1 LLL-reduces Rl,1.
1. IF rl,l/rl+1,l+1 > 2n+1 THEN [ R′l,1 := Rl,1,
row(2,R′l,1) := row(2,R
′
l,1) 2
−n−1 rl,l/rl+1,l+1 locLLL(R′l,1),
# global update: [bl, bl+1] := [bl, bl+1] Tl,1, TriColl, TriColl+1 ]
2. locLLL(Rl,1).
Lemma 3. LLLSegl,1 performs O(nd) arithmetic steps. An effectual step 1 decreases D(1) by a factor
2−n/2 via a transform Tl,1 satisfying ‖Tl,1‖1  9 · 2n+1.
Proof.Consider R′l,1 after dilation of row(2,R
′
l,1)which results in r
′
l,l/r
′
l+1,l+1  2n+1. The local trans-
form Tl,1 of locLLL(R′l,1) satisﬁes ‖Tl,1‖1  9 · 2n+1 using Lemma 1 with k = 1.
The dilated and LLL-reduced R′l,1 satisﬁes r
′
l,l/r
′
l+1,l+1 
√
  2. Undoing the dilation via
[bl, bl+1] := [bl, bl+1]Tl,1 yields a basis R′l,1 which is LLL-reduced after dilation. Therefore un-
doing the dilation shrinks r′l,l and r′l+1,l+1 by factors that are bounded by the dilation factor
2−n−1rl,l/rl+1,l+1, and thus increases r′l,l/r′l+1,l+1 at most by the dilation factor. Hence, an effec-
tual step 1 yields
rnewl,l / r
new
l+1,l+1  2 · 2−n−1 rl,l/rl+1,l+1.
It decreases rl,l/rl+1,l+1 by a factor 2−n, decreases rl,l by a factor 2−n/2, and thus decreases D(1) =∏n−1
l=1 dl by a factor 2−n/2. 
SLLL
INPUT b1, . . . , bn ∈ d (a basis with M0,M1,M ), , , ε
OUTPUT b1, . . . , bn size-reduced SLLL-basis for , ε
1. TriCol1, TriCol2, l′ := 2, s :=  12 log2 n
# TriColl′ has always been executed for the current l′
2. WHILE ∃ 0  s, l, 20(l+ 1)  l′ such that Dl,20 > 40 −n Dl+1,20
# Clearly r1,1, . . ., rl′,l′ and thus Dl,20 , Dl+1,20 are available
DO for the minimal such 0 and the minimal l:
IF 0 = 0 THEN LLLSegl,1 ELSE locLLL(Rl,20 )
#global update: transport Tl,20 to B, TriSegl,20
3. IF l′ < n THEN l′ := l′ + 1, TriColl′ , GOTO 2.
Correctness in ideal arithmetic. All inequalities Dl,20  4
0
−nDl+1,20 hold upon termination of
SLLL. As TriSegl,20 results in size-reduced segments Bl,20 , Bl+1,20 the terminal basis is size-re-
duced.
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Theorem 7. Given a basis withM0,M , SLLL ﬁnds under fpa of precision t = 3n+ O(log d) an SLLL-
basis for − . It runs in O(nd log2 n log1/ M) arithmetic steps using integers of bit length 2 n+
log2M0.
For M0 = 2o(n) and d = O(n) SLLL runs in O(n4 log n) arithmetic steps, and thus in n5+O(1) bit
operations.
Proof. Time bound. It is crucial that D(20) does not increase within SLLL. locLLL(Rl,20 ) leaves
D(20‘) unchanged for 0‘ > 0 and does not increase D(20′ ) for 0′  0, because the segments Bl,20 of
level 0 partition B, and this partition reﬁnes as 0 decreases.
EachlocLLL(Rl,20 ) executionwithinSLLLdecreasesDl,20 andD(20) by a factor n/2 by the argu-
ment of Theorem 4. As initially D(20) =∏m−1l=1 Dm−ll,20  Mn2−0 the number of locLLL(Rl,20 )-execu-
tions for all l is log−n/2(Mn 2
−0
)= 2−0+1 log1/ M for each 0  1. Each execution requiresO(nd20)
global steps for TriSegl,20 , hence all executions require O(nd log1/ M) global steps for each 0  1.
For 0 = 0 each round of LLLSegl,1 requires O(nd) arithmetic steps and decreases D(1)  Mn by
a factor 2−n/2 due to Lemma 3. Hence, there are at most 2 log2M rounds of LLLSegl,1 for all l,
requiring a total of O(nd log2M) global arithmetic steps. Thus there are O(nd log2 n log1/ M) glob-
al arithmetic steps for all 0 = 0, . . ., s. The number of local steps, induced by local LLL-swaps of
locLLL(Rl,20 ), is bounded by O(n220 log1/ M) for each 0  s, as for SLLL0 with r = 20 . In addi-
tion there are n TriColl-executions requiring O(n2d) arithmetic steps. These steps are within the
claimed step bound asM  2n. The required sqrt’s can be computed within the claimed step bound
by Newton iteration.
Correctness under fpa.We ﬁrst bound theMl,20 -value of the inputRl,20 oflocLLL andLLLSegl,1.
If 0  1 then Rl,20 is SLLL-reduced as SLLL executes locLLL(Rl,20 ) for the smallest possible 0,
and thus Rl,20 , a basis of dimension n′ = 20+1  2√n, is SLLL-reduced as the inequalities of Deﬁ-
nition 3 already hold for 0′   12 (0 + 1) =  12 log2 n′. Therefore, Rl,20 satisﬁes by Lemma 2 :
Ml,20  2
0+1
−7n  2n for  = 0.98,  < 1.37, 20  2√n and n  6.
If 0 = 0 the execution of LLLSegl,1 on the dilated input R′l,1 performs by Lemma 3 a transform
Tl,1 with ‖Tl,1‖1  9 · 2n+1 and the dilated R′l,1 satisﬁes M1(R′l,1)  2n+1.
The fpa-errors ofRl,20 ,R′l,1 withinSLLL.When rj,l is used the basis b1, . . ., bl−1 already satisﬁes the
bounds of Lemma 2 and rl−1,l−1/rl,l  2n+1 holds after dilation of R′l,1. Therefore, the error of r¯j,l re-
sulting from TriCol1,. . ., TriColl satisﬁes the bounds of Proposition 1 with (32 )
j−1 max1il ri,i 
(32 )
j−1l−1−7n2n  4.8n. Hence, the initial fpa-error of ¯l,j is bounded by O(d 4.8n2−t).
The loss of precision within locLLL(Rl,20 ) described in Corollary 1(1) gets corrected by the
global update subsequent to locLLL(Rl,20 ). We see that SLLL is correct using fpa with precision
2t  210d 4.8n, and thus t = 3n+ O(log d) is sufﬁcient.
By Lemma 1 and the argument of Theorem 2 all intermediate basis vectors have length bounded
by 21.11 nM0‖Tl,20‖1 = 22 nM0. Therefore, all integers occuring in SLLL-executions have bit length
 2.11 n+ log2M0. 
SLLL-bases versus LLL-bases. LLL-bases with  satisfy the inequalities of Theorem 6 with 
replaced by 1. Thus ‖bj‖ approximates j to within a factor n−12 for LLL-bases, respectively, within
a factor (/7)
n−1
2 for SLLL-bases. However, SLLL-bases for ′ = 1/8 are “better” than LLL-bases
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for , in the sense that they guarantee a smaller length defect, because ′/′7 = 1
′8−′7/4 = 1−′7/4 <
1
−1/4 = .
Dependence of time bounds on . The time bounds contain a factor log1/ 2,
log1/ 2 = log2(e)/ ln(1/)  log2(e) 1− ,
since ln(1/)  1/− 1. We see that replacing  by √ essentially halves 1−  and doubles the
SLLL-time bound. Hence, replacing  by 1/8 increases the SLLL-time bound at most by a factor
3. In practice, the LLL-time may increase slower than by the factor 1− as  approaches 1, see
[18], [Fig. 3].
Reducing a generator system. There is an algorithmSLLL’ that, given a generatormatrixB ∈ d×n
of arbitrary rank  n, transforms B with the performance of SLLL, into an SLLL-basis for − of
the lattice generated by the columns of B.
6. SLLL-reduction via iterated subsegments
We present a variant of SLLL-reduction that extends LLL-operations stepwise to larger and
larger submatrices Rl,20 ⊂ R by transporting local transforms from level 0 − 1 to level 0 recur-
sively for 0 = 1, . . ., s, where n = 2s. Local LLL-reduction and the transport of local LLL-trans-
forms is done by the new procedure locSLLL(Rl,20 ) that recursively executes locSLLL(Rl′,20−1)
for l′ = 2l− 1, 2l, 2l+ 1. SLLL+ does not iterate the global procedure TriSeg iterating instead
the faster local procedure locTri.
Unfortunately, SLLL+ seems to require under fpa t = O(log(M0M1)) = O(n logM0) precision
bits to cover the fpa-errors that get accumulated by the initial TriSeg and by iterating locTri.
Obviously, t = O(n logM0) precision bits erase under fpa the advantage of SLLL+ over SLLL.
SLLL+ essentially saves a factor n in the number of arithmetic steps compared to SLLL but re-
quires fpa-numbers that are n-times longer. We can reduce t by using Scaled LLL-reduction of
[18], and by a novel partitioning the SLLL+-reduction into transforms Tl,20 with small norm and
correcting Rl,20 Tl,20 by a global update. We plan to include this into a separate paper.
Here,wemerely analyseSLLL+ in ideal real arithmetic.SLLL+ runs inO(n2d + n log2 n log1/ M)
arithmetic steps, e.g. for M0 = 2o(n) and d = O(n) it runs in O(n3 log n) arithmetic steps.
Deﬁnition 4. A basis b1, . . . , bn ∈ d with n = 2s is an SLLL+-basis (or SLLL+-reduced) for  if it
satisﬁes for 0 = 0, . . ., s = log2 n
Dl,20  (/)4
0
Dl+1,20 for odd l ∈ [1, n/20[. (10)
Unlike to Deﬁnitions 2 and 3 the inequalities (10) are not required for even l, this opens new
efﬁciencies for SLLL+-reduction. The inequalities (10) hold for each 0 and odd l locally in double
segments [Bl,20 ,Bl+1,20 ], they do not bridge these pairwise disjoint double segments. For 0 = 0 the
inequalities (10) mean that ‖ql‖2  / ‖ql+1‖2 holds for odd l.
The inequalities (10) are preserved under duality. If b1, . . ., bn is an SLLL+-basis then so is the
dual basis b∗1 , . . ., b∗n . We next extend Theorem 3, and show that the ﬁrst vector of an SLLL+-basis
is almost as short relative to (detL) 2n as for LLL-bases.
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Theorem 8. Every SLLL+-basis b1, . . . , bn, where n is a power of 2 satisﬁes
‖b1‖  (/) n−14 (detL) 1n and ‖qn‖  (/)n−14 (detL) 1n .
Proof. Using the inequalities (10) merely for l = 1 we prove by induction on 0 that ‖b1‖20+1 
(/)4
0/2−20−1D1,20 holds for 0 = 0, . . ., s = log2 n .
For 0 = s this proves the ﬁrst claim of the theorem as D1,2s = (detL)2 and 4s2−s−1 − 12 = n−12 .
The second claim holds by duality.
The induction claim for 0 = 0 means that ‖b1‖2  ‖b1‖2 as 40/2− 12 = 0.
Induction from 0 to 0 + 1. By SLLL+-reducedness we have that D1,20  (/)40D2,20 . We mul-
tiply both sides by D1,20 then the equation
D1,20+1 = D1,20 D2,20 yields D21,20  (/)4
0
D1,20+1 .
This and the squared induction hypothesis for 0 implies
‖b1‖20+2  (/)40−20 (/)40D1,20+1 .
This proves the claim for 0 + 1 since 40 − 20 + 40 = 40+1/2− 20 . 
Let the given basis b1, . . ., bn ∈ d have GNF R ∈ n×n. The local procedures locSLLL(Rl,20 ),
locTri(Rl,20 ) are given for input on transformed submatrices Rl,20 = R′l,20 Tl,20 , where R′l,20 is the
initial submatrix Rl,20 of R and Tl,20 is the currently performed transform. We let locSLLL(Rl,1)
coincide with locLLL(Rl,1), and we recursively deﬁne locSLLL(Rl,20 ) for 0 = 1, . . ., s.
locSLLL(Rl,20 ) (locSLLLl,20 for short)
# locSLLLl,20 locally SLLL+-reduces Rl,20 and updates the local transform Tl,20 . Note that
Rl′,20−1 ⊂ Rl,20 iff l′ ∈ {2l− 1, 2l, 2l+ 1}.
1. Tl,20 := I20+1 , l′ := 2l− 1
# Tl,20 is always updated to be the product of all previous transforms
Tl′,20′ for 0
′ < 0 performed within locSLLLl,20 .
2. WHILE l′  2l+ 1 DO
copy Rl′,20−1 from Rl,20
locSLLLl′,20−1 , transport Tl′,20−1 to Rl,20 and Tl,20 ,
locTri(Rl,20 ), update Tl,20 for the size-reduction performed by locTri
IF l′  2l and Dl′−1,20−1 > (/)4
0−1
Dl′,20−1
THEN l′ := l′ − 1 ELSE l′ := l′ + 1.
locTri(Rl,20 )
# locTri(Rl,20 ) locally triangulates and size-reduces Rl,20 using O(230)
arithmetic steps.
1. Produce a copy [b′1, . . ., b′20+1] of Rl,20
2. FOR i = 1, . . ., 20+1 DO TriCol(b′1..., b′i, h′1, . . ., h′i−1, r′1, . . ., r′i−1)
3. Dj,20 :=∏20−1i=0 r20j−i,20j−i, for j = l, l+ 1.
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Correctness of locSLLLl,20 . We see by induction on 0 that upon termination of locSLLLl,20
the basis Rl,20 is SLLL+-reduced, upper-triangular and size-reduced; its local transform is stored in
Tl,20 . Local triangulation of a transformedRl,20 Tl,20 results in the same submatrixRl,20 ⊂ Robtained
by global triangulation of the transformed B via TriSeg1,n/2.
Upon termination the inequalities (10) hold locally within Rl,20 for even and odd l, but possibly
D4l,20−2 > (/)
40−2D4l+1,20−2 since the ﬁnal locSLLL2l+1,20−1 -execution may revers the inequality
D4l,20−2  (/)4
0−2
D4l+1,20−2 .
SLLL+
INPUT b1, . . . , bn ∈ d (a basis with M ), n = 2s, 
OUTPUT b1, . . . , bn a size-reduced SLLL+-basis
1. # compute R1,n/2 : TriSeg1,n/2
2. locSLLL(R1,n/2), # global update : B := B T1,n/2
Correctness of SLLL+ follows from the correctness of locSLLL1,n/2.
Theorem 9. In ideal arithmetic SLLL+ computes a size-reduced SLLL+-basis for  and runs in
O(n2d + n log2 n log1/ M) arithmetic steps.
Proof. For 0 = 0, . . ., s− 1 let #20 denote the number of locSLLLl,20 -executions in SLLL+ due
to Dl,20 > (/)4
0
Dl+1,20 for all l. By the argument of Theorem 4 each locSLLLl,20 execution
counted in #20 decreasesD(20) by the factor 40/2. Initially the integerD(20) satisﬁesD(20)  Mn/20 ,
and upon termination D(20)  1, hence #20  2n · 2−30 log1/ M .
Each of the locSLLLl′,20−1 -executions within locTri(Rl,20 ) requires an overhead of O(2
30)
arithmetic steps. This covers the matrix transports and the subsequent locTri(Rl,20 )-execution.
The very ﬁrst locSLLLl′,20−1 -execution within locSLLLl,20 is possibly not counted in #20−1 . We
allocate its overhead of O(230) steps to the overhead of locSLLLl,20 . We see that the total overhead
of all locSLLLl,20 -executions is O(230 + n log1/ M) for each 0  s.
Moreover, the initial TriSeg1,n/2 and the ﬁnal update B := B T1,n/2 require O(n2 d) arithme-
tic steps. We see that SLLL+ runs in O(n2d + n log2 n log1/ M) arithmetic steps, where s =
log2 n. 
Further improvements of SLLL+. It is still possible to improve the time bound of SLLL+ via
modular reduction and fast matrix multiplication following [38]. But this will hardly be practical.
Other variants of SLLL+ are more promising. SLLL+ can be modiﬁed to achieve the length defect
of SLLL-bases. This is possible by the concept of strong SLLL-reduction of [19]. Practicability
requires an SLLL+-algorithm that runs under fpa of t = O(n+ log2M0) precision bits instead of
the straightforward method with t = O(n log2M0). We plan to continue in this direction.
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