Fluids with competing interactions: II. Validating a free energy model
  for equilibrium cluster size by Bollinger, Jonathan A. & Truskett, Thomas M.
Fluids with competing interactions: II. Validating a free energy model for
equilibrium cluster size
Jonathan A. Bollinger1 and Thomas M. Truskett1, a)
McKetta Department of Chemical Engineering, University of Texas at Austin, Austin, Texas 78712,
USA
(Dated: 5 November 2018)
Using computer simulations, we validate a simple free energy model that can be analytically solved to predict the
equilibrium size of self-limiting clusters of particles in the fluid state governed by a combination of short-range
attractive and long-range repulsive pair potentials. The model is a semi-empirical adaptation and extension of the
canonical free energy-based result due to Groenewold and Kegel [J. Phys. Chem. B, 105 (2001)], where we use
new computer simulation data to systematically improve the cluster-size scalings with respect to the strengths of the
competing interactions driving aggregation. We find that one can adapt a classical nucleation like theory for small
energetically-frustrated aggregates provided one appropriately accounts for a size-dependent, microscopic energy
penalty of interface formation, which requires new scaling arguments. This framework is verified in part by consid-
ering the extensive scaling of intracluster bonding, where we uncover a superlinear scaling regime distinct from (and
located between) the known regimes for small and large aggregates. We validate our model based on comparisons
against approximately 100 different simulated systems comprising compact spherical aggregates with characteristic
(terminal) sizes between six and sixty monomers, which correspond to wide ranges in experimentally-controllable
parameters.
PACS numbers: Valid PACS appear here
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I. INTRODUCTION
Over the past century, colloidal aggregation has been ob-
served and described in a wide range of contexts via progres-
sively more powerful experimental techniques, phenomeno-
logical frameworks, and quantitative models1–6. Spanning
processes from droplet nucleation and growth, gel and glass
formation, various self-assembly processes, etc., an overar-
ching goal has been to use statistical mechanical or molec-
ular thermodynamic approaches adopted from atomic sys-
tems and, if necessary, empirical rules to relate the strength
and lengthscale of particle interactions to resulting equilib-
rium (or non-equilibrium) structures and the thermodynam-
ics (and kinetics) of their formation. These types of rela-
tions, especially when based on physically-intuitive thermo-
dynamic arguments, are not only of fundamental importance,
but also highlight pathways for engineering materials at the
nano- to microscopic level.
In this article, we focus on fluids where interactions be-
tween primary particles (monomers) are characterized by at-
tractions acting at small lengthscales close to contact that
compete with repulsions acting at larger lengthscales. This
class of interactions can drive the reversible formation of
equilibrium cluster phases composed of self-terminating ag-
gregates (droplets) of monomers. Such cluster phases have
been the focus of much recent work, ranging from the-
oretical and computational studies of idealized colloidal
or nanoparticle suspensions7–19 to experimental demonstra-
tions for both archetypal colloidal particles20–23 and hetero-
geneous monomers with anisotropic interactions like pro-
teins24–31. Despite the range of materials and lengthscales,
a)Electronic mail: truskett@che.utexas.edu
the broad underlying formulation principles appear univer-
sal: induce (or allow) depletion (dispersion) attractions be-
tween monomers to drive aggregation while simultaneously
controlling electrostatic repulsions between the ionic double-
layers of monomers such that they collectively build up to
attenuate growth.
While this basic paradigm of frustrating interactions is
well-accepted, it is not yet established how to best describe
observed cluster phases in terms of their thermodynamics
and phenomenology. For example, is it possible to develop
a simple and physically-motivated free-energy model which
can generate accurate predictions of characteristic terminal
cluster size N∗ based on experimentally-tunable variables
governing monomer interactions? We address this question
here by directly comparing free energy-based predictions of
such a phenomenological approach against computer simula-
tions for one of the most approachable and idealized cluster-
forming models: the short-range attractive, long-range repul-
sive (SALR) pair potential8. Once the behavior for this sim-
ple system that coarse-grains over many microscopic details
of the short-range interactions, electrostatic double-layers,
solvent, etc. is better understood, the goal is then to expand
the framework to include more complex free energy contri-
butions relevant for specific realizable colloidal suspensions.
First, we first review the canonical a priori free-energy
treatment for clustering colloidal suspensions due to Groe-
newold and Kegel7,22,32, where we compare its predictions
for cluster size N∗ against a computational survey of phases
comprising compact spherical aggregates. We take great care
to clarify how this elegant and frequently-cited model adapts
the classical nucleation theory of non-terminating droplets
(or crystals)33–35 for the SALR systems of interest by treating
the latter as purely-attractive reference fluids superimposed
with perturbative effects due to charges on the monomers and
in the suspending solvent. However, while frequently cited
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2(and adapted for related systems, e.g., driven colloids36), this
model has not been systematically scrutinized against a large
“test set” of cluster phases generated by gradually varying
relevant independent variables, e.g., monomer surface charge
Z. By conducting tests that align with the phenomenological
assumptions underlying the model (e.g., apolar solvents, low
cluster density), we readily find that the analytical predictive
formula derived from their model exhibits a spurious scal-
ing for the range of stable cluster sizes observable in systems
governed by SALR pair potentials.
With this knowledge in-hand, we describe and validate an
alternative free energy model that quantitatively predicts the
characteristic cluster size N∗ for approximately 100 different
simulated SALR systems, which comprise compact spher-
ical aggregates in the size range 6 ≤ N∗ ≤ 60 for wide
ranges in monomer packing fraction φ, attraction strength βε,
monomer surface Z, and solvent screening length κ−1/d (no-
tably, even finite values outside the apolar limit). In essence,
we find that a framework built on classical nucleation theory
can indeed describe the thermodynamics of frustrated, finite-
sized clusters provided one introduces a size-dependent en-
thalpic penalty of interface formation that accounts for the
missing coordination bonds of “surface” particles in clus-
ters. In justifying this approach, we also examine how the
number of intracluster short-range bonds scales with size;
interestingly, we find a superlinear crossover at our cluster
sizes that bridges the previously-established scaling regimes
for very small sizes37,38 (e.g., N∗ ≤ 9) and larger, bulk-like
droplets. Surprisingly, we also demonstrate that intercluster
effects need not be considered to obtain correct predictions
even for rather non-dilute conditions.
II. METHODS
A. Model interactions
To systematically test the performance of free energy
models for predicting equilibrium cluster formation, it is in-
valuable to be able to (1) rapidly generate aggregate configu-
rations that can be analyzed in depth and (2) unambiguously
identify relevant free energy contributions. Thus, we con-
sider one of the simplest and most frequently-used models
known to form self-limiting aggregates: the short-range at-
tractive (SA), long-range repulsive (LR) pair potential8. The
combined SALR potential can be expressed
βuSALRi, j (xi, j) = βu
SA
i, j (xi, j) + βu
LR
i, j (xi, j) (1)
where β = (kBT )−1 (kB is Boltzmann’s constant and T is
temperature); x = r/d is the non-dimensionalized interparti-
cle separation; d is the characteristic particle diameter. We
include the subscripts i and j to account for multiple parti-
cle types because we follow previous protocols17,39 and ex-
amine size-polydisperse three-component mixtures that ap-
proximate colloids with 10% size polydispersity. (This fa-
vors the formation of amorphous fluid clusters over crys-
talline dynamically-arrested clusters.17) In this context, xi, j ≡
x − (1/2)(i + j)(∆d/d), where i (or j) = −1, 0, 1 corresponds
to small, medium, and large particles, respectively, and ∆d/d
is a perturbation to particle diameter. Specifically, we study
mixtures comprised of 20% small, 60% medium (character-
istic size d), and 20% large particles with ∆d = 0.158d.
The short-range attractions are expressed via a generalized
(100-50) Lennard-Jones model
βuSAi, j (xi, j) = 4[βε + (1 − 2δi, j)β∆ε](x−100i, j − x−50i, j ) (2)
where βε is the reference monomer-monomer attraction
strength and ∆ε = 0.25kBT is an energetic perturbation
to promote mixing of the polydisperse particles. Given its
simplicity, the contribution of Eqn. 2 (similar to the con-
tact attractions in the free energy model of Groenewold and
Kegel7) does not specify the microscopic or chemical de-
tails; i.e., whether the attractions arise from depletion or
other short-range interactions. Generally, the range of the
attraction well is approximately 0.10d.
Long-range repulsions are calculated on the basis of the
repulsive portion of the DLVO potential2,3, which approx-
imately captures the interactions of electrostatic double-
layers formed around each monomer due to (homogeneously
distributed) surface charge Z. This is expressed6
βuLRi, j (xi, j) = βAMAX
exp {−(xi, j − 1)/(κ−1/d)}
xi, j
(3)
with
βAMAX =
Z2(λB/d)
[1 + 0.5/(κ−1/d)]2
(4)
where βAMAX is the maximum electrostatic barrier between
particles at contact, κ−1/d is the Debye-Hu¨ckel screening
length, Z is the total surface charge per monomer, and λB/d is
the Bjerrum length of the solvent. Crucially, this formulation
neglects any long-range multi-body interactions40,41, and any
charge renormalization due to counterion condensation42–45
or close monomer association18,29. As our goal here is to test
how even the simplest clustering systems might be described
from a free energy perspective, we reserve incorporation of
these phenomena for future studies.
In using this model, we set the average monomer packing
fraction φ = (pi/6)ρd3 (where ρd3 is number density), charge
Z, and screening length κ−1/d, and then independently tune
the attraction strength βε to drive aggregation as if varying
the amount of non-interacting depletant. In terms of exper-
imental control one can exert over repulsive contributions,
this picture is somewhat idealized: to wit, tunable repulsion-
controlling parameters are more realistically (though still ig-
noring some possible interdependence) charge Z, solvent rel-
ative permittivity R, and solvent ionic strength I. This is
because, even approximately, the screening length κ−1/d =√
0RkBT/(2d2NAe2I) and λB/d = e2/(4dpi0RkBT ), where
0 is the vacuum permittivity, NA is Avogadro’s number, and
e is the elementary charge. For simplicity, however, we uni-
versally fix the relative Bjerrum length λB/d, which means
electrostatic effects are set via combinations of Z and κ−1/d.
3FIG. 1. Maximum repulsion strength βAMAX = Z2(λB/d)/[1.0 +
0.5/(κ−1/d)]2 plotted as a function of surface charge Z and screen-
ing length κ−1/d, where the left and right y-axes show Z-values
referenced against two different reference Bjerrum lengths λB/d.
The two reference Bjerrum lengths are λB/d = 0.014, which cor-
responds in real units to, e.g., d = 50 nm monomers in a solvent
with dielectric constant R = 80 (equivalently, d = 100 nm and
R = 40, or d = 200 nm and R = 20); and λB/d = 0.0014, which
corresponds to d = 500 nm and R = 80 (equivalently, d = 1 µm
and R = 40, or d = 2 µm and R = 20). Symbols mark Z-(κ−1/d)
combinations tested via simulations, where Table I lists the spe-
cific combinations tested at each packing fraction φ. Throughout
the manuscript, simulations are referenced by the Z-values on the
left y-axis, i.e., Z = 3, 4, 6, 8, 10, 12, and 15. Contours mark
βAMAX = 0.10, 0.50, 1.0, and 2.0 from bottom to top.
With this experimental picture in mind, we also note that
the repulsive strength in Eqn. 4 can equivalently be written
βAMAX = pid0RΨ20/(kBT ), where Ψ0 is the surface potential
on the monomer (often assumed to approximately equal the
ζ-potential measured via electrophoresis).
As illustrated in Fig. 1, we conduct a wide survey of
Z-κ−1/d combinations designed to span the the weakest
repulsions that produce self-limiting aggregates (i.e., near
the boundary of macrophase separation) to repulsions with
strengths up to AMAX ≈ 2.0kBT . Here, note that to exam-
ine this range of repulsion strengths referenced against any
plausible relative Bjerrum length λB/d (e.g., λB/d = 0.014,
corresponding to d = 50 nm monomers suspended in room
temperature water with λB = 0.7 nm), one must consider
monomers with very low effective charge density. Through-
out the publication, we reference Z-values based on the
choice of λB/d = 0.014, though choosing a different ref-
erence λB/d simply renormalizes the range of Z under con-
sideration, with an example of this rescaling given in Fig. 1.
All of the parameter combinations (φ, Z, κ−1/d) we exam-
ine are listed in Table I by their respective critical attraction
strengths (discussed below). Finally, note that throughout the
remainder of the publication, we notate βuSALRi, j (xi, j) as βu(r)
for aesthetic simplicity unless otherwise indicated.
B. Molecular dynamics simulations
We generate configurations of cluster phases via three-
dimensional MD simulations of the ternary SALR mix-
tures described above, where we generate trajectories using
LAMMPS46. We perform simulations in the NVT ensemble
with periodic boundary conditions using an integration time-
step of dt = 0.001
√
d2m/(kBT ) (taking the mass m = 1)
and fix temperature via a Nose´-Hoover thermostat with time-
constant τ = 2000dt. As outlined in Table I, we consider
many combinations of charge Z and screening length κ−1/d
at four different packing fractions: φ = 0.015, 0.030, 0.060,
and 0.120 (where we simulate Nbox = 1920, 2960, 6800, and
6800 particles, respectively). Beginning with randomized
initial configurations, we equilibrate systems at φ = 0.015,
0.030, 0.060, and 0.120 for 3x107, 1x107, 3x106, and 2x106
steps, respectively, and confirm that they are equilibrated
on the basis of energy convergence and visualization, where
the latter shows that the systems are ergodic (aggregates un-
dergo frequent intra- and intercluster rearrangements and ex-
changes). We cut-off the pair potential for a given Z and
κ−1/d such that the interaction strength at distance xci, j (note
explicit use of the mixture notation) is βui, j(xci, j) ≤ 2e−3 and
the force is simultaneously −d[βui, j(xci, j)]/dxi, j ≤ 1e−3.
To make our analysis tractable, we focus on states cor-
responding with the onset of clustering (i.e., at the cluster
transition locus), where the phases are composed of fluid ag-
gregates with characteristic size N∗, but the systems have not
yet begun to form percolated phases or become dynamically
arrested. To characterize the size of equilibrium aggregates,
we calculate cluster-size distributions (CSDs), which quan-
tify the probability p(N) of observing clusters comprising N
particles. Here, we follow the established convention8,14,15,17
of considering two monomers part of the same cluster if they
are directly bonded to one another (i.e., within the range of
the attractive well) or each directly bonded to a shared neigh-
bor (i.e., are connected via some percolating pathway).
In turn, to locate the cluster transition locus, we make
sweeps in attraction strength βε (at increments of ∆ε =
0.05kBT ) and identify states at the onset of clustering based
on the following criteria: (1) the p(N) distribution exhibits a
visibly-apparent local maximum (mode) at some 1 < N∗ 
Nbox, where the corresponding local minimum between N =
1 and N∗ is notated as Nmin; and (2) that 80% of the parti-
cles in the system participate in aggregates of size N ≥ Nmin,
i.e., 0.80 =
∑Nbox
n=Nmin
p(N) where p(N) is appropriately nor-
malized. Taken together, these conditions correspond to the
emergence of meaningful bimodality (coexistence) in p(N)
between N = 1 and the cluster mode N∗. In this way, we ob-
tain the characteristic cluster size N∗ associated with a par-
ticular combination of φ, Z, and κ−1/d and the corresponding
critical attraction strength βε∗. All of the parameter combi-
nations we consider in our analysis are listed by their respec-
tive βε∗ values in Table I.
4TABLE I. Critical attraction strengths βε∗ determined from MD
simulations at various φ as a function of surface charge Z and
screening length κ−1/d. Conditions with listed βε∗ values are those
used for our analysis and discussion. Symbols below the Z values
correspond to those used in Figs. 2-7 (symbols are kept constant for
various κ−1/d). Note that maximum repulsion strengths βAMAX (see
Eqn. 4) are calculated based on a reference relative Bjerrum length
of λB/d = 0.014.
κ−1/d
Z
3 4 6 8 10 12 15
 _ > # M  
φ
=
0.
01
5

0.7 - - - - - - 6.55
0.8 - - - - - - 6.80
1.0 - - - 5.55 6.00 6.40 7.10
1.2 - - - 5.65 6.10 - -
1.5 - - 5.35 5.80 6.30 6.80 -
2.0 - 5.05 5.50 5.95 6.45 7.00 7.90
2.5 - - 5.55 6.00 6.60 - -
3.0 - 5.10 5.55 6.05 6.60 - -
4.0 4.95 5.10 5.60 6.10 6.65 - -
φ
=
0.
03
0

0.7 - - - - - - 6.30
0.8 - - - - - - -
1.0 - - - 5.30 5.70 6.15 6.75
1.2 - - - 5.45 5.80 - -
1.5 - - 5.15 5.55 5.95 6.45 -
2.0 - 4.80 5.20 5.65 6.10 6.55 7.25
2.5 - - 5.20 5.70 6.20 - -
3.0 - 4.90 5.25 5.70 6.20 - -
4.0 4.70 4.90 5.30 5.70 6.20 - -
φ
=
0.
06
0

0.7 - - - - - - 6.00
0.8 - - - - - - -
1.0 - - - 5.00 5.40 5.65 6.25
1.2 - - 4.75 5.10 5.45 - -
1.5 - - 4.80 5.15 5.50 5.80 -
2.0 - 4.55 4.85 5.20 5.55 5.80 6.40
2.5 - - 4.90 5.20 5.60 - -
3.0 - 4.60 4.85 - 5.60 - -
4.0 4.40 4.60 4.85 5.20 5.60 - -
φ
=
0.
12
0

0.7 - - - - - - 5.20
0.8 - - - - - - 5.20
1.0 - - - - - 4.95 5.20
1.2 - - - - - - -
1.5 - - - - 4.75 4.95 5.20
2.0 - - - 4.60 4.75 4.95 -
2.5 - - - 4.60 - - -
3.0 - - - - - - -
4.0 - - - - - - -
III. RESULTS & DISCUSSION
A. Observed cluster sizes and shapes in simulations
Before discussing free energy models for characteristic
cluster size N∗, we begin by briefly describing the cluster
morphologies under examination: for the approximately 100
different combinations of packing fraction φ, surface charge
Z, and screening length κ−1/d that we consider (listed in Ta-
ble I), we observe phases at the corresponding critical attrac-
tion strengths βε∗ that comprise compact spherical clusters
with characteristic sizes in the range 6 ≤ N∗ ≤ 60, as plotted
in Fig. 2. In terms of cluster shape, we find that by measur-
ing the radius of gyration RG/d and plotting it versus cluster
size N∗, our results obey the relation
RG/d = α(φ)N∗(1/df) with df = 3 (5)
where α(φ) is a φ-dependent prefactor of magnitude approx-
imately 1/2 (hereafter notated α). Together with the fractal
dimension df = 3, this signifies that the aggregates are com-
pact objects, and visual inspection of the MD trajectories
confirms the clusters are indeed highly-packed amorphous
droplets that are spherical on average and undergo frequent
intracluster rearrangement and intercluster exchange (seen
previously17,39). As shown in the inset of Fig. 2, the clus-
ters do become slightly less packed with increasing φ, which
is attributable to an increasing frequency of intercluster ex-
change. (These transfer events tend to instantaneously but,
on average, isotropically distort the clusters, effectively ex-
panding them.) We discuss trends in cluster size and shape
from a different perspective (and in more detail) in the ac-
companying publication.
In terms of cluster number size N∗, there are two impor-
tant observations from Fig. 2: (1) characteristic cluster size
depends only weakly on packing fraction for the range of
0.015 ≤ φ ≤ 0.120; and (2) the morphologies associated with
unscreened electrostatic repulsions (i.e., κ−1/d → ∞) are
effectively generated when the screening length approaches
κ−1/d ≈ 4.0. As shown by considering Figs. 2(a) and (b)
simultaneously, increasing packing fraction φ (given fixed Z
and κ−1/d) does not systematically shift N∗, but does slightly
inflate the cluster radius RG/d. (We do note that the CSD
peaks at N∗ also become wider with increasing φ due to more
frequent intercluster contacts.) The second point is apparent
based on Fig. 2(a), which demonstrates that for the larger
screening lengths κ−1/d tested, cluster sizes N∗ at fixed φ
and Z have already nearly reached asymptotic values, i.e.,
lim
κ−1/d→∞
N∗∞ ≈ N∗ at κ−1/d = 4.0 (6)
This ability to access the Coulombic limit at finite κ−1/d is
important for the following sections.
B. Existing free energy model for cluster size
We now begin our discussion of the canonical framework
for cluster formation due to Groenewold and Kegel7 (with
subsequent follow-ups22,32), with an emphasis on making
clear important concepts and assumptions underpinning the
model. The model aims to predict characteristic cluster size
N∗∞ for large and perfectly monodisperse aggregates gov-
erned by short-range attractions (SA) and long-range (LR)
unscreened Coulombic interactions between monomers (the
subscript alludes to the κ−1/d → ∞ limit). This prediction
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FIG. 2. (a) Measured cluster size N∗ versus screening length κ−1/d
for all φ, Z, and κ−1/d combinations tested. Blue, yellow, orange,
and red symbols correspond to measurements from simulations at
φ = 0.015, 0.030, 0.060, and 0.120, respectively. Contours are
guides to the eye for constant Z: from top to bottom, Z = 3.0 (no
line), 4.0, 6.0, 8.0, 10.0, 12.0, and 15.0. These contours are plotted
according to the formula N∗/Nest∞ = 1.0+1.5/(κ
−1/d)2, where Nest∞ is
the estimated cluster size in the Coulombic limit (i.e., κ−1/d → ∞).
(b) Cluster radius of gyration RG/d versus characteristic cluster size
N∗, both measured from MD simulations. Lines are empirical fits
of the form RG/d = αN∗1/3, where α is a dimensionless prefactor
corresponding to α = 0.45, 0.49, 0.53, and 0.60 for φ = 0.015,
0.030, 0.060, and 0.120, respectively. Symbol types in (a) and (b)
correspond to constant charge Z as listed in Table I (note that we
test various screening lengths κ−1/d at each Z).
necessarily begins with an expression for the extensive free
energy β∆F of cluster formation as a function of N (agnostic
to N∗∞):
β∆F = βFN − NβF1 (7)
where βFN and βF1 are the free energies of the N-sized clus-
ters and monomers, respectively.
The free energy change β∆F is broken into reference and
perturbative contributions: the reference portion is taken to
be the free energy of aggregate formation for a SA (i.e.,
purely attractive) fluid, which can be described via the clas-
sical nucleation theory (CNT) for large droplets (or crys-
tals)33–35. Meanwhile, the perturbations are any contribu-
tions to the free energy due to the electrostatic effects. This
is simply expressed:
β∆F = β∆FSA + β∆FLR (8)
where we detail these (reference) attractive and (perturba-
tive) repulsive free energy differentials in order below.
The CNT-based free energy contributions of the refer-
ence SA system comprise two terms, which capture com-
peting effects that scale with aggregate volume and surface
area, respectively. The first term accounts for the transfer of
monomers from the low-density dispersed phase to the dense
(bulk) fluid or crystal phase corresponding to the cluster in-
terior. This transfer is characterized by a favorable change
in chemical potential per particle with the magnitude β∆µSA0 .
The second term is an enthalpic penalty47,48 characterized by
surface tension βγSAd2, which accounts for the relative num-
ber of “missing” intracluster coordination bonds zc,m of the
particles at the droplet surface relative to, e.g., the bulk-like
coordination number zc,0 of the cluster interior49. These con-
tributions can be written
β∆FSA = −Nβ∆µSA0 + 4pi(Rc/d)2(βγSAd2) (9)
where, reflecting our observed morphologies, we incorporate
the expression for cluster surface area assuming spherical
droplets with radius Rc/d. Going forward, this radius is con-
sidered interchangeable with the radius of gyration within
some O(1) prefactor, i.e., Rc ≈ RG.
In turn, the perturbative electrostatic contributions are
treated as arising from unscreened repulsions acting between
all intracluster pairs of particles (i.e., N(N − 1)/2 ≈ N2/2 in-
teractions), which can be written:
β∆FLR ≈ 〈βu
LR〉N2
2
≈ Z
2(λB/d)N2
2(Rc/d)
(10)
where 〈βuLR〉 ≈ Z2(λB/d)/(Rc/d) is the Coulombic limit
(κ−1/d → ∞) of the DLVO-type potential of Eqns. 3 and
4 evaluated at r = Rc/d, which assumes that the character-
istic (average) intracluster pair distance is simply the clus-
ter radius50. The form of Eqn. 10 implies that the repulsive
free-energy contribution of each monomer in the dispersed
phase is truly negligible compared to the intracluster contri-
bution, which is consistent with the choice of Groenewold
and Kegel to ignore intercluster interactions, i.e., consider
the limit of very low φ. Note that Groenewold and Kegel also
originally include a term (see Eqn. 18 in Ref. 7) that roughly
accounts for counterion condensation42–45, which could oc-
cur for strong bare surface charges. However, we neglect this
contribution because their approximation naturally drops out
of the subsequent analysis and the coarse-grained SALR po-
tential considered here only captures a constant net-effective
charge.
Given these expressions for the free energy contributions,
one can proceed to the crux of the analysis: identifying the
characteristic cluster size N∗∞ at which the driving force to
associate per monomer is at its largest magnitude (or en-
ergetic minimum), i.e., β∆ f (N∗) ≡ minN[β∆ f (N)] where
β∆ f (N) ≡ β∆F(N)/N. Of course, here one requires a
β∆ f (N) function where the sole dependent variable is N. By
combining Eqns. 9 and 10 with the known relation between
cluster radius and number size RG/d = αN1/3 for compact
spherical aggregates, one can readily write:
β∆ f (N) = −β∆µSA0 +
4piα2(βγSAd2)
N1/3
+
Z2(λB/d)N2/3
2α
(11)
and evaluate its derivative to find the global minimum
6d(β∆ f )
dN
∣∣∣∣∣
N∗∞
= 0 = −4piα
2(βγSAd2)
3N∗∞4/3
+
Z2(λB/d)
3αN∗∞1/3
(12)
which, dropping prefactors, gives the scaling relation:
N∗∞ ∝
βγSAd2
Z2(λB/d)
(13)
This states that cluster size is simply governed by the
strength of the surface energy relative to the characteristic
strength of electrostatic repulsion.
To write Eqn. 13 completely in terms of experimentally
tunable parameters, one then approximates22,47,48 the surface
tension of the SA reference fluid βγSAd2 as scaling like the
attraction strength βεmultiplied by the aforementioned num-
ber of missing bonds per surface particle zc,m (divided by a
“surface area” per monomer Am), i.e.,
βγSAd2 ≈ zc,mβε
(Am/d2)
(14)
Because zc,m is considered constant with respect to N for
large, low-curvature droplets, combining Eqns. 13 and 14
leads to the master a priori scaling relation
N∗∞ ∝
βε
Z2(λB/d)
(15)
Reintroducing prefactors, Eqn. 15 is written N∗∞ =
αν0βε/[Z2(λB/d)], where α remains from the repulsive term
in Eqn. 11, and ν0 is a prefactor that is the product of zc,m and
some conversion factor to arrive at a surface energy per area.
C. Observed size-scaling in the Coulombic limit
Given our wide survey of compact spherical cluster mor-
phologies, we can perform the first systematic test of the
master scaling law given by Eqn. 15 for SALR pair potentials
by plotting measured cluster sizes N∗ for systems with suffi-
ciently large screening lengths κ−1/d at various φ, Z, and βε.
Specifically, in Fig. 3, we plot N∗ values observed at critical
attraction strengths βε∗ and screening length κ−1/d = 4.0,
where the latter corresponds to effectively unscreened sys-
tems (see Section III A) as assumed in writing Eqn. 15. Here,
we note that we use the version of Eqn. 15 that incorpo-
rates prefactors α and ν0, which shift predicted sizes approx-
imately in line with the measured N∗ values (of course, in-
cluding or excluding these prefactors does not affect scaling
itself).
In Fig. 3, we do indeed observe a master φ-independent
relation between the N∗ values measured in simulations and
the relative strength of attractions and repulsions between
monomers, i.e., the ratio βε/[Z2(λB/d)]; however, the ob-
served scaling does not reflect the exponent of 1 that is ex-
pected based on the free energy model underlying Eqn. 15.
Instead, we clearly observe the empirical relation
N
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FIG. 3. (a) Measured cluster size N∗∞ in the Coulombic limit (ap-
proximated by systems with κ−1/d = 4.0) versus the master scaling
ratio of Eqn. 15 plotted using measured critical attraction strengths
βε∗ and corresponding characteristic repulsion strengths Z2(λB/d).
Blue, yellow, and orange symbols correspond to measurements
from simulations at φ = 0.015, 0.030, and 0.060, respectively, for
charges Z = 3.0, 4.0, 6.0, 8.0, and 10.0 (top to bottom). Thick black
line corresponds to the empirical scaling of Eqn. 16 with exponent
of m = 3/4 (i.e., N∗∞ ∝ {βε∗/[Z2(λB/d)]}3/4) and dark (light) pur-
ple shadings correspond to 10% (20%) deviation from this scaling.
Thin black lines show scalings for alternate exponents, where the
m = 1 scaling (see Eqn. 15) derives from the canonical free en-
ergy model of Groenewold and Kegel7,22,32. Note that in this figure,
we plot predicted cluster sizes (x-axis) based on including the φ-
dependent prefactor α for the radius of gyration (see Fig. 2) and
the (here, arbitrary) constant prefactor ν0 ≈ 3.40 (see text). Symbol
types correspond to constant charge Z as listed in Table I (note that
we test various screening lengths κ−1/d at each Z).
N∗∞ ∝
[
βε
Z2(λB/d)
]3/4
(16)
for various cluster sizes and packing fractions. This imme-
diately begs the questions: what alternative (and, ideally,
comparatively simple) free energy model for SALR systems
results in this softer master scaling? and furthermore, can
this alternative model readily predict N∗ for finite screening
lengths κ−1/d?
To ascertain what new model can capture the empirically-
observed scaling in Fig. 3 (and be extended for generic
κ−1/d), we first ought to identify which of the current free
energy terms in Eqns. 9 and 10 correctly (or incorrectly)
describe the energetics of cluster formation in the MD sim-
ulations. Given its simplicity, the most straightforward can-
didate to consider is the repulsive free energy contribution
of Eqn. 10, which we can test against MD configurations by
adding up the total repulsive energies (between all intraclus-
ter pairs of monomers) of simulated clusters as a function of
characteristic size N∗.
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FIG. 4. (a) Total intracluster repulsion energy β∆FLR scaled by
maximum repulsion barrier βAMAX = Z2(λB/d)/[1.0+0.5/(κ−1/d)]2
and φ-dependent prefactor α for the radius of gyration (see Fig. 2),
plotted versus cluster size N∗ for Z = 3.0, 4.0, 6.0, 8.0, and 10.0
(top to bottom) and κ−1/d = 4.0 (effectively κ−1/d → ∞). Blue,
yellow, and orange symbols correspond to measurements from sim-
ulations at φ = 0.015, 0.030, and 0.060, respectively. (b) Same but
for κ−1/d = 4.0, 3.0, 2.0, and 1.0 at all correspondingly tested Z
values (see Table I). For (a) and (b), thick black line corresponds
to the expression β∆FLR/[βAMAX/(2α)] = N∗5/3 and dark (light)
purple shadings correspond to 10% (20%) deviation from this scal-
ing. Symbol types in (a) and (b) correspond to constant charge Z as
listed in Table I (note that we test various screening lengths κ−1/d
at each Z).
As shown in Fig. 4, we observe that the repulsive free
energy contribution of Eqn. 10 quantitatively describes MD
results in the unscreened limit and, with a simple extension,
also works for finite screening lengths κ−1/d; in other words,
the current perturbative free energy term capturing electro-
statics is self-consistent and should be retained. In Fig. 4(a),
we see that β∆FLR measured in simulations, when normal-
ized by the maximum repulsion barrier βAMAX = Z2(λB/d)
(corresponding to the κ−1/d → ∞ limit of Eqn. 4), scales
as N5/3. Of course, this N5/3 scaling is expected given N2
intracluster pair interactions occurring on the lengthscale
of the cluster radius, which scales as N1/3 (see Eqn. 10.
Meanwhile, Fig. 2(b) demonstrates that the same scaling
holds for finite κ−1/d away from the Coulombic limit pro-
vided one appeals to the more generalized form of Eqn. 4
for the maximum repulsive barrier energy, i.e., βAMAX =
Z2(λB/d)/[1.0 + 0.5/(κ−1/d)]2.
D. Accounting for size-dependent surface effects
Given that intracluster repulsions scale as expected (with
N5/3), the simplest extensive free energy expression (resem-
bling that of Groenewold and Kegel) that readily leads to
the empirically-observed scaling in Fig. 3 is one where the
surface-energy penalty, rather than scaling as N2/3, instead
effectively scales with a lesser exponent:
β∆F(N) = −Nβ∆µSA0 + ν1βεN1/3 +
βAMAXN5/3
2α
(17)
Here, ν1 is some (as yet undetermined) dimensionless pref-
actor distinct from the ν0 above. In turn, it is easily shown
that solving Eqn. 17 for β∆ f (N∗) ≡ minN[β∆ f (N)] results
in the generalized scaling N∗ ∝ {βε/[βAMAX]}3/4 or, in the
unscreened limit, N∗∞ ∝ {βε/[Z2(λB/d)]}3/4.
During the remainder of this section, our ultimate goal
is to demonstrate that this reduced exponent for the sur-
face energy term naturally emerges for our clustered sys-
tems because the effective energy penalty is dependent on
cluster size N∗ in the range 6 ≤ N∗ ≤ 60. Conceptu-
ally, this size-dependence for the surface energy echoes the
long-established notion that the generalized surface-tension
of a liquid droplet with high curvature γ(R) will depart from
the reference surface tension γ∞ of a planar liquid-vapor in-
terface (or very large droplet with low curvature). Indeed,
starting with pioneering work by Tolman51, a vast number
of studies have been dedicated to measuring first- and/or
second-order corrections for γ(R)/γ∞ (the classic first order
correction depends on the “Tolman length”) to better model,
e.g., homogeneous nucleation, but this topic continues to
be active and challenging area of research even for model
systems like the LJ fluid52–58. Compared to these studies,
which are especially difficult given their general focus on
critically-unstable droplet formation (usually droplets with
radius R ≈ 4d at the smallest), the following analysis is
notable because we consider stable droplets with effective
surface tensions dominated by short-range attractive bonds
(much shorter than, e.g., LJ attraction range) and radii of less
than three particle diameters.
Specifically, to capture this size-dependent surface energy,
one ought to account for an N-dependent number of missing
coordination bonds zc,m(N) for the surface particles relative
to the reference bulk (interior) coordination number zc,0. The
surface energy penalty in Eqn. 17 can then be written
ν1βεN1/3 ∝ zc,m(N)βεN2/3 (18)
with the (to be demonstrated) scaling
zc,m(N) ∝ N−1/3 (19)
where we still assume that the number of surface particles at
least roughly scales as N2/3, i.e., proportional to the squared
cluster radius (RG/d)2 = α2N2/3, though making a formal
distinction between interior and surface particles is difficult
for small N (as discussed later). To demonstrate that the scal-
ing in Eqn. 19 is reasonable, we show in Figs. 5 and 6 that
this size-dependence for zc,m(N) = zc,0 − zc(N) originates
based on the coordination number of (surface) particles zc(N)
measured from MD configurations, which we calculate from
the extensive number of intracluster bonds nB(N). Given our
measurement of nB(N) is at the root of much of this analysis,
8we consider its behavior first and proceed backwards to the
scaling of Eqn. 19.
Looking towards estimating zc,m(N), consider in Fig. 5(a)
the extensive number of intracluster bonds nB(N) measured
from MD simulations, where we observe a previously undis-
covered (to our knowledge) superlinear growth rate over the
range of cluster sizes that we generate. Interestingly, this
superlinear behavior contrasts with known small- and large-
cluster limits, which are linear in N. Here, nB(N) is nicely
captured at each packing fraction for 6 ≤ N∗ ≤ 60 by the
empirical expression:
nB(N) = (k/2)N ln(N) (20)
where k is a φ-specific O(1) prefactor59 and we include a di-
vision by 2 for aesthetic alignment with the next results. This
superlinear regime contrasts with the small cluster regime
(3 ≤ N ≤ 9), where it is known37,38 that colloidal clusters
dominated by SA bonds maximize their extensive bonding
number according to the expression nB(N) = 3N − 6. Like-
wise, in the limit of large droplets, the number of bonds must
scale increasingly like in the corresponding bulk fluid, i.e.,
nB(N) → (zbulk/2)N where zbulk is the coordination number
of the reference fluid (or crystal) phase.
To quickly understand why nB(N) growth should be super-
linear over this size range, we show in Fig 5(a) extensions
of the small- and large-cluster linear regimes (to large and
small N where they should respectively fail) to demonstrate
that the function nB(N) = (k/2)N ln(N) connects these oth-
erwise disparate limits while quantitatively overlapping with
the upper reaches of the small cluster trend at N ≈ 10. To
wit, notice that the characteristic slope of the small-N regime
is m = 3 differs meaningfully from the typical slope in the
large-N regime of a very dense bulk fluid or crystal, which
we estimate as m = zbulk/2 = 6 with zbulk = 12 because it is
the sphere kissing number in three dimensions60 (this is jus-
tified later). Thus, provided zbulk is decidedly larger than 3,
a superlinear regime allows for a smooth continuous growth
in nB(N) with respect to N.
This connectivity between very small and large cluster
sizes is clearly echoed by the next necessary quantity we
must calculate: the average coordination number zc(N) =
2nB(N)/N = k ln(N), which we show in Fig. 5(b) for all
of our clustered states61. Here, we plot zc(N) values cal-
culated from MD configurations, which begin to bridge the
gap (up to the highest cluster sizes we observe) between
the highly bond-restricted regime at small N and the bulk
regime at large N where the coordination number approaches
zc(N)→ zbulk. Notably, zc(N) varies by approximately a fac-
tor of 2 over the size range of interest 6 ≤ N∗ ≤ 60, which
underlines that the conventional practice (for larger droplets)
of assuming that surface effects are size-independent is prob-
lematic for these smaller aggregates.
With zc(N) in hand, we can proceed to calculate the aver-
age number of missing bonds per particle zc,m(N), which in-
deed collapses onto a master curve scaling as N−1/3 (shown
in Fig. 6) when the magnitude of the reference (fitting) co-
ordination parameter zc,0 is set–in line with measurements of
cluster interiors–at values appropriate for highly-packed bulk
fluids. To do this, we use the expression
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FIG. 5. (a) Extensive number of intracluster bonds nB(N) versus
cluster size N∗. Blue, yellow, and orange symbols correspond to
measurements from simulations at φ = 0.015, 0.030, and 0.060, re-
spectively. Symbol types correspond to constant charge Z as listed
in Table I (note that we test various screening lengths κ−1/d at each
Z). Blue, yellow, and orange solid lines are of the empirical form
nB(N) = (k/2)N ln(N) found to apply between 6 ≤ N∗ ≤ 60, where
k = 2.20, 1.95, and 1.70 with respect to φ. Purple line corresponds
to small cluster limit37,38 nB(N) = 3N − 6, which is accurate for
3 ≤ N ≤ 9. Black line corresponds to large droplet (bulk) limit
nB(N) = (zbulk/2)N where we choose zbulk = 12 (see text); this
limit becomes near-quantitative for dense droplets of N ≈ O(1000).
Dashed blue curve is a schematic extension to the solid blue line be-
tween 60 ≤ N∗ ≤ 500. (b) Average coordination number zc(N) ver-
sus cluster size N∗. Symbols and lines have same meaning as in (a),
where the latter are calculated via the formula zc(N) = 2nB(N)/N.
zc,m(N) = zc,0 − zc(N) (21)
where the only as-yet undetermined value is zc,0, which is
the coordination number of the reference bulk SA fluid that
represents the idealized cluster interior; for our immediate
purposes, we treat this parameter as tunable and verify our
choices as reasonable below. As shown in Fig. 6(a), our
data approximately collapse onto a master curve with char-
acteristic N−1/3 dependence when zc,0 = 12.0, 11.5, and 10.5
for φ = 0.015, 0.030, and 0.060, respectively. All of these
values–especially for the lowest-density case–are reflective
of bulk fluids dominated by short-range attractions, espe-
cially here given that energetic gains from bonding occur
within attractive wells beyond surface contact that are ap-
proximately 0.1d in width.
In Fig. 6(b), we demonstrate that these zc,0 values are
appropriate based on direct measurements of the locally-
averaged coordination number zc(r) as a function of radial
position within clusters (relative to cluster center-of-mass).
Here, we specifically show results from some of the largest
clusters observed (50 < N∗ < 60), which are most likely to
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FIG. 6. (a) Average number of missing bonds per particle zc,m(N) =
zc,0−zc(N) versus cluster size N∗. Blue, yellow, and orange symbols
correspond to measurements from simulations at φ = 0.015, 0.030,
and 0.060, respectively. Fitting parameter zc,0 is the coordination
number of the reference bulk dense fluid, found to be zc,0 = 12.0,
11.5, and 10.5 with respect to φ. Thick black line is a scaling guide-
line with the form zc,m(N) = 15.5N−1/3 and dark (light) purple shad-
ings correspond to 10% (20%) deviation from this scaling. Symbol
types correspond to constant charge Z as listed in Table I (note that
we test various screening lengths κ−1/d at each Z). (b) Locally-
averaged intracluster coordination number zc(r) measured at radial
positions r relative to cluster center of mass for four selected clus-
ter phases. Blue, yellow, and orange circles are for Z = 3.0 and
κ−1/d = 4.0 at φ = 0.015, 0.030, and 0.060, respectively, where
50 < N∗ < 60. Blue squares are for Z = 6.0 and κ−1/d = 4.0
at φ = 0.015, where N∗ ≈ 20. Arrow points to inner regions of
clusters, highlighting zc(r → 0) ≈ 12.
possess bulk-like interiors as r → 0; indeed, it is evident that
zc(r → 0) ≈ 12 for these larger clusters, though the limit-
ing value (as above) slightly decreases as φ increases, pre-
sumably due to the previously-discussed trend in intracluster
density. We also observe in Fig. 6(b) that the zc(r → 0) limit
is similar even for smaller clusters, e.g., N∗ ≈ 20, where
central particles can still be surrounded by a packed shell of
intracluster neighbors.
Taken altogether, the results of Figs. 5 and 6 nicely jus-
tify the choice to quantify the surface energy penalty of clus-
ter formation from the perspective of a size-dependence in
the relative number of missing bonds zc,m(N). Before mov-
ing on to consider the impact of the scaling relationships in
Eqns. 18 and 19 for predicting cluster size, we pause to note
that in the analysis above, we approximate zc,m(N) for sur-
face particles based on an average measurement of nB(N)
for all cluster constituents. We take this somewhat impre-
cise approach because it draws upon relatively unambiguous
measurable quantities and bypasses the fraught process of
definitively distinguishing between surface and interior par-
ticles (consider, e.g., Fig. 6(b)). Our approximation is suffi-
cient for the proof-of-concept analysis here, but we imagine
FIG. 7. Measured cluster size N∗ versus predicted cluster size from
Eqn. 22, where the latter formula is a function of φ-dependent
radius of gyration coefficient α (see Fig. 2); critical attraction
strength βε∗; and maximum repulsive barrier height βAMAX =
Z2(λB/d)/[1.0 + 0.5/(κ−1/d)]2. The constant prefactor ν2 '
√
2pi
scales the surface energy penalty associated with aggregation (see
text). Thick black line corresponds to the Eqn. 22 relation and dark
(light) purple shadings correspond to 10% (20%) deviation from
this scaling. Blue, yellow, orange, and red symbols correspond to
results from simulations at φ = 0.015, 0.030, 0.060, and 0.120, re-
spectively. Symbol types correspond to constant charge Z as listed
in Table I (note that we test various screening lengths κ−1/d at each
Z). The three illustrated clusters are instantaneous configurations
observed in MD simulations, with blue, yellow, and orange spheres
corresponding to small, medium, and large particles, respectively.
a more exacting analysis in this vein would be a worthwhile
future endeavor.62
E. Revised free energy model for predicting size
Based on the new scaling for the free energy surface
penalty justified in Section ?? and the generalized free en-
ergy term for repulsive contributions in Section III C, we can
return to the extensive free energy model of Eqn. 17 and
readily derive a new master equation for predicting cluster
size N∗ based on experimentally-tunable parameters:
N∗ =
[
αν2βε
βAMAX
]3/4
=
[
αν2βε{1.0 + 0.5/(κ−1/d)}2
Z2(λB/d)
]3/4
(22)
where, as before, α is the known φ-dependent prefactor re-
lating cluster radius and number size and ν2 is a constant
similar to those above that scales the surface energy penalty,
which we treat as an empirical tuning parameter. Eqn. 22 is
the central result of this publication.
As demonstrated in Fig. 7, Eqn. 22 successfully predicts
characteristic cluster sizes for the vast majority of our ≈100
10
cases over various Z-κ−1/d combinations and near order-
of-magnitude ranges in both size 6 ≤ N∗ ≤ 60 and bulk
monomer packing fraction 0.015 ≤ φ ≤ 0.120. This wide
applicability is notable as the underlying free energy frame-
work remains very simple: to wit, intercluster effects can
evidently be neglected even as conditions become less di-
lute (e.g., φ ≈ 0.120), though the current model cannot pre-
dict more subtle trends known for the SALR model39 like
the growing polydispersity of aggregates with increasing φ.
Meanwhile, the biggest deviations between measured and
predicted N∗ (larger than 20%) occur for states combining
large charge (e.g., Z = 15.0) and small screening length (e.g.,
κ−1/d = 0.70), which result in rather non-idealized repul-
sions that are both strong relative to kBT and far from the
Coulombic limit. Finally, note that the value for prefactor
ν2 that shifts the (already collapsed) predictions into the cor-
rect range is ν2 ≈
√
2pi, which we expect should apply rather
generally for compact colloidal clusters as it simply converts
between measurements of the cluster surface-size based on
population and radius.
IV. CONCLUSIONS
We have validated a new and readily applied formula
(Eqn. 22) that can predict characteristic cluster size N∗ for
idealized SALR suspensions as a function of the variables
controlling monomer-monomer interactions (including at-
traction strength βε, surface charge Z, and screening length
κ−1/d). Eqn. 22 and its underlying free energy model repre-
sent a semi-empirical adaptation and extension of the canon-
ical free energy model due to Groenewold and Kegel7,22,32,
where we found the latter exhibits a spurious scaling of N∗
away from the large-droplet limit with respect to the ratio of
attractive and repulsive interaction strengths driving aggre-
gation. We subsequently find that Eqn. 22 performs excel-
lently based on direct comparisons of predicted cluster sizes
and measurements of N∗ from MD simulations of approx-
imately 100 different systems for very wide ranges in φ, Z,
and κ−1/d, where we examine states at the onset of clustering
that exhibit compact spherical aggregates in the size range
6 ≤ N∗ ≤ 60.
The predictive quality of Eqn. 22 demonstrates that a sim-
ple free energy model, which treats SALR systems as ref-
erence SA fluids (via classical nucleation theory) with addi-
tive repulsive perturbations due to electrostatic effects, can
be applied down to extremely small cluster sizes (N∗ < 10)
provided one properly corrects for surface effects at small
N∗. Conceptually, this is in the spirit of long-standing inves-
tigations regarding size-dependent surface tensions in small
droplets51–58, and practically, we find that one can treat the
energy penalty of “interface” formation as a function of an
N-dependent number of missing coordination bonds zc,m(N)
for surface particles (referenced against the coordination
number in the bulk fluid). Here, this picture is validated in
part by configurational analysis of the number of extensive
intracluster bonds nB(N), which revealed a previous undis-
covered (to our knowledge) superlinear scaling regime for
nB(N) over the size range 6 ≤ N∗ ≤ 60. Meanwhile, based
on the form of the free energy model, we confirm that in-
tercluster effects can be neglected even for rather non-dilute
conditions (e.g., φ = 0.120), which is reflected by our ob-
servation that cluster size N∗ exhibits little variability with
respect to φ given otherwise fixed conditions.
We look forward to testing the predictive capability of
Eqn. 22 for real colloidal suspensions that exhibit equilib-
rium cluster phases, which could help bolster whether SALR
pair potentials are a sufficient (if idealized) description of
experimental systems. For instance, there has been recent
discussion16,18,29 in the literature as to whether accounting
for charge renormalization during aggregation is necessary
for describing cluster behavior; likewise, Groenewold and
Kegel initially postulated that non-trivial charge effects42–45
could affect the free energy picture in certain limits. Of
course, these effects are not captured by the canonical SALR
pair potential examined here, but we now possess a free en-
ergy model (Eqn. 17) known to describe this simpler sys-
tem. Thus, ascertaining whether cluster size N∗ scales in
experiments similarly to the empirical scaling of Eqn. 22
would help clarify the degree to which phenomenology and
interpretive guidelines derived from the pairwise model are
appropriate for real systems. Similarly, it is fascinating to
consider how accounting for size-dependent surface effects,
here so crucial for producing quantitative predictions, might
change for less compact (e.g., elongated) aggregates than
those considered here.
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