ABSTRACT. In this paper we study semiclassical states for the problem
INTRODUCTION
Our starting point is the equation of the standing waves for the Nonlinear Schrödinger Equation:
(1)
Here u ∈ H 1 (R N ), N 2, V (x) is a positive potential and f is a nonlinear term. This problem has been largely studied in the literature, and it is not possible to give here a complete bibliography.
The existence of solutions for (1) has been treated in [8, 30] for constant potentials and [5, 6, 15, 29] in more general cases. An interesting issue concerning (1) is the existence of semiclassical states, which implies the study of (1) for small ε > 0. From the point of view of Physics, semiclassical states describe a kind of transition from Quantum Mechanics to Newtonian Mechanics. In this framework one is interested not only in existence of solutions but also in their asymptotic behavior as ε → 0. Typically, solutions tend to concentrate around critical points of V : such solutions are called spikes.
The first result in this direction was given by Floer and Weinstein in [18] , where the case N = 1 and f (u) = u 3 is considered. Later, Oh generalized this result to higher values of N and f (u) = u p , 1 < p < N +2
N −2 , see [27, 28] . In those papers existence of spikes around any non-degenerate critical point x 0 of V (x) is proved. Roughly speaking, a spike is a solution u ε such that:
where U is a ground state solution of the limit problem:
Let us point out here that not any critical point of V (x) will generate a spike around it: for instance, it has been proved in [16, 17] that (1) has no non-trivial solution if V (x) is decreasing along a direction (and different from constant). However, [1, 24] extended the previous result to some possibly degenerate critical points of V .
All those results ( [1, 18, 24, 27, 28] ) use the following non-degeneracy condition for (2) :
(ND) The vector space of solutions of −∆w + V (x 0 )w = f ′ (U )w is generated by {∂ xi U, i = 1 . . . N.}.
This property is essential in their approach since they use a Lyapunov-Schmidt reduction which is based on the study of the linearized problem. The argument of the proof of (ND) (see for instance [2] , Chapter 4) needs a non-existence result for ODE's that has been proved only for specific types of nonlinearities, like powers (see [22] ).
A first attempt to generalize such result without assuming (ND) was given in [12] (see also [19] ), which was later improved by [13, 14] . Here the procedure is completely different, and uses a variational approach applied to a truncated problem. In those papers the following hypotheses are made on f : t is non-decreasing. The first two conditions imply that f is superlinear and sub-critical, and are quite natural in this framework. Condition (f3) is the so-called Ambrosetti-Rabinowitz condition, which has been imposed many times in order to deal with superlinear problems. Finally, condition (f4) is suitable for using a Nehari manifold approach.
Under those conditions, [14] shows the existence of spikes around critical points of V (x) under certain conditions. Roughly speaking, the critical points considered are those that can be found through a local min-max approach; this is a very general assumption and includes of course any non-degenerate critical point.
Recently, some papers have tried to eliminate some of the conditions (f3)-(f4), or to substitute them with other assumptions. For instance, in [11, 20] condition (f4) is removed (moreover, [20] deals also with asymptotically linear problems, where (f3) is replaced with another condition). In [4, 9, 10] both conditions (f3) and (f4) are eliminated, and the authors assume the minimal hypotheses under which one can prove the existence of solution for (2) (those of [8] ). However, in [4, 9, 10, 11, 20] only the case of local minima of V (x) is considered.
The goal of this paper is to prove existence of spikes around saddle points or maxima of V (x) without assumption (f4). Our approach is reminiscent of [14] ; basically, we define a conveniently modified energy functional and try to prove existence of solution by variational methods. The main difference with respect to [14] is that, since (f4) is not assumed, the Nehari manifold technique is not applicable here. So, we need to construct a different min-max argument, which involves suitable deformations of certain cones in H 1 (R N ). This approach seems very natural but has not been used before in the related literature. As a second novelty, a classical property of the Brouwer degree regarding the existence of connected sets of solutions reveals crucial to estimate the critical values (see [23, 26] ). Indeed, this property allows us to relate our min-max value to another min-max value with the constraint of having center of mass equal to 0 (see Section 3 for a more detailed exposition).
Finally, once a solution is obtained, asymptotic estimates are needed in order to prove that the solution of the modified problem solves (1) .
We assume that V : R N → R is a function satisfying the following boundedness condition:
Moreover, with respect to the critical point 0, we assume that one of the following conditions is satisfied:
2 in a neighborhood of 0 and 0 is a non-degenerate saddle critical point of V . (V3) V (0) = 1, V is C N −1 in a neighborhood of 0, 0 is an isolated critical point of V (x) and there exists a vector space E such that: a) V | E has a local maximum at 0; b) V | E ⊥ has a local minimum at 0.
Our assumptions on the critical points of V are not as general as in [14] , but still include non-degenerate cases, as well as isolated maxima and many degenerate cases.
Our main theorem is the following:
Theorem 1.1. Assume that f satisfies hypotheses (f0), (f1), (f2), (f3), and that V satisfies (V0) and one of (V1), (V2) or (V3).
Then there exists ε 0 > 0 such that (1) admits a positive solution u ε for ε ∈ (0, ε 0 ). Moreover, there exists {y ε } ⊂ R N such that εy ε → 0 and:
where U is a ground state solution for
This result can be compared with [14, 9] as follows. In [14] more general critical points of the potential V (x) are considered, but condition (f4) is assumed. On the other hand, the hypotheses on f of [9] are less restrictive than ours, but [9] considers only local minima of V .
The rest of the paper is organized as follows. In Section 2 we will give some preliminary results, most of them well-known, related to some autonomous limit problems. We will also define the truncation of the problem that will be used throughout the paper. The min-max argument is exposed in Section 3. There we will prove the main estimate needed for our argument, stated in Proposition 3.3. This estimate will imply the existence of a solution for the truncated problem. In Section 4 some asymptotic estimates on the solutions will be given: in particular we will show that the solutions of the truncated problem actually solve our original problem. Finally, in Section 5 some possible extensions of our result will be briefly commented, and some technicalities are explained in detail.
PRELIMINARIES
In this section we will give some preliminary definitions and results that will be used in our arguments. First, we will define a certain truncation of f (u), and establish the basic properties of the related problem. After that, we will address the study of certain limit problems that will appear naturally in later proofs.
Let us first fix some notation. In R N , B(x, R) will denote the usual euclidean ball centered at x ∈ R N and with radius R > 0. Given any set Λ ⊂ R N , its complement is denoted by Λ c . Moreover, for any ε > 0, we write:
In what follows we will denote by · the usual norm of H 1 (R N ): other norms, like Lebesgue norms, will be indicated with a subscript. If nothing is specified, strong and weak convergence of sequences of functions are assumed in the space H 1 (R N ). In our estimates, we will frequently denote by C > 0, c > 0 fixed constants, that may change from line to line, but are always independent of the variable under consideration. We also use the notations O(1), o(1), O(ε), o(ε) to describe the asymptotic behaviors of quantities in a standard way.
2.1. The truncated problem. By making the change of variable x → εx, problem (1) becomes:
In what follows it will be useful to extend f (u) as 0 for negative values of u. Observe that, by the maximum principle, any nontrivial solution of (3) will be positive, so that we come back to our original problem.
It is well-known that solutions of (3) correspond to critical points of the functional I ε :
However, we will not deal with (3) and I ε directly. First, we will use a convenient truncation of the nonlinear term f (u), in the line of [12, 13, 14, 20] . The idea is to localize the problem around 0, so that the energy functional becomes coercive far from the origin. By using min-max arguments we will find a solution of the truncated problem. In Section 4 we will show that such solution actually solves (3). Let us define:f
We also define the primitiveF (s) = s 0f (t)dt. In the following we will consider the balls B i := B(0, R i ) ⊂ R N (i = 0, . . . , 4) with R i < R i+1 for i = 0, 1, 2, 3, where R i are small positive constants to be determined. For technical reasons, we will choose R 1 such that: (5) ∀x ∈ ∂B 1 with V (x) = 1, ∂ τ V (x) = 0, where τ is tangent to ∂B 1 at x.
In cases (V1) and (V2) it is clear that such a choice is possible. In case (V3) this is also true, see Proposition 5.1 in the Appendix. Observe that this is the unique point where the C N −1 regularity of V is needed in case (V3).
Next we define χ : R N → R,
2 , and then
We denote with subscripts the dilation of the previous functions; being specific,
and
So, in this section we consider the truncated problem:
As mentioned above, we will find solutions of (7) as critical points of the associated energy functionalĨ ε : H 1 (R N ) → R, which is defined as:
In the next lemma we collect some properties of the functions defined above that will be of use in our reasonings:
and the same assertion also holds forf (s), g ε (x, s).
Proof. Properties (f1), (f2), (g1), (g2) follow immediately from the definitions off and g ε . Finally, property (fg) follows from the assumptions (f1) and (f2) made on f .
Proposition 2.2.
For every ε > 0, the functionalĨ ε satisfies the Palais-Smale condition.
The proof of this result is basically identical to the proof of [12, Lemma 1.1]. We reproduce it here for the sake of completeness.
Proof. Let {u n } be a (PS) sequence forĨ ε , i.e.
Then, by (4) we have
Then {u n } is bounded and hence u n ⇀ u up to a subsequence. Now we show that this convergence is strong. It is sufficient to prove that for every δ > 0 there exists
We take
since {u n } is bounded. Therefore
The limit problems.
Let us start by studying the limit problem:
Problem (LP k ) can be attacked by using the Mountain Pass Theorem in a radially symmetric framework, see [3, 7, 8] . Indeed, let us define:
Moreover, it is known that U is a ground state solution or, in other words, it is the solution with minimal energy, see [21] .
However, without some additional hypotheses on f , it is not known whether that solution is unique or not. Every non-negative solution U of (LP k ) satisfies the following properties (see [8, 30] ):
• U (x) > 0, U is C ∞ and radially symmetric; • U (r) is decreasing in r = |x| and converges to zero exponentially as r → +∞.
• The Pohozaev identity holds:
In [21] it is also proved that the infimum in (9) is actually a minimum. Being more specific, we have:
Let us briefly describe the construction in [21] . Given t > 0, we denote:
For N 3, the curve γ is constructed by simply dilating the space variable; indeed, for θ large enough,
For N = 2 the construction combines dilation and multiplication by constants in a certain way:
. with suitable θ 0 ∈ (0, 1) and θ 1 , θ 2 > 1. Observe that in both cases γ is defined in a closed interval: a suitable re-parametrization of it gives us the desired curve.
This curve will be of use for the construction of our min-max scheme.
The following lemma studies the dependence of the critical level on k:
is strictly increasing and continuous.
Proof. Let us first show that m is strictly increasing. Take k 1 , k 2 > 0 with k 1 < k 2 and γ ∈ Γ k2 given by Lemma 2.3. Observe that clearly γ ∈ Γ k1 , and:
We now prove the continuity of m. Take {k j } j a sequence of positive real numbers that converges to k > 0. As above, take γ ∈ Γ k given by Lemma 2.3: then, for j large enough γ ∈ Γ kj and m kj max
We now prove a reversed inequality. For every j ∈ N, we consider U j a radially symmetric least energy solution of
,
then, we obtain by (f3)
and, by (fg), fixed δ > 0 small enough,
Observe that U is a positive radially symmetric solution of the problem:
Moreover, using the strong convergence in
By the lower semicontinuity of the H 1 (R N ) norm, we conclude:
We finish the section with a couple of definitions that will be of use later. First, let us restrict ourselves to the case k = 1; for simplicity, we will denote:
Let us define:
In other words, S denotes the set of positive ground state solutions of the problem:
Moreover, given any y ∈ R N , we define the energy functional J y :
Obviously, the critical points of J y are solutions of the problem:
THE MIN-MAX ARGUMENT
In this section we will develop the min-max argument that will provide the existence of a solution. In order to do that, some estimates on the min-max value are needed: those are the fundamental part of our work, and are contained in Proposition 3.3. A key ingredient of our proof is a classical property of the Brouwer degree concerning existence of connected sets of solutions (see the proof of Lemma 3.5).
First of all, let us observe that under our hypotheses on V , there exists a vector space E such that: a) V | E has a strict local maximum at 0; b) V | E ⊥ has a strict local minimum at 0.
Indeed, in case (V1) E = R N , whereas, in case (V2) E is the space formed by eigenvectors associated to negative eigenvalues of
First of all, let us define the following topological cone:
Here γ t = γ(t) is the curve given in Lemma 2.3 for k = 1 and U a radially symmetric ground state. Observe that γ(0) = 0 is the vertex of the cone. Let us define a family of deformations of C ε :
where ∂C ε is the topological boundary of C ε andĨ m/2 ε is the sub-levelĨ
Recall that m = m 1 is the ground state energy level of the problem −∆u + u = f (u), see (9) .
We define the min-max level:
Proposition 3.1. There exist ε 0 > 0, δ > 0 such that for every ε ∈ (0, ε 0 )
Proof. It suffices to show that:
By the exponential decay ofÛ , we get:
where ν = max x∈B1 V (x) and Φ ν is defined in (8) . By shrinking B 1 , if necessary, we can assume that Φ ν (Û ) is negative, so we obtain (13) .
In order to prove (14) , let us first observe that there exists σ > 0 such that
Again by the exponential decay of γ t , the second right term tends to zero as ε → 0. Observe also that this convergence is uniform in t, since the exponential decay is uniform in t. By using dominated convergence theorem,
Finally, since Φ 1−σ (u) < Φ(u) for any u = 0, we have that
We now give a first estimate on the min-max values:
So, let us estimate this last term. In the following we take a sequence ε = ε n → 0, but we drop the sub-index n for the sake of clarity. For any ε > 0 sufficiently small,
Up to a subsequence we can assume that t ε → t 0 ∈ [0, 1] and εξ ε → x 0 ∈ B 0 ∩ E. Therefore, by the uniform exponential decay of γ t and dominated convergence theorem, we get:
Observe now that V (x 0 ) 1 and then
The following proposition yields a fundamental estimate in our min-max argument: 
Proof of Proposition 3.3.
The rest of the section is devoted to the proof of Proposition 3.3. This proof will be divided in several lemmas and propositions.
First we define π E as the orthogonal projection on E and we set h ε :
For a fixed δ > 0 sufficiently small, let us define
Σ is connected and compact
Let us observe that we have to require that 0 / ∈ Σ because the barycentre β ε is not well defined in 0. We also define the corresponding min-max value:
Observe that, sinceĨ ε Φ α1 , we have:
Lemma 3.5. There exists ε 0 > 0 such that for any ε ∈ (0, ε 0 ) and for any η ∈ Γ ε there exists Σ ∈ Ξ ε such that Σ ⊂ η(C ε ).
Proof. Let us take t 0 > 0 sufficiently small, and η ∈ Γ ε . For any t ∈ [t 0 , 1], we define ψ
Let us observe that, by the properties of η ∈ Γ ε , η γ t (· − ξ) = 0, for all t ∈ [t 0 , 1] and for all ξ ∈ B ε 0 ∩ E, and so ψ ε t is well defined. Moreover, γ t0 can be made arbitrary small by taking smaller t 0 .
Moreover, by the exponential decay of γ t ,
Therefore we can choose ε small enough so that
We can conclude that for every t ∈ [t 0 , 1], there exists ξ ∈ B [23, 26] ). Then, it suffices to define
As a consequence of the previous lemma, we obtain the following inequality:
Hence, the proof of Proposition 3.3 is completed if we prove the following result: Proposition 3.6. We have that lim inf ε→0 b ε m.
In order to prove this proposition, we will need some midway lemmas.
Lemma 3.7. There exists ε 0 > 0 such that, for any ε ∈ (0, ε 0 ), there exist u ε ∈ H 1 (R N ), with β ε (u ε ) = 0, and λ ε ∈ E such that
Proof. Let ε > 0 be fixed. By classical min-max theory, there exists a sequence {u n } ⊂ H 1 (R N ) which is a constrained (PS) sequence at level b ε , namely, there exists {λ n } ⊂ E such thatĨ
Since β ε (u n ) = 0, by (16) and (17) repeating the arguments of Proposition 2.2, we get that {u n } is bounded in the H 1 −norm, (uniformly with respect to ε) and, therefore, up to a subsequence, it converges weakly to some u ∈ H 1 (R N ). This convergence is actually strong arguing as in the proof of Proposition 2.2 and choosing R big enough such that φ R h ε = 0.
Lemma 3.8. There holds
Proof. Since u ε is a solution of (15) with β ε (u ε ) = 0, multiplying (15) by u ε , integrating and using (fg), for a fixed sufficiently small δ > 0, we have
2 ) , and
Now, by the boundedness of {u ε } in H 1 (R N ) and so in L s (R N ), for a certain s > p + 1, we can conclude by interpolation, indeed, for a suitable α < 1:
2 ) .
Lemma 3.9. We have that
Proof. Let φ ε : R N → R be a smooth function such that
and with 0 φ ε 1 and |∇φ ε | Cε. By Lemma 3.7, since φ ε h ε = 0, we have that
and so we can conclude observing that
Cε.
Lemma 3.10. We have that λ ε = O(ε).
Proof. In the sequel we can suppose that λ ε = 0, otherwise the lemma is proved. Let us denoteλ ε = λ ε /|λ ε |. Let φ ε : R N → R be a smooth function such that
with 0 φ ε 1 and |∇φ ε | Cε.
We follow an idea of [16, 17] . By regularity arguments u ε ∈ H 2 (R N ) and then we are allowed to multiply (15) by φ ε ∂λ ε u ε and to integrate by parts. Then
Let us evaluate each term of the previous equality. We have
and so
Easily we have (20)
Analogously, we have
and so (21)
Moreover, since by the definition of G ε ,
and so (22)
By (18)- (23) and by Lemma 3.8, we conclude.
Therefore, we can suppose that there existsλ ∈ E such that
Proof of Proposition 3.6. We will consider separately the caseλ = 0 andλ = 0.
Case 1):λ = 0.
We consider a sequence ε k → 0, that we still denote by ε. By [20, Proposition 4.2] , there exists n ∈ N,c > 0 and, for all i = 1, . . . , n, there exist y
and u i is a positive solution of
Since, by (g1), we have that
, for all i = 1, . . . , n, to conclude the proof, we have only to show that
This is trivially true if n 2 by Lemma 2.4, sinceȳ i ∈ B 2 . If, otherwise, n = 1, since β ε (u ε ) = 0, 0 = ε
Therefore,ȳ 1 ∈ E ⊥ and then Lemma 2.4 implies:
Case 2):λ = 0.
In this case we cannot conclude simply as in the previous one because of the interference of the Lagrange multiplier. Some technical work is needed here. Let
3ε ⊂ H ε . We will prove that (24)
Suppose by contradiction that (25)
Since β ε (u ε ) = 0 andλ ∈ E, we have
This last formula, together with (25) , implies that
but we get a contradiction with Lemma 3.8 and so the first part of the lemma is proved. Let us now consider the second part of the statement. Let φ ε : R N → R be a smooth function such that
and with 0 φ ε 1 and |∇φ ε | Cε. Multiplying (15) by u ε φ ε and integrating, we have
Therefore, by (fg), if δ > 0 is sufficiently small, there exists C δ > 0, such that
and so the conclusion follows by (24) .
We consider a sequence ε k → 0, that we still denote by ε.
Proposition 3.12. There exist n ∈ N,c > 0 and, for all i = 1, . . . , n, there exist y
Proof. We defineũ ε the even reflection of u ε | Hε with respect to ∂H ε . Observe that {ũ ε } is bounded in H 1 (R N ) and does not converge to 0 in L p+1 (R N ) (recall Lemma 3.11). Then, by concentration-compactness arguments (see [ By the even symmetry ofũ ε and by Lemma 3.9, we can assume that y
and so, passing to the limit , u 1 is a weak solution of
ε ∈ H ε , we have thatλ ·ȳ 1 α 1 /2 and soȳ 1 ∈ B 2 (otherwise u 1 should be 0) and, by (fg), we easily get that there exists c > 0 such that c u 1 . Moreover, observe that u ε u 1 .
Let us define w
. We consider two possibilities: either w 1 ε H 1 (Hε) → 0 or not. In the first case the proposition should be proved taking n = 1. In the second case, there are still two sub-cases: either w 1 ε L p+1 (Hε) → 0 or not.
Step 1: Assume that w 
0.
In such case, we can repeat the previous argument to the sequence {w Therefore, as above, there exists
ε | → +∞ and εy 2 ε →ȳ 2 ∈ B 2 , and −∆u 2 + V (ȳ 2 )u 2 = g(ȳ 2 , u 2 ) +λ ·ȳ 2 u 2 , and u 2 c > 0. Moreover, by weak convergence,
0. In such case we can repeat the argument again.
Observe that we would finish in a finite number of steps, concluding the proof. The only possibility missing in our study is the following:
(26) at a certain step j, w
Step 2: The assertion (26) does not hold.
Suppose by contradiction (26) . Let us define
By (26) there exists δ > 0 such that
Let us fix R > 0 large enough and choose a cut-off function φ satisfying the following:
We multiply (15) by φu ε and integrate to obtain:
Therefore, by using (fg) and the properties of the cut-off φ we get:
Observe moreover that by regularity arguments u ε (· + y
loc . Then (28) implies that the left hand term in (29) is bounded from below: this finishes the proof of (27) .
Then, we can repeat the whole procedure: there exists y 
we argue again as in the beginning of Step 2 to deduce that w
with a 1 < a 2 < 2α1 3 . In so doing we can again continue our argument, eventually introducing
with a l−1 < a l < 2α1 3 . Since all limit solutions u k are bounded from below in norm, we end in a finite number n of steps. Therefore, we obtain
This implies that
but this is in contradiction with w Since β ε (u ε ) = 0, we have that
By Proposition 3.12 and sinceλ ·ȳ i 0, for all i = 1, . . . , n, we know that
3 \ H ε . Therefore we havē λ ·ȳ i = 0, for all i = 1, . . . , n, and
With that information in hand, let us estimate the energyĨ ε (u ε ):
By Proposition 3.12, we have that
Moreover, since {u ε } ε>0 is a bounded sequence in H 1 (R N ) and so also in L s (R N ) (for a certain s > p + 1), we can use interpolation and (30) to get
Then, we obtain:
Finally, by the definition of G ε (x, u), we have:
So, we get the estimate:
Reasoning as in Case 1, we easily conclude whenever n > 1. Moreover, if n = 1,
By (30) , the second right term of the last expression tends to 0. By arguing as in Case 1, we conclude:
Thenȳ 1 ∈ E ⊥ , and we conclude
Case 2b): there exists at least an i = 1, . . . , n such thatλ ·ȳ i < 0.
Without lost of generality, we can assume thatλ ·ȳ 1 < 0. Let s > 0 such that B(ȳ 1 , 3s) ⊂ B 3 , withȳ i / ∈ B(ȳ 1 , 3s) for allȳ i =ȳ 1 , and such thatλ · x < 0, for all x ∈ B(ȳ 1 , 3s). We define B Let φ ε be a smooth function such that
with 0 φ ε 1 and |∇φ ε | Cε. Repeating the arguments of the proof of Lemma 3.10, we multiply (15) by (∂λ ε u ε )φ ε , whereλ ε = λ ε /|λ ε |. We have
Let us evaluate each term of the previous equality. Since
Observe that ∂λ ε χ(εx) 0 for all x ∈ B ε 2s ; this is the key point of our estimates in this case. Then, by (f1) we get that
Therefore, by (31)- (37), we obtain the inequality:
We can choose B 3 sufficiently small such that, for a suitableδ > 0, we have that |λ| <δ and B ε 3 ⊂ H ε . Now we can estimateĨ ε (u ε ) in the following way:
3 ⊂ H ε , we can apply Proposition 3.12 to obtain:
Moreover, by the definition of G ε (x, u), we have:
Then, we conclude that:Ĩ
As in Case 1, we conclude easily if n > 1. Assume now that n = 1; since B ε 3 ⊂ H ε , we can argue as in Case 1 to obtain:
But this is in contradiction with the hypothesis of Case 2b), namely,λ ·ȳ 1 < 0.
ASYMPTOTIC BEHAVIOR
In this section we will study the asymptotic behavior of the solution obtained in Section 3. As a consequence, u ε will be actually a solution of (3): in this way we conclude the proof of Theorem 1.1.
Let us define u ε the critical point ofĨ ε at level m ε , that is,
Moreover, Propositions 3.2 and 3.3 imply thatĨ ε (u ε ) → m.
The following result gives a description of the behavior of u ε as ε → 0:
Proposition 4.1. Given a sequence ε = ε j → 0, there exists a subsequence (still denoted by ε j ) and a sequence of points y εj ∈ R N such that:
• ε j y εj → 0.
• u εj − U (· − y εj ) → 0, where U ∈ S (see (10) ).
Proof. For the sake of clarity, let us write ε = ε j . Our first tool is again Proposition 4.2 of [20] ; there exist l ∈ N, sequences {y
• |y
For the definition of Jȳ k see (11) . Observe that
, where δ > 0 can be taken arbitrary small by appropriately shrinking B 2 : this implies that l = 1. So, the only thing that remains to be proved is thatȳ 1 = 0.
Our argument here has been used already in the previous section, so we will be sketchy. By regularity arguments, {u ε } ⊂ H 2 (R N ) and is bounded. Choose r > 0 and φ ε a cut-off function so that φ ε (x) = 1 in B(y
By multiplying (38) by φ ε (x)∂ ν u ε and integrating, we obtain:
If χ is C 1 (B(ȳ 1 , r) ), we divide by ε and pass to the limit to obtain:
We consider three different cases:
Take r > 0 so that B(ȳ 1 , 2r) ⊂ B 1 . By (40), we get that ∂ ν V (ȳ 1 ) = 0. Since ν is arbitrary,ȳ 1 is a critical point of V in B 1 , and thereforeȳ 1 = 0.
In this case we will arrive to a contradiction. Take r > 0 so that B(ȳ 1 , 2r) ⊂ B 2 \ B 1 and ν = 1 |ȳ1|ȳ 1 . By the definition of χ (see (6) 
We now use the Pohozaev identity for U 1 to get:
and so c
So, it suffices to take R 2 − R 1 smaller, if necessary, to get a contradiction with (40).
Case 3:ȳ 1 ∈ ∂B 1 . Also in this case we obtain a contradiction. Indeed, observe that here χ(ȳ 1 ) = 1, and so U 1 is a solution of:
Since Jȳ 1 (U 1 ) = Φ V (ȳ1) (U 1 ) = m, Lemma 2.4 implies that V (ȳ 1 ) = 1. By (5), then, there exists τ ∈ R N tangent to ∂B 1 atȳ 1 such that ∂ τ V (ȳ 1 ) = 0. We now argue as above, with the exception that here χ is not C 1 . However, it is a Lipschitz map so that (39) holds: let us choose r < R 2 − R 1 and ν = τ . Now we can write:
|x · τ | |x + y 1 ε | + |y In the above limit we have used again the dominated convergence theorem and the strong convergence of u ε (· + y ε ) 1 . Then, we can divide by ε and pass to the limit in (39) to get: u ε − U (· − y ε ) + U (· − y ε ) H 1 ((B ε 0 ) c ) → 0, as ε → 0. By using local L ∞ regularity of u ε , given by standard bootstrap arguments, we obtain that for any x ∈ (B ε 1 ) c , u ε L ∞ (B(x,1)) C u ε H 1 (B(x,2)) C u ε H 1 ((B ε 0 ) c ) → 0. This concludes the proof.
APPENDIX
In this section we prove Proposition 5.1, that has been used in the definition of the truncation (see (5)). Moreover, we will discuss some possible extensions of our results. Proof. The proof is an easy application of the Sard lemma. Given δ ∈ (0, R 0 ), let us define the annulus A = A(0; δ, R 0 ). Let us consider the set:
If M is empty, we are done. Otherwise, since V has no critical points in A, the implicit function theorem implies that M is a N − 1 dimensional manifold with C N −1 regularity and a finite number of connected components; then, we can decompose M = ∪ n i=1 M i , where M i are connected. Let us define the maps:
Since M i is a C N −1 manifold, we can apply Sard lemma: if we denote by S i ⊂ (δ, R 0 ) the set of critical values of ψ i , then S i has 0 Lebesgue measure in R. Define S = ∪ n i=1 S i . It can be checked that for any R ∈ (δ, R 0 ) \ S, (41) holds. Now, it suffices to take δ n → 0 and S n the corresponding set of critical values. Clearly, ∪ n∈N S n has also 0 Lebesgue measure, and this finishes the proof. Now we discuss some slight extensions of our result. As we shall see, a couple of hypotheses of Theorem 1.1 can be relaxed. However, we have preferred to keep Theorem 1.1 as it is, because in this form the proof becomes more direct and clear. So, let us now discuss those extensions of our results, as well as the modifications needed in the proofs.
Condition (f0).
The C 1 regularity of f (u) implies that all ground states of (LP k ) are radially symmetric (actually, C 0,1 regularity suffices). However, this is not really necessary in our arguments. Indeed, in [9] it is proved that the set S is compact, up to translations, even for continuous f (u). So, in Section 3 it suffices to take γ(t) related to U ∈ S such that:
Moreover, we cannot use compact embeddings of H 1 r (R N ) in the proof of Lemma 2.4: the proof of that lemma must be finished by making use of concentrationcompactness arguments.
Condition (V0).
The lower bound on V is strictly necessary in our arguments; the upper bound, though it has been imposed to make many computations, have a clearer form. Indeed, condition (V0) can be replaced with:
(V0') 0 < α 1 V (x) x ∈ R N .
In such case, some technical work is in order. First, we need to consider the norm:
, and the Hilbert space H V of functions u ∈ H 1 (R N ) such that u V is finite. Then, it is not obvious that the solutions U ∈ S belong to H V . Therefore, we need to define a cut-off function ψ ε such that ψ ε = 1 in B c and |∇ψ ε | Cε. The cone C ε defined in (12) is to be replaced with
0 ∩ E . The estimates that would follow become more technical, but no new ideas are required.
