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For the quantum well in an optical microcavity, the interplay of the Coulomb interaction and
the electron-photon (e-ph) coupling can lead to the hybridizations of the exciton and the cavity
photon known as polaritons, which can form the Bose-Einstein condensate above a threshold density.
Additional physics due to the nontrivial Berry phase comes into play when the quantum well consists
of the gapped two-dimensional (2D) Dirac material such as the transition metal dichalcogenide
(TMDC) MoS2 or WSe2. Specifically, in forming the polariton, the e-ph coupling from the optical
selection rule due to the Berry phase can compete against the Coulomb electron-electron (e-e)
interaction. We find that this competition gives rise to a rich phase diagram for the polariton
condensate involving both topological and symmetry breaking phase transitions, with the former
giving rise to the quantum anomalous Hall and the quantum spin Hall phases.
Monolayers of TMDC, such as MoS2 and WSe2, have
attracted widespread interest in recent years as a semi-
conductor analogue of graphene. Like graphene, they
are atomically thin, 2D materials with high mobility [1],
with the band extrema occurring at the Brillouin zone
corners K and K ′ due to their D3h crystalline symme-
try. Most crucially, these band extrema can be described
very well by the Dirac Hamiltonian, which allows us to
associate the ±pi-Berry phase with each valley, but with
direct band gaps at K and K ′ [2] unlike graphene.
Given the band structure origin of the valley Berry
phase, we may ask whether and how it may be affected
by the e-e interaction and the e-ph coupling. It has been
discussed recently that the superconductivity, the con-
densation of e-e pairs due to e-e interaction, of the doped
TMDC is topologically non-trivial due to the valley Berry
phase [3–5]. Therefore, given the weak screening of the
Coulomb interaction and the consequent strong binding
of electron-hole pairs, i.e. excitons, that is known to oc-
cur [6, 7] in TMDC, it is natural to ask whether the con-
densate of excitons can also be topologically non-trivial.
Meanwhile, the pi-Berry phase has a well-known effect
on the e-ph coupling, namely the optical valley selection
rule for the circularly polarized light [2, 8, 9]. The TMDC
monolayers are most convenient to manipulate optically,
possessing direct band gaps (∼ 1.5 to 2 eV) lying within
the visible spectrum [10, 11].
The above considerations motivate us to study the con-
densation of polaritons, emergent bosons from hybridiza-
tions of cavity photons and excitons. It is tunable by
both the Coulomb e-e interaction and the e-ph coupling,
the former for the exciton energetics and the latter for
the photon-exciton hybridization. The recent years have
seen increasing consensus that this condensation has been
experimentally observed in various systems [12–14] with
progresses underway for TMDC [15, 16]. The room tem-
perature polariton condensation may be possible, due to
an especially small polariton mass from light-matter cou-
pling [17]. The finite lifetime of both cavity photons
and excitons means that the polaritons exist in quasi-
equilibrium. Despite the quasi-equilibrium nature, in the
case of the polariton lifetime much longer than the ther-
malization time, substantial evidences of superfluidity,
such as vortex formation [18], Goldstone modes [19], and
the Landau critical velocity [20], have been observed. In
this Letter, we will show the pi-Berry phase effects on the
TMDC polariton condensate phase diagrams.
The polariton condensation in our gapped Dirac ma-
terials should be derived from the electrons with the
Coulomb interaction coupled to coherent photons. Hence
the Hamiltonian we consider would be
Hˆ = Hˆ0 + Hˆe-e + Hˆph + Hˆe-ph − µXNˆtot, (1)
Hˆ0 =
∑
τ=±
∑
k
[
cˆ†τ,1,k cˆ
†
τ,2,k
]
d(0)τ (k) · σ
[
cˆτ,1,k
cˆτ,2,k
]
,
Hˆph = h¯ωc
∑
I
(
aˆ†I aˆI +
1
2
)
,
Hˆe-ph = −1
c
Aˆ ·
∑
τ=±
∑
k
∑
i,j
Jτij(k)cˆ
†
τ,i,kcˆτ,j,k,
Hˆe-e =
1
2S
∑
τ,τ ′
∑
k1,k2,q
∑
i,j
V (q)cˆ†τ,i,k1−qcˆ
†
τ ′,j,k2+qcˆτ ′,j,k2 cˆτ,i,k1 ,
where σ represent the Pauli matrices, I the photon po-
larization index, d
(0)
τ (k) ≡ (τ h¯vkx, h¯vky, Egap/2), with
τ = ± being the valley index, ωc the cavity photon
frequency and V (q) = 2pie
2
q the Coulomb interaction,
with  being the dielectric constant; note that the ex-
change terms of the e-e interaction are in the orbital
rather than the band basis [21–23]. Meanwhile, the
first quantized current operator is given by Jτij(k) =
−e∂k[d(0)τ (k) · σ]ij and the gauge field operator by Aˆ =∑
I
√
2pic2h¯/SLcωc(eI aˆIe
−iωct+e∗I aˆ
†
Ie
iωct), where eI is
the photon polarization vector and S, Lc the cavity area
and length, respectively. cˆ1(2) and aˆI are the annihilation
operators for the electron in the Lz = 0 (Lz = 2τ) or-
bital and the photon with the polarization I, respectively.
ar
X
iv
:1
71
0.
00
84
1v
1 
 [c
on
d-
ma
t.s
tr-
el]
  2
 O
ct 
20
17
2Each valley is taken to be completely spin-polarized with
opposite spin polarization, i.e. Sz = τ/2, due to the
transition metal atomic spin-orbit coupling L · S remov-
ing the spin degeneracy in the Lz = 2τ orbital, and no
intravalley spin-flip process is considered; hence, the dark
excitons from intravalley spin-flip [24] will not be consid-
ered. Lastly, Nˆtot =
∑
I aˆ
†
I aˆI + Nˆex is the total number
of excitations, both photons and excitons, in the sys-
tem and tuned by the chemical potential µX . Since the
number of exciton Nˆex is the number of electrons ex-
cited from the valence band to the conduction band, the
band basis for the electrons,
∑
α [W (k)]i,α ψˆα,k = cˆi,k
which diagonalizes Hˆ0 of Eq. (1) with ψˆc(v) as the an-
nihilation operator of electrons in the conduction (va-
lence) band, can be convenient. This allows to iden-
tify the exciton number as Nˆex ≡
∑
τ,k nˆ
τ
ex,k where
nˆτex,k ≡ (ψˆ†τ,c,kψˆτ,c,k + ψˆτ,v,kψˆ†τ,v,k)/2. Physically, we
are interested in the thermal quasi-equilibrium that is
reached after the cooling of a population of hot polari-
tons initially introduced by a short laser pulse [25]. For
simplicity, we shall set the temperature to be zero.
We use the BCS variational wave function for the po-
lariton condensate [22, 23]
|Ψ{Λ±}〉=N
∏
I,τ=±,k
eΛI aˆ
†
I (uτ,k+vτ,kψˆ
†
τ,c,kψˆτ,v,k) |0〉 (2)
with N = e−
∑
I=± Λ
2
I/2 and |uτ,k|2 + |vτ,k|2 = 1, where
I = ± corresponds to the right (left) circularly polariza-
tion e± = (1,±i)/
√
2 and |0〉 is the ground state of Hˆ0,
in which photons are absent and all the valence (con-
duction) band states are occupied (vacant). In this wave
function, the photon component gives the coherent state
with the number of photons 〈aˆ†I aˆI〉 = Λ2I and of excitons
〈Nˆτ,ex〉 =
∑
k |vτ,k|2. To determine Λ±, uτ,k, vτ,k that
minimize 〈Ψ{Λ±}| Hˆ |Ψ{Λ±}〉, we obtain the mean-field
self-consistency condition not only for the e-e interaction
through HˆMFe-e =
∑
τ,i,j,k ∆˜τ ;ij(k)cˆ
†
τ,i,kcˆτ,j,k where [26]
∆˜τ ;ij(k)=− 1
S
∑
p
V (k−p)
〈
cˆ†τ,j,pcˆτ,i,p
〉∣∣∣µX ,Λτ
µX=0,Λτ=0
,
(3)
but also for Hˆph + Hˆe-ph, by which ΛI ’s are de-
termined. To obtain the latter condition, we ap-
ply rotating wave approximation on e-ph coupling
Hˆe-ph =
1√
S
∑
k,I,τ g
I,τ
k aˆI ψˆ
†
τ,c,kψˆτ,v,k+h.c., where g
I,τ
k =√
h¯3
2ωcSLc
〈c| eI · J(τ)(k) |v〉 is the e-ph strength, which
gives us [23]
ΛI = − 1
h¯ωc − µX
1√
S
∑
τ,k
(
gI,τk
)∗
〈ψˆ†τ,v,kψˆτ,c,k〉 . (4)
The optical valley selection rule [2] gives us the s-wave
symmetry for the e-ph coupling, i.e. gI,τk = g0δI,τ +
O(k2), where I is the photon circular polarization index.
From the self-consistency conditions of Eqs. (3) and
(4), we find that there exists the competition between
the e-e interaction and the e-ph coupling in the polariton
condensation in the Dirac material. We first note that,
the absorption of the right (left) circularly polarized pho-
ton creates the s-wave, i.e. isotropic, exciton at the ±
valley, as ΛI in Eq. (4) is maximized when the e-ph cou-
pling gI,τk and the exciton correlation
〈
ψˆ†τ,c,kψˆτ,v,k
〉
are
in the same symmetry. On the other hand, the e-e inter-
action may not favor the s-wave exciton when we examine
HˆMFe-e =
∑
τ,α,β,k ∆τ ;βα(k)ψˆ
†
τ,β,kψˆτ,α,k, given that
∆τ ;c,v(k)=
∑
i,j
[W∆˜W †]τ ;c,v(k)≈∆sτ ;c,v(k)+eiτφk∆pτ ;c,v(k),
∆sτ ;c,v(k)≈−
1
S
cos2
θk
2
∑
p
V (|k−p|)〈ψˆ†τ,v,pψˆτ,c,p〉 cos2
θp
2
,
∆pτ ;c,v(k)≈−
2
S
sin θk
∑
p
V (|k−p|)〈nˆτex,p〉 cos θp, (5)
where tanφk ≡ ky/kx, tan θk ≡ h¯vk/(Egap/2). The
p-wave components ∆pτ ;c,v(k) arises from the τpi Berry
phase, as can be seen both from the chiralities of the
p-wave components for the two valleys being opposite
and ∆pτ ;c,v(k) being proportional to sin θk, the integrated
Berry curvature for momenta smaller than k, that van-
ishes linearly as k → 0. We see from Eq. (5) that the
Coulomb e-e interaction favors the p-wave (s-wave) ex-
citon at the τ valley when the τ -valley exciton density∑
p〈nˆτex,p〉 becomes sufficiently large (small) compared
to the critical density set by the average Berry curva-
ture. We will show that when the exciton symmetry
of the polariton condensate is predominantly chiral p-
wave in the τ valley, the Berry phase sign of τ valley
changes in the mean-field Hamiltonian HˆMF ≡ Hˆ0 +
1√
S
∑
I,τ,k(ΛIg
I,τ
k ψˆ
†
τ,c,kψˆτ,v,k+h.c.)+Hˆ
MF
e-e −µXNˆex from
that of Hˆ0. While Eq. (5) also indicates that the chiral
p-wave excitons are due to a component of the e-e interac-
tion that violates the Ntot conservation, the Ntot fluctua-
tion remains small, i.e. 〈(∆Nˆtot)
2〉
N2tot
=
Λ2+
∑
k|uk|2|vk|2
(Λ2+
∑
k|vk|2)2
 1.
The essence of the competition between the e-e inter-
action and the e-ph coupling can emerge clearly from
considering only a single valley, i.e. the τ = − valley
coupled to the I = − photons, revealing how the compe-
tition can give rise to the phase transition of our polari-
ton condensate. Fig. 1(a) shows how the photon fraction
Λ2/(Λ2 + 〈Nˆex〉) of the polariton condensate and the ex-
citon gap parameters ∆s,p of Eq.(5) depend on the mean
distance Rs between excitations, the quantity that deter-
mines the total number of excitations Ntot. A key feature
here is that the p-wave excitons are dark [27], which can
be confirmed from Λ vanishing in Eq.(4) for the purely
p-wave 〈ψˆ†vψˆc〉 because the s-wave symmetry for the e-ph
coupling, i.e. gk ≈ g0δI,τ . Since ∆p arises solely from the
e-e interaction, the higher-density discontinuous crossing
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FIG. 1. (a) Photon fraction and mean-field band exciton gap
parameters ∆s,p averaged over the momentum space as the
functions of Rs for the photon frequency h¯ωc = 2.1 eV, the di-
electric constant  = 10, the Dirac velocity h¯v = 3.7 eVA˚, and
the band gap of Egap = 2.0 eV. (b)-(e) Pseudo-spin textures
at the Rs values indicated in (a). Arrow represents ηˆ‖ and
false color represents ηz(k); for convenience, we have plotted
the τ = − valley coupled to I = − photons.
of |∆s| and |∆p| curves in Fig. 1(a) at Rs = Rc1 can be
regarded as a consequence of the competition between
the e-e interaction and the e-ph coupling.
The lower density transition in Fig. 1(a) at Rs = Rc3
involves little e-ph coupling, and can be attributed to the
competition between different components of the e-e in-
teractions shown in Eq.(5), which favors the chiral p-wave
exciton for the large
∑
k〈nˆτex,k〉 (or small Rs) and the s-
wave exciton for the small
∑
k〈nˆτex,k〉 (or large Rs). As
shown in Fig. 1(b)-(e), the transitions at both Rs = Rc1
and Rs = Rc3 can be illustrated using the pseudo-
spin texture defined from the parametrization of the
mean-field Hamiltonian:
∑
k,α,β ψˆ
†
α,k[σ · η(k)]αβψˆβ,k ≡
HˆMF. One can see that both transitions involve the
(dis)appearance of the skyrmion texture in the ηˆ con-
figuration, which requires in the ηz > 0 region the sin-
gularity of ηˆ‖ ≡ ηˆ − (ηˆ · zˆ)zˆ, while ηˆ = −zˆ as k → ∞.
However, Fig. 1 (d) and (e) show that, for the Rs = Rc3
transition, the ηˆ‖ singularity jumps from k = 0 to the
ηz < 0 region, while for the Rs = Rc1 transition, the ηˆ‖
singularity jumps from the ηz < 0 region into the ηz >∼ 0
region away from k = 0, nearly closing the quasiparti-
cle energy gap. This implies that the topological phase
transition at Rs = Rc3 also involves the changes in the
exciton symmetry.
Overall, the Fig. 1 plots show how the topological
phase transition of HˆMF can arise from the competition
between the s-wave and the chiral p-wave exciton pair-
ing channels. Note how the Chern number C− = ± 12
coincides exactly with |∆s| < |∆p| (|∆s| > |∆p|) in
FIG. 2. (a) The dependence of photon fraction for the single-
valley TMDC polariton system on δ and Rs shown with the
velocity h¯v = 3.7 eVA˚, the dielectric constant  = 10 and
Egap= 2.0 eV; the green solid, the green dashed and the
black dotted curves represent the first-order transitions, the
second-order transitions, and the crossovers, respectively. (b)
Phase boundaries for the first-order (solid) and second-order
(dashed) transitions for =10 and Egap=2 eV (green), =15
and Egap=2 eV (red), and =10 and Egap=2.5 eV (blue).
Fig. 1 (a). C− can be computed equivalently in either
the orbital basis obtained from σ · dˆ = W (σ · ηˆ)W † or
the band basis as C− = 14pi
∫
d2kdˆ · (∂kx dˆ × ∂ky dˆ) =
− 12 + 14pi
∫
d2kηˆ · (∂kx ηˆ× ∂ky ηˆ), which is consistent with
Fig. 1 (b)-(e) as it gives C− = ± 12 when the skyrmion is
present (absent); note that Hˆ0 gives C− = − 12 . In fact,
we may define the overall exciton symmetry to be chiral
p-wave when C− = +12 . Given that the ∆p arises from
the non-conservation of Ntot as can be seen from Eq.(5),
this is a case of discontinuous phase transitions to exci-
tonic insulator phases in absence of theNtot conservation,
though our case deals with quantum rather than classical
phase transitions considered in [28, 29].
The full phase diagrams with respect to Rs and the
photon detuning δ ≡ h¯ωc − Egap shown as Fig. 2 for
different values of the dielectric constant  and the band
gap Egap can be largely explained by the different energy
competitions that give rise to the higher and the lower
density phase transition. δ and  are control parameters
in the competition between the e-ph coupling and the e-e
interaction; the photon self-consistency equation Eq.(4)
shows that the smaller δ leads to the larger photon frac-
tion, while the smaller  leads to the larger e-e interac-
tion. Fig. 2 (b) shows that the C− = + 12 phase with the
chiral p-wave excitons requires sufficiently weak e-ph cou-
pling, which is naturally larger for the smaller Coulomb
interaction of  = 15 shown in red than for the larger
Coulomb interaction of  = 10 shown in blue and green.
That the lower density (larger Rs) transition depends
little on δ confirms its weak dependence on the e-ph cou-
pling. Meanwhile, the blue curves of Fig. 2 (b) shows
that for a larger Egap the lower density transition occur-
ring at smaller Rs (larger density) when compared with
the lower Egap shown by the green and red curves. This
is because of the larger Egap suppressing ∆
p through re-
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FIG. 3. Photon fraction (above) and mean-field band exciton
gap parameters ∆s,p (below) for two valleys (τ = ±1) as the
functions of Rs for the photon frequency h¯ωc = 2.1 eV and
other physical parameters following those of Fig. 2 (a).
ducing sin θk at all momenta, or, equivalently, the Berry
curvature integrated over momenta smaller than k.
The phase diagram of Fig. 2 (a) shows phase transi-
tions as well as crossovers in contrast to the results for the
polariton condensate in the topologically trivial quantum
well where only the latter were present [22]. Following
the results of Kamide et al. for the topologically triv-
ial quantum well, we can define in the C− = − 12 region
several phases according to the photon fraction as the
photon, the polariton and the exciton BEC in the de-
creasing order, with their boundaries being crossovers
(shown as the dotted curves). However, as discussed
above, there is a first-order phase transition (shown as
the solid curves) between the C− = − 12 and the C− = + 12
regions. Within the C− = + 12 region, the phase with
the vanishing photon fraction would be best termed the
electron-hole BCS condensate, with BCS indicating the
exciton radius being larger than Rs. Inside the C− = + 12
region, there is a second-order phase transition (shown as
the dashed curves) between the polariton BEC and this
electron-hole BCS condensate involving the spontaneous
rotational symmetry breaking. Despite photons provid-
ing no preferred direction, the rotational symmetry is
broken when we have both the s-wave and the chiral p-
wave components in vk/uk of the exciton wave function
Eq.(2), which moves the singularity of η‖ textures of Fig.
1 (b), (c), (e) away from k = 0. The rotational symme-
try in our polariton condensate is restored in Fig. 1 (d)
on Λ and ∆s vanishing continuously. Hence our polariton
condensate always possesses either topology or symmetry
distinct from the ground state of Hˆ0.
For the two valley TMDC coupled to photons of both
circular polarizations shown in Fig. 3, we find that the
topological phase transitions give rise to both the quan-
C+↑ C+↓ C−↑ C−↓ CS CV Ctot
A +1/2 +1/2 −1/2 −1/2 0 +1 0
B ±1/2 +1/2 −1/2 ±1/2 −1/2 +1/2 ±1
C −1/2 +1/2 −1/2 +1/2 −1 0 0
D ∓1/2 +1/2 −1/2 ∓1/2 −1/2 +1/2 ∓1
TABLE I. Phase classification in the two valleys coupled to
the photons of both circular polarizations. The alphabet let-
ters in the leftmost column refer to each phase mentioned in
Fig. 3. CS ≡ ∑τ,σ σCτ,σ/2 and CV ≡ ∑τ,σ τCτ,σ/2 are the
spin and the valley Chern numbers respectively. Refer the
main text for further details.
tum spin Hall phase (in the region C) and the quantum
anomalous Hall phase (in the regions B and D). To ana-
lyze this problem, we consider the variational solution of
Eq. (2) with the phase difference between the two pho-
ton polarizations fixed. In the absence of interactions,
Hˆ0 of Eq. (1) gives us the opposite sign for the Chern
numbers of Cτ = τ2 for the τ valley. When the exciton
symmetry of one valley is the chiral p-wave and that of
the other valley is the s-wave, we have a net Chern num-
ber of Ctot ≡
∑
τ,σ Cτ,σ = ±1 for our HˆMF and hence the
quantum anomalous Hall phase [30]. Due to the valley
polarization that occurs only in this phase, the regions
B and D have the elliptic photon polarizations while all
the other regions have the linear photon polarizations.
Meanwhile, the region C of Fig. 3 shows that the photon
fraction and the ∆s at both valleys vanish continuously
at the same Rs [31]. In the region C, we have the quan-
tum spin Hall phase where the time-reversal symmetry
is restored by the opposite chirality between the p-wave
excitons of the two valleys. Table 1 shows the topologi-
cal phases for the two-valley TMDC polariton condensate
taking into account both spin components at each valley.
In summary, we have studied the quasi-equilibrium
ground state of the TMDC monolayer coupled to the
cavity photons with the self-consistent mean-field the-
ory and found topological phase transitions due to the
competition between the e-ph coupling and the e-e inter-
action tuned by the excitation density. Our approach is
expected to work best for the thermal quasi-equilibration
time shorter than the polariton lifetime. We may find the
regions of our phase diagram with optimal experimental
accessibility as the quasi-equilibration time may depend
on various physical parameters, e.g. Rs. One possible
method for triggering our phase transitions may be the
terahertz pump which has been shown to induce the s-
wave to p-wave transition in the excitons [32].
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