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MONODROMY GROUPS OF VECTOR BUNDLES ON P-ADIC
CURVES
RALF KASPROWITZ
Abstract. In [DW05] and [DW07], C. Deninger and A. Werner developed a
partial p-adic analogue of the classical Narasimhan-Seshadri correspondence
between vector bundles and representations of the fundamental group. We
will investigate the various monodromy groups that occur in this theory, that
is the image of these representations and their Zariski closure as well as the
Tannaka dual group of these vector bundles.
1. Introduction
There are several approaches to extend the classical correspondences between
vector bundles and representations of the fundamental group to the p-adic case.
There is the work of C. Deninger and A. Werner, mainly in [DW05], that partially
extends the Narasimhan-Seshadri correspondence for vector bundles on Riemannian
surfaces to p-adic curves. In [Fal05], G. Faltings even developes a p-adic analogue
of the Simpson correspondence for Higgs bundles.
In this paper, we will use the explicit construction of Deninger and Werner
to investigate the monodromy groups of the bundles to which one can attach a
representation of the e´tale fundamental group. More precicely, we are concerned
with the structure of the image of this representation, its Zariski closure and the
Tannaka dual group associated to such vector bundles. The image of the associated
representation is called the analytic monodromy group, while its Zariski closure and
the Tannaka dual group are the algebraic monodromy groups.
We now describe the main results of this paper. Let X be a smooth, connected
and projective curve over Qp and E a vector bundle on XCp . If there is a model
X of the curve X and a model E on X, such that the reduction modulo pq of the
bundle E is trivial for some q ∈ Q+, we call the vector bundle E trivial modulo
pq. If E is semistable of degree 0, we denote by GE the Tannaka dual group of the
Tannaka subcategory generated by E. We prove the following Theorem:
Theorem 1.1. Let E be a vector bundle of rank r on the smooth, connected and
projective curve XCp. If E is trivial modulo p
q, with q > 1
p−1 for odd primes p and
q ≥ 1 for p = 2, then the algebraic monodromy group GE is connected.
We will apply this Theorem to the restrictions of certain stable vector bundles
on the projective space PrCp and obtain:
Theorem 1.2. Let E be a stable vector bundle of degree 0 and rank r on the
projective space PrCp having a resolution
0 −→
c⊕
i=1
O(ai) −→
c+r⊕
j=1
O(bj) −→ E → 0.
Let X ⊂ Pr
Qp
be a smooth connected curve of degree d >> 0. If the restriction of
E to XCp is trivial modulo p
q for some q as in Theorem 1.1, one has:
1
2 RALF KASPROWITZ
(1) The vector bundle E on the smooth projective curve XCp is stable and lies
in the category BsXCp .
(2) The Tannaka dual group GE ⊂ GLEx of E restricted to the curve XCp is
connected and semisimple. All components of GE are of type A.
(3) If dim(Erx )
GE = dimΓ(XCp , E
r) ≤ 3 or if r is some prime-power, then
GE is almost simple of type A.
The last result concerns the analytic monodromy group. It is a natural question
under which conditions the image GρE of the associated representation of the fun-
damental group ρE : π1(X, x) → GL(Ex) is algebraic, i.e. such that there exists a
change of basis of the Cp-vector space Ex where GρE lies in GLr(Qp).
Theorem 1.3. Let E be a polystable vector bundle with potentially strongly semi-
stable reduction of degree 0 on a smooth, connected and projective curve XCp , such
that some power of the determinant bundle is trivial. Furthermore, let ρE be a
semisimple representation. Then GρE is virtually algebraic if and only if GρE is
p-adic analytic.
Here virtually algebraic means that the group GρE has a subgroup of finite index
which already lies in GL(Qp), which is equivalent to the existence of a finite e´tale
covering f : Y → X such that Gρf∗E is defined over Qp.
Let us now describe the content of this paper in more detail. In the second section
we introduce the theory of Deninger and Werner. The most important results are
explained as well as some more technical details of the construction, as far as these
are necessary for the proofs of this paper.
The third section deals with algebraic monodromy groups of vector bundles on
p-adic curves. It was already noted in [DW07] that the Tannaka dual group of a
vector bundle E with potentially strongly semistable reduction of degree 0 coincides
with the Zariski closure of the image of the associated representation of the e´tale
fundamental group if the representation is semisimple. We will give a proof of this
fact here. But the main result of this section is Theorem 1.1 described above. This
can be used for explicit calculations of the Tannaka dual group by computing global
sections of n-fold tensor products of E, which will be done for certain kernel bundles
in the fourth section. The third section ends with a nice criterion due to M. Larsen,
which also allows to compute the Tannaka dual group of polystable vector bundles
in several cases, see Proposition 3.14.
In the fourth section we consider stable kernel bundles of degree 0 and rank
r on the projective space Pr, that is vector bundles E sitting in a short exact
sequence 0→ E →
⊕c
i=1 O(ai)→
⊕c+r
j=1 O(bj)→ 0. We will show that for smooth
curves of sufficiently high degree in Pr such that the Tannaka dual group of the
restriction of the vector bundle E is connected, this group has to be semisimple
and all components are of type A. This is Theorem 1.2. We conjecture that the
group is almost simple, namely that one always obtains the standard r-dimensional
representation of SLr or its dual. Furthermore, we explain how to produce many
examples of such bundles that satisfy the conditions of this theorem for a generic
choice of a smooth connected curve of sufficiently high degree using the main result
of the third section.
The fifth section is devoted to the central part of the proof of Theorem 1.2 using
the representation theory of semisimple Lie algebras. We prove the following, see
Proposition 5.3: Let g be a semisimple Lie algebra over an algebraically closed field
of characteristic 0 and V an r-dimensional, irreducible and faithful g-module that
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satisfies
(V n)g = {0} for 1 ≤ n < r.
Then all components of g are of type A.
The last section deals with properties of the analytic monodromy group of a vec-
tor bundle with strongly semistable reduction of degree 0. We will prove Theorem
1.3 above and give a criterion for a vector bundle to have a p-adic analytic mon-
odromy group using the group-theoretical classification of p-adic analytic groups by
Lazard, see Corollary 6.7. It only involves counting the degree of certain trivializing
coverings of the curve X , but it seems to be very hard to apply for a concretely
given vector bundle. Finally, we exploit the compatibility of the Galois-actions on
the category of vector bundles with potentially strongly semistable reduction and
the category of representations of the fundamental group to give some further infor-
mation about the analytic monodromy group. In several cases, this action can be
described using results of J.-P. Serre and S. Sen on semilinear Galois representations
of Hodge-Tate type.
This paper is an outgrowth of my thesis. It is a pleasure to thank Christopher
Deninger for his advice during that time. I am also grateful to Annette Werner and
Torsten Wedhorn for valuable comments.
2. Vector bundles on p-adic curves
In this section we will briefly sketch the main results of Deninger and Werner
and give some technical details of their construction as far as this is important for
the proofs in this paper. The main reference is [DW05]. The following notations
are used throughout the paper. Let p be a prime number and let Qp be the field
of p-adic numbers. We denote by Cp := Q̂p the completion of an algebraic closure
of Qp and by o ⊆ Cp its valuation ring with maximal ideal m and residue field
k := o/m = Fp. By a curve over a field K we always mean a purely one-dimensional
separated scheme of finite type over K. If X is a smooth, connected and projective
curve over Qp, we call a finitely presented, proper and flat scheme X over Zp with
generic fibre isomorphic to X a model of the curve X . We denote by XCp ,Xo resp.
Xk the base change X Qp Cp,X Zp o resp. X Zp k.
By semistability of vector bundles of rank r on a smooth, projective varieties
of dimension n over Cp we always mean slope semistability, i.e. we fix an am-
ple line bundle O(1) on X together with a corresponding divisor H and define
µ(E) := c1(E) ·H
n−1/r. We call E slope H-semistable if for all proper torsion-free
subsheaves F ⊂ E the inequality µ(F ) ≤ µ(E) holds (and stable if it is strictly
smaller). For curves and the projective space Pn, the slope µ is just the degree of
the bundle divided by its rank.
Finally, for a curve C over k let F : C → C be the absolute Frobenius. It is
defined by the identity on the underlying topological space and the p-power map
on the structure sheaf. It sits in the commutative diagram
C
F //

C

spec k
F // spec k.
The lower horizontal morphism is induced by the Frobenius morphism F : k → k.
Definition 2.1. Let C be a curve over k.
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(1) If C is smooth, connected and projective, we call a vector bundle E on C
strongly semistable of degree 0 if deg(E) = 0 holds and the pullback Fn∗E
by the n-times iterated Frobenius morphism is semistable for all n ≥ 1.
(2) If C is proper, with irreducible components Ci for i = 1, . . . , n, and C˜i
their normalizations with canonical morphisms αi : C˜i → Ci → C, we call
a vector bundle E on C strongly semistable of degree 0, if all α∗i (E) are
strongly semistable of degree 0 on the smooth, connected and projective
curves C˜i.
We will now describe certain subcategories of vector bundles on the curve XCp .
Definition 2.2. Let E be a vector bundle on the smooth, connected and projective
curve XCp .
(1) The vector bundle E has strongly semistable reduction of degree 0, if there
exists a model X ofX and a vector bundle E on X, such that E is isomorphic
to the generic fibre of E and the special fibre Ek is strongly semistable of
degree 0 on the proper k-curve Xk. We denote the full subcategory of such
bundles with BsXCp .
(2) The vector bundle E has potentially strongly semistable reduction of degree
0, if there is a finite morphismus α : Y → X of smooth, projective curves
over Qp, such that the pullback α
∗
Cp
(E) has strongly semistable reduction
of degree 0 on the curve YCp . We denote by B
ps
XCp
the full subcategory of
these vector bundles.
Furthermore, we will need certain subcategories of vector bundles on the model
Xo.
Definition 2.3. Let R be a valuation ring with quotient field Q and X a model of
the smooth, connected and projective curve X over Q.
(1) The category SX,D, where D is a divisor on X , consists of proper, finitely
presented R-morphisms π : Y → X, such that the generic fibre πQ : YQ →
X is finite and π−1Q (X\D)→ X\D an e´tale morphism. A morphism from
π1 : Y1 → X to π2 : Y2 → X is a morphism ϕ : Y1 → Y2 with π1 = π2 ◦ ϕ.
(2) The full subcategory SgoodX,D ⊂ SX,D consists of morphisms as above, such
that their structure morphism λ : Y → specR is flat and λ∗OY = OspecR
holds universally. Furthermore, the generic fibre λQ : YQ → specQ is
smooth.
Remark 2.4. If π : Y → X lies in SgoodX,D , then YQ is a geometrically connected,
smooth and projective curve. Furthermore, every object π1 : Y1 → X in SX,D is
strictly dominated by an object π2 : Y2 → X in S
good
X,D , i.e. there is a morphism
ϕ : Y1 → Y2, which induces an isomorphism between the local rings of two generic
points (see [DW05], Theorem 1).
Definition 2.5. (1) Let X over Zp be a model of the smooth, connected pro-
jective curve X over Qp and D a divisor on X . The category BXo,D is
defined as the full subcategory of vector bundles E on Xo with the prop-
erty: For all n ≥ 1 there is a morphism π : Y → X in SX,D, such that π
∗
nEn
is the trivial bundle on Yn, where πn,Yn and En denote the reductions
modulo pn.
(2) The full subcategory BXCp,D of vector bundles on XCp consists of vector
bundles E that are isomorphic to j∗E for some E in BXo,D , where X is a
model of X and j : XCp →֒ Xo the open embedding of the generic fibre.
Remark 2.6. By [DW05], Theorem 17, we have BsXCp =
⋃
DBXCp,D .
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Now let x ∈ X(Cp) be a closed point and denote by Fx the functor from the
category of finite e´tale coverings of X into the category of finite sets that maps such
a covering X ′ → X onto the Cp-valued points x
′ over x. For two such Cp-valued
points x′, x ∈ X(Cp) we call an isomorphism Fx
∼
→ Fx′ an e´tale path from x to x
′.
The e´tale fundamental groupoid Π1(X) is defined as the category whose objects
are the Cp-valued points of X , and for x, x
′ ∈ X(Cp) we set MorΠ1(X)(x, x
′) :=
Iso(Fx, Fx′). In particular, MorΠ1(X)(x, x) is the e´tale fundamental group π1(X, x)
of the curve X . In [DW05], Deninger and Werner attach to each vector bundle
E in BpsXCp a continuous functor ρE : Π1(X) → Vect(Cp), where Vect(Cp) is the
category of finite-dimensional vector spaces over Cp. The category of these functors
is denoted by RepΠ1(X)(Cp).
Theorem 2.7. Let X and X ′ be smooth, connected and projective curves over Qp
and f : X → X ′ a morphism.
(1) The functor
ρ : BpsXCp −→ RepΠ1(X)(Cp)
is exact, Cp-linear and additive. It commutes with tensor products, du-
als and inner homomorphisms. For x ∈ X(Cp), the natural functor ωx :
B
ps
XCp
→ Vect(Cp), which maps a vector bundle E onto its fibre Ex, is
faithful.
(2) Pullback of vector bundles induces an exact and additive functor f∗ : BpsXCp →
B
ps
X′
Cp
that commutes with tensor products, duals and inner homomorphisms.
Further, there exists a canonical functor
A(f) : RepΠ1(X)(Cp) −→ RepΠ1(X′)(Cp),
such that the diagram
B
ps
XCp
ρ //
f∗

RepΠ1(X)(Cp)
A(f)

B
ps
X′
Cp
ρ // RepΠ1(X)(Cp)
is commutative.
(3) The categories BsXCp and B
ps
XCp
are abelian categories.
These statements can be found in [DW05], Theorem 33, Theorem 36, Proposition
35 and [DW07], Corollary 10. There is in particular a faithful functor BpsXCp →
Reppi1(X,x)(Cp) that satisfies all properties of this theorem. It follows from a more
general result of Faltings (see [Fal05], §5) that this functor is even fully faithful.
We will later make use of this fact several times. Furthermore, the functor ρ in the
theorem is compatible with actions of the absolute Galois group GalQp . Since this
action is used to investigate the analytic monodromy group of a bundle in the last
section of this paper, we describe it here in some detail, again following [DW05].
For σ ∈ GalQp denote by
σX := X Qp,σ Qp, that is
σX is given by the cartesian
diagram
σX
∼ //

X

specQp σ
∼ // specQp.
For a closed point x ∈ X let σx ∈ σX be the image of x with respect to the
isomorphism X ∼= σX. Likewise, one defines σXCp and
σE for a vector bundle E on
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XCp , since the Galois group also acts on Cp. A morphism f : E1 → E2 induces a
morphism
σf := f Cp,σ Cp :
σE1 −→
σE2.
One obtains a functor
σ∗ : B
ps
XCp
−→ BpsσXCp
that maps a vector bundle E onto the vector bundle σE and a morphism f onto the
morphism σf . We call a functor F continuous, if for all objects A,B the associated
map Hom(A,B) → Hom(F (A), F (B)) is a continuous map of topological spaces.
For the category Reppi1(X,x)(Cp) there is a continuous functor
Cσ : Reppi1(X,x)(Cp) −→ Reppi1(σX,σx)(Cp).
First, there is an isomorphism σ∗ : π1(X, x)
∼
→ π1(
σX, σx) (see [DW05], below
Proposition 24). Furthermore, one gets a continuous and σ-linear functor σ∗ :
Vect(Cp)→ Vect(Cp), which maps the Cp-vectorspace V onto
σV := V Cp,σ Cp
and a morphism f : V → W onto σf := f Cp,σ Cp :
σV −→ σW . We then map
a representation ρ in the category Reppi1(X,x)(Cp) onto the representation Cσ(ρ)
defined by the commutative diagram
π1(X, x)
ρ //
σ∗≀

GL(V )
σ∗≀

π1(
σX, σx)
Cσ(ϕ) // GL(σV ).
A morphism f : V → W of π1(X, x)-modules is mapped onto the morphism
Cσ(f) :=
σf : σV → σW . One easily sees that Cσ(f) is a morphism of π1(
σX, σx)-
modules.
Remark 2.8. Choosing a basis of the vector space V , one gets the commutative
diagram
GL(V )
σ∗ //
≀

GL(σV )
≀

GLr(Cp)
σ // GLr(Cp),
where the lower vertical morphism maps a matrix A onto σ(A). For an automor-
phism f ∈ GL(V ) with associated matrix A = (aij) ∈ GLr(Cp), we have for the
i-th basis vector ei of V
σ∗(f)(ei) = (f Cp,σ Cp)(ei) =
∑
j
aijej =
∑
j
σ(aij) · ej ,
since σV is the Cp-vector space V with scalar multiplication λ · v = σ
−1(λ)v.
There is the following connection between the Galois actions on these categories,
see [DW05], Theorem 28:
Theorem 2.9. There is a commutative diagram
B
ps
XCp
ρE //
σ∗

Reppi1(X,x)(Cp)
Cσ

B
ps
σXCp
ρσE // Reppi1(σX,σx)(Cp).
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Let K ⊇ Qp be a field extension and X a smooth, geometrically connected and
projective curve over K. Further, let E be a vector bundle on X , such that the
vector bundle ECp lies in the category B
ps
XCp
. The scheme σXQp is defined by a
cartesian diagram, and its universal property yields a commutative diagram
XCp
%%KK
KK
KK
KK
KK
XCp
::vvvvvvvvv
$$H
HH
HH
HH
HH
∼ // σXCp
≀
OO

specCp
specCp.
σ
99ssssssssss
The lower diagonal morphism is the structural morphism XCp → specCp, and the
upper one is the isomorphism
XCp = X K Cp
idspecσ
−→ X  specCp = XCp .
Hence we obtain a specCp-isomorphism XCp
∼= σXCp . Likewise, we identify ECp
∼=
σECp . If x ∈ X(K) is a K-valued point, Theorem 2.9 implies the following:
Corollary 2.10. If X, E and the closed point x ∈ X are already defined over
K ⊇ Qp, one obtains the commutative diagram
B
ps
XCp
ρE //
σ∗

Reppi1(X,x)(Cp)
Cσ

B
ps
XCp
ρE // Reppi1(X,x)(Cp).
3. Algebraic monodromy groups of vector bundles on p-adic curves
The category of semistable vector bundles of degree 0 on the smooth, connected
and projective curve XCp is abelian and possesses a natural fibre functor, namely
the faithful functor ωx : B
ps
XCp
→ Vect(Cp). In particular, it is a neutral Tannaka
category, so it is equivalent to the category of finite-dimensional representations of
an affine group scheme over Cp. The latter is called the Tannaka dual group of this
category. A good reference for this theory is [DMOS82]. We denote by BE the
Tannaka subcategory generated by a vector bundle E and by GE its Tannaka dual
group.
Now let E be a vector bundle with potentially strongly semistable reduction
of degree 0 on the smooth projective curve XCp and ρE : π1(X, x) → GL(Ex) the
associated continuous representation of the e´tale fundamental group. In this section
we will investigate the Zariski closure of the image of this representation and the
Tannaka dual group of this vector bundle. We show that both groups coincide
under certain conditions and prove a connectedness criterion. Recall the following
definitions for algebraic groups:
Let G be a group scheme of finite type over a field K. The group scheme G
is called a linear algebraic group if there is a finite-dimensional K-vector space V
together with a closed immersion of group schemes G →֒ GLV . We denote by
RepG(K) the category of finite-dimensional G-modules over K. A linear algebraic
group G is called linear reductive if all G-modules in RepG(K) are semisimple. If
furthermore G is smooth and connected, such that the unipotent radical Ru(G) is
trivial, then G is called reductive. If G is smooth and connected, with trivial radical
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R(G), then G is semisimple. A semisimple algebraic group G with no nontrivial
closed connected normal subgroups is called almost simple.
Note that a linear algebraic group over a field of characteristic 0 is always smooth.
There is the following well-known connection between linear reductive and reductive
groups:
Proposition 3.1. If K is a field of characteristic 0 and G a linear algebraic group
over K, then the connected component G0 is reductive if and only if the algebraic
group G is linear reductive. More generally, for G an arbitrary affine group scheme
the connected component G0 is pro-reductive if and only if G is linear reductive.
Proof. [DMOS82], Remark 2.28. 
Proposition 3.2. Let E be a semistable vector bundle of degree 0 on the smooth,
connected and projective curve XCp. Its Tannaka dual group GE is a linear algebraic
group. Denote by Ex the fibre of E in the point x ∈ X(Cp). Then there is a natural
closed embedding GE →֒ GLEx . Further, if E is a polystable vector bundle, it
follows that GE is linear reductive and hence that the connected component G
0
E is
a reductive algebraic group.
Proof. Due to [DMOS82], Proposition 2.20b, the affine group scheme GE is linear
algebraic if and only if the tensor categoryRepGE (Cp) is generated by some object
of this category. Now RepGE (Cp) is of course generated by the GE-module Ex,
and it is easy to see that this generator corresponds to a faithful representation
GE →֒ GLEx . If the vector bundle E is even polystable, then BE is semisimple,
see for example [DW07], Theorem 12, so the last assertion follows from Proposition
3.1. 
Let E be a semistable vector bundle with potentially strongly semistable re-
duction and let ρE : π1(X, x) → GL(Ex) be the associated representation of the
fundamental group. We denote by GρE the image of this representation and by
GρE its Zariski closure in GLEx .
Lemma 3.3. The natural functor RepGρE
(Cp)→ RepGρE
(Cp) is fully faithful.
Proof. Since for any group G and finite-dimensional G-modules V and W we have
HomG(V,W ) = (V
∗
 W )G, it suffices to show that V GρE = V GρE holds for all
GρE -modules V . Let v ∈ V be a nontrivial GρE -invariant element. Denoting the
image of the representation GρE → GL(V ) by GV , we have
im(GρE −→ GLV ) = GV
and we furthermore may assume that
GV ⊆


1
0 ∗
... ∗
0

 ⊆ GL(V ).
The group consisting of these matrices is Zariski closed in GL(V ), hence v is also a
GρE -invariant element. The other inclusion is clear. 
If we consider RepGρE
(Cp) as a full subcategory of Reppi1(X,x)(Cp), we have
fully faithful functors
RepGE (Cp)
∼= BE −→ RepGρE
(Cp)←− RepGρE
(Cp),
compatible with tensor products and duals. They furthermore commute with the
natural fibre functor. Since the category on the left is contained in RepGρE
(Cp) if
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considered as full subcategories of RepGρE
(Cp), we obtain a fully faithful functor
RepGE (Cp) → RepGρE
(Cp). It follows from [DMOS82], Proposition 2.21b that
this corresponds to a closed immersion
GρE −֒→ GE
because ρE : GρE → GL(Ex) is also a tensor generator of RepGρE
(Cp). It is
quite natural to conjecture that for polystable vector bundles this is always an
isomorphism. We will show below that this is true if the representation ρE is
semisimple, see also the remark in [DW07] on the last page.
Let G be a linear reductive group with a faithful G-module V and denote by
T r,s(V ) for all r, s ∈ N the G-module V r  (V ∗)s. For an algebraic subgroup
H ⊆ G let H ′ be the biggest subgroup of G with T r,s(V )H = T r,s(V )H
′
for all
r, s ∈ N. We surely have H ⊆ H ′, and if H itself is linear reductive this is even an
equality:
Proposition 3.4. Let G →֒ GLV be a linear reductive group over a field K of
characteristic 0 and let H ⊆ G be a linear reductive subgroup. Then H = H ′.
Proof. [DMOS82], Proposition 3.1. 
Let E be a polystable vector bundle of degree 0 and let F be a vector bundle
lying in the Tannaka category BE . The fully faithfulness of the functor BE →
RepGE (Cp) yields the equations
Γ(XCp , F ) = Hom(OXCp , F ) = HomGE (Cp, Fx) = F
GE
x .
Here Cp denotes the trivial GE -module. The global sections of the bundle F cor-
respond to the GE-invariants of its fibre Fx. If we apply the proposition above
with G := GLEx , H := GE , we see that GE depends only on the global sections
Γ(XCp , T
r,s(E)) with r, n ∈ N. If we denote by γx the image of the global section
γ ∈ Γ(XCp , T
r,s(E)) in the fibre T r,s(Ex), the following corollary holds:
Corollary 3.5. For all polystable vector bundles E of degree zero we have
GE(Cp) = {g ∈ GL(Ex) |
gγx = γx for all γ ∈ Γ(XCp , T
r,s(E))
and all r, s ∈ N
}
.
Proof. The linear reductive group GE is, due to Proposition 3.4, the biggest alge-
braic subgroup of GLEx fixing all global sections Γ(XCp , T
r,s(E)) ⊆ T r,s(Ex) for
all r, n ∈ N. 
Proposition 3.6. Let E be a polystable vector bundle with potentially strongly
semistable reduction of degree 0 and denote by ρE : π1(X, x)→ GL(Ex) the corre-
sponding representation. If ρE is semisimple, we have
GρE = GE .
Proof. If Ex is a semisimple GρE -module, then it is also semisimple as GρE -module.
Because of char(Cp) = 0, all objects T
r,s(Ex) are semisimple GρE -modules, so GρE
is linear reductive, since RepGρE
(Cp) is generated by the module Ex. Because of
T r,s(Ex)
GρE = T r,s(Ex)
pi1(X,x) = T r,s(Ex)
GE
for all r, s ∈ N the result follows from Proposition 3.4. 
We now want to study the connected component of the identity of the algebraic
monodromy groups GE and GρE . The functor
F : FEt/X −→ Sets, F (Y ) := HomX(x, Y )
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from the category of finite e´tale coverings of X to the category of sets gives an
equivalence between FEt/X and the category of finite π1(X, x)-sets with a con-
tinuous action, see [sga03], Expose´ V.7. Recall that the image of the fundamental
group lies Zariski dense in GE . For the finite group H := GρE/G
0
ρE
(Cp) with a
continuous surjective morphism π(X, x) → H we hence find a finite e´tale covering
f0 : Y → X and a short exact sequence
1 −→ π1(Y, y) −→ π1(X, x) −→ H −→ 1.
For the vector bundle f∗0E on YCp the equation Gρf∗0 E
= G0ρE holds due to the
compatibility of the pullback with the representation, see Theorem 2.7. Let us
denote this pullback bundle by E0. This shows:
Proposition 3.7. Let E be a semistable vector bundle with potentially strongly
semistable reduction of degree 0. For the vector bundle E0 with respect to the finite
e´tale covering f0 : Y → X we have
GρE0 = G
0
ρE
, GE0 = G
0
E and AutX(Y ) = GρE0 /G
0
ρE
(Cp) = GE/G
0
E(Cp).
Corollary 3.8. Let E be a stable vector bundle with potentially strongly semistable
reduction of degree 0, such that the Tannaka dual group GE is connected. Then for
every finite morphism f : Y → X of smooth, projective curves the pullback bundle
f∗Cp(E) is also stable.
Proof. It is known that the image of the canonical map π1(Y, y) → π1(X, x) has
finite index in π1(X, x). To see this, choose a divisor D on X such that f |V :
V := Y \f−1(D) → X\D =: U is e´tale. Then π1(V, y) →֒ π1(U, x) has finite index
and π1(U, x) → π1(X, x), π1(V, y) → π1(Y, y) are surjective for curves, which at
once yields the claim. Then Gρf∗(E) ⊆ GρE also has finite index, and since GρE is
connected, these algebraic groups have to coincide, so the pullback bundle f∗(E)
is stable. 
Proposition 3.9. Let E be a stable vector bundle of rank ≥ 2 with potentially
strongly semistable reduction of degree 0. If det(E) has finite order and if E0 is
again a stable bundle, then G0E is a semisimple algebraic group and the fibre Ex is
an irreducible G0E-module.
Proof. We have seen in Proposition 3.7 that the Tannaka dual group of the bundle
E0 is the connected algebraic group G
0
E . The assumptions then imply that the
fibre Ex is an irreducible G
0
E -module. Since G
0
E is a reductive algebraic group, it
satisfies R(G0E) = Z(G
0
E)
0, where Z(G0E) denotes the center of G
0
E . It remains to
show that Z(G0E) is a finite group. We have Z(G
0
E)(Cp) ⊆ EndG0E (Ex) ∩ SL(Ex),
because Z(G0E)(Cp) commutes with G
0
E(Cp), so every element in Z(G
0
E)(Cp) defines
a G0E(Cp)-endomorphism of Ex. On the other hand det
n(E) ∼= OXCp for some
n ∈ N yields G0E ⊆ SLEx . But then the Lemma of Schur implies Z(G
0
E)(Cp) ⊆
λidr ∩ SL(Ex) with λ ∈ Cp, hence Z(G
0
E)(Cp) is finite. 
For q ∈ Q+ denote by oq the ideal o/p
qo, where pq is a zero of Xb − pa in o,
with q = a/b for positive integers a, b. Observe that this ideal is independent of the
choice of the zero, since they all have the same absolute value.
Proposition 3.10. Let X be a smooth, connected and projective curve over Qp
and let E be a vector bundle of rank r on XCp. Denote by X a model of X and by E
a vector bundle on Xo with generic fibre E, such that the vector bundle Eq is trivial
for some q ∈ Q+. In particular, the bundle E has strongly semistable reduction
and the image of the representation ρE : π1(X, x)→ GLr(Ex) lies (possibly after a
change of basis) in GLr(o) and is trivial modulo p
qo.
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Proof. Let (qn)n∈N be a monotonously growing and divergent sequence of positive
rational numbers. A vector bundle E on Xo lies in the category BXo,D if and only
if for all n ∈ N there is a morphism π : Y → X in SgoodX,D such that the reduction
π∗qnEqn on Yqn := YZp o/p
qno is the trivial bundle. Then one can define continuous
morphisms ρE,n : π1(X\D, x) → Autoqn (Exqn ) as in [DW05], page 579f, and one
obtains a continuous morphism lim←−n∈N
ρE,n = ρE : π1(X\D, x) → Auto(Exo). We
have to show that this construction is independent from a choice of the sequence
(qn). Denote by (q
′
n) another sequence as above. Since the projective limit does not
change if one takes subsequences, we may assume qn ≤ q
′
n for all n ∈ N. Consider
for γ ∈ π1(X\D, x) and y ∈ Y(Cp) the commutative diagram
spec oqn
a

yqn // Yqn
b

spec oqn
γyqnoo
a

spec oq′n
yq′n // Yq′n spec oq′n
γyqnoo
with canonical vertical morphisms denoted by a und b. This yields at once the
commutative diagram
Exq′n
a∗

Γ(Yq′n , π
∗
q′n
Eq′n)∼
y∗
q′noo
b∗

∼
(γy)∗
q′n // Exq′n
a∗

Exqn Γ(Yqn , π
∗
qn
Eqn)∼
y∗qnoo
∼
(γy)∗qn // Exqn .
In particular, the π1(X\D, x)-action on Exqn with respect to the canonical mor-
phism a∗ is compatible with the action of this group on Exq′n
, because due to
[DW05], page 579 we have ρE,n(γ) = (γyqn)
∗ ◦ (y∗qn)
−1 respectively ρ′E,n(γ) =
(γyq′n)
∗ ◦ (y∗q′n)
−1. Hence the commutative diagram
lim←−
n∈N
Exq′n
≀

// lim←−
n∈N
Exqn
≀

Exo
id // Exo
consists of π1(X\D, x)-equivariant morphisms, where the group action on Exo on
the left is given by ρ′E and on the right by ρE .
Let us now consider a vector bundle E as in Proposition 3.10. It lies in the
category BXo,D due to [DW05], Theorem 16, because its special fibre EFp is the
trivial bundle. It follows that its generic fibre E lies in BsXCp =
⋃
DBXCp ,D. One
can explicitly describe the corresponding representation ρE : π1(X, x) → GL(Ex),
see [DW05], page 587: Denote by jXo : XCp →֒ Xo the canonical embedding and
let ψ : E
∼
→ j∗XoE be some isomorphism of vector bundles on the curve XCp .
Furthermore, let
ψx : Ex
∼
−→ (j∗XoE)x = E o Cp
be the corresponding morphism of the fibres. For all γ ∈ π1(X\D, x) we then get
a representation ρE,D : π1(X\D)→ GL(Ex) given by
ρE,D(γ) = ψ
−1
x ◦ (ρE (γ)o Cp) ◦ ψx.
The representation ρE is induced by the surjective morphism π1(X\D, x)→ π1(X, x)
together with the representation ρE,D, see [DW05], Proposition 35. It remains to
show that ρE(γ) becomes trivial modulo p
qo. The identity morphism id : X→ X is
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strictly dominated by some morphism Y
pi
→ X in SgoodX,D ([DW05], Theorem 1), i.e.
there exists a commutative diagram
Y
ϕ //
pi
?
??
??
??
X
id 



X
such that the induced morphism of the generic fibres
Y := Y Zp Qp −→ X
is an isomorphism, because Y is a smooth, connected and projective curve due to
the definition of the category SgoodX,D ([DW05], page 556). Hence the pullback π
∗
qEq
is the trivial bundle, since Eq is trivial. The representation ρE modulo p
qo =: ρE,1 :
π1(X\D, x)→ GLr(oq) now factors over the group AutX\D(Y \π
∗
Qp
D) = {1}. 
The following Lemma is needed for the proof of the main result of this section.
Lemma 3.11. Let m denote the maximal ideal of the valuation ring o of Cp. For
λ ∈ o and M ∈Mr(m) an (r × r)-matrix with entries in m we have
(1) If 1 − λ is a primitive lnth root of unity, then |λ| = 1 holds for l 6= p and
|λ| = p−
n
pn−1 holds for l = p.
(2) If 1− λ is an eigenvalue of 1r −M , we have the inequality |λ| ≤ |M |.
Proof. (1) The primitive ln-th roots of unity are not equal to 1 in the residue
field o/m = Fp if l 6= p, so the first claim follows at once. For l = p,
the roots of unity are trivial in o/m, therefore λ ∈ o holds. Furthermore,
because of (1 − λ)p
n
− 1 = 0, we have the equation
∑pn
i=1
(
pn
i
)
(−λ)i = 0.
This can only be true if the first and the last term have the same absolute
value, i.e. |λ|p
n
= |pnλ|, because the absolute values of all the other terms
are strictly smaller than |pnλ|. Hence we have |λ| = p−
n
pn−1 .
(2) The characteristic polynomial of the matrix M is
p(x) = det(M − x · 1r) = (−x)
r +
r−1∑
i=0
mix
i with |mi| ≤ |M |
r−i.
It is obvious that a zero λ of the polynomial p satisfies the inequality |λ| ≤
|M |, otherwise the first term would be strictly greater than all the other
terms. The claim now follows from the fact that p(1−x) is the characteristic
polynomial of the matrix 1r −M .

An algebraic group G is not connected if and only if there exists a non-trivial
finite algebraic group H together with a surjection G → H . For any such surjec-
tion, there is a finite-dimensional vector space V and a morphism G→ GLV that
factors over a closed immersion H →֒ GLV , see [Hum75], Theorem 11.5. Hence an
algebraic group is connected if and only if there is no non-trivial finite-dimensional
representation of G with finite image.
Theorem 3.12. Let E be a vector bundle of rank r over the smooth, connected
and projective curve XCp . If E has the properties described in Proposition 3.10,
with q > 1
p−1 for odd primes p and q ≥ 1 for p = 2, then the algebraic monodromy
groups GE and GρE are connected.
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Proof. Because of Proposition 3.10 we can assume that the corresponding rep-
resentation ρE : π1(X, x) → GLr(o) is trivial modulo p
qo. Consider a matrix
N ∈ GρE ⊆ GLr(o), so N = 1r −M with M ∈Mr(p
qo). The eigenvalues 1− λi of
N fulfill the equation |λi| ≤ p
−q by Lemma 3.11. The set of the eigenvalues of all
matrices N ∈ GρE will be called the eigenvalues of this representation. They are of
course independent of a choice of a basis of the vectorspace Ex. Now we consider
the canonical functor
Reppi1(X,x)(o) −→ Reppi1(X,x)(o/p
qo),
which maps a π1(X, x)-module V to a module V o/p
qo and a morphism f : V →W
to a morphism f ′ : V o/pqo→Wo/pqo. It is easy to see that this functor is com-
patible with duals, tensor products and direct sums. In particular, the eigenvalues
of the representations of the subcategory generated by the representation ρE , i.e.
subquotients of direct sums of some T r,s(Ex), with r, s ∈ N, are trivial modulo p
q.
It suffices to show that for all nontrivial GE -modules V the image of the associated
representation ρ : GE → GLV is not finite. Denote by GV the image of this repre-
sentation. It follows from Proposition 3.6 that it contains a Zariski dense subgroup
that is trivial modulo pq. Let N ∈ GV (Cp) be a nontrivial element. There are now
two possibilities: Either N has a nontrivial eigenvalue, or all eigenvalues are equal
to 1 and N contains a Jordan block of size > 1. In the first case the eigenvalue is
trivial mod pq, hence it is not a root of unity because of Lemma 3.11. So the group
generated by N can not be a finite group. This is also true in the second case. 
In the sequel we will call a vector bundle E on XCp trivial modulo p
q if it satisfies
the assumptions of Theorem 3.12.
Corollary 3.13. Let E be a stable vector bundle of degree 0 on the smooth, con-
nected and projective curve XCp . If E is trivial modulo p
q and f : Y → X a finite
morphism of smooth and projective curves over Qp, then the pullback bundle f
∗
Cp
(E)
is also stable.
Proof. Follows at once from Corollary 3.8. 
We finish this section with a nice criterion by Larsen (see for example [Kat04],
Theorem 1.1.6) to check whether the Tannaka dual group of a polystable vector
bundle E of degree 0 and rank r is either finite or one of the classical groups
SLr, SOr or Spr. This works for arbitrary smooth projective varieties over an
algebraically closed field of characteristic 0. Note that the category of semistable
vector bundles of degree 0 is not abelian in general, so it cannot be a neutral Tannaka
category. But the subcategory of polystable bundles is neutral Tannakian.
Proposition 3.14. Let E be a polystable vector bundle of degree 0 and rank r on
the smooth projective variety X over an algebraically closed field K of characteristic
0 and denote by F the vector bundle End(End(E)) = E  E  E∗  E∗.
(1) If dimCp(Γ(XCp , F )) = 2, then GE ⊇ SLEx or GE/(GE ∩ skalars) is a
finite algebraic group. If det(E) is of finite order, we have in particular
G0E = SLEx or GE is a finite algebraic group.
(2) If Γ(XCp , S
2(E)) 6= 0 and dimCp(Γ(XCp , F )) = 3, then GE = OEx , GE =
SOEx or GE is a finite algebraic group.
(3) If r ≥ 3, Γ(XCp ,
∧2
(E)) 6= 0 and dimCp(Γ(XCp , F )) = 3, it follows that
GE = SpEx or that GE is a finite algebraic group.
Proof. This follows immediately from the equivalence of neutral Tannakian cate-
gories BE
∼
→ RepGE (K) and the moment criterion for representations of algebraic
groups by Larsen ([Kat04], Theorem 1.1.6). 
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Remark 3.15. If E is not a finite vector bundle of rank r, for example a nontrivial
vector bundle on the smooth, connected and projective curve XCp with trivial
reduction modulo pq for some rational q as in Theorem 3.12, then its Tannaka dual
group GE is not finite and Proposition 3.14 yields a criterion for GE being one of
the classical groups SLr, SOr or Spr.
4. The Tannaka dual group of kernel bundles
In this section K denotes some algebraically closed field of characteristic 0. By a
kernel bundle on the smooth projective variety X with polarization O(1) we mean
a vector bundle E on X sitting in a short exact sequence
0 −→ E −→
c⊕
i=1
O(ai) −→
d⊕
j=1
O(bj) −→ 0
with ai, bj ∈ Z. If d = 1, such a bundle is called a syzygy bundle.
There are several restriction theorems for torsion-free sheaves on projective va-
rieties, for example by Bogomolov, Flenner, or Mehta and Ramanathan. A good
reference is the book [HL97], II.7. Recently, A. Langer proved a very strong restric-
tion theorem, which we will apply to certain stable kernel bundles on the projective
space. Finally, we will be able to compute the type of the Tannaka dual group for
the restriction of some of these bundles to smooth curves of sufficiently high degree.
Let H be a very ample divisor corresponding to the line bundle O(1) on the smooth
projective variety X . Recall the following generalization of semistability for torsion
free sheaves E of rank r on X : Define µ(E) := c1(E)H
n−1/r and call E slope
H-semistable if for all proper subsheaves F ⊂ E the inequality µ(F ) ≤ µ(E) holds
(and stable if it is strictly smaller). We denote by R the natural number
(
r
l
)(
r−2
l−1
)
for r ≥ 2, l = [ r2 ] and by ∆(E) := 2rc2(E) − (r − 1)c
2
1(E) the discriminant of a
vector bundle E with chern classes c1(E) and c2(E).
Theorem 4.1 (Langer, [Lan04], Theorem 5.2). Let E be a slope H-stable torsion
free sheaf on a smooth, projective variety X of dimension n over K and let a be an
integer such that
a >
r − 1
r
∆(E)Hn−2 +
1
r(r − 1)Hn
.
Then for every normal divisor D ∈ |aH | such that the restriction ED is torsion
free, we have that ED is also slope HD-stable.
Remark 4.2. Since we will consider kernel bundles on the projective space, their
chern classes can be easily computed. If E is a kernel bundle on PnK sitting in the
short exact sequence 0 → E →
⊕c
i=1 O(ai) →
⊕d
j=1 O(bj) → 0, we have for the
total chern class c(
⊕c
i=1 O(ai)) = c(E)c(
⊕d
j=1 O(bj)), hence
c(E) =
c(
⊕c
i=1 O(ai))
c(
⊕d
j=1 O(bj))
=
c∏
i=1
(1 + aih)/
d∏
j=1
(1 + bjh),
where the Chow ring is A(PnK)
∼= Z[h]/hn+1 with h the class of a hyperplane. The
coefficient of hi is the ith chern class with respect to this identification.
Theorem 4.3 (Bohnhorst-Spindler, [BS92], Theorem 2.7.). Let E be a vector bun-
dle of rank r on the projective space PrK with a resolution
0 −→
c⊕
i=1
O(ai) −→
c+r⊕
j=1
O(bj) −→ E −→ 0
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where a1 ≥ a2 ≥ · · · ≥ ac, b1 ≥ b2 · · · ≥ bc+r and ai < bc+i for i = 1, . . . , r.
Equivalent are:
(1) The bundle E is stable.
(2) The inequality b1 < µ(E) =
1
r
(
∑c+r
j=1 bj −
∑c
i=1 ai) holds.
Lemma 4.4. For any stable vector bundle E of rank r and degree 0 on the projective
space PrK with a resolution as in Theorem 4.3 we have
Hk(PrK , E
n(m)) = 0 for m ≤ 0, 0 < n ≤ r − 1, k < r − n.
In particular, Γ(PrK , E
n) = 0 for all 0 < n ≤ r − 1.
Proof. One just has to compute the cohomology of the sheaves O(m). We have
Hk(PrK ,O(m)) = 0 for all 0 < k < r and all m, and H
0(PrK ,O(m)) = 0 for m < 0
([Har77], Theorem 5.1). The tensor product of a short exact sequence of vector
bundles with a vector bundle is still a short exact sequence, hence
0 −→
c⊕
i=1
En−1(m+ ai) −→
c+r⊕
j=1
En−1(m+ bj) −→ E
n(m) −→ 0
is exact. Now consider the corresponding long exact sequence
. . . //
c+r⊕
j=1
Hk(PrK , E
n−1(m+ bj)) // Hk(PrK , E
n(m)) //
//
c⊕
i=1
Hk+1(PrK , E
n−1(m+ ai)) // . . .
Since the stability of the vector bundle E implies b1 < 0, it follows that all ai, bj < 0.
So the claim is true for n = 1, because the kth cohomology of the sheaves O(m+ai)
and O(m+ bj) vanishes for all k ≤ r − 1. The result follows then inductively with
the same long exact sequence. 
Recall that o denotes the valuation ring of Cp. We now want to consider coherent
sheaves E on Pro defined as the kernel of the morphism
⊕c
i=1 O(ai)→
⊕d
j=1 O(bj),
such that E is a stable kernel bundle of degree 0 and rank r on the generic fibre.
Then we know that the restriction of E to a model Xo ⊂ P
r
o of a smooth curve over
Qp of sufficiently high degree is again stable on the generic fibre and that E
n does
not have nontrivial global sections for all 0 < n < r. If furthermore the reduction
mod pq of this bundle on Xo with q as in Theorem 3.12 is trivial, then the Tannaka
dual group of the bundle restricted to XCp is connected and semisimple. We will
show that all components of this group have to be of type A.
Lemma 4.5. Let X be a reduced scheme of finite type over spec(oK), where K ⊇ Qp
is a finite field extension with residue field Fq. A coherent sheaf F on X is locally
free of rank r if and only if its restriction to the generic fibre XK and to the special
fibre XFq is locally free of rank r.
Proof. Since the valuation ring oK contains only two prime ideals, the maximal
ideal m and the trivial ideal (0), the open embedding XK →֒ X and the closed
embedding XFq →֒ X are a disjoint covering of the scheme X. Due to [Har77],
Ex. 5.8, the coherent sheaf F is locally free of rank r if and only if the map
ϕ(x) := dimk(x)(Fx  k(x)) is constant on all connected components of X. Since
the value of ϕ does not change after restriction to the fibres, the result follows. 
Next we will illustrate the goal of this section by the following example of a
stable syzygy bundle on the projective plane. It was communicated to us by H.
Brenner.
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Example 4.6. Consider the syzygy sheaf E := Syz(X2, Y 2, pZ2+XY )(3) on P2
Zp
.
The generic fibre E := E Qp is locally free on the projective plane P
2
Qp
since the
polynomials do not have common zeros, see [Bre03], Lemma 2.1. It is sitting in the
short exact sequence
0 −→ E −→
3⊕
i=1
O(1) −→ O(3) −→ 0
and obviously has degree 0 and rank r. Furthermore it is stable, because applying
the left-exact functor Γ(P2, ·) one easily sees that E does not have global sections
(see [OSS80], Lemma 1.2.5). It follows that E, after restriction to a smooth curve
X ⊂ P2
Qp
of sufficiently high degree d is again stable by Theorem 4.1. Computing
a lower bound for d using the remark above, we see that d > 7 suffices. The special
fibre E  Fp is the syzygy sheaf Syz(X
2, Y 2, XY )(3) on the projective plane P2
Fp
.
These monomials have no common zero on the open subset P2
Fp
− {(0; 0; 1)}, so
again this sheaf is locally free there and possesses the linearly independent global
sections (−Y, 0, X) and (0, X,−Y ), hence it is trivial. For any model X ⊂ P2
Zp
of
a smooth projective curve X of degree d > 7, such that the special fibre X  Fp
does not contain the point [0; 0; 1], Lemma 4.5 implies that E|X is locally free.
Hence E|X is a model of E|X with trivial special fibre E|X  Fp. It is obvious
that E|X is even trivial modulo p. In particular, Theorem 3.12 yields that E|XCp
lies in BsXCp with connected Tannaka dual group GE|XCp
. Since det(E) = O,
the algebraic group GE|XCp
is semisimple due to Proposition 3.9. But the only
faithful and irreducible two-dimensional representation of a semisimple group is
the representation GE|XCp
= SLEx ⊂ GLEx .
We want to generalize this example and prove the following theorem.
Theorem 4.7. Let E be a stable vector bundle of degree 0 and rank r on the
projective space PrCp having a resolution as in Theorem 4.3. Let X ⊂ P
r
Qp
be a
smooth, connected and projective curve of degree d >> 0. If the bundle E, restricted
to XCp, is trivial modulo p
q for some q as in Theorem 3.12, we have:
(1) The vector bundle E restricted to the curve XCp is stable and lies in the
category BsXCp .
(2) The Tannaka dual group GE ⊂ GLEx of E restricted to the curve XCp is
connected and semisimple. All components of GE are of type A.
(3) If dim(Erx )
GE = dimΓ(XCp , E
r) ≤ 3 or if r is some prime-power, then
GE is almost simple of type A.
Remark 4.8. There are even lots of syzygy bundles that fulfill all conditions of
the theorem. Consider a bundle E sitting in the short exact sequence
0 −→ E −→
r+1⊕
i=1
O(1) −→ O(r + 1) −→ 0,
where the right morphism is defined by homogeneous polynomials
fi := X
i−1
0 X
r−i+1
1 + pgi, i = 1, . . . , r + 1,
with gi ∈ o[X0, . . . , Xr] having no common zeros. Then for every smooth projective
curve X of sufficiently high degree, with a model X ⊂ Pro such that its special fibre
does not intersect the subspace [0; 0;X2; . . . ;Xr], one easily sees that the bundle E
modulo p has r linearly independent global sections and hence is trivial.
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Proof. The restriction of the vector bundle E to XCp is stable and has a connected,
semisimple Tannaka dual group GE due to Theorem 3.12, Proposition 3.9 and the
restriction theorem of Langer. Furthermore, if the degree of the curve XCp is high
enough, we may even assume that Γ(PrCp , E
n) = Γ(XCp , E|
n
XCp
) for all n < r.
Now we prove that GE is almost simple under the conditions of the third assertion.
Denote by gE the Lie algebra of GE and suppose gE = g1  g2 where g1 and g2
are semisimple Lie algebras. Define V := Ex. It follows from [Bou75], page 234,
Ex.18f that there are irreducible gi-modules Vi with V = V1  V2 as gE-modules.
Write r := dim(V ) and ri := dim(Vi) ≥ 2 and notice V
r = V r1r21  V
r1r2
2 . Now
we can decompose V r1−11 = V
∗
1  W1 due to the Lemma of Schur, where W1 is
some semisimple g1-module W1. Hence we have that (V
∗
1  V1)
r2 = End(V r21 ) is
a direct summand of V r1r21 . But then the g-module V
r2
1 is not irreducible, see
again [Bou75], page 234, Ex.18f. It follows that dim(End(V r21 ))
gE ≥ 2. The same
holds for the g-module V r12 , which shows dim((V
r)gE ) ≥ 4. If this condition
is not fulfilled, gE has to be simple. Further, the Lie algebra gE is also simple if
r = ln for some prime l, because then, without loss of generality, r1 divides r2 and
(V r2)gE = (V r21  V
r2
2 )
gE 6= 0. But since r2 is strictly smaller than r, this is
a contradiction to Lemma 4.4. In the next section we will deal with the last claim
about the type of the components of the semisimple group GE .
5. Invariants of the n-fold tensor product of g-modules
We start with describing the setting. For references concerning the representation
theory of semisimple Lie algebras see for example [Bou75] or [Hum72]. Denote by
g a finite-dimensional, semisimple Lie algebra over an algebraically closed field K
of characteristic 0. Let h ⊆ g be a Cartan subalgebra. We then have
g =
⊕
α∈h∗
gα
with gα := {x ∈ g ; [hx] = α(h)x for all h ∈ h}. The roots of g (with respect to h)
are the elements of the finite set
Φ := {α ∈ h∗ ; α 6= 0 and gα 6= 0}.
Let EQ ⊆ h
∗ be the vector space over Q generated by Φ. We have dimQEQ =
dimkh
∗. The vector space E := EQ  R inherits a scalar product (. , .) from g,
namely the dual of the Killing form. The set Φ is an abstract root system in
the vectorspace E in the sense of [Hum72], Chapter III. There is a one-to-one
correspondence between isomorphism-classes of semisimple Lie algebras of rank r
and isomorphism-classes of root systems in an r-dimensional R-vector space, where
the semisimple Lie algebra g = g1 · · ·gn with simple components gi corresponds
to the root system Φ = Φ1∪· · ·∪Φn with irreducible systems Φi. The latter belong
to the classical root systems Al, l ≥ 1, Bl, l ≥ 2, Cl, l ≥ 3, Dl, ≥ 4 or to the
exceptional cases E6, E7, E8, F4, G2. Now let ∆ = (α1, . . . , αl) be a basis of the
root system Φ, i.e. ∆ is a basis of the vector space E and every β ∈ Φ is a linear
combination of the αi with all coefficients either nonnegative or nonpositive. If we
define 〈λ, α〉 := 2(λ,α)(α,α) for λ, α ∈ E,α 6= 0, the weight lattice of the root system Φ
is the set
Λ := {λ ∈ E ; 〈λ, α〉 ∈ Z for all α ∈ Φ}.
We denote by Λr := ZΦ the lattice spanned by the roots. Then Λr ⊆ Λ ⊆ E,
with finite quotient Λ/Λr. This group is called the fundamental group of the root
system. For a finite-dimensional g-module V we have V =
⊕
λ∈Λ Vλ, where Vλ :=
{v ∈ V ; h · v = λ(h)v for all h ∈ h}. We call λ ∈ Λ a weight of multiplicity
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dim(Vλ) of the g-module V if the vector space Vλ is nontrivial. There is a one-
to-one correspondence between dominant weights in Λ and isomorphism-classes of
irreducible g-modules.
With respect to the previous section we are now interested in the following case:
let g be a semisimple Lie algebra and V an irreducible g-module of dimension
r, with (V n)g = {0} for 1 ≤ n < r. To restrict the possible Lie algebras that
can occur, let us first consider the dual of V . There is a uniquely determined
element w0 in the Weyl group W with the property w0(∆) = −∆ (see [Bou68],
Chapitre VI, §1.6, Corollaire 3). If V = V (λ) with a dominant weight λ, we
have V ∗ ∼= V (−w0(λ)) due to [Bou75], Chapitre VIII, §7.5, Proposition 11. The
classification of simple Lie algebras shows w0 = −1 for the Lie algebras of type
A1, Bl for l ≥ 2, Cl for l ≥ 3, Dl for even l, E7, E8, F4, G2. In all these cases V (λ) ∼=
V (−w0(λ)) ∼= V (λ)
∗, hence (V  V )g = (V  V ∗)g = EndgV 6= {0}. There
only remain the cases A,Dl for odd l, and E6. In the sequel we will exclude the
Lie algebras of type Dl and E6. First, let us fix some more notations. The set
of weights of the g-module V (λ) is denoted by Π(λ), the multiplicity of a weight
µ ∈ Π(λ) is mλ(µ) := dim(V (λ)µ).
Lemma 5.1. Let g be a semisimple Lie algebra and V (λ) an irreducible g-module
with highest weight λ. Then
mλ(λ − tα) = 1 for 0 ≤ t ≤ 〈λ, α〉
for all α ∈ ∆.
Proof. We use the formula of Freudenthal ([Hum72], Theorem 22.3) and prove the
claim for an α0 ∈ ∆. Defining δ :=
1
2
∑
α≻0 α, we have for the multiplicities mλ(µ)
the recursive formula
((λ+ δ, λ+ δ)− (µ+ δ, µ+ δ))mλ(µ) = 2
∑
α≻0
∞∑
i=1
mλ(µ+ iα)(µ+ iα, α).
Now mλ(λ) = 1 due to [Hum72], Theorem 20.2. Suppose we already computed
mλ(λ− (t− 1)α0) = 1. For µ = λ− tα0 the right side of the Freudenthal formula is
2
t−1∑
i=0
(λ − iα0, α0) = 2(tλ−
t2 − t
2
α0, α0)
= (2tλ− (t2 − t)α0, α0).
Because of 〈δ, α0〉 = 1 ([Bou68], Chapitre VI, §1.10, Proposition 29) we have
2(δ, α0) = (α0, α0), and computing the scalar products on the left side of the for-
mula yields
(λ+ δ, λ+ δ)− (λ− tα0 + δ, λ− tα0 + δ)
= (λ+ δ, λ+ δ)− ((λ + δ, λ+ δ)− 2(λ+ δ, tα0) + (tα0, tα0))
= 2t(λ+ δ, α0)− t
2(α0, α0)
= 2t(λ, α0) + 2t(δ, α0)− t
2(α0, α0)
= 2t(λ, α0)− (t
2 − t)(α0, α0)
= (2tλ− (t2 − t)α0, α0).
It follows that mλ(λ − tα0) = 1, since for 1 ≤ t ≤ 〈λ, α0〉 we have (2tλ − (t
2 −
t)α0, α0) 6= 0. 
Lemma 5.2. Let V (λ) be an irreducible g-module. Then
V (2λ)  V (2λ− α)  · · · V (2λ− tα) ⊆ V (λ)  V (λ)
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for t = 〈λ, α〉 and all α ∈ ∆.
Proof. The weights of the tensor product V (λ)  V (λ) are precisely the weights
µ+ ν with weights µ, ν ∈ Π(λ). Furthermore, after [Hum72], Ex.7 on page 117 the
multiplicities satisfy
dim(V (λ)  V (λ))µ+ν =
∑
pi+τ=µ+ν
dimV (λ)pi · dimV (λ)τ =
∑
pi+τ=µ+ν
mλ(π)mλ(τ).
Hence we can compute the multiplicities of 2λ− tα with 0 ≤ t ≤ 〈λ, α〉:
dim(V (λ)  V (λ))2λ−tα =
t∑
i=0
mλ(λ− iα)mλ(λ− (t− i)α) = t+ 1
due to Proposition 5.1. The assertion of the lemma can be proved inductively. Since
2λ is the highest weight of V (λ)V (λ) with multiplicity 1, we conclude that V (2λ)
is a submodule of V (λ)  V (λ). Suppose we already showed
V (2λ)  V (2λ− α)  · · · V (2λ− (t− 1)α) ⊆ V (λ)  V (λ).
Define m := 〈λ, α〉 and observe that
〈2λ− iα, α〉 = 2〈λ, α〉 − i〈α, α〉 = 2m− 2i.
Again we conclude using Proposition 5.1
m2λ−iα(2λ− tα) = 1 for all 0 ≤ i ≤ t.
Hence the g-module V (2λ)V (2λ−α) · · ·V (2λ− (t−1)α) contains the weight
2λ− tα with multiplicity t. But we showed above that V (λ)  V (λ) contains this
weight with multiplicity t+ 1. It follows V (2λ− tα) ⊆ V (λ)  V (λ). 
Let us now consider a Lie algebra g of type Dl, with l odd. We know from
[Bou68], Chapitre V I, Planche IV that −w0 is the automorphism of the root system
that permutes αl−1 and αl and fixes all other αi. The same holds for the basis
λ1, . . . , λl of the root lattice. For a dominant weight λ =
∑l
i=1 aiλi ∈ Λ with
al−1 = al we hence have V (λ)
∗ = V (−w0(λ)) = V (λ), that is (V (λ)  V (λ))
g 6= 0.
So it is enough to consider the case al−1 6= al. For symmetry reasons it is enough
to check the claim for al−1 > al. The Cartan matrix describes the change of basis
from α1, . . . , αl to λ1, . . . , λl, hence we get αl−1 = 2λl−1 − λl−2. We have seen in
Lemma 5.2 that the tensor product V (λ)  V (λ) contains the g-modules
V (2λ− tαl−1) = V (2a1, 2a2, . . . , 2al−3, 2al−2 + t, 2al−1 − 2t, 2al)
for all 0 ≤ t ≤ 〈λ, αl−1〉 = al−1. In particular, for t = al−1 − al we obtain the
self-dual module V (2a1, . . . , 2al, 2al) which yields a nontrivial g-invariant element
in V (λ)4. Then the assumption (V (λ)n)g = {0} for all 1 ≤ n < r implies
dimV (λ) ≤ 4. But the smallest irreducible g-module with l ≥ 4 is of dimension
2 · l, see [Bou75], Chapitre VII, page 214. It follows that the only possibility is D3,
which is isomorphic to A3.
Next we will exclude the Lie algebra of type E6. Let λ =
∑6
i=1 aiλi denote a
dominant weight. We will again show that for some sufficiently high n the tensor
product V (λ)n contains a self-dual submodule, but the computations are more
complicated than in the previous case. Due to [Bou75], Chapitre VII, Planche V,
the automorphism w0 acts on the weight lattice by −w0((a1, a2, a3, a4, a5, a6)) =
(a6, a2, a5, a4, a3, a1). Hence we have to find a submodule in V (λ)
n with highest
weight satisfying a1 = a6 and a3 = a5. Because λ2 and λ4 do not play any
role in these computations, they are omitted in the sequel. We first assume λ =
(a1, 0, a5, 0). The Cartan matrix of E6 implies the equations α1 = 2λ1 − λ3 and
α5 = 2λ5 − λ4 − λ6. One concludes using Lemma 5.2 that for 2s ≤ a1 and 2t ≤ a5
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the irreducible g-modules with highest weight (2a1−2s, s, 2a5, 0) resp. (2a1, 0, 2a5−
2t, t) are contained in V (λ)V (λ). It follows that V (λ)4 contains the submodule
of highest weight (4a1 − 2s, s, 4a5 − 2t, t). This module is self-dual if
4a1 − 2s = t
4a5 − 2t = s
Hence we find a self-dual submodule with
t =
4
3
(2a1 − a5)
s =
4
3
(2a5 − a1)
if t and s are nonnegative integers. If a1 and a5 are divisible by 3, we get the
sufficient condition
2a1 ≥ a5 ≥
1
2
a1
for the occurence of a self-dual submodule in V (λ)4. If the parameters a1 and a5
do not satisfy these conditions, we have to do the following to find a submodule that
does. Let a1 < a5 without restriction of generality. The tensor product V (λ)V (λ)
contains V (2λ − a5α5), with 2λ− a5α5 = (2a1, 0, 0, a5); then V (λ)
4 contains the
module V (4λ− 2a5α5 − a5α6) with highest weight (4a1, 0, a5, 0). Repeating this n
times, one finally obtains a submodule with highest weight (4na1, 0, a5, 0) lying in
the module V (λ)4
n
. Now choose n with
2 · 4na1 ≥ a5 ≥ 2 · 4
n−1a1 =
1
2
4na1,
which gives a submodule satisfying the conditions above. Hence we showed: If V
is an irreducible g-module with highest weight (a1, 0, a5, 0), then V
k contains a
self-dual submodule, where
k ≤ 4n · 3 · 4 ≤ 24 · a5.
It follows that V (λ)2k has a nontrivial g-invariant element. It remains to start with
an arbitrary g-module V (λ′) and give an upper bound for m such that V m(λ′)
contains a submodule of highest weight (a1, 0, a5, 0). With the same arguments
as above one easily sees that there is such a submodule for an m ≤ 32, with
a5 ≤ 16 · max{a
′
i}. It follows that V (λ
′)n = (V (λ′)32)2k has a nontrivial g-
invariant element for an n with
n ≤ 32 · 2k ≤ 32 · 2 · 24 · a5 ≤ 64 · 24 · 16max{a
′
i} = 24576 ·max{a
′
i}.
Looking at the dimension formula of Weyl (e.g. [Hum72], 24.3)
dim(V (λ)) =
Πα0〈λ+ δ, α〉
Πα0〈δ, α〉
= c · Πα0(
|∆|∑
i=1
c
(α)
i (λi + 1))
with a constant c ∈ Q and nonnegative integers c
(α)
i depending only on the Lie
algebra g, one finds that the map λ 7→ dimV (λ) grows polynomially in λi and is
strictly increasing, in particular it grows much faster than the linear term 24576 ·
max{a′i}. With the help of a table for the dimensions of irreducible g-modules (see
e.g. [MP81]) one can write down all dominant weights whose associated irreducible
g-module is of dimension ≤ 24576 ·max{ai} and not self-dual:
(a, 0, 0, 0, 0, 0) (0, 0, b, 0, 0, 0) (1, 1, 0, 0, 0, 0)
(1, 0, 1, 0, 0, 0) (1, 0, 0, 0, 1, 0) (2, 0, 0, 0, 0, 1)
(0, 1, 1, 0, 0, 0) (1, 2, 0, 0, 0, 0) (2, 1, 0, 0, 0, 0)
(3, 0, 0, 0, 0, 1)
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with a ≤ 5 and b ≤ 2. We can check the claim for these cases using a com-
puter and software like e.g. LiE, which can be found on http://young.sp2mi.univ-
poitiers.fr/ marc/LiE. Hence we also have excluded the Lie algebra E6.
Proposition 5.3. Let g be a semisimple Lie algebra over an algebraically closed
field of characteristic 0 and V an r-dimensional, irreducible and faithful g-module
that satisfies
(V n)g = {0} for 1 ≤ n < r.
Then all components of g are of type A.
Proof. If the Lie algebra g is simple, we showed that it has to be of type A. Now let
g = i∈Igi with simple Lie algebras gi. It follows from [Bou75], page 234, Ex.18f
that there are irreducible gi-modules Vi of dimension ri with V = i∈IVi. If the Lie
algebra g1 say was not of type A, there would be some s < r1 with V
s
1 possessing
a nontrivial gi-invariant element. But then the module (i∈IVi)
t would also have
an gi-invariant element for t = s
∏
i∈I\{1} ri < r, which is a contradiction. 
This finishes the proof of Theorem 4.7. 
Remark 5.4. One might ask how to improve the upper bounds for the occurence of
a nontrivial g-invariant element in V n for an irreducible module V of a semisimple
Lie algebra g. Obviously there is the following lower bound: if µ  λ are dominant
weights such that nλ − µ does not lie in the lattice of roots Λr, then Π(V (λ)
n)
can not contain the weight µ since all these weights have the form nλ−
∑
α∈∆ kαα
with integral kα. Hence the module V (µ) can not be contained in V (λ)
n and
the maximal order of all elements of the fundamental group π := Λ/Λr is a lower
bound. We propose the following conjecture:
Conjecture 5.5. Let g be a semisimple Lie algebra and V (λ) an irreducible g-
module of dimension r, with highest weight λ. Let µ  λ be some dominant
weight in Π(λ). Then V (λ)n contains the irreducible g-module V (µ) for an n ≤
maxg∈piord(g) if π is nontrivial and for n = 2 otherwise.
In particular, we could strenghten Proposition 5.3 by
Corollary 5.6. Assume that Conjecture 5.5 holds. Under the condition of Proposi-
tion 5.3 the Lie algebra g is simple of type Ar−1 and V is the standard r-dimensional
representation V (λ1) or its dual V (λr−1).
Proof. The fundamental group π of a Lie algebra of type Al is cyclic of order l+1,
see for example [Hum72], page 68. Hence Al with an l < r − 1 is impossible, because
its representations do not satisfy the condition (V n)g = {0} for 1 ≤ n < r. For
l ≥ r there are no nontrivial modules of dimension r. It follows that g has to be
of type Ar−1, and the only possible modules of dimension r are those mentioned
above. 
6. Analytic monodromy groups of vector bundles on p-adic curves
This section deals with some properties of the image of a continuous represen-
tation ρE : π1(X, x) → GL(Cp) attached to a vector bundle E with potentially
strongly semistable reduction on the curve XCp . We call this image the analytic
monodromy group GρE of the bundle E. We will investigate under which conditions
this group is a p-adic analytic group and show how its Lie algebra is connected to
the Lie algebra of the algebraic monodromy group. For stable bundles we will give
a criterion under which conditions GρE is defined over some finite field extension
of Qp. Recall the following property of pro-finite groups.
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Definition 6.1. A topological group G is topologically generated by elements
g1, . . . , gr ∈ G, if the closure of the subgroup generated by these elements is all
of G.
Proposition 6.2. Let G be a pro-finite group, H a closed subgroup and d ∈ N a
positive integer. If for all open normal subgroups N of G the finite quotient HN/N
is generated by d elements, then H is topologically generated by d elements.
Proof. [DdSMS91], Proposition 1.5ii. 
If we fix an abstract field embedding Qp ⊆ C, Grothendieck’s comparison the-
orem ([sga03], expose´ XII, Corollaire 5.2) shows that the algebraic fundamental
group of a smooth projective curve X over Qp is the pro-finite completion of the
topological fundamental group. Since the latter is the free group of 2g generators
ui, vi, i = 1, . . . , g modulo the relation Π
g
i=1uiviu
−1
i v
−1
i = 1, where g denotes the
genus of the curve X , we find that each finite quotient group is also generated
by 2g elements. Hence the algebraic fundamental group π1(X, x) is topologically
generated by 2g elements because it has the same finite quotients.
Furthermore, it was shown in [DW03] that the image of a continuous represen-
tation π1(X, x) → GLr(Cp) can always be considered as lying in GLr(o): For an
additive category C we denote by C  Q the category having the same objects as
C, with morphisms HomCQ(A,B) = HomC(A,B)  Q. Then the natural func-
tor Reppi1(X,x)(o)  Q → Reppi1(X,x)(Cp) is essentially surjective, i.e. for every
π1(X, x)-module V over Cp there is a π1(X, x)-module Γ over o and an isomor-
phism V ∼= Γ Q, see the proof of Proposition 22 in [DW03].
Recall that for n ∈ N we denote on := o/p
no. For a compact topological group
G ⊆ GLr(o) let Gn be the open normal subgroup Gn := G ∩ ker(GLr(o) −→
GLr(on)). We have
⋂
n∈NGn = {1}, hence the normal subgroups Gn establish a
base for the neighbourhood of the unit element. Since GLr(o) carries a Hausdorff
topology the group G is a pro-finite group with G = lim←−n∈N
G/Gn.
Proposition 6.3. Let G ⊂ GLr(o) be a compact subgroup and n0 ∈ N. For all
n ≥ n0 there is a commutative diagramm with exact rows
1 // Gn/Gn+n0 // _

G/Gn+n0 // _

G/Gn // _

1
1 // Mr(pnon+n0)
A 7→1r+A// GLr(on+n0) // GLr(on) // 1.
In particular, Gn/Gn+n0 is a finite abelian p-group isomorphic to (Z/p
n0)kn for
some kn ≥ 0 and G1 ⊆ G is an open pro-p subgroup.
Proof. The injectivity of the vertical morphisms in the middle and on the right is
obvious, the morphism on the left is just the restriction of the middle one. Since
Gn/Gn+n0 is a finite group and Mr(p
non+n0) is abelian of exponent p
n0 , the group
Gn/Gn+n0 is also an abelian p-group of exponent p
n0 , so Gn/Gn+n0
∼= (Z/pn0)k for
some k ≥ 0. In particular, the groups G1/Gn are finite p-groups for all n ∈ N. The
groupG1 is pro-finite as an open subgroup of G, and becauseG1 = lim←−n∈N
G1/Gn+1
it is even an open pro-p subgroup. 
Since the fundamental group π1(X, x) is in particular a compact topological
group, this is also true for the imageGρ of a continuous representation ρ : π1(X, x)→
GLr(Cp). Due to Proposition 6.3 the group Gρ contains an open pro-p group. A
very important class of pro-finite groups are p-adic analytic groups. We will briefly
sketch some of their properties. A good reference for a group-theoretical approach
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to this theory is [DdSMS91]. A topological group G is called a p-adic analytic group
if it carries the structure of a p-adic analytic manifold such that the multiplication
· : G × G → G, (x, y) 7→ xy and the inverse i : G → G, x 7→ x−1 are analytic
maps. The category of p-adic groups is closed under closed subgroups, quotients
and extensions. There is the following purely group-theoretical characterization of
p-adic analytic groups by Lazard (see [Laz65] or [DdSMS91]): a pro-p group G
is called powerful if G/Gp is abelian for odd primes p resp. if G/G4 is abelian
for p = 2. Further, G has finite rank rk(G) if rk(G) := sup{rk(G/N) ; N ⊆
G open normal subgroup } is finite. The rank of an abstract finite group is defined
as sup{d(H) ; subgroups H ⊆ G}, where d(H) denotes the cardinality of some
minimal set of generators of H .
Theorem 6.4 (Lazard). Let G be a topological group. The following statements
are equivalent:
(1) The group G is p-adic analytic.
(2) The group G contains a pro-p subgroup of finite rank.
(3) The group G contains an open, finitely generated, powerful pro-p subgroup.
We will use this theorem to give a criterion for a vector bundle with potentially
strongly semistable reduction to correspond to a continuous representation ρE with
p-adic analytic image.
Proposition 6.5. Let G ⊂ GLr(o) be a compact and topologically finitely generated
group. Using the notations of Proposition 6.3, if kn = k for all n > n0 and some
k ∈ N, then the group Gp
n0
n is dense in Gn+n0 for all n > n0.
Proof. We have Gn/Gn+n0 ⊆Mr(p
non+n0) for all n > n0, i.e. there is the commu-
tative diagram
Gn/Gn+n0
gp
n0
//
 _

Gn+n0/Gn+2n0 _

Mr(p
non+n0)
  p
n0 ·g// Mr(pn+n0on+2n0).
Hence the upper vertical morphism is injective and it even has to be an isomorphism
because of Gn/Gn+n0
∼= (Z/pn0)k ∼= Gn+n0/Gn+2n0 . It follows that Gn+n0 =
(Gn)
pn0Gn+2n0 and for the same reason Gn+2n0 = (Gn+n0)
pn0Gn+3n0 . We then
have the equality Gn+n0 = (Gn)
pn0Gn+3n0 , and if one continues this way one gets
Gn+n0 = (Gn)
pn0Gn+ln0 for all l ∈ N, with
⋂
l∈NGn+ln0 = {1}. For every subsetX
of a pro-finite group G we haveX =
⋂
N⊆GXN , where N runs over all open normal
subgroups of G, see [DdSMS91], Proposition 1.2(iii). It is easy to see that it suffices
to take an arbitrary subset of open normal subgroups with trivial intersection. We
find (Gn)p
n0 =
⋂
l∈N(Gn)
pn0Gn+ln0 = Gn+n0 for all n > n0. 
Corollary 6.6. For a compact group G ⊂ GLr(o) and k ∈ N the following state-
ments are equivalent:
(1) The group G is p-adic analytic of dimension k.
(2) #Gn ∼ cp
kn with some c ∈ N.
(3) In Proposition 6.3 the equality kn = k holds for almost all n ∈ N.
Proof. First, let G be p-adic analytic. Then there is some n0 ∈ N such that the
open pro-p subgroups Gn for n > n0 are of finite rank k due to Theorem 6.4, this
means
sup{rk(Gn/N) ; N ⊆ Gn open normal subgroups } = k.
In particular, the quotient Gn/Gn+1 = (Z/p)
kn is of rank ≤ k and hence kn ≤ k,
with equality for almost all n. This shows 1⇒ 2.
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The equivalence 2⇔ 3 is obvious because of the short exact sequence
0 −→ (Z/p)kn −→ G/Gn+1 −→ G/Gn −→ 1
and the inequality kn+1 ≥ kn.
The implication 3 ⇒ 1 follows from Proposition 6.5. The group Gn0 with
kn0 = k satisfies the equation G
p2
n0 = Gn0+2. Hence for n0 ≥ 2 the quotient
Gn0/G
p2
n0 = Gn0/Gn0+2 = (Z/p
2)k is an abelian group and Gn0 an open, powerful
and topologically finitely generated pro-p subgroup. The group G is p-adic analytic
due to Theorem 6.4 and has rank k. 
Corollary 6.6 gives a sufficient criterion for GρE being a p-adic analytic group
where one only has to count the degree of certain trivializing coverings of X .
Corollary 6.7. Let E be a vector bundle with potentially strongly semistable reduc-
tion of degree 0 on the curve XCp. Suppose there is a model X of X and a vector
bundle E on Xo such that for all n ∈ N there exists a morphism π : Y → X in the
category SgoodX,D with the properties
(1) π∗n(En) is the trivial bundle
(2) The morphism πQp : Y := Y  Qp → X of the generic fibres is of degree
≤ cpkn with constants c, k ∈ N that are independent from n.
Then the group GρE is a p-adic analytic group.
Proof. Due to the construction of the representations ρE and ρE in [DW05] we
have GρE
∼= GρE ⊂ GL(Exo) and the subgroup Gn := GρE,n is a quotient of
AutX\D(Y \π
∗
Qp
D). Since Y \π∗
Qp
D is connected because of the definition of SgoodX,D ,
we have
AutX\D(Y \π
∗
Qp
D) ⊆ HomX\D(x, Y \π
∗
Qp
D).
Then #Gn ≤ cp
kn for all n ∈ N, and the corollary above implies that GρE is a
p-adic analytic group. 
Despite the fact that the conditions above are hard to check, one knows lots
of nontrivial examples where the image Gρ of a continuous morphism ρ : G →
GLr(Cp), with G a compact group, is p-adic analytic. First, if G is topologically
finitely generated and solvable, it is easy to see that it has to be a p-adic analytic
group. Namely, there is a sequence of closed normal subgroups Gρ = Hn ⊇ Hn−1 ⊇
· · · ⊇ H0 = {1} with abelian quotientsHi/Hi−1. The subgroupsHi contain an open
and topologically finitely generated pro-p subgroup, and so do the quotient groups
Hi/Hi−1, see [DdSMS91], Proposition 1.11. Since the latter are also abelian, they
are in particular powerful and hence p-adic analytic. Then Gρ is p-adic analytic
as successive extension of such groups. In particular, if a vector bundle E on the
curve XCp is a successive extension of line bundles of degree 0, it has potentially
strongly semistable reduction, see Theorem 2.7, and the associated group GρE is
solvable, hence p-adic analytic.
Second, Gρ is p-adic analytic if it lies in GLr(Qp), because in this case it is already
defined over a finite field extension K ⊇ Qp, see for example [KS99], Remark 9.0.7,
and GLr(K) is a p-adic analytic group. In the sequel we will show that for certain
polystable vector bundles E as above this is in fact also necessary for GρE to be a
p-adic analytic group. To achieve this goal, we have to take a closer look at the Lie
algebra of GρE .
A pro-p group U of finite rank is called uniform if every powerful open subgroup
H ⊆ U satisfies d(H) = d(U). From now on U always denotes a uniform pro-p
group. We will briefly describe how to attach a Lie algebra to U , see for example
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[DdSMS91]. Consider the Qp-algebra A := Qp[U ]. It carries a norm which is
compatible with the topologies of Qp and U , i.e. ||λa|| ≤ |λ| · ||a|| for λ ∈ Qp
and a ∈ A and ||g − 1|| ≤ p−n for g ∈ Un, n ≥ 1 (see [DdSMS91], page 158 and
Definition 8.12). Let Aˆ be its completion with respect to this norm. Furthermore,
we define
Aˆ0 = {x ∈ Aˆ ; ||x|| ≤ p
−1} for p 6= 2
Aˆ0 = {x ∈ Aˆ ; ||x|| ≤ 2
−2} for p = 2
The series log(1+x) :=
∑∞
n=1(−1)
n+1 xn
n
and exp(x) :=
∑∞
n=0
xn
n! are defined on all
of Aˆ0 and are inverse to each other. The natural Lie bracket [x, y] := xy−yx gives a
Lie algebra structure on Aˆ, and one has (U − 1) ⊆ Aˆ0 for p > 2 resp. (U2− 1) ⊆ Aˆ0
for p = 2. Define Λ := log(U) for p 6= 2 resp. Λ := log(U2) for p = 2, which are
Zp-Lie subalgebras of Aˆ, see [DdSMS91], Corollary 8.15.
Now let G be a p-adic analytic group. It contains a uniform pro-p group U (see
[DdSMS91], Theorem 3.13), and one defines the Lie algebra g := Qp Zp Λ(U).
One can show that this definition is independent from a choice of the uniform
subgroup U . If f : G → G′ is a morphism of p-adic analytic groups and U ′ ⊆ G′
an open, uniform subgroup, one finds an open, uniform subgroup U ⊆ f−1(U ′).
The restriction of the morphism f |U : U → U
′ induces a morphism of Lie algebras
f∗ : Aˆ0(U) → Aˆ0(U
′) that restricts to a morphism Λ(U) → Λ(U ′). Finally, the
Qp-linear continuation f
∗ : g(U)→ g(U ′) gives a full, essentially surjective functor
from the category of p-adic analytic groups to the category of finite-dimensional
Qp-Lie algebras. For U0 := ker(GLr(o) → GLr(o/p
1
p−1 )) there is the following
lemma.
Lemma 6.8. Let G →֒ U0 ⊂ GLr(o) be a continuous and faithful representation.
The p-adic logarithm logp : U0 →֒ Mr(Cp) induces an isomorphism of Zp-Lie alge-
bras Λ
∼
→ logp(G).
Proof. Consider the diagram
G ⊂ Aˆ0
log //
logp

Aˆ0
exp
oo
Mr(Cp).
Since the p-adic logarithm logp on U0 coincides with log on Aˆ0 and since the Lie
bracket on Mr(Cp) coincides with that on Aˆ0, one sees at once that
Λ
exp
−→ G
log
p
−→ Mr(Cp)
gives an isomorphism of Lie algebras Λ
∼
→ logpG ⊆Mr(Cp). 
Now let ρ : G → GL(V ) be as above a continuous, faithful representation of
a p-adic analytic group G and let V be a finite-dimensional vector space. We
will describe how the Lie algebras of G and its Zariski closure G are related. For
this, let g and g be the Lie algebras of G and G. The Lie algebra g contains a
maximal solvable ideal r(g), the radical of g, and the quotient gss := g/r(g) is
a semisimple Lie algebra. With Lemma 6.8 we obtain a faithful representation
g →֒ EndCp(V )
∼= Mr(Cp). We denote by g(Cp) the Cp-linear continuation of g in
EndCp(V ) and show that one gets embeddings r(g) →֒ r(g(Cp)) and g
ss →֒ g(Cp)
ss.
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Consider the short exact sequence of Lie algebras that arises from tensoring with
Cp: 0→ r(g  Cp)→ g  Cp → (g  Cp)
ss → 0. It follows from [Bou71], Chapitre
I, §5.6 that r(g  Cp) = r(g)  Cp and hence (g  Cp)
ss = gss  Cp. The image
of r(g)  Cp in g(Cp) is a solvable subalgebra and even an ideal because of the
surjection gCp → g(Cp). Hence the radical of gCp is mapped onto the radical
of g(Cp) and we find g ∩ r(g(Cp)) ⊇ r(g). Since this intersection is a solvable ideal
in g, this yields
g ∩ r(g(Cp)) = r(g).(1)
Hence r(g)  Cp → r(g(Cp)) is surjective and we obtain the commutative diagram
with exact rows
(2) 0 // r(g)  Cp //

g  Cp //

gss  Cp //

0
0 // r(g(Cp)) // g(Cp) // g(Cp)ss // 0.
The surjectivity of the right vertical morphism follows at once from the surjectivity
of the middle one. There also is the commutative diagram with exact rows and
injective vertical morphisms
(3) 0 // r(g) // _

g // _

gss // _

0
0 // r(g(Cp)) // g(Cp) // g(Cp)ss // 0.
The injectivity on the right follows again from (1).
Corollary 6.9. The Lie algebra g is solvable resp. semisimple if and only if g(Cp)
is solvable resp. semisimple.
Proof. Both assertions follow at once from the commutative diagrams above. 
For a subset M ⊆ EndCp(V ) we denote by a(M) the smallest algebraic Lie
algebra containing M . Obviously the Lie algebra of the algebraic group G equals
a(g) with inclusions g ⊆ g(Cp) ⊆ a(g) = g.
Proposition 6.10. Let ρ as above be a semisimple representation of rank ≥ 2 with
trivial determinant. Then g ⊆ g(Cp) = a(g) = g.
Proof. The condition implies that the g-module V is semisimple with vanishing
trace, hence this also holds for V considered as g(Cp)-module. So the Lie algebra
g(Cp) has to be semisimple as well. Due to [Bor91], Corollary 7.9, the derived
Lie algebra [g(Cp), g(Cp)] is algebraic. But since g(Cp) is semisimple, we have
[g(Cp), g(Cp)] = g(Cp). Hence a(g) = g(Cp). 
Applying this for polystable vector bundlesE with potentially strongly semistable
reduction, assuming that the image GρE is p-adic analytic, and denoting the Lie
algebra of GρE with g and the Lie algebra of the algebraic monodromy group GE
with gE , we obtain the result:
Corollary 6.11. Let E be a polystable vector bundle with potentially strongly
semistable reduction of degree 0 and rank ≥ 2, with trivial determinant bundle and
such that the associated representation ρE is semisimple and has a p-adic analytic
image. Then g ⊆ g(Cp) = a(g) = gE . Furthermore, the Lie algebra g is semisimple
and gE is a direct summand of gCp := g  Cp.
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Proof. It follows from Proposition 3.6 and 3.9 that GE is a semisimple algebraic
group and that its Lie algebra is the smallest algebraic Lie algebra containing g.
The first assertion can be derived from Proposition 6.10, and due to Corollary 6.9
the Lie algebra g is semisimple, and so is gCp with a surjection gCp → g(Cp). 
We want to answer the question under which conditions the image GρE is al-
gebraic, i.e. such that there exists a change of basis of Ex with GρE ⊂ GLr(Qp).
Recall that GρE is a p-adic analytic group in this case. Consider a semisimple Qp-
Lie algebra g and fix a Cartan subalgebra h of g. There is a finite field extension
L ⊇ Qp such that gL is split, that is the endomorphisms adgL(h) are simultaneously
diagonalizable for all h ∈ hL. If the Qp-Lie algebra g is embedded into EndCp(V ),
we again denote by g(L) for L ⊇ Qp the L-Lie algebra in EndCp(V ) generated by
g, which again is a split semisimple Lie algebra. This endowes V with an action of
g(L), and the associated g(L) L Cp-module V is defined by a highest dominant
weight λ. But g(L) and g(L) L Cp have the same root system, and the weight λ
also corresponds to a g(L)-action on some L-vector space W . In particular, there
is a g(L)-equivariant isomorphism V ∼=W L Cp. Hence there is a change of basis
of V such that the representation g →֒ EndCp(V ) is already defined over L. This
gives the following result, where we call the group G ⊂ GLr(Cp) virtually algebraic
if it contains an open subgroup which lies after a change of basis in GLr(Qp).
Theorem 6.12. Let V be a Cp-vector space and let ρ : G → GL(V ) be a contin-
uous, semisimple and faithful representation of a compact and topologically finitely
generated group G, with dim(V ) ≥ 2. Furthermore, let detn(ρ) be trivial for some
n ∈ N. The group G is virtually algebraic if and only if G is a p-adic analytic
group.
Proof. We already mentioned above that the groupG is p-adic analytic if it contains
an open subgroup H defined over Qp. To show the converse, first recall that the
Lie algebra g(Cp) ⊆ EndCp(V ) is semisimple under the conditions of the theorem.
By Corollary 6.9 and the considerations above we then find a finite field extension
L ⊇ Qp such that g(L) is a split semisimple Lie algebra, hence the embedding
g(L) ⊆ EndCp(V ) is already defined over the field L. The p-adic logarithm is a
continuous and bijective map from an sufficiently small open, uniform subgroup H
of G onto the Zp-Lie algebra Λ(H), with g = Λ(H)Qp, see Lemma 6.8. We find
that H ⊆ GL(V ) is also defined over L, since the valuation on L is complete and
hence exp(Λ(H)) ⊆ GLr(L). 
Corollary 6.13. Under the conditions of Corollary 6.11, GρE is virtually algebraic
if and only if GρE is p-adic analytic.
Here GρE being virtually algebraic is equivalent to the existence of a finite e´tale
covering f : Y → X such that Gρf∗E is defined over Qp. If we again assume that
GρE is a p-adic analytic group, we will show, using Theorem 2.9, that its Lie algebra
carries a continuous representation of the absolute Galois-group GalK and explain
some cases where one can describe this action in more detail.
Proposition 6.14. Let E be a vector bundle with potentially strongly semistable
reduction of degree 0. Assume that the associated representation ρE : π1(X, x) →
GL(Ex) has a p-adic analytic image. For all σ ∈ GalQp the continuous isomorphism
Cσ : GL(Ex)
∼
−→ GL(σEx) induces an isomorphism
σ∗ : GρE
∼
−→ GρσE
of p-adic analytic groups. If X, x ∈ X and E are already defined over K, one in
particular obtains for all σ ∈ GalK an automorphism
σ∗ : GρE
∼
−→ GρE
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of p-adic analytic groups.
Proof. By Theorem 2.9 we get a commutative diagram
π1(X, x)
ρE //
≀ σ∗

GL(Ex)
≀ σ∗

π1(
σX, σx)
ρσE // GL(σEx).
One easily sees that the continuous morphism σ∗ : GL(Ex)
∼
→ GL(σEx) restricts to a
continuous isomorphism σ∗ : GρE
∼
→ GρσE of groups, which follows at once from the
functoriality of σ∗. Due to [DdSMS91], Theorem 10.5, every continuous morphism
of p-adic groups is analytic. By Corollary 2.10 one gets the second assertion. 
Let us denote by gρE resp. gρσE the Lie algebras of GρE resp. GρσE . The mor-
phism σ∗ : GρE → GρσE defines a morphism of Lie algebras σ∗ : gρE → gρσE . After
a change of basis of the Cp-vector space Ex we may assume that GρE lies in GLr(o).
Since the p-adic logarithm logp : GLr(o)→ Mr(Cp) commutes with the Galois ac-
tions, Lemma 6.8 implies that gρE and gρσE lie in Mr(Cp) and that σ∗ : gρE → gρσE
is the morphism A 7→ σ(A) for a matrix A ∈ gρE ⊆ Mr(Cp). Since the morphism
GalQp×Mr(Cp)→Mr(Cp), (σ,A) 7→ σ(A) is continuous, one obtains a continuous
map GalQp → Iso(gρE , gρσE ).
Corollary 6.15. There is a continuous map
GalQp −→ Iso(gρE , gρσE ).
If X, x ∈ X and E are already defined over K ⊇ Qp, one obtains a continuous
representation
GalK −→ Aut(gρE ).
Let us from now on assume that all conditions of Proposition 6.14 are fulfilled
and that further X , x ∈ X and E are defined over some field extension K ⊇ Qp.
The GalK-equivariant embedding g →֒ EndCp(V ) implies that the upper exact row
in diagram (3) consists of GalK-modules. In fact, the Galois group GalK acts on
the radical r(g) because σ ∈ GalK is an automorphism of the Lie algebra g and
it maps r(g) again onto some maximal solvable ideal. But since the radical is
the unique maximal solvable ideal of g, see [Bou75], Chapitre I, page 63, we find
that σ(r(g)) = r(g). The lower exact row of diagram (3) then consists of semilin-
ear GalK-representations, where a finite-dimensional Cp-vector space V is called a
semilinear GalK-representation if there is a continuous morphism GalK × V → V
such that for all σ ∈ GalK we have σ(λv) = σ(λ)σ(v) for all λ ∈ Cp, v ∈ V , and
σ(v1 + v2) = σ(v1) + σ(v2) for all v1, v2 ∈ V . Furthermore, all vertical embeddings
are GalK-equivariant. With the same reasoning one sees that diagram (2) is a com-
mutative diagram of semilinear GalK-modules and GalK-equivariant morphisms.
A semilinear GalK-representation V is of Hodge-Tate type if there exists a basis
v1, . . . , vn of V with σ(vk) = χ(σ)
ikvk for ik ∈ Z and all σ ∈ GalK , where χ :
GK → Z
∗
p denotes the cyclotomic character, see e.g. [Ser79]. The integers ik are
called the Hodge-Tate weights of this representation.
We will need the following Lemma.
Lemma 6.16. Let g →֒ EndCp(V ) be a semisimple Lie algebra over Qp and let
L ⊇ Qp be a field extension such that g  L is split semisimple. Then g(L) is a
complete L-lattice in g(Cp), i.e. g(L)L Cp = g(Cp).
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Proof. Consider the surjective morphism gL→ g(L). Hence g(L) ⊂ EndCp(V ) is
a split semisimple Lie algebra over L. Let g(L) = g1 · · ·gn with split simple Lie
algebras gi. These are totally simple due to [Bou75], Chapitre VIII, §3.2, Corollaire
2, i.e. giLCp is also simple. Let us assume that the map g(L)LCp → gCp has a
nontrivial kernel. Without restriction of generality we have g1Cp∩g2Cp 6= {0}
in EndCp(V ), and it follows that g1  Cp ⊆ g2  Cp since both are simple Lie
algebras. Furthermore, we have [g1, g2] = {0}, hence [g1  Cp, g2  Cp] = {0}.
Then
g1 = [g1, g1] ⊆ [g1  Cp, g1  Cp] ⊆ [g1  Cp, g2  Cp] = {0},
which is a contradiction, so the kernel of this map has to be trivial. 
Proposition 6.17. For the GalK-modules gρE in Corollary 6.15 the following
holds:
(1) If gρE is abelian, then there exists a finite e´tale covering Y → X and
a surjective morphism TpJ Zp Qp −→ gρE of Galois-modules, where J
denotes the Jacobian of the curve Y . In particular, gρE QpCp is of Hodge-
Tate type with the only possible Hodge-Tate weights 0 und 1.
(2) If gρE is a split semisimple Lie algebra with splitting field L ⊇ Qp, and
if M is the smallest field containing K and L, then the semilinear GalM -
representation gρE ,L L Cp is of Hodge-Tate type with weight 0.
Proof. (1) Let H ⊆ GρE be an open, uniform pro-p subgroup. Then there
is a finite e´tale covering Y → X with a GalK-equivariant and surjective
morphism π1(Y, y)→ H . SinceH is abelian, this morphism factors through
πab1 (Y, y)→ H . If J denotes the Jacobian variety of the curve Y and TJ its
Tate module, then there is a GalK-equivariant isomorphism TJ ∼= π
ab
1 (Y, y)
(see [Mil86] Proposition 9.1), and since H is a pro-p group, one gets a
surjection TpJ → H. If we consider the free Zp-module TpJ as an abelian
pro-p group, we get a GalK-equivariant surjective morphism between the
Lie algebras g(TpJ) = TpJ  Qp → g(H) = gρE . Finally, by [Ser67] we
know that TpJ is of Hodge-Tate type with weights 0 and 1, so its quotient
gρE also possesses at most the weights 0 and 1.
(2) By Lemma 6.16, after tensoring with Cp the GalM -module gρE ,L equals the
semilinear GalK-module gρE ,Cp ⊆ EndCp(Ex). Now EndCp(Ex)
∼= Mr(Cp)
is the trivial semilinear module, hence of Hodge-Tate type with weights 0,
and the claim for the semilinear submodule gρE ,Cp follows at once.

We will give a description of the Galois actions occuring in Proposition 6.17.
We denote by ψ(IK) the Zariski closure of the image of the inertia group IK of
GalK with respect to the representation ψ : GK → Aut(gρE ). J. P. Serre proved in
[Ser79] that the p-adic analytic group ψ(IK) is open in ψ(IK), i.e. its Lie algebra
is algebraic. Furthermore, for semilinear modules as in Proposition 6.17.1, if the
representation GalK → Aut(gρE ) is semisimple, the irreducible root systems of
ψ(IK)
0
can only be the classical ones of type A,B,C or D. For an irreducible
GalK-module of odd dimension the root system even has to be of type A (see,
[Ser79], The´ore`me 7). If the semilinear GalK-module is of Hodge-Tate type with
weights 0, we can describe the GalK action using the work of S. Sen. Assume that
the semisimple Lie algebra in Proposition 6.17.2 splits already over Qp. Then ψ(IK)
is finite, hence there is a finite field extension L ⊇ K such that the inertia group of
GL acts trivially on GρE , see [Sen81], Theorem 11.
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