The 'Signal plus Noise' model for nonparametric regression can be extended to the case of observations taken at the vertices of a graph. This model includes many familiar regression problems. This article discusses the use of the edges of a graph to measure roughness in penalized regression.
INTRODUCTION
There are a number of statistical models that contain some sort of graphical structure. Examples include image analysis, disease risk mapping and discrete spatial variation. We focus on those for which penalized regression is appropriate, and can be thought of in terms of the 'signal + noise' framework.
We consider the regression of a continuous response variable on one or more explanatory variables. Often there is some sort of graphical structure in and between the observations, or some obvious neighboring scheme that gives rise to a graph.
We think of the locations of the observations as the vertices of the graph. The edges may be suggested by the neighboring scheme or by explanatory observations, if they exist. We will see some examples in this section.
A model for data on the graph (V, E), which has vertices in the set V and edges in the set E, is Data = Signal + Noise
The noise terms, z i , are usually assumed to be independent realizations of a random variable with zero mean and unit variance. Under this model regression on a graph involves estimating the underlying signal values f i , based on the observations y i , at all vertices i in the set V. We assume that f describes a smooth function on the graph, e.g. (i,j)∈E |f j − f i | is small. Hence we use the edges to measure the complexity of the estimate. Regression on this graph involves estimating the underlying signal image, which is displayed in the right-hand image.
In this article we discuss penalized regression on the graph (V, E) and the estimate that minimizes Q(f ) := 1 2 i∈V w i (f i − y i ) 2 + (i,j)∈E λ i,j |f j − f i | for appropriate weights w i ≥ 0, for i ∈ V, and smoothing parameters λ i,j > 0, for (i, j) ∈ E. This is the sum of a term that penalizes distance from the data plus a term that penalizes roughness. The first term is the distance from the data, measured at every vertex in the L 2 norm. The second term is the weighted sum of roughness at every edge, measured in the L 1 norm. Our model allows for a different weight or smoothing parameter at each vertex and each edge.
Although it is usual, in graph theory, to denote the edges by unordered pairs, we will treat E as a set of ordered pairs for convenience of notation. This does not mean that (V, E) is a directed graph, since the ordering can be completely arbitrary. We do, however, consider there to be at most one edge that joins any pair of vertices. This is because it makes no sense to split the penalty between two vertices over more than one edge. 
k=1 w ik and observations
This includes the special case where n i = 0, which might happen if there are missing observations, or vertices at which we wish to predict the response. Therefore vertices without observations are given zero weight and the minimization of Q(f ) provides an estimate at all vertices that have observations and a prediction at all vertices that do not.
Motivating examples
As a first motivating example, we consider the problem of nonparametric regression between two continuous variables. Suppose we have response observations y 1 , . . . , y n taken at strictly ordered design points. There is a natural neighboring structure: the first observation is adjacent to the second, the second next to the third, and so on. Hence a natural graphical structure is given by (V 2 , E 2 ), where
The minimization of Q(f ) provides an estimate of f i at every observation. If we let w i = 1 for all i ∈ V 2 and use the convenient shorthand λ i = λ i,i+1 , then
and the roughness penalty is the weighted total variation of the estimate.
Total variation can be extended to higher dimensions to tackle, for example, image analysis. An image can be thought of as an n 1 × n 2 grid of pixels, with observations at each pixel. Then the set of vertices of the graph is the set of pixels
There are a number of neighboring structures in use in image analysis. The simplest is the 4-neighborhood (Winkler 2003, p. 57) in which a pixel has neighbors immediately above, below, to the left and to the right. This neighboring scheme suggests the set of edges
Figure 1 shows a picture of this graph. Using (V 4 , E 4 ), we can find a denoised image by minimising Q(f ). Now the roughness penalty is a measure of the total variation in the horizontal direction plus the total variation in the vertical direction. Mammen and van de Geer (1997) first discussed the estimator obtained by minimising (1) where λ is a global smoothing parameter. Some authors have allowed the smoothing parameters to differ. For example Davies and Kovac (2001) alter them during their local squeezing procedure. There are fast algorithms that find the solution to this specific minimization problem, in particular the taut string algorithm of Davies and Kovac (2001) , which has O(n) computational complexity.
Review of existing methods
The estimator that minimizes (1), in which error is measured in the L 2 norm and roughness in the L 1 norm, is a nonparametric version of the lasso (least absolute shrinkage and selection operator) estimator (Tibshirani 1996 All of the methods above require the selection of a smoothing parameter. In the case of minimizing Q(f ) this means choosing w i for i ∈ V and λ i,j for (i, j) ∈ E, but simpler estimators may have only one smoothing parameter. There are many different automatic ways to choose the smoothing parameter, including cross-validation and the multiresolution criterion (Davies and Kovac, 2001) . In Section 4.1 we describe an automatic choice attributed to Rudin, Osher and Fatemi (1992) .
In the context of Bayesian statistics, Besag, Green, Higdon and Mengersen (1995) examine pairwise interaction Markov random fields, which describe a prior distribution on the edges of an undirected graph. The special case of an L 1 prior was discussed by Besag (1989) Our algorithm is based on ideas similar to active set methods, which features in a number of algorithms, including that of Goldfarb and Idnani (1983) .
OPTIMIZATION ALGORITHM
In Theorem 1 below we give necessary and sufficient conditions for f to minimize Q(f ) and in Subsection 2.2 we present a fast algorithm for finding such a minimizer.
The minimum exists because Q(f ), as a sum of convex functions, is convex itself although not necessarily strictly convex. Therefore any local minimum of Q(f ) will be a global minimum, and the set of all global minima will be a convex set.
In the important case where all the weights w i are strictly positive a unique global minimum exists, because Q(f ) is strictly convex.
Sufficient condition for minimization
The solution to the minimization problem is characterized by regions of constant value, that is, sets of neighboring vertices that share the same value of f . We define such regions by use of a special active set of edges, indexed by A. This consists of
unlike the definition of active set used in many optimization algorithms, there can still be edges
We will denote by R(k) the entire region of constant value that contains the vertex k. More formally let
We will also denote by A(k) that subset of the active set that holds the region 
This feature is crucial as it allows the region R(k) to be split into two subregions by removing just one edge (I, J) from A(k). We will denote these two subregions by R(I, J) and R(J, I), where
We associate with the (sub)region R(a) (where a = k or a = I, J) the quantities 
Theorem 1 A fit f minimizes Q(f ) if and only if there are values c i,j and a set of edges
and
A proof is given in the Appendix. These conditions can be shown to be similar to the taut string of Davies and Kovac (2001) . When the graph is (V 2 , E 2 ) the condition (5) describes a tube and (4) describes a string threaded through the tube and pulled taut (Mammen and van de Geer 1997).
Algorithm
The algorithm that we describe below can be considered to search for the graph (V, A) and vector c described in Theorem 1, and hence the minimizer f of Q(f ).
To explain it fully we must define the working objective function
which is parameterized by c. A slightly modified version of Theorem 1 says that for f to minimize Q(f ; c) we must have
(3) and (4) must hold, and
During the course of the algorithm, the current value of f will always minimize Q(f ; c). The algorithm changes c until (2), a stronger version of (6), is satisfied.
When this occurs (7) becomes equivalent to (5) and the value of f that minimizes Q(f ; c) will also minimize Q(f ). This event will occur in a finite time, as stated by Theorem 2 below, which is proven in the Appendix.
Theorem 2
The algorithm described below will terminate in a finite time, and find a minimizer of Q(f ), for any graph, data, weights and smoothing parameters.
Step
, so set f = y as this is a minimizer. Let A be empty.
Step 1 Choose an edge for which (2) is not satisfied, i.e. choose an edge (k,
The current value of f minimizes Q( · ; c).
Step 1.1 For every possible change to the active set (listed in Subsections 2.2.1-4; no change, merging, amalgamation, splitting) calculate the corresponding step sizes δf k and δf l .
Step 1.2 Choose the event for which |δf k | and |δf l | are both smallest. Let
and Δf i = 0 otherwise,
At this moment f + δf minimizes Q( · ; c + δc).
Step 1 
Now f minimizes Q( · ; c).
Repeat Steps 1.1-3 until |c k,l | = 1. This means that (2) is satisfied for (k, l), and will remain satisfied for this edge.
Repeat
Step 1 until there is no such edge. Now (2) is fully satisfied, and we have
Our algorithm gradually increases the penalty on each edge. As c k,l changes, the penalty on the edge (k, l) increases, so we must reduce |f l − f k | in order to move to the minimum of Q( · ; c + δc). This change must take place within the constraints of the active set. Therefore we alter f k and f l uniformly on the whole of the regions R(k) and R(l).
As the regions move closer together there may need to be changes to the active set. To make sure that these changes happen we increase the penalty on (k, l) in small steps. We alter f and c only enough to trigger the first change in the active set. We describe the possible changes below, giving the associated values of δf k and δf l and conditions for each event to be possible. The Appendix contains proofs of these values.
No change to active set
There may be no disruption necessary to the active set before c k, 
Merging of the two regions
Before we reach the target value of c k,l = sign(f l − f k ), the regions R(k) and R(l) might meet each other in value. This would mean that |f l − f k | can be decreased no further. The changes in f k and f l are
Since we now have f k = f l we merge the two regions R(k) and R(l) by adding (k, l) to the active set. If there are other edges that join R(k) and R(l), then they will not be added to A, even though they share the same value of f . This will ensure that the graph (V, A) remains acyclic.
Amalgamation of a neighboring region
Before we reach the minimizer of Q( · ; c + δc), the value of f in the region R(k) may meet the value in a neighboring region that is not R(l). More formally there may be a vertex i ∈ R(k) and K / ∈ R(k) ∪ R(l) for which c i,K = 0 or c K,i = 0, and
This event is only possible if
The changes to f associated with this event are
We now have f i = f K and if we proceed to alter f we may break the constraint
− sign(δf k ), we add this edge to the active set. This will amalgamate the region
If there are other edges that join R(k) and R(K) then they will not be added to A. This ensures that the graph (V, A) remains acyclic. Of course a similar amalgamation might occur with a neighbor of R(l).
Splitting a region
Before arriving at the minimizer of Q( · ; c + δc) we must test whether an edge 
with + for k ∈ R(J, I) and − for k ∈ R(I, J). The corresponding values for
(I, J) ∈ A(l) are obtained by swapping k and l.
COMPUTATIONAL COMPLEXITY
We now discuss the computational complexity of our algorithm in the setting of image analysis, in which the graph, (V 4 , E 4 ), is planar. For the sake of simplicity we consider a square image, letting V 4 be an η × η grid of vertices. We are interested in the computational complexity in terms of the number of observations n = η 2 .
Suppose we were to use a generic active set method, such as that of Goldfarb and Idnani (1983) , to minimize Q(f ; c) subject to (2). This would be very computationally expensive, mainly because we may need to try all possible combinations of c in {−1, 1} 2n−2n 1/2 , which leads to exponential complexity. Our algorithm does not do this, and has polynomial complexity in the number of edges, even for nonplanar graphs.
We can reduce the computational complexity even further by working with small sub-images that gradually increase in size. We control the order in which the edge constraints (2) are satisfied in order to keep |R(k)| and |R(l)| as small as possible. Here we describe an implementation of our algorithm in which the maximum size of a region grows dyadically. For the sake of simplicity we will consider η to be an integer power of 2. It is easy to adapt this method for other values of η, and for non-square images.
The edge constraints are satisfied in stages, there being log 2 η stages in total.
At stage p we consider those edges in the set
The effect is that as the edges are considered the graph of satisfied edges grows dyadically. At the first stage the graph looks like pairs of vertices, followed by squares of 2 × 2 vertices. At the second stage the graph looks like connected rectangles of 2 × 4 vertices, followed by squares of 4 × 4 vertices. The process continues until all edges are satisfied and the whole η × η image is connected.
The advantage of this implementation is that our algorithm will never allow an edge (k, l) in the active set if c k,l = 0. Therefore R(k) and R(l) can never be larger than the rectangle connected by satisfied edges that contains k and l. (7) at every edge in A(k) and A(l). Figure 2 shows, on the left, a noisy image that was used as an example by Polzehl and Spokoiny (2000) . This example demonstrates the use of our algorithm in the case where the graph is (V 4 , E 4 ), which is suggested by the 4-neighborhood. This particular image exhibits areas of solid colour, with sharp discontinuities between them, as is typical of many images (Polzehl and Spokoiny 2003) . Our algorithm works well on this kind of image, because the areas of solid colour can be represented by regions of constant value.
Since (R(k), A(k)) and (R(l), A(l)) are connected, acyclic graphs, there will only be |R(k)| − 1 and |R(l)| − 1 edges to check. Therefore the complexity of Steps

1.1-3 is O(|R(k)| + |R(l)|). We know that |R(k)| and |R(l)|
η 2 2 −p 2 2p 2 2p ⎞ ⎠ = O(η 5 ) = O(n 5/2 ).
EXAMPLES
Image analysis
There are many proposed methods for choosing the smoothing parameters.
As, at this point, we are only interested in demonstrating our algorithm, we have employed a simple method suggested by Rudin, Osher and Fatemi (1992) . It uses a global smoothing parameter, λ, and is based around an estimate of the global variance, σ 2 . Of course our algorithm allows different smoothing parameters at every edge, so we can make use of more elaborate methods if we wish.
In order to find the simplest image for which the residuals behave as expected, we increase λ until i∈V 4 (f i − y i ) 2 =σ 2 |V 4 |. According to Chambolle (2004) this value of λ will always exist. Of course we require an estimate of σ 2 that is independent of the residuals. We can use, for example, one similar to that proposed by Davies and Kovac (2001) :
In Table 1 
Irregularly-spaced data
We compare our algorithm to some other regression methods in a simulation experiment. In each simulation we generated 1000 points uniformly on [0, 1] 2 and connected them via the Delaunay triangulation. At each of these points we calculated a value from one of the following functions
To each of these values we added Gaussian noise with zero mean and standard deviation 0.05, to make 1000 noisy response observations. We then removed half the observations at random to simulate 500 missing values.
In Table 2 we examine the performance of our estimate, with global smoothing parameter selected by the same automatic method as the image analysis example.
As there are missing values and hence vertices with zero weight, the minimizer of Q(f ) is not unique. Therefore we let the estimate at every missing value equal the mean of the estimate at neighboring values. This can be thought of as the limit of a nonparametric elastic net estimator (Zou and Hastie 2005) as the L 2 smoothing parameter tends to zero. Since we are interested in judging the performance in terms of both prediction and estimation, Table 2 reports the average, over 100 simulations, mean square error MSE = 1 1000
2 . Davies and Kovac (2001) mention a mean correction that we have also applied to our estimator.
Wavelet thresholding 5193 3462
Gaussian kernel estimate 3650 2371
Minimizer of Q(f ) 2896 1696
Adaptive weights smoothing 1907 4762
Clean image 0 3787 Table 1 : Performance measurements for estimates of the image in Figure 2 .
It typically results in a decrease in MSE. We have compared our estimator with the graph-based regularization method of Belkin et al. (2004) , which uses an L 2 penalty term for roughness, and with a kernel estimator (Nadaraya, 1964) . These competing methods had smoothing parameter and bandwidth chosen by 10-fold cross-validation and also chosen to minimize the average MSE. The kernel estimator performs very well when compared to the graph-based estimators. This is to be expected since the kernel estimator knows the distance between observations, not just their neighbors. To demonstrate how our algorithm performs when these distances are known, we let the smoothing parameter at each edge be proportional to the reciprocal of the length of that edge. The last section of A further advantage of using the L 1 roughness penalty over the L 2 roughness penalty and kernel smoothing is qualitative. Figure 3 shows the estimated surfaces from one simulation. When the L 2 norm is used as a roughness penalty, very small smoothing parameters are required to minimize the MSE. Hence the L 2 roughness penalty estimate exhibits many additional bumps in locations where the true function is flat. This is also a problem for the kernel estimator. However the minimizer of Q(f ) produces much simpler functions, without these extra bumps.
There are large regions of constant value where the true functions are flat, so the estimate is also flat in these locations.
Classification
If the response observations are binary then a straightforward argument shows that the minimizer of Q(f ) provides an estimate for penalized logistic regression, and hence can be used for classification (Dümbgen and Kovac 2009 We demonstrate our algorithm on the Ionosphere dataset (Frank and Asuncion 2010) , which consists of 341 observations of a binary class label and 34 explanatory variables. We constructed a non-planar graph in which each vertex is connected to its 6 nearest neighbors in the 34 dimensional space. This graph was used to demonstrate the L 2 penalty method of Belkin et. al (2004) and we will compare our method with this, and the label spreading method of Zhou et. al (2004) .
We performed 100 simulations each for probabilities of missingness between 0.1 and 0.9. Figure 3 shows the test error for the three methods at different probabilities of missing. The L 2 penalty method and label spreading have both been
given the smoothing parameter that minimizes the test error. However the results of our algorithm are based on a crude automatic method of choosing the largest smoothing parameter that gives 5% training error. Our algorithm, with L 1 roughness penalty, shows an improvement over the method with L 2 roughness penalty and also performs quite well when compared with label spreading, which is better than both regression-based methods when there are lots of missing observations.
SUPPLEMENTAL MATERIALS
Appendix: This appendix contains proofs of all the theorems above, and also proofs of the values of associated with the events described in Subsection 2.2. Computer Code: This R and C code will implement our algorithm for all of the examples discussed above.
A APPENDIX: PROOFS
A.1 Proof of Theorem 1
First we show that (4), (6) and (7) are sufficient for f to minimize Q(f ; c). Sufficiency for Q(f ) easily follows when (2) also holds.
The problem of minimising Q(f ; c) can be posed as a constrained optimization problem with objective function
The Karush-Kuhn-Tucker conditions (see for example Bazaraa, Sherali and Shetty 1993, chap. 4) give a sufficient condition for f and v to be a solution. We require the existence of Lagrange multipliers μ i,j ≥ 0 and
the non-negativity requirements on μ i,j and μ i,j imply 0 ≤ μ i,j ≤ 2.
Now suppose there exists an active set A such that (V, A) is acyclic, and (4) and (7) 
A.2 Alterations of the active set
In this subsection we prove the different values of δf k , δf l and δc k,l associated with the events described in Subsection 2.2.
The condition (4) tells us that u k f k = m k and u l f l = m l , and also u k (f k +δf k ) = m k + δc k,l λ k,l and u l (f l + δf l ) = m l − δc k,l λ k,l . Combining these equations we see that we must have 
A.2.2 Merging of the two regions
The two regions R(k) and R(l) will merge when f k + δf k = f l + δf l . Provided that u k > 0 and u l > 0, combining the above equation with (A.2) and (A.3) gives (8).
If u k = u l = 0 then we can set f k = f l equal to any value that we choose, such as the mean and median value (f k + f l )/2.
A.2.3 Amalgamation of a neighboring region
Given a suitable vertex K, the two regions R(k) and R(K) will amalgamate when f k + δf k = f K . When u l > 0 the values in (9) follow immediately from (A.2) and
