state-of-the-art results are obtained.
Introduction
is to ensure that no discriminative information is filtered out during feature 21 extraction, which in some sense is integrated into the recognition model.
In (Giménez et al., 2010) , we improved our basic approach by using a sliding repositioning is expected to have more influence on recognition results than 43 horizontal repositioning, we have studied both separately and in conjunction, 44 so as to confirm this expectation.
45
In (Giménez et al., 2014b ), the repositioning techniques described above In what follows, we first review BHMMs (Sec. 2). Then, we describe 58 the approach through which we are achieving the best results: windowed 
Bernoulli HMMs

65
Let O = (o 1 , . . . , o T ) be a sequence of feature vectors. An HMM is a 66 probability (density) function of the form: 
where o td is the d-th bit of o t , π jk is the prior of the k-th mixture component 77 in state j, and p jkd is the probability that this component assigns to o td to 78 be 1.
79
As discussed in the introduction, BHMMs at global (line or word) level lated, using embedded HMMs for its symbols, as:
where the sum is carried out over all possible segmentations of O into L 88 segments, that is, all sequences of indices i 1 , . . . , i L+1 such that 
125
It is helpful to observe the effect of repositioning with real data. where C is the total number of classes and, for each class c = 1, . . . , C,
135
P (c) is its prior probability and P (O | c) is the class-conditional probability
136
(density) for O to come from class c.
137
Class priors and class-conditional probability (density) functions are usu-
138
ally estimated from a set of training observations. The conventional approach 139 to estimate class priors is simply to compute their relative frequencies from 140 the training set. However, the estimation of class-conditional probability
141
(density) functions is more involved and depends on the type of representa-142 tion space for the observations. Usually, each class-conditional probability in using global (word) models defined in terms of local (subword) models.
164
This is the approach followed in this work. Formally, given an observation
165
O of an unknown word, we use Eq. (4) to decide to which word corresponds:
where, for each word w, S w is its sequence of symbols (characters), P (S w ) 167 is its prior probability and P (O | S w , Θ) is the probability for O to be 168 generated from a BHMM for w (Eq. 3). Word priors are modeled with n- 12, 18 and 24 pixels. As indicated above, the first five sets were available 213 to participants for system training, while the sixth set was held-out by the 214 organizers for system comparison in blind mode.
215
In this paper, we could not use the training-test partition used at the 216 ICDAR 2011 competition because the sixth set is not publicly available.
217
Instead, we used the first four sets for training and the fifth set for testing.
218
More precisely, we defined two new protocols: UPVPC1 and UPVPC2. In 219 UPVPC1, 13000 images from the first four sets were randomly drawn (10000 220 for training and 3000 for testing). In UPVPC2, we used the whole first four 221 sets for training and the whole fifth set for testing. In particular, we used 222 2266500 images for training, and 566040 for testing. states for each character, we first Viterbi-segmented all training data using is a CER of 3.2%, using F = 0.5, which is significantly better than the best 281 result obtained above with fixed number of states (3.4%).
282
To complete our experiments with font size 6 data in the UPVPC1 pro-283 tocol, the best recognizer found above was also tested with the four reposi- to the CER achieved with repositioning in both directions (1.2%), and sig-287 nificantly better than those obtained with horizontal and no repositioning 288 (3.2% for both).
289
The experiments described above in this Section were extended to all 290 font sizes. More precisely, for each font size S ∈ {8, 10, 12, 18, 24}, each D ∈ 291 {30, 32, . . . , 50}, W ∈ {1, 3, . . . , 11}, Q ∈ {5, 6, 7} and K ∈ {1, 2, 4, ..., 32},
292
a BHMM-based word recognizer was trained and tested, for each value of
293
GSF ∈ {30, 40, 50}, as described above. Also as above, the best recognizer
294
for each size was then tested with variable number of states (F ∈ {0.3,
295
. . . , 0.7}) and different repositioning techniques (R = {N, V, H, B}; where
296
N=None, V =Vertical, H=Horizontal and B=Both vertical and horizontal).
297
The results obtained were similar to those reported in Fig. 3 for font size 298 6. More precisely, the best error rates were obtained with windows of width 299 W ∈ {7, 9, 11}, K = 32 components, GSF = {40, 50}, variable number of 300 states with F ∈ {0.4, 0.5, 0.6}, and vertical repositioning. For brevity, these 301 error rates are not reported here in detail, as those in Fig. 3 for font size 6.
302
Instead, only a summary of best error rates is reported in probability of its corresponding pixel to be black (white = 0 and black = 1).
313
From these prototypes, it can be seen that the model works as expected, i.e. 
Results using the UPVPC2 protocol
317
The UPVPC1 protocol was used to study the effect on the CER of var- 
345
A first conclusion that can be drawn from window repositioning is used as a preprocessing step.
384
In order to asses that the vertical repositioning is useful for printed Ara- Table 4 .
396
As with the winner of ICDAR 2013 (Table 3) , the results in Table 4 The research leading to these results has received funding from the Eu- 
