The problem of quickest growing dynamic anomaly detection in sensor networks is studied. Initially, the observations at the sensors, which are sampled sequentially by the decision maker, are generated according to a pre-change distribution. As some unknown but deterministic time instant, a dynamic anomaly emerges in the network, affecting a different set of sensors as time progresses. The observations of the affected sensors are generated from a post-change distribution. It is assumed that the number of affected sensors increases with time, and that only the initial and the final size of the anomaly are known by the decision maker. The goal is to detect the emergence of the anomaly as quickly as possible while guaranteeing a sufficiently low frequency of false alarm events. This detection problem is posed as a stochastic optimization problem by using a delay metric that is based on the worst possible path of the anomaly. A detection rule is proposed that is asymptotically optimal as the mean time to false alarm goes to infinity. Finally, numerical results are provided to validate our theoretical analysis.
INTRODUCTION
Quickest change detection (QCD) has beed used to model a wide range of applications in which achieving an accurate real-time estimate of the state of the monitored system is crucial to guarantee its reliability [1] - [7] . The goal in QCD is to detect a change in the distribution of sequentially observed processes as quickly as possible, subject to false alarm constraints. In the classical QCD problem [8, 9] two standard formulations are used i) the minimax setting [10]-- [12] , where the changepoint is considered to be deterministic but unknown and the goal is to minimize a worst-case average detection delay subject to a lower bound on the mean time to false alarm; and ii) the Bayesian setting [13, 14] , where the changepoint is modeled as a random variable with a known distribution, and the goal is to minimize the average detection delay subject to a bound on the probability of false alarm. QCD related problems in the context of sensor networks have been extensively studied in the literature [14] -- [22] . Detailed research has been conducted for the case that an unknown subset of sensors switches to the post-change mode, with the distribution change being persistent at these sensors. In [4] , an asymptotically optimal procedure was proposed for the case of one sensor being affected persistently after the changepoint. In [15] -- [18] , asymptotically optimal procedures were derived for the case that the anomaly affects an unknown subset of sensor network nodes. In [22] , the problem of detecting an anomaly as quickly as possible after it affects more than a pre-defined number of nodes was studied.
Note that all the works on sensor network detection problems mentioned above have a common element: there is a persistent change in the distribution of each affected sensor after it perceives the anomaly. In this work, we consider the problem of detecting anomalies that may affect a different set of sensors each time instant, i.e., the sensors may alternate between the pre-change and the post-change mode. We focus on the case of a dynamic anomaly that grows in size, affecting a larger number of sensors as time progresses before achieving its final size. We study this QCD problem under Lorden's minimax framework [10] . We assume that the locations of the anomalous nodes are unknown and deterministic, and therefore we modify Lorden's delay metric to consider the worstpath of the anomaly with respect to detection delay. Note that, each interval during which the size of the anomaly is stable, but not equal to its final size, can be considered as a transient phase in the sense of [23] -- [25] . The main difference between our work and prior studies in the literature on transient QCD is that in our case the locations of the anomalous nodes are not known, and hence the distribution of the observed data is not completely specified after the change. However, by connecting our problem setting with the results in [23] , we propose a recursive algorithm that we show is asymptotically optimal as the MTFA goes to infinity.
PROBLEM MODEL
Consider a network of L nodes denoted by E = {1, . . . , L}. Let X[k] = [X 1 [k], . . . , X L [k]] ⊤ denote the vector com-prised of the observations obtained by the network at time k, where X ℓ [k] denotes the measurement received by node ℓ ∈ E at time k. At some deterministic but unknown time ν 1 , a dynamic anomaly appears in the network, initially affecting a set of m nodes, where m is known to the decision maker and the set of affected nodes changes with time. At time ν 2 ≥ ν 1 the anomaly grows to a size of m + 1 while still being dynamic. This process continues until ν n−m+1 after which the anomaly affects a set of n nodes. As a result, after the prechange phase we have a sequence of n − m + 1 phases, where phase i begins at an unknown starting point ν i and during this phase an anomaly of size m+i−1 moves around the network. Phases 1, . . . , n − m can be thought of as transient phases in the sense of [23] , since the anomaly may grow bigger than the size it has during these phases. Phase n − m + 1 corresponds to the persistent phase, since in this phase the anomaly settles at its maximum size.
We assume that the observations are independent across time, conditioned on the values of the changepoints ν i , 1 ≤ i ≤ n − m + 1. Furthermore, we assume that the the components of X[k] are independent conditioned on the locations of the anomalous nodes at time k.
k=1 the unknown but deterministic trajectory of the anomaly at phase i. Here, for notational convenience we consider the sequence S (i) for all k ≥ 1, even though the values of the sequence outside phase i do not play a role in the distribution of the observed process. Define by g(·) and f (·) the pre-and post-change pdfs. In this work, we consider the case of homogeneous sensors, i.e., the pre-and post-change pdfs are assumed to be the same across sensors. Then, for a fixed set of trajectory sequences
and for ν i ≤ k < ν i+1 (where ν n−m+2 ∞) we have that
The duration of the i-th transient phase is denoted by d i ν i+1 − ν i for 1 ≤ i ≤ n − m. Note that we assume that in addition to the changepoints the durations of the transient phases are also deterministic but unknown.
Define by E ∞ [·] the expectation when no anomaly is present. To quantify the frequency of FA events we use the mean time to false alarm (MTFA) denoted by E ∞ [τ ] for stopping time τ . Furthermore, we use a detection delay metric based on a modification of Lorden's delay [10] to account for the fact that the locations of the anomalous nodes are unknown. In particular, define by F k = σ(X [1] , . . . , X[k]) the σ-algebra generated by X [1] , . . . , X[k]. Also, denote by E S ν,d [·] the expectation when ν 1 = ν, the transient durations are specified by the vector d = [d 1 , . . . , d n−m ] ⊤ , and the trajectory of the anomaly is completely specified by the
. To evaluate our detection schemes, we use the following delay metric:
where we use the convention that
We are interested in solving the following stochastic optimization problem:
Another observation model that will be important for our theoretical analysis is the statistical model which arises when the anomalous nodes at each time instant are chosen uniformly at random from the set of all combinations of size m + i − 1 in E, which we denote by comb(E, m + i − 1). According to this model, we have that the observations before ν 1 will be generated according to (1) . After ν 1 , the data follow a transient QCD model [23] where the distribution at each phase is a mixture of distributions, i.e., for ν i ≤ k < ν i+1 where 1 ≤ i ≤ n − m + 1 we have that
Then, the Kullback-Liebler (KL) divergence number between the distribution corresponding to phase i and the pre-chage distribution [23] is given by
the expectation under the statistical model of (1), (5) when the change occurs at time ν and the transient durations are given by vector d. Then, the detection delay for the QCD problem characterized by this statistical model is given by
MIXTURE-WD-CUSUM ALGORITHM
Our proposed detection scheme is based on exploiting the symmetry of the observation model to modify the WD-CuSum algorithm proposed in [23] . In particular, consider the following test statistic:
where for 1 ≤ i ≤ n − m + 1, Ω (i) is calculated recursively as follows:
and Ω (0) [k] 0 for all k. Furthermore, define the corresponding stopping time by
Note that to construct the algorithm a mixture approach with respect to d with a specific choice of weights that guarantee a recursive test structure is employed. The ρ i parameters arise from this choice of mixture weights (see [23] for more details). Note that our mixture-WD-CuSum scheme is essentially the WD-CuSum algorithm [23] that detects a transition from the joint distribution in (1) to the mixture of distributions in (5) . In the next section we establish that this detection scheme is first-order asymptotically optimal with respect to (4).
MAIN RESULTS
In this section, we present the asymptotic optimality of the detection scheme presented in (8) -(10) along with a sketch of the proof. Before moving to our theoretical results, define by Γ S (k, ν, d) the likelihood ratio at time k between the hypothesis that the dynamic anomaly appears at time ν and grows with the trajectory of the anomalous nodes being specified by S, d, and the hypothesis that the anomaly never appears. Furthermore, define by L(k, ν, d) the likelihood ratio at time k between the hypothesis that the dynamic anomaly appears at time ν and at each phase i (of duration d i ) the anomalous nodes are chosen uniformly at random (see eq. (5)), and the hypothesis that the anomaly never appears.
To ensure that the transient phases play a non-trivial role asymptotically, we let the durations of the transient periods go to infinity with γ. In particular, without loss of generality, we assume that there exist constants
This assumption can be intuitively explained since asymptotically the rate of the transient durations with respect to log γ will indicate the phase at which the anomaly will be detected ( [23] ). To establish the asymptotic optimality of our proposed detection procedure, we connect the worst-path QCD problem defined in eqs. (1) -(4) with the transient QCD problem defined in (1), (5), (7) and use the theoretical results of [23] . We start by proving a lemma that connects WADD d with WADD d for an arbitrary stopping time τ . Lemma 1. For any stopping rule τ and any d we have that
Proof sketch. The proof begins by establishing that for any τ and τ N = min{τ, N }, where N > 0, we have that
Then, by a change of measure argument we show that
for any ν, d. Then, by using the fact that the supremum of a set of numbers is lower bounded by the average, and by using another change of measure argument we can establish that
The lemma is then established from the Monotone Convergence Theorem by taking the limit as N → ∞, and using the fact that inequality (15) holds for all ν, d.
Note that, by using Lemma 1 and the universal asymptotic lower bound for transient QCD [23] we can derive a universal asymptotic lower bound on the worst-path delay WADD d . In view of Lemma 1, and since the stopping rule presented in (8) -(10) solves the transient QCD problem specified by eqs.
(1), (5), (7) asymptotically, the asymptotic optimality of the mixture-WD-CuSum test will be established if we can show that equality in (12) is attained when τ = τ W . In particular, we have the following lemma:
For the stopping rule defined in (8) -(10) and for any d we have that
Proof sketch. Since the worst-case delay of the test in (8) -(10) is attained at ν = 1, by performing a change of measure we can show that
Then, due to the symmetry of the proposed test and by bounding the sup by the average as in Lemma 1 we can show that
Finally, by using eqs. (17), (18) and a change of measure argument the lemma is established.
Combining Lemmas 1, 2 and the theoretical results of [23] we derive the asymptotic optimality of our test. Theorem 1. Consider the QCD problem described in Sec. 2. We have the following:
SIMULATION RESULTS AND DISCUSSION
In this section, we numerically evaluate the performance of the mixture-WD-CuSum algorithm proposed in eqs. (8) -(10) for the case of g = N (0, 1), f = N (1, 1) and different network sizes. Note that WADD d for the mixture-WD-CuSum algorithm is attained at ν 1 = 1, which together with the symmetry of our algorithm implies that WADD d can be numerically evaluated. Furthermore, we use ρ i = 1 b to guarantee that the conditions in (20) are satisfied.
In Fig. 1 , we simulate mixture-WD-CuSum for the case of m = 1, n = 3, d 1 = 9, d 2 = 10 and for L = 3, 5, 10. Note that, as expected, for a fixed MTFA value the detection delay increases as the network size increases. This is justified since a larger network size implies that in (9) the impact of the terms in the summation in p (i) (·) that will not contribute to the detection is more significant. Furthermore, we see that as the MTFA increases the slopes of the curves decrease gradually. This means that the mixture-WD-CuSum is adaptive to each transient phase ( [23] ), since
In Fig. 2 , we inspect how much loss we suffer due to lack of knowledge of m and n by the decision maker. In particular, we consider the case of m = 2, n = 4, d 1 = 9, d 2 = 10 and L = 6 and compare the performance of the mixture-WD-CuSum test that exploits the knowledge of m and n with the mixture-WD-CuSum that assumes that m = 1, n = 6, due to the lack of knowledge of their true values. Note that, as expected, the algorithm that exploits the knowledge of m and n offers superior performance. It should be noted that the performance loss for our case study is not significant. Furthermore, note that partial information regarding m or n (e.g. bounds on their values) may be available in practical applications, which can be used to reduce the performance gap between the two procedures. However, it is expected that the performance loss will be significant as the network size increases, if our estimates for m and n are not sufficiently accurate.
Mean Time to False Alarm (MTFA) 
APPENDIX
For our theoretical analysis, we focus on the case that after the first changepoint (which in this section will be denoted by ν) a single sensor is affected initially (m = 1) with the anomaly growing to a persistent size of n = 2 affected sensors while still being dynamic in nature. The results in this paper hold for the case of arbitrary 1 ≤ m ≤ n ≤ L known by the decision maker, but in that case the analysis becomes cumbersome.
Consider the sequences S
2 [k] ∈ E, which characterize the location of the anomalous nodes at each time instant. Then, for fixed changepoints ν and ν + d, ν ≥ 1, d ≥ 0, we have the following statistical model:
For fixed set of sequences S = {S (1) , S (2) }, and constants ν, d define by Γ S (k, ν, d) the likelihood ratio at time k between the hypothesis that the dynamic anomaly appears at time ν and grows to a size of 2 at time ν + d with the trajectory of the anomalous nodes being specified by S, and the hypothesis that the anomaly never appears. As a result, we have that
Furthermore, define by L(k, ν, d) the likelihood ratio at time k between the hypothesis that the dynamic anomaly appears at time ν and grows to a size of 2 at time ν + d with the trajectory of the anomalous nodes chosen randomly as in (1), (5) , and the hypothesis that the anomaly never appears. Then, we have that Before establishing Lemmas 1 and 2 we prove a theorem connecting the delay of a stopping rule τ to the delay of its truncated version.
Lemma 3. For any stopping rule τ , define its truncated version by τ N = min{τ, N } where N is a positive integer. Then, we have that for any d ≥ 0
Proof. Fix N ≥ 1. Consider initially the case that N ≥ ν. Then, since {τ N ≥ ν} = {min{τ, N } ≥ ν} = {τ ≥ ν}∩{N ≥ ν}, we have that {τ N ≥ ν} = {τ ≥ ν}. Since τ N ≤ τ , this implies that for any N ≥ ν and any S we have that
For the case that N < ν, we have that that P S ν,d (τ N ≥ ν) = 0, which implies that for any N < ν and any S we have that
by convention. Furthermore, note that for any S we have that
From (26) -(28) we have that for any ν ≥ 1 and any S
By taking the sup and ess sup on both sides the lemma is established. Now we are ready to establish Lemma 1.
Proof of Lemma 1. From Lemma 3, we have that for any ν, d, N ≥ 1
Following, we have that for any ν, d, S and N > ν + d
where (a) follows since ½ {τN >i} = 0 for i > N because τ N ≤ N , (b) follows from a change of measure, and (c) from a change of variables. As a result, by taking the supremum over S we have that
where (e) follows since the summation in the second expectation is from i = ν to N − 1 which implies that only the first N − 1 samples are involved in the calculation of Γ S (i, ν, d).
Lastly, (f) follows because of the changepoints ν and ν + d. Define
The proof continues by using the fact that the sup can be lower bound by the average. By using induction we can show that the sup can be completely removed. Consider the case of d > 0. We first establish by induction that for 1 ≤ ζ ≤ d we have that
Note that here by convention ζ = d implies that there is no sup over S (1) . We first prove the claim for the case of ζ = 1, establishing the basis of the induction. Note that for all ℓ ∈ E we have that
where (g) follows by the definition of the sup and since under P ∞ (·), Γ S (i, ν
By multiplying with 1 L and summing over ℓ ∈ E we have that
which establishes the basis of the induction. Assume that the following claim holds for 3 ≤ ζ ≤ d:
Then, we have that
where (h) follows from bounding the sup by using the average as in (36). Furthermore, since L(i, ν, ζ − 1) = L(i, ν, ζ) for i ≤ ν + ζ − 2 we have that
which together with (37) and (38) establishes (34) by induction. Proceeding in a similar manner we can remove the sup by using the fact that the sup can be bounded by the average, as above. In particular, we establish by induction that for 1 ≤ ζ ≤ N −ν −d we have that
To this end, note that by (34) for ζ = d we have that
Analyzing the second term we have that for (ℓ, ℓ ′ ) ∈ comb(L, 2)
By multiplying with 1 ( L 2 )
and summing over (ℓ, ℓ ′ ) ∈ comb(L, 2) we have that
which together with (41) implies the basis of the induction for (40). Assume that the following equation holds for
By analyzing the second term we have that
which together with (44) implies (40) by induction. As a result by (41) for ζ = N − ν − d the following inequality follows:
when d > 0. It can be easily shown that (46) also holds when d = 0. From (46), (30) and (32), and by following similar steps as in (31), we then have that
From the Monotone Convergence Theorem, since τ N − ν + 1 and ½ {τN ≥ν} are non-decreasing with N , we have that
As a result, by taking the sup over ν and the ess sup we have that for any stopping time τ and for d ≥ 0
From Lemma 1 and the universal lower bound in [23] we then have the following theorem:
Theorem 2. Consider the QCD problem described by (22) and (3) . Assume that for c ≥ 0
as γ → ∞. Then, we have that
Proof. From (49) we have that for any d ≥ 0
The proof then follows directly by using (52) and the lower bound for the instance of the transient QCD problem [23] described in (22) .
To establish the asymptotic optimality of the proposed mixture-WD-CuSum test we have to show that equality in (12) is attained when τ = τ W . We continue with the proof of Lemma 2.
Proof of Lemma 2. Note that due to the symmetry of the test, the delay of τ W is independent of S. Furthermore, because of the structure of the test the worst case delay is achieved at ν = 1. As a result, we have that for any S, d
Analyzing the summation in the limit for d > 0 and N > d we have
Following, we show that for 1 ≤ ζ ≤ d we have that
We initially prove the claim for the case of ζ = 1. In particular, we have that
Note that for all ℓ ∈ E
which in turn, by averaging over the location of the anomalies, implies that
establishing the basis of the induction. Assume that the following equation holds for
We then have that
which proves (55) by induction. Proceeding in a similar way by averaging over the double anomaly we can easily establish that
In particular, from eq. (55) for ζ = d we have that
We then have for the second term that for all (ℓ,
By averaging over the double anomaly we have that which together with (66) implies (63). For ζ = N − d + 1 it is easy to see that (63) then implies
for d > 0. Following the same process we can prove the same equality when d = 0. As a result, we have by (54) and (68) that
which in turn, by taking the limit as N → ∞ implies that for all S, d we have that
where (i) follows since the WD-CuSum attains the WADD d at ν = 1.
Using Lemma 2 and the upper bound on the delay of the WD-CuSum procedure [23] we have the following theorem:
Theorem 3. Consider the stopping time specified by (8) - (10) . Assume that there exists a constant c ′ ≥ 0 such that
as b → ∞. Furthermore, assume that
as b → ∞. We then have that for all d ≥ 0
Proof. The result follows directly from Lemma 3 and the asymptotic upper bound on the delay of the WD-CuSum [23] .
Finally, we establish the asymptotic optimality of our proposed test:
Proof of Theorem 1. i) follows directly from the MTFA lower bound on the WD-CuSum test [23] . ii) follows from Theorem 2 and 3 and since c = c ′ when b = log γ.
