Micro-electro-mechanical systems (MEMS
Introduction
The field of micro-electro-mechanical systems ͑MEMSs͒ is a very broad one that includes fixed or moving microstructures, encompassing micro-electro-mechanical, microfluidic, microelectro-fluidic-mechanical, micro-opto-electro-mechanical, and micro-thermal-mechanical devices and systems. MEMS usually consists of released microstructures that are suspended and anchored or captured by a hub-cap structure and set into motion by mechanical, electrical, thermal, acoustical, or photonic energy source͑s͒.
Typical MEMS structures consist of arrays of thin plates with cross sections in the order of microns and lengths in the order of tens to hundreds of microns. Sometimes, MEMS structural elements are beams. An example is a small rectangular silicon beam with length in the order of millimeters and thickness in the order of microns that deforms when subjected to electric fields. Owing to its small size, significant forces and/or deformations can be obtained with the application of low voltages ͑Ϸ10 V͒. Examples of devices that utilize vibrations of such beams are comb drives, synthetic micro-jets ͓͑1͔ -for chemical mixing, cooling of electronic components, micropropulsion, turbulence control, and other macroflow properties͒, microspeakers ͓2͔, etc. Numerical simulation of electrically actuated MEMS devices has been carried out for approximately a decade by using the boundary element method ͑BEM͒ ͑see, e.g., Refs. ͓3-7͔͒ to model the exterior electric field and the finite element method ͑FEM͒ ͑see, e.g., Refs. ͓8-10͔͒ to model deformation of the structure. The commercial software package MEMCAD ͓11͔, for example, uses the commercial FEM software package ABAQUS for mechanical analysis, together with a BEM code FASTCAP ͓12͔ for the electric field analysis.
Other examples of such work are Refs. ͓13-15͔ as well as Refs. ͓1,16͔ for dynamic analysis of MEMS.
The present paper focuses on the influence of fluidic damping on the dynamic behavior of MEMS devices made up of very thin conducting beams. Analysis of the electromechanical problem has already been carried out in the companion paper ͓17͔. Ye et al. ͓18͔ showed Stokes flow to be adequate for modeling the fluidic effects in MEMS systems. This model is used in the current paper. A convenient way to model such a problem is to assume beams with vanishing thickness and recast the boundary integral equations ͑BIEs͒ in terms of sum of tractions and difference of velocities between the upper and lower surfaces, respectively ͓19͔. Further simplification can be obtained by noting that the difference of velocities between the upper and lower surfaces, for very thin beams, is negligible, and the sum of tractions between upper and lower surfaces is equal to the net traction on the beam.
The BEM developed in Refs. ͓11,13-16,18͔ performs the electrical analysis on the deformed configuration ͑Eulerian approach͒. Therefore, the geometry of the structure must be updated before an electrical analysis is performed during each relaxation iteration. This procedure increases computational effort and introduces additional numerical errors since the deformed geometry must be computed at every stage. Hence, a Lagrangian approach, which obviates the need to carry out calculations based on the deformed shapes of a structure ͓20͔, has been used in the current work. The fluid equations are then coupled with the electric and mechanical equations developed in Ref. ͓17͔ to form a total Lagrangian version of the entire problem. Finally, a Newton scheme developed analogous to Ref. ͓21͔ is used to solve the entire coupled nonlinear problem.
This paper starts with modeling the fluid. The fluid is assumed to be Stokes. A conventional BIE representing the fluid is first presented and a thin beam approximation follows. The equations are then reformulated in a total Lagrangian framework. Weak fluid compressibility to reduce high stresses generated in very small gaps is discussed next. This paper then proceeds to explain the Newton scheme for coupling the fluid domain with the electrical and mechanical domains. Numerical results are then presented and discussed. This paper concludes with a section on discussions of the results and scope for future research.
Damping Problem in a Stokes Fluid
An extensive literature exists on the subject of damping forces in MEMS. The key issue, of course, is the choice of a particular mathematical model in order to calculate the damping forces correctly. Various options exist, such as a squeeze film model ͑e.g., Ref. ͓22͔͒, an incompressible steady Stokes flow model ͑e.g., Ref.
͓23͔͒, an incompressible oscillatory Stokes flow model ͑e.g., Refs. ͓18,24͔͒, inclusion ͓24͔ or exclusion of slip at the solid/fluid interface, and molecular dynamics ͑MD͒ simulation ͑e.g., Ref.
͓25͔͒. The last option must be employed if continuum theory breaks down, as often happens at the nanoscale or due to extreme rarefaction of the surrounding air at very low pressures. Sometimes, even if continuum theory does apply, a quasisteady Stokes model may not be due to very high resonant frequencies ͑around 100 MHz ͓26͔͒.
MEMS plates and beams, however, are typically tens to hundreds of micrometers long and with thickness in the order of micrometers ͓27͔. There exists a regime where due to the micrometer-scales involved, the Reynolds numbers of the surrounding flow are generally small enough, and natural frequencies are low enough ͑in the range of 100 s of kilohertz͒ to allow the use of a steady-state Stokes flow ͑sometimes called creeping flow͒ model. Moreover, if the MEMS operate at pressures where the air can be treated as a continuum, the usual operating frequencies very often require an incompressible fluid model ͓23͔. Further, in synthetic microjet applications, the medium surrounding the beam is typically a liquid for which an incompressible model is, of course, the appropriate one. Problems in which an incompressible steady-state Stokes model applies are of interest in this work. It is important to point out that numerical and experimental study of typical MEMS structures ͓18͔ demonstrates that a 3D, incompressible, no slip, oscillatory Stokes model can predict measured quality factors within 10%. Although only the steady Stokes model is employed in the present work, it is important to note that the forms of the integral equations used here remain unchanged for the oscillatory case, provided that the appropriate kernels for oscillatory flow are used in these integral equations ͓18,24͔.
Governing Equations.
As discussed above, the Reynolds numbers of the surrounding flow are generally small enough to allow for the use of a steady-state Stokes flow ͑sometimes called creeping flow͒ model. The governing equations for the Stokes flow are as follows:
In the above, v is the velocity, p is the pressure, and is the dynamic viscosity of the fluid. Also, B is the region exterior to the structure and ‫ץ‬B is its boundary. The stress tensor inside the fluid and the fluid surface traction on the solid surface are defined by equations
where n is the unit outward normal to the fluid domain at a point on its boundary.
Interface Conditions.
In addition to the governing equations, interface conditions on the velocity v and traction are required to simulate the coupled dynamics of MEMS devices. The interface conditions for the fluid-solid interface can be written as 
where the Green's function G is
and the traction kernel is
In the above, x is a source point, y is a field point, r is the Euclidean distance between the source and field points, r ,i = ‫ץ‬r / ‫ץ‬y i = ͑y i − x i ͒ / r, and ␦ ij are the components of the Kronecker delta. Also, the symbol ͐ = denotes the finite part of the integral in the sense of Mukherjee ͓29,30͔.
BIE in Stokes Flow in Infinite Region Around Very
Thin Beams. Analogous to the BIE for the electrostatic problem ͓31,32͔, consider the flow in a region outside of, in this case, a single thin beam. ͑One beam is considered for simplicity of explanation-flow around many beams can also be easily modeled.͒ It has been shown by Mukherjee et al. ͓19͔ that for a thin beam, with x + s + ͑see Fig. 1͒ ,
where Transactions of the ASME For a thin beam v j + Ϸ v j − , causing the first integral on the right hand side to disappear in Eq. ͑11͒. The above equation then simplifies to
It has been shown by Mukherjee et al. ͓19͔ that the null space of the kernel G in Eq. ͑12͒ is empty and this equation has a unique solution for any prescribed velocity g͑x͒ on ‫ץ‬B = s + ഫ s − . Thus Eq. ͑12͒ has the double advantage of avoiding ill behaved matrices resulting from thin structures and gaps as well as singularities present in G in Eq. ͑7͒ ͓19,28͔.
Lagrangian Version of the Stokes BIE.
Using the same line of reasoning as for the electrical problem ͓17͔, one can derive the Lagrangian formulation of the Stokes flow BIE: 
Compressible Stokes Flow
In view of the fact that real fluids are at least somewhat compressible ͑especially some gases͒, inclusion of compressibility in the Stokes flow model is investigated in this section. ͑A similar model is used in Ref. ͓33͔ for a different reason.͒ It is noted that inclusion of a small amount of compressibility in the model can help in convergence of the solutions by avoiding high stresses generated when the gap between two beams is very small ͑gap Ϸ O͑0.005L͒͒.
It is first noted that the constitutive model for Stokes flow ͑Eq. ͑4͒͒ is analogous to that for incompressible linear elasticity. This equation is now replaced by one analogous to that for compressible elasticity, i.e.,
in terms of dynamic viscosity and a new material constant , which is analogous to Poisson's ratio for linear elasticity. Also, K, analogous to bulk modulus, is
and this is a measure of the compressibility of the fluid. It is well known that at the incompressibility limit → 1 2 and both and K → ϱ.
Please note that Eq. ͑14͒ is identical to Eq. ͑1͒ in Ref. ͓33͔ where it is written in a different way by adding and subtracting the pressure term to the right hand side of Eq. ͑14͒.
The previous BIE formulation ͑Eq. ͑12͒͒ remains the same except that instead of ͑Eq. ͑8͒͒ one has
One can note that Eq. ͑17͒ reduces to Eq. ͑8͒ when → 1 2 .
Newton's Scheme for Solving the Coupled Problem
Newton's method is an iterative root-finding algorithm that uses the first few terms of the Taylor series of a function f : R → R in the vicinity of a suspected root. The algorithm can be written for a one dimensional case as
where Jf͑x͒ denotes the Jacobian of the function f͑x͒. It is straightforward to recast Eq. ͑18͒ in the context of the current problem by replacing the vector function f͑x͒ by the relevant vector function for the present problem.
4.1 Coupled MEMS System. The system of interest in the present paper is a thin MEMS beam electrically actuated and vibrating in a fluid medium. The electromechanics of a typical system has been analyzed in Ref. ͓17͔ , and the introduction of fluidic effects in this paper completes the full analysis of such a system. Figure 2 shows ͑as an example of such a MEMS device͒ a deformable, clamped beam over a fixed ground plane. The undeformed configuration is B with boundary ‫ץ‬B. The beam deforms when a potential V is applied between the two conductors, and the deformed configuration is called b with boundary ‫ץ‬b. The charge redistributes on the surface of the deformed beam, thereby changing the electrical force on it and this causes the beam to deform further. As the deformation starts, the damping effects due to fluids come into play. The system then undergoes vibrations, and the complete analysis of the system is carried out using the Newton scheme. The coupling of the mechanical and fluid equations involves continuity of velocity and equilibrium of traction. The fluid traction at the interface contributes as an additional external fluid force on the beam ͑see Eq. ͑6͒͒. 
Residuals and Their
The last term of the above equation is the load term and contains electrical and fluidic forces:
where "elec" and "flu" superscripts denote, respectively, the electrical and fluidic components of tractions and forces. It can be deduced that R ME remains the same as in Ref. The load has two parts, electrostatic and the fluidic. The fluidic part alone contributes to the gradient. One can note using a suitable finite element interpolation
where 
͑28͒
Now one can write
Dynamic Analysis of MEMS
We are now in a position to consider the computational procedures for dynamic analysis of MEMS. The governing equation for the dynamic response of the MEMS system is
Here, U is the displacement vector and dots indicate time derivatives. M and K are, respectively, the consistent mass matrix and stiffness matrix. F elec ͑B͑t͒͒ represents the electrostatic force, which depends on the charge distribution B͑t͒, and F flu represents the fluidic force vector, which depends on the traction distribution H flu = H flu ͑U ͒, where U is the velocity vector. Equation ͑32͒ can be solved using several direct integration methods when the forces are linear in displacement ͓8͔. However, many of these methods are not directly applicable to MEMS. Two methods applicable to MEMS analysis are the central difference method and the Newmark method. Equation ͑32͒ is solved for U͑t͒ with the initial conditions
Now one can define U = v and Ü = a and discretize the time period ͓0 T͔ into ͓t 1 , t 2 , . . . ,t n , t n+1 , . . . ,t N ͔ with t 1 = 0 and t N = T. Consider a typical time interval ͓t n t n+1 ͔. Assuming that the solution is known at time t n , i.e., ͓U n , v n , a n ͔ are known, the unknown quantities at t n+1 are ͓U n+1 , v n+1 , a n+1 ͔. In the present work, the Newmark method has been employed to update the variables.
The Newmark Method.
The Newmark method ͓34͔ is a widely used time integration scheme for dynamic analysis in finite element modeling. There are various ways of implementing the Newmark scheme, one which is used in the present work is called the a-form ͓10͔. Define predictors
The next step is to use the predictors to obtain the actual quantities
Here ␤ and ␥ are algorithmic parameters that are fine tuned for integration accuracy and numerical stability. For a discussion on the effect of these parameters on the performance on the algorithm, see Ref.
͓10͔.
To start the process, a 0 can be calculated from
To march forward in time for acceleration, one needs to solve the time discrete version of the dynamic equation ͑32͒,
This equation set is nonlinear and is solved using the Newton scheme.
Implicit Time Integration.
Finally, time integration for the problem is implemented using the Newmark scheme utilizing Newton's scheme. The method follows closely from Belytschko et al. ͓35͔.
Write Eq. ͑32͒ as
Here f͑B͑t͒ , U͑t͒ , H flu ͑t͒͒ denotes the entire force loading term obtained through BEM analysis. One can define
R͑U,B,H
Here, R is the grand residual for the problem. The Newton iterative scheme is essentially
Superscripts denote a Newton iteration step and subscripts a Newmark integrator step. Starting with k = 0, Eq. ͑40͒ is iterated until convergence. At convergence, R ͑k͒ ϵ R͑U ͑k͒ , B ͑k͒ , V ͑k͒ ͒ → 0. This iteration helps one to find the value of a n needed at each step of time integration through an update of U n ͑k͒ . The algorithm for the coupled scheme is described below. 
Plug the above residuals to Eq. ͑40͒ and solve for the increments. ͑g͒ Use Eq. ͑40͒ to compute the increments. ͑h͒ Use Eq. ͑41͒ to update the primary variables. ͑i͒
Compute the tolerance, tol= ͑ʈU n+1
Update k = k +1. ͑k͒ If tolerance is high, repeat from step ͑7͒.
a n+1 = a n+1
͑k͒ , v n+1 = v n+1 ͑k͒ , and U n+1 = U n+1 ͑k͒ .
9. B n+1 = B n+1 ͑k͒ and H n+1 flu = H n+1 flu͑k͒ . 10. n = n + 1 and repeat from step ͑3͒ until required time limit is reached.
6 Numerical Verification 
Plane Couette Flow.
Couette flow refers to the flow between two parallel plates, one of which is moving with respect to the other. The analytical solution for this kind of flow is known. If the bottom plate is fixed and the top plate is moving with speed v 0 at a distance D from the latter and the fluid has dynamic viscosity , then the horizontal traction on the top surface can be written as
It must be noted that the value of the traction at the bottom surface would be equal and opposite to the above. For numerical verification the gap D between the plates has been taken to be 10 m and the velocity of the top plate is 1 m/s. The analytical value of the horizontal traction in this case would be ͑from Eq. ͑42͒͒ 1 Pa. The numerical results are shown in Fig.  3 and agree to within 3% of the analytical result.
Vertically Moving
Plate. When the plates are moving vertically toward each other, to the best of the author's knowledge, there is no closed form solution. However, certain inferences can be drawn for this kind of flow.
For numerical verification, the initial gap D between the plates has been taken to be 10 m and the velocity of the top plate is 1 m/s downward and that of the bottom plate is 1 m/s upward. Figure 4 shows the vertical traction generated by such motion. It can be deduced from the physics that the vertical traction would be equal and opposite on the two plates and will have maximum value at the center and decrease toward the sides as the fluid escapes. This trend can be clearly observed in the plot. Figure 5 shows a plot of the horizontal traction for this motion. One can deduce that as the plates move toward each other, they displace fluid from the central part of the plates to the periphery in opposite directions. Hence the horizontal traction should be antisymmetric with respect to the centerline on either side of the top plate. The exact same effect would be visible for the bottom plate via symmetry of the problem. This effect is clearly observed in the plot of horizontal traction.
Compressibility and Convergence.
When the initial gap between the plates is reduced to O͑0.005L͒ unrealistically large stresses result and convergence takes disproportionately larger time. The effect of incompressibility on convergence can be clearly seen in the plot presented here for such small gaps ͑see Here, E, s , and refer to Young's modulus, Poisson's ratio, and density of silicon, respectively, whereas ⑀, , and f are the permittivity of free space, dynamic viscosity, and Poisson param- Transactions of the ASME eter of air, respectively. It is assumed that the anisotropy is negligible, and the beam is made up of polysilicon for this system.
The Problem.
Dynamics of a MEMS beam ͑the silicon is doped so that it is a conductor͒, subjected to both dc and ac biases ͑electric field͒ inside a fluid medium, is simulated using a BEM-FEM coupled approach described earlier in this paper. Each beam is clamped-clamped configuration, and two beams are used in order to have a zero voltage and velocity at the ground plane ͑plane of symmetry͒ midway between them ͑see Fig. 1͒ . The MEMS beam is 1000 m long, 40 m wide, and 0.5 m tall. The initial gap ͑gap 0 ͒ is 5 m. The transverse midpoint deflection is denoted by w mid .
Results.
The dynamic behavior of the beam under a dc bias of 0.5 V can be seen in Fig. 7 . The time period in the plot refers to T p =2 / ⍀ Nat , where ⍀ Nat = ͑4.73͒
2 ͑EI / SL 4 ͒ 1/2 from the classical linear beam theory ͓38͔. For the current beam geometry, T p Ϸ 226.75 s.
It should be noted that incompressible Stokes flow in the current configuration causes overdamped motion, as shown in Fig. 7 . The equilibrium position of the beam in Fig. 7 agrees to within 1% of the quasistatic value obtained in Ref.
͓17͔.
The effect of compressibility of the fluid medium is indicated in Fig. 8 . It is clear that damping resistance offered by the fluid greatly increases as the Poisson parameter → 1 2 ͑incompressible limit͒. Figure 9 shows the response of the beam under an ac bias of 0.5 cos͑0.5⍀ Nat t͒. As the forcing is proportional to the square of the voltage, the response frequency is twice the applied frequency. Figure 10 shows the response of the beam under a combined ac and dc bias. The dc component of the bias is 0.5 V and the ac component is 0.05 cos͑0.5⍀ Nat t͒. The beam vibrates about the quasistatic value corresponding approximately to the dc bias and with a frequency almost equal to 0.5⍀ Nat . This is expected since 
Conclusions
Damped free and forced vibrations of thin MEMS beams surrounded by a fluid medium caused by applied dc and ac excita- The code developed to simulate the coupled electromechanical-fluidic problem is carefully verified by comparison with other solutions reported in the literature. Numerical results for the beam vibrations both free ͑under dc bias͒ and forced by ac excitation are presented here for selected problems. The approach presented in this paper can be extended to study vibrations of MEMS with plates or nano-electro-mechanical-systems ͑NEMS͒ with nanowires and nanotubes in a straightforward manner.
It is noted that the method developed here can be extended to handle more detailed numerical calculations needed for complex configurations like variable thickness beams and plates with holes, etc., as compared with analytical or semi-analytical methods, which are usually restricted to problems with simple geometry. ͑A static deformation analysis of plates without a surrounding fluid has been presented in Ref.
͓39͔.͒
A genuine numerical difficulty is encountered ͑requiring very small time steps and tighter tolerances for the Newton iteration͒ when the surrounding fluid is incompressible Stokes and the initial gap between the two beams is very small. A similar observation has also been made in Ref. ͓23͔. Unfortunately, the common fluids such as air and water are very nearly incompressible with f Ϸ 0.5. It has also been found that the most important residual gradients needed for successful Newton's iteration are the ones with respect to their own domain variables, i.e., R EE , R MM , and R FF . Transactions of the ASME
