In this paper, we study the problem of low-rank tensor completion with the purpose of recovering a low-rank tensor from a tensor with partial observed items. To date, there are several different definitions of tensor ranks. We focus the study on the low tubal rank tensor completion task. Previous works solve the low tubal rank tensor completion/recovery problems by convex tensor nuclear norm minimization. However, this kind of tensor nuclear norm is orientation dependent, which is originally due to the definition of tensor-tensor product. Based on the convex tensor nuclear norm minimization, the tensor recovery performance varies when the orientation of the input data is different. However, in practice, it is generally hard to choose the best way of the data input. To address this issue, we propose a new convex model which is based on the sum of tensor nuclear norm minimization. It includes the existing tensor nuclear norm minimization model as a special case which is corresponding to an orientation of the input data. The proposed model is convex and thus can be solved efficiently. Numerical experiments on images and video sequences demonstrate the effectiveness of our proposed method.
I. INTRODUCTION
With the increasing human demands and the rapid development of information science, the collection, storage and processing of data become a crucial problem to address. Real data, such as images data, video data, audio data, are usually massive, rich and complex. Generally, vectors and matrices cannot well express the structural characteristics of real data. Thus, real data are often organized in multi-dimensional structure called tensors [1] , whose items are indexed by continuous or discrete variables. For instance, a color image is indexed by a 3-way tensor with row, column and color modes, and a grayscale video is represented by a 3-way tensor with two space modes and one time mode. What's more, real tensor data usually possess high-dimensional properties. Tensor data and corresponding data mining methods have received extensive attention and have been widely applied in data mining [2] , computer vision [3] , signal processing [4] , etc.
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Although vectors and matrices are easier to deal with, transforming multi-dimensional tensors to matrices or vectors often cause the loss of information and the degradation of performance. An effective processing approach of tensor data is to make full use of the multi-dimensional structure, which contains abundant information. Though real tensor data usually have high-dimensional structure, the tensor of interest is usually low-rank or approximate low-rank [5] , and generally has low-dimensional structure. This promote the development of the low-rank tensor estimation and recovery problem, which has been well applied in many different areas: e.g., classifying audio [6] , estimating latent variable graphical models [7] , image and video completion [8] , motion segmentation [9] , [10] , and so forth.
The problem of low-rank matrix completion [11] has been widely studied and applied to image denoising [12] and multilabel image classification [13] , and subspace clustering [14] , etc. It has been confirmed that, under some incoherence conditions, the rank r matrix M ∈ R n×n with O(nr log 2 n) observations, can be recovered well by solving the convex VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Mode-i tensors of a 3-way tensor. For a 3-way tensor X ∈ R n 1 ×n 2 ×n 3 , it has 3 types of slices: Frontal slices, horizontal slices and lateral slices. These slices can be arranged to matrices X (i ) which is named as the mode-i matricization. Then, folding the mode-i matricization X (i ) to the mode-i tensor X (i ) .
optimization problem as below: [15] min X X * , s.t. P (X) = P (M),
where P (X) represents the mapping of X on the observed data set , X * represents the nuclear norm of X, and is defined by summing the singular values of X. since X * is the convex approximation of matrix rank, it is a tight convex substitution of the rank function. Hence, the order-wise optimal sampling complexity of (1) is O(nr log 2 n), while the degrees of freedom of a rank r matrix is O(nr). [15] .
The goal of completion problem is to correctly recover a low-rank representation from an incomplete observation. This paper focus on the low-rank tensor completion problem, which can be regarded as an extension of the low-rank matrix completion problem. Ideally, the methods of the matrix case are expected to extend to the tensor case. However, this is difficult due to the significant difference between the numerical algebra of tensors and matrices [16] . A major problem is that the tensor rank cannot be well defined by a tight convex relaxation. Several definitions and convex substitutions of tensor rank have been proposed, but each of them has its shortcoming. Taking the CP rank [5] , [17] , [18] for example, it is defined as the minimum number of rank one tensor decomposition, but it is usually NP-hard to calculate. Besides, its convex relaxation is difficult to handle, which means it is hard to recover the low CP rank tensor. In addition, the Tucker rank [5] and the corresponding convex relaxation are often applied as well. Given a k-way tensor X ∈ R n 1 ×n 2 ×···×n k , the definition of the Tucker rank is a vector as follows: rank tc (X ) := rank(X (1) ), rank(X (2) ), · · · , rank(X (k) ) , where X (i) ∈ R n i × j =i n j denotes the mode-i matricization/unfolding of X (see Figure 1 ). As mentioned, the nuclear norm is actually the convex approximation of matrix rank, the Sum of Nuclear Norms (SNN) [8] , which is defined as i X (i) * , can be adopted as a convex substitution of i rank(X (i) ). Then, the following work [8] , [19] investigate the SNN minimization based low Tucker rank tensor completion problem as:
where λ i > 0, P (X ) represents the mapping of X on the observed data set . Although SNN is not the convex envelope of the sum of Tucker rank, it is effective and simple in several applications, e.g., image recovery [8] , [20] , [21] . Beyond the CP and Tucker rank, the recent work [22] proposes the Kronecker-basis-representation based tensor sparsity measure for tensor recovery. The tensor tubal rank is a recently proposed new tensor rank [23] . It is motivated by the tensor Singular Value Decomposition (t-SVD) which is based on the tensor-tensor product (t-product) [24] . The work [23] studies the low tubal rank tensor completion problem by tensor nuclear norm minimization, i.e., min X X * , s.t. P (X ) = P (M).
Above, X * denotes the tensor nuclear norm of X . See the detailed definition in Section II. Most recently, a t-SVD based tensor nuclear norm definition (this definition is related to, but different from, the one in [25] ) is proposed in [23] , [26] , [27] , and based on their definition, they provide the exact recovery guarantee of tensor completion and the Tensor Robust Principal Component Analysis (TRPCA) task. The t-SVD based tensor nuclear norm has been applied in image recovery [23] , [28] - [30] . The main limitation of the tensor nuclear norm [26] is that it is orientation dependent. This issue is originally due to the t-product definition which has the same issue. In this case, the recovery results by tensor nuclear norm minimization will be different when the orientation of the input data is different. For example, a 3-channel color image can be formatted as 3 different sizes of tensors. Their corresponding values of tensor nuclear norm are different. Therefore, when using tensor nuclear norm based models, one has to format the data into tensors in a proper way by leveraging some priori knowledge, e.g., the low tubal rank property of the constructed tensor. However, priori knowledge is usually unknown and this limits the applicability of the tensor nuclear norm.
In this work, we use the Sum of Tensor Nuclear Norm (STNN) to avoid the orientation dependent issue of the tensor nuclear norm. This method is very simple as it considers all the orientations of the input data and combines them by weighted summation. STNN is also convex and can be solved efficiently by the standard Alternating Direction Method of Multipliers (ADMM). More importantly, this simple model is also effective in practice. We conduct several experiments on images and video sequences to demonstrate its effectiveness.
The rest of this paper is structured as follows. Section II gives some notations and preliminaries. Section III presents our proposed STNN model and the optimization details. Section IV presents experimental results conducted on images and videos. We conclude this work in Section V.
II. NOTATIONS AND PRELIMINARIES
In this chapter, we introduce some necessary notations, tensor concepts and preliminaries.
A. NOTATIONS
The notation of this work follows [26] . In particular, tensors are represented by boldface Euler script letters, such as A. Matrices are represented by boldface uppercase letters, such as A. Vectors are represented by boldface lowercase letters, such as a. Scalars are represented by lowercase letters, such as a. Identity matrices of size n × n are represented by I n . The real number field and the complex number field are represented as R and C, respectively.
Given a 3-way tensor A ∈ C n 1 ×n 2 ×n 3 , its (i, j, k)-th element is represented as A ijk or a ijk , and its i-th horizontal, lateral and frontal slices are represented as A(i, :, :), A(:, i, :) and A(:, :, i), respectively(see Figure 1 ). The frontal slice A(:, :, i) is usually represented compactly as A (i) . The tube is represented as A(i, j, :). For A and B in C n 1 ×n 2 , their inner product is defined as A, B = Tr(A * B), where Tr(·) represents the matrix trace and A * represents the conjugate transpose of A. For A and B in C n 1 ×n 2 ×n 3 , their inner product is defined as (i) . For any A ∈ C n 1 ×n 2 ×n 3 , its complex conjugate is denoted as conj(A) whose elements are the complex conjugate of the corresponding elements of A, respectively. For t, the integer equal to or the nearest one less than it is represented as t , and the integer equal to or the nearest one greater than it are represented as t .
The norms of tensor, matrix, and vector will be introduced as well. For tensors, the 1 -norm is defined as
When A reduces to a matrix or a vector, the tensor norms will reduce to the matrix or vector norms. For matrixs, the matrix spectral norm is defined as A = max i σ i (A), where the singular values of A are represeted as σ i (A)'s, the matrix nuclear norm is defined as
The t-product [24] and its induced Tensor Nuclear Norm (TNN) [26] will be introduced as follows. For A ∈ R n 1 ×n 2 ×n 3 , bcirc(A) ∈ R n 1 n 3 ×n 2 n 3 refers to the block circulant matrix of A as: (1) A (n 3 ) · · · A (2) A (2) A (1) 
A ∈ C n 1 ×n 2 ×n 3 is computed by the Discrete Fourier Transformation (DFT) along the 3-rd dimension of A , i.e.,Ā = fft(A, [ ], 3). In addition, A can be calculated fromĀ by the inverse DFT, i.e., A = ifft(Ā, [ ], 3) . A ∈ C n 1 n 3 ×n 2 n 3 is defined as a block diagonal matrix, in which its i-th matrix block on the diagonal is the i-th frontal slice ofĀ:
where bdiag is an operator that projectsĀ to a block diagonal matrix. Note that, bcirc(A) has the following property:
where ⊗ refers to the operator of Kronecker product and F n 3 denotes the discrete Fourier transformation matrix, whose size is n 3 × n 3 .
For A ∈ R n 1 ×n 2 ×n 3 , the unfold operator and its inverse operator fold are defined as: (1) A (2) . . .
where unfold is an operator that projects A to a matrix, whose size is n 1 n 3 × n 2 .
According to the notations defined, the t-product can be defined as follows.
Definition 1 (T-Product [24] ): Given A ∈ R n 1 ×n 2 ×n 3 and B ∈ R n 2 ×l×n 3 , the t-product A * B is defined as the n 1 ×l ×n 3 tensor:
Definition 2 (Conjugate Transpose [26] ): Given a tensor A ∈ C n 1 ×n 2 ×n 3 , its conjugate transpose is the tensor A * ∈ C n 2 ×n 1 ×n 3 achieved by conjugate transposing each frontal slice and then inverting the order of frontal slices 2 through n 3 after transposition.
As an example, let A ∈ C n 1 ×n 2 ×4 and its frontal slices be A 1 , A 2 , A 3 and A 4 . Then
Definition 3 (Identity Tensor [24] ): The identity tensor I ∈ R n×n×n 3 is defined as a tensor whose frontal slices are zeros, except the first frontal slice is a identity matrix of size n × n.
Given the proper dimensions, A * I = A and I * A = A are valid.
Definition 4 (Orthogonal Tensor [24] ): The orthogonal tensor Q ∈ R n×n×n 3 is a tensor satisfies Q * * Q = Q * Q * = I. Definition 5 (F-Diagonal Tensor [24] ): The f-diagonal tensor is a tensor whose frontal slices are all diagonal matrices.
Theorem 6 (T-SVD [24] , [26] ): Given A ∈ R n 1 ×n 2 ×n 3 , it can be factored as:
where S ∈ R n 1 ×n 2 ×n 3 is a f-diagonal tensor, and U ∈ R n 1 ×n 1 ×n 3 , V ∈ R n 2 ×n 2 ×n 3 are orthogonal, respectively. Figure 2 intuitively illustrates the t-SVD. T-product and t-SVD can be computed efficiently by using fast Fourier transformation. An efficient computing method of t-SVD can be found in Algorithm 1 [26] .
Definition 7 (Tensor Tubal Rank [25] , [26] ): Given A ∈ R n 1 ×n 2 ×n 3 with the t-SVD A = U * S * V * , its tensor tubal rank, represented as rank t (A), is defined as the amount of nonzero singular tubes of S:
An illustration of the t-SVD of an n 1 × n 2 × n 3 sized tensor [26] .
Calculate each of the frontal slices ofŪ ,S andV fromĀ as follows:
Definition 8 (Tensor Average Rank [26] ): Given A ∈ R n 1 ×n 2 ×n 3 , its tensor average rank, represented as rank a (A), is defined as: rank a (A) = 1 n 3 rank(bcirc(A)).
Definition 9 (Tensor Spectral Norm [26] ): Given A ∈ R n 1 ×n 2 ×n 3 , its tensor spectral norm is defined as A = bcirc(A) .
Definition 10 (Tensor Nuclear Norm [26] ): Given A ∈ R n 1 ×n 2 ×n 3 with the t-SVD A = U * S * V * , its tensor nuclear norm of A is defined as:
where r = rank t (A).
Note that TNN is induced by the t-product. It is the dual norm of the tensor spectral norm. TNN is the convex envelope of the tensor average rank within {A| A ≤ 1}. It has the following property:
The authors of [25] define the TNN as Ā * . This definition of TNN is not the dual norm of the tensor spectral norm. Thus, the tensor algebra is different from the matrix case. So we use the definition of TNN in Definition 10 from [26] in this work. In the tensor completion task, TNN is used as the objective function and thus the factor 1 n 3 will not affect the solution of the model.
Theorem 11 [26] : 3) . Then, we have
The above theorem gives the closed form for the computing of the proximal operator of TNN. It is useful for the optimization of TNN minimization.
Based on TNN, the work [23] studies the low-rank tensor completion problem by solving:
Numerical experiments on images and videos show that the SNN based tensor completion method outperforms the matrix completion method [15] and other tensor methods, e.g. [8] .
However, the limitation of TNN based model (11) is that it is orientation dependent. This issue appears in the definition of TNN which is based on t-product. From the definition of the t-product in (7), the used block circulant matrix bcirc(A) and unfold(B) depends only on the frontal slices of A and B, respectively. The information across the horizontal slices and lateral slices is not directly used. Thus, if the orientation of the input data is different, the value of TNN is different. In this case, the completion performance is also different. This is different from the matrix nuclear norm since it is variant to matrix transpose.
III. TENSOR COMPLETION BY SUM OF TENSOR NUCLEAR NORM MINIMIZATION
In this chapter, we propose a simple sum of tensor nuclear norm based tensor completion model to avoid the orientation dependent issue of TNN. We first define the mode-i tensors. See Figure 1 for an intuitive illustration. We focus our study in this work on 3-way tensors. But our method can be easily extended to k-way tensors. For any 3-way tensor X ∈ R n 1 ×n 2 ×n 3 , it has frontal slices, horizontal slices and lateral slices. Arranging these slices to matrices, we obtain the mode-i matricization, denoted as X (1) ∈ R n 1 ×n 2 n 3 , X (2) ∈ R n 2 ×n 1 n 3 and X (3) ∈ R n 3 ×n 1 n 2 . Then, these matrices can be folded back to tensors, denoted as X (1) ∈ R n 1 ×n 2 ×n 3 , X (2) ∈ R n 2 ×n 3 ×n 1 , and X (3) ∈ R n 3 ×n 1 ×n 2 , respectively. We call these new tensors as mode-i tensors of X . Note that X (1) = X . Hence,
But X (2) * = X * and X (3) * = X * . This is exactly the orientation issue of TNN. For example, consider a color image with 3 channels, it can be formatted as 3 different types of tensors, i.e., X (1) , X (2) and X (3) .
Using different ways of tensor construction in TNN leads to different recovery performance. To avoid the above orientation dependent issue of TNN, we propose the Sum of Tensor Nuclear Norm (STNN) of a tensor X ∈ R n 1 ×n 2 ×n 3 , defined as the weighted sum of the tensor nuclear norm of the mode-1 tensor X (1) , mode-2 tensor X (2) and mode-3 tensor X (3) of X , i.e.,
where λ i > 0, i = 1, 2, 3, are the weights. By using property (10), we have
where m 1 = n 3 , m 2 = n 1 and m 3 = n 2 . Above,X (i) is the corresponding block diagonal matrix as (5) obtained from the tensor X (i) . STNN is simple and it is orientation independent. This can be also understood from the perspectives of bcirc(X (i) ) andX (i) , which are two matricizations of tensors in the original domain and Fourier domain. By (13) , from the definition of the block circulant matrix in (4), it can be seen that STNN uses all the information across the frontal slices, horizontal slices and lateral slices. This is different from TNN, X * = 1 n 3 bcirc(X ) * , which only uses the information across the frontal slices. By (14) ,X (1) ,X (2) andX (3) , are the matrices obtained by applying DFT along the 3-rd, 1-st, 2-nd dimension, respectively. This is different from TNN, X * = 1 n 3 X * , in whichX is obtained by performing DFT along the 3-rd dimension only. So, STNN captures more information than TNN in the original domain and Fourier domain. In a summary, STNN is expected to preserve more spatial information than TNN.
Based on STNN, we then have the following tensor completion model:
The SNN model in (2) is a widely used low-rank tensor model in visual analysis, e.g., image recovery [8] . SNN is based on the assumption that the Tucker rank rank tc (X ) = rank(X (1) ), rank(X (2) ), rank(X (3) ) is approximately low. Such an assumption is applicable to our STNN model. Indeed, the tensor average rank of X (i) has a close relationship with the Tucker rank of X .
Theorem 12: For any X ∈ R n 1 ×n 2 ×n 3 , we have rank a (X (1) ) ≤ rank(X (1) ), rank a (X (2) ) ≤ rank(X (2) ) and rank a (X (3) ) ≤ rank(X (3) ).
Proof: The proof can be done by using the definitions of the tensor average rank in (9) and the block circulant matrix in (4) . Indeed, rank a (X (1) ) = 1 n 3 rank(bcirc(X (1) )) ≤ rank(X (1) ).
Similarly, we have rank a (X (2) ) = 1 n 1 rank(bcirc(X (2) )) ≤ rank(X (2) ), and rank a (X (3) ) = 1 n 2 rank(bcirc(X (3) )) ≤ rank(X (3) ).
The proof is completed. The above properties imply that a tensor X of low Tucker rank always has low average rank. So, the low average rank assumption is weaker than the low Tucker rank assumption. Thus, the applications using SNN are applicable to our STNN model.
Note that the STNN model (15) is convex. We now show the way for solving (15) by using the Alternating Direction Method of Multipliers (ADMM) [31] . First, we can reformulate (15) as the following equivalent problem min X ,D,E,F
The augmented Lagrangian function of problem (16) is
where Y 0 , Y 1 , Y 2 and Y 3 are the dual variables and µ > 0 is the step size. Though there have 4 blocks of variables, X , D, E and F , we can divide them into two groups {D, E, F } and {X }. Then the standard ADMM can be applied directly to solve (16) . First, we can update {D, E, F } by fixing X = X k , i.e.,
Note that L is separable w.r.t. D, E and F , and thus they can be updated separately. The updates of D, E and F require computing the proximal operator of the tensor nuclear norm, i.e.,
for any Y ∈ R n 1 ×n 2 ×n 3 and τ > 0. The above problem has a closed form solution given in Theorem 11. Second, fix {D, E, F } = {D k+1 , E k+1 , F k+1 } and update X by
It is obvious that the above problem has a closed form solution. After updating the primal variables {X , D, E, F }, we then update the dual variables {Y 0 , Y 1 , Y 2 , Y 3 }. We give the whole procedure of ADMM for solving (16) in Algorithm 2. Note that in Algorithm 2, we divide all variables into two groups {D, E, F } and {X }. So Algorithm 2 is the standard ADMM method which guarantees to find the optimal solution. Its convergence rate is O(1/K ), where K is the number of iterations. For the time complexity, we only need to consider the computing of D, E and F which are the main cost in each iteration. The per-iteration cost for the update of D is n 1 n 2 n 3 log n 3 + max(n 1 , n 2 )(min(n 1 , n 2 )) 2 n 3 .
The per-iteration cost for the update of E is n 1 n 2 n 3 log n 1 + max(n 2 , n 3 )(min(n 2 , n 3 )) 2 n 1 .
The per-iteration cost for the update of F is n 1 n 2 n 3 log n 2 + max(n 1 , n 3 )(min(n 1 , n 3 )) 2 n 2 .
In a summary, the per-iteration cost of Algorithm 2 is the sum of (17), (18) and (19) . So the per-iteration cost of STNN is a bit higher that TNN1 (the same as (17)), TNN2 (the same as (18)), and TNN3 (the same as (19) , see TNN1, TNN2 and TNN3 in Section IV).
IV. EXPERIMENTS
In this chapter, we conduct extensive experiments to evaluate our proposed method. We test our method on images and videos and compare our method with the low-rank matrix completion method, and the low-rank tensor models, including, SNN [8] , TNN [23] , WTNN [29] , SiLRTC-TT [32] , STTC [33] and twist TNN [30] . The t-product toolbox [34] is used for the efficient implementation of our STNN method.
A. APPLICATION TO IMAGE RECOVERY
A color image has 3 layers, thus it is indexed by a 3-way tensor, and each layer of it can be approximated by a lowrank matrix [35] . As we know, the matrix completion can be used for recovering grayscale images whose information is missing. Nevertheless, using matrix completion on each layer of color image independently may reduce the performance. In this experiment, tensor completion is applied to color image recovery. We randomly choose 50 color images from the Berkeley Segmentation Dataset [36] . For a tensor M ∈ R n 1 ×n 2 ×n 3 represent a color image, we randomly set m = pn 1 n 2 n 3 items to be observed, and set p = 0.3 here. The second row of Figure 3 shows several color images with missing pixels. Algorithm 2 Solve (16) by ADMM Input: Observed tensor P (M) ∈ R n 1 ×n 2 ×n 3 . Output: X , D, E, F .
5. Update the dual variables by
6. Update µ k+1 by µ k+1 = min(ρµ k , µ max ); 7. Check the convergence conditions
The following 7 methods are compared in color image recovery performance.
• LRMC: apply the low-rank matrix completion method in (1) [11] for each layer of color images separably and then combine the results.
• SNN: apply the SNN method in (2) . Here, we set [λ 1 λ 2 λ 3 ] = α/ α 1 , and α = [1 1 10 −3 ] as suggested in [8] .
• WTNN: Weighted TNN method in [29] , where the weightes use w(i, i, j) = 1/(σ 1 (i, i, j) + ).
• SiLRTC-TT: simple low-rank tensor completion via tensor train in [32] .
• STTC: smooth low rank tensor tree completion method in [33] .
• TNN1: apply the TNN method (11) on the mode-1 tensor. In fact, TNN1 is equivalent to the method in [23] .
• TNN2: apply the TNN method (11) on the mode-2 tensor.
• TNN3: apply the TNN method (11) on the mode-3 tensor. Note that this method is equivalent to the twist tensor nuclear norm method in [30] .
• STNN: apply our proposed STNN method in (15) . We use the parameter [λ 1 , λ 2 , λ 3 ] = [ √ max(n 1 , n 2 )n 3 , √ max(n 2 , n 3 )n 1 , √ max(n 3 , n 1 )n 2 ]. We adopt the Peak Signal-to-Noise Ratio (PSNR), which is defined as:
whereX denotes the recovered result, to evaluate the recovery performance. Obviously, higher PSNR value means better recovery performance. Figure 4 shows the PSNR values of the 7 compared methods on all 50 images. Figure3 shows several color image recovering examples. Figure 5 further shows the comparison of the average PSNR values (dB) v.s. sampling ratio p tested on 10 images on the Berkeley Segmentation Dataset [36] . Based on these results, we observed that:
• The tensor-based methods, including SNN, WTNN, SiLRTC-TT, STTC, TNN1, TNN2, TNN3 and STNN, perform significantly better than the matrix-based method LRMC. The reason should be obvious: tensor-based methods take full advantage of the multidimensional structure information to improve the performance, while the matrix-based method miss the information across layers by performing completion on each layer independently. The same phenomenon has appeared in previous works.
• Though TNN1, TNN2 and TNN3 also perform well, it is not clear which one dominates the other two. Our STNN method achieves the best recovery performance in most cases. A possible reason is that TNN1, TNN2, and TNN3 only capture the information across frontal slices, horizontal slices and lateral slices, respectively. In contrast, our STNN is able to capture all these information, and thus it is more flexible.
B. APPLICATION TO VIDEO RECOVERY
A grayscale video has 3 modes, thus it is represented by a 3-way tensor. In this experiment, low-rank tensor completion is applied to recovering video with partially observed items. We randomly select 20 color videos from http:// trace.eas.asu.edu/yuv/. Table 1 shows all these 20 color videos. We use the first 150 frames of each video for the experiment due to the computational cost. We convert the given color videos into grayscale videos, then format them into 3-way tensors. 1 We use the video file in the provided QCIF format, where each frame has size 144 × 176. Thus, each video can be formatted as a tensor of size 144 × 176 × 150. For each given tensor data, we randomly set m = pn 1 n 2 n 3 items to be observed, where p = 0.5.
Similar to the image recovery problem in the above experiment, we compare our STNN method with LRMC, SNN, WTNN, SiLRTC-TT, STTC, TNN1, TNN2 and TNN3. For LRMC, we apply it on all the frames of the video separately. For SNN, we set the parameter as [λ 1 , λ 2 , λ 3 ] = [1, 1, 1] which performs well in most cases. TNN1, TNN2 and TNN3 are parameter free. For our STNN, we still set the parameter as: [λ 1 , λ 2 , λ 3 ] = [ √ max(n 1 , n 2 )n 3 , √ max(n 2 , n 3 )n 1 , √ max(n 3 , n 1 )n 2 ]. We still evaluate the recovery performance as the PSNR values given in (20) . Table 1 shows the comparison of the PSNR values of all the compared methods on the tested 20 videos. We have similar observations to the results in image inpainting in the above section. Our STNN achieves the best recovery performance on 16 videos among all 20 sequences. For the other 4 videos, our STNN performs comparable with the best results achieved by TNN1 and TNN3. Hence, this experiment demonstrates the effectiveness of our method on the video data.
V. CONCLUSIONS AND FUTURE WORKS
The tensor-tensor product based tensor nuclear norm is the recently proposed approach for tensor completion. However, it suffers from the issue that its definition is orientation dependent, and thus it is not able to capture the information across the horizontal slices and the lateral slices. We propose the Sum of Tensor Nuclear Norm (STNN) to avoid this issue. STNN is very simple and we show that it works under a weaker assumption than the low Tucker rank minimization model. STNN is convex and we solve it by the standard ADMM. Experiments on images and videos show the effectiveness of our proposed STNN.
There have some potential future works. First, though this work focuses the study on 3-way tensors, it is obvious that STNN can be applied on k-way tensors. Second, STNN is convex and thus it is import to establish the theoretical recovery guarantee of the STNN model under certain conditions. Third, considering the high-dimensional nature of many types of real data, it is important to develop more efficient solvers. Fourth, it may be interesting to study the nonconvex low-rank models [37] , [38] and consider its convergence analysis [39] . Finally, applying the low-rank models on some other applications, e.g., subspace clustering, is also interesting. 
