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Abstract
Thesis title: Super-resolution Microscopy: Novel Developments and Optimisations
Author: Sohaib Abdul Rehman
This thesis describes the design, development and optimisation of a multifunctional
localisation based super-resolution microscope at Cambridge Advanced Imaging Centre. The
microscope is optimised to perform single and dual-colour imaging with high localisation
precision and accuracy. Moreover, three-dimensional imaging capability is included in the
microscope using the double-helix point spread function and the light field imaging modality.
The thesis also describes the application of the microscope to image challenging bio-
logical samples, in collaboration with the research groups at the Department of Physiology,
Development and Neuroscience. This includes, studying dynamics of a DNA-binding tran-
scription factor for the Notch signalling pathway, deep within the whole salivary glands of
Drosophila. Characterisation and optimisation of the microscope and the subsequent image
analysis pipeline, to extract dynamics of single molecules at such depths is also discussed.
Another application of the microscope, discussed in the thesis, is the study of chromatin
architecture in primary spermatocytes of Drosophila. This includes optimisation of imaging
conditions and data analysis software to reconstruct features with different densities of
labelling dye in the imaged nuclei. Calibration and application of dual-colour localisation
microscopy, to visualise the arrangement of active transcription sites in chromatin fibres is
also discussed.
Finally, the thesis also presents the application of light field imaging technique to extend
the depth of field of localisation microscopy to over 20µm. Modification of the microscope
for light field imaging and a method to localise point emitters with high precision in all
three spatial dimensions is discussed. The effectiveness of the technique for single molecule
imaging is shown by detecting emissions from single fluorophores in labelled cells.
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Chapter A
Introduction
Optical microscopy offers a unique benefit of the in vivo visualisation of biological phe-
nomenon. Huge advancements have been made in the field, since its earliest application to
biology by Hooke and Leeuwenhoek [1]. These advancements were mainly due to improved
understanding of the properties of light and improved lens design [2]. Discovery and design
of highly specific fluorescent probes also played a crucial role in these advancements, result-
ing in the creation of a subfield of optical microscopy - fluorescence microscopy. The probes
have narrow excitation bands and are available for the entire visible spectrum of light. This
combined with the ability to specifically tag them to a variety of biological molecules makes
fluorescence microscopy an attractive tool to study structures and molecular dynamics in
living organisms.
However, like any other optical imaging system, the resolution of optical microscopes is
limited by the diffraction properties of light to 200-350nm. At such a resolution, cells and its
large organelles such as nucleus, nucleolus, mitochondria etc. are visible. But, visualisation
of smaller structures and molecular interactions (between molecules and with organelles)
requires much higher resolution. Studying such structures and interactions are crucial to
understanding the working of cells - the building blocks of life [3].
Significant advancements to overcome the resolution limit of optical microscopes were
made over the last three decades. In recognition of these efforts and their impact, the 2014
Nobel Prize in Chemistry was awarded for "the development of super-resolved fluorescence
microscopy" [4]. One of these super-resolution techniques is localisation microscopy, which
can provide up to tenfold improvement in resolution over the diffraction barrier of light in
fluorescence microscopy. Localisation microscopy when combined with engineered point
spread functions can provide high localisation precision over an extended depth of field
(DOF) [5–7].
2 Introduction
Fig. A.1 Resolution of an optical imaging system is limited by the diffraction properties
of light to 200-350 nm. At such a resolution, cells and its large organelles are visible, but
visualisation of smaller structures and molecular interactions requires much higher resolution.
This thesis describes the design, development and optimisation of a localisation based
super-resolution microscope to answer challenging biological questions. This includes
studying dynamics of a DNA binding transcription factor deep (more than 25 µm away
from the coverslip) within the whole salivary glands of Drosophila, and resolving three-
dimensional architecture of dense chromatin fibres in Drosophila primary spermatocytes.
The thesis also proposes, for the first time to our knowledge, the use of light field imaging to
extend the DOF in localisation microscopy to over 20µm, with high localisation precision in
all three spatial dimensions.
Chapter 1 of the thesis describes the origin of the diffraction limit from the diffraction
properties of light. Basics of localisation microscopy and methods to extend its DOF are also
discussed. Chapter 2 explains the design and development of a localisation microscope with
the following functionalities:
• two-dimensional localisation microscopy with high localisation precision (better than
10 nm)
• three-dimensional localisation microscopy, using double helix point spread function,
over a DOF of 3µm
• dual-colour localisation microscopy
• light field localisation microscopy
An optimal alignment method to obtain large field of views (FOVs) in three-dimensional
localisation microscopy, involving phase modifying optics, is also discussed.
Chapter 3 describes the application of the microscope to investigate the dynamics of a
DNA-binding transcription factor for the Notch signalling pathway, in Drosophila salivary
3glands. Moreover, application of the microscope to study the structure of chromatin in
primary spermatocytes of Drosophila is discussed in Chapter 4.
Chapter 5 presents theory behind light field imaging and its application to extend the
DOF in localisation microscopy. Characterisation and calibration of the microscope for light
field imaging, using fluorescent beads, and its potential for single molecule imaging is also
discussed. Finally, major conclusions of the thesis are summarised in Chapter 6.

Chapter 1
Theoretical Background
1.1 Introduction
Fluorescence microscopy is an essential tool to image biological samples and has provided
a wealth of information about several biological phenomenon over the last few decades.
This chapter explains the physical limit on the resolution of optical imaging systems and
covers the basics of localisation microscopy, a technique to overcome the resolution limit in
fluorescence microscopy.
1.1.1 Chapter Description
This chapter describes the origin of the resolution limit in optical microscopy from the
diffraction properties of light. Basics of the localisation microscopy and required image
analysis steps are also explained. Lastly, methods to extend the DOF of the technique are
also presented. This includes wavefront engineering, multi-focal plane imaging and multi-
view imaging. The concepts discussed in this chapter would form the basis of the analysis
presented in the subsequent chapters of the thesis.
1.2 Diffraction of Light
Huygen’s principle is a method to determine the diffraction of light from an aperture. Each
point in the aperture is considered to be a source of spherical waves. The electric field,
after the aperture, is given by the superposition of these waves as shown in Figure 1.1.
Mathematically, Huygen’s principle is formulated according to Eq 1.1 (the analysis in this
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Fig. 1.1 Huygen’s principle provides a method to determine the diffraction of light from
an aperture. Each point in the aperture is considered to be a source of spherical waves and
superposition of these waves is used to compute the electric field at a point after the aperture.
The concept of this figure was taken from [8]
section is based on [8]).
E(x,y,z) =− i
λ
∫∫
E(x′,y′,0)
exp(ikR)
R
dx′dy′ (1.1)
where E(x′,y′,0) and E(x,y,z) are the electric fields at the aperture and at an axial distance z
from the aperture respectively, and:
R =
√
(x− x′)2+(y− y′)2+(z− z′)2
Huygen’s principle gives an accurate method to calculate the diffraction of light, but
computing the integral in Eq1.1 is challenging even for simple aperture shapes [8]. Under the
paraxial approximation, Eq1.1 can be simplified as only those rays that make small angles
with the optical axis are considered. For such rays:
z2 >> (x− x′)2+(y− y′)2
and under this approximation, the denominator in Eq1.1 can be written as R∼= z. This is not
entirely true for the exponential term as small changes in R can introduce significant changes
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in the phase. To simplify the phase term, the Taylor expansion of R is carried out as follows:
R = z
√
1+
(x− x′)2+(y− y′)2
z2
∼= z
(
1+
(x− x′)2+(y− y′)2
2z2
)
and,
E(x,y,z)∼=−
iexp(ikz)exp
(
ik x
2+y2
2z
)
λ z
∫∫
E(x,y,0)exp
(
ik
x′2+ y′2
2z
)
exp
(
−ikxx
′+ xy′
z
)
dx′dy′
(1.2)
According to Eq1.2, E(x,y,z) is the Fourier transform of the field, at the aperture, multiplied
with a quadratic phase. This is known as the Fresnel approximation of the Huygen’s
principle. Now if it is further assumed that Eq1.2 is calculated far from the aperture, such
that:
z >>
k
2
(x′2+ y′2) (1.3)
The quadratic phase term in Eq1.2 can be ignored, giving the Fraunhofer approximation
of the Huygen’s principle. The simplified electric field is:
E(x,y,z)∼=−
iexp(ikz)exp
(
ik x
2+y2
2z
)
λ z
∫∫
E(x,y,0)exp
(
−ikxx
′+ xy′
z
)
dx′dy′
E(x,y,z)∼= A(x,y,z)F (E(x,y,0))
(1.4)
Hence, far from the aperture the diffraction pattern is given by the Fourier transform of the
field at the aperture and it scales linearly with z.
1.2.1 Diffraction Through a Lens
The above analysis shows that the Fraunhofer diffraction pattern is observed far from an
aperture i.e. as z→ ∞, which is not practical for the design of optical systems. However, by
using a convex lens the diffraction pattern can be shifted from infinity to the focal plane of
the lens. This can be understood by examining the wavefront modification as light propagates
through such a lens. A thin lens of focal length f adds the following phase curvature to the
incident light beam [8]:
φ(x,y) =−kx
2+ y2
2 f
(1.5)
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It is this phase curvature that shifts the far-field diffraction pattern to the focal plane of the
lens (for a detailed analysis see [8]). If E(x,y) is the field in the front focal plane of the lens,
the field in its back focal plane (BFP) is:
E(x,y,2 f ) =−iexp(2ik f )
λ f
∫∫
E(x′,y′,0)exp
(−ik
f
(xx′+ yy′)
)
dx′dy′O(x,y)
E(x,y,2 f ) =−iexp(2ik f )
λ f
F [E(x′,y′,0)]O(x,y)
(1.6)
So, the field in the focal planes (front and back) of the lens are linked by the Fourier transform
operation, with the scaling dependent on the focal length of the lens and the wavelength
of light. The term O(x,y) is the field in the BFP when E(x,y,0) = δ (x,y) (a point source
placed on the optical axis). Impact of O(x,y) on the resolution of optical imaging systems is
discussed in detail in the next sections.
Two-lens Imaging System
Schematic of a two-lens imaging system is shown in Figure.1.2B. Working of this system
can be explained by the duality property of the Fourier transform:
F [F [A(x,y)]] = A(−x,−y).
If the separation between the two lenses is equal to the sum of their focal lengths, the electric
field at the object plane (front focal plane of Lens 1) is Fourier transformed twice, resulting
in a flipped image of the object in the BFP of Lens 2. A two-lens system perfectly describes
the imaging operation of a modern microscope (emission path, ignoring filters and other
optical elements for simplicity), where the microscope objective and the tube lens perform
the functions of Lens 1 and Lens 2 respectively. Our localisation microscope was also based
on such an arrangement of lenses, the setup of which is discussed in Chapter 2.
1.2.2 Diffraction Limit of Light
Figure 1.2B shows imaging of a point emitter on a two-lens imaging system. Due to the
finite aperture of Lens 1, rays making an angle greater than θo with the optical axis are not
captured by the lens. Such a loss of information restricts the achievable resolution in optical
imaging systems. This happens because of the Fourier transforming property of the lens,
which results in linear mapping of rays making different angles with the optical axis (in the
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Fig. 1.2 (A) Fraunhofer diffraction is observed far from an aperture i.e. as z → ∞. (B) A
convex lens shifts this diffraction pattern to its focal plane. Field in the back focal plane of
the lens is linked to its front focal plane by the Fourier transform. (C) A two-lens imaging
system.
object plane) to different spatial frequencies in the BFP [9]. So, the cone of rays making
an angle θo with the optical axis corresponds to the maximum spatial frequency that can be
imaged on the system.
Under the paraxial approximation, for a given lens diameter d, θo can be calculated as:
sinθo ∼= d2 f (1.7)
here, the small angle approximation was used to get tanθo ∼= sinθo. The term sinθo is called
the numerical aperture (NA) of the lens (if a lens is placed in a medium of refractive index
n, NA = nsinθo). It is important to mention that modern lenses are designed to fulfil the
Abbe’s sine condition, under which Eq1.7 is true for rays collected over the entire collection
angle of a lens (2θo in Figure.1.2B). This condition is necessary for the Fourier transforming
property of a lens and aberration free imaging of off-axis objects in optical imaging systems
[9]. Therefore, fulfilment of the Abbe’s condition is necessary for an imaging system to be
linear and shift invariant - an important assumption in the analysis of localisation microscopy
images.
Due to the finite aperture of Lens 1, a circle of uniform amplitude is obtained in the BFP,
for a point emitter in its front focal plane. Diameter of this circle is d = 2 f sinθ , as shown in
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Figure 1.2, which is the physical size of the BFP. It can be converted to spatial frequencies by
taking the scaling of Eq 1.6 into account. So, the diameter in spatial frequency coordinates is:
umax = 2 f NA×
(
k
f
)
umax = 2π
(
2NA
λ
) (1.8)
Here, umax is the maximum frequency that can be resolved on a two-lens imaging system
and its time period is known as the Abbe’s diffraction limit of light:
Abbe’s Diffraction Limit =
λ
2NA
(1.9)
Resolution of the system
To determine the resolution of a two-lens imaging system, consider Figure 1.2. In the last
section it was shown that for a point source in the focal plane of Lens 1, the field in the
Fourier plane (BFP of Lens 1) is a circle of uniform magnitude, the diameter of which
depends on the NA of Lens 1. Lens 2 then takes the Fourier transform of this circle, forming
the image in its BFP. If d is the diameter of the field in the Fourier plane, Eq 1.6 can be used
to calculate the intensity in the image plane, which comes out to be:
I(r) = Io
(
πd2
4λ f
)2(
2
J1(kdρ/2 f )
kdρ/2 f
)
(1.10)
here J1(kdρ/2 f ) is a Bessel function of the first order (see Figure 1.3B). Such a blurred
image obtained by imaging a point source on an imaging system is called the point spread
function (PSF) of the system. We now explore the effect of such a PSF on imaging of an
arbitrary shaped fluorescent sample.
If A(x,y) is the illumination pattern on a sample with the fluorescence distribution B(x,y),
the field in the object plane is given as E(x,y) = A(x,y)×B(x,y). For simplicity, sample
is assumed to be uniformly illuminated, i.e. A(x,y) = 1. Writing, E(x,y) as a sum of delta
functions (point emitters), gives:
E(x,y) =
∫∫
E(xo,yo)δ (x− xo,y− yo)dxodyo = E(x,y)∗δ (x,y) (1.11)
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When such an electric field is imaged by the microscope objective, the field in the BFP is
given by the convolution theorem:
E(u,v) = (F [E(x,y)]×F [δ (x,y)])O(u,v)
E(u,v) =F [E(x,y)]O(u,v)
(1.12)
O(u,v) is the support of the BFP and, as discussed in the last section, it is generally a circle
of uniform magnitude. Now, calculating the intensity in the image plane (by taking the
Fourier transform of Eq 1.12) gives:
I(x,y) = |E(x,y)∗h(x,y)|2 (1.13)
here, h(x,y) is the PSF, which for a two lens system is given by Eq 1.10. Hence, the effect of
the finite aperture of Lens 1 (microscope objective) is the blurring of the image by the PSF
of the imaging system (microscope).
To determine the resolution of the system, two point emitters are considered in the object
plane, which produce two diffraction limited spots in the image plane. As these emitters are
brought closer, their images start to overlap. Resolution of a system is determined by the
minimum distance between the points till their images are distinguishable [10]. According
to the Rayleigh’s resolution criterion, two points are resolvable if the minimum distance
between them is such that the first zero of one image overlaps with the maximum/peak of the
other. For a Bessel function of the first order, this occurs when:
kdρ
2 f
= 1.22π
Solving for ρ in the above equation and using NA = d2 f , gives the minimum spacing between
the two points to be:
Rayleigh Criterion = 0.61
λ
NA
(1.14)
The implication of the above equation is that the resolution of an optical imaging system
(including microscopes) is limited to 200− 350 nm for visible light. This restricts the
visualisation of structures smaller than the diffraction limit of light and interaction between
biological molecules, which are vital for the proper functioning of any cell [11, 12].
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Fig. 1.3 (A) Image formation on a two lens imaging system (see Figure 1.2C). Finite aperture
of Lens 1 results in the loss of high frequency information leading to a blurred PSF. (B)
Intensity profile of the diffraction limited PSF. (C) Overlapping images of two point emitters,
separated by the minimum resolvable distance given by the Rayleigh’s criterion.
1.3 Localisation Microscopy
Localisation microscopy is a method to surpass the diffraction limit of light to obtain up
to tenfold improvement in resolution, over the diffraction limit of light, in fluorescence
microscopy. Sub-diffraction resolution is achieved by temporally separating emissions from
fluorescent molecules within a diffraction limited region, by using photo-switchable or
photoactivatable fluorescent labels [13, 14]. Depending on the use of fluorescent dyes or
proteins, localisation microscopy is called Stochastic Optical Reconstruction Microscopy
(STORM) or Photoactivatable Localisation Microscopy (PALM) respectively. Other than the
type of fluorescent labels used for imaging, both the techniques have very similar mode of
operation, which is explained in Figure 1.4. Different steps in the figure are explained below:
1. In the absence of the activation laser, all the molecules in the FOV are in the dark state.
Activation laser (usually ultra-violet light) is then shown on the sample (at an optimal
intensity) to activate a spatially sparse set of molecules.
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2. Fluorescence from the activated molecules is collected by exposing the sample to an
excitation laser
3. Centres of the imaged fluorescent molecules are localised
4. Active molecules are photo-bleached (or they return to dark state) before the next burst
of the activation laser.
5. The process is repeated until all the dye molecules in the FOV are exhausted (or enough
localisations are collected).
Fig. 1.4 Principle of localisation microscopy. (A) Inactive molecules in the FOV, (B)
Stochastic activation of a sparse subset of molecules, (C) Imaging, (D) Localisation of
imaged molecules, (E) Bleaching of active molecules before the next iteration in (F). Red
and black colours indicate active and inactive molecules respectively.
It is important to note that the frames acquired on a localisation microscope contain diffraction
limited spots. So, the highest spatial frequency in these frames corresponds to the Abbe’s
diffraction limit. It is by combining localisations from multiple frames that the underlying
structure is resolved beyond the diffraction limited resolution of the microscope. Tens of
thousands of localisations are usually required to construct a super-resolution image, resulting
in long imaging times (from minutes to hours) [13]. Hence, high spatial resolution is achieved
at the cost of low temporal resolution.
In this section, the concept of localisation microscopy was explained using separate
activation and excitation lasers. This is common for labels used in localisation microscopy.
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For example mEOS can be photoconverted using 405 nm laser to emit at 561 nm [15].
Similarly Cy5 can be excited by a 638 nm laser, which also sends it to the dark state. 532 nm
laser then acts as an activation laser for the dye in the presence of Cy3 (Cy3-Cy5 is know as
activator-reporter pair) [16]. However, use of two lasers is not always necessary. Alexa 647
can be activated and excited by using 647 nm laser line [17] and Atto 655 changes between
dark and bright state in the presence of a reducing agent such as ascorbic acid [18]. Two
important properties of fluorescent probes used in localisation microscopy are (i) the number
of photons emitted in the active state, and (ii) the time spent in this state [17]. While the
number of photons determine the localisation precision (see Eq 1.17), the on-time dictates the
number of molecules that can be localised within a diffraction limited region in a given time
(an on-time of ∆t can only result in, on average, t/∆t non-overlapping events in a diffraction
limited region in time t). For a detailed discussion on fluorescent dyes and proteins used in
localisation microscopy, see [17, 19].
1.4 Data Analysis in Localisation Microscopy
A sparse subset of fluorescent molecules emit at any given time in localisation microscopy.
Emissions from these active fluorophores are captured by the objective lens and focused to the
image plane by a tube lens. Hence, the emission path of the microscope is equivalent to a 4f
imaging system shown in Figure 1.2 (in the absence of any phase modifying optics). In such
a configuration, the electric field from the object plane (focal plane of the objective) is relayed
to the image plane by the objective and the tube lens (with blurring caused by the finite
aperture of the objective). For emitters in the focal plane of the objective, diffraction limited
spots are obtained in the image plane. However, for an emitter outside the object plane, a
spherical wave is obtained in the object plane, the amplitude of which drops as a function
of the distance from the emitter (Huygen’s Principle). This results in a blurred spot in the
image plane. For the number of photons typically involved in localisation microscopy, such
a spot is either lost in the background or localised (if possible) with deteriorated precision.
Hence, in the absence of any PSF modifications, localisation microscopy is limited to a thin
volume around the focal plane of the objective. This section focuses on the detection and
localisation of diffraction limited spots obtained from this volume. Methods to extend the
localisation microscopy to the three dimensions is discussed in Section 1.5.
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1.4.1 Spot Localisation in Two-dimensional Localisation Microscopy
Raw images contain a set of fluorescent spots. By taking advantage of the spatial invariance
of the PSF, fluorescent spots in an image can be modelled as:
h′(x,y) = Ih(x− xo,y− yo)+b; (1.15)
here, (xo,yo) is the position of a fluorescent spot in the image, h(x,y) is the PSF of the
microscope with amplitude I, which is proportional to the number of photons captured
from an emitter and b is the background signal. If the microscope objective and the tube
lens are modelled as thin lenses, h(x,y) is given by Eq 1.10. More accurate models of
the PSF can be computed by considering the vector nature of light and different interfaces
between the sample and the objective [20–22]. However, such PSFs are complicated and
computationally expensive to compute, especially in localisation microscopy which requires
hundreds of thousands of spots to be localised. So, for all practical purposes airy function
approximation of the PSF can be used [20]. In commonly used fitting algorithms, the PSF is
further approximated as a two-dimensional Gaussian function, which greatly simplifies the
fitting process.
h(x,y) = exp
[
−(x− xo)
2+(y− yo)2
2σ2
]
(1.16)
[23] generated the PSF of the microscope by taking into account the vector nature of light
and localised it by fitting a two-dimensional Gaussian function. The analysis showed that
the Gaussian approximation of the PSF does not affect the localisation accuracy (unless the
PSF is not circularly symmetric). Similar analysis carried out in [24–26] used the Gaussian
approximation of the PSF to localise emitters without any loss of accuracy in localisation
microscopy. Localisation software based on Gaussian approximation of the PSF have been
ranked significantly high in terms of both localisation accuracy and precision in a recent
assessment of localisation microscopy software [27]. However, it is important to note that in
the presence of aberrations (such as coma) and fixed dipoles, symmetry of the PSF can be
lost. In such cases, algorithms based on experimentally determined PSF should be used for
non-erroneous results [23, 27, 28].
Precision of Localisation
In the absence of aberrations, emissions in the image plane are centred about the actual
position of emitters. The light is then captured by a high quantum efficiency camera, pixels
of which sample the PSF. A PSF gives the probability distribution of photons in the image
plane but due to their quantised nature, the photons are randomly distributed on the camera
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pixels, at any given time. This gives rise to the shot noise with a Poisson statistics [29], which
deteriorates the localisation precision especially for low number of photons. Other sources of
noise such as read noise, thermal noise and dark noise also affect the localisation precision
as discussed in Section 2.2. In the presence of these noise sources, theoretical precision of
localising an emitter, xth, is given by the Thompson’s Equation [29]:
∆x2th =
s2+a/12
N
+
8πs4b2
a2N2
(1.17)
here, s is the standard deviation of the PSF, a is the pixel size, b2 is the noise variance and
N is the number of photons. The equation reduces to the formula for the standard error of
the mean (error in estimating the mean of a probability distribution from N samples) in the
absence of noise and pixel effects i.e. s2/N. A similar expression has been obtained by using
the Fisher Information analysis in [24].
According to the equation, pixel size plays an important role in determining the locali-
sation precision. Very large pixels result in under-sampling of the PSF, affecting the fitting
procedure and resulting in the loss of localisation accuracy and precision. On the other hand,
very small pixels have a few photons per pixel, resulting in enhanced shot noise and hence
worse precision. According to [29], and Eq 1.17, the best localisation precision is obtained
when pixel size matches the standard deviation of the PSF (similar to the Nyquist sampling
criterion). This was considered in the design of our microscope, as discussed in Chapter 2.
Another factor affecting the localisation precision is the size of the PSF. In the presence
of shot noise, Eq 1.17 can be written as σ√
N
. For a conventional PSF, σ increases away from
the focal plane resulting in the loss of localisation precision. Lastly, the precision improves
with an increase in the number of photons collected per emitter, a detailed analysis on which
is presented in Section 2.2.
1.4.2 Detection of Spots
Irrespective of the way the PSF is modelled, detection of fluorescent spots is required before
the fitting process. Image analysis carried out in this thesis was based on the following two
detection techniques:
• detection in raw images
• detection by transforming raw images to the wavelet space
These methods are discussed in detail below.
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Fig. 1.5 Detection and localisation of fluorescent spots in localisation microscopy. Spot
detection was carried out either in raw images or by transforming them to the wavelet
space. Spot localisation was performed by fitting a two-dimensional Gaussian function to the
detected spots or by calculating their centroid.
Direct Detection in Raw Images
Spot detection can be carried out by finding local maxima in raw images. PeakFit, a spot
localisation software used in the thesis, performs spot detection using this method. The
software detects fluorescent spots by finding local maxima in noise reduced images, followed
by Gaussian fitting around the detected peaks. Noise reduction is carried out by applying
mean, median or Gaussian filters to the raw images. Spot candidates, from filtered images, are
selected by non-maximal suppression (method to find local maxima by selecting peaks with
sharpest change of intensity) in a user defined rectangular region. After the detection stage,
localisation of fluorophores is carried out by fitting a two-dimensional Gaussian function to
the candidates in the original images. Fittings that do not meet user defined criterion related
to signal to noise ratio, width, precision, number of photons and other fitting parameters are
rejected. For a detailed discussion on the software, see [30].
Peakfit is available as an ImgeJ plugin [31]. Similar implementations of the above
mentioned method are also used in [32, 33].
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Fig. 1.6 Wavelet decomposition of a localisation microscopy image. (A) Original image, (B)
its decomposition into different scales of the wavelet transform and (C) detected peaks from
the scales of interest i.e 2 and 3.
Detection in the Wavelet Domain
The requirement to adjust various parameters in PeakFit greatly affects its output under
different signal to noise ratios (SNRs) i.e. multiple parameters have to be changed, depending
on the imaging conditions, to achieve its optimal performance. Moreover, finding local
maxima in raw images leads to false positives, especially in experiments involving low
signals, similar to the ones discussed in Chapter 3. Under such conditions we found the
spot detection in the wavelet domain to be more accurate and robust. The wavelet detection
software, WaveSM, used in the thesis was implemented in MATLAB and was based on [34].
Localised nature of wavelets in spatial and frequency domains makes them an attractive
candidate to detect features of different sizes in an image The transform gives a multi-
resolution decomposition of the image, where information about features of different sizes
is contained in different scales [35]. As discussed in Section 1.4.1, for optimal precision,
the pixel size should be matched to the standard deviation of the PSF. So, if an image is
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decomposed into wavelet coefficients, objects matching the size of the PSF are contained
in specific resolution scales. WaveSM uses B3-spline scaling functions for the wavelet
decomposition of an image. Figure 1.6 shows that the first scale of such a decomposition
contains noise, as it is composed of objects which are a single pixel in size. Scales 2 and
3 contain spots of up to 2 - 5 pixels and are of interest in localisation microscopy, as also
discussed in [36].
In WaveSM, after the wavelet segmentation of raw images, coefficients from the scales
of interest are thresholded to control the false detection rate, on the basis of a user defined
parameter. The binary image, calculated from the thresholded coefficients, gives the ‘support’
of fluorescent spots in the original image. A two dimensional Gaussian function is then fitted
to the support of each spot in the raw image, for its precise localisation.
The software requires only one user defined parameter i.e. false detection rate, making it
robust under different SNRs, concentration of molecules and imaging conditions. For more
details about the algorithm and its implementation, see [34]. Similar implementations of the
method are also used in [35, 36].
Localisation without Fitting
So far in this chapter, localisation of point emitters is discussed with reference to fitting
the PSF of the microscope (or its approximation) to the fluorescent spots in an image.
This requirement of the PSF model can be overcome by exploiting its isotropic nature and
localising emitters by determining the centroids of their diffraction limited images. This fast
method is used in QuickPALM [37], a commonly used software for image reconstruction
from localisation microscopy data. [36] shows localisation accuracy obtained from the
wavelet segmentation of an image followed by centroid determination (of individual spots)
to be comparable to the Gaussian fitting of the PSF.
A drawback of localisation through centroid estimation is that the presence of background
biases results towards the centre of the window (image segment over which the centroid
is calculated), especially if the window is not chosen correctly. For optimal results under
uniform background, the spot (to be localised) needs to be at the centre of the chosen window.
[38] shows the performance obtained by centroid estimation to match the Gaussian fitting of
the PSF, by iterative optimisation of the window size.
Image reconstruction through centre of mass calculations can be used as a fast and
computationally less expensive way to optimise experiments without applying the complete
localisation process. We frequently used this method to test different parameters (buffer
composition, exposure time, excitation and activation laser powers) in our experiments,
without undergoing the localisation process involving PSF fitting.
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1.5 Three-dimensional Localisation Microscopy
Discussion in this chapter has been focused on emitters in the focal plane of the objective
(object plane). This is generally not the case as the samples of interest are mostly three-
dimensional in nature. In this section, the elongated axial PSF and its effect on the axial
resolution of the microscope is discussed. We also discuss the loss of precision for emitters
outside the focal plane of the objective due to their blurred images on the camera. Lastly,
methods to increase the DOF in localisation microscopy are also discussed.
Image of an emitter outside the object plane is axially displaced from the image plane.
Even a displacement of a few hundred nanometres from the object plane results in consider-
able blurring of the image, as high NA objectives are used in localisation microscopy. The
distance over which an emitter remains ‘in-focus’ is called the depth of field (DOF) of an
imaging system. In localisation microscopy DOF can be given as the Rayleigh range (the
axial distance from the Gaussian waist at which the intensity of the beam drops by a factor of
2), which is defined in Eq 1.18. The analysis in this section is carried out for the Gaussian
approximation of the PSF. For a more detailed analysis on the DOF of microscopes, see
[39, 40].
zr =
2π
λ
w2o (1.18)
wo is the waist of the beam corresponding to the diffraction limited spot. The waist that gives
the optimal approximation of the airy functions is given as [26]:
wo = 0.42
λ
NA
(1.19)
here, it is assumed that the airy function and its Gaussian approximation have the same
amplitude. Substituting Eq 1.19 into Eq 1.18 gives:
zr ∼= λNA2 (1.20)
and the DOF is twice the Rayleigh range (considering both sides of the focal plane):
DOF = 2
λ
NA2
(1.21)
For excitation wavelength of 560 nm and NA = 1.3, DOF comes out to be 728nm (384 nm
on both sides of the focal plane). Hence, the PSF is considerably elongated along the axial
dimension, compared to its lateral extent (for an emitter in the object plane).
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Fig. 1.7 (A) x-z cross section of the PSF. The PSF spreads laterally as the emitter moves away
from the object plane. (B) kx-kz cross section of the OTF, obtained by the Fourier transform
of the intensity pattern (A)
Eq 1.6 shows that the field in the BFP of the objective is related to the field in the
object plane by the Fourier transform operation. If the equation is calculated for an emitter
axially displaced from the object plane, a circle of uniform magnitude with a quadratic phase
curvature is obtained. As a result of this phase, the diffraction limited image after L2, is
displaced from the image plane. Hence, in the image plane the beam is spread out as seen
from the xz cross section of its intensity in Figure 1.7A. If the Fourier analysis of such a cross
section is performed Figure 1.7B is obtained, which is called the optical transfer function
(OTF) of the microscope. Like PSF, OTF is also three dimensional in nature and the figure
shows its kz-kx cross section. As the PSF is axially elongated, not much information is present
along the kz direction. However, in the horizontal direction the extent of the OTF is limited
by the diffraction limit of light, with the highest frequency of the pass band corresponding to
λ
2NA (Abbe’s diffraction limit).
The above analysis shows that the localisation microscopy can provide a sub-diffraction
limit lateral resolution but its axial resolution is of the order of hundreds of nanometres.
Moreover, for an emitter outside the object plane, the image is significantly blurred, which
affects the localisation precision. In the next section, methods to improve the axial resolution
and precision in localisation microscopy are discussed.
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1.5.1 Phase Modification Techniques
Although the DOF of a microscope is around a few hundred nanometres, the symmetry of the
PSF around the focal plane limits the achievable axial information (even within this range).
The symmetry breaks in the presence of aberrations, a concept used by [41] to extract axial
position of emitters over 800 nm in the presence of systematic aberrations of the microscope.
The concept can be exploited by adding a desired phase to the emitted beam (instead of
relying on the aberrations in the system) to increase the DOF in localisation microscopy. In
this section, wavefront shaping techniques for extended DOF with high axial resolution and
precision are discussed.
Fig. 1.8 Emission path of our localisation based super-resolution microscope. Light from
emitters, in the imaged volume, overlap in the BFP with a phase dependent on the three-
dimensional position of the emitters
In localisation microscopy a sparse set of fluorophores, randomly distributed over the
entire FOV, emits at a given time. It can be calculated from Eq 1.6 (by using the shift
property of the Fourier transform) that for an off-axis emitter, the electric field in the BFP
of the objective (in the rest of the thesis it is referred to as the BFP) is a circle with a linear
phase, the gradient of which depends on the lateral position of the emitter. Moreover, light
from an emitter outside the object plane have a phase curvature which axially displaces
the image of the emitter from the image plane, as shown in Figure 1.8. Hence, emissions
from all the emitters in the imaged volume overlap in the BFP with a phase dependent on
their three-dimensional position. This property of infinity corrected optical systems can
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be exploited to break the axial symmetry of the conventional PSF around the focal plane.
This is achieved by placing a phase modifying element in the BFP that interacts with the
phase curvature of the beam to give an axially varying PSF. Some of these wavefront shaping
techniques are discussed below.
Astigmatism
In this technique, the wavefront of the emitted beam is modified to break the axial symmetry
of the conventional PSF by separating the focal planes of the two lateral axes [5]. The
required phase in the BFP can be given by Eq 1.22, which is the Zernike representation of
the phase. Zernike polynomials are commonly used to represent the phase of a beam in the
BFP as they form a complete orthogonal basis set over a unit circle. Moreover, commonly
occurring aberrations such as coma, astigmatism and spherical aberrations can be represented
as different modes of these polynomials [42]. See Appendix B for a description of the
Zernike polynomials.
φ(r,θ) =
√
6r2cos(2θ) (1.22)
Figure 1.9A shows that the phase profile required to generate the astigmatic PSF is similar
to that of a cylindrical lens. So, the technique can be implemented by placing a cylindrical
lens in the BFP [5] (for practical purposes the lens is usually placed just before the camera
to obtain the required shift in the focal planes of the two lateral axes). Astigmatic PSF
is elongated along a different lateral axis for emitters on different sides of the focal plane.
Figures 1.9D&F show that the PSF is elongated along horizontal and vertical axes for emitters
below (−Z1) and above (Z1) the object plane respectively. For an emitter in the object plane
(Z0), the image is isotropic due to it being equidistant from the two focal planes. So, by
determining widths of the PSF along the lateral axes, axial position of an emitter can be
calculated. Similar to the conventional PSF, lateral position of the emitter is determined
from the centre of the anisotropic PSF. [5] reported an axial precision of around 20 nm using
astigmatic PSF.
From the above discussion, it can be concluded that for emitters outside the object plane,
the astigmatic PSF is extended along one of the lateral axes. According 1.17, this results
in the loss of localisation precision along that axis. Therefore, the astigmatic PSF gives a
non-isotropic localisation precision outside the object plane. Moreover, though the PSF is
isotropic in the object plane, it is wider compared to the diffraction limited PSF. Therefore,
the axial information is obtained at the cost of lateral precision. DOF of astigmatic PSF is
not very different from that of a conventional PSF as the technique just shifts the focal planes
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of the two lateral axes. Hence, the power densities used in the technique (and the resulting
optical damage) are very similar to the two-dimensional localisation microscopy.
Wavefront shaping techniques to extend the DOF of the microscope are discussed next.
Fig. 1.9 (A) Phase required to generate the astigmatic PSF, (B) x-z cross section of the
PSF, (B) y-z cross section of the PSF. (D)-(F) PSF for different axial positions of an emitter.
Astigmatic PSF is elongated along a different lateral axis for emitters on different sides of
the object plane. For emitters in the object plane, the PSF is isotropic.
Double Helix Point Spread (DHPSF)
In this technique, wavefront of the emitted beam is modified in such a way that instead of a
single spot in the image plane, two spots are obtained per emitter. Axial and lateral positions
of an emitter are then calculated from the angle between the spots and their centre respectively.
So, for a given lateral position of an emitter, DHPSF rotates about the centre as a function of
its axial position. Phase required to generate the DHPSF is shown in Figure 1.10A.
DHPSF is based on beams with rotating intensity i.e. beams that rotate as a function of
their propagation. Mathematically, these beams can be represented as a linear superposition
of Laguerre Gaussian (LG) modes. Detailed discussion on such beams is presented in
Appendix C. Briefly, if a beam is formed from the super-position of LG modes along a
straight line, it rotates as a function of its propagation [43, 44]. Moreover, the beam has n
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rotating lobes, if its constituent azimuthal components are a multiple of n. For example, a
beam with the superposition of (1,1), (3,5), (5,9) and (7,13) modes has two rotating lobes
(as its azimuthal modes are a multiple of 2), similar to the DHPSF [45] .
Generation of LG beams require both phase and amplitude modulation of a beam, result-
ing in absorptive masks. Moreover, presence of side lobes further reduce the efficiency of
such a PSF . This problem can be overcome by applying an optimised phase only modulation
in the BFP which maximises the energy in the two spots of the DHPSF, as proposed by [45].
They start with a correct combination (one that generates two rotating spots) of LG modes
and perform optimisations to generate phase only mask with the maximum energy in the two
lobes. This was achieved by multiplying the two main lobes of the PSF with a weighting
function - two spatially separated Gaussians. Since, the position and the width of the lobes
change as a function of defocus (due to its continuous rotation), the weighting function was
generated for multiple axial positions. The optimisation resulted in 57% of the energy in the
two main lobes, which was 33 times more than the initial mask. Phase masks used in our lab
were based on this principle and bought from Double Helix Optics, USA. These masks gave
a DOF of up to 4µm with high localisation precision in all three spatial dimensions. Such
masks have also been used by [46, 47] to achieve an axial precision of < 25 nm over an axial
range of 3µm.
The localisation of the DHPSF, in this thesis, was carried out using the Easy-DHPSF
software [48]. Since the optimisation process, used to generate the DHPSF, involve Gaussian
weighting functions, the software fits two 2D-Gaussian functions to the DHPSF. The axial and
the lateral positions of an emitter are calculated from the angle between the fitted Gaussians
and their centre respectively. Further improvement in the localisation accuracy and precision
have been reported by applying algorithms that use the experimentally measured PSF in the
fitting process, such as those involving spline interpolation [27].
Loss of signal in higher order lobes and high background in DHPSF result in worse
localisation precision compared to the conventional PSF of the microscope . Higher back-
ground is a consequence of the focusing of light from the entire DOF (∼ 4µ m) to the image
plane. Moreover, the main lobes of the DHPSF are bigger than the conventional PSF, further
deteriorating the localisation precision. Another disadvantage of the DHPSF is its large size,
which limits the number of localisable (non-overlapping) molecules in any given frame, as
discussed in Section 1.6. Hence, in DHPSF axial information about an emitter is obtained
at the cost of lateral and temporal resolutions. Moreover, high power densities are usually
involved in the DHPSF. This is because of the low efficiency of phase masks and splitting of
photons into two spots with increased background signal.
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Fig. 1.10 (A) Phase required to generate the DHPSF. (B) DHPSF for different axial positions
of an emitter. Axial and lateral positions of the emitter are calculated from the angle between
the two lobes of the DHPSF and their centre respectively.
Depth Specific Mask Design
In this section, we discuss PSFs that work optimally over the desired DOF. These PSFs are
based on the concept of Fisher information, which is a statistical measure of the sensitivity of
the PSF to the change in the emitter position. Fisher information can then be used to compute
Cramer-Rao lower bound (CRLB), which is the best theoretical variance achievable for a
given PSF [49].
In the presence of Poisson noise and constant background, b, Fisher information is given
as [50]:
Fisher Information (xi) =
N
∑
k=1
1
I(k)+b
(
∂ I(k)
∂xi
)2
(1.23)
here, I(k) is the intensity of the PSF at the kth pixel of an image, N is the total number of
pixels in the image and [x1,x2,x3] = [x,y,z] (the three spatial dimensions). The equation
shows that the Fisher information is a measure of the change in the PSF, as the position of the
emitter changes along a given axis. CRLB can then be computed from the Fisher Information
as follows:
CRLB (xi) =
1
Fisher Information (xi)
(1.24)
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Optimal PSF is found by minimising the CRLB for a given DOF. This method to generate
PSFs was first proposed by [49]. As these PSFs are designed for a specific axial depth, they
give near uniform precision over the entire DOF. As a consequence, shape of the PSF varies
depending on the DOF they are optimised for. For example, [49] shows the optimal PSF for
the DOF of 3µm to be very different from the one optimised for 6µm DOF. But in both the
cases a precision of < 20 nm was reported in all three spatial dimensions. [51] then extended
the technique to 20µm axial range with an axial precision of 60 nm.
Hence, by applying this technique any DOF can be achieved. However, the localisation
precision deteriorates for large DOFs due to spread of signal over large number of pixels and
presence of multiple lobes in the PSF. To overcome the resultant shot noise, the required power
densities increase as a function of the DOF for which the PSFs are optimised. Moreover,
the size of a PSF also increases as a function of the DOF, leading to the loss of temporal
resolution. Therefore, for optimal results it is important to choose the PSF that is designed
for the desired DOF.
1.5.2 Non-phase Modification Techniques
So far in this chapter, techniques that extend the DOF of the localisation microscopy by
wavefront modification are discussed. Multi-focal plane and multi-view imaging techniques
can also be used to extract the three-dimensional position of an emitter, which will be the
focus of this section.
Multi-focal Imaging
Axial information about an emitter can be obtained by imaging multiple planes, on different
sides of the focal plane, and combining information from them. In the simplest case, this can
be done by imaging two equidistant planes from the focal plane of the objective, as shown in
Figure 1.11. In such a situation (in the absence of aberrations), if an emitter is in the object
plane, its image is of the same size on the two cameras. However, for an emitter outside
the object plane, spot sizes on the two cameras are dependent on the axial position of the
emitter, which can be used to determine the three-dimensional position of the emitter. [52]
applied this technique to track fluorescent beads in 3D with an accuracy of a few nanometres.
Similarly, by using this technique [53] obtained a lateral and axial precision of 30 nm and
75 nm respectively over a micron DOF, with four times better accuracy than the astigmatic
PSF. DOF can be further increased by imaging more axial planes as discussed in [54].
Microscope objectives (along with the tube lens) are designed to fulfil the Abbe’s sine
condition for the image plane only. Displacing the detector from this plane can introduce
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significant spherical aberrations [55, 56], leading to the loss of localisation precision. In an
interesting approach, [55] used spherical aberrations introduced in such a way to compensate
for sample induced aberrations. Multi-focus methods discussed above are affected by such
spherical aberrations, as they involve displacement of one or more detectors from the image
plane. The problem can be overcome by introducing diffractive optical elements in the
emission path of the microscope to achieve refocusing without displacing the detectors from
the image plane. [57] uses a distorted diffraction grating to image three different axial planes
into different diffraction orders of the grating. [58] uses a phase mask, placed in the BFP, to
simultaneously image 9 different axial planes on the camera. The phase mask was designed
to split fluorescent emission into nine paths, each having a different phase curvature to image
a different axial plane. To further increase the DOF, [59] combined multi-plane imaging
technique with the astigmatic PSF to image over an axial range of 8µm.
In multi-focal plane imaging, splitting of light from single fluorophores onto multiple
cameras leads to the loss of localisation precision in the presence of background signal. For
comparable precision (to 2D localisation microscopy) higher power densities are required.
Moreover, increase in the size of the PSF as a function of the axial position of an emitter,
relative to the object plane, results in further loss of localisation precision. Hence, like other
3D imaging techniques, axial information is obtained at the cost of lateral precision.
Fig. 1.11 Principle of multi-focal plane imaging. Axial information about an emitter is
obtained by imaging multiple planes on different sides of the object plane.
Multi-view Imaging
Similar to multi-focal imaging, three dimensional position of an emitter can also be obtained
by imaging a sample from multiple views. This approach is similar to stereo vision, a
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commonly used method to extract depth information in computer vision. The technique is
based on the concept of parallax, in which a detector ‘sees’ displaced image of an emitter,
when placed at different positions around it [60]. The displacement is dependent on the axial
position of the emitter. So, the three-dimensional position can be determined by calculating
disparity between images of the emitter from different views. ‘Looking’ at the sample from a
certain angle is similar to generating its image from a specific subset of spatial frequencies, a
concept discussed in detail in Chapter 5. [61, 62] generated two images of the sample by
splitting beam in the BFP, using mirrors, to get a DOF of over 2µm. A similar method was
implemented by using a wedge prism by [63].
Light field Imaging: In Chapter 5, a method to obtain multiple angular views of an
emitter by placing a lenslet array in the image plane of the microscope is discussed. In
such a configuration, the camera captures the focal plane of the array. By calculating
disparity between multiple views of the emitter, we achieved a DOF of over 30µm with high
localisation precision in all three spatial dimensions. As light from single emitters is split
into multiple views (172 in our system), significantly more photons are required to localise
emitters with sub-diffraction precision compared to the conventional PSF of the microscope
and phase modification techniques discussed earlier in the chapter. Future implementations
of the light field microscope with fewer views and consequently less stringent requirements
on the number of photons are discussed in Chapter 5.
1.6 Sampling Requirements in Localisation Microscopy
Localisation microscopy overcomes the diffraction limit of light by temporally separating
emissions from a diffraction limited region. Any given frame of the technique contains
signal from few active emitters, providing partial information about the labelled structure of
interest. Entire structure is then resolved by combining localisations from all the captured
frames. In this section, we discuss the number of samples/localisations required to accurately
reconstruct structures in localisation microscopy.
In signal processing, a continuous signal should (at minimum) be sampled at the Nyquist
rate for its non-erroneous reconstruction. If fc is the maximum spatial frequency in the
structure of interest, Nyquist sampling rate comes out to be:
NNyquist =
1
2 fc
(1.25)
The equation assumes a periodic sampling of continuous signals, for which at least NNyquist
sampling rate is needed for the non-erroneous reconstruction. However, in localisation
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Fig. 1.12 Principle of multi-view imaging. Images on Camera 1 and Camera 2 are formed by
different spatial frequencies. This is equivalent to looking at an emitter from two different
views. Disparity between images on Camera 1 and Camera 2 can be used to determine the
three-dimensional position of the emitter.
microscopy each event does not provide information about the underlying labelling density,
rather the number of events in a region is proportional to the labelling density [64]. So, the
sampling rate should be greater than NNyquist to reconstruct the structures of interest (as more
localisations come from densely labelled regions). [64] shows that even in the absence of
background, sampling rate should at least be three times higher than the Nyquist rate to
correctly sample a sinusoidal probability distribution.
Such a requirement results in a further loss of temporal resolution, especially in PSFs
engineered for large DOFs as they are bigger than the conventional PSF of the microscope.
For example, DHPSF (DOF = 3µm) and tetrapod (DOF = 20µm) are 3µm and 15µm in
size respectively [45, 51]. Similarly in light field imaging, the size of the PSF changes from
1µm at a depth of 3µm, to 20µm at a depth of 10µm (See Chapter 5 for more details). So
in any given frame, only 1-2 non-overlapping (and hence localisable) spots can exist, which
greatly increases the number of frames required to correctly sample the underlying structure.
This was the major limitation of the DHPSF based three-dimensional imaging to study the
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structure of dense chromatin fibres in primary spermatocytes of Drosophila, as discussed in
Chapter 4
1.7 Summary
The chapter covered the diffraction properties of light and use of a convex lens to shift the
far-field diffraction pattern from z→ ∞ to its focal plane. Origin of the resolution limit in
optical imaging systems was also explored from the diffraction properties of light. We then
explained the application of the localisation microscopy to overcome the resolution limit by
temporally separating emissions from a diffraction limited region. Methods to extend the
technique to three-dimensions were also presented. This included wavefront engineering,
multi-focal imaging and multi-view imaging. The chapter concluded with a discussion on
the number of localisations required for the non-erroneous reconstruction of structures in
localisation microscopy.

Chapter 2
Development and Optimisation of a
Localisation Based Super-resolution
Microscope
2.1 Introduction
Localisation microscopy overcomes the diffraction limit of light by temporally separating
emissions from single molecules within a diffraction limited region. The technique, when
combined with engineered point spread functions, can give high localisation accuracy and
precision in all three spatial dimensions. This chapter describes the work conducted to design,
develop and characterise a localisation based super-resolution microscope at Cambridge
Advanced Imaging Centre (CAIC).
2.1.1 Chapter Description
The chapter begins with the description of the experimental setup for a multifunctional
localisation based super-resolution microscope. Afterwards, steps taken to calibrate and
characterise the setup are discussed, which include characterising gain and read-noise of
sCMOS cameras and determining the achievable localisation precision for different number
of photons captured (per emitter) at the camera. Origin of spherical aberrations when imaging
beyond the coverslip is also discussed along with their effect on the PSF of the microscope.
The chapter ends with the description of an optimal alignment procedure to obtain high
localisation accuracy over large FOVs in three-dimensional localisation microscopy.
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2.1.2 Published Work
The optimal alignment procedure presented in Section 2.7 was published in [65].
2.2 Experimental Setup
This section describes the design and development of a localisation based super-resolution
microscope with the following functionalities:
• two-dimensional localisation microscopy
• dual-colour localisation microscopy
• three-dimensional localisation microscopy using DHPSF
• light field localisation microscopy
An inverted microscope frame, Leica DM IRE2, was modified to implement the micro-
scope. Experimental setup of the microscope and its different components are discussed
below.
2.2.1 Excitation Path
Excitation lasers were provided by Omicron LightHUB, which combined four wavelengths
(405 nm, 488 nm, 561 nm and 638 nm) for compactness, ease of use and high stability.
These laser lines allowed excitation of a wide variety of fluorophores throughout the visible
spectrum of light. Output beam of the laser combiner was through a single mode optical
fibre and it was collimated to 8 mm diameter using an off-axis parabolic mirror (Thorlabs,
RC12SMA-P01). Linear polarisation of the beam was converted to circular polarisation
using a quarter wave plate, which allowed us to excite fluorophores with different dipole
orientations.
Two mirrors, M1 and M2, were adjusted to dictate the necessary beam deflection for
widefield or HiLo illumination modes. A 250 mm focal length lens, L1, then focused light to
the BFP of a silicone oil 60x, 1.3 NA Olympus objective. This resulted in a collimated beam
of 96µm diameter at the sample. A quad-band filter (Chroma ZT405/488/561/640rpc) was
placed between L1 and the objective to separate the excitation and the activation lasers from
the fluorescent emissions. The sample was placed on a system of piezo-driven stages that
could move in three dimensions with a resolution of 10 nm (Nanos, LPS 30-60-1-VX-S-N-
XY and LPS 30-30-1-VX-S-N-XYZ). See Figure 2.1 for a schematic of the experimental
setup.
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Fig. 2.1 Experimental setup for the multifunctional localisation based super-resolution
microscope developed at CAIC.
2.2.2 Emission Path
Emitted light from the fluorophores in the FOV was collected by the same objective and
focused to the image plane by a 200 mm focal length tube lens, L2. Different functionalities
were implemented by modifying the subsequent emission path of the microscope as follows.
Single Colour Localisation Microscopy
In this case, lenses L3 and L4 (125 mm focal length) relayed the image plane to a camera
placed in the focal plane of L4. Following cameras were used in the experiments:
• Camera 1: Photometrics Prime 95B, pixel size = 11µm, peak QE = 95%
• Camera 2: Hamamatsu Flash 4.0, pixel size = 6.5µm, peak QE = 82%
Due to its higher quantum efficiency (QE), Camera 1 was better suited for localisation
microscopy, and is currently being used in the system. However, as this camera was added to
the microscope in the later part of the PhD, earlier experiments (those discussed in Chapter 3)
were performed using Camera 2. For each experiment, details of the camera are explicitly
mentioned when it is discussed in the thesis.
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Further band-pass filters were placed before the camera to ensure high attenuation of any
remaining (unwanted) laser light. Choice of these filters depended on the excitation laser and
we used the following for our laser lines:
• 488 nm laser: Semrock, FF03-525/50-25
• 561 nm laser: Semrock, FF01-600/52-25
• 638 nm laser: Semrock, BLP01-647R-25
Dual Colour Localisation Microscopy
Dual colour imaging was performed by simultaneously illuminating a sample (labelled
for dual colour imaging) with two excitation lasers. Emissions corresponding to different
excitation wavelengths were separated by using a dichroic filter (installed on the Cairn
TwinCam system). The separated emissions were then imaged onto two cameras i.e. Camera
1 and Camera 2. The following dichroic filters, along with the band-pass filters mentioned
above, allowed us to use the available excitation lasers in different combinations:
• Chroma T565lpxr-UF2 (transmits wavelengths above 565 nm)
• Chroma T647lpxr-UF2 (transmits wavelengths above 647 nm)
Image registration was required to correctly superimpose the data collected on different
cameras. This was achieved by imaging fluorescent beads and finding the optimal affine
transform between their images captured on the two cameras. Alignment and characterisation
of the system for dual-colour imaging is discussed in Chapter 4.
Three-dimensional Localisation Microscopy
L3 was used to access the conjugate BFP of the microscope, where the phase mask (from
Double Helix Optics, USA) to generate the DHPSF was placed. Focal length of the tube
lens was chosen to be 125 mm to obtain a beam size of 4.8 mm in the conjugate BFP, which
matched closely to the size of the phase mask. The phase mask was introduced in the setup
by using a magnetic mount with a quick release plate (Thorlabs, CXY1Q). This allowed
us to easily change between the two-dimensional and the three-dimensional localisation
microscopy. The exact position of the conjugate BFP depended on the distance between the
objective and L2. We found some interesting consequence of the non-optimal positioning
of the phase mask on three-dimensional localisation microscopy which are discussed in
Section 2.7 of the chapter.
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Light field Localisation Microscopy
Light field imaging was carried out by placing a lenslet array (RPC Photonics MLA S100-f21,
pitch = 100µm, f = 2.1mm) in the image plane of the microscope and Camera 2 was placed
in the focal plane of the array as shown in the inset of Figure 2.1. Camera 2 was chosen
for light field imaging (over Camera 1) because of its smaller pixel size, which gave finer
sampling of the light field PSF and hence better localisation precision. Alignment and
characterisation of the microscope for light field microscopy is discussed in Chapter 5.
A Note on Magnification of the Objective
The magnification mentioned on Olympus objectives is applicable for their usage with a
tube lens of 180 mm focal length [66]. So, the effective focal length of our objective can be
calculated as follows (using magnification equation of a two-lens system [8]):
fob j =
fT L,olymp
MT L,olymp
=
180
60
= 3 mm (2.1)
here, fob j and fT L,olymp are the focal lengths of the objective and the Olympus tube lens
respectively. MT L,olymp is the magnification obtained when the objective is used with the tube
lens of fT L,olymp focal length. However, in our system the objective was used with a Leica
tube lens (installed in the microscope frame) with a focal length of 200 mm. This resulted in
an effective magnification 66.67 between the object plane and the image plane.
Msystem =
200
3
= 66.67
Using this magnification, the pixel size (in the object plane) of Camera 1 and Camera 2 came
out to be 165 nm and 97.5 nm respectively.
2.3 Control of the Microscope
Control software for the microscope was written in LabVIEW, the layout of which is shown
in Appendix D. The software included the following functionalities:
• Control of stages for three-dimensional scanning of a sample, with the required dwell
time. Step size could be selected for each dimension separately.
• Simultaneous image acquisition on two cameras (Flash 4.0 and Prime 95B). The
software allowed use of one camera at a time as well.
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Fig. 2.2 Localisation precision as a function of the number of photons captured at the camera.
(A) Precision estimated from the variation in the position of fluorescent beads over 1500
frames, captured at 10 msec exposure time, under different excitation laser powers. (B)
Theoretical precision of localising the same beads (obtained from the Peakfit software).
• Control of lasers in pulsed or continuous mode
The control of cameras, stages and lasers from LabVIEW allowed us to automate time-
lapse imaging. This was especially useful for the characterisation of the microscope for light
field and DHPSF based three-dimensional imaging. The software was also used to provide
regular burst of the activation laser in some experiments discussed in Chapter 3. However,
experiments that did not require automated control were carried out using separate controls
for lasers (from Omicron software) and cameras (HCImage for Flash 4.0 and Micro Manager
for Prime 95B). Moreover, in these experiments, the stages were manually controlled to
image the required region of interest.
2.4 Precision and Number of Photons
We started our localisation microscopy experiments by determining the achievable locali-
sation precision as a function of the number of photons captured at the camera. For these
experiments, fluorescent beads (Invitrogen, 100 nm) were adhered to a coverslip surface
using Poly-L-lysine (PLL). Imaging was performed with different excitation laser powers at
an exposure time of 10 msec (as used in the imaging of biological samples). 1500 frames
were captured at each laser power and beads were localised using the Peakfit software [31].
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Localisation precision was calculated from the variation in the position of a bead over multi-
ple frames, captured for a given laser power. A typical FOV contained around 20 beads and
the precision was calculated for each bead separately. For a certain axis, x, the precision was
calculated as follows:
∆x =
√
∑Nt1 (x− x¯)2
Nt −1 (2.2)
here, x¯ is the mean position of the bead over Nt frames.
Figure 2.2A shows precision as a function of the number of photons captured at the
camera. The figure was obtained by calculating ∆x for all the beads in the FOV under
different excitation laser powers. The number of photons, emitted by an emitter, were
obtained from the area of the Gaussian PSF, the amplitude and width of which can be
obtained using Eq 1.15. If A is the area of the Gaussian function in counts, it can be converted
to the number of photons as follows:
Number of photons =
A
g
where, g is the gain of the camera (i.e. g counts are produced for each photon at a camera
pixel, see the next section for its calculations). In this section, the number of photons were
directly obtained from the PeakFit software, which fits Eq 1.15 to the fluorescent spots in the
acquired images.
As expected, the localisation precision improved with an increase in the number of
photons, asymptotically reaching ∼ 4 nm for large number of photons, which corresponded
to the best precision achievable on the microscope. Figure 2.2 B shows the theoretical
precision of localising the same beads (obtained from PeakFit software). The theoretical
precision can be obtained by applying the Thompson’s Equation, as discussed in Section 1.4.1.
See [31] for details about the theoretical precision obtained for different fitting algorithms.
Theoretical precision closely matched the results presented in Figure 2.2A, which was a
consequence of obtaining the latter over a short time of 15 sec. Any drift in the microscope
was negligible over such a duration. Hence, the above analysis gives an estimate of:
• the localisation precision as a function of the number of photons
• the mechanical stability of the system over short time scales i.e. the effect of high
frequency disturbances (if any) on the localisation precision
In single molecule tracking of Notch pathway transcription factor (Chapter 3), the average
track length was around 50-60 msec. For these experiments, results presented in Figure 2.2 A
explained the localisation precision and hence the smallest diffusion coefficient measurable
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on the microscope. However, this was not the case when imaging was performed over long
time scales e.g. in the experiments carried out to study the structure of chromatin fibres
(Chapter 4). These experiments required more than 10 min of imaging, during which the
mechanical drift of the microscope stage was significant. An example graph, in Figure 2.3,
shows a drift of 60 nm over 10 min in both the lateral axes of the microscope. So, in
experiments performed over long time scales, drift needed consideration to avoid errors in
the interpretation of localisation microscopy results. This problem is explored in detail, along
with the possible solutions, in Chapter 4 of the thesis.
Fig. 2.3 Lateral drift in the microscope stage over 10 min. Experiments performed over long
time scales required consideration of such drifts to avoid errors in the interpretation of the
localisation microscopy results.
Localisation precision in DHPSF
DHPSF involves splitting of emissions from single emitters into two spots, which are localised
by fitting two two-dimensional Gaussian functions. For each Gaussian fitting, the localisation
precision can be given by the results presented in Figure 2.2. However, due to 57% efficiency
of the DHPSF (see Section 1.5.1), only 28.5% of the light makes it to the two main lobes of
the PSF.
Lateral position of an emitter is calculated from the centre of the two Gaussian functions.
If shot noise is the only limiting factor, the centre of the Gaussians can be localised without
2.5 Characterisation of Cameras 41
any loss of precision, as discussed in Appendix A. Therefore, the lateral precision in DHPSF
is mainly affected by the loss of 42% of the photons in the higher order lobes. Other factors
such as the background signal and larger size of the DHPSF lobes can further deteriorate the
precision. As far as the axial precision is concerned, the angle between the spots is highly
sensitive to the localisation precision obtained for individual spots. The axial precision has
been reported to be nearly twice of the lateral precision [46]. For example, we expect lateral
and axial precisions of 20 nm and 40 nm respectively for 500 photons, which is in line with
the results presented in [46].
2.5 Characterisation of Cameras
An important step in the characterisation of the microscope was to quantify the gain and the
read-noise of our cameras. We used sCMOS cameras for localisation microscopy because of
their high frame rates and large FOVs compared to the EMCCD cameras [5, 67]. This section
presents the quantification of the gain of these cameras, which was essential to convert
between counts in an image and the corresponding number of photons captured at the camera
chip. The section also highlights the pixel dependent variations in the gain and the read-noise
of sCMOS cameras and their effect on localisation microscopy. These pixel dependent
effects are a consequence of the pixel specific electronics, in sCMOS cameras, to convert
photo-electrons to voltage and its subsequent amplification. On the other hand, in EMCCD
cameras, photo-electrons from each pixel are transferred to the readout register for conversion
to current, which is later multiplied and digitalised by chip-wide electronics [67]. So, the
pixel dependent effects do not exist in EMCCD cameras, but they suffer from multiplication
noise (introduced at the current amplification stage) which reduces the signal to noise ratio
(SNR) of captured images by a factor of
√
2 [68]. The nature of signal acquisition and its
processing in EMCCD cameras makes them slower than the sCMOS cameras, an important
reason for us to choose the latter for our system. Moreover, sCMOS cameras can now provide
a QE of 95 %, which is close to that of the EMCCD cameras (a major limitation of the earlier
sCMOS cameras was their low QE).
2.5.1 Gain and Read Noise Calculations
When a photon reaches the sCMOS camera chip, it produces an electron with a probability
equal to the QE of that camera. The electron is then converted to counts by the camera
electronics with a pixel specific amplification, namely the gain of that pixel. We calculated
this pixel-gain by measuring signal variations in a pixel for different intensities of the incident
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light, as discussed in [69]. Briefly, if Ne is the total noise at a pixel in electrons, it can be
written as a sum of different noise sources:
N2e = R
2
e +σ
2
e,shot +σ
2
e,other (2.3)
here, R2e , σe,shot and σe,other are read noise, shot noise and fixed pattern noise, at the pixel
in electrons, respectively. If Se and Sc represent the total signal at the pixel in electrons and
counts respectively, by using the Poisson statistics of the shot noise we get:
σ2e,shot = Se = gSc (2.4)
where, g is the pixel-gain. Using Eq. 2.4 in Eq 2.3 and conversion from electrons to counts,
give:
g2N2c = g
2R2c +gSc+g
2σ2c,other
N2c =
1
g
Sc+
(
R2c +σ
2
c,other
) (2.5)
here, Nc, Rc and σc,other are the total noise, read-noise and fixed pattern noise in counts
respectively. Hence, the slope of the variance vs signal graph, obtained by measuring signal
variations in a pixel for different intensities of incident light, can be used to estimate the gain
of that pixel (see the Methods section at the end of the chapter). It is to be mentioned that this
process is carried out over an entire image (instead of individual pixels) for EMCCD cameras
but due to pixel dependent gain and read-noise in sCMOS cameras, these calculations were
performed for each pixel separately. More information on the process can be found in
[68–70].
Figure 2.4A&B show histograms of pixel-gains for Flash 4.0 and Prime 95B cameras
respectively. As expected, a spread in pixel-gains was observed for both the cameras.
Moreover, the average pixel-gain was 2.2 counts/e− and 1.1 counts/e− for Flash 4.0 and
Prime 95B cameras respectively (close to the values provided by the manufacturers).
Next, we investigated the read-noise of these cameras, which is produced at the charge-to-
voltage conversion stage in a sensor and is pixel dependent for sCMOS cameras [71]. To do
so, the signal variations in a pixel were calculated in the absence of light. In such a situation,
the shot noise and the fixed pattern noise do not exist, as they originate due to the discrete
nature of photons and their processing on a camera chip respectively. Hence, in the absence
of light, Eq 2.5 becomes:
N2c = R
2
c (2.6)
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Fig. 2.4 Histogram of pixel-gains for (A) Hamamatsu Flash 4.0 and (B) Photometrics Prime
95B cameras. Spread in the histograms show the pixel dependent nature of the gain for
sCMOS cameras.
Figure 2.5A&B show histograms of read-noise for Flash 4.0 and Prime 95B cameras
respectively. We obtained the average read-noise of 2.87 counts (1.30 e−) and 2.30 counts
(2.09 e−) for Flash 4.0 and Prime 95B respectively. Higher read-noise in the latter was a
consequence of its larger pixels. We used this read-noise analysis to generate synthetic
images, with realistic noise, to test the performance of various data analysis software used in
the thesis.
Effect on localisation microscopy: Results presented in this section highlighted the pixel
dependent nature of gain and read-noise in sCMOS cameras. Improvement in the localisation
precision has been reported when these effects are included in the localisation process [68]. To
harness the complete potential of localisation microscopy and sCMOS technology, the pixel
dependent gain and noise should be considered in the localisation algorithms. Corrections
can be made by weighing pixels on the basis of their read-noise and compensating for the
bias introduced by hot (high gain) and cold (low gain) pixels. Such corrections can remove
any pixel dependent biases (due to aberrated pixels) in our tracking (Chapter 3) and clustering
analyses (Chapter 4) and is a current topic of research at CAIC.
2.6 Spherical Aberrations - Imaging Beyond the Coverslip
The most commonly encountered aberration in fluorescence microscopy is the spherical
aberration (SA), which will be the focus of this section. SA mainly originates due to the
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Fig. 2.5 Histogram of pixel dependent read-noise for (A) Hamamatsu Flash 4.0 and (B)
Photometrics Prime 95B cameras. Spread in the histograms show the pixel dependent nature
of the read-noise for sCMOS cameras.
propagation of light through an interface of mediums with different refractive indices as
shown in Figure 2.6 (we will consider the emission path of our microscope as aberrations
in this path are of interest in localisation microscopy). On an inverted microscope system,
emitted light propagates through a glass coverslip before reaching the objective. High
numerical aperture objectives, used in localisation microscopy, are usually designed to work
with water, oil or silicone oil as the immersion media. So, the refractive index (n) of such
objectives is very different from that of the glass coverslips. Modern objectives come with a
correction collar to compensate for SA induced due to this difference of refractive indices
between the objective and the sample. Adjustment of the correction collar changes the
distance between lens groups within the objective. This produces the required change of
angles between the peripheral and the axial rays [72]. So, by adjusting the correction collar
of the objective, negative SA are added to the wavefront to compensate for the SA introduced
at the interface of the coverslip and the immersion media.
For optimal imaging, correction collar should be perfectly matched to the thickness of the
glass coverslips. Failure to do so adds counter SA resulting in the deterioration of the PSF.
SA can also originate when imaging is performed deep within a sample, the refractive index
of which is different from that of the immersion medium of the objective. For example, [73]
measured different amounts of spherical aberrations in different sections of the mouse brain,
where the refractive index varied from 1.35 to 4. Figure 2.6B shows the effect of such a
refractive index mismatch on the focusing of light rays by a microscope objective. The figure
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Fig. 2.6 Origin of the spherical aberrations due to propagation of light through an interface
of mediums with different refractive indices.
shows that the rays which were focused to a point in a homogeneous medium, intersected
the optical axis at various points when n of the sample did not match the n of the immersion
media. This can be understood by the Snell’s law of refraction.
n1sin(θ1) = n2sin(θ2)
θ2 = Sin−1
(
n1
n2
sin(θ1)
) (2.7)
here, θ1 and θ2 are the angles of incidence and refraction when light rays travel from a
medium of refractive index n1 to n2. The equation shows that, for n2 > n1, larger the angle
of incidence of a ray, smaller is its angle of refraction. So, off-axis rays are focused away
from the focal point, obtained in the absence of aberrations as shown Figure2.6B. Such a
splitting of light rays results in a blurred PSF (this blurring is in addition to the spread of the
PSF due to the finite numerical aperture of the objective).
The simple analysis discussed above, explains the blurring of the PSF as light propagates
through mediums with different refractive indices, but rigorous mathematical modelling is
required to show that the blurring corresponds to spherical aberrations. Such a discussion
is carried out in [74] and [75] for mediums with single interface and multiple interfaces
respectively.
2.6.1 Effects on Two-dimensional Localisation Microscopy
From the above discussion it can be concluded that when a point emitter is imaged in the
presence of SA, light (from the emitter) is not focused to a diffraction limited spot in the
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image plane. In fact, light rays intersect the optical axis at a range of axial positions. The
smallest spot obtained under such a situation is called the circle of confusion (CoC), which
also corresponds to the image of an emitter in the presence of SA (see Figure 2.7A). Moreover,
the plane containing the CoC is axially shifted from the image plane i.e. the plane in which
the image is formed in the absence of aberrations.
Fig. 2.7 (A) Imaging of an emitter in the presence of SA. CoC corresponds to the smallest
spot obtained under such a situation. (B) In the presence of SA, image of an emitter in the
object plane is axially shifted from the image plane. a and b are the coefficients of the SA
and the defocus respectively in Eq 2.9
Simulations
To study the interaction between the defocus and the SA, the PSF of our microscope was
simulated under these aberrations. Aberrations were added in the BFP of the objective and
the corresponding PSF was calculated by taking the Fourier transform of the field in the BFP.
I(x,y) ∝
∣∣∣F [A(u,v)eιφ(u,v)]∣∣∣2 (2.8)
here, A(u,v) and φ(u,v) is the amplitude and the phase of the beam in the BFP respectively.
For simulations, we assumed the BFP to be a circle of uniform magnitude i.e.
A(u,v) =
1 if ρ ≤ 10 if ρ > 1
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Other than depending on the three-dimensional position of an emitter (as discussed in
Section 1.5.1), φ(u,v) also depends on the aberrations in the system [76]. SA and defocus
were added to φ(u,v) in the following form:
SA = aρ4
Defocus = bρ2
(2.9)
here, a & b are the coefficients of the spherical and the defocus aberrations respectively and
ρ =
√
u2+ v2 [77]. It is important to note that the Zernike representation of SA was not used
in the simulations. This is because Zernike polynomials represent balanced aberrations i.e.
mathematical formulation of the SA already contains the defocus term required to obtain
the maximum intensity in the image plane. As the goal of this simulation was to explore
the interaction between the defocus and the SA, they were added in their ‘pure’ form to the
simulated beam [78].
Figure 2.7B shows the amplitude of the PSF in the image plane in the presence of SA
and defocus. The highest amplitude of the PSF was achieved for |a|= |b|. The figure was
obtained by simulating the PSF for a = π4 and different amounts of b. These results show
that in the presence of SA, image of an emitter is axially shifted from the image plane.
Moreover, the axial symmetry of the PSF around the focal plane is also lost, as seen from
Figure 2.8. The figure shows a simulated PSF for a= 0 and a= π4 respectively. We exploited
this asymmetry of the PSF to adjust the correction collar of the objective to compensate for
any systematic SA in the microscope (see Section 3.3). This allowed us to efficiently collect
photons, and hence improve localisation precision, especially in experiments involving low
number of photons.
Experiments
SAs not only result in the axial spreading of the PSF but also enhance its side lobes [79, 80].
This effectively reduces the number of photons available for the localisation of an emitter.
Figure 2.9 shows the number of photons collected at the camera as a function of SA. The
figure was obtained by imaging 100 nm beads on a No. 1.5 coverslip (average thickness
= 170mm). SA was introduced by changing the correction collar of the objective, which
was equivalent to image at different depths inside a medium with the refractive index of
glass, using a silicone oil objective. We found the variation of the correction collar to be the
easiest way of introducing a controlled amount of SA. Results of the analysis are shown in
Figure 2.9. The figure shows that the number of photons decreased with an increase in the
amount of SA, resulting in a loss of ∼ 30 % photons at a depth of 15µm. Hence for optimal
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Fig. 2.8 Point spread function at different axial positions in the (A) absence and (B) presence
of SA. SA result in an axially asymmetric PSF
Fig. 2.9 Effect of SA on the number of photons collected at the camera. SA were introduced
by changing the correction collar of the objective, which was equivalent to image at different
depths inside a medium with the refractive index of glass.
imaging, the correction collar had to be perfectly matched to the thickness of coverslips. This
is especially important for experiments involving low number of photons, similar to the ones
carried out to study the dynamics of a DNA binding protein in Chapter 3.
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2.7 Optimal Alignment for Three-dimensional Localisation
Microscopy
Experimental setup for three-dimensional localisation microscopy, using DHPSF, is discussed
in Section 2.2. The phase mask, required to generate the DHPSF, works optimally if placed
in the conjugate BFP of the microscope. This plane contains the overlap of emissions from
all the emitters in the imaged volume. We found the position of this plane to be dependent
on the distance between the objective and the tube lens. Correct positioning of the phase
mask is important to ensure high localisation accuracy and precision in three-dimensional
localisation microscopy.
In this section, we present an optimal alignment procedure for the DHPSF to achieve
high localisation accuracy and precision in all three spatial dimension. Moreover, a spatially
varying aberration arising from the misplacement of the phase mask in infinity corrected
optics is also investigated. It is worth mentioning that though discussed with reference to the
DHPSF, the presented optimisation technique is equally applicable to the other engineered
PSFs.
2.7.1 Infinity Corrected Optics and the DHPSF
We installed a phase mask to generate the DHPSF in our localisation microscopy setup,
the schematic of which is shown in Figure 2.1. To obtain a spatially invariant PSF, the
phase-mask was placed in the conjugate BFP of the microscope and f (focal length of L3)
was chosen to match the beam diameter to the size of the phase-mask. Surprisingly, the
position of the conjugate BFP did not match the focal plane of L3. We found this to be a
consequence of the infinity corrected design of our microscope.
For a point-source in the focal plane of an infinity corrected objective, the light rays are
collimated after the objective. These rays are then focused to the image plane by a tube
lens. Due to highly corrected collimation of rays, after the objective, the exact distance
between the objective and the tube lens is not crucial for the techniques like point-scanning
or two-dimensional localisation microscopy. However, for imaging techniques involving
phase-modifying optics, such as DHPSF, this distance becomes important. The distance
determines the position of the conjugate BFP - the optimal plane to position the phase-mask.
In an idealised microscope shown in Figure 2.10A, the objective acts as a lens functioning
in 4f setup. However, this is not the case for an infinity corrected microscope, in which
the tube lens is placed closer to the objective to avoid vignetting. In such a configuration,
the BFP no longer lies in the focal plane of the tube lens. As a result, the position of the
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Fig. 2.10 Schematic of the emission paths for (A) idealised and (B) infinity corrected
microscopes. In an infinity corrected microscope, the position of the conjugate BFP does not
match the focal plane of L3.
conjugate BFP does not match the focal plane of L3, as shown in Figure 2.10B. However, in
literature phase-modifying optics is routinely shown to be wrongly placed in between the
relay lenses [6, 46, 81–84]. A consequence of which was the sub-optimal performance of the
presented techniques.
2.7.2 Alignment of the Phase Mask
As discussed in Chapter 1, the DHPSF encodes the lateral and the axial positions of an
emitter in the centre of its two lobes and the angle between them respectively. Hence, if the
axial position of the emitter is changed, the DHPSF rotates about its centre. However, lateral
shifts in the position of the DHPSF have been reported for such an emitter [46, 83]. These
shifts, if not corrected, can significantly affect the accuracy of localisations. We found that
the major source of these shifts was the infinity corrected optics of the microscope, shown in
Figure 2.10B. For such a system, the exact distance between the tube lens and the objective
should be considered when positioning the phase mask. If the phase mask is not placed
precisely in the conjugate BFP, light from a point source ‘experiences’ a phase which is
dependent on its position in the FOV, as shown in Figure 2.11.
For a given microscope, the correct position of the conjugate BFP can be found by
iterative displacement of the phase mask along the optical axis to minimise lateral movement
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Fig. 2.11 Overlap of light beams from different points in the FOV with the phase mask, when
it is displaced from the conjugate BFP. Light from a point source experiences a phase which
is dependent on its position in the FOV.
of the DHPSF as a function of its rotation i.e. the DHPSF shouldn’t move laterally if only
the axial position of the emitter changes. Alternatively, it can be found by sending in a
collimated light through the microscope objective, which results in a diffraction limited spot
in the conjugate BFP. It is important to note that a change in the excitation wavelength results
in a shift in the position of the conjugate BFP. Moreover, phase masks are designed to work
optimally for a specific wavelength. Hence, different excitation wavelengths require different
phase masks and consideration of chromatic aberrations.
2.7.3 Mathematical Modelling
So far we have discussed that the infinity corrected systems have an axial mismatch between
the positions of the conjugate BFP and the focal plane of L3. Moreover, placing the phase
mask in a wrong plane (e.g. in the focal plane of L3) results in a spatially varying PSF. In
this section, we mathematically model the effect of this sub-optimal positioning of the phase
mask on the DHPSF.
We start off by expressing the electric field in the BFP, E(k, fo), as a function of the
field in the focal plane of the objective, E(r,z). For N point sources in the imaged volume,
E(k, fo) can be give as:
E(k, fo) ∝
N
∑
n=1
F [E(r,z)]O(k) (2.10)
here, k = (kx,ky) are the normalised BFP coordinates, E(r,z) and E(k, fo) are fields in the
focal plane and BFP of the objective respectively and O(k) is the support of the Optical
Transfer Function of the microscope (in most cases a unit circle).
Light field from different point sources overlap in the BFP with linear (tilt) and parabolic
(defocus) phases depending on their lateral and axial positions respectively. In an idealised
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microscope (see Figure 2.10A), the field in the BFP is relayed via L2 and L3 to the conjugate
BFP. If r represents the lateral position of a point source in the imaged volume, the phase tilt
after L3, by using the shift property of the Fourier Transform, is given as:
φ(k) = exp
(
iM
k · r
f
)
(2.11)
here, M is the magnification of the microscope. Due to this linear phase for off-axis point
sources, the propagation of light beam after L3 is no longer along the optical axis of the
microscope. Hence, any axial displacement, ∆ f , of the phase mask from the conjugate BFP
will result in a mismatch between the centres of the phase mask and the beam. This lateral
shift between the centres can be given as:
∆k = M
r
f
∆ f . (2.12)
here, ∆k is the shift between the centre of the phase mask and the light beam for a point
source located at (r,z).
The effect of the axial displacement of the phase mask from the conjugate BFP can also
be understood by back-projecting the light rays to the conjugate BFP for each r. This virtual
BFP now has perfect overlap of all ray bundles but each point source with |r| > 0 sees a
shifted phase mask. The phase, φr(k,z), of a point source at (r,z) is modified in this virtual
BFP as follows:
φr(k,z) = α(z)(2k2−1)+φDH(k−∆k)) (2.13)
here, α(z) represents the defocus in the conjugate BFP, the magnitude of which depends on
the axial position of an emitter. k = |k| and φDH is the phase of the phase mask.
2.7.4 Simulations
After discussing the mathematical model for the sub-optimal positioning of the phase mask,
we simulated the resultant DHPSF for such a situation. We considered point sources at
different positions (|r|= 6.5µm, 13 µm and 20 µm) in the FOV. MATLAB was used to
generate images using, Eq. (2.13), across a DOF of 3µm in 300 nm steps. These parameters
were selected to match the simulations to our experimental setup. Localisation of the DHPSF
in simulated images was carried out by using the Easy-DHPSF software [48]. Figure 2.12
shows results of such a simulation with ∆ f = 35 mm (the distance between the conjugate
BFP and the focal plane of L3 in our microscope).
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Fig. 2.12 Simulation results for 35 mm displacement between the phase mask and the
conjugate BFP. (A) shows radial nature of the spatially varying DHPSF and (B) shows lateral
shifts of the DHPSF for three distances from the centre of the FOV.
The figure clearly shows that a non-zero ∆ f results in a radial displacement of the DHPSF
that grows larger with r. The magnitude and the direction (along r) of this radial shift is
plotted for three different radii in Figure 2.12 B. We found the displacement to be almost
linear, the gradient of which grew quickly with |r|. So, the displacement of the phase mask
from the conjugate BFP results in a loss of accuracy of up to several hundred nanometres.
2.7.5 Experimental Results
To verify our mathematical modelling and simulation analysis, we experimentally tested the
effect of the axial displacement of the phase mask from the conjugate BFP, in our microscope.
For this, fluorescent beads (Invitrogen, 100 nm) were adhered to a coverslip surface using
poly-l-lysine (PLL). Experiments were performed by placing the phase mask at different
distances (35 mm, 17 mm and 0 mm) from the conjugate BFP and a 50×50 µm area was
imaged. The sample was axially scanned over a 3 µm range in 100 nm steps. A typical
FOV contained around 30 beads, whose positions were localised using Easy-DHPSF. These
localisations were then used to interpolate across the full FOV. Results of this analysis are
shown in Figures 2.13 (D)-(F).
Results, in accordance with our mathematical analysis and simulations, showed that
the radial shifts were larger for beads away from the centre of the FOV and increased as
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Fig. 2.13 Experimental results for the positioning of the phase mask at different distances
from the conjugate BFP. (A) A representative image showing a distribution of fluorescent
beads with three different radii marked at 7 µm, 14 µm and 21 µm. (B) and (C) show
the global correction calculated from the average of bead positions for the phase mask
displacements of 35 mm and 0 mm from the conjugate BFP respectively. (D), (E) and
(F) show the radial shift in bead positions when interpolated across the FOV for the three
different phase mask displacements of 35 mm, 17 mm and 0 mm from the conjugate BFP.
Curves with different colours show shifts at radial distances marked in (A). (G) and (H) show
resulting mean squared error if the global corrections shown in (B) and (C) are simply applied
to a shifted phase mask (35 mm) and the correctly positioned phase mask respectively.
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beads moved away from the focal plane of the objective. When the phase mask was moved
closer to the conjugate BFP, the radial displacement reduced. This verified our hypothesis
that spatially varying PSF was a consequence of the phase mask being displaced from the
conjugate BFP of the objective.
The conjugate BFP contains perfect overlap of emitted light from all beads in the FOV,
so PSFs no longer varied spatially. However a global correction was required to overcome
the effect of uncontrollable system aberrations. The displacement of the DHPSF due to
displaced phase mask averages to zero over the FOV because of its radial nature. So, we
computed the global correction from the average lateral shifts of beads in the FOV and it
is shown in Figure 2.13(C). Due to the spatial invariance of the PSF, this correction could
also be computed from the lateral shifts of any single bead in the FOV. This allowed us to
use common algorithms for DHPSF localisations, which assumed a shift invariant PSF [48].
After applying the global correction, we achieved an accuracy of less than 20 nm over the
entire FOV, as shown in Figure 2.13(H).
To demonstrate how erroneous a global correction can be for a misplaced phase mask, we
computed the global correction for ∆ f = 35 mm and it is shown in Figure 2.13B. Although
this appears similar to the correction in Figure 2.13C, an order of magnitude higher errors
were obtained in such a situation as shown in Figure 2.13G. Moreover, the common practice
of using a single bead for calibration (rather than averaging as performed in Figure 2.13B)
can result in further loss of accuracy to more distant locations in the FOV.
2.7.6 Multicolour Three-dimensional Localisation Microscopy
The above discussion shows that, for high accuracy, the phase mask should be placed in the
conjugate BFP of the objective. However, wavefront shaping elements are usually designed
to work optimally for a single wavelength. Therefore, for dual colour imaging, two phase
masks should be placed in this plane. This can be achieved by dividing the emitted light
(corresponding to different excitation wavelengths) before the conjugate BFP as shown in
Figure 2.14. The phase masks are then placed in two equidistant planes from L3. This
concept has been used to study chromatin dynamics in yeast cells [85], using phase masks
for Tetrapod PSF. Different phase mask were used for different emission bands (‘green’ and
‘red’), each optimised for a DOF of 6µm.
Multicolour three-dimensional imaging can also be implemented by exploiting the de-
pendency of phase modifying elements on the wavelength of light. In such a method, a
single phase mask is designed to produce different PSFs depending on the wavelength of
the incident light (i.e. the mask is simultaneously optimised to produce different PSFs for
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Fig. 2.14 A schematic for dual-colour three-dimensional localisation microscopy.
different wavelengths). The mask is then placed in the conjugate BFP of the objective, which
allows simultaneous three-dimensional imaging by using a single optical path [86].
2.8 Summary
This chapter discussed the design, development and optimisation of a localisation based
super-resolution microscope. Calibration and characterisation of the microscope was also
explained. This involved estimating the pixel dependent gain and read-noise of our sCMOS
cameras. Origin of SA when imaging beyond the coverslip was explored along with its effect
on the localisation microscopy. A method to optimally adjust the correction collar of the
objective to overcome the systematic SA in the microscope was also proposed. The chapter
ended with a discussion on an optimal alignment procedure to obtain high accuracy and
precision over large FOVs in three-dimensional localisation microscopy.
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2.9 Contributions
The microscope, along with its multiple functionalities, was designed and developed by me
with the inputs from Kevin O’Holleran and Martin Lenz. I also wrote the LabVIEW software
for the control of the microscope. The optimisations discussed in the chapter were also
implemented by me (both simulations and experiments).
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2.10 Methods
Gain Calculations
We used the method discussed in [69] to calculate the pixel dependent gain of the camera.
Required data analysis was carried out in MATLAB. The analysis involved the following
steps:
1. Light from the halogen lamp, attached to the microscope, was sent through the micro-
scope objective, which resulted in the illumination of the entire camera chip.
2. Light intensity (from the lamp) was varied and 100 frames were captured at each
intensity level. In our analysis we considered seven of these levels.
3. Mean intensity (Sc), was calculated by determining the mean signal over 100 frames,
captured for a certain intensity of light (this was done after subtracting any pixel bias
present on the camera).
4. Total noise (Nc), was calculated by determining variance of the signal over 100 frames,
captured for a certain intensity of light.
5. Pixel-gain was then calculated from the slope of Nc vs Sc graph (for each pixel), using
the method discussed in Section 2.5.
So, by applying these steps we obtained the gain for each pixel of the camera. For
quantitative analysis of our localisation microscopy data, the average gain of these pixels
was used.
Chapter 3
Deep Localisation Microscopy for Single
Molecule Dynamics
3.1 Introduction
Localisation based super-resolution microscopy overcomes the diffraction limit of light by the
stochastic activation of fluorophores in the field of view. This allows localisation and tracking
of individual fluorophores, making the technique an attractive tool to study dynamics of single
protein molecules. This chapter discusses the application of our localisation microscope to
understand the dynamics of a DNA binding protein. To study the dynamics in the natural
physiological state of a cell, imaging had to be carried out in the whole salivary glands
of Drosophila, at a depth of more than 25 µm from the coverslip. This required careful
optimisation of the microscope to maximise the (usable) number of photons collected from
single fluorophores.
Aberrations due to imaging in thick tissues, combined with the requirement of high
frame rates to track freely diffusing molecules, resulted in few photons (less than 100 on
average) per localisation. Data analysis software, discussed in the chapter, were characterised
and optimised to work under such conditions. We extended the use of motion blurring
analysis to detect the presence of freely diffusing and bound molecules in the localisation
data, and to quantify their relative proportions. We also applied single molecule tracking
and subsequent trajectory analysis to precisely estimate the exact number of diffusion states
and their properties (occupational probabilities, transition probabilities and dwell times)
from the localisation data. The complete image analysis pipeline was tested on synthetic
data to optimise important parameters of multiple software (used in the analysis) for our
experimental data. This chapter discusses the hardware and software optimisations carried
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out to perform localisation microscopy in living cells, deep within thick salivary glands of
Drosophila.
3.1.1 Chapter Description
The chapter describes the work conducted to understand the dynamics of a DNA binding
protein for the Notch signalling pathway. First, the experimental setup for localisation
microscopy and tools for subsequent data analysis are discussed. Afterwards, two methods to
study the dynamics of the protein are explained. The first one, motion blurring experiments,
is based on counting the number of protein molecules localised at different exposure times, as
fast moving molecules are not detectable over a long exposure time. This method can be used
to verify the presence of multiple diffusion behaviours in the localisation data. The second
method is single molecule tracking (SMT), which can extract the exact number and values of
all the diffusion coefficients from the data. We also used SMT to calculate the occupational
probabilities and the transition probabilities of these diffusion states. The chapter finishes
with a discussion on the application of localisation microscopy to understand the dynamics
of the histone-DNA interaction.
3.1.2 Published Work
Results presented in this chapter were published in [87]. The paper covered the application
of the motion blurring and the SMT analyses to study the dynamics of CSL molecules, as
well as benchmarking of the image analysis pipeline.
3.2 Biological Significance
Notch pathway is a highly conserved signalling pathway, essential during development
and adult life of an organism. Malfunctioning of the pathway can result in many diseases
including cancer [88, 89]. So, study of the pathway is crucial to not only understand
development but also for the treatment of human diseases.
The pathway is activated when the ligand in the surface of the signalling cell binds to the
receptor, Notch, in the receiving cell, triggering a series of proteolytic cleavages of the Notch
receptor. These events result in the release of the Notch intracellular domain (NICD) that
enters the nucleus and interacts with a DNA-binding protein, Suppressor of Hairless (Su(H),
also known as CSL) and other proteins known as co-activators, leading to the transcription
of genes as shown in Figure 3.1A. We will refer to the genes transcribed as a result of the
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Notch signal, as the target genes. The activation of the pathway and steps leading to the
transcription of the target genes are discussed in detail in [90–92].
When the pathway is inactive i.e. in the absence of Notch signal, CSL interacts with a
different set of proteins, known as co-repressors, and together they act as repressors of target
genes [93, 94], as shown in Figure 3.1B. In the existing model of gene regulation, NICD
replaces co-repressor in the presence of Notch signal, while CSL remains bound to the DNA
[95]. However, recent reports have shown similar affinity of NICD and co-repressors for the
CSL, raising questions over the replacement model [96–98]. Moreover, techniques such as
chromatin immunoprecipitation (ChIP) assays in fixed samples show a significant increase in
the occupational level of CSL in the active state of the pathway, compared to the inactive
one, implying that there is an active recruitment of CSL after Notch activation [99–101].
These results highlight the shortcomings of the existing model and a need to better explain
the dynamics of CSL in the Notch pathway under different conditions i.e. when the pathway
is active and inactive.
Fig. 3.1 Principle of the Notch pathway regulation. Binding of NICD protein to CSL, in the
presence of other activation proteins, leads to the transcription of target genes. In the absence
of NICD, CSL acts as the repressor of these genes, with the help of co-repressor proteins.
Bray lab, at the Department of Physiology Development and Neuroscience is interested in
understanding the regulatory mechanism of the Notch pathway. They use Drosophila as the
model organism to study the pathway and have identified a range of target genes involved in
the process. They have also developed tools to study the behaviour of CSL at these localised
target sites and elsewhere in the nucleus. This project was carried out in collaboration with
the Bray lab, with the goal to study the dynamics of CSL in various parts of the nucleus and
to understand its interaction with the DNA under different conditions. We used localisation
microscopy for this project as it allowed us to analyse the behaviour of CSL molecules at the
single molecule resolution.
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3.3 Experimental Setup
Detailed experimental setup of our localisation microscope is discussed in Chapter 2. This
section covers the experimental details, imaging conditions and optimisations specific to the
experiments discussed in this chapter. Imaging was carried out by labelling CSL molecules
with mEOS3.2 fluorescent protein, which in its native state has the excitation maximum
at 507 nm. In the presence of UV light, a cleavage happens in the poly-peptide backbone,
shifting the excitation maximum to 572 nm [102–104]. In our experiments, cells were
exposed to a low intensity of 405 nm laser to photoconvert a sparse set of molecules, which
were then imaged with 561 nm laser. Cell preparation and labelling for the experiments
discussed in this chapter was done by the Bray Lab, the protocols for which are discussed in
Materials and Methods section at the end of this chapter.
We used an inverted microscope frame, Leica DM IRE2, customised for localisation
microscopy. Excitation (561 nm) and activation lasers (405 nm) were provided by a laser
combiner (Omicron LightHUB). Output of the laser combiner was through a single mode
optical fibre, which was collimated to a 8 mm diameter beam using a reflective collimator
and then circularly polarised using an achromatic quarter wave plate. The beam was then
demagnified on the sample through a 250 mm tube lens and 60x silicone oil objective
(Olympus UPLSAPO60XS2, 1.3 NA). This resulted in a collimated beam of 96µm diameter
at the sample. Fluorescence was collected through the same objective lens, filtered (Chroma-
ZT405/488/561/640rpc) to remove scattered and reflected excitation (or activation) light,
before its focusing to the image plane through a 200 mm focal length tube lens. Lenses of
125 mm focal length then relayed the image plane to a Hamamatsu, Flash 4.0 camera. A
final band-pass filter (Semrock-FF01 600/52-25) was placed before the camera to ensure
high attenuation of any remaining laser light. For each experiment, a 50× 50 µm region
was imaged, which was sufficient to observe a nucleus. Imaging was carried out with a
continuous excitation beam (80-150 W/cm2) along with regular bursts of the activation beam
every 20 sec (at 0.3-0.8 W/cm2). Intensity of the activation laser was carefully adjusted to
obtain a set of non-overlapping active molecules in the FOV.
Overcoming Systematic Spherical Aberrations
As we were interested in the in vivo behaviour of the Notch pathway, imaging had to
be performed at a depth of 20-40 µm from the coverslip, in thick salivary gland tissues.
Propagation of light, through such a sample, led to spherically aberrated PSF due to refractive
index inhomogeneities in the path as explained in Section 2.6. A consequence of this was the
loss of signal in higher order lobes of the PSF, effectively reducing the number of photons
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available for its localisation. Moreover, SMT experiments were carried out at high frame
rates (exposure time of 10 msec) to capture the dynamics of freely diffusing molecules. This
further limited the number of photons (collected per emitter) in any given frame. So, careful
optimisation of the microscope was required to efficiently collect emissions from single
fluorophores.
One of these optimisations was to adjust the correction collar of the objective, depending
on the thickness of glass coverslips. We used No. 1.5 and No. 1 coverslips, which have an
average thicknesses of 170µm and 150µm respectively. However, there can be a variation
of up to 20 µm from these average values [105]. If the correction collar is not corrected
for this inter coverslip variation, it can lead to spherical aberrations in the light path. This
happens because such a situation is equivalent to imaging in glass with a silicone oil objective.
Even a mismatch of a few microns leads to a significant loss of photons (see Figure 2.9 and
[105]), which greatly affects the localisation precision especially in experiments involving
low number of photons.
So, for the optimal performance, the correction collar had to be adjusted for each coverslip
separately. This was achieved by exploiting the asymmetry of the PSF around the focal plane
in the presence of spherical aberrations (see Section 2.6). For a given coverslip, the PSF
was measured by adhering 100 nm fluorescent beads to its surface, next to the sample. The
correction collar was optimised by iteratively adjusting its value and observing the axial
symmetry of the PSF around the focal plane. The value for which the maximum symmetry
was observed was chosen for the coverslip under consideration.
3.4 Analysis of Localisation Microscopy Data
Raw images acquired in localisation microscopy contain a sparse set of diffraction limited
spots, corresponding to single fluorescent molecules. These images were analysed to quantify
the dynamics of CSL molecules. This involved detection and localisation of spots, which
was the main step in the analysis of motion blurring experiments and the initial one in the
SMT analysis. For the latter, localisations were subsequently linked over multiple frames to
track the movement of individual protein molecules. Trajectory analysis was then performed
to extract multiple diffusion populations from the obtained tracks. In this section, our data
analysis methods for localisation, tracking and trajectory analysis of single CSL molecules
are discussed.
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3.4.1 Detection and Localisation
Spot localisation was carried out by fitting a two-dimensional Gaussian function to the
fluorescent spots in raw localisation microscopy images. We used PeakFit and WaveSM
software for the analysis of motion blurring and SMT experiments respectively (motion
blurring analysis was performed in the initial stages of the PhD, when WaveSM was being
optimised and tested). While both assume a Gaussian PSF, PeakFit performs spot detection
by finding intensity peaks in noise reduced raw image. Whereas, in the WaveSM software,
this is done by transforming the images to the wavelet space and finding peaks in the scales
of interest. Both the software are discussed in detail in Chapter 1.
3.4.2 Tracking from Localisations
The next step in the SMT analysis was to link the localised molecules over consecutive
frames, for which we used multiple hypothesis tracking (MHT) algorithm. MHT algorithm
links localisations in time by building trees of potential tracks. For each frame existing trees
are updated with localisations from within a certain area. New trees are also formed for each
localisation, to consider the possibility of new tracks. These tracks are then scored and set
of best, non-conflicting trees are selected as tracks [106]. We used an MHT based software,
implemented in icy, for the tracking of localised molecules. icy also has a spot detection
plugin [35], the data from which can be directly imported to the tracking plugin. Since, this
detection plugin is based on less precise centroid based fitting, localisation of fluorescent
spots was carried out using the WaveSM software. Output of the WaveSM was imported to
icy (in the correct format) using the ‘Spot Detection Import and Export’ plugin [107].
In the tracking software, molecules were assumed to undergo Brownian motion and
the software pre-estimated different tracking parameters such as expected movement of
molecules between frames, expected track length and probability of false detection from
the localisation data. We found the pre-estimation step to work reasonably well under our
experimental conditions. We also benchmarked the software against the simulated data
generated for different diffusion coefficients, as discussed in Section 3.6.1. For a detailed
description of the software and its performance, see [108].
3.4.3 Trajectory Analysis
Tracks obtained from icy were analysed to extract multiple diffusion populations and their
characteristics. This section covers trajectory analysis methods used in this chapter, which
included:
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• Mean Squared Displacement (MSD) analysis
• Jump Distance analysis (JD)
• Variational Bayes single particle tracking (vbSPT)
MSD and JD Analyses
For an instantaneous point source of freely diffusing molecules located at the origin at t = 0,
the probability density of finding a molecule at a distance r from the origin, after time t, can
be obtained by solving the diffusion equation [109]:
P(r, t) =
2r
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For multiple diffusing populations, the equation can be modified as follows [110]:
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Equation 3.2 shows that the MSD of a freely diffusing molecule varies linearly as a
function of time, with the slope proportional to the diffusion coefficient of the molecule.
So, MSD calculations over a track can be used to estimate its diffusion coefficient. Such
an analysis preserves information about individual tracks, allowing the spatially mapping
of different diffusion populations within a cell. However, calculating the MSD over an
entire track results in the loss of information about multiple dynamics within the track [111].
Moreover, the analysis gives erroneous results for short tracks [110] e.g. [112] shows that at
least 32 time points were required to accurately calculate the diffusion coefficient of a track
using the MSD analysis. Therefore, because of small tracks obtained in our experiments
(average length of less than 6 frames), the MSD analysis could not be used to calculate the
diffusion coefficients of individual tracks.
The limitations of the MSD analysis can be overcome by applying the JD analysis. The
algorithm fits a theoretical probability distribution, given by Eq 3.4, to the distance covered
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by an ensemble of molecules in a given time. The JD analysis can find sub-populations (with
different diffusion behaviours) from tracks and works well for short trajectories. However,
individual trajectory information is lost in such an analysis [110] . This information was
required to study the dynamics of CSL molecules in different parts of the nucleus, which
restricted the use of the JD analysis for our experiments. For a description of the MSD and
the JD analyses and their comparison see [110].
vbSPT Software
Shortcomings of the MSD and the JD analyses can be overcome by taking a variational
Bayesian approach to the trajectory analysis problem, as proposed in [113]. The paper also
provides a MATLAB implementation of the method, named vbSPT. In vbSPT, diffusion
coefficients are modelled as different states of a Hidden Markov Model. So, multiple diffu-
sion coefficients and parameters like dwell times, transition probabilities and occupational
probabilities can be obtained from the software.
vbSPT assumes the molecules to undergo free diffusion and the position, x, of a particle
at time, t, is calculated as:
x(t) = x(t−1)+∆x(Dst ) (3.5)
here, ∆x(Dst ) is the distance covered by the particle, diffusing with the diffusion coefficient
D, in a unit time. Different diffusion behaviours within a track, e.g. binding and unbinding
events, are modelled as a variation in the diffusion coefficient. Hence, the software can extract
multiple diffusion coefficients from short tracks while maintaining the track information. For
a detailed discussion on the implementation of the software and its working, see [113]. The
software was tested on simulated data, as discussed in Section 3.6.1, before its application to
the experimental data.
After discussing the data analysis methods, we apply them to study the dynamics of the
CSL protein. This will be the focus of the rest of this chapter.
3.5 Motion Blurring Experiments
One of the main goals of the project was to confirm the presence of multiple diffusion
populations (i.e. freely diffusing and DNA-bound) in the imaged nuclei. To approach this
question, we imaged cells under different exposure times. The idea was that if the CSL
molecules undergo multiple diffusion behaviours, the number of localisations in living cells,
Nliving, should vary as a function of the exposure time at the camera. However, the number
of localisations in fixed cells, N f ixed , should remain (nearly) constant over these exposure
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times. This is because the freely diffusing molecules are not detectable over long exposure
times, due to the spread of their signal over multiple pixels (as they move over multiple
pixels over the exposure time). This weak signal is lost in the background fluorescence and
noise, which are captured by the camera pixels over the entire exposure time. On the other
hand, localised emissions from bound molecules are captured by the same set of pixels over
the entire exposure time (assuming that the molecules do not photobleach during this time).
This method was first applied by [114] to selectively image different protein populations. We
performed simulations for a diffusion coefficient of 1.5µm2/sec (it was the highest diffusion
coefficient obtained from the SMT analysis as discussed in the next section), results of which
are shown in Figure 3.2. Approximately 23,000 spots were detected at an exposure time of
10 msec. The number decreased as the exposure time increased, reaching ∼ 115 (0.5%) at
500 msec. A detailed analysis of the motion blurring technique (through both simulations
and experiments) is carried out in [114].
In this project, we extended the motion blurring to quantify the molecular dynamics of
CSL, which included the detection of multiple diffusion populations in a region of interest
and determining their relative proportions. A difference in N f ixed and Nliving, over different
exposure times, was observed because CSL molecules had multiple diffusion behaviours in
living cells. Whereas, only static molecules were present in fixed cells. So, by comparing
Nliving and N f ixed over different exposure times, existence of multiple diffusion populations
in the imaged nuclei was predicted.
Experimental Results
5-7 nuclei (both fixed and living) were imaged at exposure times of 10 msec, 50 msec,
100 msec, 200 msec and 500 msec. Results of the analysis are shown in Figure 3.3D. While
N f ixed was nearly constant over different exposure times, Nliving decreased as the exposure
time increased. The proportion of bound molecules was estimated by measuring the change
in Nliving over long exposure times, relative to Nliving at 10 msec. At 100 msec, only ∼ 26%
of the localisations remained and they reduced to ∼ 10% at 200 msec. Hence, we expected
the population of bound molecules to be in this range, which was close to the number
obtained from the SMT analysis discussed later in the chapter. These results signify the
effectiveness of the motion blurring technique to extract molecular dynamics from single
molecule localisation microscopy data.
It is important to note that although N f ixed was constant over different exposure times, it
was significantly lesser than Nliving at short exposure times. This was contradictory to our
expectations, as fixed samples should contain all the populations of the CSL molecules. The
contradiction can be explained by the quenching of fluorescent molecules in the fixation
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Fig. 3.2 Number of localisations as a function of exposure time for simulated molecules with
D = 1.5µm2/sec.
process. Hence, although the motion blurring analysis provided valuable information, its
predictions had to be verified through the SMT analysis. SMT was also required to quan-
tify the dynamics of molecules with intermediary diffusion characteristics. This included
extracting and quantifying diffusion coefficients of all the CSL populations in a nucleus; and
calculating their dwell times, relative proportions and transition probabilities. The remainder
of this chapter will focus on the SMT analysis to completely understand the dynamics of
CSL molecules.
3.6 Single Molecule Tracking
Motion blurring experiments predicted that the CSL molecules exhibit multiple diffusion
behaviours in the nuclei of living cells. We further investigated the dynamics of the protein
at the single molecule resolution by carrying out the SMT experiments. A schematic of our
SMT data analysis method, involving localisation and tracking of molecules followed by
trajectory analysis is shown in Figure 3.4.
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Fig. 3.3 Results for motion blurring experiments. (A), (B) and (C) show localisations in
an example nucleus over exposure times of 10 msec, 50 msec and 500 msec respectively,
in living cells. (D) A graph showing the number of localisation in living and fixed cells
over multiple exposure times. In living cells, the number of localisations decreased as the
exposure time increased, due to the spread of photons over multiple pixels for fast diffusing
molecules. On the other hand fixed cells contained only static molecules, resulting in the
same number of localisations at different exposure times. This analysis shows the presence
of multiple diffusion behaviours of CSL molecules in living cells.
We first tested the performance of various software involved in the image analysis pipeline
on the synthetic data and later applied them to the experimental data. In this section, results
of both the analyses are presented.
3.6.1 Simulations
To analyse the performance of our SMT data analysis pipeline (Figure 3.4), we tested it
on the synthetic data sets. Trajectories were generated in a discretised cell geometry of
20µm diameter by using the synthetic data generation capability of the vbSPT software. The
software could generate trajectories of the desired (average) length, with multiple diffusion
coefficients and required transition probabilities [113].
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Fig. 3.4 Complete schematic of our data analysis process. (A) shows a representative image
of our localisation microscopy, from which fluorescent spots were localised, using the
WaveSM or the PeakFit software, as shown in (B). (C) shows the linking of these localisations
over consecutive frames by carrying out the SMT analysis in icy. (D) shows cartoon of
a cell containing multiple short tracks, from which the dynamics of diffusing molecules
were extracted using the vbSPT software. (E) An example output of the trajectory analysis
software.
A MATLAB script was written to generate images from these trajectories. The width of
the PSF and the pixel size was matched to the experimental setup. Shot noise and read-noise,
similar to that of the camera, were also added to these images (see Section 2.5 for the
read-noise calculations for our cameras). Images were generated for different number of
photons to test the performance of our analysis pipeline under different conditions. The
trajectory analysis software has been tested for a range of conditions in [113]. Here we show
the results of testing the performance of our complete image analysis pipeline, applied to
study the dynamics of CSL molecules. So, our simulations had the following steps:
1. Generate synthetic trajectories using the vbSPT software
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2. Generate images from these trajectories with parameters matching the imaging condi-
tions
3. Perform spot localisation
4. Carry out tracking of localised spots
5. Perform trajectory analysis
We started off by simulating images of single molecules, diffusing with D=1µm2/sec.
Ten synthetic data sets were generated, with an average track length of 5.5 frames at an
exposure time of 10 msec, which matched the experimental conditions. These images were
then analysed for localisation, tracking and trajectory analysis of simulated spots.
Fig. 3.5 MSD and JD analysis on synthetic data generated for D = 1µm2/s. (A) shows that
the MSD analysis gave a range of diffusion coefficients for short trajectories. However, for
long trajectories it converged to the single and correct diffusion coefficient. (B) shows that
the JD analysis returned the correct diffusion coefficient by fitting a probability distribution
to the jumps from multiple short trajectories.
MSD and JD analysis
The tracks were first analysed by using the MSD and the JD algorithms. By doing so, the
accuracy of the synthetic data generation software was tested i.e. we confirmed that the
software was generating trajectories with the required diffusion coefficients. As expected the
MSD analysis gave a range of diffusion coefficients for short trajectories, however for long
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trajectories it converged to a single and correct diffusion coefficient, as shown in Figure 3.5A.
Average track length in our experiments was between 5-6 frames, so the MSD analysis was
not suitable for calculating the diffusion coefficients of individual tracks in these conditions.
As far as the JD analysis is concerned, it combined jumps from multiple short tracks to
correctly extract the correct diffusion coefficient, as shown in Figure 3.5B. But in doing
so information about individual tracks and their possible spatial mapping was lost. So, the
above analysis:
• verified that the vbSPT was generating trajectories with the correct diffusion coeffi-
cients, which was important for the discussion in the rest of this section
• confirmed the limitations of the MSD and the JD analyses for our experiments, as also
highlighted in Section 3.4.3
Fig. 3.6 Output of the vbSPT analysis on the synthetic data generated for D = 1 µm2/s
and for different number of photons (track length = 5.5 frames, at an exposure time of
10 msec). Large localisation errors for fewer photons resulted in an apparently high diffusion
coefficient.
vbSPT Analysis
We then analysed tracks using the vbSPT software and results are shown in Figure 3.6. Under
all the tested conditions, the software returned a single diffusion state. This verified that our
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data analysis method did not produce multiple states under realistic SNRs. However, the
value of the diffusion coefficient increased with a decrease in the number of photons. For
example, we obtained diffusion coefficients of 1.25µm2/s and 1.02 µm2/s for an average
of 30 and 200 photons per emitter respectively. This can be explained by the deterioration
of the localisation precision with a decrease in the number of photons, which resulted in an
apparent increase in the diffusion coefficient [113].
To test the performance of our data analysis method in extracting different parameters
from single molecule images, we generated trajectories with four diffusion coefficients.
Parameters used to generate the synthetic data are shown in Figure 3.7, and were chosen
to match the experimental conditions. Ten image sets were generated, with the average
track length (5.5 frames) and number of photons (less than 100) matching the experimental
conditions. Images were analysed using our data analysis pipeline and results are shown
in Figure 3.7. The software correctly identified the number of diffusion states and quite
accurately extracted parameters like diffusion coefficients, their populations and transition
probabilities.
However, values of the diffusion coefficients were found to be higher for all the diffusion
states except D4. This was due to large localisation errors, as the simulations were carried
out for a low number of photons. The error also affected D4, but confinement due to finite
geometry of nuclei restricted the movement of fast molecules, resulting in an overall decrease
in the value of D4. More information on this can be found in [113].
Confinement of Molecules: The effect of confinement on the diffusion of molecules
was further investigated by analysing their movement in a confined regions. Five data sets
with D = 1.5 µm2/s were generated in regions with radii of 50, 150 nm, 300 nm, 500 nm
and 1500 nm. Trajectory analysis indicated that confinement hindered the free diffusion of
molecules, resulting in an ‘apparent’ decrease in the calculated value of diffusion coeffi-
cient as shown in Figure 3.8 C. We obtained average diffusion coefficients of 0.09µm2/s,
0.62µm2/s and 1.1µm2/s in regions with radii of 50 nm, 150 nm and 300 nm respectively.
This can be explained by comparing the histogram of jump distances of a confined particle
with the one obtained for a freely diffusing particle. For example, the maximum jump
size in regions of 50 nm and 1500 nm radii was 90 nm and 800 nm respectively as shown in
Figure 3.8A&B. In our experiments, such a situation arose when molecules were confined
due to obstacles, such as chromosomes, in nuclei.
After testing our data analysis pipeline on simulated data, we applied it to the SMT
experiments carried out to investigate the dynamics of CSL molecules.
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Fig. 3.7 Results of the vbSPT analysis on the synthetic data generated with four diffusion
coefficients. The software correctly identified the number of diffusion states and quite
accurately extracted parameters like diffusion coefficients, their respective populations,
occupation probabilities and transition probabilities
3.6.2 Experimental Results
We performed SMT experiments on CSL molecules, labelled with mEOS, in the nuclei of
Drosophila salivary glands. Low intensity of 405 nm laser was used to activate a spatially
sparse set fluorophores at any given time, which was then imaged with 561 nm laser.
Imaging inside Nuclei
A cross section of salivary gland nuclei was imaged at an exposure time of 10 msec, which
was suitable for the tracking of freely diffusing molecules while maintaining reasonable
SNRs. An example image is shown in Figure 3.9A. Fluorescent spots, in such images, were
localised and tracked using the image analysis pipeline discussed earlier. Figure 3.9B&C
show representative histograms for the number of photons per emitter and track lengths
respectively, obtained in our experiments. As imaging was performed inside the whole
salivary glands of Drosophila, more than 20µm away from the coverslip, an average of 63
photons were collected per localisation. Due to this low number of photons and factors
like photo-bleaching and narrow DOF (molecules were not detectable outside a 200-300 nm
region around the focal plane), the average track length in our experiments was∼ 5.23 frames.
Although it was not possible to extract dynamics from one such track, vbSPT combined
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Fig. 3.8 Effect of confinement on the diffusion coefficient of a particle, otherwise diffusing
with D = 1.5µm2/s. (A) and (B) show histograms of jump distances for a particle diffusing
in the regions of 50 nm and 1500 nm radii respectively. (C) shows ‘apparent’ diffusion
coefficients of a particle diffusing in regions of different radii. Confinement hindered the free
diffusion of the particle, resulting in an ‘apparently’ small diffusion coefficient.
Fig. 3.9 (A) shows example image of our localisation microscopy in living Drosophila
salivary glands. (B) and (C) show representative histograms of the number of photons per
localisation and the track lengths respectively, obtained in our experiments.
information from multiple short tracks, more than 10,000 in our experiments, to completely
quantify the dynamics of the tracked molecules.
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Imaging was first performed for the Notch OFF condition i.e. in the absence of the Notch
signal. Results from the SMT analysis are shown in Figure 3.10A. The results were obtained
from 30,036 trajectories, extracted from 18 nuclei imaged in 5 different organisms. Error bars
in the figure show the variation in the diffusion coefficients obtained for different organisms,
or set of organisms, for which the trajectory analysis was carried out. It is important to
mention that the number of diffusion states output by the vbSPT software depended heavily
on the number of tracks. For small number of tracks, multiple diffusion states were merged,
making it difficult to fully investigate the behaviour of molecules. For our experiments, at
least 7,500 trajectories were required to completely resolve the dynamics of CSL molecules.
For organisms that did not produce the required number of tracks, the analysis was carried
out on their collective tracks. For example, organisms 1, 2 and 3 produced 5142, 6795 and
2127 tracks respectively. So we ran vbSPT on their combined tracks, i.e. on 14,064 tracks,
to fully resolve the dynamics in these organisms. Once the trajectory analysis was performed,
the dynamics could be studied in individual organisms as the vbSPT software returned the
diffusion state of each jump in the analysed tracks.
Results indicated that the transcription factor had at least four different diffusion states in
the imaged nuclei, which can be attributed to the following characteristics of the transcription
factor:
• State F1, D = 1.89µm2/s: freely diffusing molecules
• State B1, D = 0.09µm2/s: immobile molecules, which were engaged in the specific
DNA binding
• State F2, D = 0.5µm2/s: molecules undergoing confined diffusion due to obstacles
(such as chromosomes) in the nucleus
• State B2, D = 0.22µm2/s): molecules involved in the non-specific interactions with
the chromatin
The proposed model is shown in Figure 3.10B. It is important to mention that other than
the reasons given above, tight confinement could also result in molecules to have the diffusion
states B1 and B2, as discussed in Section 3.6.1. So, to fully understand the interaction of
the CSL with the DNA, it was important to study its dynamics in a region containing large
number of target genes. This was evident when a cross section of salivary gland nuclei was
imaged in the presence of Notch signal i.e. under the Notch ON condition. No global change
in the diffusion characteristic of the CSL was observed, except in a chromosomal region
containing large number of Notch target genes. This analysis is covered in detail in the next
section of the chapter.
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Fig. 3.10 Results of the SMT analysis in the Notch OFF condition. (A) shows the results of
the trajectory analysis in the Notch OFF condition. CSL molecules showed multiple diffusion
behaviours and the proposed model, about the origin of these different dynamics, is shown in
(B).
Comparison with FRAP: Along with the SMT experiments, FRAP experiments were
also performed on the CSL by the Bray Lab [87]. These experiments did not provide
information about the behaviour of individual molecules, so different diffusion states could
not be extracted from them. However, the ensemble FRAP measurements were in accordance
with the SMT results. For example, FRAP experiments indicated that the highest diffusion
coefficient for the CSL molecules was 2.2µm2/sec, which was close to the value obtained
from the SMT analysis. Moreover, similar to the SMT results, around 20% of the molecules
were found to be in the bound state.
The SMT results deviated from the FRAP with regards to the dwell time of the bound
molecules. SMT suggested a very short dwell time of ∼ 100 msec, which was significantly
different from the FRAP estimates of 0.5-2 sec. This anomaly can be explained by the short
trajectories, ∼ 5 frames, obtained in the SMT experiments. It was not possible to estimate
the correct dwell time from such a short trajectories.
The above discussion suggests that the SMT experiments were essential to understand
the dynamics of CSL molecules. However, these experiments could not provide a correct
estimate of the residency times, for which the FRAP experiments gave useful results. Hence,
a combination of FRAP and SMT experiments was needed to completely understand the
dynamics of the CSL molecules.
To better visualise and quantify the interaction of the CSL molecules with the DNA, SMT
experiments were performed in a region containing high density of target genes. Results of
those experiments are discussed next.
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Imaging with the Locus Tag
The polytene chromosomes of salivary glands contain hundreds of aligned copies of DNA
[115], resulting in several copies of the same gene staying spatially close in a nucleus. Hence,
if a region of a chromosomes with high density of target genes is imaged, it can help in
visualisation of the CSL dynamics and its interaction with the DNA. One such region is
Enhancer of split-Complex (E(spl)-C), which contains multiple copies of highly responsive
Notch target genes, making it an attractive candidate to study the CSL dynamics [87].
Bray Lab have designed a DNA-tagging technique, known as locus tagging, which allows
identification of this chromosomal region in living cells. This is done by inserting a segment
of DNA, int, in the E(spl)-C band using CRISPR/Cas9 genome editing technique. A protein
named ParB, labelled with GFP, binds to this DNA segment, allowing the visualisation
of ParB-int interaction and hence the E(spl)-C region. For a detailed explanation of these
techniques, see [87]. The advantage of labelling ParB with GFP was that the band was
identified using 488 nm laser and single molecule imaging was subsequently carried out
using 561 nm laser, at the E(spl) locus with no cross talk.
Fig. 3.11 SMT experiments with the locus tag in the FOV for the Notch ON condition. Left:
table shows the density of molecules at the locus tag with respect to the density elsewhere in
the nucleus. dall,Nucleus and dall,Locus are the densities of all the molecules in the nucleus and
at the locus tag respectively. Similarly, dbound,Nucleus and dbound,Locus are densities of bound
molecules in the nucleus and at the locus tag respectively. Right: a representative image of
the cross section of a nucleus containing the locus tag, with tracks plotted on top. Blue, green
and red colours represent jumps in the bound (state B1), non-specifically bound (state B2)
and freely diffusing & confined (states F1 & F2) states respectively.
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We started off by performing the SMT experiments on CSL molecules in the Notch ON
condition, with the locus tag in the FOV. Results of the experiments are shown in Figure 3.11.
We found a striking contrast in the density of bound molecules at the band and elsewhere in
the nucleus. On average the density of bound molecules at the locus, dbound,Locus, was around
20 times higher than elsewhere in the nucleus, dbound,Nucleus. Not only this, the overall density
of molecules at the locus tag, dall,Locus, was on average 17 times higher than elsewhere in
the nucleus, dall,Nucleus. This can be seen from an example image of the FOV, containing the
locus tag (obtained using 488 nm excitation), with tracks (for that nucleus) plotted on top.
Blue, green and red colours represent jumps in the bound (state B1), non-specifically bound
(state B2) and freely diffusing & confined (states F1 & F2) states respectively. This was done
by colouring jumps on the basis of their diffusion state obtained from the vbSPT software.
Clearly there was a very high density of tracks at the locus tag, compared to elsewhere
in the nucleus. This indicates that this locus tag acts as a local attractor of molecules in
the Notch ON condition. We also analysed the CSL dynamics at the locus for the Notch
OFF condition and results are shown in Figure 3.12. The figure shows that the density of
molecules was same everywhere in the nucleus i.e. no obvious change was observed at
the locus tag. This suggests that only a small number of CSL molecules were required to
suppress the transcription of target genes.
Fig. 3.12 SMT experiments with the locus tag in the FOV for the Notch OFF condition. Left:
table shows density of molecules at the locus tag with respect to the density elsewhere in
the nucleus. dall,Nucleus and dall,Locus are the densities of all the molecules in the nucleus and
at the locus tag respectively. Similarly, dbound,Nucleus and dbound,Locus are densities of bound
molecules in the nucleus and at the locus tag respectively. Right: a representative image of
the cross section of a nucleus containing the locus tag, with tracks plotted on top. Blue, green
and red colours represent jumps in the bound (state B1), non-specifically bound (state B2)
and freely diffusing & confined (states F1 & F2) states respectively.
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Residency Times: As discussed earlier, the SMT analysis did not provide correct esti-
mates of the residency times, due to short tracks in our experiments. The Bray Lab performed
FRAP experiments at the locus tag to calculate the residency times of the bound molecules
[87]. They found a residency time of around 10-15 sec at the locus tag, in the presence of the
Notch signal, compared to 0.5-2 sec in the inactive state of the pathway [87].
Hence, contrary to the existing model of the Notch pathway regulation, we found signif-
icant changes in the dynamics of the CSL in the active and inactive states of the pathway.
Notch increased the recruitment of CSL molecules at the target genes and they spent greater
time bound to the DNA, compared to the Notch OFF condition. The next step in this project
was to further investigate how this dynamics changes are brought about. One hypothesis is
that the Notch activation changes the density of histones around the target genes allowing
CSL to bind those regions more efficiently. In order to test such hypothesis, we performed
SMT experiments on histones.
SMT Experiments on Histones- the Future Direction
Fig. 3.13 SMT experiments on histones. (A) and (B) show representative images of salivary
gland nuclei with the locus tag in the FOV, for the Notch OFF and the Notch ON conditions
respectively. Jumps in the bound state are plotted on top. No change in the dynamics of
histone molecules was observed in the presence of the Notch signal (see text for more details)
For SMT experiments, histones were labelled with mEOS and imaging was performed at
10 msec exposure time. Results for SMT analysis are shown in Figure 3.13. As expected,
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more than 90% of the molecules were found to be in the bound state with an average
diffusion coefficient of 0.083µm2/sec and 0.094µm2/sec for the Notch OFF and the Notch
ON conditions respectively. High density of histone molecules in the nucleus resulted in some
false tracks due to wrongly linked molecules in consecutive frames. This gave rise to a small
percentage of molecules with apparently high diffusion coefficients, which were excluded
from the subsequent analysis. Example images of nuclei for the Notch OFF and the Notch
ON conditions, along with the obtained tracks plotted on top, are shown in Figures 3.13A&B
respectively.
In the Notch ON condition we expected a higher diffusion coefficient at the locus tag,
due to relatively open chromatin fibres. As discussed in Chapter 4, such an arrangement is
important for protein molecules to access the target genes for their transcription. However,
such a change in the diffusion coefficient was not observed in the presence of Notch signal.
A possible reason for this could be the short trajectories, around 50-60 msec, in our SMT
experiments. Very small changes in the diffusion coefficient were not observable at this scale.
For a change to be detectable, the displacement of histone molecules (in 50-60 msec) had
to be more than the localisation precision, which corresponded to a diffusion coefficient of
around 0.09µm2/sec (the smallest diffusion coefficient in our SMT experiments).
Hence, to study these small changes in the diffusion coefficient, SMT analysis has to be
performed on long tracks. This requires use of a photostable dye, which is a current topic of
research at the Bray Lab. They are designing Halo-tags to tag histones and CSL molecules
with bright and photostable dyes, such as Janelia fluor [116].
3.7 Summary
This chapter described the application of localisation microscopy to study the dynamics
of a DNA binding protein, deep within the whole salivary glands of Drosophila. Careful
optimisation of the microscope was required to efficiently collect photons from single
fluorophores at such depths. We proposed a method to exploit the asymmetry of the PSF in
the presence of SA, to optimally adjust the correction collar of the objective. Other than the
microscope, image analysis software were also optimised to achieve their best performance
under our imaging conditions. We proposed the use of motion blurring analysis to detect the
presence of multiple diffusion populations in the localisation data. This simple technique
quite accurately predicted the relative proportions of freely diffusing and bound molecules
in the imaged nuclei. To more accurately explain the diffusion behaviour of CSL, SMT
experiments were carried out. Tracking and trajectory analysis software were characterised
using synthetic data, to optimise their performance under our imaging conditions. These
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optimisations were important to accurately estimate the dynamics of CSL molecules from
very short trajectories (average length of 5-6 frames) obtained in the experiments.
Hardware and software optimisations, discussed in the chapter, allowed us to perform and
analyse SMT experiments in the whole salivary glands of Drosophila i.e. close to the natural
physiological state of a cell. Our results were supported by other imaging techniques, such
as FRAP, and gave significant insights into the regulatory mechanism of the Notch signalling
pathway. The results presented in this chapter were also published in [87].
3.8 Contributions
The microscope was designed and developed by me with inputs from Martin Lenz and Kevin
O’Holleran. I also optimised the imaging conditions and carried out the single molecule
experiments with the help from the Bray Lab. I also carried out simulations and experimental
data analysis, discussed in the chapter, with inputs from Leila Muresan and Kevin O’Holleran.
Samples, used in the project, were prepared and labelled by the Bray Lab, who also led the
biological interpretation of the data.
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3.9 Materials and Methods
Preparation and Labelling of Cells
The Bray Lab used the following procedures for the preparation and the labelling of cells.
Salivary Gland Cultures
Salivary glands of early third-instar larvae were dissected in dissecting media [Shields and
Sang M3 insect medium (Sigma, S3652), supplemented with 5% FBS (Sigma, F9665) and
13 Antibiotic-Antimycotic (Gibco, 15240-062)]. Unharmed gland pairs were placed in a
Poly-L-lysine treated observation chamber [117]. The chamber was made with a double layer
of double side tape (Sellotape acid free perforated using a hole puncher of 9 mm diameter
hole). The tape was attached to a 22×50 mm coverslip. The coverslip was then attached
to a metal slide with a cut-out panel. Finally, the chamber/hole was filled with medium
and the discs placed in it and then covered with the semipermeable membrane and covered
with viscous media [dissecting media + 2.53 wt/vol methyl-cellulose (Sigma-Aldrich)]. For
PALM imaging of fixed samples, salivary glands were fixed in 4% Formaldehyde for 15min,
washed 3×15 min in PBT (PSB + 0.3% Triton X-100) then left in PBT at 4◦C overnight
before mounting as for live samples.
Fly Stocks
To analyse Su(H) dynamics, we used a fly stock expressing endogenous levels of Su(H)
tagged with the photoconvertible tag mEOS [87]. In order to visualised the E(Spl) genomic
region, we used the locus tag technique [87]. In brief, this consist of expressing the protein
ParB1-mCherry, using the UAS-Gal4 system [118]. ParB1binds the genetic sequence, Int1,
inserted into an intergenic region in E(spl)-C.

Chapter 4
Localisation Microscopy to Investigate
the Chromatin Architecture
4.1 Introduction
Localisation microscopy provides up to tenfold improvement in resolution, over the diffrac-
tion limit of light, in fluorescence microscopy. In this chapter, the application of our
localisation microscope to study the architecture of chromatin in primary spermatocytes of
Drosophila is described. We discuss optimisation of imaging conditions and data analysis
pipeline to super-resolve regions with different densities of chromatin fibres in a nucleus.
Calibration and characterisation of the microscope for dual-colour imaging is also discussed
in the chapter.
4.1.1 Chapter Description
First, the experimental setup and the imaging conditions for localisation microscopy are
described along with the subsequent data analysis. This involves spot localisation and
cluster analysis over the acquired images. Such an analysis in different regions of a nucleus
provided useful insights into the formation and packaging of chromatin fibres. We also
discuss the calibration of the experimental setup for dual-colour localisation microscopy and
its application to investigate the arrangement of active transcription sites within a nucleus.
The chapter ends with a discussion on the use of DHPSF to visualise the three-dimensional
chromatin architecture.
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4.2 Biological Significance
The human genome consists of over 3 billion base pairs, separated by a distance of 3.4
angstroms [119, 120]. If arranged linearly, it would cover a distance of around 1 m. However,
the entire genome is packed inside the 10µm nucleus of a cell, requiring highly condensed
packaging of DNA fibres. At the same time, the packaging needs to be dynamic to allow
various protein complexes to access different regions of DNA, to perform biologically
important processes such as transcription, DNA replication and DNA repair [121].
In cells, DNA exists in the form of chromatin i.e. bound to proteins, which efficiently
pack it inside the nucleus of a cell. The first level of packaging is the wrapping of DNA
around eight histone proteins to form a structure called nucleosome, which results in up to
seven fold compactness of DNA fibres [119]. Nucleosomes then interact with each other and
segments of DNA fibres to form higher order chromatin structures. Such an organisation is
important for gene regulation because DNA control units and their corresponding genes are
not always next to each other along the linear sequence of DNA [119, 122]. The fundamental
unit of the three-dimensional DNA packaging are the topologically associated domains
(TADs) [123], which are regions of chromatin that interact more within themselves than with
the neighbouring regions. These structures are highly conserved across different cell types
and species [124]. Higher level organisation of TADs result in the compartmental distribution
of chromatin, in which compartments with high and low levels of active genes are categorised
as A and B respectively. Finally, the compartments are arranged into chromosomal territories,
where the inter-chromosomal contacts are minimised [119].
Although domains are the fundamental unit of the three-dimensional chromatin archi-
tecture, their composition and mechanism of formation is not completely understood and
is a matter of ongoing investigation [119]. Their sub-diffraction size and dense packaging
(within the nucleus) make these questions challenging to answer. Initial super-resolution
experiments on mammalian cells have confirmed the existence of chromatin domains in them
[125], but most of the above information is obtained through fluorescent in situ hybridisation
experiments and genomic proximity assays [119].
The White Lab at the Department of Physiology, Development and Neuroscience, in-
vestigates the regulatory architecture of genome. The lab uses primary spermatocytes of
Drosophila as the test sample, because the formation of these cells is accompanied by around
25-fold increase in the nuclear volume [126]. As a result of this expansion, their chromatin
becomes less dense. Moreover, the Y-chromosome in their nuclei, normally repressed in
other cell types (and stages), is active and expands as Y-loops filling much of the central
nucleoplasm [127]. These Y-loops contain open chromatin fibres and represent an enormous
single transcription unit, making them a convenient model to visualise the topology of gene
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transcription. These characteristics make primary spermatocytes an attractive candidate to
study the chromatin architecture.
This project was carried out in collaboration with the White lab, with the goal to ap-
ply the localisation microscopy to study the structure of chromatin in Drosophila primary
spermatocytes.
4.3 Methodology
Imaging was carried out on the custom built microscope at CAIC, the experimental setup
of which is described in Chapter 2. Here the experimental details, imaging conditions and
optimisations specific to the experiments discussed in this chapter are presented. Subsequent
data analysis; involving spot localisation and clustering is also discussed in the section.
4.3.1 Experimental Setup
Detailed setup of our localisation microscope is discussed in Chapter 2. Briefly, an inverted
microscope frame, Leica DM IRE2, was customised for localisation microscopy. Excitation
(638 nm and 561 nm) and activation lasers (405 nm) were provided by a laser combiner
(Omicron LightHUB). Output of the laser combiner was through a single mode optical
fibre, which was collimated to a 8 mm diameter beam using a reflective collimator and
later circularly polarised using an achromatic quarter wave plate. The beam was then
demagnified on the sample through a 250 mm tube lens and 60x silicone oil objective
(Olympus UPLSAPO60XS2, 1.3 NA). Imaging was carried out at an exposure time of
10msec with a continuous excitation beam (0.25−0.4KW/cm2) and bursts of the activation
beam (0.1−0.3 W/cm2). Such a low intensity of the activation laser was optimal to activate
and subsequently image a sparse set of molecules under our imaging conditions.
Fluorescence was collected through the same objective lens, filtered to remove scattered
and reflected light and focused to the image plane using a 200 mm focal length lens, L2.
Conjugate BFP of the microscope was accessed using lens, L3 (focal length = 125 mm),
where the phase mask for the generation of the DHPSF was placed for three-dimensional
localisation microscopy. Lens, L4 (focal length = 125 mm), then focused light onto a Cairn
TwinCam system, which had a dichroic filter to separate the emissions corresponding to
different excitation wavelengths. It also optimally relayed the image plane to the attached
cameras, shown in the inset of Figure 4.1. Further band-pass filters were introduced in the
light path (using slots available in the TwinCam) to ensure high attenuation of any remaining
(unwanted) laser light.
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Camera 1, Photometrics Prime 95-B, captured the emission signal of wavelengths greater
than 647 nm. Camera 2, Hamamatsu Flash 4.0, captured the emission signal of wavelengths
between 574 nm and 626 nm. It is important to mention that the dependency of the phase
mask on the wavelength of light limited the three-dimensional imaging to a single excitation
wavelength only.
Fig. 4.1 Experimental Setup of the custom built microscope at CAIC.
4.3.2 Imaging Buffer
To study the chromatin architecture, histone molecules were labelled with alexa-647 dye. We
found the following buffer composition to work optimally for our experiments. Protocols for
labelling and buffer preparation are discussed in the Materials and Methods section, at the
end of the chapter.
• Glucose 50 mg/ml
• Catalase 45µg/ml
• Glucose Oxidase 0.8 mg/ml
• MEA (Cysteamine) 0.77 mg/ml
• TRIS-HCl, pH8, 50 mM
4.3 Methodology 89
• NaCl 10 mM
Photostability of fluorophores depends strongly on the composition of an imaging buffer
[17]. In the discussed buffer, glucose, glucose oxidase and catalase work as an oxygen
scavenging system, named GLOX, as they remove oxygen from the solution. This greatly
reduces photo-bleaching, leading to improved lifetime of fluorophores [17, 128]. GLOX
system works as follows [129, 130]:
Glucose+H2O+O2
GlucoseOxidase GluconicAcid+H2O2
H2O2
catalase H2O+
1
2
O2
(4.1)
Oxygen present in the solution changes to Gluconic acid and Hydrogen peroxide in the
presence of Glucose Oxidase. H2O2 is then converted to water and oxygen by the catalase.
So, the amount oxygen halves as a result of such a reaction and over time the concentration
of oxygen drops in the solution.
A by-product of the reaction is Gluconic acid which makes the solution acidic (pH<4),
affecting the binding ability of antibodies (both primary and secondary). So, over time acid
accumulates in the solution, eventually leading to the fall-off of antibodies from their targets.
In our experiments, this resulted in freely diffusing dye in the FOV, which significantly
increased the background signal.
The problem was overcome by sealing the dish, containing cells and the buffer, with
an aluminium foil to minimise the contact between the solution and the external oxygen.
Moreover, we used large volumes (5 mL) of the imaging buffer to slow down the pH change.
These steps allowed us to image a sample for more than two hours (from initial 20 minutes
of imaging) without a need of changing the imaging buffer.
4.3.3 Localisation of Single Molecules
Single molecules were localised using the WaveSM software, implemented in MATLAB.
The software uses wavelet segmentation of raw (localisation microscopy) images to detect
features matching the size of the PSF of the microscope. A two-dimensional Gaussian
function is then fitted to each detected spot to localise it with high precision. The software is
discussed in detail in Chapter 1.
One of the challenges in the localisation of molecules was the varying distribution of
dye in the imaged nuclei. This was due to dense packing of chromatin within chromosomes
and relatively open chromatin fibres at the centre of nuclei, as seen from a representative
image in Figure 4.2. Consequently, higher concentration of the dye in chromosomes required
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significant photo-bleaching to reach the optimal number of active molecules in any given
frame. For this, high powers of the activation and the excitation lasers were used to photo-
bleach the excessive dye. However, relatively low density of dye outside the chromosomes
meant that most of it was exhausted by the time the optimal blinking density was achieved in
chromosomes.
Fig. 4.2 The distribution of chromatin in an example nucleus. The chromatin is densely
packed in chromosomes and is relatively open at the centre of the nucleus (where the Y-loops
are located).
Example images of a nucleus at the beginning of a typical experiment and after photo-
bleaching are shown in Figure 4.3A&B respectively. Initially, chromosomes had high
concentration of dye resulting in the overlap of emissions from neighbouring molecules.
However, outside the chromosomes the spots were non-overlapping and localisable. When
such a sample was exposed to the activation and the excitation lasers for around 10 min,
enough dye molecules were photo-bleached to get non-overlapping emissions in chromo-
somes as well. So, we overcame the problem of varying dye density by reconstructing the
super-resolution images of Y-loops and chromosomes from frames recorded at different time
points.
The required sectioning was achieved by filtering localisations on the basis of their
width. For the Gaussian approximation of the PSF (airy disk), the standard deviation of the
diffraction limited spot is given as [26]:
σ = 0.42
λ
2NA
(4.2)
For a wavelength of 665 nm, the peak emission wavelength for alexa-647, σ comes out to
be 107.4 nm (Note: this is the standard deviation and not the half width of the Gaussian
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Fig. 4.3 Example images of a nucleus: (A) at the beginning of a typical experiment and (B)
after photo-bleaching. Photo-bleaching was required to reach the optimal density of active
molecules in chromosomes.
and it is the latter which corresponds to the Rayleigh criterion). So, localisations with σ
between 100 nm and 150 nm were selected. By applying such a filtering process, we not only
discarded overlapping emissions but also selected high precision localisations from a thin
volume close to the focal plane of the objective.
4.3.4 Effect of Drift
As different regions of a nucleus were resolved at different time points, over 20 min of
imaging was required to obtain enough localisations in all its regions. Stage drift, greater
than the localisation precision, was observed over such time scales (see Figure 2.3). The
problem was overcome by calculating the drift between low resolution images of the nucleus,
constructed from the localisations collected over a short time. The technique was based
on the method presented in [100] and we used MATLAB implementation of the technique
provided with the publication.
The structure of chromatin fibres was sampled by localisations collected over the entire
imaging time. So, low resolution images of the underlying structure could be obtained by
combining localisations from multiple subsets of consecutive frames. The time period, from
which the localisations were combined was chosen to be small enough to ignore the effect of
drift within a subset. If In is the low resolution image obtained by binning localisations in the
nth subset, the drift was calculated by determining cross-correlations between I1 and In for
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n = 1,2,3...N (N=total number of subsets). The bin size was chosen to be small enough to
resolve drifts of the order of tens of nanometres but at the same time large enough to contain
reasonable number of localisations to robustly calculate the cross-correlations. Moreover, the
number of frames in a subset was optimally chosen to obtain same structures in all the low
resolution images.
Cross-correlations between low resolution images gave drifts between groups of localisa-
tions from which these images were generated. Spline interpolation was then performed to
calculate the drift for each frame. For a detailed explanation of the method, see [5, 100, 131].
In our analysis we combined information from 3000-5000 frames (corresponding to 30-50
seconds) and used a bin size of 55 nm. In Section 4.4.1 characterisation and testing of the
software, using simulated data, is discussed before its application to the experimental data.
4.3.5 Cluster Analysis
As discussed earlier, TADs are the fundamental unit of the three-dimensional chromatin
architecture and our experiments showed their existence in the imaged nuclei. Cluster
analysis was carried out to quantify the presence of chromatin domains in the localisation
data and to determine their sizes. In this section, the theory behind our cluster analysis
method and its implementation is discussed.
Fig. 4.4 (A) Method to calculate the K-function from the localisation data. It is a measure
of the average number of points within a distance r from a point in the data. (B) Method
to calculate the PCF from the localisation data. It gives the average number of points at a
distance r from a point in the data
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For clustering, we considered localisations as a spatial point process [132]. This allowed
us to use the characteristics of the point processes to detect clusters in the data and to
determine their sizes. Suppose, N points are randomly scattered over an image, with E(N(r))
as the average number of points within a distance r from a point, s(x,y). We calculated the
following function to detect clustering in the localisation data:
K(r) =
E(N(r))
λ
(4.3)
K(r) is known as the K-function and it is a measure of the average number of points within a
certain distance from any other point in the data as shown in Figure 4.4A. λ is the density of
molecules in the image (or the region of interest). If points are randomly distributed over the
image, E(N(r)) = λπr2 and the K-function increases linearly as a function of r2. However,
for clustered data this is not the case because the K-function decreases with an increase in r,
as seen from Figure 4.5B. Therefore, by using the following conditions, the K-function can
be used as an indicator of clustering or repulsion in the localisation microscopy data [133].
K(r) = πr2 Randomly distributed data
K(r)> πr2 Clustered data
K(r)< πr2 Dispersed data
(4.4)
If the distribution of points in clusters is known, K-function can also be used to determine
the average cluster size in an image. This is done by fitting the theoretical K-function to
the K-function calculated from the data. We assumed a Gaussian distribution of points in
chromatin clusters, for which the K-function takes the following form [134]:
K(r) = πr2+
1
α
(
1− exp
[
r2
4σ2
])
(4.5)
here, σ is the standard deviation of clusters and α is the mean number of clusters in the data.
The linear variation of the K-function, as a function of r2, for randomly distributed points
can be changed into a constant by determining the average number of points at a distance r
(instead of the total number of points within r) from s(x,y). Such a function is known as the
point correlation function (PCF) and it is the derivative of the K-function with respect to r,
as shown in Figure 4.4B. PCF deviates from the constant value for clustered data and, like
K-function, can be used to detect the presence of clusters in the localisation data. Moreover,
if points are assumed to be normally distributed in clusters, the theoretical PCF is given as
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Fig. 4.5 K-function and PCF for (A) randomly distributed data and (B) clustered data. For
randomly distributed data, the K-function varies linearly as a function of r2 and PCF is
constant over r. However, the shape of these functions change when evaluated for clustered
data.
[135]:
PCF(r) = 1+
1
4πασ2
exp
[
− r
2
4σ2
]
(4.6)
So, by fitting such a function to the PCF calculated from the localisation data, cluster sizes
can be determined.
The K-function and the PCF can only be used to calculate the average cluster size over
the region of interest. Hence, in our analysis, nuclei were divided into chromosomes and
Y-loops before carrying out the cluster analysis. On average, both the methods gave similar
cluster sizes but we found the PCF to be more robust under different localisation densities.
Hence, results discussed in this chapter are based on fitting Eq 4.6 to the PCF calculated
from the localisation data (unless specified otherwise). The spatstat package in R was used
for the implementation of the K-function and the PCF, the script for which was written at
CAIC (by Leila Muresan) and is available at [136]. The software was tested on simulated
data, as discussed in Section 4.4.2, before its application to the experimental data.
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4.4 Software Characterisation
In this section, characterisation and testing of the drift correction and the cluster analysis
software, using simulated data, is discussed. Such a testing allowed us to adjust important pa-
rameters of both software to obtain their optimal performance on our localisation microscopy
data.
4.4.1 Characterisation of the Drift Correction Software
Fig. 4.6 Reconstructed images of tubulin fibres: (A) in the presence of drift and (B) after
drift correction. Calculated drift, along the two lateral axes, is shown in (C) and (D).
The software was tested on simulated localisation microscopy images of tubulin fibres,
obtained from [137] (a website containing simulated data to benchmark the performance of
localisation algorithms). Fluorescent spots were localised in all the frames, using WaveSM,
and a drift was added to the localised positions. Drift estimation was then carried out using
the software discussed in Section 4.3.4.
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The software generated low resolution images of the underlying structure, from multiple
(temporal) subsets of the localisation data. The number of frames used to generate these
images depended on the labelling density. In the simulations, at least 250 frames were needed
to obtain a good estimate of the drift. The software used cross-correlations to calculate shifts
between these low resolution images. Results of the analysis are shown in Figure 4.6. The
software correctly identified the drift over all the frames with an error of less than 5 nm in
both the lateral dimensions. This resulted in compact tubulin fibres compared to the ones
affected by drift as shown in Figure 4.6A&B respectively.
Fig. 4.7 Drift calculated by generating low resolution images from the localisations collected
over (A) 250 frames and (B) 800 frames. For optimal performance of the software, drift
needs to be negligible over the localisations used to generate the low resolution images. This
was not true for (B), which resulted in errors of up to 70 nm.
We also tested the effect of the number of frames used to generate low resolution images
on the drift estimation. As expected, with a fine temporal sampling the drift was better
estimated, compared to when large number of frames were used. In the latter case, the
average drift calculated over the entire subset resulted in under or over estimation of the drift
for individual frames. For the best performance of the software, drift had to be negligible
over the frames used to generate the low resolution images. Errors of up to 70 nm were
observed when 800 frames were used, compared to less than 5nm for 300 frames as shown in
Figure 4.7. However, using too few frames could result in varying structures in low resolution
images, leading to highly erroneous results as shown in Figure 4.8.
The above analysis shows that the drift correction software worked optimally when:
• all low resolution images had same structures
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Fig. 4.8 Drift calculated from low resolution images with different structures. This happens
if subsets of the localisation data, used to generate low resolution images, does not contain
enough localisations to have same structures.
• drift was negligible over the frames used to generate these low resolution images
4.4.2 Characterisation of the Clustering Software
In this section, characterisation of the clustering software is discussed under different condi-
tions. Gaussian clusters of various sizes (here, size corresponds to the standard deviation, σ ,
of the Gaussian) and with different number of points per cluster were generated in MATLAB.
Cluster analysis was then carried out in R using the software discussed in Section 4.3.5
First, simulated clusters with large number of points (N = 5000) were analysed. Five
data sets were generated for various cluster sizes and results of the analysis are shown
in Figure 4.9. The figure was generated by calculating mean and standard deviation of
cluster sizes obtained from multiple data sets having the same (theoretical) value of σ . The
figure shows that the software extracted σ with reasonable accuracy. However, the error
increased with an increase in σ e.g. it varied from below 5 nm to 17 nm for cluster sizes of
116 nm and 165 nm respectively. This is because analogous to the sampling requirement of
continuous signals, more points are required to sample the underlying Gaussian distribution
with increasing cluster size. This can also be seen from the inset of the figure, in which for a
given N, larger errors are observed for σ = 116 nm compared to σ = 58 nm.
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The above analysis shows that the software correctly identified the cluster sizes ranging
from 40 nm to 165 nm. Moreover, the obtained precision was significantly better than the
cluster sizes obtained from the experimental data.
Fig. 4.9 Results for testing the clustering software on simulated data. The plot was generated
from the mean and the standard deviation of the cluster sizes calculated for five data sets,
simulated with the same cluster size. The inset shows results for testing the software for
different number of points per cluster. For a same N, error increased with an increase in the
cluster size.
4.5 Experimental Results
This section discusses the results of the localisation microscopy experiments carried out to
study the structure of chromatin in primary spermatocytes of Drosophila. Reconstructed
images are first analysed qualitatively. Afterwards, results from the application of the cluster
analysis to the localisation data are presented.
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Fig. 4.10 Example reconstructed images from the localisation microscopy carried out by
labelling histone molecules.
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Fig. 4.11 An example density plot obtained from the localisation data. Here the bin size is
50 nm
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4.5.1 Packaging of Chromatin
Raw localisation microscopy images were analysed using the WaveSM software for the
localisation of fluorescent spots. Four representative, super-resolved images of nuclei are
shown in Figure 4.10 along with an example density plot in Figure 4.11. In these images,
the organisation of chromatin in the form of fibres can be seen at the centre of nuclei due to
relatively open chromatin in their Y-loops. Moreover, these fibres did not exist in the form
of ribbons, but were composed of regularly spaced clusters. This was interesting because
Y-loops are a single transcription site within which such an organisation of dense and open
chromatin fibres was not expected (regions with few localisation in between the clusters
correspond to open chromatin fibres as discussed later in the chapter). The mechanism of
cluster formation within a single gene is still a matter of research at the White Lab.
In chromosomes, due to dense packaging of chromatin, individual fibres were not identi-
fiable. However, clusters were observed in these dense chromosomes as seen from the insets
of Figure 4.10A&C. We hypothesise these clusters to be a result of the TAD organisation of
the genome, as also suggested by earlier localisation microscopy experiments and genomic
proximity assays [119, 125]. Since, histone molecules were labelled in the experiments,
absence of localisations in between the clusters showed the existence of open chromatin
fibres. Such regions could be associated with the presence of housekeeping and other active
genes, a concept explored in the next section of the chapter.
Similar to the genomic techniques, cryo-electron microscopy also predicts the arrange-
ment of chromatin into fibres [138] . However, the fibres are not always visualised in light
microscopy due to densely packaged chromatin in majority of cell types. For example, [125]
showed the existence of TADs in mammalian cells using single molecule imaging but their
higher order arrangement into fibres was not identifiable. In an interesting approach, [139]
used the information from genomic techniques (such as Hi-C) to find chromatin fibres and
their three-dimensional arrangement in the dense point cloud obtained from localisation
microscopy. Primary spermatocytes have relatively open chromatin, which allowed us to
directly visualise the chromatin fibres and their constituent clusters. Moreover, the enormous
Y-loops in these cells provided a convenient model to study the arrangement of chromatin
within a gene.
The above discussion shows that the reconstructed images from our localisation mi-
croscopy experiments predicted the arrangement of chromatin into clusters, which were then
organised in the form of fibres. Higher order chromatin structures were finally formed by the
three-dimensional arrangement of these fibres.
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4.5.2 Drift Analysis
Before performing the cluster analysis, mechanical drift of the stage, over the imaging time
of a nucleus, was measured and corrected by using the method discussed in Section 4.3.5.
Fig. 4.12 Applying drift correction to the localisation microscopy data. (A) Localisation data
before the drift correction. (B) Localisation data after the drift correction. (C) Drift in the
two lateral axes, calculated using the drift correction software.
The drift was measured by cross-correlating low resolution images generated from the
subsets of the localisation data collected over short time intervals. We found the algorithm to
work optimally when the images had well defined structures. So, the analysis was carried
out at the centre of nuclei as it contained chromatin fibres, similar to the ones shown in
Figure 4.10. Due to the dense packaging of chromatin in chromosomes, such fibres or other
4.5 Experimental Results 103
structures were not recognisable. Calculating shifts between images of such a dense region
gave less accurate estimation of the drift compared to when Y-loops were used. For drift
correction, a localisation data set was divided into intervals of 20 sec, and a bin size of
55 nm was used to generate low resolution images. These parameters were optimal for our
experiments, as enough localisations were obtained per bin to accurately calculate cross-
correlations. Moreover, the temporal resolution was enough to calculate drifts of up to tens
of nanometres. An example drift is shown in Figure 4.12C. This drift of 80 nm over 200 sec
can also be seen from the localisation data shown in Figure 4.12A, where localisations are
coloured according to the time of their acquisition. Such a drift, if not corrected, could
significantly affect the cluster analysis carried out to determine the size of chromatin domains.
Figure 4.12B shows drift corrected data, in which localisations collected at different time
points overlap.
It is important to note that the drift varied from sample to sample and over time. For
example, a large movement of the stage was observed at the start of an experiment, which
decreased over time. So, the localisation data acquired at a later time (after 20-30 min of not
touching the stage) did not require drift correction because the drift in this case was close to
the localisation precision. Consequently, it was important to calculate drift for each nucleus
and its multiple temporal stacks separately (each temporal stack had 20,000 frames, captured
at an exposure time of 10 msec). The drift correction, wherever required, was applied to the
localisation data before the cluster analysis.
4.5.3 Cluster Analysis
The next step in the data analysis pipeline was to determine the cluster sizes in different
regions of the imaged nuclei. As per our hypothesis, clusters in the localisation data corre-
sponded to the dense packaging of chromatin fibres. So, this analysis provided information
about the low level packaging of chromatin in the primary spermatocytes of Drosophila.
Our clustering algorithm calculated the average cluster size over the region of interest
and was dependent on the density of clusters (see Eq 4.6). Since, Y-loops and chromosomes
had very different densities of chromatin fibres and contained intra and inter gene clusters
respectively, they were analysed separately. Representative reconstructed images from these
regions are shown in Figure 4.13A&B respectively along with the corresponding PCF curves
in Figure 4.13C. Higher PCF values in the chromosome, compared to the Y-loops, was due to
relatively higher localisation density in them. Theoretical PCF was then fitted to these curves
under the assumption of Gaussian clusters in the data and results are shown in Figure 4.14.
The data was collected from seven nuclei, extracted from multiple organisms.
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Fig. 4.13 Representative images of (A) Y-loops and (B) chromosomes. (C) PCF calculated
for the data shown in (A) and (B). Here, the pixel size corresponds to 165 nm
We calculated an average cluster size of 90.8 nm and 113.9 nm in Y-loops and chro-
mosomes respectively. These results matched closely to the TAD sizes reported in earlier
localisation microscopy studies on chromatin architecture [125]. Although the average
cluster size was quite similar in the two regions, clusters in chromosomes were found to
be more variable in size. This was because of the variation in the density of chromatin (in
chromosomes), depending on the axial position of the imaged cross-section of a nucleus. The
chromatin was less dense near the edges of chromosomes, as seen from Figure 4.10A&D,
where the image plane was close to the middle and edge of chromosomes respectively. The
axial position of the plane affects the cluster analysis because high labelling density can lead
to the overlap of neighbouring clusters, resulting in an apparent increase in the calculated
cluster sizes.
4.5.4 Effect of Labelling Density on Reconstructed Images
Figures 4.15A-C show reconstructed images from different number of localisation. Similar
structures were obtained from the first two stacks of 20,000 frames (each containing around
400,000 localisations), indicating the availability of enough localisations to resolve the
entire labelled structure of chromatin. Significant photobleaching resulted in only 92,000
localisations in the third stack of 20,000 frames. Moreover, most of these localisations came
from relatively dense regions of chromatin, indicating that if enough localisations are not
acquired, results can be biased towards the dense regions of chromatin.
This bias due to labelling density can be explained by using the schematic in Figure 4.16.
In the figure, two clusters, separated by a sub-diffraction distance, are linked by a thin
chromatin fibre. At the start of our experiments, emissions from single fluorophores (within
the clusters and the linking chromatin) will overlap. To resolve all the structures in the
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Fig. 4.14 Calculated cluster size in the chromosomes and the Y-loops using the PCF analysis.
For the analysis, points were assumed to be normally distributed in the clusters.
FOV, photobleaching will have to be carried out to reach non overlapping emissions from
single fluorophores. Since, clustered regions have much higher labelling density (than the
linking region), most of the localisation would come from these regions. As discussed
in Section 1.6, high number of localisations from densely labelled regions means that the
number of localisations required to resolve all the structures in an image are much higher than
the number obtained from the Nyquist sampling criterion (as more localisations come from
densely labelled regions). [64] shows that even in the absence of background, sampling rate
should at least be three times higher than the Nyquist rate to correctly sample a sinusoidal
probability distribution. Tools similar to Fourier Ring Correlation can be used to calculate
the resolution of a reconstructed image and its dependence on the number of localisations
[140].
4.6 Dual-colour Experiments
Localisation microscopy results presented in the last section have shown that the chromatin
in the primary spermatocytes of Drosophila is packaged into fibres, which then fold to form
higher order structures. These fibres, instead of being continuous, are composed of chromatin
domains. As our experiments were carried out by labelling histones, absence of localisations
in-between the clusters shows the presence of open chromatin fibres. We hypothesise these
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Fig. 4.15 Image reconstructed from (A) 1-20,000 frames, (B) 21,000-40,000 frames and
(C)41,0000-60,0000 frames at an exposure time of 10 msec. The images were reconstructed
from approximately 440,000, 390,000 and 92,000 localisations respectively (striping arte-
facts in the chromosomes are due to high density of localisations in them).
regions to contain transcriptionally active regions of DNA because such an arrangement
allows the protein complexes, required for transcription, to access the DNA. To study this in
more detail, dual-colour localisation microscopy was carried out by labelling active RNA
polymerase along with the histones. Active RNA polymerase molecules were labelled, by the
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Fig. 4.16 A schematic showing the effect of labelling density on reconstructed images.
Cluster 1 and Cluster 2 are separated by a sub-diffraction distance. If enough localisations are
not captured (after photobleaching), the linking chromatin fibre would not be reconstructed
completely.
White Lab, by using an antibody that recognised molecules with phosphorylation of Serine 2
in the C-terminal domain, which is a marker of the active RNA polymerase (in the rest of
the chapter, RNA polymerase will refer to the active RNA polymerase molecules). Such a
labelling allowed us to visualise chromatin architecture at the active transcription sites.
In this section, characterisation of our experimental setup for dual-colour imaging is
discussed, followed by its application to image primary spermatocytes in Drosophila. .
4.6.1 Image Registration
Multi-colour imaging was carried out by using Hamamatsu (Flash 4.0) and Photometrics
(Prime 95-B) cameras, installed on the Cairn TwinCam system (see Figure 4.1 for details of
the experimental setup). Before analysing dual-colour localisation data, image registration
was required to accurately superimpose images from the two cameras. This section discusses
the required alignment of the microscope and the registration procedure for dual-colour
imaging.
Dual-colour experiments required axial alignment of the cameras, so that the focal plane
of the objective is imaged onto both. This was achieved by using 100 nm fluorescent beads
as a test sample and imaging them in the presence of DHPSF. DHPSF allowed correction
for small axial shifts between the cameras, which would have been difficult to detect using
the conventional PSF of the microscope. Once the cameras were axially aligned, the lateral
registration parameters were calculated by imaging fluorescent beads (after removing the
phase mask). The beads were localised in frames captured on the two cameras, an example
image of which is shown in Figure 4.17A. The figure shows that the output of the cameras
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Fig. 4.17 Fluorescent beads localised in images obtained from the cameras used for dual-
colour localisation microscopy: (A) without registration (B) with registration. For registration,
red localisations were rotated (90◦ right) and flipped (vertically). Afterwards, an affine
transform was calculated to minimise the average euclidean distance between the two data
sets. (C) Residual error after applying the affine transform.
required a rotation (90◦ right) and flipping (vertical), before other registration parameters
could be found.
After applying these steps, an affine transform was found between the two data sets. The
transform not only allowed us to correct for translation, but also for shearing and scaling
introduced in the alignment process. Affine transform was calculated in MATLAB, using
the lsqnonlin optimisation function. Different parameters of the transform were optimised
while minimising the mean squared distance between the positions of beads in the two data
sets. The final error is shown in Figure 4.17C, along with the overlapped localisations in
Figure 4.17B. We obtained a mean error of 18nm over a 50µm FOV. The error was calculated
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from the Euclidean distance between positions of a bead in the two data sets, after applying
the optimal affine transformation. The mean error was close to the theoretical localisation
precision that could be achieved for the alexa dyes (568&647) and much smaller than the
cluster sizes calculated in the last section.
Once the registration parameters were determined using fluorescent beads, they were
were applied to the dual-colour localisation data obtained from the simultaneous imaging of
histones and RNA polymerase.
4.6.2 Histone and RNA-polymerase Simultaneous Imaging
Fig. 4.18 Representative images from dual-colour localisation microscopy. Fluorescent
spots correspond to (A) histones and (B) RNA polymerase. The size difference between
the two images is due to the different pixel sizes of the two cameras (Hamamatsu: 97.5 nm,
Photometrics: 165 nm).
For dual-colour localisation microscopy, histones and RNA polymerase were labelled
with alexa-647 and alexa-568 respectively. We found the imaging buffer, discussed in Sec-
tion 4.3.2, to be suitable for the simultaneous imaging of the two dyes. Example localisation
microscopy images are shown in Figure 4.18 A&B (the size difference between the two
images is due to different pixel sizes of the two cameras). Fluorescent spots, in such images,
were localised by using the WaveSM software and registered by applying the method dis-
cussed in the last section. Localisations were then overlapped and results from two example
nuclei are shown in Figure 4.19.
The figure shows that the RNA polymerase existed in the form of clusters in the nuclei.
We estimated a cluster size of 42.9± 10.26 nm from five nuclei extracted from multiple
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Fig. 4.19 Example reconstructed images from dual-colour localisation microscopy. Clusters
of RNA polymerase occur more frequently in regions with a low density of histone molecules
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organisms. The figure also shows that the clusters occurred more frequently in regions with
low density of histone molecules. As these regions contain open chromatin fibres, such an
arrangement of RNA polymerase supports the hypothesis that active genes are located in
between the chromatin clusters.
Fig. 4.20 (A)&(B) show cross-PCF analysis between the molecules of RNA polymerase and
histones, carried out for data shown in Figure 4.18A&B respectively. PCF for histones is
also included in figures. The cross-PCF peaks for r > 0, which shows a divergence between
the two data sets.
Quantitative Analysis: To quantify the minimal distance between RNA polymerase and
histone molecules, the PCF analysis was modified for dual-colour imaging. This was achieved
by calculating the average number of histone molecules within a distance r from molecules of
RNA polymerase. We will refer to this modified PCF as the cross point correlation function
(cross-PCF).
Results of the analysis are shown in Figure 4.20A&B, which were obtained by calculating
the cross-PCF over the nuclei shown in Figure 4.19A&B respectively. The figure also shows
the PCF calculated for histone molecules (this is similar to the PCF used in single colour
cluster analysis, see Figure 4.13C). As expected, the PCF peaked at r ≈ 0 and decreased
monotonically with increasing r. On the other hand, we found the cross-correlation functions
to peak at r > 0, which indicates a divergence between the two data sets. The average distance
between the histone and the RNA polymerase clusters was calculated by determining r, for
which the cross-PCF peaks. It came out to be 76 nm and 146 nm for the data plotted in
Figures 4.20A&B respectively.
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The cross-PCF analysis supports the hypothesis that active transcription sites are located
between the chromatin clusters. However, we found the average separation between the two
data sets to be dependent on the density of chromatin in the imaged plane. In case of dense
packaging, which happens when the imaged plane is located in the middle of chromosomes,
the apparent separation between clusters of the two types was small. This can be because
our analysis only considered the lateral positions of the three dimensional arrangement of
clusters (the imaging depth was around 200 nm). And, for dense packaging of chromatin, the
2D projections of axially separated clusters were more likely to overlap.
4.7 Three-dimensional Imaging - Challenges
The discussion in this chapter have been based on two-dimensional localisation microscopy,
in which a thin volume around the focal plane of the objective was imaged. In the discussed
experiments, the volume was carefully chosen to contain both Y-loops and chromosomes
(see Figure 4.10). Such an analysis gave great insights into the arrangement of chromatin
in different parts of nuclei. A natural next step is to extend the super-resolution imaging
to all three dimensions. Three-dimensional information is important because we found the
chromatin structure to vary depending on the imaged volume e.g. the chromatin was denser
in the middle of chromosome compared to its edges. Moreover, the cross-PCF analysis
was sensitive to the structure of chromatin in the chosen volume. So, to super-resolve the
complete regulatory architecture of chromatin, three-dimensional localisation microscopy is
required.
We carried out initial experiments using DHPSF to extend the imaging depth of the
microscope to over 3µm. For such a PSF, it was challenging to achieve the optimal number
of active molecules in the FOV. This was because of the size of the DHPSF, which is
significantly larger (more than 6 times) than the size of the diffraction limited conventional
PSF of the microscope. Moreover, it focuses light into two spots from an axial range of
3µm to the image plane. So, to avoid overlapping emissions in the image plane, very few
molecules could be active at any given time. The optimal density was achieved at the cost of
significant photo-bleaching of the dye labelling histone molecules (alexa-647). An example
of the reconstructed nucleus using the DHPSF is shown in Figure 4.21 along with the results
from the two-dimensional microscopy of the same region. While Y-loops are clearly visible
in the latter, not enough localisations were collected to correctly reconstruct the image using
the DHPSF
This shows that further optimisations are required to carry out three-dimensional imaging
in large and dense primary spermatocytes. A possible option could be to use a different dye,
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Fig. 4.21 Images reconstructed from localisation microscopy carried out using (A) conven-
tional (2D) PSF and (B) DHPSF. Due to the large size of the DHPSF, optimal density of
active molecules was achieved after significant photo-bleaching of the dye. Therefore, not
enough localisations were collected for the reconstruction of the entire imaged volume. Here,
the pixel size corresponds to 165 nm
such as DNA paint, which offers better control on its activation and emission [141]. Other
PSF modification techniques such as light field could also be considered to further extend
the DOF of the microscope. Lastly, imaging techniques that can provide three-dimensional
imaging capability without some of the problems encountered in localisation microscopy,
such as 3D-STED, could also be considered. All of these options are being explored by the
White Lab in collaboration with CAIC.
4.8 Summary
In this chapter, the application our localisation microscope to study the chromatin archi-
tecture in primary spermatocytes of Drosophila was discussed. Imaging conditions and
the subsequent data analysis pipeline was optimised to super-resolve features with different
densities of the labelling dye. Mechanical drift in the stage was corrected by calculating shifts
between low resolution images of a nucleus, reconstructed from the localisation data captured
at different time points. We modelled the localisation data as a spatial point process to
detect clusters in the data and to quantify their characteristics. Drift correction and clustering
software were tested on synthetic data before their application to the experimental data. Our
results showed the chromatin to be organised in the form of fibres, which were composed of
chromatin clusters.
114 Localisation Microscopy to Investigate the Chromatin Architecture
To study the nature of DNA between the clusters, dual-colour localisation microscopy
was carried out by labelling active RNA polymerase along with the histones. This required
characterisation of the experimental setup and finding optimal affine transform between
images captured on different cameras. Our dual-colour analysis supported the hypothesis
that the DNA, in between the chromatin clusters, contain transcriptionally active genes.
This was shown both qualitatively, by overlapping localisations from histones and RNA
polymerase, and quantitatively, through the cross-PCF analysis between the two data sets.
Finally, three-dimensional localisation microscopy using the DHPSF was also discussed. We
highlighted the potential of the technique and existing challenges in its application to study
the chromatin architecture.
4.9 Contributions
The microscope used for the experiments was designed and developed by me with inputs
from Martin Lenz and Kevin O’Holleran. I also optimised the imaging conditions and carried
out the experiments with the help from Rob White (from the White Lab). I also carried out
simulations and experimental data analysis, discussed in the chapter, with inputs from Leila
Muresan and Kevin O’Holleran. Rob White and I optimised the composition of the imaging
buffer for the experiments. Samples, used in the project, were prepared and labelled by Rob
White, who also led the biological interpretation of the data.
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4.10 Materials and Methods
Sample Preparation
The White lab used the following procedures to extract cells from Drosophila testes, and
their subsequent labelling.
Cell Extraction
Drosophila testes (from 10-20 flies) were dissected in ice-cold PBS, treated with collagenase
(5 mg/mL; Sigma) for 5 min and cells (primary spermatocytes) were released by gentle
pipetting. For fixing, cells were treated with 4% formaldehyde (prepared in PBS) and
incubated for 20 min. Cells were then washed with PBS/0.01% Triton X-100 and filtered
using 50µm filter. They were then resuspended in 10µL PBS/0.01% and adhered to a glass
bottom dish by slowly releasing them at the bottom of the dish, containing PBS, using a
pipette.
Labelling
: The cells were blocked for 2 hours in a solution containing PBS/0.5%, WBR/0.5% and
Triton X-100 (WBR is Roche Western Blot Blocking Reagent). They were then incubated in
primary antibodies i.e. MabE71 Mouse anti-Histone (1 : 1000 in PBS/0.5% WBR; Millipore)
and 193468 Rabbit anti-RNAPol (1 : 200 in PBS/0.5% WBR; AbCam). The Cells were then
washed with PBS/0.1% Tween-20).
Solution containing secondary antibodies i.e. anti-mouse IgG conjugated with alexa-647
(1 : 1000 in PBS/0.5% WBR; Invitrogen) and anti-Rabbit IgG conjugated with alexa-568
(1 : 1000 in PBS/0.5% WBR; Invitrogen), was added to the cells and they were incubated
for 1.5 hours. The cells were washed with PBS/0.1% Tween-20 before fixation with 4%
formaldehyde (prepared in PBS) for 20 min. Lastly cells were washed with PBS and stored
at 4◦C.
Imaging Buffer
After repetitive iterations, we found the following buffer composition to work optimally for
both alexa-647 and alexa-568, and their simultaneous imaging.
• Glucose 50 mg/ml
• Catalase 45µg/ml
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• Glucose Oxidase 0.8 mg/ml
• MEA (Cysteamine) 0.77 mg/ml
• TRIS-HCl, pH8, 50 mM
• NaCl 10 mM
Preparation of the Buffer
The following stock solutions were prepared before making the final solution:
• 10X TBS: Prepared by mixing 5 mL of 1 M TRIS-HCl (pH8), 1 mL of 1 M NaCl and
4 mL of double distilled wated
• 100X MEA: 77 mg of MEA (Cysteamine, Sigma 30070-10G) in 1 mL of double
distilled water
• 10X Glucose Oxidase: 8 mg of Glucose Oxidase (Sigma G7141) in 1 mL of TBS
(100µL 10X TBS + 900µL double distilled water)
• 2X Glucose: 1 g of Glucose (Sigma G8270) in 10 mL of double distilled water
• 10X Catalase: 10µL of Catalase in 1 mL of TBS (100µL 10X TBS + 900µL double
distilled water)
The final solution was made by mixing 10X TBS (1 mL), 2X Gluxose (5 mL), 10X
Catalase (1 mL) and 100X MEA (100µL) in 1.9 mL of double distilled water. Finally,
1 mL of 10X Glucose Oxidase was added to the prepared solution just before imaging.
Chapter 5
Light Field Imaging for Localisation
Based Super-resolution Microscopy
5.1 Introduction
In the thesis so far, the sub-diffraction limit resolution achieved through localisation mi-
croscopy is used to study dynamics and structures at the nanoscopic scale. However, imaging
was restricted to a thin volume around the focal plane, due to the narrow DOF of the con-
ventional PSF of the microscope and its symmetry around the focal plane. Commonly used
three-dimensional localisation microscopy techniques, such as astigmatism, DHPSF and
bi-plane imaging extend the DOF to 1-4 µm, which is still significantly smaller than the
diameter of nuclei discussed in the thesis. Hence, axial scanning would be required to map
out the complete three-dimensional structure of such nuclei using these techniques. Phase
masks based on Fisher information (as discussed in Chapter 1) can provide larger DOFs, but
have complicated fitting procedures and varying shapes depending on the axial range they
are optimised for. In this chapter we propose the use of light field imaging to overcome some
of the shortcomings of the existing three-dimensional localisation microscopy techniques.
We use the concept of parallax between perspective/angular views of an emitter to calculate
its three-dimensional position. Parallax is not a new concept, and has been applied to obtain
axial information in localisation microscopy by splitting light in the BFP of the objective
(see Section 1.5.2). However existing implementations of the method are limited to ∼ 2µm
DOF, due to the availability of only two angular views of the sample. Here we use a lenslet
array to capture significantly more angular views and extend the DOF to over 20µm with
high localisation precision in all three spatial dimensions.
118 Light Field Imaging for Localisation Based Super-resolution Microscopy
To the best of our knowledge light field imaging has not been previously applied to
the localisation microscopy and the existing reconstruction software are not optimised for
the localisation of point emitters. This chapter explains the origin of three-dimensional
information in light field imaging and proposes an image analysis pipeline to localise
point emitters with high precision and accuracy over a large DOF. A prototype system,
implemented with an off-the-shelf lenslet array, to test the proposed localisation procedure
is also discussed. We show the capability of light field microscopy to localise fluorescent
beads with sub-diffraction precision. Moreover, limitations of the prototype system and
optimisations required to localise single molecules over the entire volume of a cell are also
discussed.
5.1.1 Chapter Description
The chapter first discusses the origin of the three-dimensional information in light field
imaging due to the mixing of spatial and frequency domains in the image plane. Afterwards,
a method to exploit this information, by placing a lenslet array in the image plane, to extend
the DOF in localisation microscopy is discussed. The method is based on calculating disparity
between images of an emitter in multiple perspective views. The proposed image analysis
pipeline is first tested on simulated data before its application to characterise and calibrate
the microscope using fluorescent beads. The chapter ends with a discussion on the potential
of the technique to detect single molecule emissions in labelled cells.
5.1.2 Published Work
The discussion and results presented in this chapter are also available on bioRxiv [142]. At
the time of writing of this thesis, the manuscript is being modified for submission to Optics
Express (or a similar journal).
5.2 Light Field Imaging and Three-dimensional Informa-
tion
This section covers the basics of light field imaging and its application to extend the DOF
in fluorescence microscopy. Presence of both angular and spatial information in raw light
field images is discussed along with a method to generate multiple perspective views of an
object from these images. Use of these views to calculate the three-dimensional position of
the object is also discussed.
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5.2.1 Capturing Angular Information
Localisation microscopy achieves a sub-diffraction resolution by the stochastic activation
of a sparse subset of fluorophores in the FOV. In the absence of aberrations, emitted light
rays from the fluorophores in the imaged volume overlap in the BFP. The rays are then
focused to diffraction limited spots after the tube lens, which correspond to the images of
single fluorophores. For an emitter in the focal plane of the objective, the image is formed
in the image plane of the microscope. From the point of view of geometrical optics, this
means that all the rays in the BFP (from that emitter) are focused to a point in the image
plane as shown in Figure 5.2B. If, for such an emitter, the position of light rays in the image
plane, (x,y), is plotted as a function of their position in the BFP, (u,v), a vertical line is
obtained. This shows the focusing of all the light rays, irrespective of their position in the
BFP, to a point in the image plane. However, the image of an emitter outside the focal plane
of the objective is axially shifted from the image plane as shown in Figure 5.2 A&C. In
such a case, the position of the lights rays in the image plane depends on their position in
the BFP, resulting in the mixing of spatial and frequency domains in the image plane. So,
the (x,y) vs (u,v) plot for such an emitter is a tilted line, the gradient of which depends on
the axial position of the emitter in the imaged volume, relative to the object plane [143].
Light field microscopy exploits this mixing of spatial and frequency domains to capture the
three-dimensional information about the object.
In light field microscopy, a lenslet array is placed in the image plane of the microscope
and the camera captures the focal plane of the array [144]. When an emitter is in the object
plane (focal plane of the objective), its image is formed at a µ-lens. Result is the illumination
of all the pixels behind the lens as shown in Figure 5.2 B. However, for emitters outside the
focal plane of the objective, the emitted light covers multiple µ-lenses. In such a situation,
the position of illuminated pixels behind a µ-lens is dependent on the angle of incidence
of the light rays on the lens. For example when the image of an emitter is formed in front
of the MLA, (Figures 5.2A), top and bottom pixels behind lenses 1 and −1 are illuminated
respectively. On the other hand when the image is formed behind the MLA (Figures 5.2C),
this is reversed. So, depending on the axial position of the emitter, different pixels behind
different µ-lenses are illuminated [145, 146]. This information can be used to infer the
three-dimensional position of an emitter from light field images [143, 145, 147, 148] and
will be the focus of the rest of this chapter.
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Fig. 5.1 Position of light rays in the image plane,(x,y), as a function of their position in the
BFP of the objective, (u,v), when an emitter is (B) in the object plane and (A)&(C) outside
the object plane. The bottom row contains x vs u plots for images in A-C. Mixing of spatial
and frequency information in the image plane can be used to calculate the three-dimensional
position of an object.
5.2.2 Different ‘Views’ in Light Field
An example image captured on a light field microscope is shown in Figure 5.3 (taken from
the Stanford light field image archive). The figure shows that the image consists of signal
captured behind multiple µ-lenses. Lenses perform spatial sampling of the object and a low
resolution image of it can be obtained by summing all the pixels behind a µ-lens. Such an
image, with the pixel size equal to the array pitch, is simply a low resolution version of the
one obtained by placing the camera in the image plane i.e. in the absence of the lenslet array.
The latter, though having higher lateral resolution does not contain any depth information
about the object. On the other hand, a light field image contains both spatial and angular
information about the object, which can be used to determine its three-dimensional position.
In a light field imaging system, spatial (angular) frequencies are mapped to the focal
plane of each µ-lens i.e. pixels behind a µ-lens contain spatial frequency content of the beam
segment incident on that µ-lens. Low and high frequency information is captured close to
the centre of the µ-lens and away from it respectively. This can be explained by imaging
a single spatial frequency, (uo,vo), from the BFP of the objective to a camera placed in the
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Fig. 5.2 (B) For an emitter in the object plane, all the pixels behind a single µ-lens are
illuminated. (A)&(C) For emitters outside the object plane, beam is spread over multiple
µ-lenses. These lenses sample the beam and focus it at different positions in their focal plane,
depending on the local phase gradient of the beam.
focal plane of the lenslet array. In such a situation the electric field in the image plane of the
microscope, E(x,y), will be:
E(x,y) = AF (δ (u−uo,v− vo))D(x,y)
E(x,y) = AD(x,y)exp(i(uox+ voy))
(5.1)
here, F is the Fourier transform operation, D(x,y) is the aperture of the tube lens and A
is the normalisation factor. So, the electric field in the image plane is a circle of uniform
magnitude with a linear phase, the gradient of which depends on the spatial frequency (uo,vo).
Such a beam is sampled by multiple lenses in the lenslet array and since each lens ‘sees’
the same phase tilt, pixels at the same position behind all the µ-lenses are illuminated as
shown in Figure 5.4A-C. From this it can be concluded that each pixel behind a µ-lens
corresponds to a different spatial frequency. Consequently, an image generated by extracting
the same pixel from all the µ-lenses, in the lenslet array, contains information specific to a
single spatial/angular frequency (in reality each pixel captures a range of spatial frequencies
depending on its size).
M×N such images can be generated from a raw light field image, where M and N are the
number of pixels along the horizontal and the vertical directions behind a µ-lens respectively.
These images contain specific angular information about the object and are equivalent to
imaging the object using M×N pinhole cameras placed at various angles around the sample
(as in the object plane, spatial frequencies correspond to the angles of the emitted rays with
the optical axis). So, these images are also called the perspective views or the sub-aperture
views (as they sample the BFP of the objective) [143, 145, 149]. See [150] for a discussion
122 Light Field Imaging for Localisation Based Super-resolution Microscopy
Fig. 5.3 An example light field microscopy image obtained from the Stanford light field
image archive.
on the relationship between such an arrangement of pinhole cameras around the object, and
the sub-aperture views generated from a light field image.
Mathematically, a sub-aperture view can be obtained from a raw light field image using
the following equation:
suo,vo(px, py) = I(uo+(px−1)N,vo+(py−1)M) (5.2)
here, suo,vo(px, py) is a sub-aperture view formed by extracting (uo,vo) pixel from all the
µ-lenses and (px, py) is the coordinate system of the sub-aperture view.
An important conclusion that can be drawn from the above discussion is that the light
field microscopy provides axial information at the cost of lateral resolution. This is because
for a given pixels size, using small µ-lenses gives higher lateral resolution but fewer angular
samples resulting in the loss of axial resolution. On the other hand, using large µ-lenses
gives more angular samples but lateral resolution deteriorates in this case.
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Fig. 5.4 In our experimental configuration of the light field microscope, spatial frequencies
were mapped to the focal plane of each µ-lens. Low and high frequency information was
captured by the pixels near the centre of the µ-lens and away from it respectively
5.3 Light Field Super-resolution Microscopy
In the last section, it was shown that the light field imaging combines spatial and angular
information by using a lenslet array, to capture the three-dimensional information about
an object. The technique can be applied to increase the DOF of localisation based super-
resolution microscopy, the mechanism of which is discussed in this section.
If E(x,y) is the electric field in the image plane, the field in the focal plane of a µ-lens,
E(u′,v′), is given as [151]:
E(u′,v′) =
exp
(
ik
2 f (u
′2+ v′2)
)
iλ fµ
F (E(x,y)d(x,y)) (5.3)
here, λ is wavelength of light, k = 2π/λ and fµ and d(x,y) are the focal length and the
aperture of the µ-lens. In light field imaging, the camera captures the focal plane of the
lenslet array, so the phase term in Eq. 5.3 can be ignored.
For an emitter in the object plane, the image (diffraction limited spot) is formed at a
µ-lens of the lenslet array. According to Eq 5.3 this results in the illumination of all the
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Fig. 5.5 (A)-(C) left, central and right sub-aperture views of the light field image shown in
Figure 5.3. (D) Generation of sub-aperture views by extracting the same pixel from all the
µ-lenses in the lenslet array.
pixels behind that lens. In sub-aperture view configuration, where each view is generated
by taking the same pixel from different µ-lenses, signal is present at the same position in
all the views as seen from Figure 5.6, for z = Z0. However, when the emitter is not in the
focal plane of the objective, emitted beam is spread over many µ-lenses. Such a defocused
beam has a quadratic phase curvature which is symmetrical around the lateral position of
the emitter. The beam is sampled by µ-lenses and focused to their focal plane, at a position
dependent on the local phase curvature of the beam. As a result, images of the emitter are
laterally shifted in different sub-aperture views as seen in Figure 5.6 for z = Z1 and z =−Z1.
These displaced images of the emitter in different sub-aperture views can be used to
determine its three-dimensional position, which was the basis of our light field data analysis
method.
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Fig. 5.6 (A) Light field images for an emitter in the object plane (Z0) and outside the object
plane (Z1 and −Z1) (B) Sub-aperture views generated for images in (A). For the emitter
in the object plane, signal is at the same position in different views. For emitters outside
the object plane, signal is at different pixels in different views. This displacement of signal
between views depends on the axial position of an emitter.
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5.4 Experimental Setup and Data Analysis
In this section the experimental setup and the image analysis pipeline for localisation mi-
croscopy involving light field imaging modality are discussed.
5.4.1 Experimental Setup and Alignment of Lenslet Array
Our localisation based super-resolution microscope was modified to include the light field
imaging capability by installing a lenslet array in the image plane. Focal plane of the array
was imaged on the Hamamatsu Flash 4.0 camera through a 1 : 1 relay system. See Chapter 2
for a detailed description of the experimental setup of the microscope.
Figure 5.2B shows that for an emitter in the focal plane of the objective, image is formed
at a single µ-lens and the beam expands afterwards. To avoid cross talk between neighbouring
lenses, the beam size in the focal plane of the µ-lens should be smaller than (or equal to) the
lens diameter. If fT L and dBFP is the focal length of the tube lens and the diameter of the
BFP respectively, the condition of no cross talk can be calculated by using the properties of
similar triangles (see Figure 5.2B).
fµ
dµ
=
fT L
dBFP
fµ
dµ
= M
fob j
dBFP
(5.4)
where, fob j is the focal length of the objective, M = fT L/ fob j is the magnification of the
microscope and dµ is the diameter of the µ-lens. So, to avoid cross talk on a given microscope,
fµ and dµ should be chosen carefully. We used a commercial lenslet array with fµ = 2100µm
and dµ = 100µm, which fulfilled the criterion presented in Eq 5.4. For our 60x Olympus
objective, used with a 200 mm focal length tube lens, the maximum beam size in the focal
plane of a µ-lens was 80.6µm, smaller than the 100µm diameter µ-lenses.
To install the lenslet array in the microscope, collimated light was directed through the
microscope objective. The lenslet array was translated about the approximate location of
the image plane until the square profiles of µ-lenses could be seen on the camera. Next,
the camera was axially shifted to image the focal plane of the array. At this position a set
of focused spots was observed on the detector due to the µ-lenses focusing the collimated
beam. The axial location of the lenslet array was also verified by imaging a thin fluorescent
layer on a coverslip. For a well aligned system, the corresponding image was composed of
uniformly intense circles, since in this configuration each µ-lens was imaging the BFP of
the microscope objective. It is important to mention that due to chromatic focal shifts in
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the lenslet array, the distance between the camera and the lenslet array had to be adjusted
for different emission bands i.e. one configuration could not be used to optimally perform
super-resolution imaging over multiple wavelengths. Doing so could introduce significant
errors in the estimation of the axial position of an emitter.
5.4.2 Data Analysis
On a light field microscope, emissions from point emitters in the imaged volume are captured
by a camera placed in the focal plane of a lenslet array. In this section, the image analysis
pipeline to determine the three-dimensional position of an emitter on such a microscope is
discussed. This involved rectification of raw images followed by generation of sub-aperture
views. Finally, the three-dimensional position of the emitter was calculated from its displaced
images in these views.
Rectification of Images
Before any data analysis, rectification of raw light field images was required to correct for
any angular or transnational shift between the camera chip and the lenslet array, and to
precisely estimate the pitch of the array. For rectification, images of a thin fluorescent layer
or collimated light directed through the microscope objective were used. Example calibration
images are shown in Figure 5.7. Different rectification parameters were obtained as follows:
1. Rotation of the lenslet array was estimated by calculating the Radon transform over
the calibration image. The orientation which maximised the variance of the transform
gave the rotation of the array.
2. Calibration images had a periodic pattern of spots, so the pitch of the lenslet array was
calculated by localising harmonics in the Fourier space with a sub-pixel resolution.
3. Translation of the lenslet array was calculated by generating a grid of points spanning
the calibration image, using the estimated rotation and the pitch. This grid was
translated a distance equal to the pitch of the lenslet array. At each translated position,
signal was summed at all the grid points. Calculating the centroid of the summed
intensities (for different translations of the grid) gave the translation of the lenslet array.
These parameters were subsequently used to rectify the light field images acquired experi-
mentally, before generating the sub-aperture views from them. The method described above
was implemented in Python by Ruth Sims, a former PhD student at CAIC, and described in
more detail in [152].
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Fig. 5.7 Calibration images, to determine the rectification parameters, obtained by imag-
ing (A) a thin fluorescent layer on a coverslip, and (B) collimated light sent through the
microscope objective
Generating Sub-aperture Views
After rectification, sub-aperture views were generated from raw light field images by ex-
tracting the same pixel from all the µ-lenses in the FOV, according to Eq 5.2, as shown in
Figure 5.5. If M and N are the number of pixels behind a µ-lens along the horizontal and the
vertical directions respectively, M×N views can be generated from a raw image. For our
system:
M = N =
Lens diameter
Pixel size
=
100µm
6.5µm
= 15.3 (5.5)
During rectification, interpolation was performed to have 17 pixels along both the directions.
Having an odd number of pixels ensured the presence of the central view, which was important
to calculate the lateral position of an emitter as explained later in this section.
An example lightfield image and the corresponding sub-aperture views are shown in
Figure 5.8A&B respectively. Figure 5.8B was obtained by arranging sub-aperture views
according to the position of the pixel used for their generation. For example, if (u,v) is the
coordinate system (of pixels) behind a µ-lens, the top left view was generated from the pixel
at (8,8). Similarly the central view and the bottom right view were generated from pixels at
(0,0) and (-8,-8) respectively [143].
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Fig. 5.8 (A) An example light field image with three 100 nm fluorescent beads in the FOV.
(B) sub-aperture views generated from (A)
130 Light Field Imaging for Localisation Based Super-resolution Microscopy
Localisation in the Sub-aperture Views and Tracking
Once the sub-aperture views were generated from a raw light field image, (images of the)
emitters were localised in them. The difference in the position of an emitter in two sub-
aperture views is called disparity [149] and was used as a measure of the axial position of
the emitter. To calculate disparity, spots corresponding to the same emitter (in different
views) had to be grouped together. For a single emitter in the FOV, this was straight forward
as a single spot was present per view. However, for multiple emitters in the FOV, spot
tracking over sub-aperture views was required to group localisations corresponding to the
same emitter. We achieved this by combining the process of localisation and tracking as
discussed below and explained in Figure 5.9:
1. Start by localising spots in the top left view. Let this be view 1.
2. Localise spots in the neighbouring view (along row or column), view 2, at a distance
d0 (which is the initial user defined value) from the localisations in view 1. This
was done by finding local maximum in a 4×4 pixel region followed by fitting of a
two-dimensional Gaussian function around the detected peak.
3. Calculate the distance between positions of an emitter in views 1&2. Let this distance
be d1, Its value will depend on the axial position of the emitter.
4. Search for spots in view 3 at a distance d1 from the positions calculated in view 2 and
perform spot localisation. Let the distance between positions of the emitter in views
2&3 be d2. In the absence of aberration, we found the disparity to be the same between
any two views, so d1 ≈ d2 (see the next section for more details).
5. In the next view, search for spots at a distance dav = 0.5× (d1 + d2) and repeat the
process for the entire row. Although not necessary, due to constant disparity between
neighbouring views, but we updated dav after spot localisation in each view.
6. Once at the end of the row, move to the next row and look for spots at a distance dav
from the localisations in view 1 (Figure 5.9).
7. Repeat the above mentioned steps for all the rows
By applying the above mentioned steps, we grouped localisations corresponding to the
same emitter in all the sub-aperture views, when multiple emitters were present in the FOV.
It is important to note that the discussed algorithm did not work for overlapping emitters in
the sub-aperture views. Advanced tracking algorithms, similar to the vbSPT, should be used
to group localisations in such a situation.
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Fig. 5.9 A schematic of our method to localise and track emitters in sub-aperture views.
Three-dimensional Position from Disparity
After grouping localisations, we calculated disparity from the positions of an emitter in
different views. If (xu,v,yu,v) is the position of an emitter in the sub-aperture view, su,v,
generated from the pixel, (u,v), the disparity was calculated as follows:
dispu,v =
√
(xu,v− xu0,v0)2+(yu,v− yu0,v0)2 (5.6)
here, (xu0,v0,yu0,v0) is the position of the emitter in the central view, su0,v0 . We also defined
ru,v as the distance of a view, su,v, from the central view and calculated it as follows:
ru,v =
√
(u−u0)2+(v− v0)2 (5.7)
Disparity was calculated relative to the central view, su0,v0 , because the position of an emitter
in this view was independent of its axial position as shown in Figure 5.11A. The figure was
obtained by localising signal in the central view of a simulated light field PSF over a 15µm
axial range.
Signal in the central view corresponds to the beam segment with the symmetrical wave-
front over a µ-lens (symmetrical wavefront results in focusing of the beam on the central
pixel behind a µ-lens). This is only true for the centre of a defocused beam, as the beam
expands about its centre for an emitter outside the object plane.
132 Light Field Imaging for Localisation Based Super-resolution Microscopy
Axial Position: In the absence of aberration, dispu,v varies linearly as a function of
ru,v. This is because for an emitter outside the focal plane of the objective, the beam has a
quadratic phase curvature at the lenslet array. µ-lenses sample the beam and focus it to their
focal plane, at a position dependent on the local phase gradient at a lens. For a quadratic
phase curvature, the gradient varies linearly as a function of µ-lens position, resulting in
different pixels behind different µ-lenses to illuminate as shown in Figure 5.10A. As the
sub-aperture views are just a rearrangement of the pixels in a raw light field image, this linear
relationship also exists between dispu,v and ru,v, as shown in Figure 5.10B. Figure 5.11B
shows dispu,v as a function of ru,v for three different axial positions of the emitter. Slope of
the graph varied as a function of the axial position and we calibrated the slope over a 20µm
axial range for our experimental setup. The calibration curve was then used to determine the
axial position of an arbitrary emitter.
Later Position: Lateral position of the emitter can be determined from its position in the
central view. However, central view has the highest background (due to focusing of out of
focus and scattered light), resulting in the worst localisation precision. Moreover, by doing
so, information about the emitter in other views is not taken into account. In our experimental
configuration, this corresponded to the utilisation of 1/172 of the total information captured.
We overcame this problem by plotting the position of the emitter in different sub-aperture
views as a function of ru,v, which resulted in a cone. This happened because dispu,v is a
linear function of ru,v, and is constant for views at the same ru,v. In such a configuration, apex
of the cone corresponded to the position of the emitter in the central view, but calculated
from its positions in all the 172 views.
So, the lateral position of the emitter was calculated from the apex of the cone. Moreover,
the slope of the cone gives the rate of change of ru,v as a function of the emitter position in a
view at a distance ru,v from the central view. So, it is inversely proportional to the slope of
the graph shown in Figure 5.11B. Mathematically the cone can be described as:
ru,v =
√
(xu,v− xu0,v0)2+(yu,v− yu0,v0)2
m2
(5.8)
here, (xu0,v0,yu0,v0) is the position of the emitter in the central view, ru,v is given by Eq 5.7
and 1/m is the slope of the dispu,v vs ru,v graph. Figure 5.12B shows the cones obtained for
two different axial positions of an emitter.
Figure 5.12A shows the results for calculating the lateral position of a simulated emitter
(z = 15µm) by direct localisation in the central view and by cone fitting. As expected, the
localisation precision was significantly better (around 3 times) in the latter case.
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Fig. 5.10 (A) For an emitter outside the object plane, emitted beam has a quadratic phase
curvature at the lenslet array. So, local phase gradient at a µ-lens varies linearly as function
of its position from the centre of the beam. As a result, plotting µ-lens position, x, as function
of the pixel on which it focus light, u, gives a straight line. (B) This linear relationship holds
in sub-aperture view representation as well, as it is just a rearrangement of pixels in (A).
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Fig. 5.11 (A) Position of a simulated emitter in the central view. (B) Disparity between
sub-aperture views, for a simulated emitter at different axial positions, as a function of ru,v.
Slope of the graph varied as a function of the axial position of the emitter and we calibrated
the slope over a 20µm axial range, for our experimental setup. The calibration curve was
then used to determine the axial position of an arbitrary emitter
Summary of the Image Analysis Pipeline
The image processing steps for light field localisation microscopy can be summarised as
follows:
1. Rectify raw light field images
2. Generate sub-aperture views
3. Localise emitters in the sub-aperture views
4. Perform tracking in between the views to group localisations corresponding to the
same emitter
5. Calculate disparity between positions of an emitters in different views
6. For each emitter, fit a cone to its positions in different views
7. Apex of the cone corresponds to the lateral position of the emitter
8. Slope of the cone was related to the axial position of the emitter
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Fig. 5.12 (A) Lateral position calculations, for a simulated emitter, from the central view and
by cone fitting. Position calculations from cone fitting gave three times better localisation
precision. (B) Cones obtained for two axial positions of an emitter. Apex of the cone gave
the lateral position of the emitter and its slope was related to the axial position of the emitter.
5.5 Simulations
This section describes the application of the proposed image analysis pipeline on the sim-
ulated data. First, a mathematical model to generate the three-dimensional light field PSF
is presented. The model is then used to generate synthetic light field images for different
imaging conditions. These images were analysed using our image analysis mechanism.
5.5.1 Imaging Model
To model the light field PSF, electric field in the image plane, E(x,y), was calculated using
the method discussed [153, 154]. For an emitter at (xo,yo,zo) in the imaged volume, E(x,y)
is given as:
E(x,y) ∝F
[
E f p(ρ,φ |x0,y0,z0)
]
(5.9)
here E f p(ρ,φ |x0,y0,z0) is the field in the BFP of the objective with polar coordinates (ρ,φ).
For, an aberration free system, E f p(ρ,φ |x0,y0,z0) is defined as follows:
E f p(ρ,φ ,x0,y0,z0) = E f p(ρ,φ ,0,0,0)exp{i(φlat(ρ,Φ|x0,y0)+Φax(ρ,φ |z))} (5.10)
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E0(ρ,φ ,0,0,0) is the field in the BFP for an on-axis emitter in the focal plane of the objective.
φlat(ρ,φ |x0,y0) and φax(ρ,φ |z) are the phase terms dependent on the lateral displacement of
the emitter from the optical axis and its axial displacement from the object plane respectively.
These quantities are described as follows (according to [153, 154]):
E f p(ρ,φ ,0,0,0) =
1 if ρ ≤ 10 if ρ > 1 (5.11)
so, E0(ρ,φ ,0,0,0) is a circle with the radius normalised to 1 and:
Φax(ρ,φ |z) = 2πnλ zo
√
1−
(
NA
n
ρ
)2
(5.12)
Φlat(ρ,φ |x0,y0) = 2πNA
λ
√
(M2−NA2)ρ(x0cosφ + yosinφ) (5.13)
The electric field in the image plane was multiplied with the phase added by the lenslet
array. If ψ(x,y) is the phase added by a single µ-lens, according to [155] the lenslet array
can be modelled as:
Ψ(x,y) = ψ(x,y)∗
N/2
∑
i=−N/2
N/2
∑
j=−N/2
δ (x− id,y− jd) (5.14)
ψ(x,y) = A(x,y)exp
(−ik
2 fµ
(x2+ y2)
)
(5.15)
where fµ is the focal length of µ-lenses, d is the lenslet array pitch and:
δ (x,y) =
1 if x=0,y=00 otherwise
A(x,y) =
1 if |x| ≤ d/2 and |y| ≤ d/20 otherwise
Finally the beam propagates from the lenslet array to the sensor placed in the focal plane
of the array, where the intensity is given as [155]:
I(x′,y′) =
∣∣∣∣F−1{F {E(x,y)Ψ(x,y)exp(− i4π λ fµ(w2x +w2y)
)}}∣∣∣∣2 (5.16)
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here (wx,wy) is the coordinate system of the plane containing the Fourier transform of the
field after the lenslet array.
I(x′,y′) was sampled according to the number of pixels behind a µ-lens, which for our
system was 172. Other simulation parameters were also matched to the experimental setup.
Figure 5.13 shows an example light field PSF, generated by modifying the phase of the
conventional PSF of the microscope.
Fig. 5.13 Mechanism of simulating the light field PSF. Phase of the lenslet array was added
to the beam in the image plane. Modified beam was then propagated to the focal plane of the
array using Eq 5.16
5.5.2 Simulation Results
This section discusses the results for applying the proposed image analysis pipeline to the
simulated images. We explore the achievable localisation precision and accuracy under
different number of photons and as a function of the three-dimensional position of an emitter.
Synthetic light field images were generated using Eq 5.16. Similar to the experimental setup,
the simulated lenslet array had a pitch of 100 µm and a focal length of 2100 µm. Other
simulation parameters were also matched to the experimental setup.
Axial Calibration Curve
We started off by generating the light field PSF over a 30 µm axial range with a step size
of 100 nm. At each position, the slope of the dispu,v vs ru,v curve was calculated and the
resultant calibration curve is shown in Figure 5.14A. xz projection of the simulated light field
PSF is shown in Figure 5.14B.
The calibration curve shows that in a 1.2 µm region around the focal plane, slope of
the graph is ∼ 0, which resulted in the worst localisation accuracy for emitters close to
the focal plane [155]. This was because of the beam diameter being smaller than a µ-lens
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over this range as shown in Figure 5.14B. Consequently, pixels behind a single µ-lens were
illuminated. So, position of the emitter did not vary in sub-aperture views, resulting in
no disparity between the views. In such a situation, if positions of the emitter in different
sub-aperture views were plotted as a function of ru,v, a straight line was obtained. So, instead
of fitting a cone (to this straight line), lateral position of the emitter was calculated from its
average position in the sub-aperture views for |z|< 0.6.
Away from the beam focus (corresponding to the image of an emitter), phase curvature of
the beam varies linearly as a function of z (distance from the beam focus) [8]. As the Rayleigh
range of our microscope was around 380nm (NA=1.3 and Magnification = 60 with a 180mm
focal length tube lens), we expected the calibration curve to be linear for emitters more than
a micron away from the focal plane of the objective. However, for 0.6 < |z|< 5µm, slope of
the calibration curve varied significantly with z. We found this to be a consequence of the
varying phase gradient of the beam over a µ-lens, which resulted in the non-linear region of
the calibration curve as seen from Figure 5.14A&B. So, for the calibration curve to be linear,
the phase gradient should be constant over a single µ-lens and it should vary linearly with z.
Both the conditions were fulfilled for |z|> 5µm, as the beam was significantly large to have
a constant phase gradient over a µ-lens. Hence, the calibration curve was linear over this
axial range.
The calibration curve was then used to determine the axial position of a simulated emitter
from the slope of the cone, obtained for that emitter.
Axial Precision
To analyse the axial precision of localising an emitter using our light filed localisation method,
the light field PSF was simulated for various number of photons under the shot noise and a
background of 100 photons. Images were generated over a 30µm axial range with a step size
of 300 nm and 50 repeats at each position. Axial position of the emitter was calculated by
applying the calibration curve, Figure 5.14, to the slope of the dispu,v vs ru,v graph. Precision
was then estimated from the standard deviation of the positions of an emitter in multiple
images, generated for the same axial position of the emitter.
Figure 5.15A shows axial position of a simulated emitter as a function of the image
number. The step size of 300nm was correctly calculated over the entire 30µm range, except
in the region close to the focal plane where the beam size was smaller than a µ-lens. In
Figure 5.15B localisation precision is plotted as a function of the axial position of an emitter
and for different number of photons. The figure shows that for large number of photons,
we achieved a precision of less than 25 nm over the entire range. However, the precision
decreased as a function of z because of the spread of photons over increasing number of
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Fig. 5.14 (A) Calibration curve to determine the axial position of a simulated emitter from
the slope of the cone. (B) x-z projection of the light field PSF. Over a 1.2µm region around
the focal plane, the beam covers a single µ-lens, giving the flat region in (A). For |z|< 5µm,
the beam has a significant phase curvature over a µ-lens, resulting in the non-linear region
of (A). For |z|> 5µm, the beam is significantly large to cover multiple µ-lenses and has a
linear phase over a µ-lens, which gives the linear region of (A).
lenses. Moreover, the localisation precision also deteriorated with a decrease in the number
of photons. For example, the precision decreased from 80 nm for 3.4×104 to 280 nm for
42×103 photons.
The above analysis shows that our localisation method correctly estimated the axial
position of an emitter over a wide axial range and the localisation precision depended on
the axial position of the emitter and the number of photons captured at the camera (for that
emitter).
Lateral Precision
We also analysed the lateral precision obtained by applying our image analysis pipeline on
the simulated data. Light field PSF was generated at 17 lateral positions within a µ-lens (step
size = 93.8nm) and over an axial range of 30µm. 50 images were generated at each position.
Precision was then estimated from the standard deviation of the positions of an emitter in
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Fig. 5.15 (A) Results for localising a simulated emitter over a 30 µm axial range, with a
step size of 300 nm. 50 frames were generated at each position. Our localisation method
correctly estimated the axial position over the entire range, except in the region close to the
focal plane where the beam size was smaller than a µ-lens. (B) Localisation precision for
different number of photons, obtained from the variation in the axial position of a simulated
emitter over 50 frames.
multiple images, generated for the same three-dimensional position of the emitter. Results of
the analysis are shown in Figure 5.16.
Figure 5.16A shows that the lateral position of an emitter was correctly calculated
throughout the diameter of a µ-lens, irrespective of its axial position (for |z|>> 0). However,
when the emitter was close to the focal plane of the objective (|z|< 0.6µm), the disparity
was ∼ 0 and the lateral position was estimated from its average position in the sub-aperture
views. Moreover, within this axial range, the beam was detected behind a single µ-lens only.
So, for a lateral step to be detectable, it had to be large enough for the signal to appear behind
a neighbouring µ-lens. For example, for an emitter in the focal plane of the objective, the
step size was detectable if it matched the pitch of the lenslet array (if the blur due to the
diffraction limit of light is ignored). Hence, worst localisation precision and accuracy was
observed for an emitter close to the focal plane of the objective. This axial range of around
1.2µm is not shown in Figure 5.16.
Figure 5.16B shows the lateral precision of an emitter to be independent of its position
within a µ-lens. However, the precision decreased with an increase in distance from the
object plane, due to the spread of signal over more lenses. For example the precision was
3 nm, 4.5 nm and 6.5 nm for z = 6µm, z = 9µm and z = 15µm respectively. These results
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also indicate that given a large number of photons, our localisation method could determine
the lateral position of an emitter with a precision of less than 10 nm over a 30µm axial range.
We also analysed the localisation precision for different number of photons and results
are shown in Figure 5.16C. As expected, the precision deteriorated with a decrease in the
number of photons. For example it changed from 15 nm for 1.7×104 to 40 nm for 2.1×103
photons.
In short, our localisation method correctly estimated the lateral position of an emitter over
a wide axial range. Moreover, the lateral precision was independent of its position within a
lens. However, it varied as a function of the axial position of the emitter and the number of
photons captured at the camera.
5.6 Experimental Analysis
After testing our image analysis pipeline on simulated light field images, we applied it
to the experimental data. First an axial calibration curve was generated to determine the
three-dimensional position of an emitter from its positions in multiple sub-aperture views.
The achievable localisation precision under different imaging conditions is also discussed.
Lastly, application of the technique to track a fluorescent bead over a large DOF and its
potential for single molecule imaging in labelled cells is also discussed.
5.6.1 Axial Calibration Curve
To generate the calibration curve, 100 nm fluorescent beads were scanned over a 16µm axial
range with a step size of 100 nm. 10 images were recorded at each position and the three-
dimensional position of a bead was calculated by applying the analysis pipeline discussed
in Section 5.4.2. The calibration curve, shown in Figure 5.17A, was calculated from the
average slope of the dispu,v vs ru,v graph (as there were 10 images for each axial position).
xz projection of the light filed PSF is shown in Figure 5.17A. For a better visualisation of the
projection over a wide axial range, the figure was obtained by normalising the PSF at each
axial position.
Shape of the experimentally calculated calibration curve and the xz projection closely
matched the simulations. Different regions of the curve have been discussed in detail in
Section 5.5.2 and are briefly mentioned below:
• |z| ≤ 0.6: In this axial range, the beam diameter was smaller than a µ-lens resulting
in the slope of the calibration curve to be ∼ 0. As a consequence, the localisation
precision and accuracy was the worst in this region.
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Fig. 5.16 (A) Results for localising a simulated emitter, scanned laterally over a µ-lens
with a step size of 93.8 nm, for multiple axial positions. 50 images were generated at each
position. Our localisation method correctly estimated the lateral position of the emitter. (C)
Localisation precision for different number of photons, obtained from the variation in the
calculated lateral position over 50 frames.
• 0.6 < |z|< 5: In this region, the wavefront had a significant phase curvature over the
diameter of a µ-lens (see Figure 5.14). This curvature led to the variation in the slope
of the calibration curve as a function of the axial position of an emitter.
• |z| ≥ 5: In this axial range, the emitter was significantly away from the focal plane of
the objective, which resulted in an expanded beam at the lenslet array. Such a beam
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had a linear wavefront over a µ-lens leading to the linear region of the calibration
curve.
It is to be mentioned that although we generated the calibration curve over a 16µm range,
the linearity of the curve, for |z|> 5, allowed us to accurately calculate the axial position of
beads over a wider axial range. This linear relationship is shown in the inset of Figure 5.17A.
As in the case of simulations, the calibration curve was subsequently used to determine the
axial position of an emitter from the slope of the cone obtained for that emitter.
Fig. 5.17 (A) Experimental calibration curve to determine the axial position of an emitter,
from the slope of the cone. (B) x-z projection of the light field PSF. Different regions, marked
in (B), are explained in Figure 5.14. Linearity of the calibration for |z| > 5 allowed us to
calculate axial positions over a wider axial range (beyond the range, for which the calibration
curve is plotted).
5.6.2 Localisation Precision
Next step in the characterisation of our light filed localisation microscope was to determine
the achievable axial and lateral precision using the proposed image analysis pipeline. 100 nm
diameter fluorescent beads were scanned over a 12µm axial range, on one side of the focal
plane, with a step size of 1µm. Only one side of the focal plane was considered because of
the symmetry of the calibration curve around the focal plane and to minimise the effect of
photobleaching on the precision measurements. 500 images were captured at each position
and precision was calculated from the standard deviation of the positions of the localised
beads over these frames. Imaging was carried out at different laser powers, which resulted
in different number of photons at the camera i.e. 16× 103, 39× 103, 47× 103, 16× 103,
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Fig. 5.18 Experimental results for characterising our light field microscope using 100 nm
fluorescent beads as a test sample. (A) Calculated axial position of a bead scanned over a
distance of 10 µm (on one side of the focal plane) with a step size of 1 µm. 500 images
were obtained at each position. (B)&(C) Axial and lateral localisation precision, for different
number of photons, obtained from the variation in the position of the bead over 500 frames.
(D) Calculated lateral position of a bead scanned over a distance of 1.5 µm (equal to the lens
pitch) with a step size of 100 nm.
and 2.93×105. The number of photons were obtained by calculating the area of the PSF
when beads were in the object plane. This plane was chosen because, in this plane, the
PSF consisted of a single spot covering all the pixels behind a single µ-lens (the effect
of photobleaching was ignored in the analysis presented in this section). Currently, we
are exploring more advanced algorithms to compute the number of photons from all the
images/views of a bead in the sub-aperture view representation. Result of the analysis are
shown in Figure 5.18.
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Figure 5.18A shows the axial position of a bead as a function of the frame number. The
figure shows that our localisation method correctly identified the axial step size of 1µm over
the entire range, except when the bead was close to the focal plane of the objective. This was
in accordance with the shape of the calibration curve and the simulation results discussed
in the last section. Figure 5.18B shows axial precision as a function of the axial position
of the bead. The figure shows that given a large number of photons, our image analysis
pipeline localised emitters with a precision of less than 50 nm over the entire axial range.
However, the precision decreased with an increase in z due to the spread of signal over an
increasing number of µ-lenses. Moreover, a decrease in the number of photons also led to
the deterioration of the localisation precision. For example it varied from below 50 nm to
200 nm at a depth of 7µm, for 5.6×105 and 30×103 photons respectively.
Figure 5.18C shows the lateral precision as a function of the axial position and different
number of photons. As expected both an increase in the axial depth and a decrease in the
number of photons led to the loss of precision. For example it varied form below 20 nm to
45 nm for 5.6×105 and 30×103 photons respectively. Finally, Figure 5.18D shows results
for the lateral scanning of a bead, with a step size of 100 nm. The figure shows that the
positions of the bead were correctly calculated over the entire pitch of the lenslet array.
The above analysis shows that the proposed image analysis pipeline determined the
three-dimensional position of fluorescent beads with significant accuracy, over a DOF of
20µm. The localisation precision depended on the number of photons and the axial position
of an emitter.
Light field and Super-resolution Imaging
Application of the proposed image analysis method on the simulated and the experimental
data show that the method could determine the three-dimensional position of an emitter with
high accuracy over a DOF of more than 20µm. Moreover, given enough photons, an emitter
could be localised with a precision of less than 50 nm in all three spatial dimensions. These
results show the capability of light field imaging and the proposed image analysis method to
localise emitters with a sub-diffraction precision over a large DOF.
The precision depended greatly on the number of photons captured for an emitter and its
axial position. For the typical number of photons involved in single molecule imaging, the
obtained precision was of the order of hundreds of nanometres. This was because of the use
of a sub-optimal off-the-shelf lenslet array in the experiments. We anticipate that with some
hardware and software modifications, the technique could be applied to perform localisation
microscopy over the entire volume of a cell. These modifications are discussed in Section 5.7
and are a current topic of research at CAIC.
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5.6.3 Tracking Experiment
Fig. 5.19 Tracking a freely diffusing 100 nm fluorescent bead over a depth of field of 25µm
(A) Estimated 3D trajectory of a representative bead, using our localisation method. (C) Axial
location of the bead as a function of time. (D)&(E) Histograms of lateral and axial precision
respectively, throughout the depth of field. Axial and lateral precision was calculated from
Figure 5.18 for comparable numbers of photons.
The capability of the system with respect to data acquisition across an extended DOF of
25 µm, was demonstrated by imaging 100 nm fluorescent beads, freely diffusing in water.
Data from a typical bead, tracked for 18 sec, at 100 msec intervals is summarised in Fig. 5.19.
The bead was localised in each frame using the workflow discussed in Section 5.4.2. Slope of
the cone, m, was converted into z positions using the experimental calibration curve plotted in
Figure 5.17F. Localisation precision in (B), (D) and (E) were obtained from Figure 5.18. For
each axial position of the bead, we looked up the corresponding lateral and axial precisions
in the figure.
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We also performed experiments to demonstrate the feasibility of single molecule imaging
using light field microscopy. Membrane (TCR) proteins labelled with cage-552 dye were
imaged in fixed T-cells, using 561 nm illumination and 20 msec exposure time. Histones
labelled with alexa-647 were imaged in Drosophila spermatocytes, using 638nm illumination
and 50 msec exposure time (see Materials and Methods section at the end of this chapter
for the preparation of the imaged samples). Typical fluorescent traces from each set of
experiments are plotted in Fig. 5.20. These exhibit discrete signal levels, specific to the single
molecule photobleaching events [156]. This shows the potential of the technique for single
molecule localisation microscopy.
Fig. 5.20 Single molecule photobleaching events captured using light field microscopy.
Photobleaching curves for (A) CAGE-552 fluorophores imaged on the surface of fixed T-cells
and (B) Alexa-647 labelled histones in Drosophila spermatocytes. In each case the integrated
intensity is plotted as a function of time.
5.7 Discussion and Future Work
Results presented in this chapter show that the light field based localisation microscopy has
significant potential to provide extended DOF with high localisation precision in all three
spatial dimensions. Through simulations and experiments we showed that the technique can
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provide sub-diffraction limit precision over a DOF of more than 20 µm. While proof-of-
principle experiments were carried out using fluorescent beads, which emit relatively large
numbers of photons, the viability of light field microscopy as a single molecule imaging
technique was demonstrated by detecting emissions from single fluorophore molecules in
labelled cells.
Experiments discussed in the chapter were carried out using a sub-optimal, off-the-shelf,
lenslet array. It is anticipated that modification of the array characteristics along with further
development of the algorithm will facilitate the application of light field microscopy to
imaging single molecules throughout the entire volume of a cell. In order to reach this goal,
the localisation precision for low number of photons must be improved.
Such improvements can be readily achieved by optimising the lenslet array pitch ac-
cording to the required DOF. An array with smaller lenses gives better lateral precision,
particularly close to the object plane, but suffers in terms of shot noise due to the distribu-
tion of photons over large number of spots. Using an array with large lenses solves this
problem but localisation accuracy and precision are affected in this case. So, the optimal
lens size would give the best localisation precision over the required DOF for the typical
number of photons involved in single molecule experiments. Another simple modification
can be to position the array in the conjugate BFP of the objective. In this configuration, the
camera directly images sub-aperture views, the number of which is dictated by the number
of µ-lenses spanning the diameter of the BFP. The localisation precision is dictated by the
effective camera pixel size and the number of photons similar to the case of typical 2D
single molecule imaging experiments. Moreover, such a configuration can give a uniform
localisation precision over the entire DOF (as light is always split into the same number of
spots, irrespective of the axial position of an emitter).
Improving the image analysis pipeline will involve the application of advanced algorithms
to track overlapping spots in the sub-aperture views. Moreover, localising emitters in the
reconstructed volumes, obtained from deconvolution [155] or back-projections from multiple
angular views [157], could also be applied . However unlike these reconstruction methods,
the calibration curve involved in the discussed method absorbs the effect of systematic
aberrations of the microscope. This is beneficial for high precision and accuracy requirements
in localisation microscopy.
5.8 Summary
The chapter described the application of a lenslet array to obtain multiple angular views of an
emitter. Disparity between these views was used to calculate the three dimensional position
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of the emitter. The proposed image analysis pipeline was tested on simulated data before its
application to characterise and calibrate the light field microscope. We achieved a DOF of
over 20µm with a precision of 50nm in all three spatial dimensions. While proof-of-principle
experiments were carried out using fluorescent beads, which emit relatively large numbers
of photons, the potential of light field microscopy for single molecule imaging was shown
by detecting emissions from single fluorophores in labelled cells. The prototype system
incorporated a sub-optimal off-the-shelf lenslet array. It is anticipated that modification
of the array characteristics along with further developments in localisation algorithms will
make light field based localisation microscopy an attractive tool to image single molecules
throughout the volume of a cell.
5.9 Contributions
Light field imaging modality was included in the microscope by me with inputs from Kevin
O’Holleran. I also optimised the imaging conditions and carried out the experiments with
the help from Ruth Sims. Simulated images of the light field PSF, under different conditions,
were generated by Ruth Sims with my inputs. She also designed and implemented the script
for the rectification of light field images and generation of sub-aperture views from them. I
wrote the script for the localisation of emitters in the sub-aperture views, with inputs from
Ruth Sims and Leila Muresan. This involved tracking of emitters over sub-aperture views
and cone fitting. Simulated and experimental data was analysed by me for the localisation of
emitters in the sub-aperture views. Rectification of the experimental data was performed by
Ruth Sims. I also carried out the subsequent data analysis to obtain all the results presented
in the chapter. Labelled T-cells and primary spermatocytes were provided by the Lee Lab
and the White Lab respectively.
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5.10 Materials and Methods
Sample preparation and labelling for spermatocytes is discussed in Appendix 4.10. This
section covers the t-cell labelling protocol, which were (labelled and) kindly provided to us
by the Lee Lab based in the Department of Chemistry.
Around 106 T cells were labelled with 200 nM of the labelled TCR-(CAGE552) fabs
(anti CD3, UCHT-1) on ice for 25 minutes. Cells were then washed three times in filtered
PBS (involving centrifugation). Labelled T cells were fixed in 4% paraformaldehyde (Sigma)
and 0.2% glutaraldehyde (Sigma) for 60 minutes at room temperature. The fixed cells were
washed three times in filtered PBS and suspended in filtered PBS. For imaging, cells were
stuck on a glass bottom dish and imaged using 561 nm excitation, with regular bursts of
405 nm activation laser.
Chapter 6
Conclusion
6.1 Thesis Summary
The thesis described the design, development and optimisation of a multifunctional localisa-
tion based super-resolution microscope at CAIC. In Chapter 1, the origin of the resolution
limit in optical microscopy from the diffraction properties of light was explained. Basics
of localisation microscopy along with the methods to extend its DOF were also discussed.
Chapter 2 explained the development and optimisation of a super-resolution microscope with
the following functionalities:
• two-dimensional localisation microscopy
• dual-colour localisation microscopy
• three-dimensional localisation microscopy using DHPSF
• light field localisation microscopy
Calibration and characterisation of the microscope was also discussed. This involved,
determining the pixel dependent characteristics (gain and read noise) of sCMOS cameras and
estimating the achievable localisation precision under different number of photons. Effects of
SA on localisation microscopy were explored and a method to optimally adjust the correction
collar of the objective to overcome the systematic SA in the microscope was proposed.
An optimal alignment method to achieve high localisation accuracy over large FOVs in
three-dimensional localisation microscopy was also proposed.
After characterisation and optimisation, the microscope was applied to image challenging
biological samples, in collaboration with the research groups at the Department of Physiology
Development and Neuroscience. The first application, discussed in Chapter 3, was to
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investigate the dynamics of a DNA binding transcription factor involved in the Notch
signalling pathway. Imaging was carried out at a depth of more than 20µm from the surface
of coverslips, in whole salivary glands of Drosophila. Careful consideration of SA was
required to capture emissions from single fluorophores at such depths. We presented the use
of motion blurring analysis to determine the presence of multiple diffusion populations in
the localisation data. These populations were then precisely quantified by applying single
particle tracking analysis.
In Chapter 4 application of the microscope to study the architecture of dense chromatin
fibres in primary spermatocytes of Drosophila was presented. Imaging conditions and data
analysis software were optimised to image nuclei with varying densities of labelling dye in
different regions. Clustering analysis was used to detect clusters in the localisation data and
to quantify their characteristics. The chapter also included characterisation and application
of dual-colour localisation microscopy to investigate the arrangement of active transcription
sites in chromatin fibres.
Chapter 5 proposed the use of light field localisation microscopy to overcome some of
the shortcomings of the existing 3D single molecule imaging techniques. By calculating
disparity between multiple angular views of an emitter, it was localised over a DOF of
more than 20 µm with high precision in all three spatial dimensions. The image analysis
pipeline was tested on simulated data before its application to calibrate the microscope using
fluorescent beads. Effectiveness of the technique to image single fluorophore molecules was
also discussed.
6.2 Optimisations and Novel Developments
The thesis presented optimised application of localisation microscopy to answer challenging
biological questions. It also proposed a novel three-dimensional single molecule imag-
ing technique to increase the DOF in localisation microscopy. These optimisations and
developments are summarised below.
Optimisations: A method to overcome the systematic SAs in a microscope was presented,
to maximise the efficiency of signal collection from single fluorophore molecules. This
allowed us to efficiently carry out localisation microscopy in thick biological samples. We
also proposed an alignment procedure to accurately perform three-dimensional localisation
microscopy, involving phase modifying optics, over large FOVs. Motion blurring analysis
was extended to detect and quantify multiple diffusion populations in the localisation data.
Moreover, characterisation and optimised application of single molecule tracking to extract
dynamics from short tracks (5-6 frames) was also discussed. Lastly, optimisation of imaging
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conditions and localisation software to super-resolve nuclei with varying densities of the
labelling dye, in their different regions, was also presented.
These optimisations allowed us to successfully image challenging biological samples on
the localisation microscope developed as part of the PhD.
Novel Developments: The thesis also presented the use of light field imaging to extend the
DOF in localisation microscopy. An image analysis pipeline to localise point emitters in
light filed images was also proposed. Through simulations and experiments, it was shown
that the technique, along with the proposed localisation method, could achieve a DOF of over
20µm with high localisation precision. Potential of the technique to detect single molecule
emissions was shown by carrying out localisation microscopy in labelled cells.
It is anticipated that future hardware and software modifications will make light field
based localisation microscopy an attractive tool to image single molecules throughout the
volume of a cell. Some of these modifications were also discussed in the thesis.

Appendix A
Splitting of Light and Precision
Suppose N is the total number of photons in a spot of standard deviation, σ . In the presence
of shot noise, its localisation precision, Ptot , will be given as (for each lateral axis, obtained
by ignoring the pixellation effects and background in Eq 1.17):
Ptot =
σ√
N
(A.1)
If the photons are equally split into two spots, each of size σ , the localisation precision for
each spot will be:
Psplit =
σ√
N/2
(A.2)
The centre of the two spots can be calculated as :
Centre of Spots =
(
x2− x1
2
,
y2− y1
2
)
(A.3)
where (x1,y1) and (x2,y2) are the localised centres of the spots with the localisation error
given by Eq A.2. The precision of localising the centre will be [158]:
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So, splitting of signal into two spots (with the waist matching the original spot and having
equal number of photons) does not result in any loss of precision. The analysis can be
extended to the splitting of light into any arbitrary number of spots as well.
Appendix B
Zernike Polynomials
Zernike polynomials form a complete and orthogonal basis set over a unit circle [42]. In
localisation microscopy, electric field in the BFP of the microscope is a circle of uniform
magnitude with a phase dependent on the three-dimensional position of the emitter and
aberrations (local to that emitter) in the sample. Hence, Zernike polynomials are useful
for representing phase of the beam in this plane. Another major advantage of Zernike
polynomials is that the commonly occurring aberrations such as coma, astigmatism and
spherical aberrations can be represented as its different modes (coma: Z−13 , astigmatism: Z
2
2
and spherical aberrations Z04).
Zernike polynomials are given by Eq. B.1 and first fifteen modes are shown in Figure B.1.
Zmn (r,θ) = R
m
n (r) cos(mθ) m≥ 0
Z−mn (r,θ) = R
m
n (r) sin(mθ) m < 0
(B.1)
where,
Rmn (r) =
n−m
2
∑
k=0
(−1)k(n− k)!
k!(n+m2 − k)!(n−m2 − k)!
rn−2k
here, m and n are integers with n≥ 0, n≥ m and n−|m| an even number.
Eq B.1 shows that the Zernike polynomials represent balanced aberrations. This means
that for a certain aberration in the optical system, Zernike representation is the sum of all
possible terms that maximise amplitude of the PSF in the image plane. For example, Zernike
representation of spherical aberrations contains a defocus term, because combination of the
two gives maximum intensity in the image plane [159]. For a detailed discussion on Zernike
polynomials and their properties see [42].
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Fig. B.1 First fifteen Zernike modes
Appendix C
Beams with Rotating Intensity
In this appendix, we discuss beams with rotating intensity, which form the basis of the double
helix point spread function (DHPSF). If E(x,y,z) is the electric field at any point in the free
space, it will be rotationally invariant if it fulfils the following equation:
|S(R( f [E(x,y,z0)]))|2 = |uE(x,y,z0)|2 (C.1)
here, f is a beam propagation operator, which under the paraxial approximation is given by
Eq 1.2. R and S are operators for beam rotation and scaling respectively.
Solution to C.1 can be found by representing the electric field as a superposition of
Laguerre-Gaussian (LG) modes, given by Eq C.2 [160].
E(r,φ ,zo) =
√
2p!
π(p+ |l|)!
1
w(z)
(
r
√
2
w(z)
)|l|
exp
[ −r2
w(z)2
]
L|l|p
[
2r2
w(z)2
]
exp [ilφ ]
exp
[
ikr2z
2(z2+ z2r )
]
exp
[
−i(2p+ |l|+1) tan−
[
z
zr
]] (C.2)
here, l and p are azimuthal and radial components of the beam respectively, L|l|p is an
associated Laguerre polynomial, zr is the Rayleigh range of the beam and wz is its 1/e radius.
See [160] for a detailed review of LG beams.
For such beams, operators in Eq C.1 can be defined as follows:
f [z](E(r,φ ,z0) = f (E(x,y,z0+ z)
R[φ0](E(r,φ ,z0) = E(r,φ +φ0,z0)
S[a](E(r,φ ,z0) = E(ar,φ ,z0)
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If such a representation of electric field is used to solve Eq C.1, beams with rotating
intensity are obtained, if LG modes are chosen along a straight line in the l p-space i.e.
δ p
δ l =V1 (where, V1 is a constant). Rate of rotation of such a beam is given as:
Rate of rotation =
V1
1+ z2
(C.3)
So, the rate of rotation is maximum near the beam waist and it drops to 0 as z→ ∞
Another important property of these beams is that the number of rotating lobes is deter-
mined by the multiples of l superimposed to form the beam. For example, the beam has 2
lobes if the superimposed LG modes are (0,0),(2,2),(4,4),(6,6),(8,8). Similarly 4 lobes
are obtained for (0,0),(4,4),(8,8). This is shown in Figure C.1B&E respectively.
Fig. C.1 Super-position of LG modes along a straight line result in beams that rotate as a
function of their propagation. Number of rotating lobes is determined by the multiples of l
superimposed to form the beam. (A) Rotating beam with four lobes, (B) Rotating beam with
two lobes.
Appendix D
Control of the Microscope
As discussed in Chapter 2, a LabVIEW software was written to control the microscope. The
software included the following functionalities:
• Control of stages for three dimensional scanning with the required dwell time. Step
size could be selected for each dimension separately.
• Simultaneous image acquisition, and subsequent storage, on two cameras (Flash 4.0
and Prime 95B). Images could be acquired in all the formats supported by the cameras.
The software allowed use of one camera at a time as well.
• Control of lasers in pulsed and continuous modes.
Control of different components from LabVIEW, allowed us to automate time-lapse
imaging. This was especially useful for the characterisation of microscope for light field and
DHPSF imaging. Layout of the software is below:
162 Control of the Microscope
Fig. D.1 LabVIEW VI for the control of the microscope
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