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“The history of astronomy is a history of receding horizons.”
– Edwin Hubble
Prior to the 1990s, the study of planetary systems was exclusively confined to our own
solar system. Theories on planet formation and evolution have therefore tradition-
ally focussed on explaining all aspects of this single data point, which in turn have
shaped our expectations regarding extra-solar planetary (exoplanetary) systems. A
subsequent explosion in the number of detected exoplanets has since revolutionised
the field; at the time of writing there are now known to be 3,791 confirmed planetary-
mass companions in 2,836 planetary systems1, with this number increasing on an
almost-daily basis. This has generated a number of surprises which have forced us
to re-evaluate many established aspects of planetary physics. The most prominent of
these is the discovery of hot Jupiters; massive gas-giant planets occupying infernally
small orbits well inside that of Mercury in our own solar system, which are not ex-
pected to be able to form at these locations.
The detailed study of planetary systems orbiting other stars now promises to pro-
vide significant insights into some of themost fundamental philosophical questions of
life, the universe and everything. How unique is the solar system? How did the Earth
form? And perhaps most importantly, are we alone in the universe?2
Dedicated exoplanet surveys such as the Kepler mission have recently revealed
that planets are in fact abundant in our galactic neighbourhood; somewhere between
50-100% of sun-like stars host some form of planetary system (Winn & Fabrycky
2015), while approximately 10-20% are expected to host one or more rocky planets
in the Earth-mass category (Fressin et al. 2013; Petigura et al. 2013). By observing
young stellar systems at different stages in the process of formation, we can also build
up a timeline of how our own solar system, and in turn the Earth, most likely formed.
The exoplanet community is now nearing the capability not only to detect nearby
Earth-like planets, but also to determine the composition and dynamics of their at-
mospheres. This raises the intriguing possibility of detecting biosignatures, such as
high atmospheric oxygen content or even industrial pollutants, which could indicate
the presence of extraterrestrial life at varying levels of development.
This thesis is primarily concerned with helping to overcome some of the remain-
ing technological hurdles in exoplanet-related instrumentation, to make these goals a
reality within the next decade.
1Source: exoplanet.eu/, correct as of the 7th of June, 2018
2The answers towhich, despite the claims of Adams (1986), are significantlymore complex than the number
42.
2 Chapter 1. Introduction
1.1 Detecting and characterising exoplanets
1.1.1 Overview of exoplanet detection techniques
The first confirmed detection of an exoplanetary system was made in 1992 by Alek-
sander Wolszczan and Dale Frail, who identified two planetary-mass bodies around
the millisecond pulsar PSR 1257+12 (Wolszczan & Frail 1992). The existence of these
planets was revealed by the reflexmotion of the host star orbiting around the common
centre of mass of the star-planet system, which induces a measurable periodic delay
in the arrival times of radio pulses emitted by the dead star.
Although this technique, dubbed pulsar timing, is limited to detecting planets
around this exotic class of star, the same principle of reflex orbital motion also in-
duces time-varying Doppler shifts in the light spectrum of all stars which host plan-
etary systems. The radial velocity (RV) detection technique exploits this fact to look
for the corresponding periodic shifts in wavelength of features in the stellar spectrum
over the course of a planet’s orbit. The first detection of an exoplanet around a main-
sequence star was achieved using this technique just a few years later, with the discov-
ery of 51 Pegasi b: a 0.5 Jupiter-mass planet orbiting a sun-like G2-type star (Mayor
& Queloz 1995). Any similarity with the solar system ends here however: this object
orbits its host star within just four days at a separation six times smaller than the or-
bit ofMercury, making it an archetypal member of the hot-Jupiter class of exoplanets.
The fact that such an extreme object was one of the first detected exoplanets is how-
ever not surprising; the size of the RV signal is directly proportional to the mass of the
planet, while a short orbital period helps to generate a statistically significant signal
within a relatively short observing window.
Figure 1.1 provides an overview of currently known exoplanets by plotting their
orbital semi-major axes3 against the best estimate of planetary mass, with each point
coloured according to the method with which it was originally detected. Three major
populations can be seen in this way: the “Jupiters”, gas-giants on temperate orbits be-
yond approximately one astronomical unit (AU); the aforementioned “hot Jupiters”
on extremely tight orbits; and “super-Earths” with masses of the order of one hun-
dredth of a Jupiter mass (three Earth masses). Planets in this last class are typically
detected with orbital separations similar to Mercury (0.1 AU), although this is pri-
marily due to the sensitivity limits of current surveys (e.g. Howard et al. 2010): plan-
etary population synthesis simulations predict that this distribution should extend
smoothly to encompass the parameter space in which the solar system planets exist
(Mordasini et al. 2009).
It is apparent that the hot-Jupiter and super-Earth populations feature a large
number of detections made using the transit method, where photometric monitor-
ing of the star’s light curve reveals characteristic, periodically repeating dips due to
the planet passing in front of its host star. This technique is also heavily biased to-
wards detecting giant close-in planets: the size of the transit signal scales with planet
radius squared, while the likelihood of a planet’s orbit being sufficiently well aligned
with Earth for it to transit the host star becomes rapidly more improbable with in-
creasing orbital distance. The source of the majority of these transit detections is the
highly successful Kepler space observatory mission (Borucki et al. 2010), which pro-
vided continual high-precision photometricmonitoring of stars in a 116 square degree
3Equivalent to the orbital radius for a circular orbit.
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Figure 1.1: Logarithmic plot orbital semi-major axis against mass for all confirmed sub-stellar com-
panions below 100 Jupiter masses (Mjup), coloured by discovery method. The horizontal grey line and
shaded region denotes the 13 Mjup deuterium-burning mass limit, above which these objects begin
to more closely resemble brown dwarf “failed stars” rather than planets (Spiegel et al. 2011). The
properties of the solar system planets are also plotted for comparison. Data from http://exoplanet.eu/
(May 2018).
field of view in the constellation of Cygnus, between 2009 and 2013. This alone is cur-
rently responsible for over 1, 500 confirmed planet detections, with more than 2, 000
candidates still awaiting confirmation.
The transit and RV techniques are are by far the most productive methods to date
in terms of number of discoveries, but are by no means the only methods by which
exoplanets may be detected. High-precision astrometry can be used to look for the
spatial rather than spectral modulation of starlight due to reflex orbital motion in-
duced by a planetary system, achieved by imaging the star’s changing position in the
plane of the sky. Only a handful of planets have so far been detected via this method,
however with the recent launch and first two data releases of the all-sky astrometry
satellite GAIA (Gaia Collaboration et al. 2016a,b; Molnár et al. 2018), this number is
expected to increase significantly in the coming years.
Microlensing events occur when a stellar system containing a planet passes in
front of a background source, with both foreground objects acting as gravitational
lenses and weakly amplifying its brightness. This method has detected some of the
closest known analogues to solar system planets in terms of mass and orbital radius
(e.g. Gould et al. 2014; Shvartzvald et al. 2017), but has the major drawback that lens-
ing events are highly improbable, thus providing no opportunity for follow-up or fur-
ther characterisation of the detected planet.
In systemswith at least one known transiting exoplanet, the identification of tran-
sit timing variations (TTVs) in the signal, where the exact timing of the transit event is
seen to vary from one orbit to the next, can be used to infer the existence of additional
non-transiting planets in the system. This technique has proved capable of detecting
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the gravitational perturbations of additional planets down to 7.5 Earth masses (Ma-
suda 2014) and has also been proposed as a possible technique for detecting super-
Galilean exomoons orbiting around giant transiting planets (Kipping 2009a,b).
All of the aforementioned detection methods are inherently indirect techniques,
relying on effects induced by the planet on the light of the host star. Direct imaging
techniques on the other hand attempt to resolve the light of the planet from that of the
star, allowing us to study these planetary systems in great detail. As shown in Fig. 1.1,
direct imaging probes a very different part of the exoplanet population to other tech-
niques: currently it is only capable of detecting massive giant planets on extremely
wide orbits, which are typically young and still hot from their formation and so partic-
ularly luminous at near-infraredwavelengths. This limitation is due to the severe tech-
nical challenge of teasing out faint planetary signals from a halo of starlight which is
naturally many orders of magnitudes brighter. This task, also known as high-contrast
imaging (HCI), only becomesmore challenging when trying to detect signals closer in
towards the host star. However, with rapid advances currently being made in instru-
mentation and data reduction techniques, the field is moving towards the capabilities
required to image more conventional planetary systems, with an ultimate goal of di-
rectly resolving Earth-like planets around nearby stars.
Thework contained in this thesis attempts to address someof themain instrumen-
tation challenges associated with high-contrast imaging; the various benefits, difficul-
ties andmethodologies of this technique are therefore presented in significantly more
detail in Sec. 1.3.
1.1.2 From detection to characterisation
Due to the limited amount of planetary information provided by most detection tech-
niques, the exoplanet field has until recently broadly focussed on identifying the exis-
tence of planetary-mass companions and determining their orbital properties. A par-
ticular focus is made on the search for “Earth 2.0”; a planet with a sufficiently similar
mass to Earth, orbiting in the habitable zone of a sun-like (F, G or K-type) star where
liquidwatermay exist on the surface. For this reason the super-Earth class of exoplan-
ets is of significant interest: not only are they currently themost similar known objects
to Earth in terms of mass, but their nature is largely unknown. Are they rocky and
Earth-like, or in fact more like low-density, atmosphere-dominated mini-Neptunes?
This question can already be partially addressed by determining the overall den-
sity of these objects, from which it is possible to constrain their bulk composition.
This feat can be achieved via complementary transit and RV study, where the transit
measurements constrain the planetary radius while RV provides the mass4. Fig. 1.2
shows the result of this characterisation for a subset of transiting exoplanets, directly
compared to simulated mass-radius relationships for different idealised planetary
compositions. The exoplanet population appears to undergo a smooth transition be-
tween gaseous (hydrogen-dominated) and solid (rock/iron-dominated) compositions
at around tenEarthmasses,which is consistentwith the trend seen in the solar system.
While the deduction of exact planetary composition in this way is inherently degener-
4Specifically, RV provides only a lower limit on the planetarymass,mRV = mp sin(i); this is degenerate with
the (often unknown) system inclination i, since RV only measures the component of orbital motion along
our line of sight. For transiting planets however the inclination must by necessity be very close to 90◦,
which in turn facilitates an accurate measurement of the true planetary mass mp.
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Figure 1.2: Planetary mass and radius (in terms of Earth mass and radii) of a subset of exoplanets
which have been jointly characterised by transit and RV study (open circles). The over-plotted blue
curves show the expected mass-radius relationships for idealised planetary models consisting entirely
of the labelled constituent. The right panel shows a zoom-in on the non-gaseous super-Earth region,
including error bars on detections and the then newly-discovered rocky Kepler-78b. Figure credit:
Howard et al. (2013)
ate due to the sheer number of possible constituents, it nonetheless provides a useful
indication of whether a given planet is likely to be most similar in nature to Earth,
Neptune, or Jupiter.
Recent years have also seen the start of the next phase of characterisation of these
exoplanetary systems: detailed single-object studies which are capable of determin-
ing planetary parameters beyond mass, radius and orbital separation, and hence can
provide significant insights into the true nature of these bodies. The most produc-
tive way to achieve this is by using high-resolution spectroscopy (HRS) instruments
such as CRIRES at the VLT (Käufl et al. 2004). Observing planetary light with spec-
tral resolving powers of the order of 100,000 makes it possible to resolve individual
spectral lines andmolecular feature bands for simplemolecules such as oxygen, water
and methane in the atmospheres of these planets. Since the spectral “fingerprint” of
these molecules can be well characterised via laboratory measurements, it is possible
to construct high-resolution templates of their absorption and emission features. By
cross-correlating observed spectra with such a template, it is possible to combine the
signal from thousands of individual features in the planet spectrum and hence detect
the presence of that molecular species in its atmosphere with much higher signal-
to-noise than by looking for individual lines in the spectrum itself (e.g. Snellen et al.
2010; Brogi et al. 2012b; de Kok et al. 2013). By using such methods, the sub-field of
astrobiology can hope to detect the spectral signatures of molecules such as oxygen
and methane in exoplanetary atmospheres: since these molecules are not expected to
be present in large quantities due to geological processes alone, they may constitute
bio-marker signals which indicate the presence of life. In addition to the composition
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Figure 1.3: Determination of the spin rate of the directly-imaged planet β Pictoris b, using the
molecular template cross-correlation method on data from the CRIRES instrument (Snellen et al.
2014). Left: a datacube of the cross-correlation signal from a water (H2O) plus carbon monoxide
(CO) spectral template, as a function of Doppler-shift velocity on the x-axis and angular separation
from the star on the y-axis. The planet can be seen as a bright feature at -0.4”. Right: A cut through
the datacube at the planet’s location, showing the average spectral line profile compared to the
intrinsic linewidth expected for a non-rotating object. The additional broadening of the line reveals
that the planet rotates with a day length of just eight hours, while the average velocity offset from
the stellar rest frame measures the orbital velocity of the planet around its host star.
of planetary atmospheres, the identification of telltale atomic and molecular signals
can also be used to provide detailed information about other planetary properties, in-
cluding the atmospheric vertical temperature and pressure structure (Stevenson et al.
2014), and surface gravity (Martín & Zapatero Osorio 2003). It is even possible to
detect the signatures of “disintegrating exoplanets”, where material is being ejected
from the atmosphere or surface of extremely close-orbiting planets due to the impact
of powerful stellar winds (Brogi et al. 2012a; Rappaport et al. 2012; Ridden-Harper
et al. 2016).
The molecular template cross-correlation technique can also be used to measure
the planet’s rotation speed and hence determine its day length, by detecting a slight
broadening of the combined line profile with respect to the intrinsic width of the spec-
tral features in question. This signal is caused by the rotating planet’s limbs moving
towards and away fromus respectively, causing a correspondingDoppler shift in com-
ponents of the molecular signal originating in these regions5. This measurement has
now been achieved for a number of planets including the archetypal directly-imaged
planet β Pictoris b (Snellen et al. 2014) shown in Fig. 1.3. This information can pro-
vide an insight into how the spin rates of planets change as they age (Schwarz 2017,
PhD thesis), which is an important step towards understanding the planet formation
process.
High-resolution spectroscopy observations of planetary atmospheres can be ob-
tained in two main ways. The first is to place an optical fibre or spectrograph slit at
the location of a directly-imaged planet to isolate its signal, as was done in the case of
β Pictoris b. The other main method is the use of transmission spectroscopy, where
the atmospheric signature of a transiting planet can be measured from the small frac-
tion of starlight which passes through the planet’s atmosphere during the transit. The
planetary radius appears fractionally larger at wavelengths corresponding to the ab-
5This perhaps gives a new, and quite literal, meaning to the quote at the beginning of this introduction.
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sorption features of molecular species present in the atmosphere, making the transit
signal marginally deeper in these wavelengths. An extension to this is possible for hot
Jupiters, where the planetary signal is often bright enough with respect to that of the
star to be a detectable component of the total, making it observable even when out of
transit. Monitoring the changing spectrum of this planetary component at different
points along its orbit allows us to build up a phase curve for the planet. Since these
planets are most often tidally locked (always pointing the same face towards the star),
it is possible to build up a one-dimensional longitude map of the temperature and
composition of the unresolved planet’s upper atmospheric layers (Knutson et al. 2007;
Stevenson et al. 2014). The hot Jupiter population is therefore becoming increasingly
well characterised: the challenge for the immediate future is therefore to push towards
achieving the same level of detailed characterisation for temperate Earth-sized plan-
ets. It is in this effort where an inter-optimised combination of high-resolution spec-
troscopy with high-contrast imaging techniques (Snellen et al. 2015) stands to make
a major impact, by facilitating the detailed characterisation of directly-resolved plan-
ets, including those not detectable by transit or RVmethods (e.g. Schwarz et al. 2016a;
Hoeijmakers et al. 2018).
1.2 Planet formation
1.2.1 The planet-disk connection
Following the description of Williams & Cieza (2011), stars and planetary systems are
born from the gravitational collapse and fragmentation of over-dense regions of giant
molecular clouds (GMCs), triggered by external factors such as gravitational interac-
tions or shock waves from nearby supernovae. Any amount of net angularmomentum
in the collapsing cloud causes it to spin up as it contracts, resulting in a thick disk of
material surrounding a central protostar, which is not yet dense enough to initiate
nuclear fusion. Over the course of typically 1 million years, the protostar contracts
and accretes material from the surrounding gas- and dust-rich proto-planetary disk
(PPD) before initiating nuclear fusion and transitioning into either a T-Tauri or Her-
big Be/Ae class pre-main-sequence star, depending on its mass (Herbig 1960). This
star- and planet-formation process from GMC collapse through to a mature solar sys-
tem is illustrated in Fig. 1.4, along with examples of each class of object.
As the radiation output of the newly-formed central star intensifies, it begins to
clear the gas and small dust grains in the proto-planetary disk from the inside-out
through a combination of photo-evaporation and radiation pressure. These so-called
transition disks are defined by the presence of a central cavity devoid of material, but
often also display numerous interesting features in the remaining disk material such
as narrow gaps, spirals and local over-densities, which may be a signature of ongoing
planet formation.
It is during this transition process that planets are indeed expected to form out
of the dust- and gas-rich material of the proto-planetary disk. There are three main
competing theories as to how this occurs, and all may be responsible for forming plan-
ets under different conditions: no single theory is currently capable of explaining the
full population of known exoplanets. The first is core accretion (Pollack et al. 1996;
Hubickyj et al. 2005), whereby planets form slowly in a bottom-up manner from the
collisional accretion of dust grains into rocky planetesimals of increasing size. In the
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Figure 1.4: Schematic diagram of the four main phases of star and planet formation.
1www.nasa.gov/image-feature/the-pillars-of-creation
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case of giant planets, these cores eventually grow massive enough to accrete gas from
the surrounding disk, thus forming their massive atmospheres. Gravitational insta-
bility (Boss 2001;Mayer et al. 2002) on the other hand proposes a top-down approach
whereby natural turbulence or the rapid cooling of regions in the disk can result in sig-
nificant gas and dust overdensities, which accumulate matter until gravity takes over:
a planet then forms rapidly by runaway accretion on timescales of just a few orbits.
Since both gas and dust are accreted at the same time, gas-giant cores then form later
by differentiation. In the case of verymassive exoplanets or brown dwarf companions,
a third method of binary fragmentation (Chabrier et al. 2014) is also a possibility;
here the initial GMC can fragment as it collapses, forming a secondary protostellar
core in the same manner as binary stars form, although this secondary object never
becomes massive enough to achieve fusion.
Once the proto-planetary disk has been fully evaporated by the central star after
approximately 10 million years (Myr), the formation of gaseous planets must come to
an end, since there is no longer any free gas available to accrete and thereby form their
atmospheres. Only the newly-formed planetary system and a residual gas-poor debris
disk (Wyatt 2008) remain, the latter consisting of rocky and icy grains large enough
such that the effect of radiation pressure is negligible, plus smaller components from
the subsequent collisional fragmentation of proto-planetary bodies. This is the final
product of the planet formation process, and the direct equivalent to our solar system
including the asteroid and Kuiper belts, and an Oort cloud of material ejected onto
extremely eccentric orbits by close gravitational encounters.
1.2.2 Observational challenges to current planet formation
theory
The first major issue with the core accretion formationmechanism is that it is difficult
to formmetre-sized bodies by the process of collisional build-up frommm-scale dust.
This is firstly due to the dynamics typically present in these disks; cm-sized bodies
tend to approach each other at velocities which will more often shatter the nascent
planetesimals under typical conditions, rather than having them stick together (Ros
& Johansen 2013). A potentially larger issue is that cm to m-sized bodies begin to
decouple from the gas component of the disk, which orbits at sub-Keplerian velocities
due to the effect of radiation pressure. These bodies then spiral in towards the central
star due to gas drag and disappear on timescales of less than a hundred years (Brauer
et al. 2007); far too quickly to assemble planets. It has been proposed that pressure
traps in the gas could be able to halt this inward drift and help accumulate planet-
forming material (Meheut et al. 2012). The existence of such a pressure trap typically
requires a planet to already exist in the system however, which leads to a chicken-
and-egg problem. This process of bottom-up planet formation is also comparatively
slow in forming gas-giant planets: building up a 10 MEarth planetary core, which is
thought to be needed in order to accrete a significant atmosphere, is expected to take
a comparable time to the transition disk clearing timescale (Rice & Armitage 2003).
This makes it especially challenging to explain the formation of extremely wide-orbit
giant planets such as Uranus and Neptune, where collision rates between accreting
bodies are low and hence the growth rate is especially slow. Gravitational instability
on the other hand is able to form planets significantly faster, but is only thought to be
feasible in extremely massive disks such as those around Herbig stars (Mayer et al.
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2005): it is therefore unlikely to be responsible for giant planets around solar-type
stars.
The discovery of a sizeable population of hot Jupiters was initially surprising, not
just because no such object exists in our solar system but because accepted planet
formation theories hold that large gas-giant planets can only form further out in the
solar system. Bias-corrected statistics from the Kepler mission in fact show that only
approximately 0.5% of stars host hot Jupiters, making them relatively rare, however it
is still necessary to determine the mechanism by which this population came to exist.
It is most likely that some form of migration, whether through slow inward migration
due to interaction with the disk (Chambers 2006) or from gravitational encounters
between planets (Weidenschilling & Marzari 1996) is responsible for the existence of
these objects. This allows them to form in the samemanner as conventional gas-giants
(although this formation mechanism is itself uncertain) out beyond the snow-line of
the proto-planetary disk where it is cold enough for ice species to condense onto dust
grains, providing significantly more solid material for the accretion process.
At the opposite extreme, the wide-orbit giant planets to which direct imaging is
most sensitive are oftenmassive enough to lie in the grey area in terms of whatmay be
considered a planet. The fusion of deuterium becomes possible inside the cores of ob-
jects larger than approximately 13 Mjup, beyond which point these bodies become in-
creasingly similar to low-mass stars rather than planets. Studies of these brown dwarf
“failed stars” is a diverse field in its own right, and there is much ongoing discussion
regarding the exact mass limit cut-offs (Spiegel et al. 2011). To add to this uncertainty,
accurately determining the masses of these directly-imaged exoplanets is also a sig-
nificant challenge: no estimate of this quantity is provided directly by observations,
which give only the relative photometry and hence luminosity of the target. Models
which constrain the mass-to-light ratio of exoplanets must therefore be used to con-
vert between the two. Poor constraints on the planet formationmechanism and hence
the amount of internal heat planets start with, and how fast this is emitted as the
planet ages, therefore lead to significant systematic uncertainties in mass estimates
when trying to characterise these systems. The two main model classes used to es-
timate directly-imaged planet masses are referred to as hot-start (e.g. Baraffe et al.
2003) and cold-start models (Fortney et al. 2008) respectively, which loosely cor-
respond to the gravitational instability and core accretion planet formation methods
mentioned earlier; the slow accretion of rocky bodies allows heat to radiate awaymore
effectively during the formation process, resulting in dimmer planets, while gravita-
tional instability forms planets significantly faster, making them hotter for any given
age. Understanding planetary formation mechanisms by observing proto-planetary
disk environments will therefore ultimately allow for significantly more robust mass
estimates of these planets.
1.2.3 Observing proto-planetary disks
Young T-Tauri and Herbig stars are excellent sites for studying the formation of plan-
etary systems, since the proto-planetary disks they host are typically at some stage of
the transition process to a mature system. By combining detailed single-object stud-
ies with comparative analyses of many disks of different ages, it is possible to begin
constraining an overall picture of the planet-formation process.
A good rule of thumb when observing proto-planetary disks is that the observ-
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ing wavelength is more or less equal to the size of dust particles that dominate the
observed signal. The reasoning behind this is non-trivial, stemming from a combi-
nation of the wavelength-dependent photon scattering and emission cross-sections
of dust particles and number-density arguments (Draine 2006). Near-infrared (NIR)
observations with wavelengths of the order of microns therefore trace the distribution
of micron-sized dust, specifically from the scattering of stellar photons by the proto-
planetary disk. Due to the high opacity of the disk at these wavelengths, this signal
typically corresponds to only the outermost layers of the disk. These “scattered-light”
observations can therefore be used to probe the surface features of the disk (such as
gaps, spirals and cavities), measure the relative scale height at different radii in the
disk, and constrain the dust grain composition by making series of observations at
different wavelengths.
By contrast, observations at (sub-)mm wavelengths are primarily sensitive to the
thermal emission of mm-sized dust grains. These typically lie close to the mid-plane
of the disk, due to dynamical processes which stratify the disk and allow larger grains
to settle towards the ecliptic plane. Sub-mm observations using large interferometric
arrays, such as the Atacama Large Millimeter Array (ALMA), are also able to measure
the presence of certain gas species (such as carbon monoxide, CO) which produce
molecular emission features in the sub-mm. These gas species are often used as trac-
ers for more interesting but less visible molecules such as hydrogen, which makes up
the majority of the gas mass of the disk (Schwarz et al. 2016b). Complementary NIR
scattered-light and sub-mm emission observations of the same target (e.g. de Juan
Ovelar et al. 2016; Muro-Arena et al. 2018) can therefore provide a much more com-
plete picture of the disk in question, including constraints on the dust-to-gas ratio,
vertical structure and the total disk mass. This is crucial for understanding what ma-
terial is available for planet formation as a function of distance from the star, and
hence what types of object are most likely to form at different locations in the disk.
1.3 Direct imaging of exoplanets
1.3.1 Challenges and rewards
While the premise of direct imaging is a straightforward one, achieving the goal of re-
solving Earth-like planets around even the nearest stars is anything but simple. This
is primarily due to the extreme flux ratio between planetary signals and the host star,
which is typically of the order of 10−4 to 10−6 at near-infrared wavelengths for young,
thermally luminous giant planets. This drops to contrasts of 10−8 to 10−10 at visible
wavelengths formature Jupiter-like andEarth-like planets respectively, whose bright-
est signal is from reflected starlight. Coupled with the fact that these planets are sep-
arated by a fraction of an arcsecond (1/3600th of a degree) from the star in the plane
of the sky, any instrument hoping to disentangle the two signals has to make use of
advanced starlight rejection techniques and have exceedingly precise control over all
of its constituent optical components.
A common analogy for this task is trying to detect a firefly (which emits typically
10−6 W of power6) fluttering around a lighthouse of approximately 1000 W, which is
equivalent to a contrast ratio of the order of 10−9. However, in this particular analogy
6As adopted in https://what-if.xkcd.com/151/
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Figure 1.5: Three of the most notable directly-imaged planetary systems. Left: first directly-imaged
planetary-mass companion 2M1207 b (Chauvin et al. 2004). Middle: β Pictoris b and debris disk
(Lagrange et al. 2010). Right: HR 8799 four-planet system (Marois et al. 2008, 2010b).
we are looking through a telescope at Leiden Observatory at Dover lighthouse 240 km
away7, and trying to detect the firefly when it is only 12 cm away from the lamp, equiv-
alent to an angular separation 100 milli-arcseconds (mas).
If this extreme technical challenge can be overcome however, direct imaging
presents major advantages over other techniques for detecting solar system ana-
logues. Aside from the opportunities for detailed atmospheric characterisation already
outlined in Sec. 1.1.2, a major advantage is that it does not require planets to complete
a significant fraction of an orbit in order to produce a statistically significant detection.
This is amajor limitation for transit andRV studies, andmakes it extremely difficult to
detect solar-system like bodies with these methods without running observing cam-
paigns spanning years or even decades. By capturing the entire planetary system in
one go, direct imaging is also a versatile tool for studying multi-planet systems and
the interplay between nascent proto-planetary disks and their planetary progeny in
young, still-forming systems.
The first directly-imaged planetary-mass companion was the 3-10 Jupiter-mass
(Mjup) 2M1207 b (Chauvin et al. 2004), for which the discovery image is shown in the
left-hand panel of Fig 1.5. This object has a contrast ratio with its host of only 10−2:
since the host is itself not a main sequence star but a brown dwarf approximately five
times more massive than 2M1207 b itself, this system more closely resembles a very
low-mass binary than a conventional star-planet system. Images of two other notable
directly-resolved planetary systems are also shown in Fig. 1.5; β Pictoris b (Lagrange
et al. 2010) has already been introduced in Sec. 1.1.2, and is shown in themiddle panel
to be surrounded by a significant debris disk. β Pictoris b orbits in a nearly edge-on but
non-transiting configuration (Wang et al. 2016), which made its most recent closest
approach in 2017. This raised hopes for the observation of circum-planetary mate-
rial transiting the host star (Stuik et al. 2017), but no significant detections have yet
been reported. The final panel shows the multi-planet system HR 8799 (Marois et al.
2008, 2010b), which consists of four giant planets between 4-10 Mjup orbiting in a
nearly face-on configuration with periods of 45-460 years. During the last decade, re-
peated observations of these systems has allowed us to follow the orbital motion of
these planets8 and perform detailed characterisation studies (e.g. Marley et al. 2012;
7Ignoring for now the fact that obstruction to our line of sight by the Dutch barrier dunes, let alone the
Earth’s curvature, would in reality make this feat impossible.
8Time-lapse videos of which can be found at https://jasonwang.space/orbits.html
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Bonnefoy et al. 2016; van Holstein et al. 2017).
1.3.2 Current state of the field
Figure 1.6 provides a quantitative overview of the field of direct imaging, in terms of its
angular separation and planet-star contrast capabilities. Here a selection of the most
notable directly-imaged planets to date are shown as orange named circles, in addi-
tion to reflected-light estimates for the solar system planets when seen in an edge-on
configuration from a distance of 10 parsecs, with grey lines denoting how their de-
tectability will vary over the course of an orbit. Overlaid on this are the performance
curves of various high-contrast imaging instruments, which in general show a steady
improvement between subsequent generations. NIRC2 on the W.M. Keck telescope
andVLT-NACO (Lenzen et al. 2003) are examples of “zeroth-generation” instruments
which began operation in the early 2000s; they were not originally designed with the
direct imaging of exoplanets in mind but have since been extensively used for this
task by the astronomical community. TheGemini Planet Imager (GPI,Macintosh et al.
2008) and VLT-SPHERE (Beuzit et al. 2008) came online in 2013-2014 and represent
the first (and current) generation of dedicated ground-based high-contrast imagers.
These instruments feature extreme adaptive optics systems alongwith dedicated spec-
troscopic and polarimetric capabilities designed to significantly enhance the ultimate
contrast performance these instruments can obtain. Using advanced data reduction
techniques it is now possible to achieve a 5σ contrast9 of approximately 10−6 at angu-
lar separations of 200 mas (Zurlo et al. 2016).
The minimum angular separation these instruments can achieve has however not
improved greatly between these two generations. This is primarily due to the perfor-
mance limits of the adaptive optics and coronagraphic systems they employ, but is also
fundamentally constrained by the resolution limit of the 8 m-diameter telescopes on
which they are mounted. The resolving power of any telescope is ultimately set by the
diffraction limit: the Rayleigh criterion states that the minimum angular separation
of two point sources at which they may still be resolved is θmin = 1.22 λ/D, where
λ is the observing wavelength and D is the telescope primary mirror diameter. This
means that the inner-working angle (IWA) of an instrument is ultimately a trade-
off between telescope primary mirror diameter D and the observing wavelength λ.
Space missions such as the Hubble Space Telescope (HST) and the upcoming James
Webb Space Telescope (JWST) are therefore limited in terms of IWA since the largest
single-piecemirror which can fit into launch vehicles is currently around 2.5m; this is
a significant disadvantage compared to larger ground-based facilities when it comes
to imaging close-in planets.
1.3.3 Outlook for next-generation instrumentation
The next generation ofHCI instrumentation for 30-m-class extremely large telescopes
(ELTs), such as EPICS (Kasper et al. 2010) for the European ELT and the Planet For-
mation Imager (PFI, Monnier et al. 2014) for the Thirty-Meter Telescope (TMT) as
shown in Fig. 1.6, are due to see first light in the 2020s and early 2030s. This will
lead to a significant improvement in both IWA and contrast capabilities, but only if
9Acommon contrastmetric in high-contrast imaging, where a point sourcemust be at least five times higher
than the noise and/or variability of the residual starlight field in order to count as a detection.
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Figure 1.6: Ultimate contrast performance of current and future high-contrast imaging instruments,
as a function of apparent (angular) separation from the host star. Also plotted are the solar system
planets as seen in reflected light from a distance of 10 parsecs (32 light years), and a selection of
the most notable giant exoplanets discovered to-date by direct imaging. Figure credit: Lawson et al.
(2012); Mawet et al. (2012), updated with the subsequently discovered 51 Eridani b (Macintosh et al.
2015).
the imaging instruments concerned can actually reach the diffraction limit. In order
to achieve the extreme contrast goals, efficient coronagraphs or starlight suppres-
sion techniquesmust first be developed; on current instruments these have functional
IWAs that aremuch larger than the diffraction limit. The contrast of raw images taken
with ground-based instruments is also significantly degraded by the distorting effects
of atmospheric turbulence and optical instabilities inside the instrument. Extremely
high-performance adaptive optics systemswill therefore be required, even by the stan-
dards of current high-contrast imagers: the difficulty of accurate atmospheric wave-
front correction only increases with increasing telescope diameter, and the accuracy
of instrumental wavefront control is already the main limiting factor of current HCI
instruments. These factors are discussed explicitly in Sec. 1.4.
The ultimate goal of high-contrast imaging is to detect solar system analogues,
however Fig 1.7 also illustrates the interesting parameter space which contains a large
number of currently known exoplanets which have not yet been directly imaged. This
exoplanet population is predicted to form a broad trend with logarithmically increas-
ing contrast requirements as a function of angular separation, since exoplanets on
wider orbits will receive significantly less flux from their stars and so are correspond-
ingly fainterwhen observed in reflected light at visiblewavelengths. By comparing this
with the predicted contrast performance of upcoming ELT instruments in Fig. 1.6,
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Figure 1.7: Estimated reflected-light contrast ratios of known non-directly-imaged exoplanets at an
observing wavelength of 750 nm (R/I-band), calculated from known orbital parameters and estimates
of likely planetary albedos, and colour coded by expected surface temperature. Vertical dashed lines
indicate the diffraction-limited resolution of the 8-m VLT, plus the two and three diffraction-width
cut-offs which are the main performance targets for next-generation coronagraphic imaging systems.
Figure credit: Lovis et al. (2017).
we can expect that a large number of these planets should be resolvable within the
next two decades. This includes the recently-discovered ProximaCentauri b (Anglada-
Escudé et al. 2016), which at its point of greatest elongation sits at an angular sepa-
ration of 37 mas, with an estimated contrast ratio of 10−7. As the closest exoplanet
to Earth, which is also potentially rocky in nature and sits on the inner edge of the
nominal liquid-water habitable zone of Proxima Centauri, this object is a target of
extreme interest for further characterisation studies. It is worth noting that the spa-
tial resolution of a 30-m-class telescope operating in the near-infrared (λ ≈ 3 µm),
such as the upcoming ELT-METIS instrument (Brandl et al. 2014), is roughly equal
to that fundamentally achievable by 8-m-class instruments operating at visible wave-
lengths (λ ≈ 750 nm), such as the current-generation VLT-SPHERE-ZIMPOL sub-
system (Thalmann et al. 2008): in principle, both are therefore capable of resolving
Proxima Centauri b. This goal has motivated an ongoing upgrade initiative for the
SPHERE instrument, which will install cutting-edge coronagraphs, wavefront control
techniques and high-resolution spectroscopy capabilities in order to bring the perfor-
mance of the instrument close to the fundamental limits set by the telescope (Lovis
et al. 2017).
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1.4 The high-contrast imager's toolbox
The following section provides an overview of the various technologies and techniques
which can be used to overcome the twin challenges of contrast and angular separation
in current-generation high-contrast imaging instruments.
1.4.1 Coronagraphy
The fundamental purpose of a coronagraph is to act as an angular filter; it should sup-
press as much of the starlight contribution as possible at the location of the planetary
signal, whilst simultaneously not degrading the strength of the planetary signal itself.
The first coronagraph was invented by Bernard Lyot (Lyot 1939) in order to study the
solar corona by masking out the disk of the sun, and this name has been carried over
into the exoplanet field where it is instead used to observe circumstellar material by
filtering out the light of the central star. There now exists a whole suite of different
coronagraph designs which achieve this filtering in a variety of ways, and are compre-
hensively summarised by Mawet et al. (2012). These are broadly split into two main
families, the difference between which is illustrated in Fig. 1.8. Focal-plane corona-
graphs such as the Lyot coronagraph use an opaque mask to block out the starlight
in an intermediate image plane, although they also typically use upstream and down-
stream pupil stops in order to optimally suppress diffraction effects (e.g. Martinez
et al. 2007). Pupil-plane coronagraphs, on the other hand, exclusively use apodising
optics in the telescope pupil to modify the point-spread function (PSF) of the tele-
scope, creating regions of destructive interference, or dark zones, where the natural
diffraction pattern of the telescope is significantly suppressed. This can be done ei-
ther via amplitude such as with the shaped pupil coronagraph (Kasdin et al. 2004), or
phase as with the Apodizing Phase Plate (APP) coronagraph (Kenworthy et al. 2010c).
Interferometric nulling techniques such as Baudoz et al. (2000) can also be used for
starlight suppression, while sparse aperture masking techniques (e.g. Cheetham et al.
2016) can be used to achieve angular resolutions below the conventional 1.22 λ/D res-
olution limit, albeit at the cost of contrast performance.
In order to make the most of the telescope’s diffraction limit, it is important to
develop coronagraphs which have an IWAwhich is as small as possible; the Apodised-
Pupil Lyot Coronagraph (APLCs) is currently the workhorse coronagraph of VLT-
SPHERE (Guerri et al. 2011), but is limited to inner-working angles of 3-4 λ/D by
the size of the obscuring focal-plane mask. Small IWA focal-plane coronagraphs such
as the vector vortex (Mawet et al. 2010) and Phase-Induced Amplitude Apodisation
(PIAA, Guyon 2003) coronagraphs have been developed to push this significantly fur-
ther by using phase rather than amplitude masks in the focal plane: this results in
higher off-axis transmission whilst nulling out any on-axis starlight with greater pre-
cision. In laboratory environments these have been shown to reach extinction ratios
of 10−8 to 10−10 at angular separations down to 1.5 λ/D, meeting the requirements for
imaging solar-system analogues. The fundamental challenge with focal-plane coron-
agraphs however is that as the IWA becomes smaller, the coronagraph becomes in-
creasingly sensitive to errors in instrumental alignment: any shift to the central star
will cause it tomove out of the nulling region and re-appear in the image, significantly
degrading the contrast performance of the coronagraph. This is most often caused by
high-frequency vibrations, due to cooling systems or resonances in the telescope and
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Figure 1.8: Optical layout of two example coronagraphs: Top: the traditional Lyot focal-plane coro-
nagraph, and Bottom: the Apodizing Phase Plate (APP) pupil-plane coronagraph. Here the focal
plane (FP) denotes an intermediate image plane, while the pupil plane (PP) corresponds to the re-
imaged telescope aperture. In both diagrams blue rays trace the light path of on-axis starlight (which
should be rejected), while the red rays illustrate how an off-axis source (i.e. the planet) is transmitted
through the system. Figure credit: Kenworthy et al. (2010b).
instrument structure. Extremely fine alignment tolerances as small as a hundredth of
a λ/D need to be achieved in order to reproduce laboratory performance at the tele-
scope, meaning that these systems often do not perform at the expected level during
on-sky observations.
Pupil-plane coronagraphs such as theAPP sidestep this vibration-sensitivity prob-
lem, since they work by modifying the PSF of the instrument. This means that every
point-source in the image ismodified in the sameway regardless of its exact position in
the image, such that small shifts haveminimal impact on the contrast in the dark zone
as a whole. Such coronagraphs can also be designed to allow the high-contrast obser-
vation of multiple targets simultaneously, enabling planet searches in binary systems.
It does however mean that the peak flux of the planetary signal is lowered, since this
apodisation process comes at the cost of a lower Strehl ratio10 for all point sources in
the image. The vector Apodizing Phase Plate coronagraph (vAPP, Snik et al. 2012) is
a powerful extension to the APP concept, and is discussed further in Sec. 1.5.1. vAPP
optics have been demonstrated on-sky to achieve contrast levels of better than 10−5
over wide areas (Otten et al. 2017), and can be designed to produce contrasts of 10−10
in small dark zones of the order of a few square λ/D in size (Keller 2016). This op-
timisation parameter space is complex, with many trade-offs between contrast, IWA
and image Strehl ratio (Por 2017): very different designs are therefore favoured for the
detection versus the subsequent characterisation of exoplanets. The APP is straight-
forward to install and calibrate since it requires only a single pupil-plane optic, which
has contributed to it becoming widespread in recent years. APPs are available for sci-
ence observationswith VLT-NACO (Quanz et al. 2010),MagAO (Otten et al. 2017) and
the Large Binocular Telescope (LBT, Kenworthy et al. 2010a), with a number of new
designs being produced for VLT-ERIS (Boehle et al. 2018) and Subaru-ScExAO (Lozi
10A commonmeasure of image quality which is defined by the peak signal of the non-coronagraphic instru-
ment PSF, where a perfect, diffraction-limited image has a Strehl ratio of unity.
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et al. 2018), amongst others.
1.4.2 Adaptive optics
Adaptive optics (AO) is an essential component of any ground-based direct imag-
ing instrument (Milli et al. 2016). This is because turbulent layers in the atmosphere
heavily distort the phase of incoming light, which breaks up the stellar image into a
widely distributed halo of speckles. This phase distortion changes on extremely short
timescales on the order of milliseconds, which results in long-exposure images aver-
aging out into a smooth, extended seeing halo which has a Strehl ratio of just a few
percent and contains very little spatial information about the target. Such a seeing-
limited image is shown in the top inset panel of Fig. 1.9.
AO systems aim to correct for this atmospheric wavefront distortion in real time,
by using a wavefront sensor (WFS) to measure the instantaneous distorting phase
aberration. The appropriate correction can then be applied via a deformable mirror
(DM), which can change its shape in order to induce an equal and opposite phase shift
into the light beam, as shown in the main diagram of Fig. 1.9. This AO correction not
only increases the spatial resolution of the instrument but also dramatically enhances
the signal-to-noise ratio of all point sources in the image, since the majority of the
light is re-concentrated into a diffraction-limited core. Deformable mirrors can only
provide an approximate correction however; the precision to which they can correct
the distorting wavefront is limited by the density of actuators which control themirror
shape. This fitting error leads to a specific cut-off in terms of the spatial scales which
it can correct, resulting in AO-corrected images displaying a typically circular control
region inside which the PSF is nearly diffraction-limited, while regions outside see
no correction whatsoever. Extreme adaptive optics (XAO) systems are now included
in almost every high-contrast imaging instrument, defined by their ability to produce
Strehl ratios on the order of 90% at near-infrared wavelengths thanks to their use
of high-resolution deformable mirrors containing thousands of individual actuators.
An example science-quality XAO-corrected image is shown in the lower inset panel
of Fig. 1.9, showing the substantial difference between this and the original seeing-
limited image.
Wavefront sensing is most commonly achieved by splitting off a fraction of the
light from the main science beam of the instrument into a wavefront-sensing arm,
which measures some form of spatial derivative of the incoming phase of the wave-
front in a pupil plane of the instrument, such as the local tilt. This is mainly done
because it allows the wavefront to be spatially resolved in a way that makes it more
straightforward to control the individual actuators of the DM, and does not interfere
with science observation. These so-called pupil-plane wavefront sensors have a major
disadvantage however, in that they create regions of non-common path (NCP) be-
tween the wavefront sensor and the science camera; these are highlighted in red in
Fig. 1.9. Any deformation to the wavefront which occurs in these regions, for exam-
ple due to vibrations, internal turbulence or the slow flexing of optics due to tem-
perature changes, will lead to an erroneous measurement of the correction needed
to form a perfect image at the science focal plane. As shown in Fig. 1.10, these so-
called non-common path aberrations (NCPAs), also known as non-common path er-
rors (NCPEs), result in a field of quasi-static speckles (QSS) which typically evolve on
timescales of seconds to hours (Fitzgerald & Graham 2006; Soummer et al. 2007a).



















Figure 1.9: Schematic of an adaptive optics (AO) system, with image panels showing the stellar
image before (top) and after (bottom) simulated AO correction. The Strehl ratio (SR) is an indicator
of image quality, where a perfectly diffraction-limited image has SR = 1. Non-common path (NCP)
regions of the main pupil-plane wavefront sensor are shaded in red. A focal-plane wavefront sensor has
been included, which operates on science-camera images to provide additional corrections for these
NCP regions. Figure adapted from http://lyot.org.
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Figure 1.10: Example of a temporally evolving quasi-static speckle field in SPHERE-IRDIS (Dohlen
et al. 2008) coronagraphic calibration images, due to non-common path aberrations in the instrument.
Lower panels show the subtraction of very similar raw images (upper panels) taken at different times,
revealing contrast-limiting residuals of the changing speckle field. Figure credit: Martinez et al. (2013).
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The impact of these speckles becomes apparent when subtracting two images taken
at different times during an observation window, with the raw image contrast cur-
rently limited to 10−3 to 10−4 at best (Fusco et al. 2016). A typical speckle then only
has to change in brightness by 0.01% in order to produce a residual signal of the same
amplitude as that expected from Proxima Centauri b.
The most straightforward data reduction technique of reference differential
imaging (RDI) uses more or less the same approach as Fig. 1.10, by making sepa-
rate observations of a planet-less star and subtracting this from the data in order to
remove residual starlight. The fact that this approach is severely limited by quasi-
static speckles due to the time lag betweendata and reference image acquisitionmeans
that NCPAs are currently the main contrast-limiting factor of high-contrast imagers.
Maintaining a stable PSF is therefore in most cases more crucial to large, complex
ground-based instruments than designing efficient coronagraphs capable of reaching
contrasts of 10−10 under diffraction-limited conditions. The use of more aggressive
coronagraph designs is in general only necessary once the residual QSS noise has been
reduced below the photon noise limit of the static speckle background. That said, coro-
nagraphs do help to reduce the phenomenon of speckle pinning, where local maxima
in the diffraction-limited PSF tend to display worse speckle behaviour than regions
where the starlight is suppressed (Aime & Soummer 2004).
The ideal solution to these NCPAs is to use a focal-plane wavefront sensor, which
analyses the science image in order to determine the optimal correction without the
complication of NCP regions. This is shown in Fig. 1.9 as a secondary wavefront sens-
ing loop joined to the science camera, which provides an update to the correction of
a primary pupil-plane wavefront sensor. Such a two-sensor setup is optimal because
themany existing types of pupil-plane wavefront sensors have already been optimised
with fast, high-resolution and high-amplitude atmospheric correction inmind, so can
remove the vast majority of wavefront error from the system. Focal-plane correction
schemes can then be designedwith amuch higher sensitivity but lower dynamic range
suitable for controlling the residual QSS aberrations (which are typically less than a
radian RMS11 in total), and operate at speeds more in line with the typical coherence
timescales of NCPAs and science imaging exposure times.
The development and implementation of focal-plane wavefront sensing tech-
niques is however non-trivial; this task forms a major focus of this thesis and is there-
fore discussed in significantly more detail in Sec. 1.5 and Chapters 2, 3 & 4 of this
thesis.
1.4.3 Image post-processing algorithms
Quasi-static speckles limit the raw contrast of coronagraphic, XAO-corrected images
delivered by current HCI instruments to orders of magnitude above the planetary sig-
natures we wish to detect. A wide variety of advanced data reduction techniques have
therefore been developed in order to partially overcome this barrier, which are essen-
tial in order to reach the final 5σ contrast performance limits described in Sec. 1.3.2
and Fig. 1.6. These techniques operate by exploiting a difference in the behaviour of
the planetary signal of interest compared to the halo of unwanted starlight in which it
is embedded,which provides a source of diversity bywhich to distinguish the two com-
ponents. This can then be used to construct a reference model of the stellar speckle
11A root-mean-square error of 1/2π wavelengths across the full telescope aperture.
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Figure 1.11: Diagrams of the various common post-processing techniques used for contrast enhance-
ment, illustrating the form of diversity between the star and planet signal that each exploits.
field using the scientific dataset itself, thus minimising the time difference between
science and reference data, over which the speckle field has a chance to evolve.
The most widely used of these techniques are illustrated in Fig. 1.11. As already
mentioned, reference differential imaging (RDI) uses a starwithout any circumstellar
material as the PSF reference, but is limited by the time delay (and additional NCPAs
generated by changing the telescope pointing) between science and reference image
acquisition. Angular differential imaging (ADI, Marois et al. 2006) takes advantage
of the fact that altitude-azimuthmounted telescopes can be configured to allow the sky
to rotate during the observation window, whilst keeping the pupil of the instrument
stabilised. Thismeans that any astronomical sourceswill slowly rotate around the cen-
tre of the image over time, while all instrumental speckles remain fixed in place.Many
variants of ADI such as LOCI (Lafrenière et al. 2007) then use knowledge of the sky ro-
tation rate to construct an optimal reference image in which the planet is not present,
thereby minimising self-subtraction of the useful signal. Principal component anal-
ysis (PCA, Soummer et al. 2012) is an alternative method to LOCI for reducing ADI
datasets, where in each frame the stellar image is decomposed into a limited set of
basis functions from which a PSF reference image can be directly formed. A form of
Spectral differential imaging (SDI, Crepp et al. 2011), on the other hand, is possible
using low- and medium-spectral resolution integral field unit (IFU) imaging spectro-
graphs, which simultaneously create a low-resolution image of the target at a number
of neighbouring wavelengths. Since the diffraction limit scales with wavelength, all
instrumental speckles shift radially between the bands while any true companion re-
mains centred on the same location.
These advanced techniques are currently only capable of gaining approximately
one to two orders of magnitude in contrast over a basic RDI reduction (e.g. Zurlo et al.
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2016), which is primarily limited by the amount of diversity that can be introduced by
these imaging modes within the typical coherence timescales of NCPAs. This is espe-
cially true at the smallest angular separations, where the amount of sky rotation and
spectral dispersion is correspondingly smaller than in the outer regions of the image.
ADI algorithms are also carefully optimised to detect point sources with minimal self-
subtraction, but by doing so heavily remove or distort the signals of extended objects
such as proto-planetary disks, and can also significantly modify the relative photom-
etry of the final image (Milli et al. 2012).
The following subsections therefore present two major ways in which HCI instru-
ments can be augmented, to make them sensitive to intrinsic differences between star
and planet light. This is in contrast to the instrumentally-induced diversities which
have been presented in this section: the following methods can be used to muchmore
efficiently disentangle and remove unwanted stellar signal, while producing fewer
data reduction artefacts.
1.4.4 Polarimetry
Light can be described as a superposition of linearly polarised components, where the
electric field of the electromagnetic wave oscillates in only one direction. This fact can
be exploited in order to image circumstellar material, since light is linearly polarised
by scattering interactions with dust particles in the same way that the blue sky is po-
larised by Rayleigh scattering. By contrast, un-scattered starlight is un-polarised to an
extremely high degree. At its core, the technique of differential polarimetric imaging
(DPI, Kuhn et al. 2001) uses linear polarisation filters (analysers) to filter out all but
a single polarisation state. By subtracting images of the target made with these po-
larisers in different configurations, an image of the total linearly polarised intensity
can be built up which contains no un-scattered signal, providing an efficient means of
starlight rejection.
Mathematically, the polarisation state of light can be described using the Stokes
vector S = [I,Q,U,V], where I is total intensity, Q is the difference between linear po-
larisation along the horizontal (positive) and vertical (negative) axes, U is the equiv-
alent linear polarisation vector rotated by 45◦ with respect to Q, and V is the circular
polarisation. Circular polarisation is rarely seen in scattered light but is fundamen-
tal to the operation of liquid crystal-based optics, which are introduced in Sec. 1.5.1.
Polarimeters are therefore designed to be sensitive to Q and U, from which the frac-
tional degree of linear polarisation (PI) and angle of linear polarisation (Pθ) of the
astronomical signal can be calculated according to
PI =
√
Q2 + U2/I, (1.1)
Pθ = arctan(U/Q)/2. (1.2)
The power of this technique when compared to intensity imaging is illustrated
by Fig. 1.12, which shows a thin, high-inclination ring structure around the star
HR 4796 A (Perrin et al. 2015). Unfortunately the efficiency of polarisation for light
scattered by circumstellar disk material is typically observed to be of the order of only
5-10% (e.g. Krist et al. 2010; Mulders et al. 2013): DPI observations therefore throw
away a significant fraction of photons from the target of interest, resulting in elevated
photon noise. This is however more than outweighed by the gains in contrast that this
technique can achieve over intensity imaging at small angular separations, and most
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ADI + PCA subtraction
Figure 1.12:First-light images with the Gemini Planet Imager (GPI) of HR 4796 A, a massive A-type
star hosting a narrow ring-like debris disk. Polarimetric imaging (right) displays significantly fewer
residual stellar artefacts than intensity imaging, shown in the left panel with only minimal processing
and in the middle panel following a combined ADI and PCA reduction. Only one side of the disk
is strongly polarised due to the angular dependence of polarisation by scattering, revealing that the
north-west side of the disk is closest to Earth. Figure credit: Perrin et al. (2015).
importantly results in significantly less distortion of extended objects than equivalent
processing with ADI-like techniques.
Self-luminous planets are expected to have only a very small net polarisation sig-
nal at NIR infrared wavelengths (Stolker et al. 2017), although this rises significantly
for mature planets observed in reflected light (Stam et al. 2004). The degree of lin-
ear polarisation of the HR 8799 planets has recently been constrained to less than 1%
in the H-band, or a 1σ contrast of almost 10−7 (van Holstein et al. 2017), and while
the first detection of a strongly polarised, spatially-resolved companion was recently
made around CS Cha (Ginski et al. 2018), this is expected to be due to the existence of
a circum-planetary disk rather than the companion itself. This technique has nonethe-
less had great success in imaging proto-planetary disks in scattered light; the SPHERE
instrument is extremely productive for this purpose at both visible (e.g. Roelfsema
et al. 2016) and near-infraredwavelengths (e.g. Benisty et al. 2015; de Boer et al. 2016;
van Boekel et al. 2017). As discussed in Sec. 1.2.3, these scattered-light observations
allow the determination of a number of key properties of the surface layers of these
disks, including the potential identification of ongoing planet formation (Keppler et al.
2018). The interpretation of polarimetric images is often non-trivial however: reflec-
tive surfaces in the instrument often provide a strong source of artificial linear polar-
isation which hampers the exact determination of PI and must first be calibrated out.
Self-shadowing effects can often make it challenging to determine whether observed
features in the disk are due to a dearth of scattering material or to geometric effects,
while the strong angular dependence of polarisation by scattering (Pinte et al. 2009)
induces a further modulation to the signal in highly inclined disks such as HR 4796 A,
which does not reflect the underlying density of material.
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1.4.5 Spectroscopy
As already introduced in Sec. 1.1.2, the combination of high-contrast imaging with
high-resolution spectroscopy (HRS) is an extremely powerful characterisation ap-
proach, since planetary spectra can provide a wealth of information when sampled at
a sufficiently high resolution. The significant diversity between planetary and stellar
spectra at these resolutions also facilitates a variety of contrast-enhancing techniques.
The simplest method of using spectral information as a contrast-enhancing tech-
nique is simultaneous differential imaging (SDI), which originally referred to the ap-
proach of imaging the target in parallel through two narrowband filters of very slightly
different wavelengths (Smith 1987; Biller et al. 2006). These filters are chosen such
that one lies on top of a strong emission or absorption feature of the planet which is
not present in the star, while the other lies just outside this feature. By subtracting the
two images, only sources containing the chosen spectral feature remain and the stellar
speckle field should be efficiently removed. This technique was employed in a num-
ber of exoplanet surveys (e.g. Biller et al. 2007; Nielsen et al. 2008) which focussed
on searching for a 1.62 µm methane absorption feature, since it was predicted from
observations of free-floating field brown dwarfs that exoplanet atmospheres should
contain a significantmethane component.Unfortunately, the dearth of newdetections
reported by these surveys implies that this prediction of exoplanet and brown-dwarf
spectral similarity is not necessarily true.
1.4.5.1 Future contrast-enhancing applications of HRS
In addition to its value as a characterisation tool, the HRS spectral template cross-
correlation method can itself be used as a contrast-enhancing technique, capable of
gaining an estimated additional factor of 10−4 over raw coronagraphic images (Snellen
et al. 2015). This is possible since both the differences in spectral features between the
star and planet light and the overall Doppler shift from the orbitalmotion of the planet
with respect to the star provide sources of diversity which can be exploited during data
reduction. The process of coupling HCI and HRS instrumentation also holds the po-
tential to provide additional starlight nulling. This coupling is typically achieved by
feeding light from the HCI focal plane into an optical fibre, through which it can be
passed to the spectrograph.Whilewide-diameter (multi-mode) optical fibres are often
used in order to transmit as much light as possible, the newly developed SCAR coro-
nagraph concept (Por & Haffert 2018; Haffert et al. 2018a) shows that single-mode
fibres can be used to filter out non-point-source-like light to increase the contrast per-
formance of a fibre-fed integral field unit (IFU).
In order to meet the performance requirements of the next generation of ELT-
class exoplanet characterisation instruments, it is necessary to combine as many of
the the contrast-enhancing techniques described in this section as is possible. In this
way, a fully system-engineered instrument which optimally combines high-contrast
imaging with high resolution spectroscopy, and ideally also with polarimetric and IFU
capabilities, is the most promising approach to optimise the ultimate contrast perfor-
mance of instruments such as ELT-EPICS (Kasper et al. 2010).
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1.5 This thesis: Focal-plane wavefront sensing
techniques
As discussed in Sec. 1.4.2, focal-plane wavefront sensing is the most direct method
for eliminating the quasi-static speckles which currently limit high-contrast imaging
instruments: it is however a fundamentally non-trivial task when compared to pupil-
plane wavefront sensing. When combined with the need to avoid interfering with the
science observations, focal-plane sensing with themain science camera constitutes an
unattractive solution for most AO applications and is therefore comparatively under-
developed at the present time.
The two main reasons why most wavefront sensors operate in the pupil plane are
that it allows the wavefront to be spatially resolved, and that there are numerous ways
to straightforwardlymeasure somederivative of the phase (e.g. local gradient) for each
resolution element. This is illustrated in the top row of Fig. 1.13 for the example of
the ubiquitous Shack-Hartmann pupil-plane wavefront sensor (SH-WFS). The SH-
WFS uses a lenslet array to create a grid of subsidiary PSFs on the sensor camera,
each of which samples only a small region of the pupil. The location of each PSF is
linearly related to the local gradient (tip-tilt phase error) of the incoming wavefront
in each resolution element, allowing for a direct reconstruction of the full phase map
by assuming continuity of the wavefront.
Conversely, the science focal-plane image p(x, y) is formed by the absolute value
Φ(x,y) p(x,y)
Φ(x,y)
Figure 1.13: Illustration of the information content available to pupil-plane and focal-plane wavefront
sensors. Top: Diagram of the Shack-Hartmann pupil-plane wavefront sensor, showing how the position
of each subsidiary PSF is sensitive to the local gradient of the aberrating wavefront ϕ(x, y) (red spots,
with respect to the grey nominal locations). Bottom: An example wavefront phase map ϕ(x, y) and the
corresponding aberrated focal-plane PSF p(x, y), which by comparison contains no easily retrievable
phase information.
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squared of the complex Fourier transform of the complex electric field in the pupil
plane, expressed as
p(x, y) =
∣∣∣∣F [A(x, y)eiϕ(x,y)]∣∣∣∣2 , (1.3)
where A(x, y) is the telescope aperture function and ϕ(x, y) is the wavefront phase to be
sensed. This is illustrated in the bottom row of Fig. 1.13: not only does this mean that
thewavefront is no longer spatially resolved, but since imaging cameras are only capa-
ble of making intensity measurements there is also a fundamental loss of information




. The PSF therefore by
default contains no easily retrievable phase information, and in general it is not the-
oretically possible to reconstruct the full wavefront phase from a single PSF intensity
image.
A variety of focal-plane wavefront sensing techniques are now under development
which can overcome these challenges, many of which are summarised by Jovanovic
et al. (2018). Two specific approaches which are directly relevant to this thesis are
briefly outlined in the following subsections.
1.5.1 Holographic wavefront sensing
1.5.1.1 Principles of holography
Since the science image does not contain easily retrievable phase information by de-
fault, holographic optics can effectively be used to engineer the PSF of the instrument
in such a way as to make direct phase retrieval possible. This works by splitting off
small amounts of light from the main science PSF to different locations in the focal
plane, which can each be modified with independent wavefront aberrations whilst
maintaining a dominant, un-affected central image for science use.
This approach is heavily based on the Holographic Modal Wavefront Sensor
(HMWS), originally developed for confocalmicroscopy (Neil et al. 2000;Booth 2003).
The principle behind this is illustrated in Fig. 1.14, where a phase-only holographic op-
tic is used to create secondary copies of the science PSF at different locations in the
focal plane. Since these secondary copies can be biased with independent wavefront
aberrations, it is possible to encode phase information about a finite set of impor-
tant aberration modes into the focal plane, in a manner which is easily measurable.
The coronagraphic Modal Wavefront Sensor (cMWS) uses this principle in conjunc-
tion with the APP coronagraph to provide simultaneous high-contrast imaging and
focal-plane wavefront sensing capabilities with the same detector: the development
and testing of this technique is the subject of Chapter 2.
These computer-generated hologramsmay be designed via three main encoding
methods, which form a direct analogy with the various common types of diffraction




ak cos (Ok(x, y) + Rk(x, y)) , (1.4)
Hbinary(x, y) = arg (Hcosine(x, y)) , and (1.5)
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Figure 1.14: Illustration of the design process of a Holographic Modal Wavefront Sensor (HMWS).
Top row: A single phase aberration (in this case coma) forms the bias wavefront (Ok), which corre-
sponds to the wavefront mode to be sensed, while the amplitude and direction of the tilted reference
wavefront (Rk) defines the location of the biased PSF copies in the focal plane. This is encoded into
a phase-only hologram according to one of Eqs. 1.4 - 1.6 (in this case Eq. 1.4), which functions
as a form of spatially modulated diffraction grating. The resulting instrument PSF then contains
secondary PSF copies in the ±1 diffraction orders of the grating, biased with opposite signs of the
wavefront aberration. Bottom row: The summation of multiple single-mode holograms (Hk) allows for
many pairs of PSF copies to be created simultaneously, with independent positions, wavefront biases,
and relative brightnesses with respect to the central science image.
Here Ok(x, y) is the object (bias) wavefront and Rk(x, y) is the reference (tilted) wave-
front as illustrated in Fig. 1.14: this terminology is conventional for traditional forms of
optically-exposed hologram (Dong et al. 2012). arg() denotes the complex argument
function: multiplexed holograms can be created by summing the individual single-
mode components before taking the argument, with differing amplitude ak controlling
the relative brightness of each resulting copy.
These different holographic encodings have various strengths and weaknesses in
terms of performance: the cosine hologram creates significantly less speckle noise in
the science image plane than either binary or blazed holograms, since it does not
suffer from phase information loss (due to taking the complex argument in the lat-
ter two cases), however it is not capable of 100% diffraction efficiency and is limited
in the number of modes that can be multiplexed (Changhai et al. 2011). This trade-
off is explicitly discussed for the case of binary and cosine holograms in Wilby et al.
(2016a). The more recent development of optimised cMWS optics based on multi-
plexed blazed holograms is published in Haffert et al. (2018b), as part of further on-
sky cMWS demonstration work with the Leiden EXoplanet Instrument (LEXI). These
blazed grating holograms provide an excellent trade-off between the binary and cosine
approaches, outperforming both in the case of highly multiplexed holograms.
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1.5.1.2 The vector-APP coronagraph
The vector-APP (vAPP) coronagraph was developed in Snik et al. (2012) and Otten
et al. (2014a,b) as a work-around for some of the limitations of the classical APP coro-
nagraph. Themost notable of these is that only one side of the PSF could bemade dark
at any one time, meaning that for survey work two sets of observations would need to
be made for each target, rotating the optic in between. The vAPP is created using a
modified polarisation grating to create two PSFs simultaneously, each containing an
APP dark zone on the opposite side of the star, as illustrated by Fig. 1.15. This is fun-
damentally the same principle as the blazed HMWS, simply using a single wavefront
aberration which is customised to function as an APP coronagraph rather than as a
wavefront sensor: this makes it perfect for incorporation into the cMWS.
Since this work it has now become possible to design annular (360 degree) dark-
hole-generating APPs with useful throughput. However, the 180 degree vAPP con-
cept remains useful: it can achieve inner-working angles as small as 1.6 λ/D whilst
retaining a useful level of throughput and contrast performance, whereas the design
parameter space of 360 degree APPs is significantly more restricted (Por 2017).
1.5.1.3 Liquid crystal manufacturing technologies
The development of the vAPP coronagraph is crucial to the work in this thesis, since
many advances in its manufacture have been made in recent years. APP optics were
originally produced as diamond-turned glass plates, with the thickness at each loca-
tion in the pupil inducing the desired phase delay into the wavefront (Codona et al.
2006; Kenworthy et al. 2007): unfortunately this manufacturing technique has rela-
tively limited spatial resolution and is not capable of producing sharp jumps in phase.
This rules out a large fraction of the design parameter space of both the vAPP and
the cMWS, which typically produce extreme phase patterns which are dominated by
discontinuities and high-spatial frequency phase content.
Direct-write liquid crystal technologies (Miskiewicz & Escuti 2014), on the other
hand, can be used to create phase optics with spatial resolutions of the order of 1 µm
and with artefact-free phase wrapping, allowing almost any phase design to be accu-
rately manufactured. This is achieved by using a scanning UV laser to expose a photo-
alignment layer, which in turn controls the orientation of subsequently-deposited liq-
uid crystal layers at each point on the substrate. The resulting optic is effectively a
spatially-modulated half-wave retarder, which acts on incident circular polarisation,
flipping its handedness while inducing a phase shift which is proportional to the angle
between the crystal fast axis and the incident electric field. The resulting phase pat-
tern is also achromatic since the phasemodulation effect of liquid crystals is produced
via so-called geometric phase, which is independent of wavelength (Komanduri et al.
2013). For a significantly more detailed description of this manufacturing technique
and its implications, see the PhD thesis of Gilles Otten (Otten 2016).
1.5.1.4 Future applications for holographic optics
The success of liquid crystal phase optic manufacturing techniques has led to a recent
explosion in the number of vAPP coronagraphs being implemented in high-contrast
imaging instruments around the world: many of these are listed in Sec 1.4.1. This
also applies to the cMWS, with optics now being implemented in LEXI at the William
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Figure 1.15:On-sky image of a single point source using the vector-APP coronagraph installed in the
MagAO instrument at the Magellan Clay Telescope, Chile (Morzinski et al. 2014). Each of the two
science PSF copies consists of light of a single circular polarisation, artificially split off from the stellar
position by means of a diffraction grating. A small fraction of the stellar light passes through the optic
unaltered, forming the zeroth-order leakage term at the original stellar location. Image credit: Gilles
Otten.
Herschel Telescope (Haffert et al. 2018a), the HiCIBaS high-altitude balloon mission
(Côté et al. 2018), the MagAO-X upgrade for the Magellan Telescope (Miller et al.
2018) and SCExAO at the Subaru Telescope (Doelman et al. 2017).
The development of holographic optics for the cMWS has also already led to a
number of spin-off applications. There exists a wide variety of other focal-plane wave-
front sensing strategies which, like the original (non-holographic) concept of modal
wavefront sensing, are designed to be performed in multiple sequential steps which
eachdegrade the science image. Themain potential of themultiplexedholographic ap-
proach is that it can transform almost any such temporally-modulated technique into
a simultaneous, spatially-modulated equivalent, thereby enabling it to operate in real
time and in parallel with science observations. A notable example of this is the elec-
tric field conjugation technique (EFC, Give’on et al. 2007) which, like the cMWS, uses
phase probes to reconstruct the wavefront. Instead of using a set of low-order modes
however, EFC simultaneously adds many high-frequency, low-amplitude aberrations
into the dark zone of an APP coronagraph. Bymaking four ormore holographic copies
of the coronagraphic PSF (Por & Keller 2016) to which these EFC phase probes have
been added, the full aberrated electric field and hence the necessary wavefront correc-
tion canbe retrievedwithout degrading the science image. An additional high-contrast
imaging concept which has been enabled by the development of multiplexed blazed
grating holograms is the holographic aperture masking (HAM) technique (Doelman
et al. 2018). This is an extension to sparse aperturemasking (SAM, Tuthill et al. 2010),
which effectively divides up the telescope aperture into multiple independent SAMs
which each produce interference fringes on different parts of the image, thereby max-
imising useful throughput of the system. SAM exploits the fact that interferometric
techniques can beat the conventional diffraction limit and so gain significantly in ef-
fective inner-working angle performance, while HAM can also be engineered to pro-
vide simultaneous coverage of multiple position angles around the star.
In summary, the power of holographic optics to grant unprecedented control over
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the instrument PSF structure and hence the information content delivered in science
images is now opening up a large window of opportunity for new high-contrast imag-
ing techniques, both for wavefront control and coronagraphy applications.
1.5.2 Phase diversity wavefront sensing
An alternative class of focal-plane wavefront sensing techniques focus on overcoming
the over-arching PSF phase degeneracy issue via the use of phase diversity. The core
principle behind this approach is that, while full phase reconstruction is in general
not possible using a single science image, it is still possible to probe the underlying
complex focal-plane electric field by deliberately modifying the total phase aberration
content of the system in a controlled manner. When using two images which differ
only by a known, deliberately injected phase aberration, it becomes possible to re-
construct the full electric field and hence any unknown component of the aberrating
wavefront. Fig. 1.16 illustrates how this may be achieved in practice by defocussing
the science camera; a commonly-used source of phase diversity since it is typically
reproducible and easy to implement.
There are many possible reconstruction algorithms whichmake use of such phase
diversity information (Carrano et al. 1998; Gonsalves 2001; Lamb et al. 2016), some
of which are also capable of working with coronagraphic images (Paul et al. 2014b).
However, if this compensation scheme is to be operated in real time (as is required
for accurate NCPA correction) it is necessary to interleave defocussed images into
the acquisition process, thereby degrading the imaging performance of the instru-
ment for 50% of science frames. In most cases this means that the frequency of wave-
Sensing the LWE: “classical” phase diversity
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Figure 1.16: Illustration of the “classical” phase diversity wavefront reconstruction technique. A
controlled phase aberration, in most cases strong defocus, is added to the system in order to modify
the complex electric field in the focal plane in a manner which breaks the phase degeneracy of the PSF.
By using the in- and out-of-focus intensity images and the known phase aberration which separates
them, it is possible to reconstruct the full electric field in the focal plane and hence the unknown
aberrating wavefront.
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front correction updates will instead be significantly lowered, in order to maximise
the yield of science-quality data: quasi-static wavefront aberrations will then not be
fully addressed, allowing contrast-limiting speckle residuals to creep back into the fi-
nal dataset.
One way around this limitation is to utilise the phase diversity information which
is naturally present in any system with active wavefront control: after its first itera-
tion, a focal-plane correction algorithm can in principle use its own previous correc-
tion update alongwith the current and previous image as the necessary input for phase
diversity reconstruction, by direct analogy with the original approach in Fig. 1.16. By
avoiding the need for destructive phase diversity probes this ensures that the image
quality always improves fromone iteration to the next,making it possible to operate at
appropriately fast correction cadences (typically 10 Hz for NCPA control) without im-
pacting science observations. An example of such a real-time phase diversity routine is
the so-called “Fast & Furious” (F&F) sequential phase diversity algorithm, originally
developed by Keller et al. (2012) and Korkiakoski et al. (2014). F&F is proposed in
Chapters 3 & 4 as a software-only phase reconstruction solution for wavefront control
issues seen in the SPHERE current-generation high-contrast imager at the VLT, with
wider applications to other current and future instruments.
1.6 Thesis outline
The goal of this thesis is twofold: to address some of the outstanding issues limiting
the performance of existing high-contrast imagers, and to develop new technologies
whichwill ultimately facilitate the characterisation of Earth-like exoplanets with ELT-
class telescopes. To this end, Chapters 2, 3 and 4 of this work focus on the wavefront
control aspects of high-contrast imaging, since this is where the biggest performance
gains currently stand to be made. Chapter 5 also illustrates how detailed instrumen-
tal characterisation work can be used to optimise the data reduction procedure, and
ultimately improve science yields at the smallest angular separations.
Chapter 2: Introducing the coronagraphic Modal Wavefront Sensor
As outlined in Sec. 1.5.1, holographic focal-plane wavefront sensing techniques are
a promising approach for the real-time correction of non-common path aberrations
(NCPAs), which limit the contrast performance of current high-contrast imaging in-
struments. This chapter presents the theory, laboratory implementation and first on-
sky validation of the coronagraphic Modal Wavefront Sensor (cMWS), which is ca-
pable of simultaneous wavefront retrieval and coronagraphy using the science focal
plane. We show that this sensor is capable of the real-time on-sky recovery of known
aberrations for low-order wavefront modes at a cadence of 50 Hz, for a large observ-
ing bandwidth of 50 % in the R-band (600 nm). This is important since many focal-
plane wavefront retrieval algorithms rely on a quasi-monochromatic image, making
the cMWS a versatile focal-plane sensor which is capable of controlling those aberra-
tions which contribute most to the wavefront error budget of NCPAs. The cMWS has
since been further validated as part of the Leiden EXoplanet Instrument (LEXI, Haf-
fert et al. 2016): more recent on-sky results including on-sky closed-loop operation
can be found in Wilby et al. (2016a) and Haffert et al. (2018a).
32 Chapter 1. Introduction
Chapters 3 & 4: Tackling the low-wind effect at VLT-SPHERE
NCPAs are not always the limiting factor in current high-contrast instruments. In
these two chapters a potential real-time wavefront control solution is developed and
tested for the so-called low-wind effect (LWE, Sauvage et al. 2016), which is seen
to consistently degrade the contrast performance of the SPHERE current-generation
high-contrast imager under otherwise optimal seeing conditions. Chapter 3 presents
closed-loop simulation results for the “Fast & Furious” (F&F, Korkiakoski et al. 2014)
phase diversity algorithmunder SPHERE-like observing conditions, in order to assess
the suitability of the control scheme as an immediately implementable, software-only
solution for the LWE. Chapter 4 then reports on the subsequent laboratory testing of
F&F at the MITHIC high-contrast testbench (Vigan et al. 2016b), located at the Lab-
oratoire d’Astrophysique de Marseille, in order to verify the results of Chapter 3 and
compare with other focal-plane wavefront control methods. F&F was found in both
cases to be capable of robust real-time wavefront control under LWE-like conditions
without degrading the science image, making it a promising algorithm for implemen-
tation both on SPHERE and other instruments suffering from similar wavefront con-
trol issues.
Chapter 5: Calibrating the SPHERE-IRDIS APLC coronagraph
Optimal reduction techniques are equally crucial when it comes to making the most
of the data produced by current high-contrast imaging facilities. This in turn requires
the thorough calibration of all instrumentation behind the observations, the results of
which are not always easily available to observers. This chapter presents a character-
isation effort of the apodised Lyot coronagraph system of the SPHERE-IRDIS near-
infrared imager (Dohlen et al. 2008), in order to develop a suitable calibration algo-
rithm for coronagraphic, polarimetric imaging data. This is important since the inner-
most regions of circumstellar disk observations, which are typically the most valuable
to study, are often dominated by artefacts of the imaging system. An improved cali-
bration routinewhich can correctly restore the relative photometry of these innermost
regions is therefore capable of significantly improving the effective inner-working an-
gle of the instrument. This approach is particularly crucial for the identification of
central cavities in transitional proto-planetary disks; one of the main science yields of
the SPHERE instrument. Calibration observations were made using the minor planet
Ceres in order to accurately determine the extinction profile of the coronagraphic sys-
tem. This was combined with extensive optical modelling in order to fully understand
the observed signal, before re-reducing polarimetric observations of TWHydrae (van
Boekel et al. 2017) in order to validate the accuracy of the resulting calibration routine.
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Abstract
The raw coronagraphic performance of current high-contrast imaging instruments is
limited by the presence of a quasi-static speckle (QSS) background, resulting from in-
strumental non-commonpath errors (NCPEs). Rapid development of efficient speckle
subtraction techniques in data reduction has enabled final contrasts of up to 10−6
to be obtained, however it remains preferable to eliminate the underlying NCPEs at
the source. In this work we introduce the coronagraphic Modal Wavefront Sensor
(cMWS), a new wavefront sensor suitable for real-time NCPE correction. This com-
bines the Apodizing Phase Plate (APP) coronagraph with a holographic modal wave-
front sensor to provide simultaneous coronagraphic imaging and focal-plane wave-
front sensing with the science point-spread function. We first characterise the base-
line performance of the cMWS via idealised closed-loop simulations, showing that
the sensor is able to successfully recover diffraction-limited coronagraph performance
over an effective dynamic range of ±2.5 radians root-mean-square (RMS) wavefront
error within 2-10 iterations, with performance independent of the specific choice of
mode basis. We then present the results of initial on-sky testing at the William Her-
schel Telescope, which demonstrate that the sensor is capable of NCPE sensing under
realistic seeing conditions via the recovery of known static aberrations to an accu-
racy of 10 nm (0.1 radians) RMS error in the presence of a dominant atmospheric
speckle foreground. We also find that the sensor is capable of real-time measurement
of broadband atmospheric wavefront variance (50% bandwidth, 158 nm RMS wave-
front error) at a cadence of 50 Hz over an uncorrected telescope sub-aperture. When
combined with a suitable closed-loop adaptive optics system, the cMWS holds the po-
tential to deliver an improvement of up to two orders of magnitude over the uncor-
rected QSS floor. Such a sensor would be eminently suitable for the direct imaging
and spectroscopy of exoplanets with both existing and future instruments, including
EPICS and METIS for the E-ELT.
34 Chapter 2. The coronagraphic Modal Wavefront Sensor
2.1 Introduction
2.1.1 Scientific motivation
Since the first direct image of a planetary mass companion around a nearby star was
obtained in 2004 (Chauvin et al. 2004), the field of high-contrast imaging has un-
dergone rapid development with the advent of advanced coronagraphic techniques
(Mawet et al. 2012) and eXtreme Adaptive Optics (XAO) systems (e.g. Sauvage et al.
2010). This progress continues with the recent first light science of the high-contrast
imaging instruments GPI (Macintosh et al. 2014), SPHERE (Beuzit et al. 2008) and
ScExAO (Jovanovic et al. 2015), which are detecting and characterising young gaseous
exoplanets with ever lowermasses approaching that of Jupiter (Macintosh et al. 2015;
Bonnefoy et al. 2016) and comprehensively studying planet-disk interactions and the
planet formation process (e.g. Avenhaus et al. 2014b; Benisty et al. 2015). Such work
is also informing the design parameters of the next generation of ground-based ELT-
class instruments which aim to characterise rocky exoplanets in the habitable zones
of nearby stars. This challenging goal requires final contrast ratios of better than 10−7
at inner-working angles of the order 10 milli-arcseconds Guyon et al. (2012), start-
ing with planets orbiting M-dwarf host stars such as the newly discovered Proxima
Centauri b (Anglada-Escudé et al. 2016). The expected limit on achievable raw imag-
ing contrast with ground-based, coronagraph-enabled XAO systems is of the order of
10−5 for large field-of-view starlight suppression regions (Kasper et al. 2010; Guyon
et al. 2012), hence this must be combined with complementary high-contrast tech-
niques such as polarimetric differential imaging (Keller et al. 2010; Perrin et al. 2015)
and high-dispersion spectroscopy (Snellen et al. 2015), which are already expanding
the toolkit of the exoplanet imaging community.
Of the diverse approaches to high-contrast imaging and specifically coronagraphy,
the Apodizing Phase Plate (APP) coronagraph (Codona et al. 2006; Kenworthy et al.
2010c; Quanz et al. 2010) is of particular relevance to this paper. This technique uses a
pupil-plane phase mask to modify the point-spread function (PSF) of the instrument,
thereby using destructive interference to create a “dark hole” in the diffracted stellar
halo at the location of the planet. This approachmakes the APP an extremely versatile
coronagraph, allowing simultaneous coronagraphic observation of multiple targets in
the same field, providing insensitivity to tip-tilt errors, and reducing the pointing tol-
erances on chopping offsets required for accurate background subtraction at the near-
infrared wavelengths most favourable for observation of young, thermally luminous
exoplanets. The recent development of the vector-Apodizing Phase Plate (vAPP, Otten
et al. 2014a), which provides simultaneous 360◦ coverage around the host star by us-
ing circular polarisation beam-splitting to create duplicate copies of the classical APP
pattern, has also accompanied significant gains in inner-working angle, with a vAPP
operating at radial separations of 1.2-6 λ/D (where λ is the observing wavelength and
D is the telescope diameter) installed and available for science observations inMagAO
(Morzinski et al. 2014) at the Magellan Clay Telescope (Otten et al., submitted).
These ground-based, XAO-corrected high-contrast imagers are limited by ever-
present Non-Common Path Errors (NCPEs); these wavefront aberrations arise due to
the presence of differential optics between the AO wavefront sensor and the science
focal plane, whichmay be influenced by slow thermal or mechanical fluctuations. The
resulting focal-plane quasi-static speckle (QSS) field is coherent on timescales of min-
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utes to hours, and limits the raw performance of most coronagraphs to 10−4 − 10−5
in contrast, defined here as the 5σ companion detectability limit, over an entire ob-
servation period (Martinez et al. 2012). Advanced observation and data reduction al-
gorithms such as the Locally Optimised Combination of Images (LOCI) (Lafrenière
et al. 2007) and Principle Component Analysis (Soummer et al. 2012; Amara &Quanz
2012) have been used to surpass this limit and achieve detection thresholds of 10−6 at
separations larger than 7 λ/D with SPHERE and GPI (Zurlo et al. 2016; Macintosh
et al. 2014). However, due to the impact of quasi-static speckles on the ultimate pho-
ton noise limit, in addition to ongoing uncertainties surrounding the influence of post-
observation NCPE suppression algorithms on the derived properties of subsequently
detected companions (e.g. Marois et al. 2010a), it remains preferable to correct these
non-common path errors in real time and thereby return coronagraphic performance
to the diffraction-limited regime.
The complete elimination of NCPEs ultimately relies on the principle of focal-
plane wavefront sensing; only by using the science camera as a sensor can the AO
loop have a truly common path with observations. Existing focal-plane wavefront re-
construction techniques use artificially induced phase diversity (Keller et al. 2012;
Korkiakoski et al. 2013) or properties of the speckle field itself (Codona & Kenworthy
2013) to overcome the degeneracies associated with a loss of wavefront spatial reso-
lution and incomplete knowledge of the focal-plane electric field. Although there have
been some successful on-sky demonstrations of these techniques (e.g. Martinache
et al. 2014), factors such as computational complexity, invasive modification of the
science PSF, and limited dynamic or chromatic range mean that such reconstruction
methods have not yet been widely adopted for science observations. To avoid these
limitations many high-contrast imaging instruments instead perform periodic offline
NCPE calibrations, such as the COFFEE coronagraphic phase diversity algorithmpro-
posed for use in SPHERE (Sauvage et al. 2011), at the cost of temporal resolution and
the loss of simultaneity with science observations.
There is therefore an ongoing drive to develop a coronagraphic focal-plane wave-
front sensor which is able to operate in parallel with science imaging in a non-invasive
manner, and provide unbiased real-time compensation of the low spatial frequency
NCPEs which correspond to small angular separations in the observed stellar image.
2.1.2 Holographic optics for focal-plane wavefront sensing
The use of computer-generated holograms as amethod of focal-plane wavefront sens-
ing has been extensively explored in the literature, with specific focus on applications
in confocal microscopy (Neil et al. 2000; Booth 2003) and laser collimation (Chang-
hai et al. 2011). This approach is used to generate secondary PSF copies in the science
focal plane, which are spatially separated from the main science PSF to avoid mutual
interference. In the so-called Holographic Modal Wavefront Sensor (HMWS) these
wavefront-sensing PSFs are artificially biased with a set of chosen aberration modes
drawn from a suitable basis set (for example the Zernike modes), such that the Strehl
ratio of eachPSF copy responds linearly to the corresponding aberrationmodepresent
in the input wavefront. In this way the sensor performs a modal decomposition of the
incoming wavefront into the chosen basis, which may be reconstructed in real time
with the intensity measurement of two focal-plane photometric apertures per mode.
A modal approach to wavefront sensing has multiple advantages over traditional
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wavefront sensors as well as other focal-plane wavefront sensing techniques,most no-
tably in terms of reduced computational complexity, the fact that the resolution of the
reconstructedwavefront is not limited to the spatial resolution of the sensor’s pupil el-
ement as with a Shack-Hartmann sensor, and that a modal wavefront is simple to im-
plement on many current deformable elements. For the science case of high-contrast
imaging of exoplanets and circumstellar environments, the HMWS should operate si-
multaneously with a coronagraph in the science focal plane, to directly retrieve the
aberrations that are seen by the starlight suppression system in the instrument. We
therefore consider here the promising combination of the HMWS with the APP coro-
nagraph: for the purposes of this paper we shall refer to the resulting optic as the
coronagraphic Modal Wavefront Sensor (cMWS). This hybrid approach can be eas-
ily implemented since both concepts are phase-only pupil plane optics, which may be
easily multiplexed into a single physical element. The HMWS is however not limited
to use with pupil plane phase-only coronagraphs, provided that the hologram is posi-
tioned upstream of any focal-plane masking elements in order to transmit the central
diffraction core of all holographic PSF copies.
2.1.3 Content of paper
This paper is divided into the following sections: in Sec. 2.2 we summarise the un-
derlying mathematics behind holographic modal wavefront sensing, and present the
critical factors which must be considered when multiplexing the HMWS with an APP
coronagraph. Sec. 2.3 shows the results of idealised closed-loop simulations and out-
lines the baseline performance of the sensor for the case of a clear circular aperture.
Sec. 2.4 presents results from the first on-sky implementation of a cMWS sensor at the
William Herschel Telescope (WHT) located in La Palma, Spain, including a demon-
stration of sensitivity to both static and dynamic wavefront errors. In Sec. 2.5 we draw
final conclusions and present goals for ongoing and future work.
2.2 Theory
2.2.1 The Holographic Modal Wavefront Sensor
The principle of the HMWS relies on the fact that the phase component ϕ(x, y) of an
arbitrary wavefront may be decomposed into coefficients of a chosen 2D mode basis
describing the telescope aperture, for which the complex electric field Ψ(x, y)may be
written as




a j M j(x,y)
, (2.1)
where A(x, y) is the telescope aperture function, M j(x, y) is some complete, and ideally
orthonormal,mode basis withRMS coefficients a j (in radians) and x, y are coordinates
in the pupil plane. In this paper we focus exclusively on phase-only aberrations as
these are simpler to implement and correct for, and dominate the total wavefront error
in almost all practical cases.
In order to provide full phase-aberration information in a single focal-plane in-
tensity image, the sensor uses a computer-generated holographic element to perform
an instantaneous modal decomposition and extract the set of coefficients a j, albeit up
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Figure 2.1: Diagram showing the principle of HMWS operation. a) Visual representation of the
creation process of a single-mode computer-generated hologram, by analogy with optical exposure.
b) Operation of a single-mode hologram in the presence of an aberrating wavefront. Figure adapted
from Dong et al. (2012).
of template modes using Eq. 2.1, which may then be passed to an adaptive optics sys-
tem for correction either as a direct command or via the adjustment of reference slope
offsets.
2.2.1.1 Generating holograms
The purpose of the hologram in a HMWS is twofold: firstly it creates secondary PSF
copies which are spatially separated from the zero-order PSF in the science focal
plane. Secondly, it adds an artificial bias wavefront independently to each of these
PSF copies, such that each responds differently to the input wavefront Ψ. This can
therefore be thought of as a system of 2N simultaneous phase diversities chosen to
span the desired mode basis, but instead of the normal approach to focal-plane phase
diversity reconstruction (which typically uses only one diversity and the intensities of
all pixels in the PSF), the modal content of the wavefront is extracted in a more direct
fashion by measuring only the relative core intensities of all PSF copies.
As illustrated inFig. 2.1a, the holographic element is constructednumerically from
two independent components which perform the functions described above. Adopting
the notation of Dong et al. (2012), the reference wave Rk
Rk(x, y) = eibk Mk(x,y) (2.2)
contains a single bias mode Mk with an RMS aberration strength (in radians) set by
the bias strength bk. The object wave Ok is given by
Ok(x, y) = e2iπ( fkx x+ fkyy), (2.3)
where the spatial frequencies fkx,y = x′k, y
′
k/ fλ specify the desired tilted planewave and
thus the coordinates (x′k, y
′
k) in the focal plane. The holographic phase pattern Hk(x, y)
for this particular mode is then the interferogram between these two waves,
Hk(x, y) =
∣∣∣Ok(x, y) + Rk(x, y)∣∣∣2 (2.4)
= |Ok |2 + |Rk |2 + O∗kRk + OkR∗k (2.5)
= 2 + 2R [O∗kRk] , (2.6)
where ∗ is the complex conjugate operator and R [] denotes the real component of the
complex argument.
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It follows from this that the two conjugate terms naturally result in the creation
of two wavefront sensing spots which may be treated as the ±1 orders of a diffrac-
tion grating, containing equal and opposite bias aberrations ±bk . The first two terms
in Eq. 5 are equal to unity and are discarded such that ⟨Hk⟩ = 0. The behaviour of
this hologram in the presence of an aberrated wavefront Ψ is shown graphically in
Fig. 2.1b. The total focal-plane intensity is then given by I =
∣∣∣F [HkΨ]∣∣∣2, where F is
the Fourier Transform operator in the Fraunhofer diffraction regime. Following from
this and Eqs. 2.1, 2.2, 2.3 and 2.6, the local intensity distribution Ik± of the pair of
biased PSF copies is given by
Ik±(x′, y′) = δ(x′ ± x′k)︸       ︷︷       ︸
Carrier Frequency
∗








j,k a j M j(x,y)︸          ︷︷          ︸
Inter-Modal Crosstalk
]∣∣∣∣2, (2.7)
where Ik± correspond to the positively and negatively biased wavefront sensing spots
respectively, and a j is the RMS error present in the incident wavefront correspond-





k) deriving directly from the frequency of the carrier wave Ok. The sec-
ond term encompasses the desired sensor response to the aberrated wavefront, with
net aberration ak ± bk. The final term represents a fundamental source of inter-modal
crosstalk as a convolution with all other modes present in the input wavefront, which
acts equally on both Ik±; see Section 2.2.1.3 for a full discussion of the impact of this
term.
An arbitrary number of holograms may be multiplexed into a single element, al-
lowing the generation of multiple pairs of independently biased PSF copies and hence
the simultaneous coverage of many wavefront modes. For simplicity of implemen-













which is by definition binary as all Hk are real from Eq. 2.6, and is normalised to have
a grating amplitude of s radians. Scaling down the amplitude from (0, π) allows direct
control over the fractional transmission to the zeroth order, which forms the science
PSF. It is assumed here that the holographic PSF copies are located sufficiently far
from each other and the zeroth-order in the focal plane that there is negligible over-
lap; if this is not the case there will be additional inter-modal crosstalk in the sensor
response due to mutual interference, which is independent of that arising from the
final term of Eq. 2.7.
The optimal positioning of WFS copies for minimal inter-modal crosstalk is a sig-
nificant optimisation problem in itself, which will be investigated in future work. As
a rule of thumb, each spot should be positioned at least 5-6 λ/D from not only all
other first order PSF copies, but also from the locations of all corresponding higher-
order diffraction copies and cross-terms; see the treatment in Changhai et al. (2011)
for full details. In the general case this requires the computation of an appropriate
2.2. Theory 39
non-redundant pattern, which is outside the scope of this paper, however a circular
or ”sawtooth” geometry (the latter is shown in Fig. 2.3) was found to be a suitable
alternative geometry for the prototype cMWS.
2.2.1.2 Sensor response
Following the approach of Booth (2003) it is possible to approximate the sensor re-
sponse for ak ≪ bk as the Taylor expansion of Eq. 2.7 about ak = 0, where the on-axis
intensity of each PSF copy can this way be expressed as
Ik± = I0
 f (bk) ± ak f ′(bk) + a2k
2
f ′′(bk) + O(a3k )
 (2.9)
where I0 is a multiplicative factor proportional to total spot intensity and f (bk) =∣∣∣1/π! eibk Mk(x,y)dxdy∣∣∣2 is the Fourier integral for an on-axis detector of infinitesimal
size. Throughout this paperwe adopt the normalised intensity difference between spot
pairs as themetric for sensormeasurement, equivalent to the “TypeB” sensor of Booth





2ak f ′(bk) + O(a3k )
2 f (bk) + a2k f
′′(bk) + O(a5k )
. (2.10)
If bk can be chosen such that f ′′(bk) = 0, this expression becomes linear to 3rd order:
for a Zernike basis Booth (2003) find that this occurs for values of ⟨bk⟩ = 1.1 rad,
while values of ⟨bk⟩ = 0.7 rad resulted inmaximal sensitivity; we adopt the latter value
throughout this work. In principle the improved “Type C” sensor also suggested by
Booth (2003), which uses the metric Ik = (Ik+− Ik−)/(Ik++γI0+ Ik−), can yield further
improved linearity and suppression of intermodal crosstalk, however the inclusion of
additional measurement requirements of an unbiased PSF copy I0 and free parameter
γ (which must be determined empirically) make this unnecessary for use in a first
implementation of the sensor.
2.2.1.3 Wavefront reconstruction
Final estimates of themode coefficients ak of the incomingwavefrontmust then be ob-
tained by calibrating intensity measurements with a cMWS responsematrix Ĝ, which
provides the nominal scaling factors between Ik and ak but is also capable of providing
a first-order correction for inter-modal crosstalk via its off-diagonal terms. This ma-
trix is formed from the gradients of the characteristic response curves Ii(a j) response







where Gi j is the response of sensor mode i to input wavefront error of mode j. The
solution for the set of mode coefficients a of the incoming wavefront is then
a = Ĝ−1I , (2.12)
where a and I are the column vectors comprising sensor response Ik and the corre-
sponding wavefront coefficient estimates ak respectively. Note that the standard mul-
tiplicative inverse Ĝ−1 of the interactionmatrix is used here, since the interactionma-
trix is square, highly diagonal and with on-diagonal elements defined so as to have
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Figure 2.2: Response curve of a 6-mode Zernike HMWS (bk = 0.7 rad) to defocus error a3Z3 (all
ak,3 = 0), using photometric apertures of radius r = 1.22λ/D. The diagonal line (red) denotes a
perfect sensor with 1:1 correspondence, which is achieved by the HMWS for |a3 | ≲ 0.5. The response
of the remaining sensor modes (Z4-Z8, grey) are well constrained about zero over the linear sensing
regime, with residual non-linear inter-modal crosstalk behaviour manifesting for |a3 | ≳ 1.
the same sign. It is therefore extremely unlikely that this matrix is degenerate and
thus non-invertible, but in such a case the Moore-Penrose pseudo-inverse Ĝ+ (see
e.g. Barata & Hussein 2012) may be used as an alternative. Fig. 2.2 shows an illustra-
tive response curve to which this calibration has been applied, showing that the sensor
response is linear over the range |ak | ≲ bk with negligible inter-modal crosstalk, be-
yond which wavefront error is increasingly underestimated as the main assumption
of Eq. 2.9 begins to break down. A turnover in sensitivity occurs at the point ak = 2bk
since beyond this the input wavefront error dominates over the differential bias ±bk.
In addition to calibrating sensormeasurements to physical units, Ĝ also performs
a linear correction for inter-modal crosstalk; this allows the knowledge of the re-
sponses of all other spot pairs to be used to infer the correct mode measurement of
one particular pair. As denoted by the final term in Eq.2.7, this effect occurs via a con-
volution of the WFS spot Ik with all remaining wavefront aberrations M j,k present in
the input wavefront. This effect was neglected in the previous section as the convolu-
tion term is reduced to a constant multiplicative factor under the on-axis assumption,
factoring out in Eq. 2.10. The theoretical response matrix for any set of orthogonal
modes is therefore diagonally dominated and sparse (Booth 2003), but in practice
many factors such as use of photometric apertures of non-zeros size, alignment er-
rors or overlap with the wings of other PSF copies or the zeroth order, may result in
significantly elevated crosstalk behaviour.
Empirical determination of a full response matrix for each cMWS design is there-
fore the most robust method of compensating these effects to first order. This pro-
cess is straightforward and once automated takes only a fewminutes to perform: each
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column of the interaction matrix requires a minimum of two measurements of the
normalised intensity vector I, each for different known coefficients ak of the corre-
sponding input wavefront mode applied on the corrective element, in order to fit the
gradients of each response curve. This procedure is in principle required only once for
any given instrument configuration, however performing regular re-calibration before
each observation night is feasible and allows the elimination of slow drifts in actuator
response or instrument alignment quality.
2.2.2 Combination with an Apodizing Phase Plate
coronagraph
The APP is an optimal coronagraph for use in the cMWS as not only is it a pupil plane
phase only optic and thus simple tomultiplex with theHMWS, but is also preserves an
Airy-like PSF core required for production of holographic copies. By contrast, focal-
plane or hybrid coronagraphs would require the hologram to be located in pupil up-
stream of the focal-plane mask in order to create the off-axis PSF copies before rejec-
tion of on-axis stellar light occurs. The resulting optic may be implemented using the
same techniques as for the APP; as either a transmissive optic such as a turned glass
phase plate (Kenworthy et al. 2010c) or achromatic liquid crystal retarder (Snik et al.
2012), or via a phase-apodizing Spatial Light Modulator (SLM) (Otten et al. 2014a).
Consider now the combination of the HMWS presented above with an APP coro-
nagraph into a single optic such that the modification to the complex wavefront
ΨcMWS (x, y)may be described as
ΨcMWS (x, y) = A(x, y)ei[ϕc(x,y)+ϕh(x,y)], (2.13)
where ϕc(x, y) and ϕh(x, y) correspond to the coronagraph and normalised hologram
(Eq. 2.8) phase patterns respectively.
Fig 2.3 shows the simulated pupil optic and corresponding PSF of a cMWS coded
for the 14 lowest order non-trivial Zernike modes, including an APP with a 180 de-
gree dark hole extending from 2.7 − 6λ/D, generated using a Gerchberg-Saxton style
iterative optimisation algorithm. The hologram pattern is seen in the pupil as an ir-
regular binary grating overlaid on top of the smooth phase variations of the APP. The
wavefront sensing spots can clearly be seen surrounding the dominant central sci-
ence PSF, with the PSF of each copy formed by the convolution of the characteristic
Zernike mode PSF with that of the APP. For illustration purposes a grating ampli-
tude of s = π/2 here results in an average normalised intensity difference of -1.8dex
between the peak flux of each WFS copy and the zeroth order PSF, with an effective
transmission to the science PSF of 50%. It is however possible to operate the sensor
with significantly fainter PSF copies in practice, making 80−90% transmission achiev-
able with respect to the APP alone.
2.2.3 Impact of multiplexing on mutual performance
As the zeroth order PSF may be considered a ’leakage’ term of the binary hologram
grating, the APP pattern is in principle independent of all wavefront biases which ap-
pear in the ±1 diffraction orders. However there are two notable effects whichmust be
consideredwhenmultiplexing these two optics, the first of which is that any stray light
scattered by the HMWS will fill in the coronagraphic dark hole. As shown in Fig. 2.4,













































































Figure 2.3: Simulation of a 14-mode Zernike cMWS (modes Z3 − Z16) combined with an APP op-
timised for a 10−6 dark hole with a 180◦ opening angle. Top: Multiplexed pupil-plane phase design
ΨcMWS containing the high spatial frequency HMWS binary grating overlaid on the smoother APP
design. Bottom: Corresponding focal-plane PSF: positively and negatively biased PSF copies are lo-
cated in the top and bottom half of the image respectively, separated by the white dashed lines. Two
example pairs are labelled (defocus, Z3 and 45◦ astigmatism, Z5), illustrating the symmetry of the ±1
orders about the zeroth order PSF.
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Figure 2.4: Contrast curves for the APP coronagraph presented in Fig. 2.3, with (blue) and with-
out (green) the HMWS hologram. The shaded regions denote the 1-sigma variance limit of residual
structure at each radius, azimuthally averaged over a 170 degree region corresponding to the dark
hole contrast floor.
it was found that the binary holograms generate a near-constant intensity scattered
background at a mean normalised intensity of the order of 10−5, irrespective of the
specific HMWS or APP designs used. This behaviour is due to the loss of information
associated with creating a binary optic from the full complex hologram in Eq. 2.8. Al-
though a limiting dark hole depth of 10−5 remains sufficient for a first prototype, it
would be possible to compensate for this effect by re-optimising the APP in the pres-
ence of the scattered background.
The second effect of the multiplexing process is that, as can be seen from Eq. 2.13,
the APP phase pattern introduces a set of static wavefront errors which must be dis-
regarded by the HMWS. This can be achieved by adding static reference slope offsets
to to Eq. 2.12 in a similar manner to existing NCPE correction routines (e.g. Sauvage
et al. 2011), such that
a = Ĝ−1I − ac (2.14)
where ac is the set of coefficients of ϕc in the sensing mode basis. This must be deter-
mined independently from Ĝ to avoid degeneracy with static instrumental wavefront
errors, either by projecting theAPP onto the sensingmode basis ac,i = ϕc(x, y)·Mi(x, y),
or by comparison with calibration data containing only the non-multiplexed HMWS
component.
2.2.4 Impact of structured telescope apertures
It is important to note that throughout this paper the cMWS is evaluated for use with
an un-obscured circular aperture, however it must also be applicable to more com-
44 Chapter 2. The coronagraphic Modal Wavefront Sensor
plicated amplitude profiles featuring central obscurations, support spiders, and mir-
ror segmentation. If no modifications to the cMWS design are made, any aperture
modifications will degrade the orthogonality of the chosen mode basis and thus lead
to increased inter-modal crosstalk. Fortunately this is not considered to be a limit-
ing factor of the cMWS, as the effect can be effectively eliminated by performing a
re-orthogonalisation of the chosen mode basis using the known aperture function,
for example by using a simple Gram–Schmidt procedure (see e.g. Cheney & Kincaid
2009). This approach has now been verified during amore recent observing campaign
at theWHT, the details of which will be the subject of a future work. In the case where
the aperture function contains significant structures which are not azimuthally uni-
form, such as especially thick telescope spiders ormirror segmentation gaps, this pro-
cedure will be most effective when operated in a pupil-stabilised observation mode.
This will allow the telescope aperture function to remain consistent with that of the
re-orthogonalised sensing basis for the duration of each observation, however it was
seen that in the case of the WHT pupil the 1.2 m circular central obscuration was in
practice the only significant structure.
It is in principle also possible to develop the cMWS as a co-phasing sensor for
segmented mirrors, for which the ideal sensing basis would instead consist of differ-
ential piston, tip and tilt modes which directly match the degrees of freedom of each
individual mirror segment. That being said, the cMWS is not an ideal choice of sen-
sor for co-phasing large future segmented telescopes such as the European Extremely
Large Telescope (E-ELT) or the Thirty Meter Telescope (TMT), principally because
the sensing basis would need to consist of an unreasonably large number of modes
(2394 in the case of the E-ELT) in order to fully describe all possible phasing errors.
While itmay be possible to achieve this by sequentially correctingwithmultiple cMWS
designs each containing a subset of the possible modes, such applications are much
more suited to telescopes with significantly fewer mirrors where the calibration may
be performed for all segments simultaneously, such as the W.M. Keck Observatory in
Hawaii, or the Giant Magellan Telescope (GMT).
2.3 Idealised performance simulations
To analyse the baseline performance of the multiplexed sensor, we consider the ideal
case where the aberrating wavefront consists entirely of modes to which the HMWS is
sensitive. To demonstrate the interchangeability of the sensormode basis, two distinct
sensor designs are considered, which for ease of comparison both utilize six sensing
modes each with bias bk = 0.7 and an APP dark hole of radial extent 2.7 − 6λ/D. Sen-
sor A encodes the first six non-trivial Zernike modes (Defocus Z3 to Trefoil Z8) while
Sensor B contains six sinusoidal 2D Fourier modes of the form cos((nxX + nyY) + c),
where c is equal to either 0 or π, optimised to probe three critical locations at radial
separation 3.5λ/Dwithin the APPdark hole. The diffraction-limited PSFs of these sen-
sors can be seen in Fig 2.5b, with PSF copies showing the characteristic PSF of each
sensingmode. Note that the APP of the Zernike cMWS is optimised for a 180◦ opening
angle while the Fourier cMWS contains an APP optimised for 90◦, which explains the
differences between the two diffraction-limited zeroth-order PSFs.
Aberrating wavefronts are generated with equal RMSwavefront error a present in
eachmode, giving a total RMSwavefront errorσϕ =
∑
k ak Mk = a
√
6 for a perfectly or-
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Figure 2.5: Example closed-loop performance for a 6-mode Zernike (left column) and Fourier (right
column) mode cMWS for g = 0.8. a) Ni = 0 aberrated PSFs, with ak = 1.0 radians RMS per mode.
b) Diffraction-limited PSF after Ni closed-loop iterations required to achieve convergence. PSF copies
corresponding to each mode bias are labelled Zn± for Zernike modes and FnS/C± for Fourier modes,
where the index S/C denote the sine and cosine mode phases respectively, and mode number cor-
responds to the circled regions of influence in the APP dark hole. The white circles overlaid on the
Z4± modes indicated the r = 1.22λ/D region of interest used for wavefront measurement. Note also
the differing angular extent of each APP, which cover 180◦ and 90◦ for the Zernike/Fourier designs
respectively. c) Azimuthally-averaged residual intensity plots corresponding to the PSFs of panels a)
(green) and b) (blue); shaded regions denote 1σ variance averaged over the APP dark hole. d) Science
PSF Strehl ratio (black diamonds) and residual RMS wavefront error (red squares) as a function of
iteration number Ni. Vertical dashed lines indicate the point of convergence.
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thogonal 6-mode basis. In order to probe the upper limit of closed-loop convergence
a is varied between 0.1 and 1.5 radians RMS per mode, significantly exceeding the
nominal ±0.5 radians RMS per mode linear range of the sensor. The response matrix
is constructed according to Eq. 2.11 from a simulated calibration dataset, and compen-
sation for the APP mode coefficients applied as per Eq. 2.14. Photometric apertures
of radius rs = 1.22λ/D are applied to each PSF copy for flux measurement, which
has been shown to provide optimal sensitivity for small bk (Booth 2003). Closed-loop
correction is then achieved by direct phase conjugation using a perfect simulated de-
formablemirror with phaseΦDM,i = ΦDM,i−1−gΣNk ak Mk, with the closed-loop gain g left
as a free parameter. Convergence is taken to be achieved at iteration Ni where the to-
tal wavefront error ar is reduced below 10−2 radians RMS, which is seen to correspond
closely to the point at which the diffraction-limited PSF is recovered.
The panels of Fig 2.5 shows one example of closed-loop convergence for both sen-
sors, with initial wavefront error of ak = 1.0 radians RMS per mode (and thus to-
tal wavefront error σϕ = 2.45 radians RMS) and a closed-loop gain g = 0.8. It can
be seen that despite this large initial wavefront error both sensors efficiently recover
diffraction-limited APP performance with iteration number Ni, with residual wave-
front error continuing to decline logarithmically towards the numerical noise thresh-
old after nominal convergence is achieved. In this case the remaining intensity struc-
ture in the dark hole is limited purely by the HMWS scattered light background for
each APP design. It is unclear exactly why the Fourier mode basis exhibits signifi-
cantly faster convergence in this example, but a probable explanation is that the large
coma aberration present as part of both APP designs pushes the Zernike mode sensor
into the non-linear regime and thus lowers the initial measurement accuracy of this
mode, whereas this same aberration is distributed more evenly in the Fourier mode
basis.
Figure 2.6 characterises in detail the convergence efficiency of the Zernike mode
sensor by considering a wide variety of closed-loop gains g and input RMS wave-
front errors ar. Both panels show that the critical failure point of this sensor lies at
ak = 1.1 radians RMS per mode and is independent of gain value. Below this, conver-
gence speed is purely gain-limited for g < 0.8 and g = 1 provides the most efficient
convergence for all ak, ranging from 2 < Ni < 7 iterations and with final Ni = 20 solu-
tions consistent with the diffraction-limited wavefront at the level of numerical noise.
This robust high-gain convergence behaviour stems from systematic underestimation
of the wavefront outside the linear range (see Fig. 2.2), preventing oscillatory insta-
bilities from occurring. The rapid breakdown in convergence above ak = 1.1 happens
when the contribution of non-linear intermodal crosstalk between 6 modes of equal
ak becomes comparable to the individual sensor response, enabling sign errors and
thus irreversible divergence. The equivalent surface plots for the Fourier-type sensor
was seen to be morphologically identical, confirming that the HMWS is capable of
operating with any mode basis that is sufficiently complete with respect to the power
spectrum of wavefront error present in the system.
It is important to note that the term “idealised” here refers to the fact that no arti-
ficial noise sources such as readout or photon noise are included in these simulations,
and that the underlying light source is purelymonochromatic and point-like in nature.
Such factors are dealt with during the on-sky implementation of the cMWS presented
in Sec. 2.4 of this paper; in this section we instead aim to demonstrate that fundamen-
tal factors such as the multiplexing process and inter-modal crosstalk do not limit the



















































Figure 2.6: Convergence properties of the Zernike cMWS shown in Fig. 2.5 as a function of initial
RMS wavefront error per mode, ak, and closed-loop gain, g. Left: Number of iterations required until
convergence Ni(ar < 10−2). A value of Ni = 20 indicates that convergence was not achieved within the
allowed 20 iterations. Right: Residual wavefront error ar after the final iteration.
final convergence of the closed-loop correction process. This explains why the resid-
ual wavefront error as presented in Fig. 2.5 reaches the numerical noise limit in both
examples; this will not be the case in practice as noise sources will result in sporadic
random errors in measuring the wavefront coefficients. In the absence of systematic
errors this can be expected to stall the convergence process at the level of ∼ 10−1 radi-
ans RMS based on the error bars derived in Sec. 2.4, although this ultimately depends
upon the signal-to-noise ratio (SNR) of individualWFS spots on a target-by-target ba-
sis. As presented in Sec. 2.4.3, use of a broadband source turns the holographic PSF
copies into radially dispersed spectra, which can be useful in its own right for wave-
length selection of the wavefront estimates.
2.4 On-sky demonstration
2.4.1 Instrument design
To implement the sensor on-sky at the William Herschel Telescope, we used a setup
based around a BNS P512 reflective Spatial Light Modulator (SLM) as shown in
Fig. 2.7, similar to that described in Korkiakoski et al. (2014). This was operated with
250 pixels across the pupil diameter, oversampling the cMWS designs by a factor of
two in order to ensure the sharp boundary regions of the HMWS hologram are accu-
rately represented. Use of an SLM allows the rapid testing of a wide variety of designs
without the need to manufacture individual custom optics, but has the disadvantage
of allowing only passive measurement of wavefront errors: the response rate of the
SLM was seen to approach 1 Hz at times and as such is not a suitable active element
for real-time phase correction. The SLM phase response was calibrated at the He-
Ne 633 nm line via the differential optical transfer function (dOTF) wavefront recon-
struction method of Korkiakoski et al. (2013), at which the SLM is able to produce a
maximum stroke of 1.94π radians. This stroke limitation to less than 2π is unimpor-
tant as all chosen designs have peak-to-peak phase values of less than π radians. The
sensor was then operated on-sky with both narrowband (650 nm, ∆λ = 10 nm) and
broadband (Bessel-R 550-900 nm) filters, with the latter possible despite strong chro-
matic behaviour of SLM devices (see Sec 2.4.3 for further discussion). A high-frame
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Figure 2.7: Diagram illustrating setup used at the WHT. Interchangeable pupil masks allowed the
use of telescope sub-apertures with effective diameters ranging from 0.2 m to 0.8 m, to control relative
aberration strengths in the absence of a classical AO system.
rate Basler piA640-210gm CCD camera was used to record the focal plane including
the holographic WFS spots at a cadence of 50 Hz, comparable to atmospheric seeing
timescales.
It was necessary to limit on-sky wavefront error to within the dynamic range of
the sensor, which in the absence of an AO system was achieved by stopping down the
WHT aperture. For this purpose an off-axis circular pupil stop was used to create an
un-obscured sub-aperture of effective diameter 42.3 cm, positioned in the pupil so as
to be free of telescope spiders over the elevation range 30deg to zenith. This aperture
size was chosen based on the expectation values of low-order Zernike coefficients of a
pure Kolmogorov phase screen, which are constrained to 0.1 ≲ |ak | ≲ 0.5 radians RMS
for the 0.7”-2.5” range of seeing conditions typical of La Palma.
Two calibration images of a 6-mode Zernike HMWS with uniform bias value
b = 1.5 radians RMS at the calibration wavelength are shown in Fig 2.8, for a flat
wavefront and for 1.5 radiansRMSof defocus error introduced on the SLM. For ease of
illustration, a grating amplitude of s = 3π/4 radians results here in an effective Strehl
ratio of 24% compared to the un-aberrated PSF. This illustrates clearly the sensor re-
sponse: since no APP is applied in this instance, the holographic copy which is biased
with a focus aberration of equal amplitude but opposite sign (bk = −ak) collapses to the
Airy diffraction function, while the conjugateWFS spot gains double the aberration. It
should be noted that in addition to three faint filter ghosts below the zeroth order PSF,
there is a significant ghost located at approximately 3λ/Dwhich proved impossible to
eliminate via optical re-alignment. This is attributed to unwanted reflection from the
SLM glass cover plate which thus bypasses the active surface; a conclusion which is
supported by its presence adjacent to both the central PSF and each filter ghost but
not diffracted PSF copies, plus its independence of SLM-induced defocus.
An in-situ calibration of the HMWS responsematrix was obtained by sequentially
introducing aberrations ak Mk with the SLM. It was found however that this solution
contained linear inter-modal crosstalk components (off-diagonal terms in Ĝ) on the
same order as sensor linear response. This effect is not seen in simulations nor indeed
in un-calibrated normalised intensity datawhen the defocus error is generatedwith an





























Figure 2.8: 633 nm He-Ne laser calibration data illustrating the response of a 6-mode HMWS to
controlled wavefront aberrations. a) PSF with no induced wavefront error and b) with 1.5 rad of
defocus error applied via the SLM, showing the asymmetric response of the Z3± defocus WFS spot
pair, indicated top-right/bottom-left. Filter and SLM reflection ghosts are present below the zeroth-
order PSF, though these are sufficiently separated from the PSF copies to ensure no interference with
HMWS performance.
external source (see the following section). The effect is therefore attributed to errors
in accurately recreating Zernikemodes with the SLM due to uncontrolled spatial vari-
ations in SLM voltage-to-phase actuation response across the pupil, which degrades
themode orthogonality. We therefore rely on simulated response matrix solutions for
the following analysis of on-sky sensor data.
2.4.2 Characterising HMWS on-sky response
To the authors’ knowledge theHMWShas never before been implemented on-sky: the
first andmost important test was therefore to verify the on-sky response of theHMWS
alone to known, static wavefront errors under realistic observing conditions. This is
particularly important with respect to the ultimate goal of NCPE sensing, as the cMWS
must be able to accurately recover coherent errors from underneath a dominant inco-
herent atmospheric speckle foreground. For this purpose, narrowband 650 nm obser-
vations were made of Arcturus (mR = −1.03) using the HMWS design of Fig. 2.8 while
scanning over a range of focus positions with the WHT secondary mirror, thereby in-
ducing defocus error ranging between ±2 radians RMS in a controlled manner. 60
seconds worth of 20 ms exposures were stacked for each focus position in order to
increase the signal-to-noise ratio and sufficiently average out atmospheric variations.
The core intensity measurements of each WFS spot were then extracted using a nu-
merical photometric aperture mask comprising a set of circular apertures of radius
1.22λ/D, aligned with the centroid location of each WFS spot. The resulting set of
intensity measurements was then converted to mode coefficient estimates a j using
Eqs. 2.10 and 2.14.
Figure 2.9 shows the calibrated sensor response of all modes as a function ofWHT
focus position (mm), and the corresponding input defocus error a3 in radians RMS.
The mm-to-radians RMS scaling factor was obtained by least-squares fitting of the
theoretical defocus response curve of Fig. 2.2 (plotted here in black) to the defocus
data, which is seen to be closely consistent for input a3 < 1.5 radians RMS. It is un-
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Figure 2.9: On-sky response of the Zernike HMWS sensor as a function of WHT secondary mirror
focus position (mm) and corresponding induced defocus error ak (radians RMS). Top: Response of
the Z3 defocus mode. Over-plotted in black is the theoretical a3 response curve of Fig. 2.2, seen
to correspond closely to sensor measurements over the the range a3 < 1.5 radians RMS. Bottom:
Response of non-defocus modes k > 3. Error bars correspond to uncertainties in sub-pixel centering
accuracy (photon and CCD noise sources are negligible). Systematic trends in the non-defocus modes
are attributed to real, instrumentally-induced wavefront aberrations upstream of the pupil mask.
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clearwhy the final two points are underestimatedwith respect to the theoretical curve,
but even assuming this is a real effect, the additional wavefront underestimation in
this non-linear regime would have little impact on closed-loop sensor performance.
The error bars on each curve represent the uncertainty in frame alignment, specifi-
cally the 1σ standard deviation of sensor measurements associated with the complete
set of possible 1 pixel translational and rotational offsets of the photometric aperture
mask, which was seen to be the practical limit on frame alignment accuracy. It was
found that this source of uncertainty dominates over photon and readout noise when
analysing seeing-averaged images; this places a limit on the precision of cMWSwave-
front retrieval in the high-SNR regime of 0.04 radians per mode, or equivalently 0.1
radians RMS total wavefront error, a value obtained from the mean derived 1σ error
bar of all six sensing modes where the input focus error is within the a3 = ±1 radian
RMS dynamic range of the sensor. Being azimuthally symmetric, the defocus mode
is seen to be significantly more robust against small (x’,y’) offsets or rotations of the
photometric aperturemask compared to othermodes, even for largewavefront errors.
Stability against positioning and/or tip-tilt errors is therefore a worthwhile consider-
ation in choice of mode basis for future sensor designs.
It can be seen that the response curves of the other sensed modes depart signif-
icantly from the well-behaved off-diagonal terms in Fig. 2.2; in particular the astig-
matism mode Z5 displays strongly quadratic response as a function of defocus error,
which cannot be corrected using a linear interaction matrix and may therefore lead
to closed-loop instabilities where large focus errors are present. This behaviour indi-
cates that either the true sensor response is not fully characterised by the simulated
interaction matrix, in which case experimental calibration is necessary, or that the in-
jected wavefront error contains variable components other than pure defocus. This
second hypothesis has been further explored because of the complexities associated
with using the WHT secondary mirror as the source of injected focus error when we
are sampling only an off-axis sub-pupil, as illustrated in the “WHT Pupil Mask” inset
of Fig. 2.7. It was found in simulations that the observed crosstalk behaviour can be
recreated if there are also static higher-order wavefront errors present upstream of
the pupil mask, created for instance by small mis-alignments of the upstream lens or
polariser. These aberrations are not orthogonal on the Zernike basis of the sensor and
can mix with the variable focus error when sampled in this way, creating a spectrum
of focus-dependent higher-order Zernike aberrations which cannot be explained with
themodes Z0−3 alone due to symmetry arguments. In this case it was found that adding
an upstream wavefront error of 0.2 radians RMS of Z4 (astigmatism of the opposite
orientation) results in a Z5 response curve which is morphologically similar to that
shown in the lower panel of Fig. 2.9. Low-amplitude variations seen in the coma and
trefoil response curves are more difficult to recreate using static errors of the same
order and may therefore be due to other factors, but it is expected that the principle
remains the same when including additional Zernike mode orders Zk>8. By applying
the correct set of upstream instrumental aberrations in this way it may be possible
to account for the complete discrepancy between the non-defocus mode response of
Fig. 2.2 and the lower panel of Fig. 2.9. However, due to the complexity of this effect
a comprehensive treatment is beyond the scope of this paper, which is in any case
specific to the non-standard pupil apodisation used in this setup and is therefore not
expected to be present in subsequent observing campaigns.
It is sufficient to note that the defocus response is consistent with theoretical pre-
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dictions, while the majority of the remaining sensor behaviour can be explained by
unintentionally introduced additional instrumental wavefront errors and not to fun-
damental crosstalk effects, which appear to be accurately compensated by the theo-
retical response matrix calibration procedure. This confirms that the sensor is able
to accurately recover (quasi-)static errors underneath a dominant fluctuating atmo-
spheric speckle foreground, simply by integrating up to the desired timescale.
2.4.3 Broadband wavefront sensing
It is also important to characterise the broadband performance of the cMWS; a ma-
jor limitation of focal-plane phase-retrieval algorithms such as phase diversity is that
they only work effectively in the monochromatic case (Korkiakoski et al. 2014). By
contrast, the HMWS contains no such fundamental limitations; the normalised dif-
ference metric is independent of variations in spectral transmission T (λ), while the
natural λ-dependence of the radial position of diffracted holographic PSF copies raises
the intriguing possibility of performing wavelength-resolved wavefront sensing. Spa-
tial light modulators also typically exhibit strong chromatic response variations away
from the calibration wavelength (e.g. Spangenberg et al. 2014), but since all wavefront
bias information is encoded into spatial variations in the binary hologram, only the ef-
fective grating amplitude s and thus T (λ)may vary with wavelength rather than bias
bk. Altogether, the cMWS is in principle capable of delivering unbiased estimates of
the wavefront coefficients ak in radians RMS for arbitrarily wide spectral bands, at a
spectral resolution set by the diffraction limit of the monochromatic telescope PSF.
Figure 2.10a shows the broadband on-sky PSF of a cMWS including the same 6-
modeZernikeHMWSas in Fig. 2.8, operatedwith a standard 50%bandwidthBessel-R
filter. To test the full cMWS concept, this design also includes a 180 degree APP as in
Fig. 2.3; in this seeing-limited image the dark hole is located in the top half of the PSF,
although it is obscured by residual speckles and chromatic dispersion. In Fig. 2.10b
it can be seen that the chromatic response of each mode is broadly consistent over
the FWHM transmission range of 580-750 nm. A residual focus error can be clearly
seen from these on-sky observations, such that this plot corresponds to thewavelength
dimension of a3 ≈ −0.3 rad in Fig. 2.9. This mode also displays the ak ∝ 1/λ scaling
expected from physical wavefront errors.
Confirmation of a bias-free spectral response allows boosting of single-frame SNR
by binning the 580-750 nm spectrum in the radial and hence wavelength dimension,
making quasi-real-time wavefront sensing, with exposure times texp approximately
equal to the NCPE coherent timescale τϕ, a possibility. Wavelength-resolved wave-
front sensingmay also be achieved by using appropriately calibrated photometric sub-
apertures along the dispersed wavefront spectra, and will be considered further in fu-
ture work. Such information may be useful for optimisation of the broadband control
of existing AO systems or for next-generation instrument concepts consisting of of
multiple corrective elements for specific wavelength ranges.
2.4.4 Real-time atmospheric wavefront measurements
Application of the broadband sensor provided sufficient SNR for partial wavefront
retrieval from individual 20 ms frames. Fig. 2.11a shows two independent estimators
of RMS wavefront error σϕ for a subset of frames: cMWS measurements σϕ,cMWS =







































Figure 2.10: a) Broadband on-sky PSF of a cMWS incorporating the HMWS of Fig. 2.8, showing 1/λ
radial dispersion of PSF copies. The boundary of the APP dark hole at λ = 633 nm is illustrated by
the dashed line, spanning 2.7−6λ/D, although this is not directly visible in the stacked image data. b)
Chromatic response of each mode, binned to ∆λ = 20 nm wavelength intervals; colours correspond to
the modes of Fig. 2.9. The 633 nm calibration wavelength is shown by the vertical dashed line, and the
mean spectral transmission T(λ) is shown in the upper panel. Defocus Z3 (green) shows indications
of 1/λ scaling, illustrated by the diagonal dashed line.
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Figure 2.11: a) Time series of single-frame RMS wavefront error σϕ as measured by i) the central PSF
Strehl ratio under the Maréchal approximation (σS, green) and ii) calibrated cMWS measurements
(σWFS, blue). Slow variations in seeing quality seen in σS are visibly traced by the sensor. b) Correlation
plot between the two independent estimates of RMS wavefront error, with colour indicating point
density. The solid black line denotes σS/σWFS = 0.45 as is expected theoretically from Noll (1976),
which corresponds well to the core regions of the correlation (1.45 < σS < 1.65). The outer regions
have a significantly shallower gradient (red), distorted by various systematic error sources.
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√
Σkak2 (lower, blue curve) andσϕ,S =
√
−ln(S ) from Strehl ratiomeasurements of the
science PSF under the Maréchal approximation (upper, green curve). Despite signifi-
cant noise in the measurements, the cMWSmeasurements trace slow trends in image
Strehl ratio on timescales > 1 s, associated with changing seeing conditions. Fig. 2.11b
shows the resulting correlation between these two frame quality estimators for the full
20,790 frame dataset spanning 10 minutes of observation, with a Pearson correlation
index of ρ = 0.50. Frames with |Ik | > 1 were rejected as such measurements are obvi-
ously unphysical: such events are rare (< 1% of total frames affected) and attributed
to cosmic ray impacts and residual hot/cold pixels. Additional confirmation that the
cMWS is tracing the atmospheric wavefront is provided by the respective mean wave-
front error estimates: ⟨σϕ,cMWS ⟩ = 0.656±0.001 and ⟨σϕ,S ⟩ = 1.567±0.001 radiansRMS,
such that on average the cMWS senses approximately 42%of the total wavefront error
once known static errors have been subtracted. This is notably consistent with what
is expected for pure Kolmogorov statistics as presented in Noll (1976), where 45% of
the total wavefront error for Zk>3 is contained in the first 6 non-trivial modes; this re-
lation σS/σWFS = 0.45 is denoted by the solid black line in Fig. 2.11b. Ideally the two
independent estimates should correlate along this relation for all values of wavefront
error, but although there is reasonable agreement about the mean σWFS = 0.65 ra-
dians RMS, it can be seen that the correlation is significantly shallower for outlying
points beyond σWFS > 0.8 radians RMS; here the best fit line, plotted in red, clearly
does not intersect the origin. This may be attributed to crosstalk with high-order un-
sensed modes allowing the sensor to pick up some additional wavefront error to that
contained purely in the 6-mode basis, or to systematic effects such as sensor satura-
tion, making these extreme wavefront estimates unreliable. However, it is important
that themajority of sensor measurement points fall close to the theoretically expected
relation, where sensor performance is expected to be most reliable.
The ultimate goal of this process is to reconstruct the instantaneous wavefront in
each frame. Asmay be anticipated fromFig. 2.11a however, suchwavefronts were seen
to be dominated by frame-to-frame noise. In order to assess the extent to which the
independent mode coefficient measurements are degraded, we plot the modal power
spectrum of the full dataset in Fig. 2.12 and contrast with that expected from Kol-
mogorov turbulence as rescaled to a six-mode basis. It can be seen that although there
is some morphological similarity which indicates a decreasing power spectrum, the
amplitude of individual modes is significantly more consistent with a flat spectrum.
It is possible that the true seeing statistics are not Kolmogorov in nature, however it
is difficult to justify a discrepancy of such size in this manner. Instead, it is assumed
that this is due to the mixing effect of crosstalk with higher-order un-sensed modes
which cannot be accounted for by the response matrix; only in this way is it possible
to preserve the total wavefront variance as discussed above. The immediate solution
for residual atmospheric wavefront error sensing is to increase the number of modes
to encompass a larger fraction of the total power spectrum. For the application to
NCPE correction of a dark hole the problem is made simpler as the power spectrum is
expected to be dominated by low-order components, which may be accessed by inte-
grating so as to sufficiently average out the unwanted high-order atmospheric errors.
Due to the dominance of frame-to-frame noise at a cadence of 50 Hz we there-
fore draw only limited conclusions regarding the potential of the cMWS for real-time
wavefront correction in this instance, however the successful retrieval of total wave-
front error σϕ at this cadence is already a promising result for such a preliminary test.
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Figure 2.12: Modal power spectrum of on-sky broadband cMWS measurements as a function of
Zernike mode order. The theoretical spectrum corresponding to purely Kolmogorov statistics (Noll
1976) is over-plotted in black, while the horizontal dashed line denotes a purely flat 6-mode power
spectrum.
More important is that, as shown in Fig. 2.9, the cMWS is capable of recovering known
static aberrations to a precision of approximately 0.04 radians RMS per mode with
one-shot measurements. This is performed in the presence of a dominant and fluc-
tuating atmospheric speckle foreground, in direct parallel with the ultimate goal of
direct NCPE sensing.
2.5 Discussion & conclusions
We have demonstrated via idealised closed-loop simulations and a first on-sky imple-
mentation that the coronagraphic Modal Wavefront Sensor (cMWS) is a promising
new focal-plane sensor for high-contrast imaging, highly suited to correction of non-
common path errors (NCPEs) and with additional potential as a high-cadence broad-
band wavefront sensor. The major advantage of the cMWS over prior focal-plane re-
construction algorithms is that the measurement process requires no invasive modi-
fication of the science PSF, as is required for phase diversity approaches; this allows
the correction loop to be effectively decoupled from science observations.
The performance of the cMWS is not limited by the process of multiplexing the
APP coronagraph andHolographicModalWavefront Sensor (HMWS) components or
by structures in the telescope aperture function, but by residual inter-modal crosstalk
with higher-order un-sensed modes present in the wavefront. This can be addressed
by using a larger sensing mode basis than the 6-mode cMWS prototype presented in
this work, such that a larger fraction of the total wavefront error is encompassed by
the sensor. The correction order of the cMWS is currently limited not by fundamen-
tal factors, but by the practical consideration of science PSF throughput. This may be
optimised with respect to the signal-to-noise ratio of the holographic PSF copies and
hence observational target brightness, however the practical limit in most cases is ex-
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pected to be 20-30modes. While expected to be sufficient for NCPE correction, this is
too small to allow the removal of a classical AO sensor from the instrument design. It is
however possible to avoid such limitations for applications which require only a small
but extremely well-corrected field of view, such as spectroscopic characterisation of
known exoplanets. We have already discovered that it is possible to manufacture APP
coronagraphs which reach simulated contrasts of 10−10 in dark regions a few square
λ/D in size (Keller 2016). These regions contain few degrees of freedom in the electric
field such that they may be fully corrected with only a small basis of optimisedmodes.
An additional advantage of the cMWS is its computational simplicity, requiring
only the relative photometry of the diffraction cores of 2Nmode holographic PSF copies
and a small number of linear computations for the calibration process; most impor-
tantly it does not require any Fourier transforms. This is unimportant for NCPE sens-
ing due to the slow timescales involved, but an additional application of the sensor is
then to the challenge of extremely high-cadence sensing, for the control of a limited
numbermodes at kHz frequencies. Such an approach is expected to lead to significant
improvements in wavefront quality over conventional AO update frequencies (Keller
2016). As a phase-only sensor, the on-sky performance of the cMWS will always be
fundamentally limited by instrumental amplitude errors. This may be overcome by
combining it with other focal-plane sensing techniques, such as electric field conjuga-
tion (Give’on et al. 2006), which are capable of reconstructing the full electric field but
which lack the dynamic range to perform effectively by themselves in ground-based
AO systems. The improved ”Fast and Furious” algorithm of Korkiakoski et al. (2014)
also lends itself to use with the cMWS, which naturally provides a large number of
known phase diversities in the holographic PSF copies.
Future work will focus on implementing the optimised cMWS behind a 97-
actuator AO system with a classical Shack-Hartmann WFS, previously used with the
ExPo high-contrast imaging polarimeter (Rodenhuis et al. 2011). In addition to pro-
viding a significant boost in SNR, this will allow the cMWS to be tested in a realistic
closed-loop environment which reflects the ultimate goal of real-time NCPE control.
If successful, such a system would be ideal for inclusion into the next-generation of
high-contrast imaging instruments such as EPICS for the E-ELT (Kasper et al. 2010),
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Abstract
We present a potential non-invasive solution to sensing the so-called low-wind effect
(LWE) seen in the SPHERE instrument at the VLT, based on the ‘Fast and Furious’
(F&F) sequential phase diversity wavefront reconstruction algorithm. This uses non-
coronagraphic focal-plane images available from the near-infrared differential tip-tilt
sensor (DTTS), with the closed-loop correction cycle itself providing the necessary
phase diversity between frames required to reconstruct the full wavefront phase. Cru-
cially, this means F&F does not need to apply large artificial phase probes as required
by standard phase diversity algorithms, allowing it to operate in a real-time (∼10Hz)
correctionmode without impacting science observations. In this paper we present the
results of realistic closed-loop AO simulations designed to emulate SPHERE/DTTS
observations of the LWE. With this we demonstrate that the F&F algorithm is capa-
ble of effective removal of the characteristic point-spread function (PSF) aberrations
of strongly LWE-affected images within a few closed-loop iterations, with the final
wavefront quality limited only by the corrective order of the deformable mirror. The
ultimate goal of this project is to provide an independent, real-time and focal-plane
wavefront sensor for SPHERE which is capable of detecting and directly compensat-
ing the LWE as it arises, thus improving coronagraph performance under the best
15-20% of observing conditions where the effect is most pronounced.
60 Chapter 3. A ‘Fast & Furious’ solution to the low-wind effect
3.1 Introduction
3.1.1 The low-wind effect
The Spectro-Polarimetric High-contrast Exoplanet REsearch instrument (SPHERE,
Beuzit et al. 2008) for the Very Large Telescope (VLT) has recently finished its com-
missioning phase and is already providing exceptional results in the field of direct
exoplanet and circumstellar disk imaging (Vigan et al. 2016a; Maire et al. 2016; Zurlo
et al. 2016; Bonnefoy et al. 2016). The performance of the instrument is however lim-
ited under the best seeing conditions by the so-called low-wind effect (LWE), where
the un-occulted stellar point spread function (PSF) gains twoormore bright side-lobes
(dubbed ‘Mickey Mouse ears’) on spatial scales of 2 to 4 λ/D and relative intensity of
10−1 or greater with respect to the central PSF core; a number of examples of the effect
are shown in Fig 3.1 as observed by the SPHERE differential tip-tilt sensor (DTTS).
The appearance of the LWE is strongly correlated with the most favourable observ-
ing conditions where the dome-level wind speed at the VLT drops below 3ms−1. The
effect is present at some level in 15-20% of observations and therefore leads to signif-
icant degradation of the performance of the focal-plane coronagraph masks of both
the visible and near-infrared (NIR) instrument arms of SPHERE.
In the current absence of direct sensing or control solutions for the LWE, the in-
clusion of an additional and complementary wavefront sensor is necessary in order
to identify and suppress this effect without interrupting nominal science observa-
tions. The prototype Zernike sensor for Extremely Low-level Differential Aberrations
(ZELDA, N’Diaye et al. 2014; N’Diaye et al. 2016) was installed into the NIR coro-
nagraph filter wheel in 2014, converting the science camera of the IRDIS subsystem
into a pupil-plane wavefront sensor. The high-resolution phasemaps obtained during
its testing phase provided a clear interpretation of the observed LWE-affected PSFs
of Fig. 3.1, and form the basis for the wavefront models used in this paper. However,
before a proposed upgrade to SPHERE is performed in which ZELDA can be fully
integrated as a stand-alone wavefront sensor, it is currently not possible to operate
the sensor in parallel with IRDIS or IFS science observations. An example wavefront
model and corresponding PSF based on ZELDA data is shown in Fig 3.2. From this is
can be seen that each ‘ear’ present in the PSF is a direct result of strong differential
piston, tip and tilt phase error components over a single VLT pupil segment, resulting
in quadrant-to-quadrant phase discontinuities which have been observed on-sky to
reach amplitudes of up to 800 nm.
The current most widely accepted hypothesis regarding the origin of the LWE at-
tributes it to changing internal dome conditions,whereby slowwind flowing across the
VLT secondarymirror support spiders allows for significant thermal transfer between
air and the metal surface, creating an optical path difference across each spider which
gradually reduces in amplitude further downwind as the air returns to normal tem-
perature. However, the resulting wavefront is entirely invisible to the filtered Shack-
Hartmann wavefront sensor of the SPHERE extreme adaptive optics (XAO) system,
SAXO (Sauvage et al. 2014; Fusco et al. 2014), making it difficult to explain the ex-
istence of quadrant-sized tip/tilt errors using only sources upstream of SPHERE. At-
tempts to eliminate the effect via modification of SAXO closed-loop parameters or the
management of dome airflow conditions have thus far been unable to demonstrably
reduce the strength of effect (J.-F. Sauvage & J.-L. Beuzit, private communication,
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No Effect Typical Effect Strong cases
"Mickey ears"
Figure 3.1: Example images of the diverse PSF morphologies which have been associated with the
LWE, obtained with the SPHERE DTTS. The most extreme case (lower right) corresponds to signif-
icant tip/tilt error across all 4 VLT pupil segments and a central Strehl ratio of approximately zero.
(Adapted from the SPHERE User Manual v.96, ESO 2015)
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Figure 3.2: Left: Model VLT pupil with an example LWE wavefront based on measurements made
with the ZELDA wavefront sensor, including phase error model due to faulty deformable mirror
actuators. Right: Corresponding aberrated PSF displaying two main diffracted lobes at the location
of the first airy ring (∼2.5λ/D), which correspond directly with tip/tilt error across individual pupil
segments in the phase error map.
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2016).
3.1.2 Proposal: Focal-plane wavefront sensing using the
SPHERE DTTS
In the absence of a dedicated LWE wavefront sensor within the commissioned
SPHERE instrument, it is necessary in the short-term to develop a wavefront sens-
ing approach which simultaneously meets the following criteria:
1) Provides continuous estimates of the LWE wavefront phase on second-to-
minute timescales, matching the fastest observed evolution of the effect.
2) Uses only hardware currently implemented in SPHERE
3) Does not generate additional overhead or down-time for science observations
4) Compensates measured LWE without impeding the main atmospheric correc-
tion loop of SAXO.
In this paper we propose the so-called Fast and Furious (F&F) sequential phase diver-
sity algorithm (Keller et al. 2012; Korkiakoski et al. 2014) as a focal-plane wavefront
sensor which meets all of the above criteria. In order to work effectively this algo-
rithm uses sequential images of the narrowband, non-coronagraphic stellar PSF, with
frames separated by known (but not manually controlled) phase offsets. Unlike stan-
dard phase diversity, which typically requires one image in each pair to be strongly
aberrated by a known phase probe such as defocus (Gonsalves 1982; Sauvage et al.
2007), F&F uses the smaller frame-to-frame phase diversity generated by actively
correcting the measured aberrations to provide the additional information necessary
to reconstruct the full wavefront phase.
Fortunately a subsystem already exists within the SPHERE instrument which
meets these requirements, in the form of the DTTS imaging camera (Baudoz et al.
2010). This consists of a Hawaii I 1024 × 1024 detector operating at H-band (λ0 =
1.53 µm, 3% bandwidth) located behind a 2% beam splitter immediately upstream of
the NIR coronagraph wheel, as shown in Fig. 3.3. During normal observations this
runs at frame-rates between 1-1000 Hz (depending on target magnitude) to ensure
the stellar image remains accurately centred on the focal-plane mask of the NIR Lyot
coronagraph. These properties match extremely well with the requirements of F&F,
making the DTTS a good source of real-time focal-plane images for use with the algo-
rithm.
F&F has already been shown to be capable of performing reliable closed-loop
PSF optimisation in idealised simulations (Keller et al. 2012) and optical bench tests
(Korkiakoski et al. 2014) for the purpose of sensing and correcting non-common-
path wavefront errors (NCPEs). The on-sky performance of the algorithm or its be-
haviour in the presence of complicating factors, such as residual incoherent atmo-
spheric speckles and significant image noise, has however not yet been studied. The
main goal of this paper is therefore to verify that the F&F algorithm is also able to
robustly compensate the LWE under realistic SPHERE observing conditions. To this
end, in this paper we present the results of closed-loop simulations which emulate
real DTTS images by including factors such as the strong LWE, XAO-corrected atmo-
spheric speckles, NCPEs and significant detector noise sources.
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Figure 3.3: Block diagram of the SPHERE instrument, indicating the location of the DTTS directly
upstream of the NIR coronagraph focal plane. (Adapted from Beuzit et al. 2008)
3.2 The Fast & Furious algorithm
The term ‘Fast and Furious’ here refers to a modified sequential phase diversity al-
gorithm developed in Keller et al. (2012) and Korkiakoski et al. (2014), designed for
focal-plane phase-retrieval without requiring the application of PSF-degrading phase
probes. This makes it suitable to sense NCPEs in real time using the science focal
plane,without interrupting science observations. F&F achieves this by using a second-
order expansion of the aberrated stellar intensity image in terms of the un-aberrated
telescope PSF and the Fourier transforms of the odd and even aberrating wavefront
for which we need to solve. This solution is degenerate in the signs of the even focal-
plane field, which must be broken with the use of a phase diversity; this is provided
by the previous image in the observation sequence, for which the wavefront differs by
a known phase offset.
This approach has the following advantages over conventional phase diversity and
other focal-plane phase retrieval algorithms, such as the differential optical transfer
function (dOTF) approach (Codona 2013):
1) No destructive phase probes or amplitudemasks: closed-loop update cycle pro-
vides the necessary PSF diversity
2) Fast: requires only one 2D spatial Fourier transform and a small number of
linear operations per iteration
3) Requires no physical modification to instrument components during operation
(e.g. camera defocus)
4) Makes no assumptions on the spatial order or specific morphology of the wave-
front phase.
Below we present a summary of the key equations required for a single closed-loop
iteration of F&F, the full details of which can be found in Korkiakoski et al. (2014).
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This process is also illustrated schematically in Fig. 3.4 for an example wavefront
containing one even and one odd Zernike mode. For convenience, focal-plane quan-
tities are denoted by lower case variables, while the corresponding pupil-plane quan-
tities are represented by the equivalent upper-case variables. All quantities are two-
dimensional unless otherwise specified.
The second-order expansion of the aberrated PSF can be written as
p = S a2 + 2a(ia ∗ ϕo) + (ia ∗ ϕo)2 + (a ∗ ϕe)2 (3.1)
= S a2 + 2ay + y2 + v2, (3.2)
in terms of the complex un-aberrated focal-plane electric field a = F [A], where A is
the telescope aperture function, and the even and odd components of the aberrating
focal-plane fields ϕo,e = F [Φo,e] respectively, with odd/even symmetry defined to be
consistent with that of the Fourier transform operator F [ ]. ∗ denotes the convolu-
tion operator. The scalar normalisation factor S ≈ (1 − σ2ϕ) is the image Strehl ratio,
applied as a second-order correction to improve energy conservation, where σ2ϕ is the
wavefront variance. For conveniencewe have defined the following focal plane quanti-
ties y, v as the (complex) focal-plane fields of the even and odd aberrating wavefronts,
following the notation of Gonsalves (2001):
y = iF [AΦo] = (ia ∗ ϕo), and (3.3)
v = F [AΦe] = (a ∗ ϕe), (3.4)
which for an even aperture function are real quantities due to Fourier transform sym-
metries, although should in general be treated as complex for real aperture functions
such as the VLT pupil which include asymmetric spiders. The problem then reduces to
estimating v and y by splitting Eq. 3.2 into its even and odd components and solving,
yielding
y = apo/(2a2 + ϵ), and (3.5)
|v| =
√
|pe − (S a2 + y2)|. (3.6)
Here ϵ is a scalar noise reduction term, typically chosen to be one order of magnitude
greater than the noise background in the image frames. This solution is degenerate in
sign of v, where the sign ambiguity associatedwith the square rootmust be brokenwith
the use of the second focal-plane image of known phase diversity. The map of signs
of v is then computed by solving the even part of the two-equation system consisting
of Eq. 3.2 and its analogue for the previous image p1, which differs from the current
image p2 by a known phase diversity Φd:
sign(v) = sign
 p2,e − p1,e − (v2d + y2d + 2yyd)
2vd
 , (3.7)
where vd = F [AΦd,e], yd = iF [AΦd,o] are the Fourier transforms of the even/odd com-
ponents of the known phase diversity Φd separating the chosen PSF images p1 and
p2. This estimator is not used to calculate the pixel amplitudes of v because it involves
the subtraction of two similar PSFs, resulting in elevated pixel-to-pixel noise with re-
spect to Eq. 3.6. Because the first iteration of F&F must be performed without access
































Figure 3.4: Schematic illustration of the F&F algorithm detailed in Eq. 3.5-3.8, showing the second
iteration of the algorithm (i.e. the first iteration using full phase diversity information) for an example
wavefront initially containing 0.25 radians root-mean-square (RMS) phase error of each of astigmatism
(Z5) and coma (Z6) Zernike modes. The most recent PSF p2 provides a full estimate of the odd
wavefront phase Φo and the absolute value of the even focal-plane field |v|. Using p1 and Φd from
the previous iteration provides an estimate of the sign of v and hence completes the wavefront phase
reconstruction Φ2. This is then passed to the deformable element and becomes the phase diversity
for the next iteration step.
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to phase diversity information, it is convenient to take the signs of the un-aberrated
field, i.e. sign(v) = sign(a), for this step only. This is found in practice to improve con-
vergence speed over the case where all signs are assumed to be positive, and robustly
results in a decrease in overall wavefront variance in the first iteration.
The final wavefront estimated is then computed in an efficient manner with the
single inverse Fourier transform
AΦ = F −1 [sign(v)|v| − iy] , (3.8)
where the output may be spatially filtered or projected onto the desired correcting
mode basis to reduce pixel-to-pixel noise in the final wavefront estimate.
3.3 Simulating F&F performance in SPHERE
3.3.1 Simulation parameters
The goal of this paper is to demonstrate that the F&F algorithm is capable of reli-
ably eliminating LWE-like wavefronts given a noisy image sequence supplied by the
SPHEREDTTS. The following parameters are therefore included in these simulations:
1) Low-wind effect: Uses the LWE phase screen shown in Fig. 3.2, which is al-
lowed to grow linearly in amplitude from zero to a maximum discontinuity of
800 nm across the VLT spiders (equal to 1200 nm peak-valley error), over a
timescale of 10 seconds.
2) XAO-corrected atmospheric speckles: Generated using a Kolmogorov
spatial power spectrum with three wind layers of effective r0 = 30 cm, at an
observing wavelength of 1.5 µm. A spatial filter is applied to low frequencies
to approximate a SAXO-like control radius of approximately 13 λ/D (see top
panel of Fig. 3.5). The filtered phase screens are passed over the aperture with
a coherence time-scale of τ0 ≈ 1ms, producing a mean Strehl ratio of S ≈ 0.75.
3) Non-common-path errors: Aberrations are generated by randomly draw-
ing coefficients from a 100-mode Zernike basis with a simple flat spatial power
spectral density. The coefficients are individually convolvedwith Gaussian tem-
poral evolution profiles with a mean full width at half maximum of 1 s and the
resulting time-series normalised to provide a mean RMS wavefront error of
75 nm. An example NCPE coefficient time series and wavefront are shown in
the lower panel of Fig. 3.5.
4) Detector Noise: The simulated 512 × 512 pixel detector has a resolution of 3
pixels per λ/D, producing simulated DTTS-like images with an effective expo-
sure time of 0.1 s. This includes a constant intensity background at 5×10−3 con-
trast and including photon noise, 50 e−/s dark current and 20 e− readout noise
sources with a final 16-bit analog-to-digital unit (ADU) conversion matched to
an effective well depth of 100, 000 e− and bias offset of 500 e−.
5) Corrective element: The final wavefront estimates are spatially filtered by
projection onto a basis of the first 50 Zernike modes, as a conservative estimate
of the corrective ability of the 41 × 41 actuator SAXO deformable mirror (DM).
This filtered correction map is then assumed to be implemented accurately on
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Figure 3.5: Top: XAO-filtered spatial power spectrum used to generate atmospheric speckle phase
screens, with the x-scale converted to units of λ/D to correspond directly with focal-plane coordinates.
The dashed line indicates the k−11/3 power law of Kolmogorov turbulence. Bottom: Total non-common-
path RMS wavefront error (top) and three examples of the temporal evolution of single Zernike
mode coefficients (bottom), with a coherence time of ∼1 s. Inset: Representative NCPE phase map
comprising all 100 Zernike modes, evaluated at t = 7 s.
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the DM at a cadence of 10Hz tomatch the simulated DTTS exposures, with zero
frames of lag.
In order to test the limiting performance of the algorithm, these parameters have
been deliberately adjusted to provide a conservative estimate of SPHERE perfor-
mance: the correction radius, H-band Strehl ratio and residual speckle noise inside
the control radius have all been deliberately degraded with respect to reported SAXO
performance (Fusco et al. 2014; Sauvage et al. 2015). The aimof this is tomaximise the
potential impact of noise sources (in particular the presence of an incoherent speckle
background) on F&F, such that a successful verification in simulation provides greater
confidence in the on-sky performance of the algorithm under less strenuous condi-
tions. Examples of the simulated DTTS images generated using the above parameters
are shown in Fig. 3.6. Here the control radius due to the XAO power spectrum can
be seen at ∼13λ/D, although this and the majority of diffracted intensity structure be-
yond the first Airy ring are hidden beneath the detector noise floor in final images.
This is comparable to the observed image quality presented in Fig. 3.1 whilst still con-
taining all the major factors against which the F&F algorithmmust be tested in order
to evaluate its potential for on-sky operation.
3.3.2 Simulation results
Figure 3.7 shows the results of a demonstrative closed-loop F&F simulation with the
parameters specified in the previous section. The total duration of 30 seconds spans
3×104τ0 and 30NCPE coherence time-scales, and as such fully samples the behaviour
of the secondary aberration sources. The first 5 seconds involve only these two com-
ponents, after which a LWE is allowed to slowly evolve over the course of 10 seconds,
reaching the maximum 800 nm phase discontinuity amplitude at the 15 s half-way
point in the simulation. In order to simulate a scenario in which F&F is activated
once the LWE reaches a critical aberration threshold, correction begins at the 10 sec-
ondmark (blue curve), when theLWEamplitude reaches 400nm.The final 15 seconds
after the LWE has finished evolving are then used to produce long integrations of the
simulated post-correction DTTS images shown in the left panels of Fig. 3.7, which are
used to evaluate the performance of the algorithm with respect to the un-corrected
case.
The final LWE discontinuity amplitude of 800 nm represents an extreme case ex-
ceeding the maximum effect observed on-sky, resulting in a final Strehl of less than
15% once residual atmospheric speckles and NCPEs are included. Nonetheless, it can
be seen that the F&F algorithm is able to effectively remove the characteristic ‘Mickey
Mouse ears’ by compensating only the first 50 lowest-order Zernike modes, recover-
ing a diffraction limited core and first Airy ring along with a significant gain in im-
age Strehl ratio. The convergence of the algorithm is also rapid once initialised; for a
closed-loop gain of 0.3 the Strehl ratio increases by 20%within the first five iterations.
It can be seen however that image quality then continues to degrade slowly up to 15 s
simulation time as the strength of the LWE continues to increase, with the final con-
verged wavefront Strehl ratio stabilising at approximately 60%, 16% below its initial
pre-LWE value. This loss of PSF quality can be explained entirely by the high-order
components of the injected LWE wavefront which are not addressed when correcting
only the first 50 Zernike modes. This is shown in Fig. 3.8, where the majority of the
residual aberration is seen in the third panel to be localised around the VLT spiders,


























































































































































































































































































































































































































































































































































Figure 3.8: Wavefront phase maps illustrating the corrective ability of the first 50 Zernike modes,
in a closed-loop simulation involving only LWE aberration. Left: Input LWE wavefront. Middle:
Final corrective phase on deformable mirror which matches well the tip/tilt components of the wave-
front. Right: Residual wavefront error after correction, seen to be dominated by high-frequency errors
around the spiders, and additional high-order waffle and faulty actuator patterns present in the initial
wavefront.
in addition to a weak waffle pattern and the influence functions of faulty actuators
present in the initial wavefront.
3.4 Discussion
In these simulations F&F was found to have an effective closed-loop dynamic range
capable of correcting an existing LWE aberration with discontinuity amplitude of
600 nm across the spiders, corresponding to a wavefront phase variance of σ2ϕ = 1 ra-
dian. This is twice the typical weak-phase approximation criterion σ2ϕ ⩽ 0.5 radians
(Polo et al. 2013; Gonsalves 2001) due mostly to the inclusion of the second-order
Strehl correction factor inEq. 3.2. This increaseddynamic range is in itself sufficient to
cope with the majority of the fully-evolved cases of the LWE seen on-sky at SPHERE.
Any further convergence issues may be simply avoided by ensuring F&F correction
is activated as soon the LWE passes a critical detection threshold, in the same man-
ner as Fig. 3.7. Alternatively, it is hoped that F&F will prove sufficiently stable to run
continuously in the nominal SPHERE observing mode without manual intervention,
such that it is possible to prevent the LWE from arising in the first place.
Spatial filtering of the wavefront estimates produced by F&F is necessary in or-
der to remove high-frequency noise and artefacts of pupil asymmetry generated by
the algorithm, in addition to providing an approximation of the corrective order of
the chosen deformable mirror. The majority of the algorithmworks analytically at the
pixel level without any assumption of wavefront geometry or spatial order; it is there-
fore prone to propagating pixel-to-pixel noise in the input DTTS images through as
high-frequency noise the final wavefront estimates. The re-formulating of Eq. 3.5 to
include ϵ following the approach of Gonsalves (2001) provides a level of noise reduc-
tion for the odd wavefront, however the solution of v is significantly more prone to
pixel-to-pixel noise due to the independent estimation of signs of the focal-plane field
using Eq. 3.7. Filtering has been found to be effective at removing these noise sources,
although other approaches such as amplitude apodisation of the input images has
also been seen to reduce the severity of noise propagation (Korkiakoski et al. 2014).
F&F operates under the implicit assumption of a completely even aperture function
72 Chapter 3. A ‘Fast & Furious’ solution to the low-wind effect
A, hence any asymmetric structures such as VLT spiders result in high-frequency, low-
amplitude phase ‘ghosts’ located at the conjugate positions of the amplitude masking
element in the rawF&F outputwavefront estimates.While such effects were not found
to grow significantly in amplitude in closed-loop in cases where no spatial filtering
techniques were used, they nonetheless degrade wavefront quality by a small amount
and are best removed from final estimates.
It was also an initial concern that SPHERE’s main 41 × 41 actuator deformable
mirror would be unable to cope with the sharp wavefront discontinuities present in
all LWEwavefronts, hence the use of a 50-mode low-order basis throughout this paper
to remove the high-frequency components of F&F estimates. As presented by Sauvage
et al. 2016 (Sauvage et al. 2016) however, this may in reality be highly conservative
as SAXO is expected be able to accurately implement a custom projection basis de-
scribing independent piston, tip and tilt errors across each VLT pupil segment and,
if desired, also include a secondary smooth basis such as Zernike modes for indepen-
dent control of NCPEs. A limited correction basis tailored to the LWE is also expected
to help maintain algorithm stability by minimising the number of degrees of freedom
available for the secondary loop to control. It is still worth noting however that thema-
jority of the LWEmay be eliminated by controlling only the first 50 Zernike modes as
shown in Fig. 3.8, should a solution implementing only low spatial frequencies prove
to be necessary for practical implementation in SPHERE.
Additional outstanding practical considerations not addressed by these simula-
tions include:
1) XAO loop conflicts: The potential for conflict of F&F commands with the
existing adaptive optics operations loop may be avoided by applying these cor-
rections as reference offsets to the Shack-Hartmann sensor in the samemanner
as is proposed for NCPEs in Sauvage et al. 2011 (Sauvage et al. 2011). Further
investigation is required to verify that the additional stroke used in compensat-
ing the LWE does not significantly degrade the performance of the main atmo-
spheric correction loop.
2) DTTS windowing modes: Although the Hawaii I detector of the DTTS con-
sists of an array of 1024 × 1024 pixels, it is usually run in a highly windowed
mode to increase readout speed which cuts off the majority of the high-order
PSF structure. However, it is expected that the F&F algorithm is able to cope
with this reduction of field of view through appropriate normalisation, given
that the majority of information beyond ∼3λ/D is dominated by pixel-to-pixel
noise in the simulations presented in this paper.
3) DeadActuators: SPHERE currently has a number of knowndead or faulty ac-
tuators, whichmodify the phase response of themirror and are typicallymasked
out in amplitude during science operation. In order to provide the correct phase
diversity to F&F, it is important to ensure an up-to-date DM model is used for
estimating Φd.
3.5 Conclusions
The ‘Fast and Furious’ (F&F) algorithm is a promising solution for the real-time de-
tection and correction of the low-wind effect (LWE), which is also in principle capa-
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ble of compensating quasi-static non-common-path errors in part of the near-infra-
red optical path for the IRDIS and IFS instruments. This is achieved using no ad-
ditional hardware and functions entirely within the nominal observation mode of the
instrument by using non-coronagraphic images supplied by the existing DTTS imager
present within the NIR instrument arm. Realistic closed-loop simulations show that
F&F can robustly eliminate the characteristic ‘Mickey Mouse ears’ associated with a
LWE-affected PSF within five iterations at 10 Hz cadence, providing significant re-
covery of Strehl and hence improvement in coronagraph performance under the best
observing conditions. Future work will focus on validating F&F on a representative
experimental optical testbench and, if successful, its implementationwithin the SAXO
extreme adaptive optics system of SPHERE. Such algorithmsmay also prove useful in
the long term for overcoming similar (or as-yet unforeseen) issues with XAO systems
on ELT-class telescopes, where additional complications from mirror segmentation




‘Fast & Furious’ phase diversity
Towards controlling the low-wind effect
in the SPHERE instrument
Michael J. Wilby, Christoph U. Keller, Jean-François Sauvage, Kjetil Dohlen,
Thierry Fusco, David Mouillet, and Jean-Luc Beuzit
A&A 615, A34 (2018)
Abstract
The low-wind effect (LWE) refers to a characteristic set of quasi-static wavefront aber-
rations seen consistently by the SPHERE instrument when dome-level wind speeds
drop below 3 ms−1. The LWE produces bright low-order speckles in the stellar PSF,
which severely limit the contrast performance of SPHERE under otherwise optimal
observing conditions. In this paper we propose the Fast & Furious (F&F) phase diver-
sity algorithm as a viable software-only solution for real-time LWE compensation,
which would utilise image sequences from the SPHERE differential tip-tilt sensor
(DTTS) and apply corrections via reference slope offsets on the AO system’s Shack-
Hartmannwavefront sensor.We evaluated the closed-loop performance of F&Fon the
MITHIC high-contrast test-bench, under conditions emulating LWE-affected DTTS
images. These results were contrasted with predictive simulations for a variety of
convergence tests, in order to assess the expected performance of an on-sky imple-
mentation of F&F in SPHERE. The algorithm was found to be capable of returning
LWE-affected images to Strehl ratios of greater than 90%within five iterations, for all
appropriate laboratory test cases. These results are highly representative of predictive
simulations, and demonstrate stability of the algorithm against a wide range of factors
including low image signal-to-noise ratio (S/N), small image field of view, and ampli-
tude errors. It was also found in simulation that closed-loop stability can be preserved
down to image S/N as low as five while still improving overall wavefront quality, al-
lowing for reliable operation even on faint targets. The Fast & Furious algorithm is an
extremely promising solution for real-time compensation of the LWE, which can op-
erate simultaneously with science observations and may be implemented in SPHERE
without requiring additional hardware. The robustness and relatively large effective
dynamic range of F&F also make it suitable for general wavefront optimisation appli-
cations, including the co-phasing of segmented ELT-class telescopes.
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4.1 Introduction
The Spectro-Polarimetric High-Contrast Exoplanet REsearch instrument (SPHERE,
Beuzit et al. 2008), is a second-generation high-contrast imaging instrument for
the Very Large Telescope (VLT), which finished its commissioning phase in 2014.
Since then it has been routinely delivering unprecedented science results in the fields
of dual-band imaging, differential polarimetry, and integral field spectroscopy of
directly-imaged protoplanetary disks and young exoplanets (e.g. Vigan et al. 2016a;
Maire et al. 2016; Zurlo et al. 2016; Bonnefoy et al. 2016; de Boer et al. 2016; Ginski
et al. 2016). The extreme adaptive optics (XAO) system of SPHERE, SAXO (Petit et al.
2016; Fusco et al. 2014, 2016), is capable of routinely achieving Strehl ratios of 90%
in the H-band. When this performance is combined with coronagraphic observation
modes and optimised reduction pipelines, it is possible to achieve 5σ planet-star com-
panion detectability ratios of better than 10−6 beyond angular separations of 375 mas
(Zurlo et al. 2016).
However, the instrument performance and ultimately the science yield of
SPHERE is currently limited under the best observing conditions by the so-called
low-wind effect (LWE). This effect refers to a systematic degradation of the image
quality of all three SPHERE detector arms (IRDIS, IFS, and ZIMPOL), which occurs
when the wind speed at the altitude of the VLT dome drops below approximately
3 ms−1 (Sauvage et al. 2016). The characteristic LWE wavefronts consist of indepen-
dent piston-tip-tilt (PTT) phase errors across one or more of the VLT pupil segments,
and have been observed to reach up to 800 nm peak-to-valley error (PVE) on-sky as
measured by a prototype of the Zernike wavefront sensor ZELDA (N’Diaye et al. 2014;
N’Diaye et al. 2016). As shown in Fig. 4.1, this leads to a significant degradation of the
imaging point-spread function (PSF) by creating multiple bright side-lobes at the lo-
cation of the first Airy ring and increasing the amount of diffraction structure around
the secondarymirror (M2) support spiders. This is an issue for both the coronagraphic
and non-coronagraphic high-contrast observing modes of SPHERE, due firstly to in-
creased photon noise and a lower Strehl ratio of off-axis companion sources. In real-
ity the LWE is also a quasi-static phenomenon, and generates significant additional
speckle noise on timescales and angular separations particularly detrimental to refer-
ence PSF subtraction and other high-contrast data reduction techniques, such as the
angular differential imaging (ADI) and principal component analysis (PCA) classes of
algorithm (e.g.Marois et al. 2006; Lafrenière et al. 2007; Soummer et al. 2012; Amara
& Quanz 2012).
This high-amplitude, quasi-static LWEmay be considered a specific example of a
more general ‘island effect’ (N’Diaye et al. 2018), which encompasses all differential
PTT aberrations associated with pupil segmentation irrespective of underlying cause
or temporal behaviour. Since examples of island effect behaviour are now also being
reported intermittently at the SCExAO (Jovanovic et al. 2015) and GPI instruments
(Macintosh et al. 2008, V. Bailey, private communication, 2016), solutions developed
for the LWE in SPHEREmaywell be applicable to similar issues faced by other instru-
ments. This is expected to be especially important for the upcoming extremely large
telescopes (ELTs), whichwill feature significantlymore complex pupil geometries and
may be correspondingly prone to these effects.
Figure 4.2 illustrates the degradation of raw contrast performance for the
SPHERE apodised pupil lyot coronagraph (APLC) for two example LWE cases drawn
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Figure 4.1:Typical example of the LWE phenomenon, based on on-sky measurements made with the
ZELDA wavefront sensor. Left: Parametrised PTT wavefront model based on a single ZELDA phase
measurement. Right: The aberrated PSF corresponding to this LWE wavefront map, simulated at a
wavelength of 1.536 µm. The PSF displays three notable side-lobes at the location of the first Airy
ring (2.5 λ/D), which correspond to the differential tip-tilt components seen across individual pupil
segments in the aberrating phase map.
from the SPHERE user manual (ESO 2016), using a Fourier propagationmodel of the
three-plane coronagraph system described in Guerri et al. (2011). It can be seen that
diffraction-limited simulations (black curve, main panel) predict a raw contrast ratio
of significantly better than 10−4 between 2-4 λ/D, however this is not representative of
real systems containing sources of non-common path error (NCPE). In order to pro-
vide a more realistic performance estimate, each PSF in Fig. 4.2 (and the correspond-
ing green, blue, and red curves in the lower panel) includes the incoherent average
of 100 random realisations of low-order, low-amplitude wavefront aberrations. These
low-order wavefronts are created by drawing random Zernike mode coefficients, with
the resulting phase maps then spatially filtered in the Fourier domain to have a 1/ f 2
decreasing spatial power spectrum often used to model NCPEs (Sauvage et al. 2007;
Lamb et al. 2016). These are then scaled to have a 30 nm root-mean-square (RMS)
error, representative of the calibration accuracy achieved in SPHERE after baseline
NCPE calibration routines (Fusco et al. 2014). From this it can be seen that for a typ-
ical LWE amplitude of 600 nm PVE there is an increase in off-axis transmission of
the central source of an order of magnitude with respect to the NCPE-limited case be-
tween 2-4 λ/D. This alone would result in a factor of three increase in photon noise in
the final reduced image at these angular separations, notwithstanding the inevitable
impact of speckle variability due to a quasi-static LWE on the ultimate achievable con-
trast.
The current working hypothesis is that the LWE is caused by slow laminar airflow
across the deep but narrow VLT M2 support spiders, which allows time for signifi-
cant thermal exchange to occur (Sauvage et al. 2015). This results in sharp tempera-
ture changes and hence variations in the optical path depth of the air column across
the width of each spider, thus generating discontinuities in phase such as that illus-
trated in the left-hand panel of Fig. 4.1. This optical path depth hypothesis is sup-
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Figure 4.2: Simulated performance of the SPHERE APLC in the presence of various LWE models
and low-order wavefront error, for an observing wavelength of 1.536 µm. Left image column: LWE-
free PSFs containing only 30 nm RMS of low-order aberrations with a 1/ f 2 spatial power spectrum,
incoherently averaged over 100 random realisations. Centre column: a typical three-lobed LWE model
(600 nm PVE) identical to Fig. 4.1. Right column: an extreme LWE with wavefront similar to a four-
quadrant phase mask pattern (600 nm piston on two opposite VLT pupil quadrants). Top image row:
non-coronagraphic PSFs, including image Strehl ratio with respect to the diffraction-limited case.
Bottom image row: Corresponding on-axis coronagraphic PSFs. Main figure panel: Radial average
contrast curves of each post-APLC PSF, with shading denoting the 1σ upper and lower bounds on
azimuthal variation. Diffraction-limited performance in the absence of all aberration is shown by the
black curve for comparison purposes.
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ported by ESO simulations (Sauvage et al. 2016), which can reproduce the strength
and overall morphology of the various wavefronts associated with the effect under
realistic dome conditions. These characteristic wavefronts are however not seen in ei-
ther SAXO Shack-Hartmann wavefront sensor (SH-WFS) data or in the deformable
mirror (DM) actuator voltages during on-sky operation when the effect is present.
This implies that the AO system is at best blind to this class of wavefront error, and
at worst may be partially responsible for creating the effect due to unreliable sensing
of phase discontinuities near the spiders. For this reason a complete understanding
of the LWE, and other instances of the island effect, remains an active area of investi-
gation with potentially significant implications for the design of future high-contrast
imaging instruments.
Attempts to eliminate the LWE phenomenon via dynamic control of telescope
dome conditions (including increased ventilation, temperature control, and telescope
pointing with respect to the prevailing wind direction) or manipulation of the AO
closed-loop parameters have so far proved unsuccessful in reducing the strength or oc-
currence rates of the effect. Current efforts are ongoing to improve the thermal prop-
erties of the spiders by directly applying coatings with improved near-infrared (NIR)
emissivity (M. Kasper, private communication, 2016), which if successful would allow
the structure to better remain in thermal equilibrium with the surrounding air and
thereby prevent phase discontinuities from arising. Another approach is to directly
sense and compensate the LWE wavefront in real-time by introducing an additional
wavefront correction loop into the SPHERE instrument: the ZELDAwavefront sensor
has been shown to be an accurate truth sensor for the LWE during trials at the VLT in
2016, however until an upgrade to the SPHERE instrument can be performed ZELDA
must convert the IRDIS focal plane into a pupil-plane sensor, preventing it from being
used simultaneously with NIR science observations.
This paper proposes an immediately implementable solution to directly sense and
compensate the LWE, by using phase diversity techniques to turn the existing dif-
ferential tip-tilt sensor (DTTS) camera, used for centring the stellar PSF on the NIR
coronagraph (Baudoz et al. 2010), into a focal-plane wavefront sensor. This is an at-
tractive solution as it requires no additional hardware ormodification to the operation
of existing SPHERE subsystems, as the correction commandsmay be applied as refer-
ence slope offsets to the main SAXO SH-WFS and therefore should be able to operate
in parallel with the atmospheric XAO loop without conflict. For this task we propose
the Fast & Furious (F&F) modified sequential phase diversity algorithm (Keller et al.
2012; Korkiakoski et al. 2014), so named because it uses a simplified model of the
imaging system to obtain an analytical, computationally efficient phase reconstruc-
tion procedure (see Sect. 4.2.1 for details). F&F is also capable of using its own phase
correction update cycle to provide the necessary phase diversity for complete focal-
plane wavefront retrieval. This is in contrast to the majority of phase diversity ap-
proaches (Gonsalves 2001; Sauvage et al. 2007; Lamb et al. 2016), which require the
periodic application of large controlled probe phases in order to reconstruct the aber-
rating wavefront. By eliminating this requirement, F&F has the major advantage of
being able to run continuously in closed-loop without degrading or interrupting sci-
ence observations, enabling continuous real-time wavefront control.
Fast & Furious has been successfully tested in proof-of-concept simulations under
imaging conditions emulating the SPHEREDTTS (Wilby et al. 2016b) and in a general
laboratory environment not specific to the LWE (Korkiakoski et al. 2012; Korkiakoski
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et al. 2014). While these preliminary simulations indicated that the algorithm should
be robust against operating with the DTTS camera, before this solutionmay be imple-
mented on-sky it is essential to verify that this performance is reflected in an appro-
priate laboratory environment. In this paper we therefore present the results of LWE-
specific lab testing using the Marseille Imaging Testbed for HIgh Contrast (MITHIC,
Vigan et al. 2016b), located at the Laboratoire d’Astrophysique de Marseille (LAM),
the results of which are combined with improved closed-loop simulations to evaluate
the potential performance of F&F on-sky in SPHERE at the VLT.
This paper is divided into the following sections: Sect. 4.2 outlines the principle of
the F&F algorithm and presents details of both the MITHIC test-bench environment
and supporting simulation tools. Sect. 4.3 presents the main laboratory closed-loop
results and compares these to simulated performance predictions, and investigates
the stability of F&F at extremely low image signal-to-noise ratio (S/N). The limiting
factors and lessons learned from this investigation are discussed in Sect. 4.4, and final
conclusions are drawn in Sect. 4.5.
4.2 Methodology
4.2.1 The Fast & Furious algorithm
The F&F algorithm refers to a sequential phase diversity technique based on Gon-
salves (2002), which has been extended to improve dynamic range and stability. It
is capable of performing real-time wavefront phase retrieval when provided with a
time-series of non-coronagraphic, narrowband focal-plane images and knowledge of
the frame-to-frame phase commands applied by deformable elements in the system.
Wavefront reconstruction is achieved by solving an analytical approximation to the
stellar PSF in terms of the even and odd focal-plane intensity distributions, corre-
sponding to the Fourier symmetries of the wavefront to be sensed. Phase diversity
information is used only to break a sign ambiguity associated with calculating the
even wavefront, which is most effectively provided by the phase correction command
from the preceding iteration of F&F. This has the major advantage that the sequential
phase diversity process continually improves wavefront quality, allowing it to operate
in parallel with continuous science observations. The algorithm is also highly com-
putationally efficient, requiring only a single complex Fourier transform per iteration
plus a small number of linear operations on image data. The correction cadence of
F&F will therefore be limited by the imaging camera readout frequency in most prac-
tical applications, whereas other phase diversity approaches are limited by the (sig-
nificantly lower) frequency of phase probe injection. Unlike classical phase diversity
however, F&F is not capable of performing one-shot phase retrieval andmust be oper-
ated in closed-loop for full wavefront compensation. Despite this it is always possible
to reconstruct the odd wavefront component from any single PSF image, and with an
appropriate choice of initial conditions it is almost always possible to achieve a sys-
tematic improvement in wavefront quality even on the first iteration.
A full derivation and analysis of the numerical properties of the F&F algorithm
can be found in Keller et al. (2012) and Korkiakoski et al. (2014); a summary of the
key equations necessary to implement the algorithm is presented here for reference.
In the following description capitalised variables are used to denote two-dimensional
pupil-plane quantities and lower-case variables denote two-dimensional focal-plane
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quantities, unless otherwise noted. The PSF p = |F [AeiΦ]|2 of an aberrated stellar
image may be Taylor expanded to second order as a function of the even and odd
focal-plane electric fields as
p ≈ S a2 + 2a(ia ∗ ϕo) + (ia ∗ ϕo)2 + (a ∗ ϕe)2, (4.1)
where a = F [A] is the complex Fourier transform of the telescope aperture function A,
which is assumed to be real and symmetric, while ϕo = F [Φo] and ϕe = F [Φe] are the
complex Fourier transforms of the odd and even components of the wavefront phase
map Φ, with Φo = −ΦTo and Φe = ΦTe , such that Φ = Φo +Φe. The scalar normalisation
factor S = (1−σ2ϕ) is approximately equal to the Strehl ratio of the most recent image,
where σ2ϕ is the total wavefront variance: this is effectively the first-order Taylor ex-
pansion of the Maréchal approximation (Roberts et al. 2004). Here F is the Fourier
transform operator, and ∗ is the convolution operator. This formulation takes advan-
tage of the enforced symmetry properties of all pupil-plane quantities to simplify the
expressions, and to remain consistent with the symmetry properties of the complex
Fourier transform.
The expression above may be more conveniently expressed by defining the odd
and even focal-plane fields as the two real quantities
y = iF [AΦo] = (ia ∗ ϕo), and (4.2)
v = F [AΦe] = (a ∗ ϕe), (4.3)
leading to analytical solutions for the complete odd field and the absolute value of the
even field, by separating Eq. 4.1 according to symmetry and solving. This yields
y = apo/(2a2 + ϵ), and (4.4)
|v| =
√
|pe − (S a2 + y2)|, (4.5)
where po and pe are the odd and even components of p by direct analogy with Φo and
Φe. Here the scalar ϵ parameter is introduced as a method of regularisation for pixels
where a tends towards zero, which is typically set to a factor of ten above the noise
threshold in the image sequence.
In order to estimate the signs of the even focal-plane field, it is necessary to intro-
duce a second PSF image which differs from the first by a known phase offsetΦd, such
that
p1 = S a2 + 2ay + y2 + v2, and (4.6)
p2 = S a2 + 2a(y+ yd) + (y+ yd)2 + (v+ vd)2, (4.7)
where vd and yd correspond to this additional phase diversity between frames by anal-
ogy with Eqs. 4.2 & 4.3. Solving for v yields an independent expression in terms of the
even components of each PSF, p1e and p2e, however this solution is extremely prone
to noise due to the subtraction of two similar PSFs. It is therefore significantly more
robust to take only the signs of this estimate,
sign(v) = sign
 p2e − p1e − (v2d + y2d + 2yyd)
2vd
 , (4.8)
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and combine these with the magnitude |v| computed from Eq. 4.5.
The final estimate of the wavefront phase may then be reconstructed via a single
complex inverse Fourier transform, by taking into account the symmetries of the odd
and even focal-plane fields to give
AΦ = F −1[sign(v)|v| − iy]. (4.9)
This estimatemay then be applied using awavefront correcting element, which in turn
becomes the new phase diversity Φd for the next iteration. Since sign(v) is undefined
on the first iteration where phase diversity information is not available, it is optimal
in the case of small wavefront aberrations to choose sign(v0) = sign(F [A]).
Key assumptions made implicitly by F&F include the use of a symmetric tele-
scope pupil function, the presence of phase-only aberrations and a monochromatic
light source. An improved version of the algorithm dubbed FF-GS, which includes
Gerchberg-Saxton style iterative steps, has been developed (Korkiakoski et al. 2014)
which can overcome these first two limitations by also enabling amplitude retrieval.
It was not however found to be necessary to implement FF-GS in this work, due to the
near-symmetric SPHERE pupil generating only small systematic reconstruction er-
rors whichmay be removed by spatial filtering, therefore not warranting the increased
complexity and lower stability of FF-GS compared to F&F alone.
4.2.2 Implementing F&F in SPHERE-like simulations
The first step towards using F&F as a LWE-compensator for SPHERE is to simulate
as closely as possible the observing conditions of the DTTS camera, and verify that the
algorithm is both efficient at eliminating LWE wavefronts and stable during contin-
uous operation in the absence of the effect. The DTTS Hawaii I camera is capable of
operating at high frame-rates (1 Hz - 1 kHz) with only a 32×32 pixel field of view at 3.5
pixels per λ/D sampling, with images stacked to provide tip-tilt correction at a cadence
of 1 Hz. This is operated at a wavelength of 1.536 µm (H-band) with a 3% bandwidth
and is situated behind a 2% beam-splitter to avoid unnecessary science throughput
losses, hence DTTS images normally have low S/N. F&Fmust therefore first and fore-
most be robust against dominant detector noises sources and a limited image size.
Other considerations include the presence of amplitude variations, most notably the
presence of the SPHERE NIR coronagraph amplitude apodiser (located upstream of
the DTTS beam-splitter) and pupil rotation, but also errors in representing wavefront
control commands due to fitting errors associated with a finite DM resolution, as well
as systematic errors in applying reference offsets on an existing AO loop.
A dedicated python simulation package has been developed for the purpose of
validating F&F under SPHERE-like conditions, which is also used throughout this
work. This code is capable of generating realistic DTTS-like image sequences using
an XAO-corrected turbulence phase-screen simulator and quasi-static NCPE model
with appropriate coherence timescale and spatial power spectrum, with photon and
detector noise sources added to achieve the desired S/N. A comprehensive overview of
the main code features is provided in Wilby et al. (2016b), which also reported initial
simulation results demonstrating that F&F should be capable of providing significant
and robust improvements in wavefront quality for the case of the LWE. The key steps
used in this implementation F&F are described below, which also apply to the code
used for MITHIC laboratory testing (see Sect. 4.2.3).
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As part of the preliminary data reduction step, a windowing function was applied
to images in order to suppress pixel-to-pixel noise by removing the high spatial fre-
quencies containing no retrievable wavefront information. This took the form of a
radial sigmoid low-pass spatial filter, with a radial cut-off determined by image S/N:
this step is described further in Sect. 4.3.2. Two consecutive images p1 and p2 were
then used along with the appropriate phase diversity command Φd to calculate the
F&F phase reconstruction AΦ, as described by Eqs. 4.4, 4.5, 4.8 & 4.9. The maximum
spatial frequency which can be controlled by F&F is ultimately set by the field-of-view
(FOV) of the input images, and the Fourier transform operation must be constructed
so as to ensure that the reference field a has both the same focal-plane sampling as the
input images and at least the same FOV. This may be achieved by using a discrete fast
Fourier transform (FFT) operation with an appropriately zero-padded aperture func-
tion A, but to fully optimise the algorithm a non-FFT based method such as the semi-
analytical approach described in Soummer et al. (2007b) should be used. This allows
for an arbitrary focal-plane sampling and FOVwhilst computing AΦ at an appropriate
resolution for the deformable element being used, therebymaximising computational
speed.
In order to further suppress pixel-to-pixel noise and systematic artefacts asso-
ciated with asymmetric pupil features (such as spiders), the raw F&F wavefront es-
timates were projected onto a low-order modal correction basis, which can also be
customised to constrain the degrees of freedom that F&F is able to control. The most
appropriate modal correction basis to use given the current model of LWE wavefront
morphology is a segmented basis consisting of independent PTT components for each
VLT pupil quadrant, although Zernike or disk harmonic modes are less sensitive to
specific pupil orientation andwould also allowF&F to correct additional errors includ-
ing NCPEs. Finally, the resulting phase maps were spatially filtered with a Gaussian
kernel to approximate the limited spatial frequency response of the 41 × 41 actuator
SPHERE DM. For simplicity it was assumed that these final filtered wavefront esti-
mates could be applied accurately on the DM via reference offsets to the zero points
of the main SAXO AO loop. Wavefront corrections were therefore directly applied on
the (simulated) deformable element throughout this work. This assumption is encour-
aged by successful preliminary testing of the SPHERE DM response to piston offset
commands (Sauvage et al. 2016), but an end-to-end simulation involving the SPHERE
filtered SH-WFS and DM interaction matrix is beyond the scope of this paper.
More detailed and diagrammatic explanations of F&F wavefront correction loop
architectures can be found in Korkiakoski et al. (2014) and Wilby et al. (2016b). The
code implementation described in the latter paper has since been enhanced to ex-
plore additional considerations for SPHEREperformance, with the capability to apply
both systematic and random temporal variations in the gain of individual DM actua-
tors (and hence imperfect reproduction of F&F phase estimates), the capacity to add
additional amplitude aberrations and pupil rotation, a more realistic spatial filtering
window function for atmospheric phase-screen generation, and a 1/ f 2 filtered spatial
power spectrum of injected NCPEs. This allows an extension of the already published
simulation results, especially for addressing the impact of factors such as amplitude
aberrations or reconstruction errors when applying F&F update commands through
a real AO system.
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4.2.3 Laboratory verification of F&F on the MITHIC bench
In order to verifywhether the simulation package discussed above is accurate in its im-
plementation of F&F and in its treatment of the most important factors for on-sky ob-
servation, we performed closed-loop tests with the MITHIC high-contrast testbench
at LAM (Vigan et al. 2016b). The F&F code package was implemented on the bench as
described in the previous sub-section and executed for a number of controlled conver-
gence tests, with variable parameters including the amplitude and type of wavefront
error, image FOV, pupil apodisation, and image S/N. Each set of laboratory conditions
was also run through an equivalent closed-loop simulation to provide a direct means
of comparison between the two approaches. The various parameters and results of
these tests are listed in Table 4.1, and are discussed in detail in Sect. 4.3.1.
The MITHIC bench operates at visible wavelengths (677 nm) and is optimised
for high-contrast coronagraphic imaging using the Roddier and Roddier phase mask
coronagraph (Roddier & Roddier 1997; N’Diaye et al. 2011), with the capability for
pupil-planewavefrontmeasurement provided by Shack-Hartmann and ZELDAwave-
front sensors, in addition to the COFFEE coronagraphic phase diversity estimator
(Paul et al. 2014a) for focal-plane NCPE control. Figure 4.3 illustrates the optical lay-
out of the bench as was used for this investigation, which is similar to that described in
Paul et al. (2014a). A newly-installed phase-screen turbulence simulator (Vigan et al.
2016b) can be used to inject either single layer dynamic turbulence or a variety of
static wavefront error patterns into the beam, including a LWE aberration with the
samemorphology as in Fig. 4.1 and an estimated amplitude of 98 nm PVE.Wavefront
control was achieved using a Hamamatsu liquid-crystal-on-silicon spatial light mod-
ulator (LCOS-SLM), which is situated behind a beam-splitter in a face-on reflective
configuration and samples the re-imaged pupil with 273 pixels across the diameter.
The CoolSnap HQ2 1392 × 1040 pixel interline CCD camera was used for final focal-
plane imaging, sampling the final PSF at 9.6 pixels per λ/D. For this work the camera
was used in non-coronagraphic imaging mode, with the images numerically binned
to a resolution of 3.3 pixels per λ/D and cropped to a 32× 32 pixel FOV, matching the
default imaging parameters of the DTTS. The PSF S/N was adjusted by varying the
laser input power for a fixed exposure time of 1 ms, and was calculated based on the
central image pixel with respect to the background noise floor.
In the absence of artificially injected sources of wavefront error, the MITHIC
bench was measured by the HASO-3 SH-WFS to contain 96 nm RMS of astigmatism-
dominated low-order static error, due to optical mis-alignments. After wavefront flat-
tening using the SLM it was estimated that residual aberrations were reduced to the
level of 10 nm RMS, with the imaging camera PSF displaying four consecutive unbro-
ken Airy rings. This phase correction was then manually applied as a flat wavefront
command using the SLM during this investigation, ensuring that injected aberrations
comprised the vastmajority of totalwavefront error in the system for closed-loop tests.
A weak amplitude apodiser was included in the setup for a small subset of tests,
inserted in the pupil shortly after the SLM in both an on-axis and off-axis position as
shown in Fig. 4.4 in order to test the response of F&F to amplitude effects. During
most SPHERE coronagraphic observations the DTTS imaging path also includes the
strong APLC apodiser shown in black in Fig. 4.4, but a similar apodiser was not avail-
able inMITHIC for these tests. This is not in itself a concern for F&F performance: the
radial amplitude function of the APLC apodiser is completely symmetric, allowing it
















Control PC(Manual file transfer)
Figure 4.3: Schematic of the MITHIC bench configuration used for this investigation. The spatial
light modulator (SLM) is placed in a face-on reflective configuration via a double pass through a beam-
splitter. Images taken via the CoolSnap camera GUI were manually transferred from the imaging PC
to the SLM control PC via a separate LAM server, before performing F&F wavefront reconstruction
as described in Sect. 4.2.2 and applying the new wavefront commands on the SLM via a custom
GUI. Each closed-loop iteration of F&F typically took between 30 s and a minute to complete, of
which the F&F code runtime was a negligible fraction. The HASO SH-WFS was used only for the
pre-compensation of MITHIC bench alignment errors and was not operated during F&F closed-loop
tests. The turbulence phase screen was aligned either on the static LWE pattern or a clear aperture,
and was not used to simulate dynamical turbulence.
































SPHERE On-axis MITHIC Off-axis MITHIC
Figure 4.4: Throughput images (top panels) and radial transmission profiles (lower panel) of the
amplitude apodisers relevant to this investigation. Top row, from left: SPHERE APLC apodiser model
of Guerri et al. (2011), and pupil-imaging measurements of the on-axis and off-axis transmission
(respectively) of the weak MITHIC bench apodiser. Lower panel: Dark lines denote the mean radial
throughput curve of each transmission profile, with shading illustrating the maximum and minimum
bounds in the azimuthal direction.
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point for F&F wavefront reconstruction, without violating any of the assumptions on
pupil geometrymade in Sect. 4.2.1. The important consideration which is investigated
here is whether the stability of F&F is limited by unknown amplitude errors, for ex-
ample due to optical mis-alignments or errors in the pupil model used for F&F. The
MITHIC apodiser pupil functions were therefore not provided to F&F when generat-
ing the reference field a for these tests, which instead used a uniform circular aperture
matched to the MITHIC beam.
Due to the practicalities of using separate GUI interfaces for imaging and SLM
control, coupled with the non-networked computing architecture currently imple-
mented in MITHIC, wavefront correction could only be achieved by manually closing
the loop. This limited the number of iterations which could reasonably be performed
to a maximum of 25, due to time restrictions and risk of human error. As simulations
and previous laboratory tests of F&F indicated that stable convergence is typically
achieved in 5-6 iterations, this approach was deemed sufficient to characterise the
initial convergence behaviour and place limits on the short-term post-convergence
stability.
The limited number of closed-loop iterations, combined with the slow and irreg-
ular wavefront update frequency of manual control, also made it impractical to prop-
erly apply wavefront dynamics representative of SPHERE on-sky observations. All
injected LWE and low-order aberrations in this investigation were therefore static,
whether applied on the SLM or via static patterns on the turbulence phase screen.
Most importantly, this means that MITHIC images did not include a simulation of at-
mospheric turbulence, quasi-static NCPEs or variability of the LWE itself. However,
none of these dynamical factors were found to limit F&F performance when studied in
the prior closed-loop simulations of Wilby et al. (2016b), provided that the wavefront
correction loop can run sufficiently fast compared to the LWE coherence timescale:
this point is discussed further in Sect. 4.3.2. The lack of an incoherent atmospheric
speckle background does mean that the Strehl ratios quoted in this paper are close to
the diffraction limit, and must be scaled down by the typical H-band performance of
SAXO in order to make a comparison with expected on-sky performance.
In future it would be advantageous to fully automate the MITHIC wavefront cor-
rection loop, which would eliminate user error and allowmore thorough investigation
into the long-term closed-loop stability of focal-plane sensors, and their correction
cadence requirements under variable conditions more closely resembling on-sky ob-
servations.
4.3 Results
4.3.1 Comparison of MITHIC bench and simulation results
Figure 4.5 shows the results of the most important convergence test performed on
MITHIC, the details of which are listed in the first row of Table 4.1. This test applied
a static 319 nm PVE LWE wavefront phase pattern on the SLM, which was chosen to
provide half a wave of error at the 677 nmMITHIC laser wavelength. For the purposes
of F&F this is directly equivalent to solving a 724 nmPVELWE in theH-band, which is
close to the strongest LWE amplitudes regularly seen on-sky with SPHERE. The setup
did not contain a SPHERE aperture mask but used a clear circular pupil: regions of
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Figure 4.5:Comparison of F&F convergence behaviour between MITHIC laboratory data and equiv-
alent simulations (see Table 4.1, row 1 for details). Top panels: High-resolution, high-S/N MITHIC
focal-plane images (upper row) and corresponding residual wavefront error maps (lower row), before
and after F&F correction (first and second columns respectively). High-frequency residuals visible
in the final wavefront error map are dominated by fitting error enforced by the DM-like filtering of
wavefront corrections. Bottom panel: Plot of estimated image Strehl ratio as a function of closed-
loop iteration number, showing close agreement between a single convergence of MITHIC data (red)
and an average of ten simulations (blue), with shading denoting the 1σ limit. The two inset images
show the N = 0 and N = 25 DTTS-like input focal-plane images provided for F&F for wavefront
reconstruction.
88 Chapter 4. Laboratory verification of ‘Fast & Furious’ phase diversity
were therefore set to zero phase. In addition to the LWE, 39 nm RMS of low-order
aberrations were also applied on the SLM, with coefficients randomly drawn from
the first 19 Zernike modes. The image S/N and 32 x 32 pixel FOV were chosen to
be representative of DTTS images, and a weak on-axis apodiser was included in the
beam. Corrections were made on the SLM by first projecting the output of F&F onto
a combination of the segmented PTT mode basis and a 50-mode low-order Zernike
basis, and then spatially filtering to mimic the finite actuator influence function of the
41 × 41 actuator SAXODM. This was achieved by convolving the resulting phase map
with a Gaussian of full-width half-maximum equal to two thirds of the SAXO actuator
spacing, which is qualitatively representative of the resolution seen in reference slope
control tests by Sauvage et al. (2016). By not applying phase corrections at the full
273 × 273 pixel resolution of the Hamamatsu SLM with which the aberrating phase
was initially implemented, we mimicked the interplay between a finite resolution DM
and non-discrete upstream aberrating wavefront, thereby providing a better estimate
of the correcting power of the SPHERE DM.
The topmost image row shows initial and final PSFs taken at high S/N, showing
the clear improvement in Strehl ratio from68% to93%associatedwith the elimination
of LWE and themajority of the low-order wavefront within five closed-loop iterations.
The residual wavefront error maps show that the uncorrected wavefront error was
dominated by high-frequency components along the edges of the spiders and along
one edge of the pupil. This was a result of theDM-like spatial filtering of the correction
wavefront, and is representative of the capabilities of such an implementation on-sky.
In the bottom panel, the image Strehl ratio is directly compared for each iteration
betweenMITHIC data and an average of ten simulationsmatching the laboratory con-
ditions. Multiple simulations were run in order to place a limit on the reproducibility
of convergence under noisy conditions, with only the individual pixel-to-pixel noise
allowed to vary between realisations. This plot shows that there is an extremely close
match between predicted and obtained performance in this scenario, with very simi-
lar final Strehl ratios achieved and laboratory convergence only very slightly lagging
behind the simulated curve. It was also estimated from SH-WFS measurements dur-
ing this convergence process that there existed approximately 10 nm RMS of residual
NCPE in the system, for which F&F is in principle also capable of correcting. This
means that the laboratory implementation was dealing with additional wavefront er-
ror when compared to the simulated case, which may explain this small decrease in
convergence efficiency.
All Strehl ratios for MITHIC bench images quoted in this paper were estimated










is the ratio of encircled energies between the Airy core and first Airy ring of the given
PSF p, which provides an estimate of image quality using the regions visible above
the noise floor. As the encircled energy metric systematically over-estimates the true
Strehl ratio of MITHIC images pMITHIC by ignoring high-frequency aberrations, the
second term in Eq. 4.10 used to account for this bias using the known true Strehl ratio
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S sim and encircled energy of the simulated PSF psim of matched simulations. Such a
correction was possible due to the close consistency between laboratory and simula-
tion results, such that the correction factors could be expected to be very similar for the
two cases. This metric was chosen over more readily available metrics such as using
the SLM residual wavefront map or a reference image PSF from the MITHIC bench,
as these can be biased by factors such as residual NCPEs or intensity variations in the
system, and in practice were seen to occasionally predict Strehl ratios of greater than
one.
Table 4.1 also summarises the laboratory performance obtained with F&F in
MITHIC for a range of additional key tests, which illustrate the behaviour of the al-
gorithm under variable conditions. It can be seen that for all but the final three test
cases F&F returned the image Strehl ratio to over 90%, a gain of typically greater than
20% on the starting value. The right-most column quotes the post-convergence RMS
wavefront error, which was in most cases estimated directly from the last phase com-
mand applied on the SLM after closed-loop convergence. These RMS residuals were
found to be typically on the same order as the 10 nm RMS MITHIC bench alignment
residual after HASO pre-compensation, and agree well with the quoted Strehl ratios
through the use of the Maréchal approximation. In cases where the target wavefront
error was not injected with the SLM, such as when using the turbulence screen LWE
aberration or removing the MITHIC bench wavefront flat command, this approach
is inherently biased. For these tests the estimate of the final RMS residual was then
simply made using the Maréchal approximation with the final image Strehl ratio. For
the final three test cases, the aim was not to correct all wavefront error present in the
system but to leave specific aberrations uncorrected, in a manner which would allow
F&F to solve only LWE-like wavefronts without impacting the system NCPE budget.
These cases are discussed in more detail in bullet point 8 below, and in Sect. 4.4.
The following specific observations can bemade about the performance of F&F by
comparing the various scenarios presented in Table 4.1:
1) Field-of-view: Shrinking the square FOV available to F&F from 100 to 32 pix-
els had only a few percent impact on final PSF quality (rows 9. & 10.); this was
likely due to the removal of high-order wavefront information from the PSF
supplied to F&F.
2) Signal-to-noise: Lowering the image S/N by a factor of 16, from 6380 to 382
(rows 2 & 7), had a negligible impact on final performance in the high-S/N
regime (see Sect. 4.3.2 for a simulated treatment of low-S/N performance).
3) Choice ofmodebasis:Comparing the use of segmented PTT (row 9.) and 50-
mode Zernike (row 8.) bases shows that, as expected, Zernikes were less able
to replicate the high-frequency LWE wavefront. There is negligible difference
between a PTT-only basis and the full PTT + Zernike basis (row 7.), although
the latter is expected to perform better in the presence of additional non-LWE
aberrations, or for erroneous pupil rotation angles where the PTT basis is no
longer a good description of the LWE wavefront.
4) Using nomode basis:Comparing the 100×100 pixel FOV PTT basis test (row
10.) with a comparable test applying only Gaussian-filtered (i.e. DM-resolution)
F&F outputs without mode basis projection (row 13.) shows that using the PTT
basis actually resulted in a three percent increase in final Strehl ratio. This can

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































be attributed to the effective removal of unwanted high-frequency noise propa-
gation and pupil asymmetry systematics from the F&F output estimates by the
tailored mode basis.
5) Wavefront corrector resolution: Disabling the DM-like Gaussian spatial
filtering and applying corrections at the full resolution of the SLM had negligi-
ble impact on the final correction performance (rows 10 & 11). In this case the
maximum correctable spatial frequency was effectively set by the FOV of DTTS
images. Residual wavefront error maps show high-frequency residuals around
the locations of the spiders for filtered wavefront tests as in Fig. 4.5, however
these result in only a small amount of additional diffraction along the spiders
and hence have a low impact on Strehl ratio.
6) Pupil apodisation: A weak, on-axis pupil apodiser (row 5, and top-centre
panel of Fig. 4.4) in fact resulted in marginally better performance than the
equivalent un-apodised case (row 7.) despite F&F calculations still assuming a
uniform pupil; this is attributed to the suppression of high-order aberrations.
F&Fwas still stable in the presence of a stronger, asymmetric apodisation of the
pupil which even exhibited some vignetting (row 4, and top-right of Fig. 4.4)
when the algorithm was still not provided with the modified pupil function,
showing only a few percent loss in Strehl compared to the above cases. This
indicates that F&F is extremely stable against unknown amplitude aberrations,
and even severe pupil mis-alignments which violate the even-pupil assumption
implicit in F&F. For this particular application it is therefore unnecessary to
implement additional amplitude retrieval steps (such as the FF-GS extension
to F&F mentioned in Sect. 4.2.1) to ensure robust performance in SPHERE.
7) Source of phase aberrations: F&F was equally capable of correcting strong
aberrations from external (non-SLM) sources (row 3.) as it was for SLM-
induced aberrations (row 1.), returning both to a final estimated Strehl ratio
above 90%. This indicates a sufficiently accurate orientation, alignment, and
phase-to-voltage calibration of SLM commands was achieved for closed-loop
correction.
8) Applying referenceoffsets:Attempting tomakeF&F insensitive to PSF cen-
tre by removing global tip-tilt components in the output wavefront (row 14.) or
attempting to induce specific wavefront reference offsets by manually subtract-
ing them from the F&F output on each iteration (row 15.) resulted in unstable
convergence and were not viable methods for this implementation of F&F (see
below and Sect. 4.4 for details). Using the natural lack of sensitivity of a PTT-
only basis to low-order Zernike modes to try and correct only the LWE compo-
nent of an aberrated wavefront (row 16.) resulted in a stable convergence, how-
ever the final correction may have included some unwanted partial compensa-
tion of non-LWE errors, as the final residual RMS error of 64 nm was smaller
than the 77 nm of low-order (i.e. non-LWE) aberrations initially applied on the
SLM.
As with the main results presented in Fig. 4.5, the various test cases presented in Ta-
ble 4.1 were found to be highly representative of closed-loop simulations directly em-
ulating the conditions of each test case, indicating that F&Fwas performing very close
to the expected level in this MITHIC implementation. The predictive power of these
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simulations extends to the identification of the two key limitations so far identified
for F&F; a sensitivity to the centroid zero-point of the PSF in the image (row 14.),
and difficulty effectively converging to a non-flat wavefront via direct reference phase
map subtraction (row 15.). In both cases divergent behaviour was seen to set in within
ten iterations after an initial improvement in wavefront quality, and therefore it is
important to evaluate the underlying causes and potential solutions; this analysis is
presented in Sect. 4.4.
4.3.2 Simulated low-S/N performance of F&F
One of the most important concerns with using the SPHERE DTTS as a focal-plane
wavefront sensor is that the low throughput to the DTTS camera results in low S/N
images, especially for faint targets. The DTTS control loop is typically operated at a
cadence of 1 Hz and is designed to function down to a S/N of approximately ten, and
so F&F should also be stable under these conditions. However, any attempt to sense
LWE-like wavefronts from focal-plane images will ultimately be limited by the S/N
of the first Airy ring, which corresponds to the dominant spatial frequencies present
in this type of wavefront. This forms a significantly stronger S/N constraint than that
required for simple tip-tilt correction using the PSF core, and will by necessity limit
the efficiency of LWE correction at low S/N.
Figure 4.6 illustrates the simulated performance of F&F as a function of input im-
age S/N, at the laboratory wavelength of 677 nm for comparison withMITHIC results.
This was performed in the absence of atmospheric residuals or NCPEs, with only the
319 nm PVE LWE phase aberration (identical to that used for MITHIC bench tests)
present. Each data point shows the average final Strehl ratio and wavefront error of
ten independent simulations each of 25 iterations, such that the error bars provide an
estimate of the post-convergence frame-to-frame stability of F&F. Here all S/N val-
ues are quoted for the central pixel of the PSF, and in all simulations a constant value
of ϵ = 10−3 was used for wavefront reconstruction. It can be seen from the red (up-
per) data points that the algorithm is stable over the entire range of S/N values, and
still makes some statistical improvement to the wavefront quality even at the min-
imum S/N of five. Above this the residual wavefront error declines logarithmically,
and Strehl ratios of greater than 95% are achieved for S/N greater than 100. The blue
(lower) residual RMSwavefront error data points also provide a useful estimate of the
S/N-limited sensitivity of this implementation of F&F to low-amplitude aberrations.
This curve is consistent with the equivalent MITHIC test result (row 2 of Table 4.1),
which for an image S/N of 382 achieved 20 nm of residual RMS error. This is equiva-
lent to a sensitivity limit of 45 nm RMS in the H-band, since F&F operates in radians
and so performance can be expected to scale linearly with wavelength.
Such robust performance at low S/N was only possible with the use of an adap-
tive focal-plane spatial filter to attenuate pixel-to-pixel noise. This filter modifies the
input DTTS PSF p by smoothly replacing noise-dominated pixels with the reference
(diffraction-limited) PSF |a|2, such that F&F sees the higher spatial frequencies as per-
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Figure 4.6: Simulated convergence quality of F&F as a function of image S/N, for half-wave (319 nm)
PVE LWE at a wavelength of 677 nm. Upper image row: Initial DTTS images at specific S/N, showing
increasing visibility of the aberrated first Airy ring. Lower image row: Final noiseless images after
25 F&F iterations, showing a corresponding improvement in final PSF quality. Main panel: Plot of
final Strehl ratio (red) and residual RMS wavefront error (blue) as a function of initial S/N. Each
point is the average of ten simulations. The black horizontal line denotes both the starting Strehl
ratio and wavefront error RMS, of 74% and 59 nm respectively. The shaded red line shows the Strehl
ratio behaviour for F&F using the full 32 × 32 pixel DTTS image as input (i.e. without an adaptive
spatial filter), with the shaded region below S/N = 20 denoting the region where this implementation
diverges.
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defined by





is a radial sigmoid windowing function with a critical cut-off radius of rc. This critical
radius is defined to be the point at which the local maxima of the diffraction-limited
PSF first drop below a critical S/N of 2.5, which in this instance was found to be an ac-
ceptable balance between rejecting noise and preserving wavefront information in the
image. It may be possible to further improve the performance of this filter by optimis-
ing the functional form for w(r), for instance by using the generalised logistic function.
A detailed investigation is however beyond the scope of this paper.
For comparison, the red shaded curve shows the natural behaviour of F&F in the
absence of an appropriate spatial filter, using the full noisy 32 × 32 pixel FOV as the
input. In this case the pixel-to-pixel noise at high spatial frequencies is directly prop-
agated into strong modal noise in the final correction, resulting in a rapid divergence
in wavefront quality below a S/N of 20. With spatial filtering applied it can be seen
that the algorithm instead ‘fails gracefully’, simply correcting less of the aberrating
wavefront as the corresponding spatial frequencies fall below the image noise thresh-
old. This improved approach also achieves a final post-convergence wavefront quality
of better than 40 nm RMS and stability of better than 20 nm RMS 1σ jitter for all
but the lowest S/N values, which can most likely still be improved by more careful
optimisation of the adaptive spatial filter profile and cut-off radii as a function of S/N.
For any given observing conditions it should also be possible to further improve
F&F performance by stacking individual 1 s DTTS frames for a longer effective expo-
sure and hence higher S/N, provided that the correction cadence remains significantly
shorter than the variability timescale of the LWE. A recent study of the morphology
and temporal evolution of the LWE as seen by the SPHERE-IRDIS subsystem (J.F.
Sauvage, ESO, private communication, 2017) concluded that under typical conditions
(1 m/s wind speed, average LWE of 600 nm PVE, 10 Hz imaging cadence) the ma-
jority of the LWE-related structures were coherent on timescales of longer than 10 s,
although some small amount of short-termvariabilitywas also observed. Frame stack-
ing up to this 10 s thresholdwould facilitate an additional S/Nboost of a factor of three,
which even for a faint target with a 1 s exposure image S/N of ten would return image
S/N to the regime in Fig. 4.6 where we can expect final corrected Strehl ratios of 90%
or greater, corresponding to the removal of the majority of low-frequency LWE error
and a significant reduction of spider diffraction effects. In general however, it is ad-
vantageous to sense and correct at least ten times faster than the shortest wavefront
coherence timescale of interest. This means that F&F will most likely perform better
when operated at the fastest cadence (i.e. with the lowest image S/N) which can be ex-
pected from Fig. 4.6 to provide sufficiently good correction for any given application.
4.4 Discussion
It is important to discuss the two key limiting factors identified in F&F, which are
found both in simulations and MITHIC lab tests as mentioned in Sect. 4.3.1. The first
of these is sensitivity to the centroid location of the image PSF: the tip-tilt zero-point
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to which F&F will try to converge is set by the centroid location of the reference PSF
|a|2 =
∣∣∣F [A]∣∣∣2, and so the algorithm naturally attempts to apply global tip-tilt correc-
tions if the image centroid differs from this reference.While this tip-tilt correctionwas
observed to be robust up to a dynamic range of approximately 1 radian, it raises the
potential for loop conflict if the F&F zero-point differs from that of the main tip-tilt
sensing loop for which the DTTS is primarily used, or if frame-to-frame DTTS tip-tilt
correction residuals approach 1 radian. It is therefore desirable to make F&F com-
pletely insensitive to tip-tilt error, for which the naïve approach is to directly subtract
any measured global tip-tilt components from the output wavefront estimate. How-
ever, this approach only results in the build-up of differential tip-tilt between individ-
ual VLT pupil segments and a slow divergence of wavefront quality over time. This is
because F&F is not a perfect one-shot phase reconstructor: the exact tilts measured
across each pupil segment tend to differ slightly from the global gradient, with the
residual between the two still included in the wavefront correction command. As F&F
is still sensitive to the subtracted global tip-tilt error on each subsequent iteration,
this residual differential tip-tilt map is re-applied on each iteration and thus builds
up steadily over over time. The DTTS image can always be re-centred to pixel preci-
sion by shifting the image array (in this case corresponding to a precision of 0.3 λ/D)
to somewhat limit the extent of this centroiding issue, however the best approach is
instead to ensure that the reference PSF p0 is constructed to exactly match the zero
point of the DTTS to sub-pixel accuracy, thereby ensuring that there are no conflicts
between the two correction loops.
The other outstanding issue associated with tip-tilt control is whether a stable,
converged F&F control loop adds any additional positional jitter to the PSF, and
whether this remains within the specifications of the SPHERE design requirements
for coronagraph centring. This was investigated on the MITHIC bench for the main
25-iteration convergence test, previously presented in Fig. 4.5 and row 1 in Table 4.1.
The absolute deviation of the PSF centroid from its mean location at 3.3 pixels per
λ/D focal-plane sampling is shown for all frames in Fig. 4.7, comparing F&F control
with a short reference image sequence at the same cadence, containing only the nat-
ural bench image jitter without an active control loop. This shows that F&F achieved
sub-DTTS pixel stability with an RMS of one tenth of a pixel, equivalent to 0.03 λ/D
and hence 1.2mas on-sky for SPHERE, only slightly higher the natural bench jitter of
0.02 λ/D (0.8 mas). It is likely that this result was dominated by normal thermal and
mechanical fluctuations in the MITHIC optical path, given the low temporal band-
width of the manual F&F control loop and the lack of any other form of active PSF
centring control. The on-sky positional stability of SPHERE on the other hand is dom-
inated by the telescope high-frequency vibration environment, with a target of 3 mas
(0.07 λ/D) RMS required for baseline coronagraph operation (Fusco et al. 2016). If
it may be assumed that F&F would add the same amount of additional jitter as was
seen in MITHIC, this would constitute only a few percent of the total error budget.
Due however to the fact that F&F would contribute at frequencies between 0.1-10 Hz
depending on correction cadence (which is significantly slower than the 10-100 Hz
vibrations limiting SPHERE stability), a more detailed investigation would be needed
to determine its exact impact on the SPHERE vibrational error budget.
The second known limitation is in attempting to force F&F to converge to a spe-
cific non-flat wavefront, which is in general a useful feature enabling the application
of controlled reference wavefront offsets. In this case, the differential optical path be-
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F&F Post-Correction: 0.1 ± 0.05 px
Reference Images: 0.07 ± 0.02 px
Figure 4.7: Impact of closed-loop F&F correction on the tip-tilt stability of the MITHIC bench.
Main panel: Measured radial offsets from the mean PSF centroid location as a function of iteration
number, for the headline MITHIC F&F convergence test of Fig. 4.5 (blue) and a set of reference
images containing only natural MITHIC bench image jitter (red). F&F convergence is taken to be
achieved after five iterations. Inset panels: The central 0.3 λ/D pixels of the mean reference image
(left) and the F&F-corrected image (right) respectively, each over-plotted with the centroid data used
to compute jitter estimates. Dashed cross-hairs show the mean PSF centroid for each dataset, showing
that F&F applies a systematic sub-pixel offset to align the PSF with its internal reference zero-point.
tween the DTTS and IRDIS focal planes is known to contain 20 nm of static focus er-
ror plus some additional higher order NCPEs, which ideally should not be introduced
into the science beam by a DTTS-based WFS. While it was found in simulations that
the most straightforward approach of subtracting the fixed reference offset from the
F&F output wavefront on each iteration is stable in the noiseless case, under realis-
tic conditions the ϵ regularisation parameter in Eq. 4.5 (which is typically chosen to
be comparable to the image noise floor) results in a systematic underestimation of
the even wavefront. As for the case of the global tip-tilt drift phenomenon described
above, this results in the injection of the residual between the sensed and true off-
set phase map on each iteration, resulting in the divergent behaviour seen in row 14
of Table 4.1. While it is possible to systematically ignore specific modes entirely (for
example focus or astigmatism) by subtracting the measured coefficient of that mode
from the raw F&F output wavefront before final mode basis projection, it is unclear
how this would affect the efficiency of LWE correction: the segmented PTT basis is
not fully orthogonal to such Zernike modes, and astigmatism in particular is typically
present in the LWE wavefronts we wish to correct.
Attempts to modify the F&F algorithm itself to properly treat reference offsets
are ongoing, however this is made challenging by the fact that the simplifying as-
sumption of a real, even pupil function necessary for an analytical solution also pre-
vents direct modification of the target PSF to include reference phase aberrations, i.e.
a = F [A] → F [Aeiϕre f ]. This is because a number of terms in the original Taylor ex-
pansion of the PSF which correspond to non-even and complex aperture terms are
deliberately neglected from the derivation before arriving at Eq. 4.1 in order to obtain
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an analytical solution for the focal plane fields. Because these neglected terms now
become significant, such a substitution for a is no longer valid. A generalised version
of F&F capable of arbitrary wavefront reference offsets would also be of great interest
for operation with coronagraphic images, especially the apodising phase plate (APP)
coronagraph (Kenworthy et al. 2010c; Snik et al. 2012; Otten et al. 2017). However,
given the low level of NCPEs in the SPHERE case of interest there would be a mini-
mal impact on science image Strehl ratio associated with allowing free convergence to
the DTTS focal-plane: the small degradation in image quality is expected to be vastly
outweighed by the gain in raw contrast performance from controlling the LWE. In
high-S/N environments, it would also be expected that using F&F to stabilise NCPEs
up to the NIR coronagraph with a general Zernike mode basis would also provide an
improvement in final high-contrast imaging performance despite inducing 20 nm of
static focus error into the science beam.
The results presented in this paper are somewhat idealistic in that they assume the
XAO system is composed of the sole DM component to which the output phase com-
mands from F&F can be accurately implemented via phase conjugation. In reality,
correction must be achieved by modifying reference slope offsets on the SAXO SH-
WFS during operation of the main XAO sensing and correction loop. In addition to
the potential for control loop conflicts, it is currently unknown how this approach will
filter the high spatial frequencies present in the LWEwavefront, and at what point the
finite dynamic range of the SH-WFS will limit the correction of high-amplitude LWE
cases. The remaining stroke on the SAXO DM during closed-loop operation will also
determine how effectively the highest amplitude LWE cases can be corrected. For ex-
ample, an 800 nm PVE LWE would constitute 11% of the total ±3.5 µm SPHERE DM
stroke and 26% of the ±1.2 µm inter-actuator stroke (Fusco et al. 2006). Since the
LWE occurs under good seeing conditions where there is less strain on the AO sys-
tem, it is likely that almost all LWE cases would see significant improvement before
being limited by DM saturation. Due to the complicating factors listed here, apply-
ing any form of focal-plane wavefront control using the SPHERE DM and SH-WFS is
clearly still an important area to be addressed, and may require the development of
a dedicated control scheme. However, initial tests have been encouraging in showing
that the DM can accurately reconstruct a strong differential piston via the reference
offset approach in both open and closed loop, with the width of the phase discontinu-
ity boundary at pupil segment edges consistent with the influence function of the DM
actuators (Sauvage et al. 2016).
Altogether it is expected that with appropriate calibration the current implemen-
tation of F&F is capable of providing at least an order of magnitude of raw contrast
improvement in SPHERE coronagraphic imaging performance at 2-4λ/D in typical
LWE-affected cases for S/N greater than 20, by returning the distorted first Airy
ring to near-diffraction-limited performance (see Fig. 4.2). Additional gains may also
be made in post-processing if F&F has sufficient image S/N to stabilise quasi-static
speckle structure, allowing formore effective reference PSF subtraction or removal via
ADI or PCA-based PSF subtraction techniques. By running in continuous closed-loop
mode, on-sky performance can also be expected to be superior to that presented in
Fig. 4.6 andWilby et al. (2016b), since both this work and the previous study are con-
cerned with compensating an established LWE wavefront error. Provided that F&F is
operated above the critical cadence of ten times the variability timescale of PTT wave-
front errors as they arise. In low-S/N cases a piston-only correction loop can still be
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expected to reduce the impact of many LWE wavefronts on the coronagraphic PSF,
and is also less likely to conflict with the main AO loop as the SH-WFS is in principle
insensitive to differential piston aberrations.
4.5 Conclusions
We have demonstrated that the Fast & Furious sequential phase diversity algorithm is
capable of robustly eliminating strong LWE wavefronts in the MITHIC high-contrast
laboratory testbench environment, where it reliably returned image Strehl ratios to
better than 90% within five closed-loop iterations. This was achieved in the presence
of strong static low-order aberrations, low S/N, and small FOV images representative
of the SPHEREDTTS, but in the absence of incoherent atmospheric speckle residuals
or an active primary XAO loop, and assumed an idealised SPHERE DM response for
correction. We find no significant discrepancies between these MITHIC laboratory
results and the predictions of dedicated LWE simulation code (Wilby et al. 2016b)
designed to emulate focal-plane wavefront sensing with the DTTS sensor. Therefore,
further work carried out using this code is expected to be representative of perfor-
mance achievable with F&F on-sky with the SPHERE instrument.
Supporting simulations showed that this implementation of F&F is also stable over
the full working S/N range of the DTTS sensor down to at least S/N = 5, and is capable
of efficiently removing the dominant structures of the LWE for S/N ⩾ 20. For targets
where this condition can be satisfied for correction cadences faster than the dominant
LWE variability timescale (estimated from IRDIS observations to be longer than 10 s)
an on-sky implementation of F&F should be capable of effectively maintaining a near-
diffraction-limited PSF core under the strongest LWE conditions routinely seen by
SPHERE. Such an improvement is expected to provide at least an order of magnitude
gain in raw contrast over typical LWE-affected PSFs close to the coronagraphic inner-
working angle, greatly improving the ultimate contrast performance of the SPHERE
instrument under the best seeing conditions.
Further efforts will focus on understanding the interplay between F&F and a real-
istic AO environment, including the spatial filtering properties ofWFS reference slope
offset based control, and the potential for conflicts in amulti-control loop system. It is
also of great interest to develop a generalised version of the algorithm which is capa-
ble of converging to arbitrary non-flat reference wavefronts: in addition to providing
greater flexibility for closed-loop control, this would also allow F&F to operate directly
with many types of coronagraphic science image.
In addition to this specific application for controlling the LWE in SPHERE, the
stability and versatility of F&Fmakes the algorithm highly suitable for other real-time
focal-plane wavefront control tasks, such as NCPE correction or mirror co-phasing of
segmented telescopes, provided that narrowband image data is available at a suffi-
ciently fast cadence. With instances of the more general ‘island effect’ now being re-
peatedly seen in high-contrast instruments beyond the VLT, it is clear that focal-plane
wavefront control methods such as F&F could become increasingly essential for the
field. This will be especially important for the upcoming ELT-class telescopes, which
will feature highly segmented pupils and a large amount of obscuring support struc-
ture. It can be expected that these telescopes will be more prone to island effect and
LWE phenomena than simple four-quadrant pupil geometries, and without appro-
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priate mitigation strategies these effects may severely limit the performance of their
XAO-fed high-contrast instruments. The computational simplicity of F&F allows it
to scale efficiently to work with high-resolution deformable elements, and in princi-
ple makes it sufficiently fast for high-speed (kHz) wavefront control applications: this
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Abstract
Theuse of coronagraphic optics anddual-bandpolarimetric imaging (DPI) techniques
to remove unwanted stellar contamination from high-contrast images leads to signifi-
cant transmission losses at small angular separations. Thismakes it challenging to de-
termine whether features observed in these regions are due to intrinsic disk features
such as inner cavities, or are simply artefacts of the imaging system. This work pro-
poses two calibration approaches of differing levels of complexity, which can be used
to correct the relative photometry of circumstellar disk observations. The first uses
measurements of the radial coronagraphic extinction profile to directly normalise ob-
servations, while the second uses a full model of the imaging system to account for
non-linear effects when forward-modelling the object in question. e analyse obser-
vations of the minor planet Ceres in order to measure the extinction profile of the
SPHERE-IRDIS apodised Lyot coronagraph. From this an effectivemodel of the coro-
nagraphic imaging system is developed, which is used to calibrate polarimetric obser-
vations of the TWHydrae protoplanetary disk. We find that a four-component power
law model provides an accurate reconstruction of the observed TWHydrae signal be-
low 600mas, and confirms that the innermost gap feature below 110mas observed by
van Boekel et al. (2017) cannot result from instrumental effects alone. The results of
both calibration approaches are found to be consistent down to 75 mas, below which
point the normalisation calibration is dominated by diffracted instrumental polarisa-
tion artefacts. Observing solar system bodies such as Ceres provides a useful approach
for calibrating coronagraphic imaging systems, especiallywhen combinedwith optical
instrumentmodelling.We also find that forDPI observations, signal losses due to con-
volutional depolarisation effects are of equal importance to coronagraphic extinction,
especially between angular separations of 100-300 mas. This factor should therefore
always be accounted for before the detection of an inner disk feature is claimed.
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5.1 Introduction
High-contrast, high-resolution scattered light imaging at near-infrared (NIR) wave-
lengths has in recent years developed into an incredibly versatile tool for observing
protoplanetary disks, providing constraints on the disk morphology by allowing us
to distinguish spiral arms (e.g., Benisty et al. 2015) and rings and gaps that yield the
surface-height profile (de Boer et al. 2016; Ginski et al. 2016) and micron-scale dust
composition (Muro-Arena et al. 2018) of the scattering surface of these objects. With
ALMAnow providing comparable spatial resolution in the sub-mm, it is now also pos-
sible to use multi-wavelength studies to place strong constraints on the vertical struc-
ture and decoupling between small and large grains due to pressure traps within of
these disks (Pinilla et al. 2015), and hence build amore complete picture of the planet-
forming environment (e.g. Marino et al. 2015; de Juan Ovelar et al. 2016). Dual-band
polarimetric imaging (DPI, see e.g. Kuhn et al. 2001) has in particular become an ex-
tremely popular observing mode for scattered-light disk science. This is due to its ca-
pacity for effective starlight rejection, whilst also introducingminimal image artefacts
when comparedwith the angular differential imaging (ADI,Marois et al. 2006) family
of reduction algorithms, which tend to erase or distort extended disk signal.
Transitional disks are of particular interest for understanding the processes of disk
evolution and planet formation. These objects are classified based on the morphology
of their spectral energy distribution (SED), which displays a characteristic suppres-
sion of the disk’s infra-red excess at NIR wavelengths, indicating the absence of the
hottest dust components (e.g. Strom et al. 1989; Calvet et al. 2002; Merín et al. 2010).
This is interpreted as being caused by dust depletions, or cavities, in the inner regions
where disk material is being cleared in an inside-out fashion by radiation pressure
from the central star (Clarke et al. 2001; Alexander & Armitage 2007). This interpre-
tation has been confirmed for multiple transition disks (e.g. HD 142527 by Canovas
et al. 2013, HD 169142 by Quanz et al. 2013b, and HD 135344B by Garufi et al. 2013).
Observations of such disks have revealed a wide variety of morphological features
including multiple rings and gaps (e.g. RX J1615: de Boer et al. 2016, HD 97048:
Doucet et al. 2007; Ginski et al. 2016, and HD 141569: Biller et al. 2015; Perrot
et al. 2016); spiral structures (e.g. MWC 758: Grady et al. 2013; Benisty et al. 2015,
HD 100453: Wagner et al. 2015; Benisty et al. 2017 and HD 135344B: Muto et al.
2012; Garufi et al. 2013); and potential exoplanet accretion sites (e.g. HD 100546:
Quanz et al. 2013a, 2015; Currie et al. 2015, LkCa 15: Kraus & Ireland 2012; Sallum
et al. 2015, and most recently PDS 70: Keppler et al. 2018). It is important to un-
derstand whether such features are indeed indicators of ongoing planet formation, or
whether they can be explained by unrelated processes operating within the disk.
Since the existence of a central cavity is the hallmark of the transition process,
there is a strong incentive to probe the innermost regions of protoplanetary disks in
order to identify such features. However, a nearly all high-contrast imaging obser-
vations make use of attenuating coronagraphs to suppress on-axis starlight, which
produce distinctive but often poorly characterised signal losses in the vicinity of
the inner-working-angle (IWA1) of the instrument. Such instrumental features may
easily be mistaken for a gap or cavity if not correctly accounted for, especially in
low-inclination disks where the two can appear functionally identical. Even when
1For observations using a focal-plane coronagraph, this is commonly defined as the angular separation at
which the instrument throughput drops to 50% of the wide-angle baseline.
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analysing non-coronagraphic polarimetry data, the influence of an extended instru-
ment point-spread function (PSF) can lead to significant, non-linear erasure of disk
signal at angular separations interior to a few hundred milli-arcseconds. This “PSF
smearing” effect was originally noted in Avenhaus et al. 2014a: here we refer to it as
“convolutional depolarisation”, and discuss the effect extensively in Sec. 5.4 onwards.
It is therefore desirable to develop a general calibration approach which can ac-
curately recover the relative surface brightness of the disk as close to the IWA limit of
the imaging system as possible. In this work we investigate the various instrumental
factors which can result in artificial flux attenuation at small angular separations, with
a view to calibrating observations made with the Spectro-Polarimetric High-contrast
Exoplanet REsearch instrument (SPHERE, Beuzit et al. 2008). Particular attention
is paid to the most popular coronagraphic and polarimetric imaging modes of the In-
fraRedDual-beam Imager and Spectrograph (IRDIS) subsystem (Dohlen et al. 2008).
To this endweobtainH-band IRDIS coronagraphic observations of Ceres, in order
to measure the two-dimensional extinction profile of the SPHERE-IRDIS Apodised-
Pupil Lyot Coronagraph (ALC) for a bright, extended target of known flux distribu-
tion without the complication of stellar residuals (Sec. 5.2). The data is then used to
validate a model of the coronagraphic imaging system, which allows analysis of the
various contributions to measured flux as a function of angular separation (Sec. 5.3).
A recipe for calibrating coronagraphic disk observations is then developed and vali-
dated using the Ceres data and disk models (Sec. 5.4), which includes a discussion of
additional effects particular to DPI observations. This calibration procedure is then
demonstrated for the case of TW Hydrae (Sec. 5.5), using the coronagraphic H-band
DPI observations of van Boekel et al. (2017).
5.2 Ceres observations and data reduction
5.2.1 Observations
Calibration observations of Ceres were taken on the night of the 13th December
2016 as part of a wider effort to characterise the SPHERE NIR coronagraphic sys-
tem. These observations were performed with IRDIS in H2/H3 dual-band imaging
mode (λc = 1588.8/1667.1 nm, ∆λ = 53.1/55.6 nm), and using the N_ALC_YJH_S
apodised-pupil Lyot coronagraph (ALC) configuration. This mode is particularly use-
ful for a first calibration attempt as it is currently the most commonly used SPHERE
coronagraph for disk science observations.
At the time of observation, Ceres displayed an angular diameter of 0.6”, a V-band
magnitude of +8.3 and a phase angle of 17.6◦ (JPL horizons database, Giorgini et al.
2015). Thismakes it a perfect target for coronagraphic calibration as it provides an ex-
tended, near-uniform target without the complication of a bright central point source.
With a diameter of 0.6”, the disk of Ceres extends beyond the 0.2”-radius sphere of
influence of the ALC coronagraph, whilst still being significantly smaller than the 1.0”
angular resolution of the 40 × 40-lenslet SPHERE-SAXO Shack-Hartmann wavefront
sensor (Sauvage et al. 2014), required for the XAO system to effectively use it as a
natural guide star.
Sequences of 8 s exposures were taken in two positional configurations: firstly
with the disk of Ceres centred on the coronagraphic axis, and secondly with the target
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offset from the ALC mask to provide a non-coronagraphic reference image. The on-
axis dataset consisted of five exposure sequences totalling 9.6 minutes of integration
time, during which the IRDIS detector was dithered in a 1 × 1 pixel square grid pat-
tern. The off-axis configuration comprised two sequences totalling 2.1 minutes, at a
pointing offset of 0.4”-0.5” with respect to the on-axis dataset. All data were taken in
pupil-tracking mode in order to stabilise the coronagraphic optics, resulting in 3◦ of
field rotation during the observing sequence.
Such amethod of obtaining the coronagraphic extinction profile is complementary
to another approach carried out in parallel, where a disk-less star (i.e. a simple point
source) is observed and slowly shifted out fromunder the coronagraphmask by apply-
ing tip/tilt reference offsets via the AO system’s Shack-Hartmann wavefront sensor.
The extinction profile is then reconstructed from the peak throughput of each image at
the corresponding angular separation from the coronagraph axis. The results of this
calibration can be found in the SPHERE instrument manual (ESO 2018) for IRDIS
H-band and IFS H- to J-band measurements. The two methods are highly comple-
mentary, as this “point-source” method provides an estimate of the direct throughput
of the coronagraphic system as a function of angular separation from the optical axis.
On the other hand, the “extended-source” method using Ceres inherently includes
non-linear diffraction and scattering contributions from all resolution elements of the
target. The comparison of both approaches therefore highlights those regions where
the extinction curve is no longer dominated by direct (useful) throughput for a par-
ticular extended target. The point-source method can also be sensitive to temporal
variations in image Strehl ratio and errors in positioning accuracy, and provides only
a one-dimensional estimate of the coronagraphic extinction profile. By providing a
full image of the profile using only two images, the extended-source method is signif-
icantly more robust against these effects. Such an approach is also necessary to prop-
erly characterise asymmetric coronagraphic optics, such as the wedge coronagraphs
of HST-STIS (Heap et al. 2000) and JWST-NIRCam (Krist et al. 2009), which cannot
be calibrated using a simple 1-D radial profile.
5.2.2 Data reduction
All Ceres H2/H3-band images were first appropriately dark- and flat-corrected. Each
frame was then independently corrected for sky background signal and frame-to-
frame readout striping artefacts via column-wisemedian subtraction, using areas con-
taining no significant Ceres signal. Sky frames were available but were not used in this
case, as it was seen that they retained latent image signal from the previous object ex-
posures. While negligible when compared to the total flux of Ceres (less than 0.2%),
this latent signal was seen to create minor but noticeable artefacts beyond the edge of
the Ceres disk when used in the image reduction process. A mask of the many hot and
rogue pixels of the IRDIS detector was however created using the dark/flat-calibrated
sky frame data, based on a manually optimised threshold chosen to capture all bad
pixels whilst avoiding overly masking additional pixels.
On-axis frames were then shifted to correct for the 1 × 1 px dither pattern used
during the observation sequence, before extracting the H2 and H3 channels from the
image. The stability of the ALC focal-plane mask with respect to the IRDIS detector
plane is extremely high, making it unnecessary to perform any additional sub-pixel
correction when co-aligning the coronagraphic extinction profile of each image. How-






























































































Figure 5.1: Reduced H2-band images of Ceres calibration observations, and the normalised ALC
throughput profiles in both the H2 and H3 bands. Left column: non-coronagraphic images, with the
ALC focal-plane mask located an average of 0.42” to the top-right of the Ceres disk edge. Middle
column: coronagraphic observations with the focal-plane mask centered on the Ceres disk. The bottom
row shows the log-scaled equivalent of linearly scaled top row, showing the inner regions of the
coronagraphic mask and modifications to the diffraction pattern beyond the disk edge. Right column:
linearly-scaled ratios of on-axis and off-axis intensity images, which correct for spatial variations in the
Ceres surface brightness profile and are used to measure coronagraphic throughput curves of Fig. 5.2.
ever, due to relatively poor observing conditions therewere significant frame-to-frame
variations in image quality, which mostly manifested in changes in the shape of the
first Airy ring and hence the centroid location of the target with respect to the ALC
mask.
To account for these relative positional offsets, the central coordinates of each
frame in both the on-axis and off-axis image sets was registered by fitting a model
Ceres profile using the Levenberg-Marquardt least-squares fitting routine of the as-
tropy python package. The observed Ceres surface brightness profile was found to be
accuratelymodelled as a spherical Lambertian reflectorwith the appropriate illumina-
tion angle, convolved with a simulated un-occulted ALC instrument PSF. This model
was used as the least-squares fitting function, with central coordinates and peak flux
allowed to vary as free parameters. The central 175 mas of on-axis images was first
masked out, in order to avoid biases due to the coronagraphic extinction profile.
The off-axis image frameswere then co-aligned to sub-pixel accuracy andmedian-
stacked, to form a master non-coronagraphic image reference for the Ceres disk. This
profile is shown in the left panels of Fig. 5.1. The master off-axis reference image
was then separately co-aligned with each on-axis image after correcting for the av-
erage field rotation angle of each exposure sequence, then used to individually nor-
malise each on-axis frame. De-rotation of each frame within an exposure sequence,
or when co-aligning the off-axis reference images, was found not to be necessary: the
low amount of field rotation in this dataset meant that pixels at the edge of the Ceres
disk shifted by less than 0.2 pixels during individual exposure sequences.
The final coronagraphic extinction profile image was then obtained via median-
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stacking of the normalised dataset: this profile is shown in the right-hand side of
Fig. 5.1 for both the H2 and H3 bands. This frame-wise reduction approach provides
the optimum normalisation of the edges of the Ceres disk under non-ideal observing
conditions, thereby maximising the useful field over which the coronagraphic extinc-
tion profile can be analysed without the influence of disk-edge effects.
5.2.3 Analysis
5.2.3.1 Image features
The circular extinction profile of the coronagraph is clearly visible in the center of the
Ceres normalised intensity images (feature a in the bottom-right panel of Fig. 5.1).
Both H2 and H3-band images were seen to be nearly identical, save for some small
increase in scale of the diffraction pattern beyond the edge of the Ceres disk, as would
be expected for the small change in wavelength between bands. The disk of Ceres is
seen to bewell corrected for surface brightness variations out to an angular separation
of approximately 250 mas, which allows for a straightforward extraction of the full
ALC extinction profile.
Numerous secondary features are also visible in the outer regions of these nor-
malised images, which can all be explained with reference to the un-normalised data.
Firstly, feature b is an artefact of the ALC focal-plane mask blocking part of the spider
diffraction structure in the off-axis images (visible in the bottom-left panel of Fig. 5.1).
The asymmetric arc-like feature, labelled feature c, is attributed to a coma-like quasi-
static aberration in the systemwhich varied between the on-axis and off-axis datasets.
By changing the morphology of the first Airy ring, this aberration correspondingly al-
ters the brightness distribution of the outer regions of the Ceres disk in the same way
as discussed in Sec. 5.2.2. In this case, the effect results in an over-normalisation in the
top-left half of the image and a corresponding under-normalisation in the lower-right
region. The four dark channels in the spider diffraction structure, labelled feature d,
is a result of occultation of the central regions of the Ceres disk in the on-axis im-
ages, as is visible in the lower-middle panel of Fig. 5.1. This is because the majority of
this diffraction structure is produced by the spider mask component of the Lyot stop,
which sits downstream of the focal-plane mask and therefore diffracts less flux along
the diagonals corresponding to the occulted regions of the disk.
5.2.3.2 Radial extinction profile
The radial coronagraph extinction profile for these observations was extracted after
precisely determining the location of the optical axis in the image, since this is not
known a priori. Due to the high level of azimuthal uniformity seen in the ALC extinc-
tion region normalised images, the centering was refined via an iterative grid search
which minimised the variance of the extracted radial profile for angular separations
below 200 mas. The resulting extinction curves are shown for both H2 and H3 bands
as the solid coloured lines in Fig. 5.2. It can be seen that the coronagraph profile
has extremely low variance in the regions of significant extinction (<125 mas), while
the standard deviation of the outer regions of the profile which is not influenced by
disk-edge effects (<250 mas) remains below the 2% level. We can therefore conclude
that the extinction profile of this SPHERE-IRDIS ALC coronagraphic system is az-
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Ceres Disk Edge50% IWA
Figure 5.2: Radial ALC coronagraph extinction profile, as measured from Ceres data (right column
of Fig. 5.1). Blue and red curves denote the median azimuthally averaged normalised intensity profile
for the H2- and H3-bands respectively, with dark shading denoting the 1σ azimuthal variability and
light shading denoting the extrema of the data. The grey dashed curve denotes the un-occulted Ceres
surface brightness profile (left column of Fig. 5.1), with shading denoting the extrema. The edge of
the Ceres disk is located at 300 mas, and the 50% IWA contour is located at approximately 97 mas,
denoted by red and blue vertical lines in the inset panel for the H2- and H3-bands, respectively.
imuthally uniform to a high degree, facilitating an accurate calibration using a 1-D
radial profile in this case.
The 50% IWA is measured to be 97.0 ± 0.3 mas and 97.5 ± 0.3 mas for H2 and
H3 respectively, which is within 2 mas of the value reported by the results of the
point-source offset method (ESO 2018). Note that this value is higher than the phys-
ical 92.5 mas radius of the coronagraph mask which is often incorrectly taken as the
masking radius for analysis of coronagraphic data: this figure clearly shows that the
coronagraph is responsible for significant extinction out to approximately 200 mas,
which if not correctly normalised may be erroneously claimed as the outermost edge
of a central cavity in an equivalent protoplanetary disk observation.
It can be seen that in Fig. 5.2 the profile levels off in the inner regions behind the
coronagraph mask (<75 mas), tending to a value much greater than the < 5× 10−3 on-
axis H-band extinction ratio which was measured for this coronagraph during com-
missioning laboratory testing (Guerri et al. 2011) and on-sky (Fusco et al. 2016). This
is behaviour is not seen in direct throughput curvemeasurements made via the point-
source calibration approach, since the additional signal is produced by diffraction
from all resolution elements of the target outside the ALC mask. Accurately repro-
ducing this non-linear contribution to the total signal for an extended target is one of
the major motivators of the coronagraphic systemmodelling presented Sec. 5.3, since
it ultimately determines the smallest angular separation at which useful astrophysical
signal can be recovered.
Additional modelling is also required to determine why the region between 175-
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250 mas exceeds a normalised intensity of unity: this should not be possible if the
coronagraphic mask is the only source of extinction. It was found however that this
can be effectively explained by variations in Strehl ratio between the on- and off-axis
images: this consideration is presented in detail in Sec. 5.3.3 with the aid of a coron-
agraphic system model.
5.3 Modelling the SPHERE ALC Coronagraph
System
5.3.1 Description of the coronagraphic systemmodel
It is clear from Sec. 5.2.3 that a model of the ALC system is required in order to fully
explain the observed extinction curve, and to facilitate an optimal correction scheme
for science images. For this purpose we use a three-plane Fourier propagation model
which incorporates the amplitude apodiser, focal-plane mask and Lyot stop designs
shown in Fig. 5.3. These planes are based on the comprehensive description of the
ALC design and laboratory testing provided by Guerri et al. (2011). The additional
structures visible in the Lyot stop pupil plane were added during commissioning of
SPHERE, and mask dead actuators on the SAXO deformable mirror (Dohlen et al.
2016).
A coronagraphic image I(x, y) is produced by convolution of the surface brightness
distribution of the astrophysical object O(x, y) with the spatially variable PSF pi j(x, y)
which describes the attenuation of the coronagraphic system. This can be written in




O(i, j)pi j(x, y), (5.1)
where the indices i and j refer to the discrete sampling points in the focal plane along
the x and y axes respectively, which functionally correspond to pixels in the detector
array. In this work, pupil plane coordinates are denoted in (u, v) space while focal-
plane coordinates are denoted in (x, y) space.
The individual point-spread functions required for this computation are calcu-
lated by re-imaging the respective pupil and focal-planes of the coronagraph, such
that
pi j(x, y) =
∣∣∣∣F [L(u, v) F [m(x, y) F [A(u, v)eiϕi j(u,v)]]]∣∣∣∣2 . (5.2)
In this equation A(u, v) denotes the pupil amplitude apodisation function (panel 1 of
Fig. 5.3), m(x, y) the focal-plane mask (panel 2), and L(u, v) the downstream Lyot stop
(panel 3). The location of the PSF in the focal plane is controlled by adding a tip-tilt
wavefront error ϕi j(u, v) to the first pupil plane,which is calculated to exactlymatch the
location of the desired sampling point i j. The Fourier transform operation is denoted
byF [], implemented here using the array-based Fourier transform routine described
in Soummer et al. (2007b) which is suited to the efficient computation of Lyot coron-
agraphic PSFs.
The intermediate focal-plane containing the coronagraphic mask is sampled at
a fixed resolution of 5 pixels per λ/D, as a trade-off between speed and resolution
when computing a large grid of PSFs, each with a significant final field-of-view. The
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Figure 5.3:Three-plane ALC model used for optical system modelling, matching the SPHERE-IRDIS
N_ALC_YJH_S ALC coronagraph configuration (ESO 2018). The VLT pupil geometry and ALC_2
Lyot stop design, including dead actuator masks, is based on Fusco et al. (2014). The APO1 pupil
apodisation function is based on the H-band laboratory measurements of Guerri et al. (2011). The
focal-plane mask is computed at a resolution of 5 pixels per λ/D.
simulation wavelength can be freely adjusted by varying the effective radius of the
focal-planemask and appropriately scaling the sampling grid of the final image plane.
Phase aberrations from sources such as XAO-filtered atmospheric residuals and non-
common path errors can also be added to either the upstream or downstream pupil
planes, such that A(u, v) and L(u, v)may become complex in Eq. 5.2.
5.3.2 Diffraction-limited model
In order to directly compare with observations, we evaluate our ALC model with an
object model O(x, y) emulating the Ceres surface brightness profile at the time of ob-
servation. This consists of the spherical, perfectly Lambertian reflectormodel that was
previously used for image registration in Sec. 5.2.2, with a phase angle of 17.6◦. A dat-
acube of diffraction-limited ALC imaging PSFs pi j(x, y) was then computed according
to Eq. 5.2 for each resolution element of the IRDIS focal plane where O(x, y) is non-
zero, at theH2-band central wavelength of 1588.8 nm. An equivalent un-occulted dat-
acubewas also computed by omitting the focal-planemask and directly computing the
Fourier transform squared of L(u, v)A(u, v)eiϕi j(u,v), to act as a reference for normalisa-
tion. The Ceres observations presented in Sec. 5.2 were then emulated by computing
the spatially-variable convolution of Eq. 5.1 with both the occulted and un-occulted
pi j(x, y) datacubes, and normalising the first resulting image with the second.
Figure 5.4 shows the normalised intensity radial profile of this simulated image
model (blue curve), which is directly comparable to the H2-band Ceres observations
of Fig. 5.2, shown here as black data points with grey shading. Here the Ceres curve
has been normalised to unity between 200-250mas to properly account for the effects
of variable seeing conditions during the observationwindow: this approach is justified
in Sec. 5.3.3 where such factors are explored in detail.
The top panel of Fig. 5.4 shows that this diffraction-limited ALC model provides
an excellent fit to the measured Ceres extinction profile, which is accurate to better
than 2% for all angular separations above the 50% IWA and better than 5% up to the
92.5 mas focal-plane mask edge. The IWA itself is predicted to be 98.1± 0.6mas, only
1 mas larger than that measured on-sky. This close agreement is especially impres-
sive given that we use here the simplest possible forward model of the optical system,
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Figure 5.4: Comparison of the diffraction-limited (DL) ALC imaging simulation with the on-sky
Ceres H2-band extinction profile measurement of Fig. 5.2. Bottom: Radial extinction profiles for on-
sky Ceres data (black), simulated image of a Ceres-like object model (blue), and simulated direct
throughput curve of the ALC system model (red) as a function of angular separation from the optical
axis. Top: Absolute percentage residuals between both models and the Ceres on-sky data. Grey
shading denotes the region in which systematic residuals are worse than the null hypothesis, where
coronagraphic extinction effects are ignored.
which is fully constrained by the literature description of the IRDIS ALC coronagraph
and hence has not been fitted to the Ceres observations at any stage. However, this
model cannot fully account for all flux seen in the inner regions of the measured pro-
file, which leads to an rapid increase in fractional error inside the IWAdue to the small
transmission values involved. This discrepancy could be due to a variety of instrumen-
tal effects such as non-common-path errors (NCPEs), and is addressed in Sec. 5.3.4.
Also plotted in Fig. 5.4 is the direct throughput of the coronagraphic system (red
curve), measured as the relative transmission of pixel i, j for each coronagraphic PSF
pi j(x, y) by analogy with the point-source calibration method discussed in Sec. 5.2.1.
This direct throughput curve can be seen to tend towards zero at the coronagraphic
axis, and is systematically lower than the full Ceres image model (blue curve) below
approximately 110 mas. The difference between these two curves is simply the inte-
grated signal that is diffracted inwards by the Lyot stop from un-occulted regions of
the disk. It is noteworthy that there is still significant direct throughput for separations
interior to the 92.5 mas edge of the focal-plane ALC mask. This would imply that it is
in principle possible to extract useful flux information down to angular separations of
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approximately 60mas for this coronagraph, however in reality this will almost always
prove impossible due to the dominance of speckle noise or instrumental polarisation
artefacts at these small angular separations.
It is this direct throughput metric which constituents the useful throughput of the
coronagraphic system, since it is the fraction of signal that the optical system cor-
rectly maps from object O(i, j) to image I(i, j), and hence provides spatially-resolved
information about the target. Themost straightforward calibration approach is there-
fore to normalise the central regions of all disk observations using the radial direct-
throughput curve of the ALC coronagraph presented here, to correct for the relative
useful throughput at all angular separations. As can be seen from Fig. 5.4 however,
such an approach will result in a systematic flux overestimate by a factor correspond-
ing to the fractional diffracted-light contribution at each pixel. This leads to a sub-
stantial error at small angular separations, which for the case of Ceres is equal to
the red curve in the upper panel of Fig. 5.4. This issue is further complicated by the
fact that the relative contribution of non-useful diffracted signal is inherently source-
dependent, based on the surface brightness profile of the object under observation.
This makes it impossible to determine a single limiting angular separation above
which the accuracy of the calibrated signal can be trusted for all observations using
the same coronagraph. A proper calibration for these innermost regions is therefore
only possible by using an accurate forward model of the coronagraphic imaging sys-
tem, which can determine this on a target-by-target basis. To this end we extend the
diffraction-limited model in the following subsections to consider the impact of var-
ious instrumental factors on the extinction profile, in order to try to minimise the
discrepancy between our model and the Ceres observations.
5.3.3 Effects of residual atmospheric turbulence
The most obvious factor affecting on-sky images is the presence of residual atmo-
spheric turbulence after correction by the SPHERE XAO system (SAXO, Fusco et al.
2016). The reason formodelling this is two-fold: to assess the impact of residual phase
errors on the inner regions of the extinction profile, and to explain the morphology of
the outer regions of the measured Ceres curve as noted in 5.2.3.2.
For this work, residual XAO-corrected phase-screens were generated using
SPHERE-like AO simulation code originally developed in Wilby et al. (2016b), based
on a Kolmogorov spatial power spectrumwhich is suppressed for frequencies control-
lable by the SAXO 41×41 actuator deformablemirror. The final functional form of this
XAO-corrected spatial power spectrum ΦAO was chosen to be
ΦAO(k, r0) =
5 × 10−3ΦKol(k, r0) + 0.5ΦKol(kcrit, r0) k < kcritΦKol(k, r0) k ⩾ kcrit (5.3)
whereΦKol is the Kolmogorov phase power spectrum as a function of spatial frequency
k (in units of cycles per pupil, or equivalently λ/D) and Fried parameter r0. The spatial
frequency cutoff kcrit is set to be 20 λ/D, matching the control radius of the SAXO de-
formablemirror: beyond this cutoff the power spectrum is identical toΦKol. The result-
ing AO-corrected power spectrum is shown in the top-left panel of Fig. 5.5 (solid line),
compared to the equivalent Kolmogorov power spectrum ΦKol (dashed line). Variable
seeing conditions can be emulated using this model by simply increasing or decreas-
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Figure 5.5: Key modelling parameters for SPHERE-like residual atmospheric phase errors. Top left:
Power spectral density of XAO-corrected residual phase aberrations corresponding to Eq. 5.3 (solid
line), with respect to purely Kolmogorov turbulence (dashed). Top right: The resulting raw coro-
nagraphic contrast curve (on-axis, solid red line) and un-occulted PSF (off-axis, dashed red line),
compared to the diffraction-limited case (DL, grey).Bottom: Corresponding on-axis coronagraphic
PSF, comprising the sum of ten individual speckle realisations.
ing r0, and hence the overall image Strehl ratio, whilst keeping the AO spatial filtering
function constant.
The functional formof this AO-corrected atmospheric spatial power spectrumwas
chosen to allow for independent modification of the fractional suppression amplitude
of the Kolmogorov spectrum, and a contrast saturation threshold which is reached at
high spatial frequencies. These parameters are tailored in addition to r0 in order to
reproduce the typical on-sky ALC contrast profile under median seeing conditions,
as reported by Fusco et al. (2016). Replication of the exact system response of SAXO
is not crucial to this investigation, which simply seeks to probe how SPHERE-like
post-XAO atmospheric phase residuals qualitatively affect the coronagraphic extinc-
tion curve measurements of Sec. 5.2: this approximate model is sufficiently realistic
for this purpose.
An example short-exposure PSF comprising an average of ten speckle-field real-
isations is shown in the bottom panel, in which both the 20 λ/D control radius and
elevated low-frequency residual speckles can be seen, matching the main features of
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Figure 5.6: Simulation of the effect of varying Strehl ratio on the retrieved normalised intensity profile
from Ceres observations. Left: Both on-axis and off-axis images are convolved with the same pi j, and
hence identical r0 and seeing conditions. The darkest line corresponds to the diffraction-limited case.
Right: On-axis image has a fixed Strehl ratio of approximately 75%, while the Strehl ratio of the off-
axis image allowed to vary. A positive Strehl ratio difference corresponds to the off-axis image having
a higher Strehl ratio. The inset panel shows the same data, normalised to unity between 200-250 mas.
The diffraction-limited result is over-plotted in black, for comparison.
the chosen spatial power spectrum. The corresponding azimuthally-averaged contrast
curve is shown in the top-right panel of Fig. 5.5 (solid red line), with the upper limit
of the red shading denoting the 1σ sensitivity limit. Here the red dashed line shows
the un-occulted (off-axis) PSF, while the grey curves show the equivalent diffraction-
limited instrument performance for comparison purposes.
Figure 5.6 summarises the impact of these residual atmospheric phase aberra-
tions on the coronagraphic extinction profile: the left-hand panel shows the simu-
lated extinction profiles for various values of r0, obtained in the same manner as in
Sec. 5.3.2, where both the on-axis and off-axis images are produced under identical
seeing conditions. This clearly shows that the inner coronagraphic extinction profile
is not inherently dependent on residual atmospheric phase errors, with the only in-
fluence being minor variations beyond the 300mas edge of the Ceres disk. This result
can be anticipated, since the extinction profile in the science image is produced by
near-diffraction-limited re-imaging of the coronagraphic focal plane mask itself. The
morphology of this extinction profile is therefore dominated by diffraction from the
oversized Lyot stop, making it insensitive to all phase errors upstream of the corona-
graphic mask.
As the right-hand panel of Fig. 5.6 shows however, noticeable measurement arte-
facts are introduced when attempting to characterise the coronagraphic profile if even
small variations in image Strehl ratio occur between the acquisition of the on-axis and
off-axis datasets. These curves were computed by fixing the Strehl ratio of the on-
axis image at 75%, and computing off-axis images for a variety of different r0 values
and hence image Strehl ratios. An average of ten instantaneous phase-screen realisa-
tionswas used to produce each image, a numberwhichwas chosen because it provides
some speckle averaging necessary to obtain a reliable estimate of image Strehl ratio
for a given r0, while still allowing relatively fast computation of the full spatial grid of
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aberrated PSFs. It was not necessary for this investigation to perform the extremely
computationally expensive task of simulating all pi j(x, y, t) required in order to prop-
erlymodel the speckle statistics for a single 8 sCeres exposure: for a speckle coherence
time of 1 ms this would require the computation of approximately 107 individual PSFs
for each simulated Ceres image.
The best qualitative match to the measured Ceres normalised intensity curves of
Fig. 5.2 is obtained for an off-axis image Strehl ratio only 1% lower than that of the
on-axis image. Such a small change can easily be expected to have occurred during
the one-hour Ceres observing window due to natural changes in seeing conditions.
This differential image Strehl ratio effect naturally results in a profile that exceeds
unity by a few percent between 200 to 250mas, before dropping outside the disk edge
due to over-normalisation by additional scattered light in the off-axis image at these
separations. The quantitative agreement between these seeing simulations and the
Ceres observations is however mediocre: this is to be expected given the simplified
AO model used in this work coupled with the lack of inclusion of additional factors
such as NCPEs, which as noted in Sec. 5.2.3.1 are most likely responsible for specific
features seen at the edge of the Ceres disk.
Most importantly for this work however, there is a simple solution for correcting
this imaging artefact: the inset panel in the right-hand side of Fig. 5.6 shows the same
data as the main panel, simply normalised to unity by the flattest region of the profile
between 200-250 mas. This normalisation correction neatly recovers the diffraction-
limited profile below angular separations of 250 mas, independent of all seeing arte-
facts. The same correction is therefore applied to the Ceres extinction profilemeasure-
ments from Fig. 5.4 onwards, in order to accurately estimate the true coronagraphic
extinction profile and fairly compare with simulations.
5.3.4 Additional considerations
In order to properly account for the discrepancy between Ceres observations and the
diffraction-limited imaging model shown in Fig. 5.4, it is necessary to include one or
more additional effects internal to the instrument which contribute additional signal
underneath the coronagraph mask. Physical effects which potentially fulfil this re-
quirement include the presence of non-common path aberrations downstream of the
focal-plane mask, a mis-alignment of the ALC focal-plane mask itself along the opti-
cal axis, or the high-frequency vibration of downstream optics: each of these cases are
explored in detail in the following subsections. Low levels of instrumental scattered
light can also produce noticeable signal where ALC extinction is greatest: this last ef-
fect is however difficult to model as it is inherently dependent on the full description
of reflective surfaces in the instrument, making its treatment beyond the scope of this
paper.
Since it is difficult to comment on the various scenarios without additional in-
formation, we perform numerous simulations to estimate the magnitude of each ef-
fect which is required to address the observed discrepancy. This is then compared to
SPHEREperformance budgets, and hence assess the likelihood of each. Fig. 5.7 shows
the best fitmodels to Ceres observations for each of the three considered effects, based
on minimised least-squares residuals for angular separations above 60 mas. All can
be seen to make significant improvements over the diffraction-limited case.
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Figure 5.7: Comparison of the various non-diffraction-limited models presented in Sec. 5.3.4, com-
pared to the on-sky Ceres extinction profile measurement. Main panel: ALC extinction profiles for
H2-band Ceres measurements (black data points) and diffraction-limited image model (DL, solid blue
curve) of Fig. 5.4. Also plotted are the best-fit image models which include the effects of non-common
path errors (NCPE, dashed purple curve), ALC focal-plane mask defocus (dot-dashed green curve),
and high-speed vibrational image jitter on the detector (dotted brown curve). Top panel: Percent-
age residuals between the aforementioned models and the measured Ceres extinction profile. Grey
shading denotes the region in which systematic residuals are worse than the null hypothesis, where
coronagraphic extinction effects are ignored.
5.3.4.1 Non-common path errors
Non-commonpath errors are present to some extent in all high-contrast imaging data,
and contribute additional speckle noise which is strongest at small angular separa-
tions. If these aberrations occur downstream of the ALC focal-planemask, re-imaging
through the Lyot plane is no longer diffraction-limited andwill correspondingly result
in less efficient coronagraphic extinction. For SPHERE, these aberrations are typi-
cally estimated to contribute an averagewavefront error of approximately 40 nmRMS
(Fusco et al. 2016), which is consistent with the baseline requirement of 43 nm RMS
for high-performance H-band operation. In addition, offline phase-diversity compen-
sation routines have been measured to further reduce these NCPEs to 20 nm RMS
using the internal calibration source (Sauvage et al. 2014). This performance budget
does not however include the low-wind effect (Sauvage et al. 2016) which, while not
itself due toNCPEs, significantly elevates image speckle noise under certain observing
conditions.
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We model these NPCEs by drawing randomised coefficients for the first 200
Zernike modes, with the resulting wavefront phase maps then spatially filtered in the
Fourier domain to have a 1/ f 2-decreasing spatial power spectrum, as is often used to
model NCPEs (Sauvage et al. 2007; Lamb et al. 2016). These randomised low-order
phase aberrations are then injected in the downstream Lyot stop pupil plane, with
five individual realisations being combined for each wavefront RMS value in order to
somewhat average out speckle noise.
The best fit to Ceres observations was found to be for 70 nm RMS of 1/ f 2 NCPE,
which provides a fit quality of better than 2% down to the 92.5 mas ALC mask edge,
and better than 5% down to 60mas. This is therefore significantly more accurate than
the diffraction-limited model, being able to accurately account for the observed Ceres
signal at all angular separations where the throughput of the ALC system is non-
negligible. It should be noted that by requiring 70 nm RMS of NCPE to adequately
explain the discrepancy, this scenario exceeds the 40 nm RMS performance toler-
ance reported during SPHERE calibration and testing. Such a 30 nm RMS increase
in wavefront error is however not inconceivable, especially given that the presence
of relatively strong, NCPE-like low-order aberrations was already noted during the
reduction of Ceres data in Sec. 5.2.
By looking closely at the main panel of Fig. 5.7, it can be seen that the very inner-
most region of the profile below 60 mas is also slightly over-estimated compared to
the region from 60 to 100 mas: this indicates that a 1/ f 2 spatial power spectrummay
be marginally steeper than the optimal model for SPHERE NCPEs in this case, if it
is indeed the underlying source of the signal discrepancy. While more complex NCPE
models are likely to provide a significantly improved fit to the observed Ceres pro-
file, the inclusion of more than a single additional free parameter is not justified here
given the limited calibration data provided by a single measurement of the extinction
profile. Most importantly, there is currently no information regarding the temporal
variability of the ALC extinction profile, whichmakes it impossible to constrain a use-
ful time-dependent NCPE model at this stage.
5.3.4.2 Out-of-focus ALC focal-plane mask
If the ALC focal-plane mask is accidentally mis-aligned along the optical axis, it will
be out-of-focus with respect to the coronagraphic focal plane. This will increase trans-
mission for resolution elements near the optical axis, because the mask now occults
a marginally defocussed PSF which has more power at larger angular separations,
hence a larger fraction lies outside the mask edge and is transmitted. Equally, resolu-
tion elements more than a diffraction-width from the mask edge will see a negligible
change in throughput, making this an effect which only modifies the innermost re-
gions of the extinction profile. The SPHERE longitudinal alignment tolerance for the
focal-plane mask is ±1mm, which is equivalent to 23 nm RMS of defocus aberration
in the coronagraphic focal-plane (Guerri et al. 2011).
A shift of the ALC mask along the optical axis is modelled here by applying the
corresponding focus error in the upstream apodiser pupil plane, and then removing
it in the downstream Lyot stop pupil plane by applying the opposite phase. As can
be seen in Fig. 5.7 the best model for this scenario provides an excellent fit to the
observed Ceres extinction curve, with an accuracy of better than 2% down to angular
separations of 40 mas. However, the 90 nm RMS of focus error required to produce
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this excellent fit corresponds to a 4 mm physical translation of the focal-plane mask
from the nominal position (computed according to the optical description of Guerri
et al. 2011), which is four times larger than the quoted alignment tolerance of this
optic. It would be necessary to check the alignment of the SPHERE NIR coronagraph
wheel in order to determine whether this is in fact a realistic scenario: such a mask
defocus could easily be overlooked during instrument calibration, as it has a negligible
effect on the extinction of an on-axis point source. The quality of fit which this model
provides using only a single free parameter, combined with the fact that it is a time-
independent effect, wouldmake it an important factor to include in the optical system
model were it shown to be the underlying cause of the discrepancy.
5.3.4.3 Image positional jitter
If optics downstream of the ALC focal-plane mask undergo mechanical vibrations or
deformations on timescales of less than or equal to the exposure time, the corona-
graphic imagewill jitter with respect to the detector plane, blurring the extinction pro-
file by a corresponding amount. This effect ismodelled here by shifting the diffraction-
limited Ceres coronagraphic extinction profilemodel, using Gaussian-distributed dis-
placement amplitudes in random directions to 1/50th of a pixel precision. An average
of 200 individual realisations are combined for each RMS value, which when con-
sidering a single 8 s Ceres exposure corresponds a characteristic jitter frequency of
25 Hz.
Figure 5.7 shows that the best-fit for this jitter scenario still provides some im-
provement over the diffraction-limited case, although it is not as successful as either
of the preceding effects in accounting for the overall morphology of the extinction pro-
file. In particular, this positional jitter model cannot explain the observed flux excess
for angular separations below approximately 75 mas. It should be noted that the best-
fit model requires there to be a 0.95 pixel RMS jitter amplitude between the corona-
graphic focal-planemask and the detector. Such a significant instability in the imaging
systemwould produce a noticeable degradation of the non-coronagraphic instrument
PSF and, as noted in Sec. 5.2.2, there is also no indication of such displacements to
the coronagraphic extinction profile on timescales similar to the 8 s exposure time in
raw Ceres data frames: frame-to-frame positional variations of as little as 1/10th of a
pixel RMS would already be noticeable by eye. It is therefore highly unlikely that ei-
ther high-frequency instrumental jitter, or errors in the co-alignment and stacking of
the Ceres frames during data reduction, are responsible for the observed discrepancy
between the measured and modelled ALC extinction profiles.
5.3.4.4 Discussion and choice of final model
We can conclude from the above discussion that either NCPEs or an out-of-focus ALC
mask can individually explain the observed discrepancy with Ceres observations to
the precision required for accurate calibration of the coronagraphic system. However,
this is only possible if these effects are allowed to significantly exceed their respective
SPHERE performance tolerances. This naturally leads to a more likely alternative so-
lution, where a combination of NCPEs andmask defocus can be invoked to accurately
reproduce the observed extinction curve whilst remaining consistent with their re-
spective tolerance limits.
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However, for the remainder of this investigation we shall adopt the 90 nm RMS
(4 mm) ALC focal-plane mask shift error model. Not only does this provide the best
fit to on-sky data, but being a single-parameter and time-invariant effect it is also the
simplest of the twomodels, which if correct is applicable to all observations. Since the
two effectswere found to bemore-or-less identical in their effect on theALC extinction
curve, it is not helpful in this instance to construct a complex multi-parameter model
which over-fits the available data. Most importantly, with only one on-sky dataset
available there is no information on the time-variability of the extinction profile, mak-
ing it difficult to invoke a NCPEmodel without first assessing its impact under chang-
ing instrument conditions, especially for observations where active NCPE compensa-
tion routines are used.
In order to build amore robustmodel for future calibration efforts, we strongly ad-
vise that ameasurement of the full coronagraphic extinction profile bemade as part of
the standard calibration procedure for coronagraphic instruments. Ideally this mea-
surement should be repeated over multiple nights in conjunction with NCPE wave-
front sensor measurements, to determine the stability of the extinction profile and
the underlying source of any degrading effects.
5.4 Calibrating Protoplanetary Disk
Observations
The approach of coronagraphic extinction profile calibration will perform most ac-
curately on polarimetry data, which contain significantly fewer stellar residuals and
imaging artefacts than intensity data reduction techniques and is highly favoured for
studying protoplanetary disks. When imaging disks using the dual-band polarimetric
imaging (DPI) mode of SPHERE-IRDIS, there are however some additional caveats
which are not applicable to the Ceres observations discussed up until this point.
5.4.1 Polarimetric image formation and instrumental
polarisation
Polarimetric imaging artefacts predominately arise from differences in the image for-
mation process for DPI observations, where the polarised intensity (PI) image is re-
constructed based on sets of Q± andU± images, in which a linear polariser is angled at
0/90◦ and 45/135◦ respectively with respect to the image plane. A practical overview
of PDI-mode imaging can be found in de Boer et al. (2017), while the core idealised
equations for this reconstruction process are summarised below for convenience:
I = (Q+ + Q− + U+ + U−)/2, (5.4)
Q = Q+ − Q−, (5.5)
U = U+ − U−, and (5.6)
PI =
√
Q2 + U2. (5.7)
The first caveat forDPI observations is that sources of instrumental polarisation, com-
bined with the presence of a bright central source, often create significant spurious
signals in PI images, particularly at small angular separations. A common approach
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to overcome this limitation is to transform this polarisation signal into a polar coor-
dinate system:
Qϕ = Q cos (2θ) + U sin (2θ) (5.8)
Uϕ = Q sin (2θ) − U cos (2θ). (5.9)
It is then possible to analyse only the azimuthal polarisation contribution (positiveQϕ)
since this contains the majority of astrophysical signal, while any residual Uϕ signal is
assumed to be instrumental in nature (Avenhaus et al. 2014b).
Amore robust approach to calibrate for this instrumental polarisation is to apply a
detailedmodel of the polarimetric crosstalk properties of the imaging system, in order
to directly simulate and remove the residual instrumental polarisation contribution:
such a model is provided for VLT-SPHERE by van Holstein (2016) and is applied in
Sec. 5.5.
5.4.2 Convolutional depolarisation: an additional
consideration for DPI-mode observations
For DPI-mode observations, the coronagraph is also no longer the only source of sup-
pression for linearly polarised disk flux at small inner-working angles. The “butterfly
polarisation erasure” effect (Heikamp et al., in prep.) results in an artificially depo-
larised hole in the center of the image, due to the polarimetric image formation pro-
cess using a finite PSF.
Following Heikamp et al. (in prep.), the cause and impact of this polarisation era-
sure effect is illustrated in Fig. 5.8 for a constant-intensity, perfectly azimuthally po-
larised disk model with no central cavity. Polarimetric differential imaging of such a
target in Stokes Q and U produces so-called butterfly patterns (lower panels), which
display a characteristic quadrupole signal which tends towards a singularity at the
stellar position. When this disk is imaged with a finite instrument PSF, convolutional
blurring of the butterfly pattern mixes the positive and negative regions, an effect
which is particularly pronounced within a few λ/D of the central singularity. This re-
sults in depolarisation andhence loss of disk signal in the total linearly polarised inten-
sity (PI) image, creating the illusion that there is an inner cavity in the disk. The bottom
panel of Fig. 5.8 shows that this convolutional polarisation erasure effect (green curve)
has a significant impact on the retrieved radial profile out to angular separations as
large as 1 arcsec, for the simplest case of a uniform disk of infinite extent. Its contri-
bution to total disk signal loss is also larger than that of the coronagraph alone (blue
curve) for separations below 100 mas, with the profile produced by coronagraphic
DPI-mode observations (red curve) affected by both sources of extinction. Here the
term “un-occulted” is used to refer to observations where the ALC focal-plane mask
is not aligned with the target, in the same way as the off-axis Ceres images of Fig. 5.1.
It should be noted that the convolutional polarisation erasure effect will be somewhat
lower for observing modes which do not use the ALC coronagraphic system, since the
Lyot mask and apodiser, which are still included in the green curve of Fig. 5.8, result
in a significantly broader PSF and elevated diffraction structure when compared with
the PSF of the VLT aperture alone.
The preceding discussion serves to emphasise that attempting to normalise DPI-
mode disk observationswith a coronagraphic throughput curve derived from intensity
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Figure5.8: Impact of convolutional polarisation erasure on DPI-mode observations, under diffraction-
limited VLT observing conditions. Top panels: Simulation of the polarimetric image formation process
for a finite, uniformly 100% polarised disk target (upper left). The perfect Stokes Q (lower left) and
convolved Stokes Q image (lower right) show a quadrupole butterfly pattern, the blurring of which
leads to a depolarisation of the innermost regions of the polarised intensity (PI) image (upper right)
when combined with the companion Stokes U image. Bottom panel: Radial intensity plot of signal
extinction contributions for the various imaging modes. Faded lines denote the case of the finite
400 mas radius disk of constant-intensity shown in the upper panels, while opaque lines show the
simpler case of a disk of infinite extent. The un-occulted PI image (green) is solely affected by
polarisation erasure, while the coronagraphic PI image (red) is affected by both sources of extinction.
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imaging alone (such as the red curve of Fig. 5.4) will still result in a systematic under-
estimate of the true surface brightness of the target. Due to the relative strength of
this effect at larger radii, it should be properly accounted for not just when trying to
recover signal in the innermost few hundred mas, but whenever there is significant
disk signal inside 1 arcsec. Since the effect is inherently source-dependent, the only
robust way do this is by forward modelling the disk in question through the raw Q±
and U± images in which the effect is produced.
5.4.3 A recipe for disk calibration
Themost straightforward approach to calibrating disk observations for coronagraphic
extinction is to simply divide out themeasured direct throughput of the coronagraphic
system as a function of angular separation. Via thismethod it is in principle possible to
correct for the influence of the coronagraph beyond approximately 100 mas to an ac-
curacy of better than 2%, although the location of this radial limit depends somewhat
on the flux distribution of the target in question.
As has been shown in Fig. 5.4 and Fig. 5.8 however, this normalisation approach
will not perform adequately when the observer is either interested in accurately recov-
ering the relative photometry of angular separations below approximately 100mas, or
is reducing DPI-mode polarimetric observations with significant disk signal interior
to approximately 1 arcsecond. These factors, due to diffracted light and convolutional
polarisation erasure respectively, are inherently dependent upon the flux distribution
of the disk itself. Because of this there is no single profile which is capable of properly
calibrating all coronagraphic observations via simple normalisation.
Instead, the most robust approach is to forward-model the disk in question, using
the best model of the spatially-variable coronagraphic PSF from Sec. 5.3.4 with the
polarimetric image formation procedure of Sec. 5.4.2, and hence properly account for
both effects. This approach can be explicitly formulated in terms of the following steps:
1) Identify the centre of the focal-plane mask, which defines the zero-point for
coronagraphic extinction calibration. This is best achieved using a flat-field ref-
erence image taken with the mask in the beam, but if not available it may be
possible to estimate this from the inner regions of the disk image assuming no
obvious asymmetric structures are present.
2) Generate coronagraphic instrument PSFs pi j(x, y) via Eq. 5.2 at the appropriate
wavelength band centre for each resolution element of interest, with the simu-
lated coronagraphic mask correctly centred with respect to step 1.
3) Identify the stellar position to define the origin for polarisation erasure calibra-
tion. This is ideally obtained using a centring frame, where artificial satellite
copies of the star are created via the AO system in order to identify the location
of the star under the coronagraphic mask.
4) Create an object model, preferably with as few free parameters as possible,
which is capable of accurately describing the disk regions of interest. For in-
clined disks or those possessing complex features a 2-D or full 3-D model is
most likely necessary, but for simpler face-on systems a 1-D radial model is suf-
ficient. This is then projected and/or interpolated to create a 2-D model signal
map, which constitutes a “perfect” observation of the target.
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5) If reducing polarimetry data, create model Q± andU± frames: this is most sim-
ply achieved by assuming perfect azimuthal polarisation of the disk signal with
respect to the stellar position from step 3. More realistic polarisation models
including factors such as the angular-dependence of polarisation efficiency by
scattering (e.g. Pinte et al. 2009) can also be performed in this step, to naturally
account for such factors during the reconstruction procedure.
6) Propagate the resulting 2-D model signal map(s) through the imaging system
by element-wise convolution with pi j(x, y) according to Eq.s 5.1, and perform
Qϕ image reconstruction using Eq.s 5.4-5.9 if appropriate.
7) Apply a (preferably global) optimisation routine to derive the most likely disk
model for the given observations, passing each iteration through the image for-
mation process of steps 4 - 6.
Deconvolution algorithms (such as the Richardson-Lucy algorithm, Richardson 1972;
Lucy 1974) could also in principle be used to invert the problem and directly esti-
mate an object model based on the image data and full instrument model. However,
most such algorithms are not capable of operating with a spatially variable PSF and
hence coronagraphic observations. They are also prone to generating unphysical arte-
facts, including “ringing”, due to image noise and small errors in the instrumental
PSF model, given the inherent degeneracy of the convolution operation itself (see e.g.
Mosleh et al. 2014).
In the following section we re-reduce the DPI-mode observations TWHydrae pre-
sented in van Boekel et al. (2017), in order to illustrate the approach outlined above
for calibrating the inner regions of protoplanetary disks.
5.5 TWHydrae: calibration of a real disk
observation
5.5.1 Background and observations
TW Hydrae is the closest T-Tauri star to the sun, located at a distance of 59.5+0.96−0.93 pc
(Gaia Collaboration et al. 2016a). It hosts a nearly face-on (i≈ 7◦, Qi et al. 2004) tran-
sition disk with a very high degree of radial symmetry, which is particularly gas-rich
for its estimated age (3-15 Myr, Sokal et al. 2018). Due to its close proximity to Earth,
this object has been the subject of extensive study at infra-red through to sub-mm
wavelengths, most notably with SPHERE (e.g. van Boekel et al. 2017, hereafter vB17)
and ALMA (e.g. Andrews et al. 2016), the latter at an unprecedented spatial resolution
of 1 AU. Scattered light observations reveal three prominent depressions in polarised
intensity signal at 1.57” (94 AU), 0.39” (23 AU) and <0.11” (6.6 AU), when scaled with
r2 to correct for the decrease in stellar illumination as a function of radius. These vari-
ations have been successfully modelled using self-consistent radiative transfer (RT)
code in vB17 as variations in surface density of micron dust grains in the upper layers
of the disk. Andrews et al. (2016) reports the detection of depletion features in mm-
sized dust grains at similar angular separations, in addition to an inner depletion fea-
ture on scales of 1 AU (20mas), which could be an indication of planet formation: this
last feature lies significantly below the 92.5 mas (5.5 AU) mask edge of the SPHERE
ALC coronagraph.
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In 2015 vB17 observed TWHydrae in non-coronagraphic DPImode in the R’ and I
bands with ZIMPOL, in addition to non-coronagraphic J-band and coronagraphic H-
band observations with IRDIS. Here we use the coronagraphic H-band dataset for our
analysis, which makes use of the N_ALC_YJH_S coronagraph system addressed in
this work. TheH-band Qϕ image of TWHydrae is shown in the upper panel of Fig. 5.9,
which displays two broad ring features within the central arcsecond and strong coro-
nagraphic extinction in the centre-most region. This image has been corrected for in-
strumental polarisation following the approach of van Holstein (2016). Of particular
interest to this work is the feature termed gap #3, which is located below approxi-
mately 110mas. This is closely coincident with the shoulder of the ALC extinction pro-
file and so provides a useful validation for our calibration approach. vB17 concluded
that gap #3 is a real surface density variation: this is supported both by SED studies
(Calvet et al. 2002) and their ownRTmodelling results, whichwere forward-modelled
via Q± and U± to account for the DPI-mode extinction effect of Sec. 5.4.2.
The lower panel of Fig. 5.9 shows the radial intensity curve of this disk (black
curve), azimuthally averaged about the disk centre, which is inferred based on the
centroid of the ring #2 and ring #3 features outside the ALC region of influence. Since
the disk of TWHydrae is almost directly face-on and displays no significant azimuthal
variations, wemay readily perform the ALC calibration using a 1-D radialmodel, with-
out the need for full 3-D modelling of the target.
The following subsections present the results of the two independent calibration
approaches outlined in Sec. 5.4.3: both use the final model of the N_ALC_YJH_S
coronagraphic imaging system developed in Sec. 5.3, which includes a 4 mm-
defocussed focal-plane mask but is otherwise diffraction-limited.
5.5.2 A simple forward model of the TWHydrae disk
In order to construct an appropriate object model for the disk, it is first important to
estimate the likely components of the signal at each angular separation. This is shown
by the coloured lines in the lower panel of Fig. 5.9, which simulate the coronagraphic
DPI-mode image of a perfectly uniform r0 intensity profile (similar to that used in
Fig. 5.8), in addition to those of 1/r and 1/r2 intensity profiles. In the idealised case
this last profile corresponds to a disk of constant surface density, since stellar illumi-
nation of the disk also falls off with 1/r2. The solid lines in this plot show the simulated
images resulting from coronagraphic DPI-mode observation of each of the three disk
profiles, which are scaled to match the most appropriate region of the observed TW
Hydrae radial curve. From this it can immediately be concluded that a disk with con-
stant surface density (1/r2 intensity profile, red curve) cannot by itself explain the
observed signal in the inner regions, since it does not match well with any part of the
bright ring #3 feature interior to 250mas. A bettermodel for the outer shoulder of ring
#3 from 175 to 250mas is a 1/r radial intensity profile (green curve), however this also
over-estimates the signal interior to the 175 mas peak of this feature, and so cannot
continue any further in towards the star. A uniform intensity profile (blue curve) can
however provide a near-perfect match to the innermost angular separations of the
coronagraph, below this 175 mas peak. By contrast, the outer fall-off of ring #3 be-
yond 250 mas is significantly faster than 1/r2, before flattening out at approximately
400 mas.
This first-order analysis of the likely disk structure motivates a multi-component
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Figure 5.9:H-band coronagraphic Qϕ profile of the TW Hydrae disk, after correction for instrumental
polarisation via the approach of van Holstein (2016). Intensity is not in this case normalised by r2,
so as to highlight the impact of coronagraphic extinction. Top: Logarithmically scaled Qϕ intensity
image, with features labelled according to the convention of van Boekel et al. (2017). Bottom: Radial
intensity plot of the Qϕ image (black curve), with the grey shaded region denoting the 1σ bound on
azimuthal variability. Three simple disk models are over-plotted, with dashed lines corresponding to
the true disk signal and solid lines to the simulated coronagraphic Qϕ image for each model, each of
which are scaled to match appropriate regions of the TW Hydrae disk.
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Figure 5.10: Comparison of a simplistic four-power law model of the inner 600 mas of the TW
Hydrae disk (blue curve) with vB17 coronagraphic H-band observations (black curve). The upper
figure shows this in an un-normalised intensity scaling as in Fig. 5.9, while the lower figure shows the
same data scaled with r2 to correct for the radially decreasing stellar illumination, normalised to unity
by the peak of the ring #3 feature. The red and green curves in the main panel show the simulated
coronagraphic and un-occulted Qϕ images, respectively, which result from the chosen four-power-law
model. Percentage residuals between the coronagraphic image model and the observed radial curve
are also shown in red in the upper inset panels, where the the grey shaded region denotes the 1σ
bound on azimuthal variability of the TW Hydrae disk.
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power-law model, with differing spectral index as a function of angular separation.
One such model is shown in Fig. 5.10, which is constructed to reproduce all signal in-
terior to 600mas by using four separate power law components. The intensity profile
I(r) of each regime as a function or radius r is described in general by I(r) = a1ra2 +a3,
where a1, a1 and a3 are free parameters, the final coefficients of which are listed in Ta-
ble 5.1. Thismodel in fact possesses only three truly free parameters; the two non-zero
spectral indices (a2) and the constant offset (a3) beyond 375 mas. All other values are
constrained either to be zero, or by the requirement of continuity across the three ra-
dial boundaries, the locations of which are chosen to correspond with those identified
in the previous paragraph based on Fig. 5.9. The resulting model consists of two r0
regimes for the innermost and outermost regions of the disk, with an approximately
1/r profile describing the 175 to 250 mas region and a faster r−3.8 describing the sub-
sequent fall-off of the outer edge of the ring feature.
The upper panel of Fig. 5.10 shows that the Qϕ coronagraphic simulated image of
this simple model (red curve) is capable of providing an excellent fit to the observed
disk profile, remaining within the 1σ azimuthal variability limit (grey shaded region)
for all separations below 700 mas. Most importantly, this shows that there is no evi-
dence for a decrease in detected disk intensity below angular separations of 180 mas
in the Qϕ image, once instrumental effects have been corrected for. The equivalent
un-occulted Qϕ image model (green curve) is identical to the coronagraphic red curve
except for the removal of the ALC focal-planemask, and illustrates how significant the
convolutional polarisation effect is for this disk. While the ALC coronagraph begins to
cause instrumental signal suppression below 180 mas, noticeable systematic losses
due to polarisation erasure already begin to occur at angular separations as large as
300 mas. This outer cutoff is smaller than that quoted in Sec. 5.4.2 since there is rel-
atively little disk signal beyond 300 mas, but it remains arguably a more important
effect than coronagraphic extinction for the correct inference of the underlying disk
morphology at small angular separations.
The lower panel of Fig. 5.10 plots the same data, but using an r2 intensity scaling
to correct for stellar illumination and hence more fairly present the relative scatter-
ing signal from different regions of the disk. In this illumination-corrected scaling, all
regions of the model with power-law indices shallower than r−2 are seen as radially-
increasing, which in turn indicates that for this model there is a relative dearth of
scattering signal from the innermost regions of the disk. If this feature may be as-
sumed to originate from variations in the density of micron-sized dust grains in the
upper layers of the disk (as opposed to shadowing effects due to surface scale height
variations at smaller radii), then this model indicates that there must be a dearth of
scattering medium for angular separations smaller than approximately 250 mas: as
already shown by Fig. 5.9 it is impossible to construct an accurate model of the ob-
served profile which does not contain such a depression feature from 250 mas down
to at least 100 mas. This in turn confirms that the <6.6 AU gap #3 identified by vB17
cannot be purely instrumental in nature.
It should be noted that this forward-modelling process is inherently degenerate at
small angular separations due to the high levels of extinction at these locations, and
that this proposed model is only one of many possibilities. As may be expected, it was
seen that almost any flux distribution underneath the 92.5mas radius ALC focal-plane
mask provides a goodmatch to the observations. For detailed characterisation studies
it is therefore recommended that a more thorough forward-modelling approach such
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r0 [mas] r1 [mas] a1 [counts/mas] a2 a3 [counts]
0 179 0 0 123
179 264 6.10 × 104 -1.2 0
264 375 1.21 × 1011 -3.8 0
375 ∞ 0 0 20.6
Table 5.1: Coefficients for the four-power-law model (I(r) = a1ra2 + a3) of the inner 600 mas of the
TW Hydrae disk. r0 and r1 denote the inner and outer boundaries of each regime, respectively.
as a Monte Carlo Markov chain should be used, in order to properly constrain the
distribution of possible object models. Such a detailed and computationally expensive
analysis is however beyond the scope of this paper.
5.5.3 Assessing the accuracy of ALC extinction calibration
by normalisation
The preceding analysis has shown how, by using full model of the spatially variable
PSF of the imaging system, it is possible to account for both coronagraphic extinction
and convolutional polarisation erasure and determine a simple but accurate model of
the underlying disk signal. The final goal of this investigation is to evaluate the relative
effectiveness of the simpler, more readily-applicable calibration technique; normalis-
ing for the direct throughput of the coronagraphic system. This is significantly faster
to implement since it does not require forward modelling as in the previous results,
where each step in the computation consists of a computationally expensive element-
wise convolutionwith the spatially-variable instrument PSF. Thedownsides of this ap-
proach are that, as discussed in Sec. 5.4.3, the normalisation calibration does not take
polarisation erasure into account and will also over-estimate the innermost regions
underneath the ALC mask, where the signal is dominated by non-useful diffracted
signal. It is therefore important to determine how far this approach can be trusted for
the example of a real protoplanetary disk.
Calibration was achieved by co-aligning a 2-D interpolation of the direct through-
put curvemodel with theALCmask centre for the TWHydrae observations, whichwas
itself estimated by minimizing the azimuthal variation of the retrieved radial profile
between 80 and 125 mas. The TW Hydrae image was then normalised using this 2-D
profile and the radial profile and azimuthal standard deviation computed around the
measured disk centre. The normalised image and resulting radial profile are shown
in Fig. 5.11: these can be seen to display significant residuals in the inner regions of
the disk, which are most likely due to the amplification of low-level instrumental po-
larisation residuals. Nonetheless, when the median profile of this normalised dataset
(solid brown line) is compared with the non-coronagraphic simulated Qϕ image from
Fig. 5.10 (shown in green in both figures), an extremely close match can be seen down
to an angular separation of 75 mas.
Such a close correspondence is in fact expected, since both calibration approaches
use the same underlying model of the coronagraphic system and the forward model
is tailored to reproduce the coronagraphic TWHydrae image. It does however clearly
illustrate that the simple normalisation approach can be statistically trusted in this
case for all angular separations above 75 mas, which in turn implies that there is no
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Figure 5.11: Correction of the TW Hydrae Qϕ image for coronagraphic extinction, by normalising
with the simulated direct-throughput curve of the best-fit ALC system model from Sec. 5.3.4.4. Top:
Qϕ image on the same logarithmic scale as Fig. 5.9, normalised with a 2-D interpolation of the
ALC extinction curve. Bottom: Comparison of the radial curve of the normalised TW Hydrae data
(brown) with the un-occulted image model simulation of Fig. 5.10 (green). The upper panel shows
the percentage residual between these two curves (green), with the left-most dashed line denoting the
point of divergence at 75 mas. Brown shading denotes the 1σ bound on azimuthal variability of the
ALC-corrected TW Hydrae disk.
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significant contribution of non-useful diffracted signal at these separations. Such a
small inner limit on the calibration accuracy, which lies below the ALC mask edge,
is notably lower than the general 100 mas limit derived in Sec. 5.3 based on Fig. 5.4.
This most likely stems from the fact that the TW Hydrae disk displays significantly
less extended signal at wider separations than the 300 mas-radius, uniform-intensity
Ceres disk, resulting in a correspondingly lower diffracted signal contribution from
these resolution elements. This is true of most protoplanetary disk observations, and
so one may reasonably expect the normalisation approach to be capable of accurately
calibrating for coronagraphic extinction down to the 92.5 mas edge of the ALC mask,
unless large regions of high surface brightness are observed within the central few
hundred milli-arcseconds of the disk.
Despite the fact that the median profile is seen to be accurately corrected down to
this 75 mas limit, such small angular separations are however of limited value in the
case of TWHydrae: it is difficult to draw strong conclusions about the radial disk struc-
ture below approximately 175 mas based on the brown curve alone, due to the explo-
sion in relative uncertainty that comes with rapidly decreasing ALC throughput. This
is of course notwithstanding the systematic modification made to the apparent disk
signal by polarisation erasure: in this case one could erroneously claim that, rather
than a uniform-intensity (r0) signal interior to 180 mas, there is in fact evidence for a
further central depression in the un-normalised Qϕ image.
It is also important to note that these two ALC-corrected model profiles are still
not directly comparable to the flux distribution which would be observed via equiv-
alent non-coronagraphic DPI-mode observations. The subtle difference between the
two is that non-coronagraphic observation modes do not include the ALC apodiser
and Lyot stop, whereas un-occulted (or ALC extinction-corrected) simulations still
include the impact of these pupil-plane optics on the instrument PSF. This is crucial
when considering the impact of convolutional polarisation erasure, since the effect is
significantlyworse in the latter case due to the broader instrument PSF. The simple so-
lution for this when performing forwardmodelling of the target is to use an equivalent
optical model in which these two pupil-plane optics have been removed; in this case
leaving only the VLT aperturemask. No such solution is however available for the nor-
malisation calibration, which makes it challenging to directly compare datasets taken
in different observing modes even after calibrating for coronagraphic extinction.
The authors therefore strongly recommend that all studies using DPI-mode ob-
servations should perform a full analysis of the observed disk signal by forward-
modelling through Q± and U± frames, in order to take into account the highly non-
linear effects of convolutional polarisation erasure. For intensity-mode observations
it should in most cases be sufficient to simply normalise for coronagraphic extinction,
provided that the contribution of non-useful diffracted signal is shown to be negli-
gible compared to the direct throughput of the coronagraphic system at the angular
separations of interest.
5.6 Conclusions
In this work we have demonstrated that observing solar system targets such as Ceres,
which are small enough on which to lock the adaptive optics system of SPHERE but
extended enough to cover the full radial extent of the coronagraphic extinction profile,
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provide a useful method for calibrating the coronagraphic imaging system. This ap-
proach provides the full two-dimensional extinction profile of the coronagraph and is
shown to be insensitive to changes in seeing conditions and upstreamwavefront aber-
rations, but with the caveat that it inherently combines the direct (useful) through-
put of the coronagraph with the (non-useful) diffracted signal contribution of the ex-
tended target. This makes it highly complementary to themore common point-source
calibration approach, which measures the one-dimensional direct throughput profile
of the system and is more sensitive to temporal instrumental or atmospheric varia-
tions.
When such calibration measurements are used to inform instrument simulation
efforts, the resulting model of the spatially-variable point-spread function (PSF) of
the instrument provides a powerful tool for properly calibrating observations of cir-
cumstellar material. We conclude that in the case of the SPHERE-IRDIS apodised
Lyot coronagraph (ALC), the observed extinction profile is best reproduced by invok-
ing a 4 mm longitudinal shift of the ALC mask from the coronagraphic focal plane, in
an otherwise diffraction-limited system. It is important to determine whether this is
a feasible scenario, or whether other factors such as non-common path error (NCPE)
are in fact responsible for theminor observed degradation in coronagraphic efficiency.
Most importantly, if a time-variable effect such as NCPE is found to be responsible, a
more detailed instrument model would need to be developed to accurately calibrate
future observations.
For dual-band polarimetric imaging (DPI) observations, the loss of polarised in-
tensity signal due to convolutional polarisation erasure is seen to be of arguably
greater importance than coronagraphic extinction, especially at angular separations
larger than 100 mas. The effect is however less severe in non-coronagraphic imaging
modes, since it is the broadened instrument PSF produced by the use of apodising
pupil-plane optics during ALC observations that significantly worsens the convolu-
tional properties of the imaging system. Due to the highly source-dependent and non-
linear nature of this polarisation erasure effect, it can only be effectively accounted for
via appropriate forward modelling of the surface brightness distribution of the target
through the raw Q± and U± frames in which the effect is produced.
The application of this forward-modelling calibration approach to coronagraphic
DPI-mode observations of TW Hydrae has shown that it is possible to adequately ex-
plain all observed signal from the inner 600 mas of the disk using a four-component
one-dimensional power-lawmodel. The innermost signal depression feature (gap #3)
observed by vB17 is in this way confirmed to be a real property of the disk, and not due
to artefacts of the coronagraphic or polarimetric imaging process. The simpler calibra-
tion approach of direct-throughput normalisation is also capable of self-consistently
correcting the median radial profile of the disk for coronagraphic extinction down to
an angular separation of 75 mas, significantly below the 92.5 mas edge of the ALC
focal-plane mask. While this makes the approach suitable for the calibrating the ma-
jority of intensity-mode disk observations, its major limitation for DPI mode is that
it cannot be used to correct for polarisation erasure effects, which also prevents a di-
rect comparison with non-coronagraphic observations. Finally, it was seen for both
calibration approaches that the choice of disk model remained largely unconstrained
below the 100mas inner-working-angle of the coronagraph, due to the rapid increase
in fractional uncertainty with decreasing system throughput at smaller angular sepa-
rations.
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Such a calibration approach is nonetheless indispensable when attempting to cor-
rectly interpret the relative surface brightness profiles of the innermost regions of
protoplanetary disks, especially between angular separations of approximately 100 to
300mas. The approach presented in this paper is applicable not only to the SPHERE-
IRDIS ALC system, but equally to any other current or future high-contrast imag-
ing instruments which make use of attenuating coronagraphic optics. This is particu-
larly true for JWST-NIRCam,whichwill incorporate asymmetric wedge coronagraphs
(Krist et al. 2009) which cannot be calibrated using conventional 1-D radial extinc-
tion profile approaches. Such a detailed calibration effort will ultimately allow these
instruments to maximise their science yield at the smallest possible angular separa-
tions, where the discovery space is as-yet largely unexplored.
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Al eeuwenworden filosofen, wetenschappers en science fiction schrijvers gefascineerd
door het mogelijk bestaan van planetenstelsels rondom andere sterren dan de zon.
En, zoals Giovanni Schiaparelli claimde kunstmatige kanalen op Mars te zien in 1877
of zoals de fantasieën over het bestaan van tropische paradijzen onder het dikke
wolkendeken van Venus uit het begin van de 19de eeuw, gaat deze fascinatie bijna
altijd gepaard met de begeerte om te weten: zou er leven kunnen bestaan op deze
planeten?
Sinds deze oude mijmeringen, is onze wetenschappelijk kennis over planeten
buiten ons eigen zonnestelsel (exoplaneten) bijzonder veel gegroeid. Te beginnenmet
de ontdekking van de eerste exoplaneet in 1992, kennen we nu bijna 4,000 planeet
kandidaten en kunnen we steeds beter hun compositie, atmosfeer en oppervlakte
bestuderen.
6.1 Hoe vinden we exoplaneten?
6.1.1 Indirecte detectie methodes
Het hoofdeel van de tot nu toe gedetecteerde exoplaneten zijn gevonden met
indirecte methodes, waar de invloed van de planeet op het licht van zijn ster wordt
gebruikt. De meest succesvolle van deze methodes zijn de overgang methode, waar de
planeet een klein beetje van het ster light blokkeert als het voor zijn ster beweegt,
en de rood verschuiving methode, waar gebruik wordt gemaakt van periodieke
verschuivingen van kenmerken in het spectrum van de hoofdster doordat deze om
een gemeenschappelijk middelpunt draait met de planeet.
Deze indirecte methodes hebben een groot aantal planeten gevonden doordat het
mogelijk is om hoge precisie te halen met relatief kleine telescopen en instrumenten,
wat ze zeer geschiktmaakt voor zoektochten op grote schaal. Ze zijn ookmeer gevoelig
voor zware planeten die dicht om hun hoofdster draaien, wat een gedeelte is van de
exoplaneten parameter ruimte waar meer planeten voorkomen dan het gedeelte dat
toegankelijk is voor andere methoden, zoals door middel van directe detectie.
De indirecte methodes hebben echter een nadeel, ze zijn namelijk alleen gevoelig
zijn voor de planeten waarvan de baan overeenkomt met ons gezichtspunt, en
daardoor wordt een groot gedeelte van de exoplaneten waarvoor dit niet geldt gemist.
De detecteerbaarheid van planeten met deze methodes is ook intrinsiek gebonden
aan de omlooptijd, wat betekent dat er over meerder jaren of zelfs meerdere decennia
moetenworden geobserveerdwanneer erwordt gezocht voor systemen zoals ons eigen
zonnestelsel.
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6.1.2 Directe detectie
Als we in plaats daarvan licht van een aardachtige planeet willen onderscheiden van
zijn hoofdster, hebben we instrumenten nodig die hoeken kunnen onderscheiden tot
op een fractie van een boogseconde (1/3600ste van een graad) voor planeet licht dat
ongeveer een miljard keer zwakker is dan dat van de ster. Deze technische uitdaging
is vergelijkbaar met het vinden van een vuurvliegje dat een paar centimeter van een
vuurtoren vliegt op een afstand van 200 km. Als dit kan worden bereikt, zal directe
detectie een heel krachtig hulpmiddel zijn om planeten in ongeëvenaard detail te
bestuderen en karakteriseren.
Deze precisie kan het beste worden bereikt door gebruik te maken van de grootst
mogelijke telescopen, en geavanceerde coronagrafische optica dat het ongewenste
licht van de ster kan wegfilteren en het signaal van de planeet intact laat. Deze
optische technieken worden aangevuld met observatie technieken die het vermogen
hebben om planeet licht te onderscheiden van sterlicht door gebruik te maken
van fundamentele verschillen tussen het planeet en sterlicht. Technieken zoals
polarimetrie en spectroscopie worden veel gebruikt om het zwakke planeet licht uit
de zee van sterlicht waarin het zich bevindt te ontwaren.
Instrumenten die bevestigd zijn aan telescopen op de Aarde hebben de extra
uitdaging om te observeren door de turbulente, vervormende effecten van de
atmosfeer van de Aarde. Adaptieve optische technologieën, waar een of meerdere
vervormbare spiegels duizenden keren per seconden worden aangestuurd, zijn
nu geavanceerd genoeg om effectief te compenseren voor deze vervormingen. In
Figuur 6.1 is een schematisch overzicht van adaptieve optiek geschetst. Naarmate
we licht zwakkere planeten met kleinere banen proberen te detecteren, worden
vervormingen door imperfecties in de optica van het instrument zelf ook belangrijk.
In het bijzonder de zogenoemde niet gemeenschappelijke pad aberraties (NGPAs), die
worden veroorzaakt door gebieden van het instrument die niet goed gecontroleerd
kunnen worden door het adaptieve optiek systeem, zijn op dit moment een van de
grootste limiterende factoren voor de planeet zoekende instrumenten.
Een oplossing voor deze NGPAs is de techniek van beeldvlak golffront metingen,
waar de information van de camera in het beeldvlak wordt gebruikt om de precieze
correctie voor een perfecte afbeelding wordt bepaald. Een groot gedeelte van deze
proefschrift is toegewijd aan het ontwikkelen van effectieve methodes om deze
techniek toe te passen.
6.2 Hoe characteriseren we exoplaneten?
Het detecteren van planeetachtige objecten rondom andere sterren geeft ons al een
idee over het aantal exoplaneten in ons sterrenstelsel. Echter, om ons begrip te
vergroten van deze complexe lichamen voorbij een enkel data punt, moeten we
een gedetailleerde karakterisatie studie doen met gebruik van de vele beschikbare
observatie technieken.
Overgang en roodverschuiving observaties zorgen respectievelijk voor de
mogelijkheid tot het meten van de straal en massa van deze planeten relatief ten
opzichte van hun ster. Door het combineren van deze twee metingen kunnen we de
gemiddelde dichtheid van de planeet schatten, en daarmee concluderen of deze een
rotsachtige, ijsachtige of gasachtige compositie heeft.
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Figuur 6.1: Een schematische weergave van een adaptief optiek (AO) systeem: een gedeelte van het
licht van een telescoop wordt afgesplitst van het wetenschappelijke pad naar een golffront sensor,
die een vervormbare spiegel aandrijft om te compenseren voor de verstoringen van de atmosfeer.
De inzetpanelen laten gesimuleerde afbeeldingen zien van een ster voor (boven) en na (onder)
AO correctie. Niet gemeenschappelijke pad aberraties treden op in het rood aangeven gebied van
het instrument, en kunnen niet correct worden gemeten door het adaptieve optiek systeem. Deze
kunnen worden gecontroleerd door een beeldvlak golffront sensor toe te voegen, die de afbeeldingen
gebruikt van de wetenschappelijke camera om de goede correctie te meten. Dit figuur is aangepast
van http://lyot.org.
Echter, hoge resolutie spectroscopische studies verschaffen verreweg het meest
krachtige en veelzijdige gereedschap om bijkomende eigenschappen te bepalen van
deze planeten. Niet alleen kan het gebruikt worden om de spectrale vingerafdruk
van moleculen in de atmosfeer te identificeren, maar de analyse van de spectrale
kenmerken zelf kan gebruikt worden om eigenschappen zoals de temperatuur en
druk in de bovenste lagen van de atmosfeer te bepalen, en zelfs de draaisnelheid van
de planeet. For onopgeloste planeten in een overgang, kan dit worden gedaan door
het analyseren van het kleine gedeelte sterlicht dat door de planeet atmosfeer gaat,
waardoor het de spectrale vingerafdruk van de planeet oppikt. Het is ookmogelijk om
een spectrograaf direct te koppelen aan een hoog contrast camera systeem, wat ervoor
zorgt dat ook planeten die geen overgang veroorzaken met hetzelfde detail kunnen
worden gekarakteriseerd als ze via de directe methode gedetecteerd kunnen worden.
6.3 Protoplanetaire schijven en planeet formatie
Protoplanetaire schijven vormen tijdens het begin van de ineenstorting van stof en
gas tijdens de eerste fase van ster formatie, en zijn op hun beurt de geboorteplaats
van planeten. Daarom zal het beter begrijpen van de fysische processen die plaats
vinden in deze schijven leiden tot beter begrip van planeet formatie en hoe deze
systemen daarna evolueren tot volwassen zonnestelsels. Door een grote hoeveelheid
van deze jonge ster systemen met verschillende leeftijden te bestuderen, kunnen we
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de stukje bij elkaar leggen om een tijdlijn over de formatie van ons eigen zonnestelsel
te schetsen.
Afbeeldingen van deze schijven op nabij infrarode golflengtes vertellen ons over
hun buitenste lagen: het detecteren van openingen en spiralen in deze lagen geeft
ons een indicatie van hun leeftijd, en potentiele regio’s waar op dit moment planeet
formatie plaats vind. Echter, door de zwakheid van deze schijven vergeleken met het
licht van hun ster, is het maken van afbeeldingen technisch bijna net zo uitdagend als
het vinden van planeten, vooral omdat het moet gebeuren over een groot oppervlak
zonder dat er beeld artefacten optreden.
Polarimetrie is een extreem effectieve techniek om deze uitdaging te overkomen,
doordat sterlicht van nature ongepolariseerd is maar gedeeltelijk gepolariseerd raakt
wanneer het wordt verstrooid door stof deeltjes. Het meten en aftrekken van al
het ongepolariseerde licht laat daardoor een afbeelding achter van de regio’s waar
sterlicht wordt verstrooid. Het huidige generatie hoge contrast instrument SPHERE
op de VLT is erg succesvol op dit terrein, en de opgave om de prestatie van dit
instrument verder te verhogen is het onderwerp van drie hoofdstukken van deze
thesis.
6.4 Dit proefschrift
In dit proefschrift richt ik me op twee hoofddoelen: het ontwikkelen van nieuwe
optische technieken om de uiteindelijke bereikbare contrast ratio van directe
detectie methodes te verbeteren, en het adresseren van sommige openstaande
beperkingen van huidige generatie instrumenten. Dit werk is verdeeld over de
volgende hoofdstukken:
Hoofdstuk 2: De grootste uitdaging van golffront metingen met het beeldvlak is
het effectief gebruik maken van de afbeeldingen van de wetenschappelijke camera,
doordat de information over de aberraties die de lichtstraal verstoren verloren
raakt tijdens het nemen van de afbeeldingen. In dit hoofdstuk presenteren we de
theorie, de laboratorium implementatie en de eerste validatie op een echte ster
van de coronagraphic Modal Wavefront Sensor (cMWS): een optische element dat
gebruikt maakt van holografische technieken om het licht te manipuleren op een zo
danige manier dat het tegelijk functioneert als coronagrafische camera en makkelijk
te gebruiken lage orde golffront sensor. Na de validatie van het concept in numerieke
simulaties, hebben we een prototype ontwerp van de cMWS ingezet op de 4.2 m
William Herschel Telescoop (WHT) op La Palma. We hebben aangetoond dat deze
cMWS gebruikt kan worden om passief de lage orde golffront fouten te meten op
hoge snelheid (50 Hz frame-rate) en over een grote spectrale bandbreedte (50% in
R-band), beide zijn grote uitdagingen voor de meeste beeldvlak golffront metingen.
Nadat dit werk gepubliceerd was, is de cMWS verder gevalideerd als onderdeel
van de Leiden EXoplanet Instrument (LEXI), inclusief succesvolle terugkoppeling
voor actieve correctie tijdens observaties. Daarnaast zijn er verschillende andere
cMWS optische elementen geinstalleerd in telescopen over heel de wereld,
inclusief een recente succesvolle vlucht op grote hoogte met de HiCIBaS ballon.
Hoofdstuk 3: Terwijl niet gemeenschappelijke pad fouten de meest geciteerde
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limiterende factor voor directe detectie instrumenten is, is het niet altijd
het meest significante effect. In dit hoofdstuk ontwikkelen en testen wij een
potentiele controle oplossing voor het zogenoemde langzame wind effect (LWE)
dat optreedt in de hoge contrast camera SPHERE: dit is een golffront controle
probleem wat de prestatie significant vermindert tijdens optimale observatie
condities. In dit hoofdstuk passen wij het zogeheten “Fast & Furious” (F&F) beeld
golffront meting controle algoritme toe op het specifieke geval van het LWE,
en simuleren we de techniek met terugkoppeling onder realistische observatie
condities die de condities van SPHERE nabootsen. Wij merken op dat dit
algoritme extreem stabiel is tegen alle gesimuleerde observatie condities, waardoor
het een zeer effectieve belooft te zijn om het LWE te verwijderen en als groot
voordeel is gelijk implementeerbaar als softwarematige oplossing voor SPHERE.
Hoofdstuk 4:Met gelijk een vervolg op hoofdstuk 3, valideren wij in dit hoofdstuk
F&F op het MITHIC hoge contrast test systeem in het Laboratoire d’Astrophysique
de Marseille, om de effectiviteit te evalueren in het gevecht tegen de LWE in een
realistische lab omgeving. Wij merken op dat de laboratorium prestatie van F&F
consistent zijn met de simulaties, en dat het in staat is om op een robuuste wijze
kunstmatig geïnjecteerde LWE effecten te verwijderen binnen vijf terugkoppeling
iteraties, zelfs wanneer lage signaal ruis afbeeldingen worden gebruikt als input.
Hoewel het algoritme nog steeds gevalideerd moet worden wanneer er ook tegelijk
met een adaptief optiek systeem wordt gewerkt dat atmosferische turbulentie
corrigeert, concluderen wij dat F&F een uitmuntende oplossing is voor het LWE
in het SPHERE instrument, en dat het in staat is om op een robuuste manier
in real-time golffront controle uit te voeren zelfs onder de meest uitdagende
observationele condities zonder dat het dewetenschappelijk observaties verslechterd.
Hoofdstuk 5:Optimale data reductie technieken zijn net zo cruciaal als hoge precisie
optica wanneer je het meeste uit de data wilt halen dat geproduceerd wordt door
hoge contrast systemen. Dit hoofdstuk presenteert de inspanningen om voor de
apodised Lyot coronagraaf van het IRDIS nabij-infrarood subsysteem van SPHERE
een kalibratie methode te ontwikkelen dat het mogelijk maakt om op een juiste
manier coronagrafische en polarimetrische data te reduceren. Dit is belangrijk want
de binnenste regio van circumstellaire schijf observaties, die cruciaal zijn voor het
identificeren van de centrale holten in protoplanetaire transitie schijven, worden
vaak gedomineerd door artefacten van het camera systeem. Kalibratie observaties
met behulp van de kleine planeet Ceres zijn gebruikt om het extinctie profiel van
de coronagraaf te bepalen, en deze zijn gecombineerd met uitgebreide optische
modellen om het geobserveerde signaal volledig te begrijpen. Wij concluderen dat
de coronagrafische en polarimetrische observaties van protoplanetaire schijven een
volledig gemodelleerde analyse vereisen om op een goede manier de niet-lineaire
diffractie effecten en polarisatie effecten mee te nemen: het is niet voldoende om
simpelweg te normaliseren voor de coronagrafische verliezen. Wij valideren de
accuraatheid van onze kalibratieroutine op polarimetrische observaties van de goed
bestudeerde protoplanetaire schijf TW Hydrae, waar we met succes de bekende
centrale holte kunnen terugvinden na het corrigeren voor instrumentele effecten.
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6.5 Algemene conclusies
Het werk in hoofdstukken 2 tot en met 4 kaarten het eerste doel van dit proefschrift
aan, door middel van demonstraties van meerdere technieken om beeldvlak golffront
metingen uit te voeren met behulp van de wetenschappelijke camera afbeeldingen.
Als deze worden geïmplementeerd in de beste instrumenten, kunnen deze technieken
het uiteindelijk gehaalde contrast verbeteren met meerdere magnitudes door betere
beeld stabilisatie te leveren. Het gebruik van holografische technieken is een krachtige
en flexibele technologie om de informatie die een afbeelding bevat aan te passen,
wat op dit moment ook al toepassingen vind in andere gebieden van hoge contrast
instrumenten. Voor de volgende generatie van hoge contrast instrumenten voor de
ELT klasse telescopen waarvan het eerste licht wordt verwacht eind 2020 en begin
2030, laten hoofdstukken 3 & 5 zien hoe de combinatie van expertise in optica en
data reductie bijna zeker nodig zal zijn om de onvoorziene uitdagingen voor deze
instrumenten aan te gaan. Het streven is daarom dat dit proefschrift zal bijdrage
aan een geïnformeerd ontwerp van de volgende generatie instrumenten, waardoor
deze in staat gesteld worden om zwakkere planeten met kleinere banen en dus meer
aardachtige planeten direct te detecteren en karakteriseren.
Chapter 7
English Summary
For centuries, philosophers, scientists, and science fiction writers alike have been fas-
cinated by the idea of planetary systems existing around stars other than the sun. And,
likeGiovanni Schiaparelli claiming to see artificial canals onMars in 1877 or early 19th
Century fantasies about tropical paradises existing below the thick clouds of Venus,
this interest is almost always combined with the desire to know: could there be life on
these planets?
Since these early musings, our scientific understanding of these extra-solar plan-
ets (exoplanets) has grown extraordinarily rapidly. Starting with the discovery of the
first exoplanet in 1992, we now know of almost 4,000 planetary-mass companions
and are increasingly able to characterise their composition, atmospheres and likely
surface conditions.
7.1 How do we find exoplanets?
7.1.1 Indirect detection methods
The majority of exoplanets detected to-date have been found using indirect methods,
via the influence of the planet on the light of its host star. The most prolific of these
are the transit method, where the planet blocks a small but detectable part of the star’s
light as it passes in front, and the radial velocity method, where the orbital motion
of the host star about the common centre of mass of the star-planet system causes
features in its spectrum to shift periodically in wavelength.
These indirect techniques have produced large numbers of detections primarily
because it is possible to achieve high precision using relatively small telescopes and
simple instrument designs,making themhighly suited to carry out large-scale surveys.
They are also more sensitive to massive close-orbiting planets, which is a more popu-
lated area of the exoplanet parameter space than those accessible by other detection
methods, including direct imaging.
These indirect methods do however have the disadvantage that are only sensitive
only if the planet’s orbit aligns with our line of sight, and so they naturally miss a large
fraction of the total exoplanet population where this is not the case. The detectability
of planets via these methods is also intrinsically tied to their orbital periods, mean-
ing that surveys must span years or even decades when looking for solar system-like
planets in order to obtain detectable signals.
7.1.2 Direct imaging
If we instead wish to directly resolve the light of an Earth-like exoplanet from its host
star, we require instruments which are capable of spatially resolving angles on the sky
of a fraction of an arcsecond (1/3600th of a degree), and teasing out planet light which
is approximately one billion times fainter than that of the star. This technical challenge
152 Chapter 7. English Summary
is equivalent to trying to detect a firefly fluttering just a few centimetres from a light-
house, from a distance of over 200 km. If this can be achieved however, direct imaging
offers a powerful tool to study and characterise these planets in unprecedented detail.
Such precision is best achieved by using the largest available telescopes, and ad-
vanced coronagraphic optics which filter out unwanted starlight while preserving the
signal of the planet. A variety of complementary techniques which are capable of dif-
ferentiating planet light from starlight by their fundamental properties, such as po-
larimetry and spectroscopy, are now also widely used to help tease out the faint planet
light from the sea of starlight in which it is embedded.
Instruments attached to ground-based telescopes also have the added challenge
of looking through the turbulent, distorting effects of the Earth’s atmosphere. Adap-
tive optics technologies, which adjust one or more deformable mirrors thousands of
times per second, are now advanced enough to effectively compensate for this distor-
tion. The general optical layout and performance of such an adaptive optics system
is shown in Fig. 7.1. As we push towards detecting fainter and closer-orbiting planets
however, distortions due to imperfections in the optics of the instrument itself now
also becomes a significant consideration. In particular, so-called non-common path
aberrations (NCPAs), which are produced in regions of the instrument which are not
properly controlled by the adaptive optics system, are currently amajor limiting factor
of these planet-hunting instruments.
One solution to these NCPAs is a technique called focal-plane wavefront sensing,
where information from the science imaging camera is used to determine the exact
correction which must be made to perfect the image. A large fraction of this thesis is
dedicated to developing effective ways to perform this technique.
7.2 How do we characterise exoplanets?
Simply detecting the existence of planetary mass companions around other stars al-
ready gives us an idea of howabundant exoplanets are in our galaxy.However, in order
to develop our understanding of these complex bodies beyond the level of a single data
point, we need to perform detailed characterisation studies using the many available
observation techniques.
Transit and radial velocity observations respectively provide estimates of the ra-
dius and mass of these planets compared to their host star. By combining these two
measurements we can estimate the planet’s overall density, and hence infer whether
they are rocky, icy or gaseous in composition.
However, high-resolution spectroscopic study provides by far the most powerful
and versatile tool for determining additional properties of these planets. Not only can
it be used to identify the spectral fingerprint of molecules present in the atmosphere,
but analysis of the spectral features themselves can be used to determine properties
such as the temperature and pressure in the upper layers of the atmosphere, and even
the spin rate of the planet. For unresolved transiting planets, this can be achieved by
analysing the small fraction of starlight that passes through the planet’s atmosphere,
picking up its spectral fingerprint. It is also possible to couple a spectrograph directly
to high-contrast imaging systems, allowing non-transiting planets to be characterised
in the same detail if they can be directly imaged.



















Figure 7.1: Schematic of an adaptive optics (AO) system: part of the light from the telescope is split
off from the science beam into a wavefront sensor, which controls a deformable mirror in order to
compensate for atmospheric distortions. The image panels show the simulated image of a star before
(top) and after (bottom) AO correction. Non-common path aberrations occur in the red-shaded
regions of the instrument, which are not correctly sensed by the adaptive optics system. These can
be controlled by adding a focal-plane wavefront sensor, which uses images from the science camera
to determine the right correction. Figure adapted from http://lyot.org.
7.3 Protoplanetary disks and planet formation
Protoplanetary disks form during the initial collapse of dust and gas that constitutes
the first stage of star formation, and in turn are the birthplace of planets. Therefore,
understanding the physical processes operating in these disks allows us to better de-
termine howplanets formand evolve into the objectswe detect inmature star systems.
By observing a large number of these young systems with different ages, we can also
piece together a timeline for the formation of our own solar system.
Imaging these disks at near-infrared wavelengths tells us about their outermost
layers: detecting gaps and spiral features in this surface gives us an indication of their
age, and also potential regions of ongoing planet formation. However, due to the faint-
ness of these disks compared to the light of their host star, imaging them is almost
as technically challenging as finding planets themselves, especially as it must also be
achieved over a large area without creating unphysical image artefacts.
Polarimetry has proved an extremely effective technique for overcoming this chal-
lenge, since starlight is naturally un-polarised but becomes partially polarised when
scattered by dust particles. Measuring and subtracting all un-polarised light therefore
leaves behind an undistorted image of the regions where starlight is being scattered.
The current-generation high-contrast imaging instrument SPHERE at the VLT has
been particularly successful in this field, and the task of further optimising the perfor-
mance of this instrument is the subject of three chapters of this thesis.
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7.4 This thesis
In this thesis I focus two main goals: developing new optical techniques to improve
the final contrast ratios achievable by direct imaging, and addressing some of the out-
standing limitations of current-generation instruments. This work is split into the fol-
lowing chapters:
Chapter 2: The main challenge of focal-plane wavefront sensing is in effectively
utilising images from the science camera, since information about the aberrations
which are distorting the light beam is fundamentally lost during the normal image
formation process. In this chapter we present the theory, laboratory implementation
and first on-sky validation of the coronagraphic Modal Wavefront Sensor (cMWS):
an optic which uses holographic techniques to engineer the light falling on the sci-
ence camera in such a way as to provide simultaneous coronagraphic imaging and
straightforward low-order wavefront retrieval. After validating the concept in numer-
ical simulations, we deployed a prototype cMWS design at the 4.2 m William Her-
schel Telescope (WHT) in La Palma. We show that this cMWS is capable of pas-
sively sensing low-order wavefront aberrations at high speeds (50 Hz frame-rate) and
over a wide observing bandwidth (50 % in R-band), both of which are major chal-
lenges for most focal-plane sensing techniques. Since the work in this chapter was
published, the cMWS has been further validated as part of the Leiden EXoplanet In-
strument (LEXI), including successful on-sky closed-loop operation. In addition, a
number of cMWS optics have been installed at telescopes around the world, including
a recent successful flight on the HiCIBaS high-altitude balloon pathfinder mission.
Chapter 3: While non-common path aberrations are a commonly-cited limiting
factor of direct imaging instruments, this is not always the most significant ef-
fect. In this chapter we develop and test a potential control solution for the so-
called low-wind effect (LWE) seen in the SPHERE high-contrast imager: this is
a wavefront control issue which is seen to significantly degrade the imaging per-
formance of the instrument under otherwise optimal observing conditions. In this
chapter we adapt the so-called “Fast & Furious” (F&F) focal-plane wavefront con-
trol algorithm to the specific case of the LWE, and simulate its closed-loop per-
formance under realistic observing conditions emulating those of the SPHERE in-
strument. We find that the algorithm is extremely stable against all simulated ob-
serving conditions, offering an effective method of eliminating the LWE which is
in principle immediately implementable as a software-only solution for SPHERE.
Chapter 4: Following on directly from Chapter 3, in this chapter we validate F&F
on the MITHIC high-contrast testbench at the Laboratoire d’Astrophysique de Mar-
seille, in order to evaluate its effectiveness in combating the LWE in a realistic labo-
ratory environment. We find that the laboratory performance of F&F is highly con-
sistent with simulations, and is capable of robustly eliminating artificially injected
LWE aberrations within five closed-loop iterations, even when using low-signal-to-
noise images as input. Although it remains necessary to validate the algorithm in par-
allel with a live adaptive optics system performing atmospheric correction, we con-
clude that F&F represents an excellent solution to the LWE in the SPHERE instru-
ment, capable of robust real-time wavefront control under even the most challeng-
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ing observing conditions without degrading the image feed for science observations.
Chapter 5: Optimal data reduction techniques are just as crucial as high-precision
opticswhen it comes tomaking themost of the data produced by current high-contrast
imaging facilities. This chapter presents a characterisation effort of the apodised Lyot
coronagraph system of the IRDIS near-infrared subsystem of SPHERE, in order to
develop a calibration algorithm capable of properly reducing coronagraphic, polari-
metric image data. This is important since the innermost regions of circumstellar disk
observations, which are crucial for the identification of central cavities in transitional
protoplanetary disks, are often dominated by artefacts of the imaging system. Calibra-
tion observations were made of the minor planet Ceres in order to accurately deter-
mine the extinction profile of the coronagraph, and combined with extensive optical
modelling in order to fully understand the observed signal. We conclude that coro-
nagraphic, polarimetric observations of protoplanetary disks require full forward-
modelling in order to properly account for non-linear diffraction and polarimetric
effects: it is not sufficient to simply normalise for coronagraphic throughput losses.
We validate the accuracy of our calibration routine on polarimetric observations of
the well-studied TW Hydrae protoplanetary disk, successfully recovering the known
central cavity feature after correcting for instrumental effects.
7.5 Overall conclusions
The work in Chapters 2 to 4 addresses the first goal of this thesis, by demonstrating
multiple valid techniques for performing focal-plane wavefront sensing using science
camera images. If implemented in cutting-edge instruments, techniques such as these
will allow us to gain multiple orders of magnitude in final contrast performance by
providing better image stabilisation. The use of holographic techniques to customise
the information content provided by an image is also a powerful and highly flexible
tool, which is already finding applications in other areas of high-contrast imaging.
With the next generation of planet-hunting instruments for ELT-class telescopes cur-
rently due to see first-light in the late 2020s and early 2030s, Chapters 3 to 5 also
highlight how combined expertise in both optics and data reduction will almost cer-
tainly be required to tackle unforeseen challenges faced by these instruments. It is
therefore hoped that the work in this thesis will help to inform the design of these
next-generation instruments, ultimately enabling them to directly image and charac-
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