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Abstract
In 1992, Kiendi, Adamy and Stelzner investigated under which condi-
tions a certain type of function constituted a Lyapunov function for some
time-invariant linear system. Six years later, it was obtained that this
property holds if and only if the Banach space enjoys the self-extension
property. However, the knowledge of these spaces needed to be extended
in order to make useful this characterization, since there were little infor-
mation on which classic Banach spaces satisfy this property and its rela-
tions with other classic properties. We present the self-extension property
in a wider frame, relating it to other well-known spaces as the 1-injective
or 1-projective ones. We investigate the property in two important low-
dimensional classic Banach spaces: R31 and R
4
1. We introduce the concept
of k−self-extensible spaces and a discussion of the stability of the property.
We also show that every real Banach space of dimension greater than or
equal to 3 can be equivalently renormed to fail the self-extension property.
Finally, we summarize some consequences of our study and mention some
open questions which appear naturally.
1 Introduction
In [1], the authors look for conditions to make a function defined as
V : Rn → R
V (x) = ‖Wx‖
(where W ∈ Mm×n(R) has rank n) be a Lyapunov function for some time-
invariant linear system, ending up with a characterization of this property. How-
ever, in [2] it is highlighted that the result of the previous paper does not con-
stitute a characterization but only gives a sufficient condition. Moreover, in [3]
∗Corresponding author
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is proven that the necessity only holds in a certain class of normed spaces (those
satisfying a property called self-extension). They prove that Hilbert spaces and
ℓ∞(Γ) spaces satisfy this property and construct a 3-dimensional example that
fails it. However, there is neither a deep study of which classical spaces are self-
extensible nor a research on the relation between the self-extension property
and other classical properties. The aim of this paper is to go further on these
directions.
In Section 2 we present the definition of the self-extension property and we
introduce the concepts of 1-injective and 1-projective space, linking them to
self-extensible spaces. Since they are closely related to self extensible spaces,
Sections 3 and 4 discuss and explore the relations between 1-complemented
spaces and norm-attaining functionals and reflexive spaces. The main results
are found in Section 5 and 6, where it is proven that (R3, ‖ · ‖1) satisfies the
self-extension property but (R4, ‖ · ‖1) does not; a discussion on the stability of
the property is also included.
We will deal mainly with real Banach spaces, which is the setting where the
property was originally defined, although many results can be easily translated
to the complex case. In the sequel, we use ℓnp to denote either the real or the
complex n-dimensional space with the norm ‖ · ‖p, whereas R
n
p is to be used for
the real case only.
2 Basic definitions and results
Definition 2.1 A Banach space X is said to have the self-extension prop-
erty if for every Y subspace of X and every T : Y → Y continuous linear op-
erator there exists a continuous linear extension S : X → X such that S|Y = T
and ‖S‖ = ‖T ‖.
Definition 2.2 Let X be a Banach space and k ≥ 1. A subspace Y is said to
be [k-]complemented in X if there exists a projection P : X → Y [such that
‖P‖ ≤ k. We also say P is a k-projection].
We recall the reader that a projection on a Banach space X is a continuous,
linear and idempotent map P : X → X . The dual operator P ∗ : X∗ → X∗
is also a projection. The complementary projection of P is defined as I − P ,
which is also a projection. Every nonzero projection has norm greater than or
equal to 1.
Definition 2.3 Let k ≥ 1. A Banach space X is called a [k-]projective Ba-
nach space if every subspace Y of X is [k-]complemented in X.
Definition 2.4 Let k ≥ 1. A Banach space X is called a [k-]injective Banach
space if it is [k]-complemented in every Y such that X ⊆ Y .
Notice that they are analogous definitions, switching subspaces with super-
spaces.
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In accordance with [4, Page 123], a Banach space X is k-injective if and only
if satisfies any of the following (for all arbitrary Banach spaces Y , Z):
• If X ⊆ Y and T : X → Z is linear and continuous, then there exists a
continuous linear extension S : Y → Z with ‖S‖ ≤ k‖T ‖.
• If Z ⊆ Y and T : Z → X is linear and continuous, then there exists a
continuous linear extension S : Y → X with ‖S‖ ≤ k‖T ‖.
• If T : X → Y is a linear isometry, there exists a continuous linear S : Y →
X such that ‖S‖ ≤ k and S ◦ T is the identity.
Moreover, some of the previous classes are completely characterized:
• The 1-injective spaces are exactly the C(K) spaces for K extremally dis-
connected, i.e., the closure of every open set in K is open (Kelley [5]).
• A Banach space is 1-projective if and only if it is a Hilbert space or 2-
dimensional (Kakutani [6] and Bohnenblust [7]).
• The projective spaces are exactly the spaces linearly isomorphic to a
Hilbert space (Lindenstrauss and Tzafriri [8]).
All the previous characterizations are very deep results in Banach space
theory. However, in [9] it was observed that the Hahn-Banach Theorem applied
coordinatewise shows that ℓ∞(Γ)-spaces are 1-injective (this is a particular and
simple case of the aforementioned Kelley’s result).
Theorem 2.5 Let X be a Banach space. If X is 1-injective or 1-projective,
then X satisfies the self-extension property.
Proof We will distinguish between the cases of 1-injective and 1-projective:
• Suppose first that X is 1-injective. Let Y be a closed subspace of X and
T : Y → Y a continuous linear operator. Since the inclusion i : Y →֒ X is
a monomorphism, by hypothesis there exists a continuous linear operator
S : X → X such that S ◦ i = i ◦ T and ‖S‖ = ‖i ◦ T ‖, that is, S|Y = T
and ‖S‖ = ‖T ‖.
• Assume now that X is 1-projective. Let Y be a closed subspace of X and
T : Y → Y a continuous linear operator. By hypothesis, Y is the range
of a norm-one projection P : X → X . Now S = T ◦ P : X → X satisfies
S|Y = T and
‖T ‖ = ‖(T ◦ P )|Y ‖ ≤ ‖S‖ ≤ ‖T ‖‖P‖ ≤ ‖T ‖.
Note that the comments 1) and 2) in section IV of [3] can be seen as particular
cases of the previous theorem.
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Example 2.6 Some instances of Banach spaces satisfying the self-extension
property were pointed out at the introduction. We will provide two examples
separating the properties 1-injective and 1-projective.
• ℓ∞ is a 1-injective Banach space which is not even projective, since c0 is
not complemented in ℓ∞ ([9]).
• Any Hilbert space of dimension strictly greater than 1 is 1-projective but
not 1-injective.
Proposition 2.7 Let X be a 1-projective Banach space and let Y be a 1-
injective closed subspace of X. Then either dim(Y ) = 1 or X = Y = ℓ2∞.
Proof We will use the aformentioned characterizations of 1-injective and 1-
projective spaces.
Assume dim(Y ) > 1. Since X is isomorphic to a Hilbert space, we deduce
that Y must be a reflexive C(K) space and therefore isometrically isomorphic
to ℓn∞ for some n > 1. This in turns implies that X is not a Hilbert space, so it
is necessarily 2-dimensional and thus Y = X = ℓ2∞.
A direct consequence of the previous proposition is the following corollary.
Corollary 2.8 If X is a 1-projective, 1-injective Banach space, then either
X = ℓ1∞ or X = ℓ
2
∞.
Notice that, in opposition to the previous proposition, there can be found
1-injective Banach spaces containing 1-projective Banach spaces.
Example 2.9 ℓ∞ is a 1-injective Banach space that contains an isometric copy
of ℓ2, which is Hilbert and then 1-projective.
3 Vector subspaces of norm-attaining function-
als
Recall that the annihilator of a non-empty subset M of a vector space is the set
M⊥ := {x∗ ∈ X∗ : M ⊆ ker(x∗)}. The pre-annihilator of a non-empty subset
N of X∗ is defined as N⊤ := N⊥ ∩X =
⋂
n∗∈N ker(n
∗).
We also recall the reader that NA(X) stands for the set of norm-attaining
functionals on a normed space X .
Remark 3.1 If X and Y are normed spaces and T : X → Y is linear and
continuous, then T (BX) = BY if and only if T
∗ : Y ∗ → X∗ is an isometry.
Now, let X be a Banach space and Y a 1-complemented subspace of X. If
P : X → Y is a 1-projection, then P ∗(NA(Y )) ⊆ NA(X) and P (BX) = BY ,
therefore P ∗ : Y ∗ → X∗ is an isometry, and hence if NA(Y ) contains an infinite
dimensional vector subspace, then so does NA(X). Also, if i : Y →֒ X denotes
the inclusion, then ker(P ) = ((P ∗ ◦ i∗)(X∗))⊤.
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The previous remark applied to 1-injective spaces has strong consequences
relative to the linear structure of the norm-attaining functionals.
Theorem 3.2 Let X be a Banach space. If X contains an isometric copy Y
of an infinite dimensional 1-injective space, then NA(X) contains an infinite
dimensional vector subspace.
Proof Since Y is 1-injective, Y is 1-complemented in X so let P : X → Y
be a 1-projection. By Remark 3.1 we have that P ∗(NA(Y )) ⊆ NA(X). Since
Y is linearly isometric to a C(K) with K compact, Hausdorff, extremally dis-
connected and infinite, we deduce that NA(Y ) contains an infinite dimensional
vector subspace by virtue of [10, Theorem 2.1]. As a consequence, the condition
P ∗(NA(Y )) ⊆ NA(X) implies that NA(X) also contains an infinite dimensional
vector subspace in view of Remark 3.1.
Since every equivalent norm on a subspace can be extended to an equivalent
norm on the whole space, the previous theorem has an immediate corollary.
Corollary 3.3 Let X be a Banach space. If X contains an isomorphic copy Y
of an infinite dimensional 1-injective space, then X can be equivalently renormed
to make NA(X) contain an infinite dimensional vector subspace.
Remark 3.1 also motivates the following definition.
Definition 3.4 Let X be a Banach space and Y a closed subspace of X. A
closed subspace Z of X∗ is said to be norm-attaining for Y provided that for
every y ∈ SY there is an element z
∗ ∈ SZ such that z∗(y) = 1.
Remark 3.1 gives us the ideas to prove the following characterization. It is
also based upon the idea that if Y := Ky, with ‖y‖ = 1, is a 1-dimensional
subspace of a Banach space X and y∗ ∈ SX∗ is such that y∗(y) = 1, then
Z := Ky∗ is norm-attaining for Y with Z⊤ = ker(y∗) 6= {0} and the natural
projection P : Ky ⊕ ker(y∗)→ Ky has norm 1.
Theorem 3.5 Let X be a Banach space and Y a closed subspace of X. There
exists a closed subspace V 6= {0} of X such that Y ∩ V = {0} and the natural
projection Y + V → Y has norm 1 if and only if there exists a norm-attaining
Z ⊆ X∗ for Y with Z⊤ 6= {0}.
Proof Assume first that there exists a closed subspace V 6= {0} of X such
that Y ∩ V = {0} and the natural projection Y ⊕ V → Y has norm 1. Let
P : Y + V → Y denote the natural projection and i : Y + V →֒ X the natural
injection. We will take Z := (i∗)−1 (P ∗(Y ∗)). Let y ∈ SY . By the Hahn-
Banach Theorem there exists y∗ ∈ SY ∗ with y∗(y) = 1. Notice that P ∗(y∗)(y) =
y∗(P (y)) = y∗(y) = 1 and ‖P ∗(y∗)‖ = 1 since ‖P ∗‖ = ‖P‖ = 1. In accordance
with the Hahn-Banach Extension Theorem we can find z∗ ∈ SX∗ such that
i∗(z∗) = z∗|Y+V = P ∗(y∗). Now observe that z∗(y) = P ∗(y∗)(y) = 1 and z∗ ∈
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Z. Finally, if v ∈ V and z∗ ∈ Z, then there exists y∗ ∈ Y ∗ with i∗(z∗) = P ∗(y∗)
and hence z∗(v) = P ∗(y∗)(v) = y∗(P (v)) = y∗(0) = 0. As a consequence,
V ⊆ Z⊤ so Z⊤ 6= {0}. In fact, V = Z⊤ ∩ (Y + V ). Indeed, let y + v ∈ Z⊤
and fix an arbitrary y∗ ∈ Y ∗. Using again the Hahn-Banach Theorem we can
find z∗ ∈ X∗ such that i∗(z∗) = z∗|Y+V = P ∗(y∗), then z∗ ∈ Z and hence
y∗(y) = y∗(P (y + v)) = P ∗(y∗)(y + v) = z∗(y + v) = 0. The arbitrariness of y∗
implies that y = 0.
Conversely, let Z ⊆ X∗ be norm-attaining for Y with Z⊤ 6= {0}. We will
take V := Z⊤. In the first place, if y ∈ Y ∩ V , then we can find y∗ ∈ Z such
that y∗(y) = ‖y‖. However, y∗(y) = 0 since y ∈ Z⊤, which means that y = 0.
As a consequence, Y ∩ V = {0}. To finish the proof all we need to show is that
‖y‖ ≤ ‖y + z‖ for all y ∈ Y and all z ∈ Z⊤. Indeed, by hypothesis, for every
y ∈ Y we can find y∗ ∈ SZ with y∗(y) = ‖y‖, therefore
‖y‖ = y∗(y) = y∗(y + z) ≤ ‖y + z‖
for every z ∈ Z⊤.
The reader may notice that the following corollary works, like the rest of
the results in this section, for real and complex spaces. It uses the well-known
result that 1-dimensional subspaces are always 1-complemented.
Corollary 3.6 Every 1-dimensional subspace of a Banach space with dimen-
sion greater than or equal to 2 has a norm-attaining closed subspace whose
pre-annihilator is not zero.
4 A sufficient condition for a reflexive subspace
to be 1-complemented
In order to construct a norm-attaining Z ⊆ X∗ for a given closed subspace Y
of a Banach space X , it is tempting to rely on NA(Y ).
Lemma 4.1 Let X be a Banach space and Y a closed subspace of X. If Y is
smooth and Z ⊆ X∗ is norm-attaining for Y , then NA(Y ) ⊆ i∗(Z) and thus
(i∗)−1(i∗(Z)) is dense in X∗, where i : Y →֒ X is the canonical inclusion.
Proof Let y∗ ∈ NA(Y )\{0} and find y ∈ SY with y∗(y) = ‖y∗‖. By hypothesis,
there exists z∗ ∈ SZ with z∗(y) = 1. Since Y is smooth, we deduce that y
∗
‖y∗‖ =
z∗|Y = i∗(z∗). Thus y∗ = i∗(‖y∗‖z∗) ∈ i∗(Z). This shows that NA(Y ) ⊆ i∗(Z).
Finally, (i∗)−1(NA(Y )) ⊆ (i∗)−1(i∗(Z)). Since i∗ : X∗ → Y ∗ is continuous and
onto between Banach spaces, it must be open by the Open Mapping Theorem,
therefore (i∗)−1(NA(Y )) is dense in X∗ because NA(Y ) is dense in Y ∗ by the
Bishop-Phelps Theorem.
Theorem 4.2 Let X be a Banach space, Y a closed subspace of X, and Z ⊆ X∗
is w∗-closed and norm-attaining for Y :
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1. If Y ⊥ ∩ Z
w∗
= {0}, then Y + Z⊤ is dense in X.
2. If Y is reflexive, then Y + Z⊤ is closed in X.
Proof
1. Observe that (Y +Z⊤)⊥ = Y ⊥∩
(
Z⊤
)⊥
= Y ⊥∩Z
w∗
= {0}, which implies
that Y + Z⊤ is dense in X .
2. Let (yn + zn)n∈N be a sequence in Y + Z⊤ converging to some x ∈ X .
By hypothesis, ‖yn‖ ≤ ‖yn + zn‖ for all n ∈ N, therefore (yn)n∈N is
a bounded sequence in Y , which will have a w-convergent subsequence
(ynk)k∈N to some y ∈ Y . Since (ynk + znk)k∈N is w-convergent to x, we
deduce that (znk)k∈N is w-convergent to x − y, so x − y ∈ Z
⊤. Finally,
x = y + (x− y) ∈ Y + Z⊤.
As a consequence of Theorem 4.2 together with Theorem 3.5, we obtain a
sufficient condition for a reflexive subspace to be 1-complemented.
Corollary 4.3 Let X be a Banach space. If Y is a reflexive subspace of X for
which there exists Z ⊆ X∗ norm-attaining with Y ⊥ ∩ Z
w∗
= {0}, then Y is
1-complemented in X.
Scholium 4.4 Let X be a reflexive Banach space. If for every subspace Y of X
there exists Z ⊆ X∗ norm-attaining with Y ⊥∩Z
w∗
= {0}, then X is 1-projective
and thus satisfies the self-extension property.
5 Classic Banach spaces and self-extension
We already know that the n-dimensional Banach spaces Rn2 and R
n
∞ have the
self-extension property, since Rn2 is 1-projective and R
n
∞ is 1-injective. Note that
R
3
1 is neither 1-injective nor 1-projective, however in the next result we show
that it has the self-extension property.
Theorem 5.1 R31 satisfies the self-extension property.
Proof Let X = R31 and consider an hyperplane Y ⊆ X and a continuous linear
operator T : Y → Y . Without loss of generality, we can assume that e1 /∈ Y and
‖T ‖ = 1. There exist r2, r3 ∈ R such that r2e1 − e2, r3e1 − e3 ∈ Y . r2 = r3 = 0
constitutes a trivial case. If one assumes r2 = 0 and r3 6= 0, it is enough to
define β = T (e1 −
1
r3
e3) and S : X → X given by
Se1 =
|r3|
1 + |r3|
β
Se2 = Te2
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Se3 =
−r3
1 + |r3|
β
and it is elementary to conclude that ‖S‖ = 1 and S extends T . Con-
sequently, we can assume r2 6= 0, r3 6= 0 and define α = T (e1 −
1
r2
e2),
β = T (e1 −
1
r3
e3). In order to obtain a more symmetric structure, let γ = 0,
µ2 =
1
|r2| , µ3 =
1
|r3| , µ4 = 1. There exist s2, s3, s4 ≥ 0 satisfying
‖α− β‖ = µ2 + µ3 − s4
‖α− γ‖ = µ2 + µ4 − s3
‖β − γ‖ = µ3 + µ4 − s2
By symmetry, we can assume s2 ≥ s3 ≥ s4. Define z ∈ X as follows
1
zi =


0 if (αi − βi)(αi − γi) ≤ 0
αi −max{βi, γi} if αi > max{βi, γi}
αi −min{βi, γi} if αi < min{βi, γi}
If we additionally define u = α− β − z, v = α− γ − z, a computation shows
that
‖z‖ =
1
2
(‖α− β‖+ ‖α− γ‖ − ‖β − γ‖) = µ2 +
1
2
(s2 − s3 − s4)
‖u‖ =
1
2
(‖α− β‖+ ‖β − γ‖ − ‖α− γ‖) = µ3 +
1
2
(s3 − s2 − s4)
‖v‖ =
1
2
(‖α− γ‖+ ‖β − γ‖ − ‖α− β‖) = µ4 +
1
2
(s4 − s2 − s3)
Let w = α−min
{
µ2
‖z‖ , 1
}
z (we convene that µ2‖z‖ = +∞ when z = 0). Then
‖w − α‖ = min
{
µ2
‖z‖
, 1
}
‖z‖ ≤ µ2
‖w−β‖ = ‖u+max
{
1−
µ2
‖z‖
, 0
}
z‖ ≤ ‖u‖+max{‖z‖−µ2, 0} = µ3+max
{
−s4,
s3 − s2 − s4
2
}
≤ µ3
‖w−γ‖ = ‖v+max
{
1−
µ2
‖z‖
, 0
}
z‖ ≤ ‖v‖+max{‖z‖−µ2, 0} = µ4+max
{
−s3,
s4 − s2 − s3
2
}
≤ µ4
We have proven that, by defining S : X → X as the extension of T satisfying
Se1 = w, then
‖Se2‖ = |r2|‖Se1 − α‖ ≤ 1
‖Se3‖ = |r3|‖Se1 − β‖ ≤ 1
‖Se1‖ = ‖Se1 − γ‖ ≤ 1
1This expression is suggested by the R3 property in [11, Page 18], which was in turn based
on the 3.2.I.P. defined in [12].
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which implies that ‖S‖ = 1.
However, the self-extension property does not hold for general Rn1 as the
following example shows.
Example 5.2 (R41 fails the self-extension property) Let X = R
4
1 and con-
sider Y = {x ∈ X :
∑4
i=1 xi = 0} generated by the basis (u, v, w) = (e1−e2, e1−
e3, e1 − e4). Let T : Y → Y be defined as:
T (au+ bv + cw) =
(
a+
c
2
)
u+
(
b+
c
2
)
v −
c
2
w
Observe that the extreme points of BY are
1
2
{u, v, w, u− v, u−w, v−w} and
their opposite points. Thus, the norm of T is
‖T ‖ =
1
2
max{‖Tu‖, ‖Tv‖, ‖Tw‖, ‖T (u− v)‖, ‖T (u− w)‖, ‖T (v − w)‖} =
=
1
2
max
{
‖u‖, ‖v‖,
∥∥∥∥u+ v − w2
∥∥∥∥ , ‖u− v‖,
∥∥∥∥u− v + w2
∥∥∥∥ ,
∥∥∥∥−u+ v + w2
∥∥∥∥
}
= 1.
Suppose that S : X → X extends T and let z = Se1. It holds that:
• ‖Se1‖ = ‖z‖ ≥ z1 − z2 − z3 − z4
• ‖Se2‖ = ‖z − Su‖ = ‖z − (1,−1, 0, 0)‖ ≥ 1− z1 + 1 + z2 − z3 + z4
• ‖Se3‖ = ‖z − Sv‖ = ‖z − (1, 0,−1, 0)‖ ≥ 1− z1 − z2 + 1 + z3 + z4
• ‖Se4‖ = ‖z−Sw‖ = ‖z−
1
2
(1,−1,−1, 1)‖ ≥ z1−
1
2
+z2+
1
2
+z3+
1
2
+ 1
2
−z4
The sum of the four inequalities gives us ‖Se1‖+‖Se2‖+‖Se3‖+‖Se4‖ ≥ 5
implying ‖S‖ ≥ 5
4
and excluding a norm-one extension of T .
We think the following two results are known, however we have not found a
proper reference and therefore they are given with complete proofs:
Proposition 5.3 Assume the vectors u1, . . . , um ∈ R
n define a (necessarily
polyhedral) norm ‖ ‖ in Rn by means of the expression
‖x‖ = max{|u1 · x|, . . . , |um · x|}
Then (Rn, ‖ ‖) is linearly isometric to a subspace of (Rm, ‖ ‖∞).
Proof Consider the linear isometry T : (Rn, ‖ ‖) → (Rm, ‖ ‖∞) given by
Tx = (u1 · x, . . . , um · x).
Corollary 5.4 (Rn, ‖ ‖1) is linearly isometric to a subspace of (R
2n−1 , ‖ ‖∞).
9
Proof Just note that
∑n
i=1 |xi| = max{|xn +
∑n−1
i=1 εixi| : ε ∈ {−1, 1}
n−1}.
From Corollary 5.4 it is clear that the self-extension property is not inherited
to subspaces, not even to hyperplanes (if the property were inherited to hyper-
planes, inductively this would yield that it is inherited to finite-codimensional
subspaces, but this is impossible since R41 is linearly isometric to a subspace of
R
8
∞).
6 k−self-extension and stability
We define a couple of concepts that allow us to study the stability of the self-
extension property.
Definition 6.1 (A “self-extension coefficient”) Let X be a Banach space,
we say X is k−self-extensible if for every subspace Y ⊆ X and every linear,
continuous operator T : Y → Y there exists a linear, continuous S : X → X
such that S|Y = T and ‖S‖ ≤ k‖T ‖. Additionally, we define
se(X) = inf{k ≥ 1 : X is k − self-extensible}
We will say se(X) =∞ when there is no k such that X is k−self-extensible.
Note that example 5.2 actually shows that se(R41) ≥
5
4
.
Let us recall that the Banach-Mazur distance between two isomorphic Ba-
nach spaces X and Y can be defined as
d(X,Y ) = inf{‖U−1‖ : U ∈ ISO(X,Y ), ‖U‖ = 1}
where ISO(X,Y ) stands for the set of isomorphisms from X to Y . It is
well-known that d is symmetric.
Proposition 6.2 (On stability of k−self-extension) Let X,Y be isomor-
phic Banach spaces. It holds that se(X) ≤ se(Y )d(X,Y )2.
Proof We can assume se(Y ) < ∞, otherwise it is trivial. Let U : X → Y
be an isomorphism such that ‖U‖ = 1. Let Z ⊆ X be a subspace and T :
Z → Z a linear, continuous operator. Then W = U(Z) is a subspace of Y
and UTU−1 : W → W is linear and continuous. Thus, there exists a linear,
continuous extension S : Y → Y of UTU−1 such that ‖S‖ ≤ se(Y )‖UTU−1‖ ≤
se(Y )‖U−1‖‖T ‖ and U−1SU : X → X is an extension of T satisfying
‖U−1SU‖ ≤ ‖U−1‖se(Y )‖U−1‖‖T ‖ = se(Y )‖U−1‖2‖T ‖.
We conclude by taking infimum on U .
By using 1-self-extendability, we can discuss some topological properties of
the set of self-extensible spaces isomorphic to a given one. Namely,
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Corollary 6.3 Let X be a Banach space and let C be the set of Banach spaces
isomorphic to X. Assume C is pseudometrized by log d and consider the sets
A = {Y ∈ C : Y has the self-extension property, i.e. is 1− self-extensible}
B = {Y ∈ C : se(Y ) = 1}
We have
• B is closed and A ⊆ B.
• If X is finite-dimensional then B is compact and A = B.
Proof The closedness of B is due to Proposition 6.2, whereas A ⊆ B is deduced
from the definitions.
Assume now that X is finite-dimensional. It is well known that C is a
compact metric space and therefore B is compact. Finally, let Y ∈ B and Z ⊆ Y
be a subspace. If T : Z → Z is a continuous linear mapping then for each n
there exists an extension of T , say Sn : Y → Y , such that ‖Sn‖ ≤ (1 +
1
n )‖T ‖.
Since L(Y, Y ) is finite-dimensional, Sn has a subsequence converging to some
S : Y → Y which is necessarily an extension of T satisfying ‖S‖ = ‖T ‖.
Now we will need the fact that d(R41,R
4
p) = 4
1−1/p when p ≤ 2 (this can be
found in the book [13, Page 280], where the results are attributed to Gurarij,
Kadets and Macaev in [14] and [15]).
Corollary 6.4 (particularization for R4p) Let X be a 4-dimensional normed
space such that d(X,R41) <
√
5
2
. Then X does not satisfy the self-extension
property. In particular, R4p is not self-extensible for every p such that 1 ≤ p <
1
1−log
4
√
5
2
= 1.0875 . . . .
Proof
• Suppose that X is self-extensible, that is, se(X) = 1; then, the previous
proposition implies se(R41) <
5
4
which is false.
• Elementary computation leads us to 1 ≤ p < 1
1−log
4
√
5
2
if and only if
1 ≤ 41−1/p <
√
5
2
.
Some consequences of the previous results are:
• The self-extension property is not transferred to preduals or duals (since
R
4
1 lacks the property whereas R
4
∞ has it).
• The self-extension property is not deduced from uniform convexity plus
uniform smoothness (since R41.08 has both geometrical properties and lacks
self-extension).
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• The self-extension property is not inherited to subspaces, not even to
hyperplanes (already mentioned after Corollary 5.4).
Finally, let us mention some open questions which appear naturally:
• Suppose the Banach space X has the following property: Whenever Y is
a hyperplane of X and T : Y → Y is a continuous linear operator, there
exists a continuous linear extension S : X → X satisfying ‖T ‖ = ‖S‖.
Can we deduce that X has the self-extension property?
• Is there a Banach space X satisfying se(X) =∞?
• In Corollary 6.3, is it true that A = B without any additional hypothesis
on X? In other words, does X have the self-extension property if se(X) =
1?
7 Examples of infinite dimensional Banach spaces
failing the self-extension property
Although the self-extension property is not inherited to hyperplanes, it is nonethe-
less inherited to 1-complemented subspaces:
Proposition 7.1 If X has the self-extension property and Y is 1-complemented
in X, then Y also enjoys the self-extension property.
Proof Let Z be a closed subspace of Y and T ∈ L(Z). There exists S ∈ L(X)
such that ‖S‖ = ‖T ‖ and S|Z = T . Now, P ◦ S|Y : Y → Y satisfies the desired
properties, where P : X → X is a norm-one projection onto Y .
Since R41 is 1-complemented in the real ℓ1 and in R
n
1 for n ≥ 4, from the
previous proposition, the comment just before Corollary 3.6, Theorem 5.1 and
Example 5.2, we immediately obtain the following result.
Corollary 7.2 The real ℓ1 fails the self-extension property, and R
n
1 enjoys it if
and only if n ∈ {1, 2, 3}.
The c0 case will be dealt with later on at the very end of this section. Now
we will continue scratching more consequences out of Proposition 7.1 in terms
of failing self-stability, isomorphicly speaking.
Theorem 7.3 Every real Banach space of dimension greater than or equal to
three can be equivalently renormed to fail the self-extension property.
Proof Let X be a real Banach space with dim(X) ≥ 3. Consider any 3-
dimensional subspace Y of X . We can trivially renorm X equivalently in such
a way that Y is 1-complemented in X and isometric to the non-self-extensible
3-dimensional example given in [3]. Finally observe that X endowed with this
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new equivalent norm cannot enjoy the self-extension property because Y is a
1-complemented subspace of X that fails it (see Proposition 7.1).
The end of this section is devoted to show that c0 is in some sense close
to having the self-extension property. Recall that the coordinate evaluation
functional on ℓ∞ is defined as
δn : ℓ∞ → K
x 7→ δn(x) := x(n).
Definition 7.4 A subspace Y of ℓ∞ is called δ-null provided that (δn|Y )n∈N
converges to 0 in Y ∗.
Trivial examples of δ-null subspaces of ℓ∞ are ℓn∞ for all n ∈ N.
Theorem 7.5 If Y is a δ-null subspace of c0, then every T ∈ L(Y ) can be
extended to a S ∈ L(c0) preserving its norm.
Proof By the Hahn-Banach Theorem, we can extend every δn|Y ◦T to a γn ∈ c
∗
0
such that ‖γn‖ = ‖δn|Y ◦ T ‖ ≤ ‖δn|Y ‖‖T ‖. Consider
S : c0 → c0
x 7→ S(x) := (γn(x))n∈N.
Observe the following:
• S is well-defined. Indeed, |γn(x)| ≤ ‖γn‖‖x‖ ≤ ‖δn|Y ‖‖T ‖‖x‖ → 0.
• S|Y = T . Indeed, it holds because γn|Y = δn|Y ◦ T .
• ‖S‖ = ‖T ‖. Indeed, ‖T ‖ = ‖S|Y ‖ ≤ ‖S‖ ≤ supn∈N ‖γn‖ ≤ ‖T ‖.
Authors contributions
All authors contributed equally and significantly in writing this article. All
authors read and approved the final manuscript.
Funding
F. J. Garc´ıa-Pacheco and F. Rambla-Barreno were supported by Junta de An-
daluc´ıa FQM-257, Plan Propio de la Universidad de Ca´diz and FEDER/Ministerio
de Ciencia, Innovacio´n y Universidades - Agencia Estatal de Investigacio´n PGC2018-
101514-B-100.
13
References
[1] Kiendl, H.; Adamy, J. and Stelzner, P., “Vector norms as Lyapunov
functions for linear systems”, IEEE Trans. Automat. Control 37 (1992),
no. 6, 839–842.
[2] Hmamed, A., “Comments on: ‘Vector norms as Lyapunov functions for
linear systems’ ”, IEEE Trans. Automat. Control 43 (1998), no. 2, 289–291.
[3] Loskot, K.; Polan´ski, A. and Rudnicki, R., “Further comments on:
‘Vector norms as Lyapunov functions for linear systems’ ”, IEEE Trans.
Automat. Control 43 (1998), no. 2, 289–291.
[4] Day, M. M., “Normed linear spaces”, 3rd ed, Ergebnisse der Mathematik
und ihrer Grenzgebiete, Band 21, Springer-Verlag, New York-Heidelberg
(1973).
[5] Kelley, J. L., “Banach spaces with the extension property”, Trans. AMS
72 (1952), 323–326.
[6] Kakutani, S., “Some characterizations of Euclidean space”, Jap. J. Math.
16 (1939), 93–97.
[7] Bohnenblust, F., “A characterization of complex Hilbert spaces” Portu-
galiae Math. 3 (1942), 103–109.
[8] Lindenstrauss, J. and Tzafriri, L, “On the complemented subspaces
problem”, Israel J. Math 9, no. 2 (1971), 263–269.
[9] Phillips, R. S., “On linear transformations”, Trans. Amer. Math. Soc.
48, no.3 (1940), 516–541.
[10] Acosta, M.; Aizpuru, A.; Aron, R. M. and Garc´ıa-Pacheco, F. J.,
“Functionals that do not attain their norm”, Bull. Belg. Math. Soc. Simon
Stevin 14 (2007), 407–418.
[11] Lima, A˚., “Intersection properties of balls and subspaces in Banach
spaces”, Trans. Amer. Math. Soc. 227 (1977), 1–62.
[12] Lindenstrauss, J., “Extension of compact operators”, Mem. Amer.
Math. Soc. 48 (1964), 112 pp.
[13] Tomczak-Jaegermann, Nicole, “Banach-Mazur distances and finite-
dimensional operator ideals”, Pitman Monographs and Surveys in Pure
and Applied Mathematics 38. Longman Scientific & Technical, Harlow;
copublished in the United States with John Wiley & Sons, Inc., New York
(1989).
[14] Gurarij, V. I.; Kadets, M. I. and Macaev, V.I., “On the Banach-
Mazur distance between certain Minkowski spaces”, Bull. Acad. Polon. Sci.
(1965) 13, 719–722.
14
[15] Gurarij, V. I.; Kadets, M. I. and Macaev, V.I., “Distances between
finite-dimensional analogs of the Lp-spaces”, Mat Sb 70, no. 112 (1966),
481–489.
15
