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1 
GENERAL INTRODUCTION 
1 Introduction 
In many applied sciences such as sociology, psychology, and education, the researchers 
are interested in certain concepts or latent variables that are not observable or can not 
be measured precisely. However, measurements on the indicator variables related to the 
latent variables are available. Structural equation analysis is the most commonly used 
statistical method for building models, making inferences in situations involving latent 
variables. A structural equation system consists of two sub-models, a measurement 
model relating the observable indicators to latent variables, and a structural (path) 
model describing simultaneous relationships among the latent variables. The system 
with a linear measurement and a linear structural model has been used extensively, and 
can be handled by the existing softwares. See, e.g., Bollen (1989), Bent 1er (1995), and 
Jôreskog and Sôrbom (1996). The structural equation system with a linear measure­
ment and a simple nonlinear structural model has been discussed by Kenny and Judd 
(1984), Jaccard and Wan (1995), Bollen (1995), Jôreskog and Yang (1996), Arminger 
and Muthen (1998), and Wall and Amemiya (2000, 2001). But, these papers focused 
on a single polynomial structural model, often with only a quadratic or a cross-product 
term. This dissertation considers a much more general nonlinear structural equation sys­
tem. Both the measurement and structural models can be nonlinear in latent variables, 
and can be non-polynomial. Methods for model fitting and inferences are developed. 
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2 Dissertation organization 
This dissertation consists of two papers. In both papers, a general nonlinear struc­
tural system is considered. Likelihood-based approaches are used in both papers. The 
emphasis will be on developing and describing proper computational methods for model 
fitting and parameter inferences. In both papers, extensive simulation studies are pre­
sented. 
In the first paper, the structural system with nonlinear measurement and structural 
models is considered. Under the assumption of normally distributed latent variables and 
errors, the maximum likelihood approach is considered. For model fitting, a computa­
tional method using a Monte Carlo EM (MCEM) algorithm is proposed and developed. 
The issues relevant for practical implementation, and for initial values and convergence 
assessment, are discussed. The asymptotic covariance matrix of the maximum likeli­
hood estimator is estimated by the inverse of a readily obtainable empirical information 
matrix. The performance of the algorithm and the proposed inference procedures are 
assessed by simulation studies. 
In the second paper, a system with a linear measurement model and a general non­
linear structural model is considered. We develop model fitting and inference procedures 
that work effectively in practice without specifying the distributional form of the latent 
variables. We use a hypothetical normal mixture distribution that can approximate a 
large class of distributions, and that allows for measurement error deconvolution. Since 
the full maximum likelihood estimation procedure is difficult to implement, we propose a 
pseudo maximum likelihood estimation procedure concentrating on parameters of inter­
est. A computational method is developed using the MCEM algorithm. An estimate of 
the asymptotic covariance matrix is computed by combining an empirical observed infor­
mation matrix and a bootstrap covariance matrix estimate for the nuisance parameters. 
Simulation studies assess the properties of the proposed estimator. 
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MAXIMUM LIKELIHOOD APPROACH FOR GENERAL 
NONLINEAR STRUCTURAL EQUATION MODELING 
A paper to be submitted to Journal of American Statistical Association 
Yan Zhao and Yasuo Amemiya 
Abstract 
Structural equation analysis has been used widely in behavioral and social sciences. 
In practice, for continuous-type observed variables, linear structural equation models 
have been used nearly exclusively. The use of models that are nonlinear in latent vari­
ables has been limited to simple situations with a linear measurement model and with a 
single polynomial structural relationship, usually containing only one quadratic or cross-
product term. This paper introduces a general structural equation model with a non­
linear measurement model and a simultaneous system of nonlinear and non-polynomial 
structural relationships. For such a model, a parameterization useful for identification 
and interpretation is presented. For model fitting and parameter inferences, the max­
imum likelihood approach is considered. A method for obtaining parameter estimates 
and their asymptotic covariance matrix estimate is developed based on a new version 
of the Monte Carlo EM algorithm. This method is described comprehensively, includ­
ing initial values, convergence assessment, Monte Carlo sample size determination, and 
6 
computational formulas. The performance of the computational method, the parame­
ter estimator, and the inference problems are examined using a number of simulation 
studies. 
Keywords: Latent variable analysis, Monte Carlo EM algorithm, errors-in-variables, 
seemingly unrelated regression. 
1 Introduction 
Structural equation analysis is a broadly used statistical method for assessing the 
quantitative relationships among underlying latent variables. In many applications, 
some concepts are not directly observable, but measurements or indicators related to the 
underlying variables can be obtained. A structural equation system generally consists 
of two sub-models, a measurement model relating the observable indicators to latent 
variables, and a structural (path) model describing simultaneous relationships among 
the latent variables. A system with a linear measurement model and a linear structural 
model has been extensively applied in practice. For general reference, see, e.g., Bollen 
(1989), Bent 1er (1995). and Jôreskog and Sorborn (1996). 
For continuous-type observed variables, the literature on nonlinear structural equa­
tion system has been limited to situations with simple models. For a system with a 
linear measurement model and a simple nonlinear structural model with an interaction 
or square term, Kenny and Judd (1984) proposed a model fitting method. This method 
was further discussed by Jaccard and Wan (1995) and Jôreskog and Yang (1996). Wall 
and Amemiya (2001) gave a modified and generalized version of the method by Kenny 
and Judd ( 1984), covering non-normal underlying variables. For the same system, Bollen 
(1995) proposed the use of instrumental variables, and Arminger and Muthen (1998) 
applied a Bayesian approach. Despite the value of these methods for simple models, 
extending any of these to more general situations is impractical, if not impossible. Wall 
I 
and Amemiya (2000) considered a system with a linear measurement model and a single 
polynomial structural model. They introduced a new estimator that is consistent for 
any polynomial structural model without specifying the distributional form of the latent 
variables. They also developed accurate asymptotic inference procedures. Extending 
their estimation method to a system of polynomial reduced-form structural models is 
straightforward. However, their method and idea are not directly applicable to non-
polynomial models. 
In this paper, we introduce a very general nonlinear structural equation model. The 
structural part of the model is a simultaneous system of multiple nonlinear equations. 
The measurement part is also a set of nonlinear relationships, none of which needs to be 
polynomial. The standard approach for fitting a linear structural equation model is that 
of maximum likelihood. Unfortunately, for a model nonlinear in underlying variables, 
the likelihood can not be given explicitly. The difficulty in the likelihood approach 
is overcome by developing a new version of the Monte Carlo EM algorithm. Various 
EM algorithms have been proposed for simple models involving latent variables. See, 
e.g., Meng and Schilling (1996) and, Klein, Moosbrugger, Schermelleh-Engel, and Frank 
(1997). Our approach differs from the existing ones, and utilizes a particular structure 
of our general model. The new algorithm developed here is also practical, taking advan­
tages of a simple routine for weighted seemingly unrelated regression. Details needed 
for implementation, such as initial values, a convergence assessment procedure, and a 
method for choosing the Monte Carlo sample sizes are presented. 
In Section 2, we define a general structural equation system with a nonlinear mea­
surement model and a simultaneous nonlinear structural model. Our Monte Carlo EM 
algorithm is described in Section 3. Section 4 considers various special cases of the gen­
eral model, where the M-Step can be simplified. In Section 5, initial values are suggested, 
and methods for assessing convergence and for choosing Monte Carlo sample sizes are 
proposed. Section 6 is devoted to the simulation studies. 
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2 Nonlinear structural equation system 
A general nonlinear structural equation system can be expressed in the following 
way. Let i = 1.2,.... n denote individuals in a sample of size n, and let a p x 1 vector Z, 
include observed variables from the ith individual. We consider a model appropriate for 
situations where all observed measurements are continuous or scale-type measurements 
taking more than a few distinct values. Suppose that Z; is an observed indicator of 
a 6 x 1 (A: < p) underlying latent vector z,. A structural equation system consists of a 
measurement model relating the observation Z, to the latent variable z,, and a structural 
or path model representing relationships among the elements of z, . We assume that both 
measurement and structural models can be nonlinear in the latent variable z,. 
A general nonlinear measurement model with additive measurement error can be 
expressed in the form 
Z, = H0(z,) + u,. 
However, this model is not identified in the sense that the factor vector z,- can be trans­
formed without altering the meaning of the model. Although the general identification is­
sue for models nonlinear in latent variables is not trivial, the so-called errors-in-variables 
parameterization provides a relatively simple way to represent an identifiable nonlinear 
model. That is, we consider a parametric nonlinear measurement model that can be 
written in the form 
Z, = 
Z H(z,;A) X 
\ Z' / 
+ U,', (1) 
where A is an unknown parameter vector, the form of the function H is known, and u, is 
a zero-mean measurement error vector independent of zIn this form, the latent vector 
z, is identified and interpreted as the true underlying values of the last k components 
of Z{. In considering possible nonlinear structural relationships among the elements 
9 
of z,. this parameterization with interpretable latent variables is helpful. For all the 
parameters in model (1) to be estimable, the dimension of the latent factor k needs 
to be sufficiently small as compared to the number of observed indicators p. and the 
distribution of u, needs to be sufficiently simple (e.g., with independent components, 
or with a limited number of nonzero covariances). This requirement has to be assessed 
for each given case. The identification of model (I) can depend on the assumed latent 
structural model for Zj, if it is a non-trivial model with real restrictions on z,. Since 
we may be interested in considering several different structural models, a safe approach 
might be to check the identification of model (I) without restriction given by a structural 
model for z, . 
For a structural model specifying nonlinear relationships among the elements of Z;, 
an implicit simultaneous model can be written as 
where e, is a q x 1 equation error with zero mean, and q is the number of (non-redundant) 
relationships. In general, the covariance matrix of e, is unrestricted, contributing to the 
simultaneity of model (2). However, in some applications, a diagonal covariance matrix 
is assumed. Once again, this general model form is ambiguous, because, e.g., the whole 
equation can be multiplied by a matrix without changing the essential meaning of the 
relationships. In the linear simultaneous system, a model is uniquely specified by setting 
some coefficients to be one, and assuming the existence of a nonsingular coefficient 
matrix, i.e., the existence of an explicitly solved reduced form. Using the same idea, we 
assume that model (2) can be solved explicitly for q elements of z,- in terms of the other 
k — q elements. To express such a reduced form representation of the structural model, 
write 
G0(z, ) = e,, (2) 
/ \ y. / \ X, 
(3 )  w, = 
\ x' / 
10 
where y, is q x 1, x, is (k — q) x 1, and w, is & x 1. We assume that model (2) can be 
expressed in an identifiable and explicit form 
y,- = G(w,;/3), (4) 
where (3 is a vector of relationship parameters. Note that, when a model based on 
subject-matter meaning has the form (2) with a zero mean error e,, then the reduced 
form (4) can be nonlinear in e,. 
Some examples of nonlinear structural models (all with q = 2 for illustration) are as 
follows: 
1. A quadratic mediator model in form (2) is 
-li = A + fh~2i + fh~2i + Cl, ,  
~2i = Al + 0S~3i + G2i • 
This system can be written in form (4) by substituting the second equation into 
the first, and setting z, = c3l. 
2. A simultaneous quadratic model (2) might take the form 
-Ii = Pi + lh~2i + 03~3i + 0A-3, + e 1, , 
~2i  =  fh +  fteZn +  07-4,  +  Ps~4,  +  C2,  ,  
which can be written in the reduced form (4) by the usual linear transformation. 
3. For two endogenous variables zn and z2l- with possibly bounded ranges and an 
unbounded exogenous variable Z3,, a reasonable model can be 
Zti = @l+ j g-A-A%3, + €ti ' ^ = ll2' 
which is already in the reduced form (4). 
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To express the overall system in a single model, the explicit structural model (4) can 
be substituted into the errors-in-variables measurement model (1) to obtain a reduced 
form for observations 
Z, = K(w,; a) + u,, i = 1, 2 , . . . ,  n, (5 )  
where 
K(w,; a) ~ 
Z H(G(w,;/3),x,;A) ^ 
a = 
\ 
\x) 
G(W ;;/3) 
X, 
(6) 
(7 )  
We consider estimation of the parameters in the nonlinear structural equation system 
(5). We assume that the underlying latent variables x,, u,-, and e, are independent 
normally distributed random vectors 
x, ~ N{ftx, Sx), 
u, ~ N( 0,E„), 
e, ~ yV(0, Se) • 
(S) 
The normality of the measurement error u, and the equation error e, can be considered 
reasonable in most applications. The distribution of the latent factor x, characterizing 
the target population may not be automatically assumed normal. But, the errors-in-
variables parameterization of the measurement model (1) can be useful in assessing 
the normality of x, or in suggesting possible transformation, because some observed 
measurements are linear functions of x, and ut. Once the measurement model (1) can 
be expressed using a transformed x, with normality, the structural model (4) needs to 
be re-expressed in terms of the new x,, but without changing the general nonlinear form 
(4 ) .  
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Under the errors-in-variables parameterization, the latent vector x, is treated as 
unrestricted. Thus, the mean //x is any (k — q) x 1 vector, and the covariance matrix 
£x is any unrestricted (k — q) x (k — q) positive definite matrix. Let trx be a vector 
containing distinct elements of Ex. The measurement error covariance matrix £„ is 
often assumed to be diagonal, although some covariances may be assumed to be present. 
We use a general notation <r„ to denote a vector of unknown elements of Eu. In most 
applications, no information is available for the equation error e,, and Ee is considered an 
unrestricted covariance matrix. But, in some applications, researchers may be willing to 
assume some zero covariances. To cover such situations, we denote a vector of unknown 
elements of Se by <re. Define a vector containing all parameters as 
6 = 
Z V 
ow 
(9 )  
where 
0r = 
or 
\ <r" / 
0,„ = 
( \ 
X 0-6 / 
Note that 0r contains the parameters of the observation reduced model (5) including a 
defined in (7), and that 0W includes the distributional parameters for w, defined in (3). 
3 Monte Carlo EM algorithm 
The likelihood function based on observations Z,, i = 1,2,..., n, satisfying (5) and 
(8) does not have an explicit form in general. From the appearance of the observation 
reduced model (5), it is natural to consider some form of the EM algorithm treating 
w, in (3) as missing. Our approach takes advantage of the fact that the conditional 
distribution of the observation Z, given w, is particularly simple. Using the / notation 
13 
for density functions (and not using the lower-case notation for the observed values), we 
write the complete-data likelihood as 
Lc(0) = flf{Zi\wr,0r)f{Wi;0w). (10) 
1=1 
Under (8), both density functions appearing in (10) are normal. Note that the condi­
tional density of Z, given w, depends only on 0r, and that the marginal density of w, 
depends only on 0W. In describing our approach for developing an EM type algorithm, 
we denote the value of 0 at the jth iteration by 
eU) = 
/ 0 U )  N 
\ e
u )  (U) 
The E-step in the {j + l)st iteration is designed to obtain the conditional expectation 
of log ( Lc(0)) given Z,, i = 1, 2,..., n, under the distribution specified by 
Eu ) ( 0 )  = E {log (£c(0)) |Zi,..., Z„} 
= è{/ [log(/(Z,|w,;flr)) + log (/(w,•;#„,))] 
/(w,|Z,;50))(/w,} , (12) 
Using a simple representation of the joint density in (10), we express the conditional 
density /(w,|Z,; 6^) in a particular ratio form 
/ ( w , - | z , * " ) =  / ( Z - ' ,  ( 1 J )  
Jf{Zi\vr, 6r])f{w; 
When (13) is substituted into (12), the ith term in the summation involves two integrals. 
We propose to compute these integrals by Monte Carlo simulations generating pseudo 
random variables from the /(w; 0^}) distribution. We choose to use this approach, 
because /(Z,|w; 0^) is simple to evaluate, and because random numbers from /(w; 0^') 
can be readily generated. For each individual z, we generate a pseudo random sample 
{w,m : m = 1,2 A/01} (14) 
14 
of size M^K where 
/ 
Mm 
X 
x, 
è, 
X,m ~ 
è,m ~ N(0,£<j)). 
To decrease the simulation error in the eventual estimates, we generate {w,m : m = 
1,2,..., A/(j)} separately and independently for different f s and for different iterations. 
But. we use the same set of size for the two integral computations involved for each 
i. This is because the denominator integral plays the role of a normalizing constant for 
weights adding up to one for each i as given in (18) below. Then, our simulation-based 
E-step gives 
Ê { j ) ( 0 )  =  è l j H o r )  +  È \ m o w ) ,  (15) 
where 
n  A f O >  
È { r j ) ( 9 r )  =  53 H  log(/(Z,|w,m;0r)) <z,m, (16) 
i=l m= 1 
n 
Ê\i]{6w) = 52 log(/(w,m;6u,)) (17) 
1=1 771= 1 
- • 
The M-step in the (j +1 )5' iteration finds that maximizes È^\0) in (15). Our 
way of formulating the E-step also simplifies the M-step, because the parameters Br and 
0W in (15) are separated in two terms, and because each of E^\0r) and Ê^(0W) is a 
weighted sum of the log-transformed normal densities with weights aim. In particular, 
EljHOw) is maximized by taking 
n m<j> i   /vj w #  
^x+1) = -È ÎZ X,",Olm , 
7 2  
.=1 m=l 
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I n M'7 '  
Si,J + " = -EE (x.™ " rf+") (*-m " • ( 19) 
1 2  1=1 m=l 
i n M' J '  
E y+ . )  =  
^ i'=l m=1 
where we have used J2m=i a«m = 1 for every i. If some covariance elements of £e are 
known to be zero (e.g., diagonal), then the corresponding elements of S^'+1' are set to 
be zero. We combine the values in (19) to form 0^+l'. As for the maximization of 
E^(0r), no explicit formula exists in general. But, the conditional reduced form (5) is 
in a nonlinear multivariate regression, and the likelihood in (16) is a weighted average of 
normal log-likelihood functions. Taking advantage of these particular forms involved in 
Ej.^(0r), we propose the use of an itérâtively re-weighted generalized least squares (i.e., 
iteratively weighted nonlinear seemingly unrelated regression) with n observations 
and p equations. Given and aim in (18), we first obtain the value a of a that 
minimizes 
n 
£ £ a,m [z, - K (w,m; a)]' (£</>)" [Z, - K (w,m; a)] . (20) i I < j  
i=l m=l 
This nonlinear regression minimization can be carried out using, e.g., the modified 
Gauss-Newton algorithm. Specifically. Let â((j be the tth step estimate of à in the 
modified Gauss-Newton algorithm with â(0) = ac^ as the initial value. Then, the 
Gauss-Newton correction term for the (t + I)3' step is 
'  n M<-»> 
E E ".mFU Fim 
1=1 m=l 
1  n MlJ) 
E E «ImFim (Sï1)"' [Zi - K , 
1=1 m=l 
D(0 = 
where 
ÔK (w,m;âm) dK(w,m;a) 
" tm Ci _ I  — rt .  * (-1 ) 
da
' 
da
' a=a„, 
The (t + l)3' step estimate is â(t+i) = â(t) + T(()D(t), where the step length r(t) may be 
taken to be some sequential powers of 0.5 to guarantee the decrease of (20) at each itera­
tion. Let à be the final estimate after this modified Gauss-Newton algorithm converges. 
16 
Then, a new estimate of £„ is 
.  n  M <  J >  
Su = - E  E  «.m [Z, - K (wim; à ) }  [Z, - K (w,.m;<*)]' . (22) 
^ i=l m = l 
The processes (20) and (22) may need to be iterated only a few times (or even once), 
because these iterative steps are nested in the overall EM algorithm, and because some re­
lationship between the iteratively re-weighted generalized least squares and the weighted 
normal likelihood form in (16). If some covariances in S„ are predetermined to be zero 
(e.g.. diagonal S„), then the corresponding covariance components in (22) are set to 
be zero. The new estimate 0^+l' consists of à from (20) and Su in (22) after a few 
iterations of the re-weighted least squares. The (j + 1 )3t EM stage estimate of 6 is 
0(j+i) =  
#<>*•"N 
e", 
The minimization of (20) as a part of the M-step may appear to be cumbersome. But, 
our approach using the iteratively re-weighted generalized least squares was described 
in a general form applicable for any model of the forms (1) and (4). For many practical 
special cases, the minimization of (20) can be decomposed into several parts, some or 
all of which yield explicit/non-iterative estimates. In Section 4, such simplification of 
the M-step is described for various special cases. 
To estimate the asymptotic covariance matrix of the maximum likelihood estimator 
0, the final estimate from the MCEM algorithm, the observed or expected information 
matrix needs to be obtained. In a typical EM setting, the method proposed by Louis 
(1982) is used. However, due to the large number of parameters in our model, this can 
be algebraically tedious or even intractable. Instead, we propose the use of an estimated 
information matrix given in McLachlan and Ixrishnan (1997, pp. 120-122). Let the score 
vector for the observed data log-likelihood function be 
S(Z;0) = £s(Z,;fl), 
i=i 
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where 
s(Z„0) = dlog/(Z,-;0)/d0. 
Then, the expected information matrix can be estimated by its empirical form 
/e(0;Z) = £s(Z,;S)s'(Zl;fl) -  - S ( Z ; 0 ) S ' ( Z ; 0 ) .  
,= i  "  
Evaluated at 9  = 6 ,  l e { 0 \ Z )  reduces to 
/e(0;Z) = £ s ( Z i ] 0 ) s ' ( Z t ; è ) .  (23) 
1=1 
It can be shown that s(Z,;0) = E { d l d ( 0 ) / d 0 \ Z ; 0 } ,  where l c i { 0 )  = log /(Z,, w,;0). 
Written in this form, an estimate s(Z,-; 0) of s(Z,; 0) can be obtained using our Monte 
Carlo integration method. With {w,m} and {a,m} obtained in the last step of the MCEM 
algorithm, the explicit formulas for our general model are 
'
v/(j) 
s(Z,-,/lx) = £ «imSx X,m ~ Sx Ax, 
m=l 
1 I rlV 1 1 I 
-  m = i  oa-xk I otrXk 
-/y - x _ 1 -/ ^,-1 --1 . 1 * -I 
•s(Z,', (Tei) / , <zimeimSe Se 6,m £r*(£e ), 
- m=1 o<Tei 1 atrei 
S(Z„à) = E <,,„aK,(;"";a|à:'(Z,-K(w^;à)), 
m=l 0 0 1  
1 - i  _ i  
s(Z,>us) = - £ a,m(Z,-K(w,m;â))'Ê^ (Z,-K(w,m;â)) 
- m=l <J<Ta s  
-
L2lr(S"'Êth 
where <rxt is the A:</l element of <rx, <re/ is the Ith element of <re, and <rU3 is the s"1 
element of <ru. We also used the convention as described in (21). Then, we estimate the 
asymptotic covariance matrix of 0 by the inverse of /e(Â, Z), where 
/e(Â;Z) = £s(Z,;Â)s'(Z,;â). (24) 
1=1 
18 
4 Special cases 
In this section, we consider several special cases of the general model (5) and describe 
how the M-step given in (20) and (22) can be replaced by simpler processes. The 
first simplification occurs when the measurement model (1) has the separate indicator 
structure frequently assumed in practice. Suppose that y, and x, in z, of equation (3) 
have separate sets of observed indicators, i.e., that H(z,; A) has the form 
H(z,;A) = Hy(y,; Ay) 
Hx(X,;Ax) y 
where A = (Ay, Ax)z, Ay and Ax are unrelated. By grouping the elements of Z, to form 
Y, and X, corresponding to y, and x, respectively, the measurement model (1) can be 
rewritten as 
Y, = 
X , =  
/ \ ( 
Hy(yii Ay) 
\ ( \ 
Y„ 
+ Uy, ,  
Uy Ix 
— Uy i — 
/ V y. / \ Uy2« / 
/ \ / 
Hx(x,;Ax) 
) \ X u  Uxli 
= + ux,, UX !  = 
\ ^ 2| V x, ) \ Ux2i 
(25) 
(26) 
where uy, and ux, are assumed to be uncorrected. Since Y, and X, are independent 
given y, and x,, we can write (16) as 
n A/ (J> 
£ H [log(/(Yt-|w£m;0ry)) + log(/(Xt|x im;0rx))] aim , 
i=l m=l 
(27) 
where 0 r y  = (A'y,<r'uy, (3')', $rx = (Ax,<tzux)', and <ruy and <rux contain the distinct 
elements of Var{uyt} and V'ar{uxi}, respectively. Due to the separation of 6ry and 6rx 
in (27), the maximization of (16) can be performed separately for 0ry and 9rx by the 
procedure described in (20) and (22). 
The maximization of the second part of (27) can be carried out in an even smaller 
dimension. Following the methods developed in (20) and (22), given and {a,m} in 
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(18), we need to obtain Ax that minimizes 
n  M O )  
S 53 "-m i=l m=l 
Xi, — Hx(xim; Ax) 
\ Xo, — x. 
(sBr1 
Xi, — Hx(x,m; Ax) 
X2: — x,m 
It follows that Àx can be obtained by minimizing 
n M'-fl 
É fc û.m [X„- - Hx(x,m; Ax)]' (SÏÏn.2)_1 [xlf - Hx(xim;Ax)] , 1=1 m=l 
where 
(28) 
x„ = X„ - (e|,«2)™ (X2, - xim), 
yi(j) y<(j) yU) / yU) \-1yi(j) 
•^uxll^ — "nxll ^uxl2 ^ilux22 J ilux21 1 
and 
S.V2 = 
y(j) y>(j) ^ 
^uxll ^uxl2 
yO) \ ux2l yi U) 2JUX22 
(29) 
is partitioned according to the dimensions of Xt; and X2j. If, in addition, uxi; and ux2, 
are uncorrected, then the second part of (27) can be written as 
n  A / U I  
52 53 [log/(X[,'|xim;Srxi) + log/(X2,|xim;<rux2)] aim , 
1=1 771=1 
(30) 
where 0rxl = (A^, <rzuxl)z, <ruxl and <rux2 contain the distinct elements of Var{uxi,} and 
Var{ux2l} respectively. Then, <rux2 can be obtained by simply taking the corresponding 
elements of 
•  n  M M  
~ 53 53 a 'M — X,M) (X2; — X,M )' , 
^ :=1 m=l 
and the second term in the right hand side of (29) disappears. If Var{uxi,} is diagonal 
and if the rows of Hx contain distinct elements of Ax, then the maximization of the 
first term in (30) does not require the iteratively re-weighted least squares. In this case, 
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denoting the Ith element of Xi, by Xi,/ and the Ith row of Hx(x,m; Ax) by Hx/(x,m; Ax/), 
Ax/ is obtained by minimizing 
n 
Y Y. dim (XliZ — Hx; (x,m; Ax/))2 , (31) 
1=1 m=l  
and the variance of the Ith element of uxl, is estimated by 
I 71 'W<J) . 2 
~Y Y a'm (Xi.z - Hx; (xim; Âx/)) . (32) 
n  i= l  m=l  
If. in addition, Hx/ is linear in Ax/, then explicit solutions exist for Âx< minimizing (31). 
Now, we assume the independence of uyi, and uy2, in (25), and consider the maxi­
mization of the first term in (27). We write 
^ y^' n {J) __ yii 0 
a r l  » e S j 2  
corresponding to the dimensions of Y[t and Y2{. By (20) and (22), given S„yU, S„y22, 
and aim in (18), we need to obtain /? and Ay that minimizes 
n : V /U)  .  
Y. Z [Y„-H,(G(w,„;y3);Ay)]'($:i'1|11)- [Y„H,(G(w,•„;/});A»)] 
i— 1 m=l 
+ [Y2i - G(w,m;/3)]' (S^22)_l [Y2i- - G(w,m; /3)]| aira . (33) 
Suppose that there exists a function H* satisfying 
Hy(G(w,m;/3);Ay) = H*(w,m;f/), 
where Ay and rj are one-one given /3, i.e., there exists a function h with 
rf = h(Ay,/3), 
Ay = h '(ty,f3). 
Then, the first term in (33) becomes 
[ Y „ [ Y „  - H * ( w , m ; n ) ]  U i m .  ( 3 4 )  
1=1 m=l  
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In this case, Tj and /3 can be obtained by minimizing (34) and the second term in (33) 
separately, and Ay is obtained by 
\ y =h ' l (T , ,P ) .  
The following structural model appears frequently in practice. Suppose that the 
reduced structural model (4) has the additive error form 
y, = G(x,;/3) + e,. (35) 
Also suppose that the separate indicator measurement model (25) holds with 
Y, = y, + Uyi, (36) 
i.e., with only one indicator for each element of y,. In this situation, two error terms 
e, and uyi are confounded, and can not be distinguished. We combine (35) and (36) to 
obtain 
Y, = G(x,;/3) + e, + uy, = G(x,; /3) + v;, (37) 
and we estimate Var{v,} instead of Se and Suy. In this case, our MCEM algorithm 
can be carried out with w,m = x,m, i.e., with no è,m generated. 
5 Initial values, convergence, and MC sample size 
The use of good initial values can be important for the performance of the MCEM 
algorithm developed in Section 4. For A, /ix, £x, and E„ appearing in the measurement 
model (1), we suggest obtaining initial values by fitting model (1) with unrestricted 
zi.e., ignoring the structural model for z,. Without the structural restriction, the 
measurement model (1) is the factor analysis model. If H is linear in z,, any linear 
factor analysis procedure can be used, e.g., maximum likelihood. For nonlinear H, we 
suggest using the extended linear maximum likelihood method introduced by Yalcin and 
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Amemiya (2001). The linear factor analysis or the extended linear maximum likelihood 
method for nonlinear models provides the fixed-factor approach factor score estimates, 
z,- = (y[,x^)'. which can be used to obtain the initial values for /3 and Se- We propose 
the use of /3*0' that minimizes 
^ GO ( Z ,;/3)GO ( Z ,;/3) , (38) 
i=i 
and S^0) given by 
-^Go(z,;/3(0))Gi(zi;/3(0)). (39) 
n ;=i 
In some special cases, better initial estimates of /3 and Se can be obtained. Assume 
that the reduced structural model (4) is in the form (35) . Assume also that the separate 
indicator model in (25) and (26) holds. Then, an approach somewhat similar to that of 
Hsiao (1989) and Li (2000) can be developed. From (25) and (35), we write 
Y2, = E{G(x,;/3)|X,} + i/j, (40) 
1/i = S i Ci -(" Uy2i , (41 ) 
Si = G(x,;/3) — £ ,{G(xt;/3)|Xi}. (42) 
In both Hsiao (1989) and Li (2000), an explicit conditional density form of x, given X, 
is available up to some unknown parameters. When Yu is a scalar, they estimate (3 by 
minimizing 
(43) 
1=1 
In our problem, the conditional density of x, given X, is not explicitly available. For 
the conditional density, we consider the form used in our MCEM algorithm, 
/( ,X|) = /(X,|x,;Af,S!.0,l)/(x^i,°l,4'") 
//(X, |x; Af », Eg) /(x; MÏ11, SÏ") <fx ' 
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where S^0' and were obtained from the unrestricted measurement model 
fit. Then, we can use the simulation-based integration for £{G(x,-;/3)|X,}. For each 
i, we generate a pseudo random sample {x,m|m = 1,2,..., A/'} from /(x,; S*0') = 
S*0') • and write 
M' 
Ê{G(x1;/3)|Xl} = £G(xtm;/3)6im, (44) 
m=1 
_ /(Xdx.„;Af,SS) 
The initial estimate j3 is the value of 0 minimizing 
Ê(Y2, - Ê{G(x,;0)|X,})'(Y2, - Ê{G(x,;/3)|Xi}). (45) 
1=1  
To obtain an initial estimate of Ee, we observe that 
= Var{ i / , }  =  E{^^ |X , } j  
can be estimated by 
= -ê(Y2, - Ê{G(x,;3'°))|X,})(Y2, - ê{G(x,;/3<0|)|X,})'. 
H i=  I 
Also. 
E,  =  v«r{6 , }  =  £ (w: i x . ) j  
= E{iÊ(e{G(x,;/3)G'(x,;/î)|X,}-E{G(x,;/3|X0}£:{G'(xi;/9|X,)})| 
can be estimated by 
. n ( \v 
Ê« = Ë [G(x^^™)G'(x/.^M)6j 
n  1=1 (m=l  
-Ê{G(x,;/3<0))|X,}Ê{G'(x,;/3(0')|X,-}}. 
By the independence of ux, and u2yi, <$, is independent of U2y,-, and the three terms in 
the right-hand side of (41) are uncorrelated. Therefore, an initial estimate of Se can be 
obtained as 
Ei0| = t„-Ê4-SL°,,2, (46) 
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which has to be adjusted to be nonnegative definite using the method by Amemiya 
(1985). 
To consider the convergence assessment and the MC sample size determination for 
our MCEM algorithm, we use a likelihood-based argument. We write the log-likelihood 
function as 
/(0) = logL(0) = X>g/(Z,;0), 
1=1 
where 
f ( Z i , 9 )  =  J  f ( Z i \ w ;8 r ) f { w ; d w ) d Y r .  
Monitoring the convergence of an MCEM algorithm is not straightforward, since a Monte 
Carlo method is used in the E-step to compute the desired expectation. Therefore, we 
lose the property of the exact EM algorithm that the likelihood increases at each iter­
ation. Tanner (1996) suggested a graphical approach in which the parameter estimates 
are plotted over iterations. Convergence is claimed if the plotted values become stabi­
lized indicating only random fluctuation without any specific trend. Meng and Schilling 
(1996) proposed another graphical approach where the difference between log-likelihood 
values at two consecutive iterations is plotted. McCulloch (1997) and Chan and Kuk 
( 1997) used a predetermined number of iterations without checking the convergence. 
Booth and Robert (1997) recommended stopping an MCEM algorithm if the difference 
between parameter estimates over two consecutive iterations is small relative to some 
standard error. They also proposed a way to determine the simulation sample size at 
each iteration. 
In what follows, we develop a likelihood-based approach to the problems of choosing 
the simulation sample size and of determining the convergence of an MCEM algorithm. 
Let 9^ denote the estimate of 0 at the jth iteration of an MCEM algorithm. To assess 
the convergence of any iterative optimization algorithm, it is natural to check whether at 
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least one of the following two differences is less than a given small number, 
and |/(0^') — Since the dimension of 9 can be very large in our type of 
problems, we consider using only the second criterion, the log-likelihood difference. We 
suggest stopping an MCEM algorithm when 
-L \ l (9^ )  -  l (9^ ) \  <5 ,  (47) 
v n 
for a pre-specified small positive number S.  As can be seen later, the use of (47) as 
the criterion leads to the choice of MC sample size that is not largely influenced 
by the sample size n. Another reason for considering (47) is to provide some practical 
interpretation based on the asymptotic Chi-squared likelihood ratio goodness-of-fit test. 
Two 0^) values can be considered nearly equivalent, if the likelihood ratio goodness-of-
fit test gives nearly the same result. Thus, for example, an absolute difference of less 
than 1 is not important for tail probabilities of a Chi-squared distribution with various 
degrees of freedom. Since the Chi-squared distribution applies to twice log-likelihood, 
this translates into the difference of 0.5 in log-likelihood being considered negligible. 
Hence, given n in a particular problem, we can choose 8 < 0.5/>Jn. Alternatively, we 
can use 5 = 0.025 as a practical choice for many problems, because with this S the 
negligibility requirement for the log-likelihood difference holds for any n < 400. 
In considering (47), note that 1(0) can not be evaluated directly. Thus, we need 
t o  u s e  s o m e  e s t i m a t e s  o r  a p p r o x i m a t e  b o u n d s .  W e  c a n  c o m p u t e  a n  e s t i m a t e  1 ( 9 o f  
the value 1(9^) in the following way. For each individual i, obtain a random sample 
{wirn : m = 1,2,..., Mq]} from /(w; 0^), where Mq^ is to be chosen later. Then, we 
compute 
/(«<») = £log/P, (48) 
i=  I 
where 
, M''» 
/!'' = Trtii Z /(Zilw^;»"). (49) 
Mo m=l 
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To bound the unknown true difference in the log-likelihood of two consecutive iterations, 
we use the inequality 
4=i'(»(j)) -/(0u"i))i < 4=i'(*u)) -/(6u>)i+4=i/(flU-i)) -/(6u™i,)i 
V" v n  V n  
+-L|/(flU))-/(flU-I,)|. (50) 
V 71 
The third term in (50) can be assessed directly. The first two terms are of the same form 
corresponding to two consecutive iterations, and represent the simulation approximation 
error involving randomness. These two terms can be made small in a probability sense 
by increasing the simulation sample size MqK Therefore, we can always increase MgJ' 
to generate more random variates from f(w;0^) for computation of 1(0^) in (48) so 
that 
Pr  (-L|/(*W) - Î (0 U ) ) | < > 1 - c, (51) 
with 5i = 5/3, and with a small positive number e (e.g. 0.05). Provided (51) holds for 
both j and j — 1, we can stop the MCEM algorithm if the third term of (50) is less than 
i.e., 
-L|/(flU))_/(flO-1,)| <5,. (52) 
y / n  
To choose the MC sample size for likelihood evaluation satisfying (51), we consider 
the expectation of 
-5=|/(«u,)-«®0l)ll . 
Lv" 
Here, the variability of [/(0^) — l{0^)] comes from the fact that î(0^') is computed 
based on a random sample from /(w;0^). Thus, any observations, estimates, and 
statistics should be treated as fixed constants, and any probabilistic, distributional, and 
expectation arguments are with respect to the distribution /(w;0'J'). For each i and 
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for given constants Z, and 0^J\ //•'' in (49) is the average of independently and 
identically distributed pseudo random variables. Hence, for fixed n, as Mq^ —> oo, 
flj) 4=|Z(fllJ'1)-/(»")! = ~ 
\ / n  y j n  
1 
xA 
J_ 
y/n 
5ZloS 
1=1 /(Z,;0(j)) 
r U )  
- l + o. 1 
n , A/^» z 
/(Z,;^>) + On U) 
Therefore, for large A/^, the expectation of [^|/(0(j') —/(0(j))]2 is approximately 
02/MqK where 
,2_ V«r{/(Z,lw,m;^>)} 
P ( Z r , 0 U ) )  
and the variance is with respect to the distribution of w,m, i.e., /(w; 0^ ) .  Using the 
same random sample as in (14) generated to obtain 0^K we can estimate 4>2 by 
(j> = 
n { M -  1 )  
ZH.I JHz,|wim;»ljl) 
- A/(J) (53) 
where 
= TÏÏÏT £ /(Z,|w.m;001). A/(J )  (54) 
m = l  
Given 0(j' and 4>2 using a size A/(j), consider obtaining 1(0^) based on a new size Mq \ 
By Markov's inequality, the probability that |/(0(j)) — /(0(j))|/v/n is larger than Si is 
approximately bounded by 4>2/(Mq^ 8\). For this probability to be less then the given 
level e, we need the smallest integer satisfying 
«S3 > f • C£)l (55) 
If is larger than then we need to obtain additional random 
variates (for each i) from /(w;6(j)) in computing a new 1(0^). If this method is used 
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at each iteration to obtain then the first two terms in (50) can be considered to 
be less than with large probability. Therefore, if (52) holds, then we can conclude the 
convergence of the MCEM algorithm. 
In practice, an MCEM algorithm can be started with a pre-set initial simulation size 
(e.g., 10,000) and be iterated for a few times without considering the convergence. Then, 
at the jth step, we follow: 
1. Set = Mq~[\ and obtain 6^ based on the size M^K 
2. Compute <Z>2 of (53) based on the size 
3. Obtain using (55). If set Mq^ = (The latter can be 
omitted, if the computation time is of major concern.) 
4. Using the size Mq^ and partly re-using pseudo random variates used to compute 
obtain a new 1(6^). 
5. If \i(0^) — /(0^-1')| < y/n6i, then stop and report 0^ as the maximum likelihood 
estimate. Otherwise, set j = j + 1 and go to 1. 
6 Simulation study 
This section reports four simulation studies using four different structural models: 
quadratic, exponential, simultaneous quadratic, and log-linear model. The properties 
of the maximum likelihood estimation and the performance of our MCEM algorithm 
are examined. For the first three studies, 1,000 samples of sample size n = 200 were 
generated. For the last study, 500 samples of size n = 200 were generated. 
For all four studies, we used a linear measurement model with the separate indicator 
structure of (25) and (26), and with a diagonal measurement error covariance matrix. 
Hence, as described in (31) and (32), the M-step corresponding to the x-part of the 
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measurement model has explicit solutions. In each of the four studies, with a linear 
measurement model, the initial estimate for the measurement model parameters A, fix, 
£x. and E„ were obtained by the maximum likelihood linear factor analysis estimation 
to the measurement model ignoring the structural model restriction, as described in 
Section 5. Each of the first three studies uses a reduced structural model with additive 
equation error of the form (35). Thus, for the first three studies, the initial estimate for 
the structural model parameters (3 and Se were obtained using (45) and (46) in Section 
5. Also, by the (37), the MCEM algorithm for the first three studies, we generated x,m, 
but do not require è,m generation. In the fourth study, the reduced structural model is 
in a general nonlinear form (4) with non-additive e,. Hence, for initial estimate of the 
structural parameter (3 and Se were obtained by the procedures in (38) and (39). 
The first study uses a quadratic structural model for two factors t/t and z, 
Vi =  0o +  fi iXi  + 02x]  + e,-, (56) 
with a measurement model 
( \ ( \ / Zu AQI An 
Z2i AQ2 A12 
= + 
z3t 0 1 
Z*i ! 
v 0 , v 0 
I \ 
Xi 
y. 
+ 
( \ 
«H 
"2. 
%3, 
u4i I 
(57) 
where utj,..., u4, are known to be independent. This is the case with only one indicator 
for t/,-, as described in (36). Thus, the equation error e, in (56) and the measurement 
error u4l in (57) can not be distinguished. We combine (56) and the last equation of 
(57) to write 
2Ai  =  00 +  0\X{  + 02X 2 i  + e, + u 4 i  = 00 +  01 Xi  +  02X? +  Vi ,  
and estimate Var{u,}. The true parameter values were set to be 0O = 3, = 10, 
02 = —2, Aqi =2, An = 0.8, Aq2 = 3, and Ai2 = 0.6. The distribution of z, is AT(3,1). 
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The error term uu, uk- u3l, and u, were generated as zero mean normal random variables 
with the variances chosen so that the reliability for each of the observed variables Ztl, 
t = 1,..., 4 is 0.75. 
Since this structural model is linear in parameters, in the M-step, the iteratively 
re-weighted nonlinear regression described by (20) and (22) is not needed, and explicit 
solutions exist for 0O, 0l, 02, and Var{vi\. For the MC sample size and convergence 
determination, we used the procedure given in Section 5 with 8 = 0.025 and e = 0.05, 
after 3 initial iterations with M*0' = 10,000. The MC sample size Mq^ chosen by 
the procedures in Section 5 stabilized quickly at around 20,000, after a few iterations 
beyond the initial burn-in period. Also, for every one of the 1,000 samples, an MCEM 
algorithm converged according to the rule in Section 5. Table 1 shows the distribution 
of the number of iterations needed for convergence. Three largest numbers of iterations 
were 37, 44, 77. For Table 1, we see that the algorithm converged within 10 iterations 
for more than 75% samples, and within 20 iterations for 97% of the samples. In terms 
of the actual computation time, for programs written in C, on the average each sample 
required approximately 20 minutes on a DEC Alpha workstation with 256MB RAM and 
333MHZ CPU. 
Table 1: Number of iterations for the quadratic model (1,000 samples) 
No. of iterations 
No. of samples 
< 5 6-10 11-15 16-20 21-25 26-30 >30 
275 491 155 49 22 2 6 
Figure 1 presents the box-plots of the 1,000 estimates of the structural model pa­
rameters ,30, and 02, where the horizontal line indicates the true value. This figure 
shows that the estimators are approximately median unbiased, and roughly distributed 
symmetrically around the true value. Note that the model (56) and (57) with quadratic 
structural model and linear measurement model can also be fitted using the existing 
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procedures. Wall and Amemiya (2000) report that, for this kind of system, their 2SMM 
estimation is more efficient than other existing procedures. For comparison, we also ob­
tained the 2SMM estimates of fa. (31, and fa for the same 1,000 samples. Table 2 gives 
the empirical bias and root mean squared error, for our normal maximum likelihood 
(NML) estimator and the 2SMM estimator. Note that both estimators have small bias, 
but that, in terms of the root mean square error, the NML estimate is 20-25% more 
efficient. For our NML estimator, the empirical coverage probabilities of the nominal 
95% confidence intervals for #30, /3t, and fa are 0.952, 0.951, and 0.957, with standard 
errors computed by (24). The use of the standard error estimates based on (24) seems 
to give very accurate confidence intervals. 
Table 2: The empirical bias and root mean square error for the quadratic struc­
tural model (1.000 samples) 
NML 2SMM 
fa bias 0.127 -0.247 
rmse 1.846 2.163 
fa bias -0.119 0.185 
rmse 1.288 1.543 
fa bias 0.025 -0.032 
rmse 0.222 0.268 
I-
Figure 1: Box-plots for quadratic structural model (1,000 samples) 
The second simulation study uses the exponential model 
xji  = 0oexp(—/?in) + e,, (58) 
with four observed variables Zu, Z2 i ,  Z3 i ,  and Zt, satisfying the measurement model 
(57) with the same set of true values for A01, An, A02, and Al2. The model (58) with a 
non-polynomial relation cannot be handled by any existing procedure. The true values 
for the structural parameters were set to be l30 = 20 and = 0.5. Since the equation 
error and the measurement error «4, are once again confounded, We write 
Z4 i  = 0Qexp{-0iX {)  + e,  + u4 i  = 0oexp(-0ix,)  + v { ,  
and estimate V*ar{u,}. The latent variable z, is normally distributed with mean 3 and 
variance 1. The measurement errors ult, u2l, u3l, and u,- were generated from zero mean 
normal distribution with the variance selected so that the reliability for all of Zu, Zn, 
Z3|, and Zj, is 0.75. 
Since (58) has an additive error e,. our MCEM algorithm doesn't require simulated 
ë,m. We used the procedure described in Section 5 for the MC sample size and conver­
gence checking with S = 0.025, c = 0.05 and 3 initial iterations using = 10,000. 
The MC sample size chosen by our procedure stabilized quickly at around 15,000 in a few 
iterations. The algorithm converged for all 1,000 samples. Table 3 presents the number 
of iterations needed for convergence. It shows that the algorithm converged within 10 
iterations for about 80% of the samples, and 20 iterations for 97% of the samples. The 
largest number of iterations are 46, 48, 73. The actual time used for each sample on a 
DEC Alpha workstation with 256MB RAM and 333MHz CPU was about 30 minutes on 
the average. 
Figure 2 presents the box-plots of the 1,000 estimates of 0q and showing small 
bias and nearly symmetric empirical distribution. Table 4 gives the empirical bias and 
root mean square error, along with empirical coverage probabilities for the nominal 
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95% confidence intervals. We see that the confidence intervals using the standard error 
estimates in (24) are nearly accurate. 
Table 3: Number of iterations for the exponential model (1,000 samples) 
No. of iterations 
No. of samples 
< 5 6-10 11-15 16-20 21-25 26-30 >30 
322 486 128 39 13 5 7 
Table 4: The empirical bias, root mean square error, and the empirical coverage 
probability of nominal 95% CI for the exponential structural model 
(1,000 samples) 
bias rmse cp 
0O 0.256 1.960 0.951 
0X 0.003 0.035 0.956 
Figure 2: Box-plots for exponential structural model (1,000 samples) 
In the third simulation study, we consider a simultaneous quadratic structural model 
3/1 i = 01 + 02lj2i + 03Xii + 04x\i + eu , 
V2i = 05 + 06UU + 0~X2i + 0»xli + e2i , (59) 
where the true values for 0\, 02, • and 0S were taken to be 3, 2, 5, —3, 5, 3, 4, and 
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—6. The measurement model has the following form 
Z _ \ / . \ / . \ 
X 
with true values 
Zu A o i  >»
 
0
 
0
 
0
 
Uu 
Z 2 |  A02 
0
 
0
 
0
 
-
<
 
u2 i  
z \ 
z3, A q3 0  A 1 3  0  0  Z i ,  «3. 
z4, A04 0  A 14 0 0 z2t- u4 i  
= + + 
z5, 0  1 0 0 0 yu "5, 
Z t i ,  0  0  1 0  0 K y* > uei 
Z T,  0  0  0 1 0  u-i 
Z8, ) < 0  , <  0  0  0  1  y   ^ «8i 
X 
A o i  A n  A q 2  A 1 2  
A O 3  A 1 3  A n a  A  
\ 3 0.9 4 0.6 
3 0.9 4 0.6 
The latent variables (zi,, z2l) were generated from 
u 
X  
N 
" 3 X 
X  
\ 
/ 
1 0.2 
-2  ' 1 0.2 1 
distribution. The first 6 measurement errors tii,, ..., uei were generated as zero mean 
normal random variables with variances chosen so that the reliability for each of Zi,, 
..., Z6i was 0.75. The variables Z7, and Zg, were generated from the reduced form 
= A 
Z 
0i + A#!, + &ix\i 
05  +  07  X l i  +  0& 
+ V,', 
where 
A = 
( -1 
X 
1 
06 
\ 
—02 I «7i + eu 
V, = A I 
1 y y «si + 62i / 
The v, were zero mean normal vectors so that the reliability for each of Zn and Zg; was 
0.75, and the correlation between the two components of v, was 0.4. 
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For this study, to control the computational time, we used a fixed MC sample size 
— 1,000 in the E-step, and a fixed number of iterations 30 without checking the 
convergence. For the estimated structural parameters /%,, 08, 02 and /?6, Table 5 presents 
the empirical bias and the root mean square error, and Figure 3 gives the box-plots of 
the 1,000 estimates. Due to the computational method used in this study, the final 
estimates may not be exactly the maximum likelihood estimates. But, Table 5 and 
Figure 3 show that these estimates have rather desirable properties except for a large 
number of outliers. With the use of our procedure for choosing MC sample size MqK 
and with the continuation of the algorithm to achieve convergence, i.e., to obtain the 
true maximum likelihood estimates, the number of outliers may be expected to decrease. 
Table 5: The empirical bias and the square root of the mean squared error for 
the simultaneous quadratic structural model (1,000 samples) 
bias rmse 
fa -0.312 0.913 
fh -1.372 3.889 
0.006 0.150 
06 0.271 1.124 
The fourth simulation study used the log-linear structural model 
l°g(2/i) = A> + 0i£i + e,-, (60) 
where the true values were 0o = 1.5 and 0i = —0.5. The measurement model was 
z ~ \ ( \ ( . \ Z \ Zu Aqi An 0 u u  
z2, AQ2 A i2 0 u 2 i  
/ \ 
z3, AQ3 0 A[3 X i  U3. 
+ + 
Z.U AQ4 0 Ai4 ( y* > U 4 i  
%5, 0 1 0 ^5t 
( Zei ) . 0 y . 0 1 y < U6i / 
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beta 2 beta 6 
Figure 3: Box-plots for the simultaneous quadratic structural model (1,000 
samples) 
with true parameter values 
Aqi An AQ2 A i2 
y ^03 ^13 ^04 ^14 
The latent variable x, was generated as N(3,1) random numbers, and the equation error 
e, was generated from the standard normal distribution. The measurement errors un, 
..., uei were generated as zero mean normal random variables with variances chosen so 
that the reliability for Zu, ..., Z6l was 0.75. 
Note that the reduced structural model for (60) is 
iji = exp(/?0 + /?i n + e,), 
which doesn't have the additive error structure. Hence, in our MCEM algorithm, both 
xim and è,m need to be generated. The algorithm used the procedures described in (38) 
and (39) to get initial values for /?o, A and Var{e,}. To control the computational time, 
we used a fixed MC sample size A/qJ' = 3,000 for every iteration, and a fixed number of 
A  
/ \ 
3 0.5 2 0.7 
/ 2 0.8 3 0.6 
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iterations 30 without checking the convergence. For the estimates of /30 and /3t. Table 
6 presents the empirical bias and the root mean square error, and Figure 4 gives the 
box-plots. Moderate bias for l30 indicated in Table 6 and Figure 4 may be a result of 
using the rather small MC sample size 3,000. This bias and the number of outliers may 
decrease with implementation of our MC sample size and convergence assessment of 
Section 5. 
Table 6: The empirical bias and root mean square error for the log-linear struc­
tural model (500 samples) 
bias rmse 
~0o 0.184 0.461 
f3i -0.013 0.148 
Figure 4: Box-plots for the log-linear structural model (500 samples) 
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NONLINEAR LATENT VARIABLE ANALYSIS USING 
PSEUDO LIKELIHOOD AND NORMAL MIXTURE 
A paper to be submitted to Biometrika 
Yan Zhao and Yasuo Amemiya 
Abstract 
Structural equation analysis using latent variables has become a popular statistical 
method in a wide variety of applied fields, including behavioral, social, and biological 
sciences. The model considered in this paper consists of two parts; a linear measure­
ment model relating observed measurements to underlying latent variables, and a gen­
eral nonlinear simultaneous structural model representing relationships among the latent 
variables. When the distributional form of the latent variables is unspecified, a pseudo 
likelihood approach based on a hypothetical normal mixture assumption is proposed. 
To obtain the pseudo likelihood parameter estimates, the Monte Carlo EM algorithm 
is developed. Standard error estimates for the estimated structural parameters are ob­
tained combining an empirical observed information estimate and a bootstrap estimated 
covariance matrix for the nuisance parameters. Simulation studies are reported. 
Keywords: Monte Carlo EM algorithm, structural equation analysis, normal mixture, 
bootstrap, measurement error deconvolution. 
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1 Introduction 
Structural equation analysis is useful in the areas where some quantities or latent 
variables of interest are not directly observable, but relevant measurements or indicators 
are available. The structural equation system consists of two sub-models; a measurement 
model relating observed measurements to latent variables, and a structural model rep­
resenting relationships among the latent variables. A system with linear measurement 
model and linear structural model has been studied extensively in the literature. For 
general introduction, see, e.g., Bollen ( 1989), Bentler (1995), and Joreskog and Sorbom 
( 1996). For continuous type observations taking more than a few discrete values, the 
use of a model that is nonlinear in latent variables has started to receive attention in 
applications. For a general nonlinear structural equation model, this paper proposes a 
model fitting procedure that can be effectively used without specifying the distributional 
form of the latent variables. 
The literature on nonlinear structural equation analysis started with Kenny and 
Judd (1984) who proposed a fitting method for structural model with one quadratic or 
cross-product term. Their approach was further discussed by Jaccard and Wan (1995) 
and Joreskog and Yang (1996). Wall and Amemiya (2001) introduced a distribution-free 
method which generalized and modified the approach by Kenny and Judd (1984). For the 
same model, Bollen ( 1995) considered instrumental variable estimation, and Arminger 
and Muthen (1998) suggested a Bayesian approach. Extending these methods to more 
general situations is not straightforward. For a general polynomial structural model, 
Wall and Amemiya (2000) developed an approach that produces consistent parameter 
estimates and accurate inference procedures without specifying the distributional form of 
the latent variables. But, their method does not directly apply to non-polynomial struc­
tural models. Therefore, a simultaneous general nonlinear (non-polynomial) structural 
model has not been treated in the literature. 
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One important issue in nonlinear structural equation analysis is the distributional 
assumption for the latent factors. For the linear model situation, it has been shown 
that the maximum likelihood and other similar estimation or inference procedures de­
rived under the normality of factors also work properly in large samples for nearly any 
unspecified distribution. See, e.g.. Amemiya, Fuller, and Pantula (1989), Anderson and 
Amemiya (1988), and Browne and Shapiro (1988). Unfortunately, this result is not ex­
pected to hold for nonlinear models. For polynomial structural models, the methods 
by Wall and Amemiya (2000, 2001) are valid without specifying the latent variable dis­
tribution form. However, their approach does not extend naturally to non-polynomial 
models. 
In this paper, we consider a general system of simultaneous nonlinear structural 
models. The models do not have to be polynomial in the latent variables. As in the 
papers reviewed above, a standard linear measurement model is assumed. Our goal is to 
develop a practically feasible approach that can handle the general structural model, and 
that is expected to work efficiently for a broad class of unspecified distributions for the 
latent variables. To achieve this goal, we use a normal mixture distribution to represent 
a flexible class of possible approximate distributions for the latent variables. To reduce 
the effect of misspecification of distributional assumptions, and to obtain a practical 
computational method, we utilize a pseudo maximum likelihood estimation approach 
concentrating on the structural model parameters. For the general nonlinear model, the 
proposed pseudo likelihood does not have an explicit form. Thus, we develop a Monte 
Carlo EM (MCEM) algorithm for computations. For standard error estimation, we 
develop a new approach that combines the observed information matrix and a bootstrap 
estimate of the nuisance parameter estimator covariance matrix. 
Section 2 introduces and describes our model with a general nonlinear system of 
structural models. Section 3 presents our pseudo maximum likelihood approach and the 
MCEM algorithm, as well as standard error estimation. Section 5 discusses the selection 
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of initial values, convergence assessment, and Monte Carlo sample size determination 
for our algorithm. Simulation studies are reported in Section 6. 
2 Nonlinear structural equation system 
Let i be the index for the individuals in a sample of size n, and let z, be a it x 1 un­
derlying latent vector for the ith individual. We consider a general implicit simultaneous 
structural system in the following form. 
G o(z,) = e,-, (1) 
where e, is a q x 1 equation error with zero mean, and q is the number of non-redundant 
relationships among the components of z,. In general, the covariance matrix of e,- is 
unrestricted, although some elements are assumed zero if desired. Because model (1) 
can be multiplied by a full rank matrix without altering the essential meaning of the 
model, this model is not identified. Recall that a linear simultaneous system is typically 
identified by setting some coefficients to be zeros and ones, and assuming the existence 
of a nonsingular coefficient matrix, i.e., assuming the existence of a uniquely specified 
reduced form. We use the same idea for identifying the general nonlinear model (1), and 
consider only those models that can be expressed in an explicit reduced form. That is, 
we consider model (1) which can be solved explicitly for q elements of z, in terms of the 
other k — q elements. To express such a reduced form representation, we write 
Z| — 
/ \ z \ y 
w, = 
x, 
x, 
e, 
(2) 
where y, is q x 1, x, is (k — q) x 1, and w, is k x 1. We consider model (1) can be 
expressed in the identifiable reduced form 
y, = G(w,-,/3), (3) 
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where ( 3  is a vector of relationship parameters. Note that, if a model based on subject-
matter meaning has the form (1) with a zero mean error e,, then the reduced form (3) 
will generally be nonlinear in e,. 
Two examples of general nonlinear structural models are as follows: 
1. A simultaneous cubic model (1) might take a form 
-li = fi 1 + 02~2i + 03~3i + A-3, + ^ 5-3, + €li , 
-2 1 = $6 + + 08Z4i + + Ao^,' + ^ 2i 1 
which can be written in the reduced form (3) by the usual linear transformation. 
2. A two factor log-linear model can be 
log ~i, = 0q  + 0^ + e, , 
which can be expressed in the reduced form (3) as 
-ii  = exp(/30  + P i Z h  + e.). 
The unobservable latent variable z, are related to observed indicators through a measure­
ment model. We assume that the linear measurement model with the separate indicator 
form holds. Under this model, two separate sets of observed variables Y, and X, are 
assumed to be related to y, and x,, respectively, and satisfy linear measurement models 
in the errors-in-variables parameterization 
/ \ / 
7y 
+ 
Atf 
I 0 > \ lq J 
/ \ ( 
lx Ar 
= + 
K 0 > 
y I "f" Uyi , 
x, + ux , ,  
(4) 
(5) 
where (7y, Ay) and (7X, Ar) are unrelated, 7y, 7X, Ay, and Ax may contain additional 
restricted elements, and uyi and uz, are independent zero-mean measurement error vec­
tors. The model with (4) and (5) is an identified factor analysis model treating y, and 
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x, as unrestricted factors. Although the structural model (3) may place restrictions on 
y,, this identification approach using unrestricted y, is practical, especially for exploring 
various structural models for a given measurement model. 
We assume that X;, e,, uy,, and uxt are mutually independent, and that the error 
terms e;, uyi and ux; are normally distributed, i.e.. 
e, ~ iV(0, Se), 
Uyi  ~  N(0 ,9y ) ,  ( 6 )  
Uxi ~ /V(0, ¥x). 
In many applications. and are assumed to be diagonal. But, in some others, 
some covariances are to be estimated. The normality of the measurement errors and 
the equation error can be considered reasonable in most applications. The distribution 
of the latent factor x, charactering the target population may not be normal, and its 
shape may be of interest in some applications. In the next section, we propose the use 
of a flexible distribution for x,, and describe the corresponding estimation procedure. 
3 An estimation procedure 
In the nonlinear structural equation system consisting of model (3), (4), and (5), 
under the distributional assumption (6), the only unspecified distributional assumption 
is on the latent factor x,. Our goal is to develop estimators of /3 and Ee that may 
work well for various unspecified distributions of x,. We propose an approach using 
a normal mixture as hypothetically assumed distribution of x. We consider normal 
mixtures for the following reasons. First, a normal mixture distribution with many 
components can approximate a large class of distributions reasonably well. Also, the 
use of a normal mixture makes our overall estimation procedure feasible and practical. 
That is, essential aspects of our methods, latent variable distribution deconvolution and 
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Monte Carlo simulation from an estimated density, can be carried out readily using the 
normal mixture form. In addition, the multivariate nature of unobservable x, makes the 
use of some non-parametric density estimation difficult as a part of a practical method. 
In particular, we use a mixture of J {k — q) dimensional normal distributions with 
different means and common covariance matrix. Thus, the density of x, is 
/(x;0r) = jA^/x^Ec). (7) 
j = i  
where 7rt,..., -j (J2j=i = 1), /*i,.. - ,/Jj, and Ec are unknown parameters included 
in 0X, and J is a pre-specified reasonably large integer (e.g., J — 9 in our simulation 
studies). 
In model (3), (4), and (5), we consider estimation of the structural parameters f 3  and 
Se, and let 
0i = 
\ " e  /  
where tre contains unknown elements of Ee. We also let 
consist of all the measurement model parameters, where Ay, Ar, and ifrx contain 
unknown elements of Ay, Ax, $y, and ^ respectively. With the parameter 0X for the 
normal mixture distribution f(x;0x), the parameter for the whole model is 
8 = 
where 
00 = 
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In this notation, 0\ is the parameter of interest, and 02 contains all of the nuisance 
parameters. 
Our approach for developing an estimate for 0\ utilizes the pseudo maximum likeli­
hood estimation procedure proposed by Gong and Samaniego (1981) and Parke (1986). 
In this approach, instead of maximizing the likelihood with respect to and 02, some 
consistent estimator of the nuisance parameter 02 is substituted into the likelihood, and 
the resulting function is maximized with respect to 6\. 
We start with describing our estimator 0 2  of 0 2 .  First, we apply the maximum like­
lihood estimation to the two factor analytic measurement models (4) and (5) separately, 
treating y, and x, as unrestricted normal vectors, and obtain 0m. It has been shown that 
the maximum normal likelihood estimators of the factor loadings and error variances in 
the linear factor analysis are consistent and have nice properties for nearly any unspec­
ified distribution of the factor vector. See, e.g., Amemiya, Fuller, and Pantula (1987), 
Anderson and Amemiya ( 1988), and Browne and Shapiro (1988). To obtain an estimate 
of 0X in the latent variable normal mixture distribution, we use a method referred to 
as a measurement error deconvolution. This method starts with obtaining the so-called 
factor score estimator of each x, (treated fixed), as expressed as 
x, = 
/ \ 
I/:—q / J  
-1 
— I 
r  
=  ( 0 , l f c - g )  X, - *P1 *0 (Ipn_Â.x) 
/ 
X i -
X i -
/. \ 
7* 
0 /  J 
( . \ 
fx 
\ / J  
(8) 
where yx, Ax, and are parts of 0m obtained by the maximum likelihood factor 
analysis, p\ is the dimension of 7r, and 
$0 = (lpi,-\r)*x Ip, 
-Â', 
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Note that the second form in (8) does not require to exist. If we ignore the errors 
of Op(n~1/2) in estimation of 7X, Âr, and then x, is approximately 
x, = (0. It-,) X, - I pi 
- a :  
\ / \ 
*0  ' ( IpM —Ar)  X , -
X 
/ k  0 ; 
(9)  
where 
¥o = (I„,,-A*)¥z 
Under model (5), we can write 
I ' LPl 
- a :  
x(" — x, "f" rt'. 
where r, ~ .'V(0, Er), and 
Er — (0, Ifc_î)'$,j 
where 
rx = (0,1 k - q ) V f x  
' 0 \ 
I lfc-» / 
( iPl ^ 
\ "A- / 
— rx(Ip,, —AX)$I 
( \ 
o 
I lfc-' / 
(IP l ,  —A r)  .. 
v
" *pi 
/j 
Since Xj is a normal mixture and independent of uXJ, x, is also a normal mixture 
X, ~ , j=i 
where 
Es = Sc + £r. 
Thus, by fitting the normal mixture with J  components to x„ i  =  1,. . . ,  n ,  and by using 
Sr = ( 0, !*_,)¥, 
o x 
\ lk-q / 
— fr(Ipi, —Ar)^ 
/ \ 
0 
lfc-g 
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where 
fr = (0. Ijt-g) tîfr 
Lp 1 
-K 
(ipl • —Âr) 
-A. / 
-1 
we can obtain an estimate of the latent factor distribution parameter 6X. This is the 
measurement error deconvolution. Fitting of a normal mixture distribution to x, can be 
carried out using an existing EM algorithm. Following McLachlan and Krishnan (1997), 
for £ = 1,2, J, at the tth step of the EM algorithm, 
rI," = 4"mr, #4", e<")/ £ -rj"/v(x,; E"), 
j= i  
4" = Z •4". 
1=1 
7T C+0 _ Al*) = AY' /n ,  
i=i 
X —11=1 
£<<+» = 
The final step estimates are fie, t tv, and £s. Then, 
/n. 
% — — Êr 
with some adjustment for possible non-negative definiteness is an estimator of the com­
mon covariance matrix £c for the latent x,. The estimates jj,(, Tt(, £ = 1,..., J, and Êc 
constitutes flx, and our estimator for 02 is 
0o = 
( èT 
0, 
The pseudo maximum likelihood estimator (PMLE) 0\ of 0i is obtained by maximiz­
ing the likelihood evaluated at 02 with respect to 0y. Since the likelihood function does 
not have an explicit expression, we consider performing the maximization using a form 
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of a Monte Carlo EM (MCEM) algorithm. Treating the latent variable x, as missing, 
with Z, = (Y;,X()', the logarithm of the complete likelihood is 
lc(0) = f>g/(Z„w,;0) 
1=1 
= ^[log/(Z,|w,;0) + log/(w,;fl)] 
1=1 
= l][log/(Y,|w,;/),0^) + log /(e,;£c) 
1 = 1  
+ log/(X,|xt;0m) + log /(x,-; 0X)\. (10) 
Note that the last two terms in (10) do not involve flj, and that the first two density 
functions are normal. The logarithm of the complete pseudo likelihood is obtained by 
substituting 02 in (10), and by suppressing terms not depending on 0\, and can be 
written as 
1p (0i )  = Ê [l°g /(Yt-|w.-;/Mm) + log/(e,-;£e)] (11) 
i=i 
Since the measurement model (4) for Y, is the standard linear factor analysis model, we 
can linearly transform Y,, using 0m, into a residual vector not involving w, and /3, and 
the factor score estimator, 
y, = (o,i,) < Y, - 4/y 
' i* > 
i' \  ~ x y  / 
*1 (Ip2i-Ây) 
/ 
Y,-
7y 
0 
(12) 
where p2 is the dimension of 7y, and 
Z 
= (1^,-Ay)^ *P2 
-à; 
Here, deleting terms not involving fl and Se, the log complete pseudo likelihood in (10) 
can be written as 
4(#i) = è [log/(y.lw"/Mm) + log/(e,;Sc)] , 
1=1 
(13) 
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where the first density is the normal density with mean G(w,;/3) and covariance matrix 
*6 = (0,1,)$, 
z o x  
\ l 1  /  
ry(IP2, — Ay)'® y 
\ l 1  /  
( 1 4 )  
where 
rtf = (0.1,) Vy 
XP2 
-A 
•r1-
y / 
Let denote the value of at the jtk iteration for the pseudo likelihood MCEM 
algorithm. The E-step in the (j + l)si iteration is to obtain the conditional expectation of 
lp{91 ) given Zi,..., Z„, under the distribution specified by and 02. By the argument 
used to obtain (13), and x, in (8), this conditional expectation can be taken given y, 
and x,, instead of Zi,..., Z„, 
E ( j \ e , )  =  E { i p ( d l ) \ z l , . . . . z n }  
= ^ {^p(0l ) |yi 7 • - • < Xni Xi, . . . , Xn j-
= è f [Iog/(y. lw.;^^m) + log/(e,;Se)l 
i=l7 
/(w,|y,,x,;0(l-,)^2)</wl-. (15) 
Our approach expresses the conditional density /(w,|y,-, x,-; 0^\ 02) in the following way 
/(w,|y,, x,-; d [ J \ è 2 )  =  
/(y.|w,; /3(j), tfm)/(x,|x,-; flm)/(x,-; flg)/(e,-; Sjj)) (16) f j /(y.'|w,;/3(-,),âm)/(xl|x,;Âm)/(x,;âr)/(e,;S(cj)) dx.de, 
When (16) is substituted into (15), the ith term in the summation is a ratio of two 
integrals. We propose to compute these integrals by Monte Carlo simulation, generating 
pseudo random vectors from the normal distribution /(e,-; and the normal mixture 
distribution /(x,; 0X). We choose to use this approach, because these random vectors can 
be generated readily, and because the normal densities /(y;|w,-; /3,02) and /(x,|x,; 0%) 
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are simple to evaluate. For each individual i, we generate a pseudo random sample 
{w,m : m = 1,2,..., M(j'} of size where w,m = (x'm,è'm)'. A method for choosing 
is discussed in Section 5. To decrease the simulation error in the eventual estimate, 
we generate {w17n : m = 1,2,..., Al^} separately and independently for different i 
and for different iterations. But. we use the same set of size for the two integral 
computations involved for each z, so that the denominator integral plays the role of 
normalizing constant for weights adding up to one, as described below. Then, our 
MCEM E-step gives 
£«(#,) = ê!"(/9) + êi"(s„), (it) 
where 
I n I 
[y, -G(w,„;^)]'*r [y, - G(w,m;/3)]a,m, 
" i= 1 m= 1 
n XfM 
Ê<J,(£e) = ££(log/(é, m ; S e))aim, 
i=l m=l 
a _ /(y,|w,m;/3(j),gm)/(x,|x1Tn;tfm) 
Em=i' /(y,|w,m;/3^>m)/(xt|xim;flm) ' 
and 4*6 is given in ( 14). The M-step in the (j + l)st iteration finds /3^+1' and £p+1' 
that maximize E^(9i ) in (17). Our way of formulating the E-step also simplifies the M-
step, because the parameters (3 and £e in (17) are separated in two terms, and because 
each of Ê{J*(/3) and Êj^Se) is a weighted sum of the log-transformed normal densities 
with given weights a,m. Thus, /3'J+1' is obtained by the multivariate nonlinear weighted 
least squares minimizing the summation term in and S^+1^ can be explicitly 
obtained as 
i n Xflrf 
s!"" = 
1=1 771 = 1 
where we have used 53m=i aim = 1 for every i. If some covariance elements of £e are 
known to be zero (e.g., diagonal), then the corresponding elements of £*J+1' are set to 
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be zero. The above E-step and M-step are to be iterated to obtain the PMLE /3 and 
te. 
For some practical special cases of the general model, our MCEM algorithm steps 
can be simplified. Suppose that the structural model (3) has an additive equation error 
reduced form 
y, = G(x,;/3) + e,-. (18) 
Then, the log complete pseudo likelihood (11) becomes 
l p ( 0 \ )  =  £ l ° g / ( Y ; | x i ; / 3 , E e , £ m ) ,  
i = I  
and thus (13) becomes 
W) = Èlog /(y,|x,; f3, Se,B m ) ,  ( 19) 
1=1 
where the conditional density is the normal density with mean G(x,-,/3) and covariance 
matrix Se + $&, and is given in ( 14). Hence, the E-step requires only random variates 
X;m, and there is no need to generate è,m. In this case, the M-step is an iteratively re-
weighted nonlinear regression. We first obtain some (3 by minimizing 
n jV/iJ) _ 
EE[y,-G(xim;/?)]'(Êe+ ¥(,)" [y;-G(xim;/J)]aira, (20) 
i=l m=l 
and then, set 
i n 
= — 53 52 [y< — G(x,m;^)][y,- — G(x,m;/3)]'a,m — (21) 
n 1=1 m=l 
Then, these two steps are iterated to obtain and S^J+l^. 
In some applications, in addition to having (18), there is only one observed indicator 
corresponding to each element of y,. Then, we can write 
Y, = y, + u„, = G(x,; /3) + e, + uy, = G(x,;/3) + v,. 
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In this case, the equation error e; and the measurement error for Y,- can not be 
distinguished, but we can estimate £„ = Var{v,}. For this situation, (11) becomes 
/p(fl1) = ^log/(Y,|x,;/3,St,,flm), 
1 = 1 
where the conditional density has mean G(x,; /3) and covariance matrix Hence, in 
the iterative M-step, (20) and (21) can be replaced by 
E Z [y. - G(xtm; 13)}' (s,) " [y,- - G(xim; /3)]a,m , (22) 
1=1 m=l 
and 
i n 
t v  =  -L E  [y. - G(x,m;/3)][y,. - G(x,m;/3)],a,m . (23) 
n i=l m=l 
If, in addition to the above conditions, Y, = y, + V; is a scalar, then the iterative 
least squares procedure in (22) and (23) is not necessary. In this case, is obtained 
by minimizing 
n  A / t J i  
EE [y,-G(xim;/J)f , (24) 
i=l m=l 
and set 
Sf'+" = - Ê [y, - G(x,„;^>")]2 . (25) 
1=1 
Some structural models that are nonlinear in x, may be linear in (3. For example, 
polynomial models are linear in parameters. In such a case, the minimization of (20), 
(22), or (24) can be carried out by an exact formula. 
In other problems, other versions of the MCEM algorithm have been used. See, 
e.g., Meng and Schilling (1996) and Tanner (1996). Our version takes advantage of 
our model structure, and uses random numbers generated from an estimated marginal 
distribution rather than a conditional distribution. In Section 5, we discuss a likelihood-
based approach for determining the MC samples and the algorithm convergence. 
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4 Standard error estimation 
The computation of the estimated covariance matrix for the PMLE was discussed in 
Parke (1986). Let (0°,0°) be the true values for (0i,O2), and let the information matrix 
for (#1,#2) at (0°,0°) for the full likelihood be denoted by 
E = En E12 (26) 
x £21 5J22 
partitioned corresponding to (#,, #2). Parke (1986) showed that if 
\ f o { è 2 - 0 ° 2 ) - ^ i V (0 ,Y) ,  as n ->00, 
then the PMLE 9\ satisfies 
-0Ï) -A iV(0 ,  O) ,  (27) 
where n is the sample size, and 
fi = Er,1 +Er1lE12TE2iEr11. 
To obtain an estimate of the limiting covariance matrix fi for our problem, we can 
use the observed approximation to the expected information for estimating En and £12. 
But, an estimator of T can not be obtained easily. Hence, we suggest using a bootstrap 
covariance matrix to estimate T. For this, we take B random samples with replacement 
from {(Y,,X,)|i = 1,2,...,«} to obtain bootstrap samples {(Y-6), X,-6))|i = 1,2,..., n}, 
b = 1,2, ...,B (e.g., B= 1,000). For each bootstrap sample, the nuisance parameter 
estimate is computed using the method described in the beginning of Section 3. Then, 
our estimate of T is 
1 «(6) 
6=1 
where 
i > 2  =  - Z 0 2 ] -
I 
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To estimate En and Ei2 in (26), we use an approximation to the expected informa­
tion matrix, as described in McLachlan and Krishnan (1997, pp. 120-122). The observed 
data log-likelihood is 
^l°g/(Z,;0) = ±\°gf /(Zi|w,-;0)/(w,-;0)</w,-, 
i=i i=i 
and the corresponding individual score vector is 
s(Z,,0) = dlog/(Z,;0)/30. 
We propose to use an estimator of the form 
£s(Z,;I9)S '(Z, ; 0 ) .  
1 = 1  
using our estimator 0, and to extract Eu and £22 parts. It can be shown that s(Z,; 0) = 
E{dlà(0)/d0\Z;O}, where ld{0) = log/(Z,, w,; 0). Thus s(Z,;6) can be computed us­
ing Monte Carlo method, with {w,m : m = 1,2,..., M(j)} and {a,m : m = 1,2,..., M(j)} 
obtained in the last step of the MCEM algorithm, 
j(z^) = (A;,I) 
m=l Ut7eZ (JtTei  
X,U) 
. _i -
s(Z,;7y) = 53 a.'m(I,0)4fy dim, 
m=l 
MUI 
s(Zi;Ây) = 53 a.mG'(wim;/3)(I,0)»!/ d,m, 
m = 1 
X,U) 
s(Z,;7r) = 53a,m(I,0)$r c,m, 
m = 1 
Ml'l e _t 
s(Z,;Âr) = 53 a«mX,-m(I,°)®r C,-m, 
171=1 
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^  N ( x t m ; j i ( , È c ) - N ( x i m ; i i j , t c )  
s ( Z t ' , 7 T ^ )  —  /  _  Q-i\m 
Ei=i 7Ti-'V(xim;/td,Sc) m = l  
_ WW jr^(xira;/k„Se)Ec-(xim-/k,) 
aim ' 
771=1  
MO» ELi 7T,yV(xtm; £„ Êc)(xim - (#t) CW - ^ ) 
î(Zi,ârch) = 52 a,m ~ 
771= 1 
-M;#' 
Ei=i 
where 
Cim = X, -
/ . \ 
7x 
V 0 ) 
Ax 
I 
X('m ? d,m — Y| 
Z . X 
7y 
0 y 
G(wim;0). 
and ^}yt, î()re and &ch are the t t k ,  C t h  and hth element of xj)y, and &c respectively. 
Then, En and Et2 can be obtained in 
£s(Z,-;0)s'(Z,;0). 
i=i 
Combining En, Et2, and T, we obtain our estimate of the asymptotic covariance matrix 
of the PMLE 0i as 
-i A — J A — [ A A A A — | Su + Êlt Ei2TÊ2iÊu 
5 Initial values and convergence 
To obtain initial estimates for ( 3  and Ec in our MCEM pseudo maximum likelihood 
algorithm, we use x, in (8) and y, in (12). Transforming back from the reduced structural 
model (3), we write the original structural model as 
G0(z,;/3) = e,. 
For initial values, we suggest using (3^ obtained by minimizing 
^G(,(z,;/3)G0(z,;/3), 
1=1 
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and S*0' given by 
S<0) = -f:Go(z,;/3(0))G(,(z,-;/3(0>). 
n i=i 
The stopping rules for an MCEM algorithm were discussed by several researchers. 
Tanner (1996) and Meng and Schilling (1996) suggested monitoring the plots of es­
timates over iterations. McCulloch (1997) and Chan and Kuk ( 1997) simply used a 
predetermined number of iterations. Booth and Hobert (1997) proposed methods using 
some standard errors for stopping the algorithm, and for choosing the MC sample size. 
We recommend modifying the procedure introduced by Zhao and Amemiya (2002) for 
convergence assessment and MC sample size determination. Since we are dealing with 
the pseudo likelihood algorithm, here, we need to apply their methods to the pseudo 
likelihood 
/p(0i) = èloS //(Z,-|w;0i,â2))/(w;02) </w. 
i=i J 
They suggest the following procedure. First, the MCEM algorithm is run with a pre-set 
initial simulation size (e.g., = 10,000) for a few iterations, without checking for 
convergence. Then, with small 8\ and c (e.g., = 0.008, and e = 0.05), follow steps: 
1. Obtain 0[^ based on the size 
2. Compute 
S£7*(Z,|w,m;0ijl,»3) _ 
(IF1)2  
and 
<>',")=£ iog/;ji, 
i = l  
where 
. jv/OI 
f!J' = jjâi L 
' * 771 = 1 
<t>2 = 
n ( M M  —  1 )  f _  
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3. Set as the smallest integer greater than (02/e£i). If < M(j), set = 
4. Compute a new using the size M q ^ and partly re-using pseudo random 
variates used to compute d\*\ 
5. If |/p(0(/') — l')| < \/nSi then stop and report 0[^ as the pseudo maximum 
likelihood estimate. Otherwise, set j = j + 1 and go to 1. 
6 Simulation study 
In this section we present simulation studies using two types of structural models; 
quadratic and log-linear. In implementing our MCEM pseudo maximum likelihood al­
gorithm, we used a fixed over iterations for both studies, where = 10,000 
for the quadratic model, and = 1,000 for the log-linear model. Also, the MCEM 
algorithm was terminated at 30 iterations. For both studies, we used a normal mixture 
with J — 9 components as a hypothetical distribution of the latent variable. 
For the first study, we considered a quadratic structural model for two factors y, and 
i = 1 n. 
U i  = 0 o  + 0 i Z i  + 0?x] + e,, (28) 
with the measurement model 
( , \ I  \  ( . \ ( \ 
X u  Aoi ^11 u l i  
X 2 i  = Aq2 + A12 X i  +  U 2 i  
< X3' y k 0 y , 
1 / K  U3i y 
Yi  =  y i  +  u 4 i .  
Since there is only one indicator for t/,-, we write 
Yi  =  00 + 01 Xi + 02X2i + Vi , 
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where 
v.- = «4. + e,-, 
and estimate Varfu,}. The true parameter values were set to be f30 = 3, '3\ = 10. 02 = 
—2, Aoi = 2, An = 0.8, A02 = 3, and A^ = 0.6. To see the effect of different distributions 
of x,, we considered four cases; /V(3,1), normal mixtures distribution (2/3) A^(2.4,0.24) + 
(l/3);V(4.2,0.36), linearly transformed uniform \ZÏ2(l/(0,1)) —0.5) +3 where £7(0,1) 
denotes the uniform distribution on the interval (0,1), and linearly transformed chi-
square ( — 4)/\/8 + 3, where denotes the central chi-square distribution with degrees 
of freedom 4. Each of these four distributions has mean 3 and variance 1. The error 
terms ult, u2i, U3,, and u, were generated as zero mean normal random variables with 
the variances chosen so that the reliability for each of the observed variables A'u, A'2,, 
À'3,, and Y] was 0.75. We considered two sample sizes n =100, and 200. For each 
sample size and for each of the four x-distributional forms, we generated 1,000 samples. 
Table 1 presents the empirical bias, root mean square error, and the empirical coverage 
probability of the nominal 95% confidence interval using our standard error estimate. 
Figure 1 presents the box-plots of the 1000 estimates of 02 for the case of n = 200, 
where the horizontal line is the true value. We see that the biases are generally small for 
all distributions, and that the empirical distributions are roughly symmetric around the 
true values. The coverage probabilities are close to 95%, indicating practical usefulness 
of our approach for situation with an unspecified latent variable distribution. 
To see the effect of incorrectly assumed normal distribution, and to assess the ef­
ficiency of our PML approach relative to the full maximum likelihood, we used the 
algorithm in Zhao and Amemiya (2002) to fit the same model by the full maximum like­
lihood under normal x, assumption to the cases with the true distribution being normal 
or chi-square. Table 2 presents the empirical bias and root mean squared error for the 
two estimators of the quadratic coefficient (32. From the results for normal case, we see 
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Table 1: Empirical bias, root mean square error, and empirical coverage prob­
ability of 95% CI for 0O, 0i, and 02, under four true underlying distri­
butions (1000 samples) 
True distribution 
n normal mixture uniform chi-square 
0o 100 bias 0.184 0.986 0.784 0.049 
rmse 2.686 3.504 3.090 5.820 
cp 0.978 0.975 0.923 0.966 
200 bias -0.004 0.552 0.541 -0.174 
rmse 2.039 2.640 2.149 4.024 
cp 0.970 0.967 0.935 0.966 
~0i ÏÔÔ bias -0.174 -0.636 -0.615 0.040 
rmse 1.897 2.393 2.250 3.844 
cp 0.983 0.972 0.917 0.961 
200 bias -0.020 -0.365 -0.421 0.159 
rmse 1.434 1.790 1.575 2.671 
cp 0.974 0.964 0.939 0.966 
~02 ÏÔÔ bias 0.033 0.093 0.104 -0.021 
rmse 0.328 0.384 0.390 0.612 
cp 0.979 0.955 0.911 0.962 
200 bias 0.004 0.053 0.071 -0.033 
rmse 0.247 0.290 0.273 0.424 
cp 0.975 0.965 0.939 0.952 
that the efficiency loss due to the use of our PMLE is negligible when the true distri­
bution happens to be normal. This may be partly due to the numerical stability of the 
PML achieved by performing optimization in a much smaller dimension. For the case 
with chi-square distribution, the full maximum likelihood estimator under normality is 
badly biased and inefficient. 
The second simulation study used the log-linear structural model 
l ° g ( y > )  =  0 o  +  0 \ X i  +  e ; ,  
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Figure 1: Box-plots for 02 in the quadratic structural model (1,000 samples) 
where the true values were 0o = 1.5 and = —0.5. The measurement model was 
z  \  z \ z .  \  Z \ A'„ Aoi An «1. 
x 2 ,  
= 
AQ2 + A12 X, + U 2 i  
' 
< y v 0 , < 1 , { "3l ) 
\ I \ z  ,  X Z \ 
v„  AQ3 Ai3  u4i 
** 
= 
Aq4 + Al4  X, + Us i 
Y* .  v 0 , v 1 y K Uei J 
The latent variable z, was generated from normal, normal mixture, uniform and chi-
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Table 2: Bias and root mean square error (in parentheses) for /32, n = 200 
Procedure 
x-dist normal ML normal-mixture PML 
normal 0.025 (0.222) 0.004 (0.247) 
Chi-squared —0.866 (1.548) —0.033 (0.424) 
Table 3: Empirical bias and root mean square error for four underlying distri­
butions (1000 samples) 
normal mixture uniform chi-square 
To bias 0.335 0.330 0.321 0.356 
rmse 0.626 0.669 0.636 0.733 
Ji biii -0.066 -0.069 -0.066 -0.077 
rmse 0.191 0.205 0.195 0.232 
square with parameters given in the first study. The equation error e, was generated 
from the standard normal distribution. The true parameter values for the measurement 
model were set to be 
Aoi An Aq2 A12 
X M)3 <-M3 ^04  Ai4  
/ \ 
3 0.5 2 0.7 
2 0.8 3 0.6 
The «1,-,..., u6, were generated as zero mean normal random variables with variances 
chosen so that the reliability for each of the observed variables Xu, X2t, X&, V*i,, V"2l, 
and V3, was 0.75. 
Table 3 presents the empirical bias, and root mean square error for the PMLE of 
and f3\. Figure 2 shows the box-plots of the 1,000 estimates of for four latent distribu­
tions. The PMLE estimator (especially of /?i) tends to have nearly symmetric empirical 
distribution around the true values for all four latent distributions. Our approach using 
the normal mixture and pseudo likelihood seems to provide a practical solution to the 
nonlinear structural equation problem with an unspecified latent variable distribution. 
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Figure 2: Box-plots for /3i in the log-linear structural model 
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GENERAL CONCLUSION 
Recently researchers have shown interest in sound statistical inference procedures 
for building, identifying and interpreting nonlinear structural equation analysis models. 
The goal of this dissertation is to provide such procedures. 
In the first paper we proposed inference procedures for virtually any general nonlinear 
structural models given normally distributed latent factors. In the second paper we 
took a further step to give inference methods without any distributional assumptions 
for the latent variables. Simulation studies have demonstrated that for a large class of 
distributions our procedure gives reasonable results. 
