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СТАТИСТИЧЕСКАЯ ОЦЕНКА ПАРАМЕТРОВ  
ОБОБЩЕННОГО ГАММА-РАСПРЕДЕЛЕНИЯ 
Рассмотрено обобщенное гамма-распределение. Данное распределение обобщает гамма-
распределение, распределения Рэлея, Максвелла, Вейбулла, Леви, хи-квадрат и имеет широкое 
применение в статистических методах исследования физических процессов, в дистанционном 
зондировании, в теории надежности, при описании дисперсного состава частиц дробления. Най-
дены числовые характеристики и получена характеристическая функция. Методом наибольшего 
правдоподобия получены уравнения для статистической оценки параметров данного распреде-
ления. Показана возможность описания дисперсной фазы в центробежных сепараторах. 
Ключевые слова: обобщенное распределение, физические процессы, теория надежности, 
характеристическая функция, оценка параметров. 
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Belarusian State Technological University 
STATISTICAL EVALUATION OF PARAMETERS  
OF THE GENERALIZED GAMMA DISTRIBUTION 
The generalization of gamma distribution was considered.  This distribution summarizes gamma 
distribution, distributions of Relay, Maxwell, Veibull, Levi, chi-square and widely used in statistical re-
search methods of physical processes, in remote sensing, in the theory of reliability, when describing 
the composition of the particulate grinding particles. Numerical characteristics were found. The charac-
teristic function was obtained. Using maximum likelihood method the equations for the statistical eva-
luation of the parameters of this distribution was obtained. The possibility of distribution of the dis-
persed phase in the centrifugal separators was revealed. 
Key words: generalized distribution, physical processes, reliability theory, the characteristic func-
tion, parameter estimation. 
Введение. Обобщенное гамма-распределе-
ние было рассмотрено в работе [1]. Данное рас-
пределение включает в себя гамма-распреде-
ление, его частные случаи и многие известные 
распределения: Рэлея, Максвелла, Вейбулла, Ле-
ви, хи-квадрат [2]. Названные распределения 
широко используются в прикладных задачах, свя-
занных со статистическими методами исследова-
ния физических процессов, дистанционным зон-
дированием, в теории надежности, для описания 
дисперсного состава частиц дробления [2, 3]. 
Свойства обобщенного гамма-распреде-
ления. Рассмотрим обобщенное гамма-распре-
деление некоторой случайной величины ξ: 
( )
1
, , , exp .
p cс x xf x p c
p
c
−     θ = −     θ θ      θΓ  
  (1) 
Отметим, что параметр θ является парамет-
ром масштаба, а p и c есть параметры формы. 
Выполним переход к безразмерной случай-
ной величине η = ξ / θ:  
 ( ) ( )1, , , exp .p ccf t p c t tp
c
−θ = − θΓ  
     (2) 
Функция распределения непрерывной слу-
чайной величины η 
( ) ( )1
0
, , , exp
t
p ccF t p c d
p
c
−θ = τ −τ τ Γ  
       (3) 
сводится к неполной гамма-функции [4]. 
Если c > 0, то 
 ( ) 1, , , , ,cpF t p c tp c
c
 θ = γ     Γ  
          (4) 
а при c < 0 
 ( ) 1, , , 1 , .cpF t p c tp c
c
 θ = − γ     Γ  
        (5) 
Если 1 0,pc
−
>  то распределение (2), (3) 
имеет моду: 
1 1
mod mod mod
1 1, .
c cp pt t
c c
− −   
= ξ = θ = θ          (6) 
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Для функции распределения мода будет 
точкой перегиба.  
Для распределения (2), (3) определены на-
чальные моменты порядка k, удовлетворяющего 
условию p + k > 0, причем 
 ( ) / ,k p k pc c
+   
α η = Γ Γ          (7) 
 ( ) / .kk p k pc c
+   
α ξ = θ Γ Γ         (8) 
Действительно, 
( )
1
0
exp
pñ x xx dx
p
c
−+∞
ν
ν
    
α ξ = − =    θ θ      θΓ  

 
1
0
exp
p cс x x dx
p
c
+ν−ν +∞  θ     
= − =    θ θ       θΓ  
  
1
0
exp( ) .p v c
p
с ct t dt
p p
c c
ν +∞
+ − ν
+ ν Γ θ  
= − = θ   Γ Γ      
  
Рассчитаем характеристическую функцию 
распределения (2), (3) случайной величины :ξ  
 ( ) exp( ) ( )i x f x dx
+∞
−∞
ϕ ς = ς =  
 ( ) ( )
0
1
!
k
k
p k
c i
p k
c
∞
=
+ Γ  
= ϕ ς = ςθ = Γ  
  
 
0
1 ( ) .
!
+∞
=
+ Γ  
= ςθ Γ  
 k
k
p k
c i
p k
c
 
Выполним замену ct y=  и, разлагая функ-
цию exp( )i tςθ  в ряд, найдем: 
 ( )
1
0 0
1( ) exp( )
!
p k
k c
k
i
y y dy
p k
c
+
−
+∞+∞
=
ςθϕ ς = − = Γ  
   
 
0
1 ( ) .
!
+∞
=
+ Γ  
= ςθ Γ  
 k
k
p k
c i
p k
c
   (9) 
Для исследования сходимости полученного 
ряда применим признак Коши и используем 
формулу Стирлинга [4]. При c < 0 или c > 1 
данный ряд сходится и характеристиче- 
ская функция аналитическая при любых зна-
чениях .ς  В данном случае распределение 
случайной величины однозначно определяет-
ся ее моментами [5]. 
Статистическая оценка параметров. Ста-
тистическая оценка параметров распределения 
может быть выполнена методом моментов, при 
котором параметры распределения находятся из 
условия равенства теоретических и статистиче-
ских моментов. Распределение однозначно оп-
ределяется своими моментами, если характери-
стическая функция аналитическая [5]. 
Метод моментов требует решения доста-
точно сложной системы уравнений, а также 
проверки соответствия полученной функции  
статистическим данным с помощью критериев 
согласия. 
Выполним статистическую оценку пара-
метров распределения (2) методом наибольшего 
правдоподобия [6].  
Пусть имеется некоторая выборка 
1 2( , , ..., )nX x x x=  генеральной совокупности распределения (2), (3). Рассмотрим функцию 
правдоподобия: 
1
1
exp .
p cn
i i
i
c x xL
p
c
−
=
      
= −    θ θ       θΓ  
∏      (10) 
Прологарифмируем данную функцию: 
( )
1 1
ln
1 1ln ln 1 ln
cn n
i i
i i
L
c x xpn p
c n n
= =
=
   
= − ∂ + − −    θ θ θ     
   
и рассмотрим функцию: 
 ln LG
n
= =  
( ) .1ln11lnln
1 1
 
= =



θ
−
θ
−+

Γ−
θ
=
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i
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i
c
ii x
n
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Максимум данной функции совпадает с 
максимумом функции правдоподобия (10).  
Найдем частные производные функции G: 
 
1
1 ,
cn
i
i
xG p c
n
=
∂  
= − +  ∂θ θ θ θ   (11) 
 
1
1 1 ln ,
n
i
i
xG p
p c c n
=
∂  
= − ψ + ∂ θ     (12) 
 2
1
1 1 ln .
cn
i i
i
x xG p p
c c c nc
=
∂   
= + ψ −   ∂ θ θ       (13) 
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Применим необходимое условие экстрему-
ма функции многих переменных, приравняем 
найденные частные производные к нулю и по-
лучим уравнения правдоподобия для определе-
ния параметров распределения: 
 
1
1
1 ,
n cc
i
i
c x
p n
=
 θ =     (14) 
 
1
1 1 ln 0,
n
i
i
xp
c c n
=
 ψ − =  θ    (15) 
 2
1
1 1 ln 0.
cn
i i
i
x xp p
c c nc
=
  
+ ψ − =   θ θ     (16) 
Решение уравнений (14)–(16) дает статисти-
ческую оценку параметров распределения (2), (3). 
Данные оценки являются состоятельными, асим-
птотически-несмещенными, эффективными, асим-
птотически-нормальными и асимптотически-
эффективными оценками [6]. При условии эф-
фективности оценок система (14)–(16) имеет 
единственное решение [7]. 
Описание дисперсного состава частиц 
дробления. Распределение (2), (3) инвариантно 
относительно величины .kξ  Применив его к 
описанию величины порядка kd  относительно 
диаметра при исследовании дисперсного соста-
ва частиц дробления частиц и обозначив 
/ ,t d= θ  получим распределение: 
( ) ( )1, , , exp ,p k ccf t p c t tp k
c
+ −θ = −
+ θΓ    
 (17) 
( ) ( )1
0
, , , exp .
t
p k ccF t p c d
p k
c
+ −θ = τ −τ τ
+ Γ  
  (18) 
Функции (17), (18) описывают распределе-
ние количества (k = 0), диаметров (k = 1), по-
верхности (k = 2) и объема (k = 3) в зависимо-
сти от размера частиц и позволяют найти все 
необходимые характеристики этих распределе- 
ний, предварительно получив статистическую 
оценку параметров по полученным уравнениям 
правдоподобия. 
Рассмотрим экспериментальные значения 
распределения веса капель дисперсной фазы, 
уносимых из сепарационного элемента [8]. 
Средние значения шести опытов, полученных 
методом отбора проб, приведены в таблице. 
Распределение веса капель дисперсной фазы 
Диаметр капель 
1,i id d +−  мкм 0–40
20–
40 
40–
60 
60–
80 
80–
100 
Относительный 
вес 0,03 0,23 0,38 0,21 0,15 
Решение уравнений правдоподобия (14)–
(16) дает значения параметров: 49,2,θ =  
2,233,c =  3,373p =  и функцию распределения 
объемов: 
( ) ( )/49,2 2,373 2,2333
0
2,52 exp .
d
F d t t dt= −
   
(19) 
Полученное распределение позволяет рас-
считать все необходимые характеристики рас-
пределения количества, размера, поверхности и 
объема исследуемой дисперсной фазы и приме-
нить их для расчета эффективности процессов 
разделения газожидкостных потоков [9]. 
Заключение. Обобщенное гамма-распреде-
ление имеет широкую область применения в 
силу своей универсальности. Но его использо-
вание ограничивалось отсутствием способов 
достоверной оценки параметров на основании 
статистических данных.  
Предложенный метод наибольшего правдо-
подобия и полученные уравнения (14)–(16) по-
зволяют получить состоятельные и асимптоти-
чески-эффективные статистические оценки па-
раметров распределения. 
Полученное распределение объемов (19) 
частиц дисперсной фазы может быть использо-
вано для расчета эффективности разделения 
фаз в газожидкостных потоках. 
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