We consider a singularly perturbed second order elliptic system in the whole space. The coefficients of the systems fast oscillate and depend both of slow and fast variables. We obtain the homogenized operator and in a uniform norm sense we construct the leading terms of the asymptotics expansion for the resolvent of the operator described by the system. The convergence of the spectrum is established. We also construct complete asymptotic expansions for the eigenvalues lying in the semi-infinite lacuna and remaining isolated in the limit, as well as for the corresponding eigenfunctions. The examples are given.
Introduction
There are many works devoted to the homogenization of the differential operators in bounded domains with fast oscillating coefficients (see, for instance [1] - [6] ). Similar questions for the operators in unbounded domains are studied much less. At the same time, in last years the case of an unbounded domain is studied intensively. In the series of papers [7] - [12] M.Sh. Birman and T.A. Suslina developed a new original technique which allowed them to prove the convergence theorem, to obtain the precise in order estimates for the rates of convergence and to construct the first terms in the expansion for the resolvent of a wide class of differential operators in unbounded domains with fast oscillating coefficients. It is should be stressed that these results were obtained in the uniform norm sense, while the most part of the results for the bounded domains were formulated in the sense of strong or weak convergence. The approach of M.Sh. Birman and T.A. Suslina is based on the spectral theory and treats the homogenization as a threshold phenomenon. It is applicable to the operators those can be factorized, and at the same time their coefficients must depend of the fast variable x/ε only; the dependence of the slow variable x is not allowed. We should also note the paper of V.V. Zhikov [13] , where by employing another technique he obtained the precise in order estimates for the rate of convergence for the resolvent of a scalar operator as well as for the operator of the elasticity theory. It was also assumed that the coefficients are periodic and depend of the fast variable only.
An one-dimensional scalar operator with the coefficients depending both of fast and slow variables is studied in [14] - [16] . In [15] the Schrödinger operator with fast oscillating compactly supported potential was considered. The object of the study was the phenomenon of new eigenvalue emerging from the threshold of the continuous spectrum. The paper [16] deals with a periodic operator (independent of the small parameter) perturbed by a fast oscillating compactly supported potential with growing amplitude. Here the structure and the behavior of the spectrum were studied in details. In [14] they studied the Schrödinger operator with a compactly supported potential independent of the small parameter; the perturbation was a fast oscillating periodic potential. The asymptotic behavior of the spectrum was described. We note that the homogenization of the resolvent was not considered in [14] - [16] . At the same time the technique employed there is sufficient to study this question and to obtain the results analogous to [8] .
In the present paper we consider a quite general second order elliptic system in the whole space. In contrast to [7] - [12] , we do not assume that the operator in question can be factorized. The coefficients of the systems depend both of fast and slow variables. The dependence of fast variable is periodic. The dependence of slow variable is localized in the sense that the coefficients are independent of it outside some bounded domain. In respect to the applications such structure of the coefficients describes the situation when a periodic system contains a localized defect whose scale is large comparing with the period of the system.
In the first part of the work we construct the homogenized operator and obtain the first term of the asymptotic expansion for the resolvent of the perturbed operator for all non-real values of the spectral parameter. These asymptotics are obtained for the resolvent treated as an operator in L 2 as well as an operator from L 2 into W 1 2 . In the second part of the work we study the behavior of the spectrum of the perturbed operator. Here we prove the convergence theorem. The aforementioned localized part of the coefficients can give rise to the eigenvalues in the lacunas of the continuous spectrum. In the paper we construct the complete asymptotic expansions for the eigenvalues lying in the semi-infinite lacuna and converging to the isolated eigenvalues of the homogenized operator. We also construct the complete asymptotic expansion for the corresponding eigenfunctions.
In the end of the work we give examples of some operators to which our results can be applied.
1 Formulation of the problem and the main results
where ζ = (ζ 1 , . . . , ζ d ), B i are constant matrices of the size m × n with complexvalued entries, and m n. Hereafter we assume that rank B(ζ) = n, ζ = 0.
Let Y be a Banach space, Q ⊆ R d be a domain. By W k 2 (Q; Y ) we denote the Sobolev space of the functions defined on Q and having values in X. The norm in this space is determined by
In a similar manner we define the Hölder space C γ (Q; Y ). In the space R d we select a lattice; its elementary cell is indicated by . We will employ the symbol C γ per ( ) to denote the space of -periodic functions having finite Hölder norm · C γ ( ) . The norm in this space coincides with the norm of the space C γ ( ). We will often treat a -periodic w.r.t. ξ vector-function f = f(x, ξ) as mapping points x ∈ R d into the function depending of ξ. This map is defined as x → f(x, ·). It will allow us to speak about the belonging of the function f(x, ξ) to the spaces W k 2 (Q; C γ per ( )) and C η (Q; C γ per ( )). Let A = A(x, ξ) be a matrix-valued function of the size m×m. We suppose that the matrix A is hermitian and -periodic w.r.t. ξ, and the uniform in (
is valid, where E m is m×m unit matrix. We also assume that
per ( )) for some β ∈ (0, 1). By V = V (x, ξ), a i = a i (x, ξ) we denote -periodic w.r.t. ξ matrix-valued functions of the size n×n. It is supposed that
It is also supposed that the matrix V is hermitian, the matrices a j and B j are complex-valued and all these matrices depend of x in a bounded part of R d only. Namely, 2) where the matrices with the superscript (p) are -periodic w.r.t. ξ, while the supports of the matrices with the index (c) as the functions of x lie in a fixed
be complex-matrixvalued functions of the size n × n being constant outside a fixed bounded domain.
By ε we denote a small positive parameter. Given a function f (x, ξ), by f ε (x) we indicate f x,
The aim of the present work is to study the spectral properties of the selfadjoint operator H ε in L 2 (R d ; C n ) associated with a closed lower semibounded form
as the domain. We will show that the operator H ε is given by the formula
and its domain of definition is
Here the superscript * indicates the hermitian conjugation, and
, be the matrices of the size n × n and n × m, respectively, being -periodic w.r.t. ξ solutions of the equations 4) and satisfying the conditions
Below we will show that the solutions to (1.4), (1.5) exist, are unique and
We will show below (see Lemma 2.5) that this operator is self-adjoint and lower semi-bounded, and its coefficients are infinitely differentiable (see Lemma 2.5).
Let
where the superscripts (p) and (c) mean the same as in (1.2). Clearly, the matrix G is uniformly bounded. We also assume that the inverse matrix G −1 exists and is uniformly bounded. We denote
We introduce an operator
It will be shown that for each ε the operator
Our first result describes the approximation for the generalized resolvent of H ε . Theorem 1.1. Suppose Im λ = 0. Then for all ε small enough the estimates
hold true. Here I is the identity mapping, the constants C are independent of ε, and the norms are understood as the norms for the operators from
Hereafter by σ(·), σ disc (·), σ ess (·) we denote the spectrum, discrete spectrum and essential spectrum.
The following theorem describes the convergence of the spectrum of H ε . Theorem 1.2. The identity
is valid. The spectrum of H ε converges to the spectrum of H 0 . Namely, if λ ∈ σ(H 0 ), then λ ∈ σ(H ε ) for all ε small enough, and if λ ∈ σ(H 0 ), then there exists λ ε ∈ σ(H ε ) such that λ ε → λ 0 as ε → +0. In particular, the lowest threshold of the essential spectrum of the operator H ε satisfies the convergence
As ε → +0 each eigenvalue of H ε located in the semi-infinite lacuna (−∞, µ ε ), converges either to µ 0 or to an eigenvalue of H 0 located in the lacuna (−∞, µ 0 ). Given a N-multiple eigenvalue of H 0 located in (−∞, µ 0 ), there exist exactly N eigenvalues of H ε converging to this eigenvalue (counting multiplicity).
We should say that in the paper [11] they considered a particular case of the operator H ε corresponding to the identities a i = 0, b i = 0, V = 0, and also under the assumption A = A(ξ). In this case the estimates similar to (1.8) were obtained. We stress that the smoothness assumption for A and G in [11] were weaker comparing with ones in our paper. Within the framework of our approach the statements of Theorems 1.1, 1.2 can be also proved under the weaker assumptions for the smoothness of the coefficients of H ε (at the same time, these assumptions are still stronger than ones in [11] for the mentioned particular case). Namely, these theorems remain true if
We suppose the additional smoothness for the coefficients of H ε , since it is required for the construction of the asymptotics expansions of the eigenvalues and the eigenfunctions of this operator. These expansions are the content of the next part of the results. Let λ 0 be a N-multiple eigenvalue of H 0 lying in the semi-infinite lacuna (−∞, µ 0 ), and ψ (i) 0 are the associated eigenfunctions orthonormalized in L 2 (R d ; C n ). We introduce the matrix T with the entries
The matrix T is hermitian, there exists thus a unitary matrix S 0 such that the matrix S 0 T S * 0 is diagonal. We denote
where
ij are the entries of S. The vector-functions Ψ
. . , N, we denote the eigenvalues of the matrix T .
Theorem 1.3. Suppose the eigenvalues of T are different. Then the eigenvalues λ (i)
ε , i = 1, . . . , N, of H ε converging to λ 0 satisfy the asymptotic expansions 
where φ Remark 1.1. We stress that the assumption τ i = τ j , i = j, is not essential for the constructing of the asymptotic expansions for the eigenvalues and eigenfunctions of H ε . We have used it just to simplify some technical details. If this assumption does not hold, the technique employed in the proof of Theorem 1.3 allows us to construct the asymptotics for λ ε . We also note that this assumption is the general case if λ 0 is multiple and is surely to hold true if λ 0 is simple.
Auxiliary statements
In the present section we prove a series of auxiliary statements required for the proofs of Theorems 1.1, 1.2.
holds true.
Proof. It follows from (1.1) that
In analogy with the estimate (1.11) in [8, Ch. 2, §1] now one can prove the desired estimate.
hold true.
Proof. We will give the proof for H ε only; the proof for H 
Throughout the proof by C we indicate non-specific constants independent of ε.
By the definition of A ε and the estimate established we obtain
Let p χ p (x) = 1 be a partition of unity for R d such that each of cut-off functions obeys an inequality 0 χ p C 2 (supp χp) C, where the constant C is independent of p, and by a shift the support of each χ p can be putted inside a fixed bounded domain independent of p. We also assume that the number of the functions χ p not vanishing in a given point
where the constant C is independent of p, ε and f p . Since u = p u p , the estimate obtained yields
where the constant C is independent of ε and f. These estimates and (2.2), (2.3) lead us to the statement of the lemma.
as the domain and is determined by (1.3). The domain of H
. This operator is determined by
Proof. We will give the proof for H ε only; the proof for H (p) ε is similar. We fix a value ε > 0. In accordance with Item (c) of Theorem 4.6.8 in [19] , the domain of
is a subset of the domain of H ε . Let u be an element of the domain of H ε , and
holds true. By integration by parts we obtain
This convergence implies that vector-functions f q are bounded uniformly in the norm of L 2 (R d ; C n ). This fact by the former of the estimates (2.1) and the convergence of u q → u in W 
The statement on the domain of H is proven.
By (2.4) we obtain
If the solvability condition holds true, the solution of (2.5) is unique up to a constant (in ξ) vector. There exists unique solution of (2.5) such that
This solution satisfies the estimate 8) where the constant C is independent of x, Q, and
per ( ) and the estimate
is valid where the constant C is independent of Q, and
is valid where the constant C is independent of Q, and f.
Proof. The existence of a -periodic generalized solution of (2.5) in W 1 2 ( ; C n ), the solvability condition (2.6) and the uniqueness of the solution satisfying (2.7) are implied by [ 
where the constant C 0 is independent on x, f, Q. This estimate and the inequality
where the constant C 0 is independent on x, f, and Q. Let v be the solution to (2.5) satisfying (2.7). The Poincaré inequality (see,
where the constant C 0 is independent on x, f, and Q. We multiply now (2.5) by v in L 2 ( ; C n ) and integrate by parts. The identity obtained, (1.1) and inequalities
where the constant C 0 is independent on x, f, and Q. Therefore, the uniform in
holds true. This estimate and (2.11) lead us to (2.8).
per ( )). We are going to prove the claimed smoothness for
per ( ) and the estimate (2.9) is valid that follows immediately from (2.8). Let k 1. We take a small number δ = 0 and choose a point x ∈ Q. We indicate
and let v 
where f
δ are defined in the same way as v
δ . Employing now the estimate (2.8), we obtain v
The derivative ∂v ∂x i thus exists and ∂v ∂x i = v Proof. We begin with the proof of the solvability of (1.4), (1.5). Let W
satisfying (2.7). Lemma 2.4 implies that these problems are uniquely solvable and their solutions belong to
per ( )) for each k 0. The estimates (2.10) lead us to
The vectors Λ (j) i are columns of matrices Λ i . It follows from (1.2) that these matrices are independent of x as |x| is large enough. Thus, A i ∈ C ∞ (R d ), and the matrices A i are constant for |x| large enough.
We consider the sesquilinear form
This form is symmetric. In view of (1.1) one can check easily that for all x ∈ R d and w ∈ C n the inequalities
hold true. Together with the inequality (
(2.13) Employing this estimate, one can check easily that the form h 0 is closed and is lower semibounded. Let H 0 be the self-adjoint operator in L 2 (R d , C n ) associated with this form. Employing the estimate (2.13), by analogy with the proof of Lemmas 2.2, 2.3 one can check that the operator H 0 has W 2 2 (R d ; C n ) as the domain and is determined by (1.6), where
This coefficient satisfies the formula (1.7) that follows from (1.4) and the chain of identities
Therefore, H 0 = H 0 that completes the proof.
3 The proof of Theorem 1.1
We will need four auxiliary lemmas for the proof.
Lemma 3.1. For each value ε > 0 the operator L ε is bounded as an operator from W
The statement follows from (2.12).
Lemma 3.2. Let M = M(x, ξ) be a -periodic w.r.t. ξ matrix of the size n × n such that
vector-function. Then there exist vector-functions v
(ε) 0 (x) ∈ L 2 (R d ; C n ), v (ε) i (x) ∈ W 1 2 (R d ; C n ), i = 1, . . . ,
d, such that the representation and estimates
are valid, where the constant C is independent of ε and u.
Proof. Let P = P (x, ξ) be a -periodic w.r.t. ξ matrix of the size n × n satisfying the equation
and the condition (2.7) for all x ∈ R d . By Lemma 2.4 this equation is solvable, the matrix P is defined uniquely and the estimate
holds true. Using this estimate one can check easily that the lemma is valid with
We denote
. , d, such that the representation and estimate
Remark 3.1. In this lemma the symbol D x indicates partial differentiation w.r.t.
x of a function f (x, ξ).
Proof. The equations (1.4) and the definition of A follow that this matrix isperiodic w.r.t. ξ, and satisfy the equation
1) and the condition (2.7). Taking into account this equation, we check that
Let P (i) = P (i) (x, ξ) be -periodic w.r.t. ξ matrices of the size n × m satisfying equations
and the condition (2.7) for all x ∈ R d . By Lemma 2.4 these equations are solvable, the matrices P (i) are uniquely defined and the estimates
are valid. It follows from (3.1), (3.3) that
and by the unique solvability of this equation we thus obtain
Together with (3.1) it follows that
We substitute this representation into (3.2) to obtain
The first term in the identity obtained is zero since M ij = −M ji . In view of this fact the statement of the lemma follows from (3.4) if we put Let
be a differential expression. 
where the constant C is independent of ε and f i .
Proof. Basing on Lemma 2.1, the identity
and uniform boundedness of G ε , one can prove the estimate
where the constant C is independent of ε and f i . Since the first term in the left hand side of (3.5) is real, this identity implies
The matrix G −1 ε being uniformly bounded, we arrive at the estimate
where the constant C is independent of ε and f i . Together with (3.5) it follows the statement of the lemma.
Proof of Theorem 1.
By direct calculations with the equations (1.4) taken into account we check that
In these formulas the arguments of A, A, V , a j , Λ i , and u (1) are (x, x ε ), the symbol B(D x ) indicates the partial differentiation w.r.t. x for such matrices and vector-function treated as functions of independent variables x and ξ. Deriving the formula for F (ε) 2 we employed the identities
They follow from (1.4) and the identities 8) and the definition of u (1) we obtain that
where the constant C is independent of ε and f. Bearing in mind this estimate, we conclude that the function F (ε) 3 can be represented as
where the constant C is independent of ε and f. The formula for F (ε) 2 implies immediately that this function is a sum of terms each of those satisfies the hypothesis of Lemma 3.2. Hence by this lemma we have
where the constant C is independent of ε and f. These identities, (3.9), Lemma 3.3 and (3.8) yield
where the constant C is independent of ε and f. We substitute this representation into (3.6) and by Lemma 3.4 we arrive at the estimate
where the constant C is independent of ε and f. This leads us immediately to the latter estimate in (1.8). Employing this estimate and Lemma 3.1 we obtain
where the constant C is independent of ε and f. The former estimate in (1.8) is proven.
Proof of Theorem 1.2
We begin with the proof of (1.9). We employ the Weyl criterion to prove it. Let us fix a value ε > 0, and let λ ∈ σ ess (H ε ). Then there exists a singular sequence
We are going to prove that for each bounded domain Q ∈ R d the convergence
where the constant C is independent of q. Extracting if needed a subsequence from u q , in view of (4.1) we can suppose that the sequence u q converges to zero in W 2 2 (R d ; C n ). Employing this fact and the compactness of the embedding of
and applying standard diagonal process, one can make sure that there exists a subsequence of u q converging to zero in W
be a cut-off function equalling one in Q. Taking into account the convergence for f q in (4.1), the definition of these functions, (4.2) and the properties of the matrices A, B 0 , V , we check that H ε χu q = f q , where supp f q ⊆ supp χ for all q and f q L 2 (R d ;C n ) → 0, q → +∞. By Lemma 2.2 we obtain
that proves (4.2). Employing (4.2), (1.2) and the definition and the convergence for f q in (4.1), we obtain
Therefore, the sequence u q is singular for H (p) ε at the point λ, and thus
In the same way one can prove that if u q is a singular sequence for H (p) ε at the point λ, a subsequence of it is a singular for H ε at the point λ. Therefore, σ ess (H 
The proof of Theorem 1.3
To prove the theorem we first construct the asymptotic expansions formally. Then we will give the rigourous justification for them, i.e., the error estimate will be obtained.
We employ the two-scale method [3] , [4] in formal constructing. The asymptotics for the eigenvalues of H ε converging to λ 0 are constructed as the series (1.10), while the asymptotics for the associated eigenfunctions are sought as the series (1.12). The aim of the formal construction is to determine the coefficients of the series (1.10), (1.12). The vector-functions Ψ
j (x, ξ), j 1, are sought to be -periodic in ξ for all x ∈ R d , and fast decaying as |x| → +∞ for all ξ ∈ R d .
We will specify their smoothness and behavior at infinity in more details during the constructing. We substitute the series (1.10), (1.12) into the equation
ε = 0 and collect the coefficients of the same powers of ε. As a result we arrive at the series of the equations
As it follow from (1.4), a -periodic w.r.t. ξ solution of this equation is given by
where φ
1 is a vector-function to be determined. We denote
It is clear that Ψ
. By (2.12) and the fact that the matrices Λ i are independent of x as |x| is large enough it follows that Ξ
. We substitute (5.2) into (5.1) for j = 0 to obtain
In accordance with Lemma 2.4 this equation is uniquely solvable in the class of -periodic w.r.t. ξ vector-functions if the solvability condition (2.6) holds true. In view of (3.7) it is easy to check that this solvability condition leads us to the equation (H 0 − λ 0 )Ψ 
2 is a vector-function to be defined, and Ξ
2 are -periodic w.r.t. ξ solutions to the equation 
We substitute now (5.2), (5.4) into (5.1) with j = 1:
(5.6) We write down the solvability condition (2.6) and take into account (3.7). It leads us to the equation for φ
The right hand side of this equation is an element of W 
Proof. Integrating by parts and taking into account the equations (1.4), (5.5) and the conditions (1.5), we obtain
By the definition of T and Ψ 
where S (1) ip are numbers, and φ
The latter belonging can be justified easily by differentiating the equation (5.7) . The solution of (5.6) is as follows
3 is a vector-function, and
per ( )) is a solution to the equation
Let us prove now how to determine the numbers S 
The right hand side of this equation belongs to W ∞ 2 (R d ; C n ). Now we write the solvability condition for the equation (5.11) and take into account Lemma 5.1 and the identities (1.11). It leads us to (τ
where δ ik is the Kronecker delta. By the assumption τ i = τ j , i = j, it implies that
Without loss of generality we put S 
per ( )) are the solutions to
the solutions to the equations
ik and λ
Thus, the coefficients of the series (1.10), (1.12) are determined that completes the formal constructing of the asymptotics.
Let us prove that the formal asymptotics obtained are indeed the asymptotic expansions for the eigenvalues and the eigenfunctions of the operator H ε . In order to do it we employ two auxiliary lemmas. 
holds true, where
ε are the eigenfunctions associated with λ
, while the vector-function u ε satisfies the uniform in ε and λ estimates
Proof. The representation (5.14) follows from [21, Ch. V, §3.5, Formula (3.21)], where the vector-function u ε is holomorphic w.r.t. λ close to λ 0 in the norm L 2 (R d ; C n ). One can make sure that Basing on two last lemmas and proceeding completely in the similar way as in the proof of Lemma 4.3 and Theorem 1.1 in [22] , one can show now that the eigenvalues λ (i) ε and the associated eigenfunctions satisfy the asymptotic expansions (1.10), (1.12).
Examples
In the present paper we give examples of certain operators to which the results of the previous sections can be applied.
Our first example is as follows
per ( )) are -periodic matrices of the size n × n satisfying the relations analogous to (1.2). Moreover, the identities v = v * , (g ij ) * = g ji are supposed to be true as well as
for all w i ∈ C n , (x, ξ) ∈ R d , where c 0 , c 1 are some constants. The operator (6.1) can be written as (1.3) ; let us indicate the corresponding choice of A, a i , b i , V .
We set m = nd and choose the matrices A and B(ζ) as follows 
The matrices a i , b i and V are introduced as
It is easy to check that in this case the operator in (1.3) coincides with the operator in (6.1). Many operators of the mathematical physics are the particular cases of (6.1); let us mention some of them. If we put a i := 0, g ij := E n , the operator (6.1) is a matrix Schrödinger operator. The case g ij ≡ E n can be considered as the matrix Schrödinger operator with a metric. If, in addition, v = 0, we arrive at the operator of the elasticity theory; one just needs to assume additional symmetricity conditions for the coefficients of the matrix g ij (see, for instance, [1, Ch. 3] ). One more example is the two-and three-dimensional Pauli operator. We deal with this operator if we put d = 2 or d = 3, n = 2, a i := A i E n , where A i are real-valued functions, The case g ij = E n corresponds to the usual Pauli operator; if g ij ≡ E n , we obtain the Pauli operator with metric. One can add an additional term to the potential v given above. In this case we have Pauli operator with potential.
In the examples given all the results of Theorems 1.1-1.3 are applicable. The
The representation (6.2) and Theorem 1.1 allow us to obtain the homogenized operator for M ε as well as the estimates for the rates of convergence. Moreover, the eigenvalue problem for the operator M ε
, is reduced in the same way to the eigenvalue problem for the operator H ε in (6.3),
2 .
Applying Theorem 1.3, one can obtain the asymptotic expansions of the eigenvalues and the eigenfunctions of the operator M ε .
