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Abstract
Snapping shrimp are crustaceans that live in sponges or reefs on the sea floor. They produce a
loud snapping sound from the collapse of bubbles formed by cavitation due to a jet produced by
their large claw. These snaps are broadband, and are a large component of the underwater noise
found in warm, coastal waters where the shrimp mostly live. These properties make them great
candidates to be used as sources for a passive sonar system. However, large amounts of data
collection for development and design testing for such a system using shrimp in either tanks or
the wild is impractical. Therefore, an accurate simulation model that is capable of reproducing
the essential physics of the environment and the sonar system is needed. To this end, a
MATLAB based simulation was developed. A ray tracer that took environmental parameters and
object meshes was developed to estimate sound propagation. Then using beamforming
techniques, video and point cloud data were created for targets moving through an environment.
This synthetic data can then be used to explore the design parameters of the system and to
estimate the performance of the system.
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Introduction
Sonar (Sound Navigation and Ranging) is an effective method used to explore and map the
world’s oceans. It uses sound reflections to determine the range and direction of objects, sea
floor or other obstructions that could have reflected the sound. There are two types of sonar
systems: active sonar and passive sonar. Active Sonar systems can emit sound that can be used
for ranging. Passive sonar must rely on sounds from the environment [1]. Figure 1 shows the
larger contributors to underwater noise. Of these noises, most are infrequent or otherwise not
ideal for use in passive sonar. This includes things like undersea earthquakes, volcanic eruption,
and lightning strikes. Noises produced by animals such as whales, dolphins, and snapping shrimp
are found more consistently. The most suitable of the environment noises comes from the
snapping shrimp.
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Figure 1. Noise Level vs Frequency for ambient noise in the ocean [2]
Snapping shrimp are crustaceans that can be found all over the world, but mainly in warm waters
that are 100 meters or less deep [3].The Alpheidae family of snapping shrimp have over 1100
species [4]. While the exact amount of snaps vary with the time of day and year, the sound can
be consistently heard from colonies of shrimp [5]. They spend most of their time living in reefs
and sponges on the sea floor, in colonies of hundreds of shrimp. This is a key difference between
them and other noise producing animals. These colonies are a largely stationary source of loud
broadband sound.
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Figure 2. A) Image of the Alpheus Heterochaelis species. B) Close-up of claw showing the
dactyl (d), socket (s), plunger (pl), and propus (p) [6]
The audible “snap” that can be heard is produced by the larger claw rapidly closing. The plunger
that on is on the end of the dactyl goes into a socket found on the propus, sending out a jet of
water that creates a cavitation bubble. The collapse of this bubble is what produces the sound.
This whole process was captured using a highspeed camera in Figure 3. It only takes 1.5 ms from
the start of the claw shutting to the complete collapse of the cavitation bubble [6].

Figure 3. Sequence of high-speed images showing snap and bubble collapse [6]
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Snapping shrimp have the potential to be used for passive sonar but, they pose a difficult task for
most to work with. All real-world data collection is limited. In general, sensors have finite
resolution to record data, there is only so much time in the day, and access to the environment is
not always available. This is especially true for snapping shrimp. While they are fairly consistent
creatures in terms of snapping, who knows if the water that is accessible will have a similar
number, location, or species of shrimp during each test. These tests being done in warm, coastal
waters, are also likely to be far from normal work environments. This means that the time and
cost of bringing equipment and people out must also be factored. When the product environment
has so many variables, being able to simulate an accurate and controlled version is imperative to
testing a design. This is what this thesis proposes to accomplish - the creation of an accurate
model for the shrimp snap, simulation of the sound wave propagation in various underwater
environments, and the synthesis of video and point cloud data from a sonar system.
Ray Tracer
Underwater acoustic propagation isn’t a new area. It and SONAR date back to the early 1900’s
and as such it has been studied and modeled before [7]. There are some programs that do a good
job of this. For example, the AcTUP (Acoustic Toolbox User interface and Post processor)
underwater acoustic propagation modelling software, created by the US Naval Research
Laboratory, has many range dependent acoustic models. These models even allow the user to
change the geometry of the sea floor [8]. What these and most other models do not include is the
ability to incorporate moving submerged objects (targets) into the simulation.
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This meant that new software for modeling underwater acoustic propagation would need to be
developed. One of the more prominent and successful ways of doing this involved using ray
tracing and having a depth dependent sound speed profile. The speed of sound in water varies
due to changes in salinity, depth or pressure, and temperature. This also means that the refractive
index of the water changes as the depth does. Like any other wave, sound refracts as it passes
through water layers of varying refractive indexes. Assuming the horizontal sound speed profile
is isotropic, and the vertical isn’t, the ray path can be thought of as a circular arc in each layer
with a changing radius of curvature. In researching what was previously created, specifically in
MATLAB, Val Schmidt had created a ray tracer [9]. It had quite a few limitations that made it
unsuitable for the project at hand, but it was good for showing how a MATLAB based ray tracer
for underwater sound would work. It was limited to 2D, required a flat bottom and water surface,
did not support creating any floating geometries, or the math required to have rays interact with
them. The ray tracer worked by taking the starting position and angle of the ray, the total travel
time of the ray in seconds, the vertical coordinates of the sound speed profile, and the speed of
sound measurements at each of these coordinates. These were used to determine the vertical
coordinates of the rays at each layer for each bounce up to the maximum number of allowed
bounces, a bounce being a reflection at either the surface of the water or the sea floor. For
example, consider a water channel that is 100 meters deep with sound measurements available
for each meter of depth. That means that a ray will have 100 points, one for each layer, for every
bounce that it takes. The sound speed profile (ssp) is also extended in this manner, meaning it
becomes an alternating series depending on the starting angle. So, if the initial angle is positive
5

(ray will travel downwards), the ssp becomes a vector containing speeds for each descending
layer, then reversing the order for each bounce. Now, a ray will have a varying number of
bounces, even for the same amount of travel time, depending on starting angle. For this reason,
the maximum number of bounces is a hard-coded constant in the code. This is predetermined
based on the application, setting the number higher if longer time with steeper angles are desired.
Then beginning from the starting depth, the horizontal distance covered is calculated between the
current and next layer. If there is no difference in the ssp between the layers, then the ray angle is
not changed since no refraction occurs, and the ray extends along the previous angle all the way
to the next layer. If there is a difference, then the ray travels through the layer in a circular arc
with a radius of curvature given by equation 1.

𝑅𝑐 = −

1
𝑐 (𝑞 )
⋅
(𝟏)
𝑔(𝑞 ) cos(𝜃(𝑞 ))

Where g(q) is the gradient in the layer, c(q) is the sound speed at the entry point of the ray in the
layer, and θ(q) is the angle of the ray when entering the layer with respect to the horizontal. From
this and Figure 4, the following can also be determined:

θ(q + 1) = acos (cos(θ(q)) −

dz(q)
)
𝑅𝑐

(𝟐)

𝑑𝑥 (𝑞 ) = 𝑅𝑐(sin(θ(q + 1)) − sin(θ(q))) (𝟑)
𝑑𝑥(𝑞 ) = 𝑅𝑐(sin(θ(q + 1)) − sin(θ(q))) (𝟒)
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Figure 4. Reference for variables relative to ray trajectory
There must be a check to see if this calculation produces an imaginary angle. This would mean
rather than being refracted through the layer, it would be reflected at the layer boundary. The exit
angle is updated to be the negative of the entrance angle. Since this means the ray deviates from
the assumption that it would travel from the surface to the sea floor, or vice versa, the vectors
containing vertical coordinates and the sound speed profile must be adjusted. The values
corresponding to layers that the ray would have passed through if not for this reflection, are
taken out. This includes both the initial pass through and back to the layer it is reflected from.
From there the travel time and distance traveled can be updated.
This is the extent of Schmidt’s model for raytracing. With this serving as the foundation for how
the new model would work, the next step was the inclusion of the third dimension. Due to the
previously stated assumption that the sound speed profile is horizontally isotropic, this new
dimension is also isotropic. This meant that the previous calculation for the path of the ray would
be the overall horizontal magnitude but, in the direction of the new horizontal angle, φ.
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Now that the ray tracer was in 3D, 3D models can be created and brought in. There are many
programs that allow for the creation of models, but Blender was decided upon. Blender is a free
and open source 3D creation suite and was ultimately chosen for its feature that most aspects of
the program can be controlled with scripts written in Java [10]. This would allow for an easy way
to communicate between Blender and MATLAB. A Blender model was created to the likeness of
a REMUS (Remote Environmental Monitoring Unit System), an autonomous underwater
vehicle, for the purpose of being a target for imaging.

Figure 5. A) REMUS model in Blender. B) REMUS model imported in MATLAB
While by default faces in blender are comprised of 4 vertices, each face was split into 2 triangles
for the purpose of the intersection math done in the ray tracer. Then using a script, the position of
the vertices for each face was exported to a text file, with each consecutive 3 points in the list
being 1 face. In MATLAB, each face can then be imported and stored, as in Figure 5b. Models
are incorporated into the ray tracer as an additional required input. Then after the next point for
the ray is calculated, the program will check to see if the line segment, created by the last ray
position and the new one, intersects a plane defined by any of the faces from the target. If this
line segment does, then the intersection point is found using equation 5 and the setup in figure 6.
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⃗⃗⃗⃗⃗ = 𝑂𝑆
⃗⃗⃗⃗⃗ +
𝑂𝑅

(𝑛⃗ ⋅ ⃗⃗⃗⃗⃗
𝑆𝐴)
𝑣 (𝟓)
(𝑛⃗ ⋅ 𝑣 )

Where 𝑛⃗ is the unit normal vector of the face, O is the origin, and S is the first point in the line
segment.

Figure 6. Method for reflecting ray about normal [11]
With the point of intersection between the ray and plane described by the face found, there
remains the question of finding if the point lies within the face. This is done by checking the area
of the triangles created from the intersection point and the vertices of the face as shown in figure
7. If the point lies on the face, then the area of triangles PAB, PAC, and PBC will equal that of
ABC as shown on the left. The ray is then reflected about the normal and the values for angles,
layers, and position are updated.
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Figure 7. Sub-triangles shown for P located within ΔABC and Q not located in ΔDEF

Figure 8. Altered ray trajectory due to target
While this works well, it does have to check every face in the target for every point in each ray.
It is quite costly to do so, considering that a low polygonal model, such as the REMUS that was
created, has 286 faces. One solution to this was to create a box that is just big enough that it
completely contains the target model within it. Then the ray tracer can check only the 12 faces of
this rectangular prism as the ray is traveling. If a ray is found to be inside this box, then the
program can check to see if any of the target faces have been intersected. This was a substantial
decrease in run time and lowered the penalty for more geometrically complicated models.
In early versions, if there was an intersection between the line segment and a face, the portion of
the line segment that passed through the target is instead reflected about the normal of the face.
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Depending on the orientation of the intersecting face, the new end point would be in the middle
of a vertical layer. In order to keep how the ray is propagated layer to layer, the end point is
extended to the next vertical layer. Of course, this required updating the new time and distance
measurements, the depth positions, and the order of the ssp. The problem with this method of
reflecting rays was that this is only true for mirrors and other extremely smooth surfaces. Most
surfaces have at least a small amount of roughness that diffuses sound waves that collide with
them. This means that a large portion of the sound travels reflected about the normal, but some is
sent in all directions. Since the ultimate concern is the sound that makes it from the hydrophone
to the shrimp, the decision was made to send the ray in the direction of the shrimp. There is then
a coefficient associated with this ray that is determined by how far from the normal reflected
angle its new path is. If a ray hits a target and the shrimp is in a direction that is not close to the
mirrored about the normal angle, it will have its amplitude reduced in this direction. This is in
addition to the attenuation due to distance traveled by the sound through the medium. How
rapidly this changes with angle can be adjusted to model target surfaces of varying smoothness.
This method of tracing rays from viewpoint to emission source is known as reverse ray tracing. It
is commonly used because if there are multiple emission sources, rays would need to be
propagated in all directions from every emission source, checking to see which rays reach the
sensor. Reversing this means that rays are propagated only in the field of view of the sensor and
rays that reach an emission source are recorded. There is also the benefit of allowing for the
movement of the source without rerunning the simulation if all rays are recorded.
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In order to create useful images, and eventually point cloud data, the direction of arrival of the
sound reaching the hydrophone along with the shrimp location is important. This is a simulation,
so the true directions and locations are always known, but in order to prove that the sound is
behaving like it should and following accurate physics models, techniques used to locate
direction of arrival for a hydrophone arrays should also work. The method tested was one used
by Kuselan et al. on their ROMANIS hydrophone array for ambient noise imaging and shrimp
localization [3]. The ROMANIS consisted of 508 square sensors of size 49.53 mm x 49.53 mm
and arranged in a circular fashion, shown on the left of Figure 9. The right shows the array of
plates created in Blender. A similar script that was used to get the position of the target vertices
was also used to export the position of each sensor in the array.

Figure 9. ROMANIS sensor array layout (left) and Blender layout recreation [3]
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The first step in creating an image is to be able to determine the direction of arrival of the sound
coming into the hydrophone array. To do that, the position of the shrimp must be found. Since
snapping shrimp colonies are found on the sea floor and the user would know the depth of the
sensor and ocean, the depth of the shrimp is known. The direction of arrival can then be found by
solving the optimization problem for the elevation and azimuth shown in equation 6a.
𝑁−1

(𝜃𝑒 , 𝜃𝑎 ) = argmin ∑[𝜏𝑖 − 𝑓𝑖 (𝜃′𝑒 , 𝜃′𝑎 )] (𝟔𝐚)
𝜃′𝑒 ,𝜃′𝑎

𝑓𝑖 (𝜃 ′ 𝑒 , 𝜃 ′ 𝑎 ) =

𝑖=1

𝑚𝑥 ⋅ 𝑑𝑥𝑖 + 𝑚𝑦 ⋅ 𝑑𝑦𝑖
𝑐

(𝟔𝐛)

𝑚𝑥 = cos(𝜃 ′ 𝑒 ) ⋅ cos(𝜃 ′ 𝑎 )

(𝟔𝐜)

𝑚𝑦 = sin(𝜃 ′ 𝑒 )

(𝟔𝐝)

𝜏𝑖 is the measured time delay at sensor 𝑖 from a reference sensor, in this case the centermost
sensor of the array. Having the direction of the shrimp, there is only one point on the line from
the center of the hydrophone in that direction that has the previously known depth. This is the
location of the shrimp.
Since there is an array of hydrophones, rays to each hydrophone must be created for every frame
or position of the target. The angular resolution to use for all the ray tracing in a frame is first
decided. Since the only rays that mattered were the ones that went from hydrophone to target to
shrimp, there is first a check to see what angles in the field of view of each hydrophone the target
is in. This saves a great deal of run time by not having to create rays in directions that could
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never hit the target. After the ray tracer has propagated all the rays, all data associated with rays
that successfully reach the shrimp are saved.
Imaging
To begin creating an image from the ray data, an acoustic source model for the snap was needed.
As previously mentioned, the source of the snap is a cavitation bubble expansion and collapse
created by a fast-moving stream of water. The collapse of this bubble is the source of the sound.
Based on data published by Versluis [6], a model for the radius of the cavitation bubble was
created as shown in equation 7.

𝑅(𝑡) = 𝑎(1 + 𝑒𝑟𝑓(

𝑏 ⋅ (𝑡 − 𝑐 )
√2

))𝑙𝑜𝑔(𝑑 ⋅ 𝑡 + 1) ⋅ 𝑢(−𝑡) (𝟕)

a= 4.758856979338349e-04
b= -1.494179079227920e+05
c= 3.782988768729427e+03
d= -6.172539122042230e-04
The relationship of sound pressure to the radius of the bubble is given by equation 8.
𝑃(𝑡) = 𝑅(2𝑅2̇ + 𝑅𝑅̈) (𝟖)
The dots over the variables indicated time derivatives. Figures 10 and 11 show a comparison of
the power spectral density and the normalized sound pressure between a measured and modeled
snap.
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Figure 10. Power spectrum density graph for measured and modeled snap

Figure 11. Normalized sound pressure for measured and modeled snap
Since hydrophone arrays have a limited bandwidth, a method to filter the signal was included.
Figure 12 shows a 110 KHz Lowpass FIR filter that was one of the filters used in testing.
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Figure 12. Example filter applied to snap model for the array being used
In order to form an image, the process of beamforming was used. An overall beampattern was
created and steered in each direction of the field of view. Then for each ray received by the
hydrophone, the output, for that direction, is the snap scaled by the distance traveled by the ray
and the array factor as determined by the direction of arrival and steered direction of the beam. It
is then delayed by the amount of travel time. All the received signals are then summed and the
energy for the direction is calculated. In the interest of saving time on the operations of the
snaps, the minimum and maximum shift amount from the delays are found so the matrices can
remain as small as possible.
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Point Cloud
Adding range values for each energy point in an image creates a 3D point cloud. The total range
for the reflected sound can be found by taking the time delay on the signal received and using the
speed of sound in the water. For each set of angles in the FOV, the delay of the peak of the total
signal received by the hydrophone array is found. With the shrimp location known, the range of
the target is estimated by solving an optimization problem.

Figure 13. Target ranging setup using shrimp and array location [3]
This situation is shown in Figure 13. An initial target distance in the steered direction is chosen.
This gives the vector td and with the previously found shrimp location, rst as well. The length of
both is the total distance traveled by the sound reflection that is heard by the array. The total
17

calculated delay from this distance is compared to the measured delay of the reflection. If the
difference between the two is not within tolerance, the calculation is done again with a different
target distance chosen. If the chosen range produces the correct delay, the point is created in the
beam direction at that distance.
Results
The ray tracer worked well in terms of accuracy. Shown in Figure 14 is a test environment meant
to simulate a 30 cm deep shrimp tank with a cylindrical target. This was done to ensure the rays
were being reflected off the water surface, bottom, and about the normal of the target faces as
intended. Three rays were propagated from the same starting position with various starting
angles and all observed the proper reflection. The sound speed profile for the water column is
also shown.

Figure 14. Test for first method of ray reflection
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After the change was made so that the rays were always reflected to the shrimp location, the Lshape target shown in Figure 15 was used for verification. Rays originating from a point, the
center hydrophone location, are propagated and when they intersect the target, are sent toward
the shrimp location at (1,10,10). These rays have varying coefficients associated with them,
decreasing the farther they deviate from the mirrored angle.

Figure 15. Test for final reflection method
Using this ray trace technique and the previously shown REMUS model for the target, the setup
shown in Figure 16 was used to form images. The target was set 20 meters out from the
hydrophone and travels to the right 9 meters.
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Figure 16. Position of hydrophone array, target, and shrimp used in images
One of the images created from this setup is shown in Figure 17a. The mesh representing the
target as seen relative to the hydrophone is overlaid on the same image in Figure 17b. From this,
the accuracy of the image to the target’s true position is shown. This image is part of a video
where the target comes across the 50̊ x 50̊ field of view of the array. More of these frames can be
found in the appendix. The images all clearly show an accurate position for the target with the
brightest spots changing as the target moves toward the front of the hydrophone array.
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Figure 17. A) Simulated image of REMUS B) Same image with relative target position overlaid
From here, the range needed to be derived to create point clouds. The total signal received by the
array when steered in each direction is used for this. Three different examples are shown in
Figure 18 from the setup used in the previous images. The first is from the side of the target that
is closest to the hydrophone array. When compared to the second that is from the far side of the
target, there is a clear delay in signal peak from the additional distance the rays had to travel
from the far side. There is also a slight drop in amplitude but, when compared to the third signal,
that is from a close miss on the far side, it is a large enough difference for thresholding to
reasonably discern a miss from a hit.
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Figure 18. Total signal received by array when steered in the direction of a close hit (top left), far
hit (top right), far miss (bottom)
Using this thresholding method for determining which points were drawn and solving the
previously discussed optimization problem for each of these points, the point cloud in Figure 19
was created. The relative position of REMUS model is again shown for comparison
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Figure 19. One frame of REMUS point cloud video, target position shown
Conclusion
This system can simulate the underwater propagation of sound for almost any environment. It
considers a vertical sound speed profile of the water, object meshes, the locations of the sound
sources and hydrophones, reflectivity of the object meshes, and overall beampattern of the array.
Using these parameters, it produces data in a format that is used by commercial 3D imaging
sonar, namely point cloud frames. This will allow future research to be conducted on the use of
snapping shrimp in sonar, without having to be limited by testing locations and the variability of
the environment.
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Future Work
The main thing this system is missing is noise from other environmental sources and in the sonar
system. Environmental noise sources include those mentioned in the introduction of this thesis.
Future efforts will attempt to simulate these sources as an additive noise source in the scene.
Care must be taken to ensure that the additive noise include effects such as reverberation. Noise
within the sonar system itself will use standard electronic noise models such as additive Gaussian
noise.
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Appendix
The following images are additional frames from the video shown in Figure 17.
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