Abstract-We study the stability and region of attraction properties of a family of receding horizon schemes for nonlinear systems. Using Dini's theorem on the uniform convergence of functions, we show that there is always a finite horizon for which the corresponding receding horizon scheme is stabilizing without the use of a terminal cost or terminal constraints. After showing that optimal infinite horizon trajectories possess a uniform convergence property, we show that exponential stability may also be obtained with a sufficient horizon when an upper bound on the infinite horizon cost is used as terminal cost. Combining these important cases together with a sandwiching argument, we are able to conclude that exponential stability is obtained for input-constrained receding horizon schemes with a general nonnegative terminal cost for sufficiently long horizons. Region of attraction estimates are also included in each of the results.
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I. INTRODUCTION
In receding horizon control, a finite horizon optimal control problem is solved, generating an open-loop state-control trajectory. The resulting control trajectory is then applied to the system for a fraction of the horizon length. This process is then repeated, resulting in a sampled data feedback law. Although receding horizon control has been successfully used in the process control industry, its application to fast, stability critical nonlinear systems has been more difficult. This is mainly due to two reasons. The first problem stems from the fact that the finite horizon optimizations must be solved in a relatively short period of time. Second, it is well known and can be easily demonstrated using linear examples that a naive application of the receding horizon strategy can have disastrous effects, often rendering a system unstable. Various approaches have been proposed to tackle this problem. See [18] for an excellent, up-to-date, review of this literature. A number of approaches employ the use of terminal state equality [15] or inequality [5] , [17] , [19] - [21] constraints, often together with a terminal cost, to ensure closed-loop stability. In [22] , aspects of a stability guaranteeing global control Lyapunov function (CLF) were used, via state and control constraints, to develop a stabilizing receding horizon scheme with many of the nice characteristics of the CLF controller together with better cost performance. Unfortunately, a global control Lyapunov function is rarely available and often not possible.
In [13] and [14] , we considered a receding horizon strategy with a CLF terminal cost. In this approach, closed-loop stability is ensured through the use of a terminal cost consisting of a control Lyapunov function that is an incremental upper bound on the optimal cost to go.
Furthermore, it was shown in [13] and [14] that region of attraction estimates of the unconstrained receding horizon control law are always larger than those of the CLF controller and can be grown to include any compact subset of the infinite horizon region of attraction by a suitable choice of the horizon length. Other authors, including those of [6] and [25] , have shown (in the context of constrained linear systems) that, for sufficiently long horizons, the terminal stability constraints are implicitly satisfied. In [23] , it was shown that, in the case of constrained discrete-time linear systems, there always exists a finite horizon length for which the receding horizon scheme is stabilizing without the use of a terminal cost or constraint. Our goal is to prove the same type of results in the nonlinear case. We also note that similar results have been recently obtained by the authors in [8] which use detectability-like conditions to guarantee stability even when a CLF terminal cost is not available.
Using Dini's theorem on the uniform convergence of functions, we show that there is always a finite horizon for which the corresponding receding horizon scheme is stabilizing without the use of a terminal cost or terminal constraints. After showing that optimal infinite horizon trajectories possess a uniform convergence property, we show that exponential stability may also be obtained with a sufficient horizon when an upper bound on the infinite horizon cost is used as terminal cost. Combining these important cases together with a sandwiching argument, we are able to conclude that exponential stability is obtained for input-constrained receding horizon schemes with a general nonnegative terminal cost for sufficiently long horizons. Region of attraction estimates are also included in each of the results.
II. PROBLEM SETTING
The nonlinear system under consideration is
where the vector field f : n 2 m ! n is C 2 and possesses a linearly controllable critical point at the origin, e.g., f (0; 0) = 0 and (A; B) := (Dxf (0; 0); Du f (0; 0)) is controllable. Furthermore, f is affine in the control u and the control is restricted to a compact convex set U containing the origin in its interior. We assume that f is such that the solution to (1) does not exhibit finite escape 0018-9286/$20.00 © 2005 IEEE time behavior when driven by bounded inputs. This is a reasonable assumption for most physical systems.
For the purpose of regulation, we consider the online solution of the optimal control problem
where x 0 is the current (measured) state and V (1) for some c q > 0 and q(0; 0) = 0. It follows that the quadratic approximation of q at the origin is positive definite, Duq(0; 0) cqI > 0.
We will assume that f and q are such that the minimum value of the cost functions J 3 1 (x), J 3 T (x), T 0, is attained for each (suitable) x by an admissible control input u(t) 2 U for all t 2 [0; T ]. That is, given x and T > 0 (including T = 1 when x 2 0 1 ), there is
T (x). For instance, if f is such that its trajectories can be bounded on finite intervals as a function of its input size, e.g., there is a continuous function such that kx
, then (together with the aforementioned conditions) there will be a minimizing control (cf. [16] ). Many such conditions may be used to good effect, see [4] for a nearly exhaustive set of possibilities. In general, the existence of minima can be guaranteed through the use of techniques from the direct methods of the calculus of variations-see [3] (and [7] ) for an accessible introduction.
It is easy to see that J r . We use r 2 (rather than r) here to reflect the fact that our incremental cost is quadratically bounded from below. We refer to sub-level sets of J 
III. RECEDING HORIZON CONTROL WITH CLF TERMINAL COST
Receding horizon control provides a practical strategy for the use of model information through online optimization. Every seconds, an optimal control problem is solved over a T second horizon, starting from the current state. The first seconds of the optimal control u 3 T (1; x(t)) is then applied to the system, driving the system from x(t)
at current time t to x 3 T (; x(t)) at the next sample time t + . We denote this receding horizon scheme as RH(T ; ).
In defining finite horizon approximations to the infinite horizon problem, the key design parameters are the terminal cost function V (1) and the horizon length T (and, perhaps also, the increment ).
What choices will result in success? Obviously, the best choice for the terminal cost is V (x) = J 3 1 (x) since then the optimal finite and infinite horizon costs are the same. Of course, if the optimal value function were available there would be no need to solve a trajectory optimization problem. The next best thing would be a terminal cost which accounts for the discarded tail by ensuring that the origin can be reached from the terminal state x u (T ; x) in an efficient manner (as measured by q). One way to do this is to use an appropriate CLF which is also an upper bound on the cost-to-go. The following theorem shows that the use of a particular type of a local CLF as terminal cost is in fact effective, providing rather strong and specific guarantees.
Theorem 1: [14] , [18] Suppose that the terminal cost V (1) is a CLF such that min u2 U ( _ V + q)(x; u) 0 for each x 2 r for some r v > 0. , there is no need to impose stability ensuring constraints which would likely make the online optimizations more difficult and time consuming to solve. Furthermore, recent results in [9] indicate that RHC schemes which use a CLF terminal cost are more robust than those with terminal constraints. There are various techniques, requiring offline computation, for the successful construction of such CLFs; see [11] for a detailed example using a quasi-LPV method.
Experience has shown that receding horizon strategies with terminal costs not satisfying the above condition are often effective provided that an optimization horizon of suitable length is used. Therefore, it is desirable to develop stability arguments that are valid for a more general class of terminal costs. As we will see in the next section, there is always a finite horizon length for which exponential stability of the receding horizon scheme with a zero terminal cost and fixed is guaranteed. Moreover, we will show that the same result holds when the terminal cost is a locally quadratic upper bound on the infinite horizon cost-to-go J 3 1 (1). As these two cases are, in some sense, limiting cases of a general terminal cost, we will show that similar stability results hold in the general case. All of the results follow rather naturally once the uniform convergence (over compact sets) of the finite horizon costs to the infinite horizon cost is shown.
IV. RECEDING HORIZON CONTROL WITH ZERO TERMINAL COST
One would expect that as the horizon length grows, the effect of the terminal cost should diminish. Therefore, it is reasonable to ask whether there is a finite horizon such that the receding horizon scheme would be stabilizing with a zero terminal cost, i.e., V (x) 0.
We know that, when the horizon is infinite, the minimum cost func-
This question was answered fairly recently in the context of constrained discrete-time linear systems [23] . We will show that a similar result holds in the case of input-constrained nonlinear systems and zero terminal cost.
Recall that an extended real valued function f (1) is upper semicontinuous if f 01 ((01; c)) := fx 2 n : f (x) < cg is open for each c 2 . We will make use of the following well-known result [24] .
Theorem 2: (Dini) Let ff n g be a sequence of upper semicontinuous, real-valued functions on a countably compact space X, and suppose that for each x 2 X, the sequence ffn(x)g decreases monotonically to zero. Then, the convergence is uniform. We begin with a rather simple result that will be used here and in the sequel. The proof is a simple exercise but is included for completeness.
The "0" in the subscript is used to indicate J 3 ;0 (x) = J 3 (x) with zero terminal cost. This special notation is needed as this function will also be used in the discussion of receding horizon schemes with nonzero terminal cost. It is easy to show, e.g., by geometric methods [10] , [26] , [27] , that Clearly, P is positive semidefinite since (1=2)x T P x is the optimal value of the corresponding linear quadratic optimal control problem. That P is actually positive definite is easily shown by contradiction.
Following [1] , if there is an x 0 6 = 0 such that x T 0 P x 0 = 0 then, since the corresponding optimal control must be zero (as u is fully penalized), it must also be true that e At x 0 0 (as x is also fully penalized-an observability condition). Thus, P > 0 for each > 0 and J 3 ;0 (1) is locally quadratically positive definite. (One may also note the well known fact that 2 > 1 > 0 implies P > P > 0.) Similarly, suppose that there is a nonzero x0 such that J 3 ;0 (x0) = 0.
Once again, since x is fully penalized, this would imply that the zero input nonlinear system trajectory beginning at x 0 would be identically zero, a clear contradiction.
The final claim follows easily from the continuity of J 3 ;0 (1).
We have the following result (cf. [12] ). 
for all x so that where P T 0 , P , and P 1 are the positive-definite matrices defined as before.
We see that f T (1) . We see that when the optimization horizon is chosen to be sufficiently long, the trivial terminal cost V (x) 0 is fine. In a sense, if no offline calculations are used to determine a suitable CLF, more online computations may be required to ensure closed loop stability of the receding horizon scheme. One might imagine that a suitably long horizon might also be adequate to ensure the stability of a receding horizon scheme when the dynamics and/or cost change in real-time such as when a fault occurs or a new objective is required.
V. USING AN UPPER BOUND ON THE INFINITE HORIZON COST-TO-GO AS A TERMINAL COST
In the previous section (with V (x) 0), we exploited the fact that J 3 T (x) increases monotonically with T to show that J 3 T 0 (1), with T large, could be used as a Lyapunov function. A similar monotonicity property (actually reversed) is obtained when a CLF terminal cost providing an incremental upper bound on the infinite horizon cost-to-go is used [13] , [14] . In both of these cases, monotonicity plays an important role in the arguments that ensure stability of the receding horizon scheme. Such a monotonicity result does not hold in the general case.
Fortunately, uniform convergence of J 3 T (1) to J 3 1 (1) on 0 1 r , a key consequence of monotonicity, is in fact sufficient for the task at hand. In this section, we take a different approach to show such uniform convergence when V (1) is merely an upper bound on J 3 1 (1).
We begin by deriving a general upper bound of the difference between finite and infinite horizon costs. clear that the region of attraction of the general terminal cost receding horizon scheme can be made to include any compact subset of the infinite horizon region of attraction.
VII. CONCLUSION
The purpose of this note was to demonstrate the stability of inputconstrained nonlinear receding horizon control with a general terminal cost and without stability constraints. First, it was demonstrated that when the terminal cost is zero, Dini's theorem on uniform convergence of upper semicontinuous functions can be used to show that there exists a finite horizon length that guarantees stability of the receding horizon scheme for all points in an appropriate sub-level set of the finite horizon cost. This result was then extended to the case of a terminal cost that is an upper bound on the infinite horizon cost to go. Finally, we showed that by combining these two results, the stability of the receding horizon scheme can be guaranteed when a general positive definite terminal cost is used.
