SUMMARY
Over the course of cortical neurogenesis, the transition of progenitors from proliferation to differentiation requires a precise regulation of involved gene networks under varying environmental conditions. In order to identify such regulatory mechanisms, we analyzed microRNA (miRNA) target networks in progenitors during early and late stages of neurogenesis. We found that cyclin D1 is a network hub whose expression is miRNA-dosage sensitive. Experimental validation revealed a feedback regulation between cyclin D1 and its regulating miRNAs miR-20a, miR-20b, and miR-23a. Cyclin D1 induces expression of miR-20a and miR-20b, whereas it represses miR-23a. Inhibition of any of these miRNAs increases the developmental stage-specific mean and dynamic expression range (variance) of cyclin D1 protein in progenitors, leading to reduced neuronal differentiation. Thus, miRNAs establish robustness and stage-specific adaptability to a critical dosage-sensitive gene network during cortical neurogenesis. Understanding such network regulatory mechanisms for key developmental events can provide insights into individual susceptibilities for genetically complex neuropsychiatric disorders.
INTRODUCTION
During cortical development, the fate choice of progenitors to proliferate or to differentiate is precisely regulated to generate developmental stage-specific neuronal numbers and specifications. Though this process is guided by intrinsic and extrinsic signals, the gene networks that are critically involved in this cell-fate decision must be stable and widely insensitive to fluctuation of these signals (Enver et al., 2009) . However, regulatory mechanisms that confer robustness and developmental-stage-specific adaptability to such gene networks are largely unknown.
MicroRNAs (miRNAs) regulate gene expression through posttranscriptional silencing of target mRNAs. While miRNAs are evolutionary highly conserved, their effect on specific target inhibition, however, tends to be quantitatively modest (Selbach et al., 2008; Baek et al., 2008) . This led to suggestions that miRNAs serve in tuning and buffering gene expression in regulatory networks to canalize developmental processes (Staton et al., 2011; Li et al., 2009; Wu et al., 2009; Hornstein and Shomron, 2006) . In tuning, miRNAs might set mean expression levels, whereas in buffering, they reduce the dynamic expression range of their targets (Wu et al., 2009) .
Homozygous knockout of the miRNA processing enzyme Dicer or a few specific miRNAs has provided evidence for the crucial functions of miRNAs during cortical neurogenesis (Nowakowski et al., 2013; Bian et al., 2013) . However, for most individual miRNAs, their roles in specific gene regulatory networks remain elusive (Volvert et al., 2012) . Moreover, in such networks, multiple miRNAs may regulate via feedback or feedforward relations the expression of the same critical mRNA by directly targeting its 3 0 UTR (Tsang et al., 2007; Wu et al., 2010) . Revealing such regulatory functions of miRNA provides fundamental insights into the emerging properties of neurodevelopmental gene networks.
Here, we analyzed genome-wide miRNA and mRNA expression of neural progenitors at early and late stages of cortical development to derive a gene regulatory network. We found that the dynamic expression of the critical network hub over the period of neurogenesis is regulated through the integration of different miRNA feedback loops. Our data demonstrate that both tuning and buffering functions of miRNAs impart stability and adaptability to this network to regulate the transition from progenitor to neuron.
RESULTS AND DISCUSSION
Over the period of cortical development, the majority of neurons for lower and upper cortical layers arise sequentially from basal progenitors (also named intermediate progenitors). These progenitors specifically express the transcription factor Tbr2 (Englund et al., 2005) . We isolated basal progenitors from Tbr2 GFP reporter mice (Arnold et al., 2009 ) by fluorescence-activated cell sorting (FACS) at embryonic day 13 (E13) and E16, corresponding to peak times of lower and upper layer neurogenesis, respectively (Caviness, 1982) (Figures S1A and S1B). Microarray analyses revealed the differential expression of 19 miRNAs and 1,501 mRNAs between E13 and E16 (Figures S1C and S1D).
To identify developmental-stage specifically adapted miRNA target networks, we extracted metapredicted targets of these 19 miRNAs among the differentially expressed mRNAs and found a significant (p = 1.23 3 10 À8 , hypergeometric test) overlap of 25% (371 out of 1,501). These 371 mRNAs (Table S1) were collectively named differentially expressed putative miRNA targets (DPMTs). These DPMTs, but not the complementary set of differentially expressed mRNAs (CSDMs), showed significant overrepresentation for microcephaly/macrocephaly endophenotypes in humans ( Figure S1E ), suggesting important roles in brain-size development. To identify functional relations among DPMT genes, we used weighted gene coexpression network analysis (WGCNA) (Oldham et al., 2008) . We identified three modules of highly coregulated genes ( Figure 1A ), which were significantly correlated with both stages of development (Figure 1A ; Figure S1F ). Gene ontology (GO) analysis revealed that the blue module was overrepresented for the KEGG (Kyoto Encyclopedia of Genes and Genome) pathway term ''cell cycle'' ( Figure 1A ) and contained Ccnd1 (encoding for cyclin D1 protein). In addition, molecular network analysis (Pathway studio) of DPMTs yielded Ccnd1 as hub gene with the highest indegree ( Figure 1B ). DPMT networks ( Figures 1A and 1B ) might be sensitive to altered miRNA dosage. Notably, haploinsufficiency of the miR-17-92 cluster (containing miR-20a) was recently detected in a patient with Feingold syndrome and microcephaly (de Pontual et al., 2011) . In mice, cortex-specific homozygous deletion of the miR-17-92 cluster disrupts neuron production at late developmental stages. This results in reduced cortical thickness, which was most pronounced at postnatal day 10 (P10) (Bian et al., 2013 Figure 1B ) is miRNAdosage sensitive. We and others previously demonstrated that cyclin D1 is a key driver of progression through the G1 cell-cycle phase in cortical progenitors (Pilaz et al., 2009; Lange et al., 2009 ). G1 length progressively increases with developmental stage (Salomoni and Calegari, 2010; Dehay and Kennedy, 2007) , while cyclin D1 levels decrease. Overexpression of cyclin D1 in cortical progenitors in vivo prevents lengthening of G1 and inhibits the transition from proliferation to neuronal differentiation. Thus, cyclin D1 expression levels in progenitors require precise control at different developmental stages.
Therefore, we focused on miRNAs that potentially regulate cyclin D1. Among the differentially expressed miRNAs, miR20a, miR-20b, and miR-23a have putative target sites in the 3 0 UTR of Ccnd1 and show reduced expression in Dicer +/À E16 cortex ( Figure S2A ). miR-20a and miR-20b (miR-20a/b) are predicted to target an identical sequence in the 3 0 UTR. miR-20a/b, miR-17, and miR-106 are members of the same miRNA family based on seed sequence similarity and might show functional redundancy. However, miR-17 and miR-106 were not differentially expressed between E13 and E16 ( Figure S2B ). Furthermore, the expression levels of miR-17 and miR-106 were 45 and two times lower, respectively, when compared to miR-20a ( Figure S2B ). The differential expression patterns of these family members may suggest their functional specialization (Sieber et al., 2007) . Expression of miRNA-20a/b and miR-23a in cortical progenitors were further verified by in situ hybridization (Figure S2C) . Microarray and quantitative PCR (qPCR) analysis confirmed that Ccnd1 expression was higher at E13 than at E16 ( Figure S1D ) and corresponded with cyclin D1 protein levels ( Figure S1G ). miR-20a/b showed a positive correlation with cyclin D1 expression, while miR-23a was negatively correlated ( Figure 3A ; Figure S1D ). Based on the expression correlations between these miRNAs and their putative target, cyclin D1 may be linked to miR-20a/b via a negative feedback loop and to miR-23a via a double negative feedback loop ( Figure 3A ). Characteristically, negative feedback loops reduce variance, whereas double negative feedback loops set the mean level of target expression (Wu et al., 2009) . Here, these two loops are integrated via cyclin D1. Mathematical modeling of this integrated Figure S1F and Table  S1 ). Bottom: KEGG pathway terms, which are significantly overrepresented in modules. Threshold: Bonferroni adjusted p value 0.05. (B) DPMT forms a molecular network with cyclin D1 as a hub with the highest indegree. Network genes are related through expression level and promoter binding data curated in Resnet database (Ariadne genomics).
feedback network indicates that knockdown of either miR-20a/b or miR-23a can increase the expression level and variance of cyclin D1 ( Figure 3B ). This suggests that the feedback network regulates developmental-stage-specific cyclin D1 expression to control the transition from proliferation to neuronal differentiation.
We tested these feedback relations between cyclin D1 and miR-20a/b and miR-23a. We used in utero electroporation (IUE) to knock down cyclin D1 in the cortex at E13, when its endogenous level is higher, and overexpress cyclin D1 at E15, when it is lower. Electroporated cells were isolated by FACS and analyzed by qPCR. Cyclin D1 knockdown yielded reduced miR-20a/b and elevated miR-23a level, while cyclin D1 overexpression exerted the opposite effect ( Figure 4A ). Interestingly let-7b and some of its family members such as let-7a/c/f also showed differential expression ( Figures S1C and S1D ). Among these family members, let-7b has been previously identified as a regulator of cyclin D1 in cortical progenitors . However, let-7b levels remained unaffected by cyclin D1 overexpression or knockdown ( Figure S2D ). These data suggest that cyclin D1 can induce miR-20a/b and repress miR-23a expression while having no effect on other regulatory miRNAs such as let-7b.
This regulatory effect of cyclin D1 on its corresponding miRNAs may be an emerging property of the network, including their direct interactions. In addition to its cell-cycle roles, cyclin D1 functions as transcriptional regulator during neurodevelopment (Bienvenu et al., 2010) and has been implicated in homologous recombination-mediated DNA repair (Jirawatnotai et al., 2011) . We assessed whether cyclin D1 binds in close proximity to the genomic loci of its corresponding miRNAs. Chromatin immunoprecipitation (ChIP) experiments of cyclin D1 from E13 embryonic cortex revealed in vivo occupancy of cyclin D1 on regulatory regions of miR-20a, miR-20b, and miR-23a (Figure 4B ). This suggests that cyclin D1 might transcriptionally regulate these miRNAs. Several sequence-specific transcription factor (TF) binding motifs in cyclin D1-bound genomic regions have been described earlier, and these TFs were shown to interact with cyclin D1 (Bienvenu et al., 2010) . We analyzed such conserved TF motifs and identified the Stat3 (signal transducer and activator of transcription 3) binding motif in the cyclin D1-occupied regulatory regions of miR-20a, miR-20b, and miR23a ( Figure S2E ). Studies of Stat3 cortex-specific knockout mice have shown its involvement in the maintenance of cortical neural precursors (Yoshimatsu et al., 2006) . Furthermore, Stat3 expression is positively correlated with cyclin D1 in our microarray analysis ( Figure S2E ).
Conversely, we tested the effect of miRNA inhibition on cyclin D1 protein levels. We first validated miRNA target sites in the 3 0 UTR of cyclin D1 ( Figure S3A ) by luciferase assays in cortical progenitors. Knockdown of miRNA expression using locked nucleic acids (LNA) against miR-20a/b (LNA-20a/b) or miR-23a (LNA-23a) increased luciferase activity, whereas no effects were found in controls harboring mutated 3 0 UTR targets. In addition, we performed compensatory mutagenesis analysis where mutations in the miRNA seed region were complementary to the mutated 3 0 UTR targets ( Figure S3B ). We cloned pre-miRNAs and verified their processing into the mature form in cortical Figure S1D ). *p < 0.05, Pearson's product moment correlation test for association; p, p value; r, Pearson's correlation coefficient. Normalized expression levels from microarray data were used for correlation tests. n = 8 (four E13, four E16). Bottom: derived Cyclin D1-miRNA interacting network. (B) Mathematical modeling of the network shown in (A). Top: cyclin D1 concentration in a dynamical system. Bottom: variance of cyclin D1 calculated upon Gaussian initial value perturbation.
(legend on next page)
progenitors by qPCR ( Figure S3C ). The complementary miRNA mutations compensated ( Figure S3B ) the mutations in their targets and reduced luciferase activity to control levels, indicating that the inhibitory effects of these miRNAs on the 3 0 UTR of cyclin D1 is direct.
To study these inhibitory effects in vivo, we performed in utero coelectroporation of LNA-20a/b (at E13) or LNA-23a (at E15) along with the GFP reporter and determined the signal intensity of cyclin D1 immunofluorescence 24 hours later. We observed that cyclin D1 immunoreactivity was significantly higher in LNA-20a/b-and in LNA-23a-electroporated progenitors as compared to scrambled LNA (SCR-LNA) ( Figure 4C ). These experiments demonstrate an inhibitory effect of miR-20a/b and miR-23a on cyclin D1 protein expression. Taken together, these data are consistent with a feedback regulation between cyclin D1 and miR-20a/b or miR-23a ( Figure 3A) .
We next determined the dynamic expression range of cyclin D1 by measuring its cell-to-cell variation. We observed a significant increase of cyclin D1 expression variance for LNA-23a (9-fold) and LNA-20a/b (11-fold) as compared to SCR (Figure 4C ), indicating that these miRNAs constrain the dynamic expression range of cyclin D1.
Finally, we determined the proportion of progenitors and neurons 24 hours following LNA electroporation. We found that in utero electroporation of LNA-20a/b at E13 or LNA-23a at E15 reduced neurogenesis as compared to SCR controls ( Figure 4D ; Figures S4A-S4C) . Correspondingly, the number of progenitors proportionately increased, suggesting an impaired transition from progenitor to neuron. This is also consistent with previously reported increased progenitor proliferation and reduced neurogenesis following cyclin D1 overexpression (Pilaz et al., 2009; Lange et al., 2009) . Immunolabeling for Tbr1 further confirmed that LNA-electroporated GFP+ cells in the intermediate zone had committed to a neuronal cell fate and were not misspecified into glia ( Figure S4D) .
Thus, miR-20a/b and miR-23a regulate the developmentalstage-specific mean and variance of cyclin D1 protein levels in a feedback regulatory network. The logic of this network suggests a fail-safe mechanism for developmental-stage-specific decisions of cortical progenitors to proliferate or to differentiate. Deficiency of these miRNAs increases the dynamic expression range as well as the mean expression level of cyclin D1 and impairs the balance between progenitor proliferation and differentiation. While cyclin D1 and miRNAs 20a/b and 23a can directly regulate each other, each miRNA may have additional targets in the network that are linked to cyclin D1 via direct and indirect interactions. Hence, the feedback regulatory mechanisms to precisely control cyclin D1 expression are properties emerging from the net effects of the direct and indirect network interactions.
In summary, we used a data-driven, hypothesis-free approach and derived integrated feedback loops between specific miRNAs and their target. We identified specific miRNAs that act as a tuner and buffer to confer robustness and adaptability of a crucial gene network during cortical neurogenesis. Failure of these functions may increase the susceptibility to genetically complex neurodevelopmental disorders.
EXPERIMENTAL PROCEDURES Mice
Tbr2GFP knockin mice have been described previously (Arnold et al., 2009 
Cellular Dissociation and FACS
Single-cell suspension from embryonic cortex was prepared by using the Papain Dissociation System (Worthington). FACS was performed with cells resuspended in neurobasal media (without phenol red) (GIBCO) with B27 (Gibco) in a MoFlo XDP system (Beckman Coulter). Summit v5.2 software was used for data analysis. Gating parameters were determined by using side and forward scatter to eliminate dead cells and aggregates and GFP (488 nm) fluorescence to separate GFP+ cells. For cyclin D1 overexpression experiments, red fluorescent protein (RFP) fluorescence (561 nm) was used for sorting. Sorted cells were centrifuged at 1,000 rpm (5 min, 4 C), and RNA was isolated.
RNA Isolation and Microarrays
Total RNA was isolated using the mirVana kit (Ambion). RNA quantity was measured using nanodrop 1000 (Thermo Scientific) and quality determined using bioanalyzer (Agilent). RNA integrity number values were 8-10. A total of 100 ng of total RNA was used for miRNA microarrays (Agilent Mouse Microarray Kit miRNA qPCR Analysis A TaqMan miRNA assay (Applied Biosystems) specific for each miRNA was used for reverse transcription and further qPCR. The TaqMan reporter was FAMTM dye. Samples were assayed in technical quadruplicate and normalized to snoRNA202 (endogenous control). For qPCR data analysis, the Pfaffl method (Pfaffl, 2001 ) was used for relative quantification of gene expression. PCR efficiency of target gene and endogenous control gene has been determined from the slope of the respective standard curve.
Chromatin Immunoprecipitation Analysis
Six E13 embryonic cortices were pooled for each experiment and followed standard ChIP protocol (Weinmann and Farnham, 2002) . Previously validated cyclin D1 antibody (HD11) (sc-246, Santa Cruz Biotechnology) (Bienvenu et al., 2005; Cicatiello et al., 2004) was used for ChIP. Sonication (30 s on, 30 s off, 30 min) was performed using Bioruptor (Diagenode), and fragment size $200-500 bp was verified. A total of 40% (400 ml) of the sonicated DNA was used for anti-cyclin D1 and anti-immunoglobulin G samples, and 2% was used for input samples. A total of 4 mg antibody (cyclin D1 or immunoglobulin G) was used for immunoprecipitation, and blocked Protein G agarose (Millipore) was used for the pull-down step after immunoprecipitation. Precipitated DNA samples were analyzed by PCR (35-38 cycles). Cyclin D1-bound nearest genomic region of miR-20a, miR-20b, and miR-23a was identified from ChIP-chip experimental data (Bienvenu et al., 2010) . PCR primers are listed in Supplemental Experimental Procedures.
In Utero Electroporation IUE was performed as described previously (Lange et al., 2009) . Plasmids used for cyclin D1 overexpression (containing RFP reporter) and repression (shRNA-cyclin D1 plasmid, containing GFP reporter) experiments were described previously (Lange et al., 2009) . LNA-modified oligonucleotides (miRCURY LNATM miRNA inhibitors) were purchased from Exiqon. Due to the very high level of sequence identity between miR-20a and miR-20b (which differ by 2 nt in a total length of 23 nt), they were targeted by the same LNA inhibitor. A total of 16-20 mM LNA (along with a GFP reporter construct) was used for IUE. The LNA sequences were 5 0 -GTGTAACACGTC TATACGCCCA-3 0 (scramble-miR for control), 5 0 -CTACCTGCACTATGAG CACTTTG-3 0 (for miR-20a/b), and 5 0 -GGAAATCCCTGGCAATGTGAT-3 0 (for miR-23a).
miRNA Target Prediction A union of miRNA target genes predicted by Targetscan (v 6.0) (Lewis et al., 2005) and PicTar (Krek et al., 2005) was used. These algorithms are based on miRNA target sequence conservation among orthologs, miRNA seed sequence complementarities, free energy calculation, and probabilistic inference on maximum likelihood fit. For the 19 differentially expressed miRNAs, 4,303 mRNA targets were predicted. Among these predicted targets, 2,815 genes were actually expressed in FACS sorted cells. These 2,815 targets were matched with differentially expressed mRNAs (1,501 genes).
WGCNA Summary
Traditionally, expression analysis considers genes in isolation and identifies differentially expressed genes between groups. In contrast, WGCNA (Zhang and Horvath, 2005 ) considers dependencies of the expression level of one gene on the expression of all others. It exploits the inherent structural organization of the entire transcriptome to reveal its functional organization without any prior hypothesis of data classification. WGCNA is calculating connection strength between genes based on coexpression relations between all pairs of expressed genes across, rather than between, different biological conditions (e.g., developmental stages, genotypes, treatments). This allows the identification of modules of highly connected genes that are associated with specific biological functions. For details, see Supplemental Experimental Procedures.
Pathway Studio
Pathway studio (Nikitin et al., 2003) uses the ''ResNet v 9.0'' mammalian database (Ariadne Genomics), which contains up-to-date experimentally validated published interactions among genes or proteins to reconstruct molecular networks. Using 371 genes as an input, we explored pathway studio and constructed a network based on the interaction of any two genes by promoter binding and/or mutual expression alterations.
Overrepresentation Analysis DAVID (the Database for Annotation, Visualization and Integrated Discovery) (Huang et al., 2009 ) is a bioinformatics resource that comprises gene or protein annotation databases and several analytical tools for extracting biological relations from a list of genes. The DAVID functional annotation tool was used for analyzing KEGG pathway terms overrepresented in WGCNA modules. A Bonferroni adjusted p value < 0.05 was considered significant.
Overrepresentation Analysis for Microcephaly/Macrocephaly Endophenotypes Gene names associated with ''microcephaly'' and ''macrocephaly'' endophenotypes were extracted from the manually curated GenAtlas database (Fré zal, 1998) (http://www.genatlas.org), currently containing more than 82,000 reference entries, more than 22,431 gene entries, and 4,350 phenotype entries. A total of 116 and 53 nonredundant gene symbols were found for microcephaly and macrocephaly, respectively. Among these genes, 81 microcephaly genes and 38 macrocephaly genes were found to be expressed in FACS sorted basal progenitors. Microcephaly and macrocephaly enrichment significance in DPMT and CSDM mRNA lists as compared to all genes expressed in basal progenitors was determined by using a hypergeometric distribution. A Bonferroni adjusted p value < 0.05 was considered significant.
Statistical Analysis
Statistical analyses were performed by using R (version 2.14.0) (http://www. R-project.org). Shapiro-Wilk test (Royston, 1982) was performed to test normality. Levene test (based on mean) (without assuming any distribution) and F test (for normal distribution) were performed to test heteroscedasticity. Welch's t test was performed whenever heteroscedasticity existed. Variance, or Var (X), is described by the following equation (Draghichi, 2011) :
where X i is an individual measurement, X is the mean of all X i measurements, and n is the total number of measurements. The variance is defined as the average square difference from the mean. The variance is calculated by taking the differences between each individual value of a set from the mean, squaring the differences, and then dividing the sum of squares by the total number of values in the set.
Mathematical Modeling
Based on the simple model ( Figure 3A) , a system of coupled nonlinear ordinary differential equations was used for simulations. Parameters and Hill coefficients were adjusted to the experimental data or reasonable estimates from the literature. A detailed method and code is provided in the Supplemental Experimental Procedures.
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