Correlated variations in the line and continuum emission from active galactic nuclei (AGN) can be used to determine the size and geometry of the broad emission line regions (BLRs). We have spectrophotometrically monitored a well-defined sample of 28 Palomar-Green quasars in order to obtain measurements of their BLRs and to investigate the relationships between quasar luminosity, central black hole mass, and BLR size in AGN. Spectrophotometry was obtained every 1-4 months for 7.5 years, yielding 20-70 observing epochs per object. Both the continuum and emission line fluxes of all of the quasars were observed to change during the duration of the observing program. Seventeen of the 28 objects were observed with adequate sampling ( > ∼ 20 independent observing epochs) to search for correlated variations between the Balmer emission lines and the continuum flux. For each of these 17 objects, a significant correlation was observed, with the Balmer line variations lagging those of the continuum by ∼100 days (rest frame). Our work increases the available luminosity range for studying the size-mass-luminosity relations in AGN by two orders of magnitude and doubles the number of objects suitable for such studies. Combining our results with comparable published data available for Seyfert 1 galaxies, we find the BLR size scales with the rest-frame 5100 Å luminosity as L 0.70±0.03 . This determination of the scaling of the size of the BLR as a function of luminosity is significantly different from those previously published, and suggests that the effective ionization parameter in AGN may be a decreasing function of luminosity. We are also able to constrain, subject to our assumption that gravity dominates the motions of the BLR gas, the scaling relationship between the mass of the central black holes and the luminosity in AGN. We find that the central mass scales with 5100 Å luminosity as M ∝ L 0.5±0.1 . This is inconsistent with all AGN having optical luminosity that is a constant fraction of the Eddington luminosity.
INTRODUCTION
Reverberation mapping, observing the degree and nature of the correlation between continuum and emission line flux variations, is one of the major tools for studying the distribution and kinematics of the gas in the broad line region (BLR) of active galactic nuclei (AGN; see reviews by Peterson 1993 and by Netzer & Peterson 1997) . About 17 low luminosity AGN (Seyfert 1 galaxies) have been successfully monitored and produce statistically meaningful results (see Wandel, Peterson, & Malkan 1999 , and references therein). Best studied among these is the Seyfert 1 galaxy, NGC 5548, which was monitored from the ground for over eight years, and from space for several long periods , and references therein). Several other Seyfert 1s were observed for periods of order 1 year or less, and nine Seyfert 1s were studied over a period of eight years (Peterson et al. 1998a ). The measured time lags between the emission lines and the continuum light curves in these objects can be interpreted in terms of the delayed response of a spatially-extended BLR to a variable, compact source of ionizing radiation. While the observations do not uniquely determine the geometry of the BLR, they give its typical size which, for Seyfert 1 galaxies, is of the order of light-days to several light-weeks (∼ 10 16 -10 17 cm). Recent studies have shown that the time lags determined in NGC 5548 for different observing seasons correlate with the seasonal luminosity of the object , and have presented evidence for Keplerian motions of the BLR gas .
While Seyfert 1 galaxies have been studied successfully using reverberation mapping, few similar studies of the more luminous AGN -the quasars -have been presented. Those that have been published have been limited in their success at determining the properties of the quasar BLRs. Past attempts to monitor quasars spectrophotometrically have generally suffered from temporal sampling and/or flux calibrations that are not sufficient for the determination of the BLR size. Zheng and collaborators (Zheng & Burbidge 1986 , Zheng et al. 1987 , and Zheng 1988 reported results of a monitoring program executed on 30 quasars for several years, with a sampling interval of about one year. They found the emission-line flux to change in response to the continuum changes, but because of the limited time resolution, only an upper limit of about one light-year for the BLR size could be deduced. Several other groups (Pérez, Penston, & Moles 1989 , Korista 1991 , Jackson et al. 1992 , and Erkens et al. 1995 observed samples of quasars for approximately one year sampled with monthly observations. Each of these groups reported line variations on time scales of a few months, but because of the short duration of these programs the data were insufficient for more specific conclusions. Wisotzki et al. (1998) monitored the gravitationally lensed quasar HE 1104−1805 for five years. Although the quasar continuum varied considerably, the emission line fluxes appeared to remain constant. Researchers have also attempted to use spectra obtained with the International Ultraviolet Explorer (IUE) and reverberation mapping techniques to study AGN. In particular, several studies (Gondhalekar et al. 1986 , Gondhalekar 1990 , Sitko 1990 , O'Brien & Gondhalekar 1991 , and Koratkar et al. 1998 ) deduced BLR sizes of 0.01-2 lightyears for AGN. However, these results are controversial due to insufficient sampling and/or uncertainty regarding the absolute flux calibrations of the IUE observations (e.g., Bohlin & Grillmair 1988a , 1988b . Even the quasar best studied by IUE, 3C 273, has yielded disputed results when different researchers have analyzed similar IUE data sets. Both O'Brien & Harries (1991) and Koratkar & Gaskell (1991a) found a measurable and similar lag between continuum and BLR variations, while Ulrich, Courvoisier, & Wamsteker (1993) argue that the line variations reported in the earlier studies were only marginally significant. Thus, even in the the best-studied case, past results have proven controversial.
To obtain more definite results on the BLR size in quasars, we began monitoring a well-defined sub-sample of 28 quasars from the Palomar-Green (PG) sample (Schmidt & Green 1983) in 1991 March at the Wise and Steward Observatories. Results from the first 1.5 years were presented in Maoz et al. (1994; Paper I) where it was shown that most quasars underwent continuum variations (at 4800 Å rest wavelength) with amplitudes of 10% -70%. Balmer-line variability, correlated with the continuum variations, was detected in several objects. The preliminary data showed that the typical response time of the emission lines is < ∼ 6 months. Reverberation mapping of such objects therefore requires several years, with sampling intervals of less than a few months. Further results, based on four years of monitoring two quasars from our sample, PG 0804+761 and PG 0953+414, were presented in Kaspi et al. (1996a; Paper II) . The measured time lags between the Balmer lines and the continuum variations of the quasars suggested that the BLR size grows roughly as the square root of the luminosity of the nucleus. Wandel et al. (1999) confirmed this result using a larger sample of AGN.
During the period of our spectrophotometric project we also monitored several quasar samples photometrically in the B and R bands. The broad-band results for radio-and opticallyselected samples were presented in Netzer et al. (1996) and Giveon et al. (1999; hereafter Paper III) , respectively. The optical sample in Paper III consists of 42 PG quasars, including all 28 objects discussed in the present paper.
The present paper presents final results from 7.5 years of spectroscopic monitoring of our sample. In § 2 we describe the sample, observations, data reduction, and present the light curves. In § 3 we perform a time series analysis to determine the response time of the emission-line flux to continuum variations. We estimate the BLR size, continuum luminosity, and central mass for each quasar in § 4, and in § 5 we discuss the relations among these properties.
SAMPLE, OBSERVATIONS, AND REDUCTION
The sample, observing technique, and the reduction procedure, are described in detail in Papers I, II, & III. For the sake of completeness, we briefly repeat them here, with emphasis on the few procedures which, in the final reduction, were modified with respect to previous descriptions. The sample consists of 28 PG quasars. Objects with a northern declination, B < 16 mag (based on the magnitudes given in Schmidt & Green 1983 ), redshift z < 0.4, and a bright comparison star within 3.
′ 5 of the quasar, were selected. Table 1 presents detailed information about the sample. Throughout this paper we will use only the first four digits in the PG object name to identify individual objects.
The observations were carried out using the Steward Observatory (SO) 2.3m telescope and the Wise Observatory (WO) 1m telescope. Throughout the years different detectors were used. At SO we used the Boller & Chivens spectrograph with a 300 l/mm grating, a 4.
′′ 5-wide slit and a TI CCD. In 1992 September this CCD was replaced with a 1200×800 Loral CCD. At WO the Faint Object Spectroscopic Camera (FOSC; Kaspi et al. 1995) was used with a 15 ′′ -wide slit and a frontilluminated 1024×1024 TI CCD as a detector. In 1994 February the slit was replaced by a 10 ′′ -wide slit and the detector used was a 1024×1024 back-illuminated Tektronix CCD. The typical wavelength coverage, at both observatories, was ∼ 4000-8000 Å, with a dispersion of ∼3.8 Å/pixel, and a spectral resolution of ∼ 10 Å.
Spectrophotometric calibration for every quasar was accomplished by rotating the spectrograph slit to the appropriate position angle so that a nearby comparison star (columns [11] & [12] in Table 1 ) was observed simultaneously with the object. A wide slit was used to minimize the effects of atmospheric dispersion at the non-parallactic position angle. This technique provides excellent calibration even during poor weather conditions, and accuracies of order 1% -2% can easily be achieved.
Observations typically consisted of two consecutive exposures of the quasar/star pair. Total exposure times were usually 40 minutes at the SO 2.3m telescope and 2 hours at the WO 1m telescope. The spectroscopic data were reduced using standard IRAF 4 routines. The consecutive quasar/star flux ratios were compared to test for systematic errors in the observations and to clean cosmic rays. The ratio usually reproduced to 0.5-2.5% at all wavelengths and observations with ratios larger than 5% were discarded. We verified that none of our comparison stars are variable to within ∼2% by means of differential photometry with other stars in each field (Paper III), Spectra were calibrated to an absolute flux scale using observations of spectrophotometric standard stars on one or more epochs. The absolute flux calibration has an uncertainty of ∼10%, which is not shown in the error bars in our light curves. The error bars reflect only the measurement and differential uncertainties, which are of order 1%-2%.
For each quasar we used all the spectra to produce an average spectrum and a root-mean-square (rms) spectrum, defined as:
where the sum is taken over the N spectra, andf (λ) is the average spectrum (Peterson et al. 1998a ). The mean spectra of all the quasars in our sample are shown in Fig. 1 . An example of a typical rms spectrum and comparison with the mean spectrum is shown in Fig. 2 for PG 0844. We used the average and rms spectra to choose line-free spectral bands suitable for setting the continuum underlying the emission lines, and the wavelength limits for integrating the line fluxes. The spec- Schmidt & Green (1983) . Table 2 column (7) for exact wavelength intervals) . Note.
-Wavelengths in units of Å at the observer's frame. The bold-font ranges are the continuum bands shown in Fig. 3 . tral intervals for the Balmer lines and the continuum bands on both sides of each line are given in Table 2 . The line and continuum fluxes were measured algorithmically for all epochs by calculating the mean flux in the continuum bands, and summing the flux above a straight line in f λ that connects the continuum bands straddling the emission line. This process measures the total emission in each line, i.e., the flux of the broad component of the line together with its narrow component. The uncertainty in the line flux was estimated by propagating the uncertainty in the setting of the continuum levels, determined from the standard deviation of the mean in the continuum bands. To this we added in quadrature our estimate for the uncertainty in the differential spectrophotometry. For the purpose of time series analysis, we generally chose a region just blue of Hβ for the continuum band. In several cases where the blue side of Hβ has an inferior light curve (due to, e.g., atmospheric absorption bands and/or superposed emission line blends) we chose continuum bands around Hγ. Table 2 lists in bold font the continuum band chosen for each object. Both the continuum bands and the emission lines can be affected by the contribution of variable Fe II lines. However, correcting for this effect is beyond the scope of the present study. Similarly, our Balmer line measurements might be contaminated by narrow forbidden emission-lines. Though we measure Hβ without the [O III] λλ4995, 5007 lines (since there is a clear separation between them) we cannot do so for the [N II] λλ6548, 6583 lines blended with the Hα line. However, we note that contamination from narrow lines should not affect our time series analysis since this analysis relies on the variable parts of the lines, and the narrow lines have never been observed to vary in AGN over relevant time scales (e.g., Kaspi et al. 1996b) .
The AGN continuum dominates the emission-line flux and host galaxy starlight contribution to the broad-band photometry. To improve the sampling of the continuum light curves, we therefore merged the photometric B band light curves of Paper III into the spectrophotometric continuum light curves (see Paper I). The photometric campaign lasted 7 years and we extended the observations of the present 28 objects for six more months to better overlap with the spectrophotometric campaign. Those last photometric observations were reduced and added to the light curves as explained in Paper III.
The photometric and spectrophotometric light curves of each object were intercalibrated by comparing all pairs of spectrophotometric and photometric observations separated in time by less than a few days (typically ∼5 days, and in some cases up to ∼10 days). This produced 10 to 15 pairs of points per object. A linear least-squares fit between the spectrophotometric continuum fluxes and the photometric fluxes (the magnitudes of Paper III translated to fluxes) was used to merge the two light curves.
For each object, the total number of photometric and spectrophotometric observations is given in Table 1 , columns (8) & (9) (the sum of the two columns gives the total number of points in the continuum light curve). Note that for particular emissionlines in a few objects, some data points are missing because of cosmic-rays contaminations, insufficient wavelength coverage, or low S/N. Light curves for the 17 objects that have more than 20 spectrophotometric data points are presented in Fig. 3 with the data listed in Table 3 and Table 4 5 . Each of the remaining 11 objects in our sample have less than 10 spectrophotometric observations over the 7.5 year period. Such rare sampling is insufficient to determine the line-to-continuum lag and these objects will not be discussed further in this paper.
TIME SERIES ANALYSIS
The continuum variability properties of our quasar sample are extensively discussed in Paper III. All 17 objects underwent optical continuum variability (at 5100 Å rest wavelength) of 25%-150%, measured relative to the minimum flux. In order to compare the line variability to the continuum variability in each quasar, we define an intrinsic normalized variability measure, σ N = 100 √ σ 2 − δ 2 /f , wheref and σ are the average and the rms of the flux in a given light curve, respectively, and δ is the mean uncertainty of all data points in that light curve. This measure is less sensitive to noise and outliers than the minimum-to-maximum flux ratio. The two cases where σ 2 − δ 2 is slightly negative (Hγ in PG 1426 and PG 1617) are consistent with no variability. Table 5 summarizes σ N for the 5100 Å rest frame continua band and all of the available emission-line light curves. In general we find that all of the Balmer emission lines in a specific object have about the same level of variability. In all objects, the variability of the emission lines is smaller than the continuum variability. In the few cases where those trends do not hold, it appears that they may be masked by noise (e.g., most cases in which the emission line varies with a larger amplitude than the continuum involve Hγ, which has lower S/N than Hα and Hβ). The main goal of this project is to determine the time lag between the continuum and the Balmer-line flux variations in high-luminosity AGN. To quantify this lag, we use two methods for correlating the line and continuum light curves. The first method is the interpolated cross-correlation function (ICCF) of Gaskell & Sparke (1986) and Gaskell & Peterson (1987) , as implemented by White & Peterson (1994;  see also a review by Gaskell 1994) . The second method is the z-transformed discrete correlation function (ZDCF) of Alexander (1997) which is an improvement on the discrete correlation function (DCF; Edelson & Krolik 1988) . The ZDCF applies Fisher's z transformation to the correlation coefficients, and uses equal population bins rather than the equal time bins used in the DCF. The two independent methods are in excellent agreement for these data and we will use only the ICCF results in the following analyses.
The uncertainties in the cross correlation lag determination can be estimated using the model-independent FR/RSS Monte Carlo method described by Peterson et al. (1998b) . In this method, each Monte Carlo simulation is composed of two parts: The first is a "random subset selection" (RSS) procedure which consists of randomly drawing, with replacement, from a light curve of N points a new sample of N points. After the N points are selected, the redundant selections are removed from the sample such that the temporal order of the remaining points is preserved. This procedure reduces the number of points in each light curve by a factor of ∼ 1/e and accounts for the effect that individual data points have on the cross-correlation. The second part is "flux randomization" (FR) in which the observed fluxes are altered by random Gaussian deviates scaled to the uncertainty ascribed to each point. This procedure simulates the effect of measurement uncertainties. Peterson et al. (1998b) demonstrate that under a wide variety of realistic conditions, the combined FR/RSS procedure yields conservative uncertainties compared to the true situation.
All emission-line light curves presented in Fig. 3 were cross correlated with their corresponding continuum light curves. The results of the cross-correlation analysis are presented in Table 6 . The object name is given in Column (1) and the specific Balmer line is listed in column (2). For the ICCF we list the centroid time-lag, τ cent , (computed from all points within 80% of the peak value, r max 6 ) in column (3). We define the ICCF peak as the point of maximum correlation and list the peak position, τ peak , in column (4), and the peak value, r max , in column (5). In column (6) we list the total number of points in the emission-line light curve (the total number of points in the continuum light curve is given in Table 1 columns [8] & [9] ). The uncertainties given for τ cent and τ peak were computed with the FR/RSS method using ∼ 10, 000 Monte Carlo realizations which were used to build up a cross-correlation peak distribution (CCPD; Maoz & Netzer 1989 ). The range of uncertainties contains 68% of the Monte Carlo realizations in the CCPD and thus would correspond to 1σ uncertainties for a normal distribution. In addition to the cross-correlation results, we also list in Table 6 velocity measurements and the average of the observed flux for each line. Column (7) lists the mean full-width at half maximum (FWHM) of the emission-line, column (8) lists the line FWHM measured from the rms spectrum (see § 4.3 below), and column (9) lists the average of the observed line flux and its rms (calculated from the light curves of Table 4) . Fig. 4 presents the cross-correlation functions (CCFs) for the 40 out of 46 emission-line/continua pairs having peak correlation coefficients above 0.4 . All 40 CCFs indicate a positive time lag of the Balmer lines with respect to the optical continuum. The time lags are of order a few weeks to a few months, and the CCF peaks are highly significant for most lines. In a few cases, τ cent and τ peak are consistent with a zero time lag and we attribute this to the fact that these emission-line light curves are noisy, and to the conservative error estimate of the FR/RSS method. Choosing our best lag determination (see below), i.e., avoiding noisy results obtained from weak lines (generally Hγ), we conclude that a time lag has been detected in one or more of the Balmer lines for all 17 quasars.
When comparing the Hβ time-lags for PG 0804 and PG 0953 obtained in Paper II to the ones deduced here, we find an increase of about 65% for both objects, although the results are consistent at the 2σ level. The luminosities of both objects also increased during the second half of the monitoring period. Changes in the time lag between different observing seasons is seen in lower-luminosity AGN (e.g., NGC 4151 and NGC 5548) and is thought to be a real effect, rather than a result of measurement error. For instance, the BLR may become larger when the object becomes brighter.
SIZE, LUMINOSITY, AND MASS DETERMINATION
Converting the observable Balmer emission-line time lags, line widths, and continuum fluxes into interesting physical parameters, namely, BLR sizes, and AGN central masses and luminosities, is not straightforward. We therefore discuss each in some detail below. We analyze our data together with data for other AGN. Wandel et al. (1999) have uniformly analyzed the reverberation mapping data of 17 Seyfert 1s, and deduced time lags using the same techniques described in the previous section. Combining their results with the present ones, we obtain, for the first time, reliable Size-Mass-Luminosity relations for 34 AGN spanning over 4 orders of magnitudes in continuum luminosity. Our analysis is similar to that of Wandel et al. (1999) , and the few significant differences are noted below.
We apply below linear regression analysis to the data. Unless otherwise noted, the method is the one described by Press et al. (1992) , which is based on an iterative process to minimize χ 2 , taking into account the uncertainties in both coordinates. In some of our data, the uncertainties are asymmetric (e.g., as a result of the FR/RSS method and the use of the CCPD), and since the fitting method does not account for this, we use the mean of the positive and negative uncertainty estimates in a given coordinate for each data point. We find that similar results are obtained when using the Pearson linear correlation and the Spearman rank-order correlation. We present below only Pearson coefficients. Note.- Table 3 is presented in its entirety in the electronic edition of the Astrophysical Journal. A portion is shown here for guidance regarding its form and content. Note.- Table 4 is presented in its entirety in the electronic edition of the Astrophysical Journal. A portion is shown here for guidance regarding its form and content. a Continuum at rest wavelength ∼5100 Å (see Table 2 column [7] for exact wavelength intervals). a Computed from all points within 60% of the peak value, r max , due to the noisiness of the data. Table 6 for details.
The Size of the BLR
Caution must be exercised when using time lags to estimate BLR sizes because there are various assumptions and complications involved:
1. The CCF is sensitive to the characteristics of the continuum variation, since it is a convolution of the transfer function and the continuum autocorrelation function (Penston 1991; Peterson 1993) . Hence, there is a dependence of the peak and centroid of the CCF on the nature of the continuum variability. An illustration of this dependence is given by Netzer & Maoz (1990) .
2. A real change in BLR size and geometry, over the 7 year period, is not out of the question. Using the time-lags measured here, and the observed FWHMs, we deduce a dynamical (crossing) time of the order of 30 years for the more luminous objects and about a year for the lowest luminosity Seyfert galaxies.
3. The measured time lag can be affected by the nonlinear response of some emission-line intensities to continuum variations. Nonlinear responses are suggested by various studies (O'Brien, Goad, & Gondhalekar, 1995; Shields, Ferland, & Peterson, 1995) and discussed by .
4. The ionizing continuum variations may behave differently from the observed optical continuum. Due to anisotropic continuum emission, the emission line gas may be illuminated by an ionizing continuum that is poorly represented by the observed optical continuum (e.g. Netzer 1987 ). Furthermore, variable beaming or obscuration may be different along the different lines of sight from the continuum source to the observer and to the gas. Most studies show the continuum varies in phase with little or no time delay (albeit, with smaller amplitude at longer wavelengths) over a wide wavelength range. There are, however, some exceptions (e.g., Peterson et al. 1998b) and it is clear that a full understanding of the continuum emission processes is yet to be obtained. An extreme example is shown by Nandra et al. (1998) who found that the X-ray and UV continuum are not strongly correlated at zero time lag in NGC 7469, with some X-ray emission peaks lagging behind the UV peaks by ∼4 days. Recently, Maoz, Edelson, & Nandra (2000) have demonstrated even weaker correlation at zero lag between X-ray and optical variations in NGC 3516.
5. For a given object, different lines from different ions have different time lags. Thus, considering the entire sample, the same emission lines should be used in all objects. Balmer lines are useful since their lag has been measured in most AGN where reverberation mapping has been attempted. However, as argued by , the theoretical modeling of these lines is very uncertain and they are useful mostly because they provide a uniform base for comparing low luminosity Seyferts with high luminosity quasars.
6. There may be flux contributions by other emission lines blended with the Balmer lines. These emission lines may have a different time lag and affect the measured emission line lag. An example of this potential situation is the variable Fe II emission lines near Hβ.
A possible manifestation of some of these difficulties is the fact that for some objects, different monitoring campaigns result in different time lags. The effect was first noted in the Hβ time lags found by Peterson et al. (1991; ∼7 days) and Netzer et al. (1990; ∼20 days) for the Seyfert galaxy NGC 5548. Other examples are the longer time lag deduced for PG 0804 and PG 0953 in this paper, compared with Paper II (see above), and the different time lags in each observing season for NGC 5548 .
Bearing in mind the above points, we convert the time lags (deduced from the ICCF centroid, τ cent from Table 6 ) of the Balmer emission lines directly into BLR sizes (hereafter R BLR ) after applying a cosmological (1 + z) −1 factor. We find that time lags derived from multiple Balmer lines are consistent with each other for individual quasars. The derived linear relations are:
and
i.e., both are consistent with a slope of 1.0 and a zero intercept.
In view of this, we adopt the mean time lag measured for Hα and Hβ as the best estimate of R BLR 7 . The relatively low equivalent width of Hγ makes it more difficult to measure and we do not include it in the estimate of BLR size. In several objects only one of Hα or Hβ is available and we thus use a single line. For the Seyfert 1s we use the Hβ time lags from Wandel et al. (1999) and correct them by the (1 + z) −1 factor. We have used the same method for calculating the time lags as that used by Wandel et al. (1999) . Values for R BLR for all objects are listed in Table 7 , column (2).
Luminosity Determination
The exact shape of the spectral energy distribution (SED) of most objects in our sample is unknown. Furthermore, much of this luminosity is emitted in the unobservable far UV and there are still unsolved fundamental issues concerning the shape of the continuum (e.g., Zheng et al. 1997 , Laor et al. 1997 , and references therein). Even in those cases where multiwavelength data exist, the data are generally obtained at different epochs, and variability may render a simple integration over a wide wavelength range inappropriate. (See also a discussion by Dumont, Collin-Souffrin, & Nazarova; 1998 , that demonstrates how poorly the SED is determined for even one of the best-studied AGN, NGC 5548.) Intrinsic reddening and possible orientation effects complicate the situation and it is thus unclear what fraction of the total luminosity we are sampling.
An additional complication is the contribution of the host galaxy to the luminosity of the nucleus. While in highluminosity AGN this contribution is negligible, this is not the case in low-luminosity objects. Determining the host galaxy flux within a given spectrograph aperture is a complicated task, attempted only in a few cases (e.g., Peterson et al. 1995) . The implementation of such corrections is beyond the scope of this paper. 
3C 120 6.5 ± 27.1 ± 1.9 6 Following Wandel et al. (1999) , we use λL λ at 5100 Å (rest frame) as our luminosity measure. This luminosity is calculated assuming zero cosmological constant, deceleration parameter q 0 = 0.5, and Hubble constant H 0 = 75 km s −1 Mpc −1 (note that these values are different from the ones used by Wandel et al. 1999 ). This monochromatic luminosity can be translated into an integrated 0.1-1 µm luminosity, assuming a power-law continuum of the form f ν ∝ ν −0.5 , as in Papers I & II, by applying a correction factor of 3.1. For the 5100 Å point, we use the continuum measurement on the red side of Hβ (see wavelength ranges in column (7) of Table 2 ). The uncertainty in this value is taken to be only due to the variation range of each object, and is represented by the rms of the light curve. The observed flux has been corrected for Galactic extinction using the A B values from NED 8 (see Table 1 column [7] ) and a standard extinction curve (Savage & Mathis 1979) . Monochromatic luminosities, λL λ (5100 Å), are listed in Table 7 , column (3).
We have also tried an alternative process to determine the optical luminosity. Using line-free bands in the optical spectra, we have fitted a continuum to the mean and rms spectra of all objects. We integrated those continua over the rest frame wavelength of 4500-6000 Å to obtain the mean luminosity and its range. We have found the results to be very similar to those obtained by using the monochromatic luminosity. We have also examined the consequences of using the Hβ luminosity (rather than the optical luminosity) to represent the ionizing luminosity of each AGN. Here too, we have found the results presented below to be mostly unchanged by this choice. Below we use only λL λ (5100 Å) as our luminosity measure.
Mass Determination
To estimate the central masses of the quasars we need to assume gravitationally dominated motions of the BLR clouds
This assumption is presented in Gaskell (1988) for the Seyfert 1 galaxy NGC 4151 and is also discussed and justified by Wandel et al. (1999) and for the Seyfert 1 galaxy NGC 5548 (though see Gaskell 1996 for a more general approach). There are, however, several complications regarding the velocity field. Although it is generally believed that the line widths represent a Keplerian velocity, it is not clear how to convert the observed profile into a velocity measure, since the observed profiles are different from the ones expected from simple Keplerian orbits of arbitrary inclinations. In the absence of such information, it is common to use the restframe FWHM of the emission line. Because the broad emission lines of AGN are composed of a narrow component superposed on a broader components, a unique FWHM determination is not straightforward. In particular, deblending the components is complicated since the line profiles cannot be represented by simple analytical functions. Also, the line profiles and widths are variable as is evident, for example, in Gilbert et al. (1999) and from the spectra obtained in this study. These variations can be due to a real change in the BLR velocity field, or other reasons, such as blending with weak lines, or observational effects (e.g., inaccurate wavelength calibration, or changes in the seeing).
We use two different methods to estimate a typical velocity. In the first method, for each quasar we measure the FWHM of each line in all the spectra and calculate the mean FWHM, v FW HM (mean), and its uncertainty (rms). This empirical way of estimating the scatter accounts for all the uncertainties involved, such as spectral resolution, pixelation of the line profile, and uncertainties in continuum determination. The values are listed in Table 6 , column (7).
The second method, proposed by Peterson et al. (1998a) , uses the rms spectrum to compute the FWHM of the lines. In Like the time lags derived using Hα and Hβ, the FWHM of all lines for a given object are consistent with each other. Thus, for the PG quasars we use the average FWHM of Hα and Hβ. For the Seyfert 1 galaxies we have used the mean and rms FWHM quoted in Wandel et al. (1999) . The FWHM from the rms spectrum versus the mean FWHM from all spectra is plotted in Fig. 5 . We find the correlation to be highly significant with correlation coefficient of 0.888 . A linear fit gives the relation
which is plotted as the solid line in Fig. 5 . The two velocity estimates are similar and Peterson et al.'s (1998a) preference for the FWHM determined from the rms spectra is not empirically justified. However, in the subsequent analysis we will use both estimates of the broad-line FWHM for each object.
To determine v we correct v FW HM by a factor of √ 3/2, to account for velocities in three dimensions and for using half of the FWHM. The virial "reverberation" mass is then:
The results of this calculation are listed in columns (4) and (5) of Table 7 for v FW HM (mean) and v FW HM (rms), respectively.
5. DISCUSSION
Size-Luminosity Relation
The R BLR -luminosity relation is presented in Fig. 6 . The correlation coefficient is 0.827, and its significance level is 1.7×10 lt days (6) (solid line plotted in Fig. 6 ). Considering the Seyfert nuclei (log(λL λ (5100 Å) < ∼ 44.2), or the PG quasars alone, we find only marginally significant correlations, probably because of the narrow luminosity ranges. A significant correlation emerges only when using the whole luminosity range. The present result is remarkable for two reasons. First, earlier studies of this kind found a smaller power-law index in the BLR size-AGN luminosity relation (closer to 0.5, e.g., Koratkar & Gaskell 1991b; Wandel et al. 1999) . A line with this slope was fit to the data and is shown as a dashed line in Fig. 6 . Our result using the combined sample is not consistent with previous results. Second, under the assumptions that the shape of the ionizing continuum in AGN is independent of L, and that all AGN are characterized by the same ionization parameter and BLR density (as suggested by the similar line ratios in low-and high-luminosity sources), one expects R BLR ∝ L 0.5 . The theoretical prediction is based on the assumption that the gas distribution, and hence the mean BLR size, scales with the strength of the radiation field. Our present result suggests that those assumptions should be re-examined. This is also implied from recent models (e.g., and references therein) which show a wide distribution of properties (such as BLR density, column density, and ionization parameter) across the BLR of a single active nucleus. Therefore, a range of properties may also exist among different AGN, and the above assumptions of uniform ionization parameter and BLR density for all AGN is likely incorrect. If an effective ionization parameter can be defined, our result suggests that it may be a decreasing function of luminosity. 
FWHM-Luminosity Relation
Our sample allows us to to re-address the issue of the velocity-luminosity relation in AGN. Shuder (1984) noted that the FWHM of the Balmer lines increases with luminosity for a sample of 25 AGN. Wandel & Yahil (1985) found a correlation coefficient of 0.5 between the Hβ full width at zero intensity (FW0I) and the 4000 Å continuum luminosity for a literature compilation of 94 AGN. Joly et al. (1985;  and references therein) also reported a weak correlation between the FW0I of Hβ and the optical luminosity in a similar collection of objects. Boroson & Green (1992) note the FW0I of Hβ is quite sensitive to noise and depends strongly on the quality of the Fe II subtraction. These authors found an anticorrelation coefficient of −0.275 between the Hβ FWHM and absolute V magnitude, significant at the 99% confidence level, in a sample of 87 PG quasars. In a recent work Stirpe, Robinson, & Axon (1999) measured Hα velocities for 126 AGN and found them to weakly correlate with the luminosity.
In addressing the issue of the velocity-luminosity relation we note that our sample is not complete, especially with the inclusion of the heterogeneous Seyfert sample. The results must therefore be treated with caution. The FWHMs from the mean spectrum are plotted against the luminosity in the bottom panel of Fig. 7 . There is no significant correlation between the variables. However, if we omit the data point for the narrow line Seyfert 1, NGC 4051, which clearly deviates from the other points and highly influences the fit, we do obtain a marginally significant correlation. The correlation coefficient is −0.386, and its significance level is 2.7×10 (8) Thus, we find significant anticorrelations, in our incomplete sample, between the FWHM of the Balmer lines and the luminosity of the objects such that v FW HM ∝ L −0.27±0.01 . Our result indicates a stronger anticorrelation coefficient when v FW HM (rms) is used. While the above studies used only one epoch for each quasar in their measurements, our study uses the means of the luminosities and velocities for each object over 7.5 years, and averages both Hα and Hβ. The PG quasars' v FW HM found in this study agrees with the ones found by Boroson & Green's (1992) to within ∼10%, except for two objects (PG 1351 and PG 1704) for which we measure significantly narrower lines. If we exclude those two objects, the anticorrelation becomes weaker and its significance decreases. As the correlation we find is opposite to those found by previous studies, the issue of the velocity-luminosity relation needs further investigation, which is beyond the scope of this paper.
Mass-Luminosity Relation
Our two velocity estimates produce two mass estimates for each object (see Table 7 and § 4.3). Our mass estimates based on the determination of the FWHM from the mean spectra are plotted versus luminosity in the bottom panel of Fig. 8 . The correlation coefficient between these two parameters is 0.646 and has a significance level of 3.7×10 The results of the above two methods are not consistent. Moreover, while it is arguable that using the rms spectra to determine v is a better method (see § 4.3), the mass-luminosity correlation based on this measure is less significant. This can perhaps be attributed to the fact that the line fluxes in the rms spectra are weaker and hence the uncertainty in the corresponding FWHM larger.
Our M-L relation does not agree with the one found by Koratkar & Gaskell (1991b) of M ∝ L 0.91±0.25 , nor does it agree with the one found by Wandel et al. (1999) of M ∝ L 0.77±0.07 . However, when Wandel et al. (1999) use an unweighted linear fit they find a slope of 0.54 which is in good agreement with our result. We have used a linear regression analysis which takes into account the uncertainties in both coordinates (see § 4).
The fact that the scatter in the mass-luminosity relation is larger than that of the size-luminosity and velocity-luminosity relations may indicate that luminosity, rather than mass, is the variable that mainly determines the BLR size. In fact, from the individual size and velocity relations we expect: M ∝ v 2 R BLR ∝ (L −0.27 ) 2 L 0.7 = L 0.16 , i.e., a weak dependence of mass on luminosity, with all AGN having similar masses. In practice, we have found a somewhat stronger dependence, M ∝ L 0.5±0.1 , but with a large scatter.
The M-L relation can be expressed in terms of the Eddington luminosity, L Edd . Roughly estimating the bolometric luminos-ity as L bol ≈ 9λL λ (5100Å), we obtain an Eddington ratio of 
The Eddington limit, based on this rough estimate for L bol , is plotted as a dashed line in Fig. 8 . Some of the quasars in our sample appear to be approximately at or beyond the Eddington limit. According to Fig. 8 , the Eddington limit traces an envelope in the mass-luminosity plane (if we ignore the two lower right hand points, PG1700 and PG1704, which have very large errors). This depends, somewhat, on the factor chosen to estimate the bolometric correction, i.e. the rather uncertain slope of the unobserved UV continuum. However, if our chosen bolometric correction is realistic, we may be seeing a direct indication that AGN energy is generated by gas accretion. Wandel (1999) reviews three classes of AGN mass estimation methods. While the X-ray variability method (using the shortest time scale for global luminosity variations as the light travel time across the Schwarzschild radius) and the accretion disk modeling method (deriving an accretion disk model that best fits the observed AGN continuum) suggest that the Eddington ratio increases with luminosity, Wandel (1999) notes that the kinematic methods (such as reverberation mapping) have yet to show a similar trend. Our reverberation mapping result (equation 11) indicates for the first time that the Eddington ratio increases with luminosity.
Models that suggest the bulk of the luminosity is due to energy release via mechanisms which radiate up to a set fraction of the Eddington luminosity are not consistent with the derived mass-luminosity relation. One such model is a geometrically thin, optically thick, accretion disk that requires L/L Edd < 0.3 to be self-consistent (Laor & Netzer 1989 ). Our finding suggests that the mass accretion rate grows with luminosity much faster than the central mass, which would mean very different disk properties in low-and high-luminosity sources. Our luminosity determination is based on the monochromatic flux at 5100 Å. In the thin disk model, this monochromatic flux may represents a different fraction of the object's bolometric luminosity in AGN of different masses. Thus, it is not clear that the thin accretion disk model can be ruled out by the new results.
6. SUMMARY Spectrophotometric monitoring of a large, optically-selected quasar sample has shown clear correlations and well-defined time lags between the optical continuum and the Balmerline light curves. While the Seyfert 1 galaxies that have been studied in this manner all have optical luminosities < 1.5×10 44 ergs s −1 , the new sample allows us to measure time lags in AGN with luminosities up to 10 46 ergs s −1 . Our work increases the available luminosity range for studying the sizemass-luminosity relations in AGN by two orders of magnitude and doubles the number of objects suitable for these studies. We have combined our results for 17 quasars with data for 17 Seyfert 1 galaxies having reliable time lag measurements, and derived uniform estimates of BLR size, central masses, and luminosities for the combined sample.
Our main finding is that the BLR size scales with the 5100 Å luminosity as L 0.70±0.03 . This is significantly different from Wandel et al.'s (1999) analysis and is also in contradiction with simple theoretical expectations, both suggesting R BLR ∝ L 0.5 . We have also found that the velocity field of the BLR scales inversely with the luminosity, v FW HM ∝ L −0.27±0.01 . Combining the measured R BLR with the observed FWHMs, we have obtained a mass-luminosity relation for AGN, M ∝ L 0.5±0.1 , which, however, has a large intrinsic scatter. The M-L correlations are based on two different estimates (mean and rms) of the FWHM of the Balmer lines and are not consistent with each other, despite the fact that the two measured values for the FWHM are generally consistent. Empirically, at least, it is not obvious which method of FWHM measurement is preferable.
Our results show the usefulness of long-term monitoring of high-luminosity AGN. There is a need to expand the luminosity range to include the highest luminosity quasars and this will require some 5-10 years of observations. Follow-up studies are also needed for some of the results obtained here, such as better determinations of the gas distribution in the BLR and the exact SED of the quasars. Future work using this sample will include the study of time-variable line profiles, lags between continuum bands, the intrinsic Baldwin relation, and more.
We are grateful to Brad Peterson for supplying us with the Seyfert 1 data and for many enlightening comments and discussions, and to the referee, Martin Gaskell, for his constructive advice. Ari Laor is acknowledged for very useful discussions. We thank John Dann and the WO staff for their expert assistance with the observations throughout the years. Research at the WO is supported by grants from the Israel Science Foundation. Monitoring of PG quasars at SO was supported by NASA grant NAG 5-1630. H.N. & S.K. acknowledge financial support by the the Jake Adler Chair of Extragalactic Astronomy. S.K. acknowledges financial support by the Colton Scholarships.
