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The Liapunov method is celebrated for its strength to establish
strong decay of solutions of damped equations. Extensions to in-
ﬁnite dimensional settings have been studied by several authors
(see e.g. Haraux, 1991 [11], and Komornik and Zuazua, 1990 [17]
and references therein). Results on optimal energy decay rates un-
der general conditions of the feedback is far from being complete.
The purpose of this paper is to show that general dissipative vi-
brating systems have structural properties due to dissipation. We
present a general approach based on convexity arguments to es-
tablish sharp optimal or quasi-optimal upper energy decay rates
for these systems, and on comparison principles based on the dis-
sipation property, and interpolation inequalities (in the inﬁnite di-
mensional case) for lower bounds of the energy. We stress the fact
that this method works for ﬁnite as well as inﬁnite dimensional vi-
brating systems and as well as for applications to semi-discretized
nonlinear damped vibrating PDE’s. A part of this approach has been
introduced in Alabau-Boussouira (2004, 2005) [1,2]. In the present
paper, we identify a new, simple and explicit criteria to select a
class of nonlinear feedbacks, for which we prove a simpliﬁed ex-
plicit energy decay formula comparatively to the more general but
also more complex formula we give in Alabau-Boussouira (2004,
2005) [1,2]. Moreover, we prove optimality of the decay rates for
this class, in the ﬁnite dimensional case. This class includes a wide
range of feedbacks, ranging from very weak nonlinear dissipation
(exponentially decaying in a neighborhood of zero), to polynomial,
or polynomial-logarithmic decaying feedbacks at the origin. In the
inﬁnite dimensional case, we establish a comparison principle on
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relation. This principle relies on suitable interpolation inequali-
ties. It allows us to give lower bounds for the energy of smooth
initial data for the one-dimensional wave equation with a dis-
tributed polynomial damping, which improves Haraux (1995) [12]
lower estimate of the energy for this case. We also establish lower
bounds in the multi-dimensional case for suﬃciently smooth so-
lutions when such solutions exist. We further mention applica-
tions of these various results to several classes of PDE’s, namely:
the locally and boundary damped multi-dimensional wave equa-
tion, the locally damped plate equation and the globally damped
coupled Timoshenko beams system but it applies to several other
examples. Furthermore, we show that these optimal energy decay
results apply to ﬁnite dimensional systems obtained from spatial
discretization of inﬁnite dimensional damped systems. We illus-
trate these results on the one-dimensional locally damped wave
and plate equations discretized by ﬁnite differences and give the
optimal energy decay rates for these two examples. These optimal
rates are not uniform with respect to the discretization parame-
ter. We also discuss and explain why optimality results have to be
stated differently for feedbacks close to linear behavior at the ori-
gin.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider nonlinear vibrating damped systems, that is both ODE’s and PDE’s subjected to non-
linear dissipation arising from frictional stabilization, either locally distributed or located on a part of
the boundary in the case of PDE’s. In [1,2], we give a general method based on three combined main
tools: nonlinear integral Gronwall type inequalities which lead to decay rates, energy method and
convexity arguments to show that the energy of the solutions of dissipative second order hyperbolic
PDE’s satisﬁes such nonlinear Gronwall type integral inequalities.
The novelty of the present paper is to
• present a uniﬁed approach for deriving optimal or quasi-optimal energy decay rates for the so-
lutions of both ﬁnite and inﬁnite nonlinear dissipative systems. This result stands thanks to our
way to choose an optimal weight function w thanks to convexity arguments and in particular
to our choice of function H in (3.29). This choice, and the method are the same in spirit, in
Theorems 3.1 and 3.2 in the ﬁnite dimensional case and in Theorem 4.1 in the inﬁnite dimen-
sional case—this case being more complex to treat (see [2]). This is in this sense that we speak
of a uniﬁed approach for both ﬁnite and inﬁnite dimensional nonlinear vibrating damped equa-
tions;
• ﬁnd a sharper classiﬁcation of the behavior of the feedback at the origin through a function ΛH
given in (2.8) which leads to simpliﬁed expressions of the energy decay rates, in particular in the
case limsupx→0 ΛH (x) < 1, i.e. for feedbacks which are “away” from a linear behavior close to
the origin;
• establish optimality results for ﬁnite dimensional nonlinear dissipative systems, thanks to our
sharp estimates and to new comparison results, i.e. we characterize the asymptotic behavior of
the energy at inﬁnity, for feedbacks which are away from a linear growth close to the origin,
showing that our method gives optimal decay rates. In the inﬁnite dimensional case, our method
still gives a upper comparison criteria of the energy decay rate with the solution of a simple
ode;
• introduce a comparison principle through the dissipation relation for the energy of smooth so-
lutions in the inﬁnite dimensional case, based on appropriate interpolation inequalities. This
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nomial damping, improving a result by Haraux [12] in the one-dimensional case and giv-
ing new results in the multi-dimensional case provided that there exist suﬃciently smooth
solutions of the wave equation. Our lower estimate in the one-dimensional case uses the
regularity of solutions for smooth initial data of the one-dimensional wave equation with
a distributed polynomial damping, proved in a very elegant way by Haraux [12]. We im-
prove Haraux’ lower estimate of the energy in this case. We also establish lower bounds
in the multi-dimensional case for suﬃciently smooth solutions when such solutions exist,
which seems to be an open and interesting problem. Note that this lower bound and the
upper bound do not lead to optimality results in this situation, since these bounds are not
of same order. As far as we know, the only result in this direction is the one by Mar-
tinez and Vancostenoble [32] for a one-dimensional wave equation with boundary damp-
ing. In the ﬁnite dimensional case, the dissipation relation allows us to directly prove the
sharpest lower estimate of the energy and thus optimality results for general semilinear equa-
tions;
• give examples of application of our optimality results for energy decay rates of semi-discretized
PDE’s. We illustrate this aspect on two examples: wave and Petrowsky equations discretized by
ﬁnite difference schemes;
• discuss and explain why optimality results can probably not be formulated in such a general
framework for feedbacks close to linear growth, around the origin.
Many questions are still open connected to optimality, obtention of uniform upper energy esti-
mates with respect to the discretization parameter for semi-discretized vibrating equations, existence
of smooth solutions of nonlinearly damped wave equations in multi-dimensional cases and for smooth
domains. We indicate some of them within the paper.
We recall here that Haraux [11] was the ﬁrst to prove polynomial Gronwall type integral in-
equalities and to apply this result to provide polynomial energy decay rates for polynomial growing
feedbacks close to the origin (see also [18]). The generalized form of Gronwall type integral inequali-
ties has ﬁrst been introduced and proved, as far as we know, by the author [1,2] with applications to
obtention of energy decay rates for arbitrary growing feedbacks close to the origin (see also [25] for
a less optimal result). The interested reader can ﬁnd in [17] the modiﬁed energy method, in [20] de-
cay rates thermoelasticity and in [19,35,27,23] and the references therein, energy decay rates thanks
to nonlinear differential inequalities. Lower and upper energy estimates are proved in [12] for one-
dimensional wave equations, but these estimates do not lead to optimality results. Optimality results
for one-dimensional wave equations with boundary dampings have been established in [32,33,1,2].
Moreover, recent results on asymptotic behavior of solutions of ﬁnite dimensional nonlinear damped
systems in case of competition between the semilinearity and the dissipation, can be found in Ha-
raux [13,14] (see also Souplet [29] for special large-time behavior and critical exponents for nonlinear
ODE’s).
Let us now situate our results in the existing literature. Several very interesting results exist.
Lasiecka and Tataru [19] are to our knowledge the ﬁrst ones to derive energy decay rates without
growth assumptions on the feedback at the origin. Their argument is based on energy method, dif-
ferential inequalities and Jensen’s inequality for concave functions. Note that in [19] (see also Liu and
Zuazua [23]), a concave function h is implicitly deﬁned such that
h
(
sρ(s)
)= s2 + ρ2(s),
for s close to 0. The asymptotic behavior of the energy is then compared to the one of an ordinary
differential equation of the form S ′ + q(S) = 0 where q is deﬁned by successive implicit formulas
involving h. Explicit decay rates are provided for the exponential and polynomial cases. The behavior
of q in general situations is not given in their paper but one can use Theorem 3.4 of the present
paper, assuming that q satisﬁes the same assumption than the function H , to derive sharp estimates,
provided that q behaves as the function H of the present paper close to 0 (this is indeed the case in
the polynomial case). Note also that we gave in [2] an example of sublinear damping around 0 (but
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in [19]. In [1,2], we proceed differently than in [19]. We show that a weight function w = L−1 can be
deﬁned and chosen in (2.4) thanks to theory of convex conjugate functions in a such a way to lead
to quasi-optimal energy decay rates which improve the ones obtained previously in [19,25]. Moreover
the novelty in [1,2] is to introduce an explicit convex function H such that if the feedback ρ is
superlinear close to the origin, then H is deﬁned such that
H
(
x2
)= xg(x), x in a neighborhood of 0,
where g gives the behavior of ρ close to the origin. If the feedback ρ is sublinear close to the origin,
then one just exchanges g and g−1 in the previous deﬁnition, i.e.
H
(
x2
)= xg−1(x), x in a neighborhood of 0.
Hence, one has an explicit expression for an optimal convex function H such that
H
(
ρ2(s)
)+ H(s2) Csρ(s),
for s close to the origin.
In [25], Martinez proves the simple energy decaying formula
C
(
E(0)
)(
g−1
(
1
t
))2
, (1.1)
where C(E(0)) is a constant which depends continuously on E(0).
We proved in [2] (see Section 3) that the estimates given by our method are strictly sharper than
Martinez’s estimates for polynomial, polynomial-logarithmic and faster than polynomial but less than
exponential dampings. Hence, Martinez’s formula does not give an optimal decay rate in these cases.
This formula seems to be optimal for very fast decaying feedbacks at the origin (of exponential type).
It would be interesting to describe precisely for which types of decay it is optimal or not. Our results
in the present paper lead to an equivalent but simpler decay rate than in [2], hence they improve
the previous results of [19,25,23] for upper energy estimates and are completely new concerning
optimality in the ﬁnite dimensional case and for semi-discretized wave and Petrowsky equations.
In [32], Martinez and Vancostenoble study the case of a one-dimensional wave equation with non-
linear boundary damping. Using in a very clever way D’Alembert’s formula, they establish optimality
results. In particular in Theorem 3.1, they show for peculiar initial data (with zero velocity) that the
energy of solutions at time 2n equals v2(2tn)/2 where v is the solution of the ordinary differential
equation (3.47) given in Theorem 3.4 of the present paper. Under an additional assumption on the
behavior of the damping close to 0, they give a simpler expression of a lower bound of the energy at
time 2n. We prove in the ﬁnite dimensional case that v2(t)/2 is a lower bound of the energy for all
initial data and all nonnegative time.
It remains an open question to give lower bounds of the energy in a general inﬁnite dimensional
framework. In the situation of an internal damping, the D’Alembert’s formula is no longer satisﬁed
and one needs to ﬁnd other properties to give accurate lower bound. We consider this case. We recall
that for this case, Haraux [12] proved that the energy of solutions for smooth initial data satisﬁes
limsup
t→∞
t3/(p−1)E(t) > 0.
We prove that for smooth initial data of one-dimensional internally damped wave equation, the fol-
lowing lower estimate of the energy holds
E(t) C (t + 1)−3/(p−1)
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of the wave equation is available, but one can show that it is possible to use the dissipation relation
to produce a comparison principle through energies of solutions. This combined with an interpolation
inequality leads to the above result. Note that Haraux also used the dissipation relation to deduce
his lower estimate. We show here that it is possible to derive stronger properties from this relation,
in particular this comparison principle. We also show that this method leads to lower bounds of the
energy of suﬃciently smooth solutions in multi-dimensional situations if such regular solutions exist,
by generalizing Haraux’ arguments.
The paper is organized as follows. We present two key results in Section 2, concerning respec-
tively a simple criteria for which we can establish a simple decay formula for Liapunov-type function
satisfying a generalized Gronwall type integral inequality, and a comparison lemma that leads to
the optimality results of our paper. Section 3 is devoted to our main results on ﬁnite dimensional
damped systems: the scalar case being treated in Section 3.1, the vectorial case with applications to
semi-discretized systems in Section 3.2, and the optimality results being given in Section 3.3. Our
main results for inﬁnite dimensional systems are presented in Section 4 which is divided into four
subsections. We give the inequalities (based on energy methods) which are required to prove gener-
alized Gronwall type integral inequalities in the inﬁnite dimensional setting in Section 4.1. We then
establish a sharp upper energy decay rate for abstract second semilinear equations subjected to a
globally distributed dissipation with arbitrary growth at the origin in Section 4.2.1 and give lower
bounds of the energy of smooth solutions in Section 4.2.2 in case of polynomial internal damping. We
recall the geometric conditions which are required in case of locally distributed and boundary dissi-
pation in Section 4.3. Under these conditions, we establish sharp upper energy decay rated for several
examples of PDE’s subjected to either locally distributed or boundary feedbacks, namely: wave, plate,
and coupled Timoshenko beams equations. We give examples of energy decay rates for different pro-
totypes of feedback growth in Section 5. We discuss our results and indicate some open problems in
Section 6. Finally, we give the proofs of the results presented in former sections in Section 7.
2. Two new key results
We ﬁrst start with two ﬁrst key results in the following subsection which are of importance in
themselves and may be used in other frameworks. The results presented in this paper strongly rely
on the new ideas stated respectively in Theorem 2.3 and in Lemma 2.4.
The ﬁrst result identiﬁes a way to classify decay of feedbacks, through the behavior of ΛH at 0
and to give a simple and explicit formula of decay of absolutely continuous nonnegative functions
satisfying a general nonlinear Gronwall type integral inequality linked to the feedback.
The second result is fundamental for optimality results. It allows us to characterize the behavior
at inﬁnity of the energy E of solutions of nonlinear ﬁnite dimensional vibrating damped systems as
E = O (v2) uniformly for large time where v is the solution of the ordinary scalar differential equation
v ′ + ng(v) = 0
with the initial condition v(0) = √2E(0), n being the dimension of the ﬁnite dimensional system
and where g is the feedback for n = 1 and is connected to the feedback in a simple way for n > 1
(see (HVO1)).
Before to state the ﬁrst key result, we recall the following result proved in [1,2]. Let η > 0 and
T0 > 0 be ﬁxed given real numbers and L be a strictly increasing function from [0,+∞) on [0, η),
with L(0) = 0 and limy→+∞ L(y) = η.
For any r ∈ (0, η), we deﬁne a function Kr from (0, r] on [0,+∞) by:
Kr(τ ) =
r∫
dy
yL−1(y)
, (2.2)τ
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[ 1
L−1(r) ,+∞) by:
ψr(z) = z + Kr
(
L
(
1
z
))
 z, ∀z 1
L−1(r)
. (2.3)
Then, we have the following nonlinear Gronwall type result proved in [2]:
Theorem 2.1.We assume that E is a nonincreasing, absolutely continuous function from [0,+∞) on [0,+∞),
satisfying 0< E(0) < η and the inequality
T∫
S
E(t)L−1
(
E(t)
)
dt  T0E(S), ∀0 S  T . (2.4)
Then E satisﬁes the following estimate:
E(t) L
(
1
ψ−1r ( tT0 )
)
, ∀t  T0
L−1(r)
, (2.5)
where r is any real such that
1
T0
+∞∫
0
E(τ )L−1
(
E(τ )
)
dτ  r  η.
Thus, we have limt→+∞ E(t) = 0, the decay rate being given by the estimate (2.5).
When applied in the context of dissipative second order evolutionary systems, the above nonlinear
Gronwall integral inequality can be combined with convexity arguments as shown in [2], in the sense
that the function L is linked to the convex conjugate of a function H depending itself on the feedback.
Under the assumption that H stays away from a linear behavior at the origin, we will now give
a much simpler decay rate of absolutely continuous nonnegative functions E satisfying nonlinear
Gronwall inequalities.
Prior to this, we need to recall some deﬁnitions and introduce some notation. We recall that if φ
is a proper convex function from R on R∪ {+∞}, then its convex conjugate φ is deﬁned as:
φ(y) = sup
x∈R
{
xy − φ(x)}.
We also ﬁrst summarize some properties of L, Λ and the function φ deﬁned in (2.13) which will
be necessary for the formulation of our ﬁrst key result. Most of the properties on L are established
in [2] but in a somehow different context. We prefer therefore to reformulate the requested results
for clarity in the next proposition, which proof is left to the reader.
Proposition 2.2. Let H be a given strictly convex C1 function from [0, r20] to R such that H(0) = H ′(0) = 0,
where r0 > 0 is suﬃciently small.
We deﬁne
Ĥ(x) =
{
H(x), if x ∈ [0, r20],
+∞, if x ∈R− [0, r2], (2.6)0
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L(y) =
{
Ĥ(y)
y , if y ∈ (0,+∞),
0, if y = 0,
(2.7)
where Ĥ stands for the convex conjugate function of Ĥ .
We also deﬁne a function ΛH on (0, r20] by
ΛH (x) = H(x)
xH ′(x)
. (2.8)
Then the following properties hold:
• L is the strictly increasing continuous onto function from [0,+∞) on [0, r20) given by:
L(y) =
⎧⎨⎩ (H
′)−1(y) − H((H ′)−1(y))y , if y ∈ [0, H ′(r20)],
r20 − H(r
2
0)
y , if y ∈ [H ′(r20),+∞).
(2.9)
• L is differentiable on (0, H ′(r20)) and
L′(v) = H((H
′)−1(v))
v2
, v ∈ (0, H ′(r20)). (2.10)
• L satisﬁes also
L(v) = (H ′)−1(v)(1− ΛH((H ′)−1(v))), (2.11)
and in particular
L
(
H ′
(
r20
))
 r20. (2.12)
• ΛH (x) ∈ [0,1] for all x ∈ [0, r20] and the function φ deﬁned by
φ(x) = H ′(x) − H(x)
x
(2.13)
is positive on (0, r20] and vanishes at x = 0.• Moreover all the above results are still valid in the case r0 = ∞ replacing the closed right intervals by open
right intervals of extremity +∞. In particular replacing H ′(r20) by ∞.
Remark. The assumptions on H can be weakened. In particular, the above deﬁnitions still make sense
if H is only assumed to be convex in a neighborhood of 0, to vanish at 0 and to be nonnegative in a
neighborhood of 0. But in this latter case, no explicit decay rates will be found. We prefer here to give
suﬃcient conditions which lead to explicit quasi-optimal energy decay rates under still very general
assumptions on the feedbacks.
Depending on the behavior of the function ΛH at the origin, we can establish the following easier
energy decay rates for Case 1 and Case 2 below.
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where r0 > 0 is suﬃciently small. We deﬁne Ĥ by (2.6), L by (2.7) and ΛH by (2.8).
Let E be a given nonincreasing , absolutely continuous, nonnegative real function deﬁned on [0,+∞),
T0 > 0 be a ﬁxed real number and β > 0 a given real number such that E satisﬁes the nonlinear Gronwall
inequality
0<
E(0)
2L(H ′(r20))
 β, (2.14)
and
T∫
S
E(t)L−1
(
E(t)
2β
)
dt  T0E(S), ∀0 S  T . (2.15)
Then we have the following general decay rate
E(t) 2βL
(
1
ψ−1r ( tT0 )
)
, ∀t  T0
H ′(r20)
, (2.16)
where
ψr(x) = 1
H ′(r20)
+
H ′(r20)∫
1
x
1
v2(1− ΛH ((H ′)−1(v))) dv, x
1
H ′(r20)
. (2.17)
Moreover, depending on a more precise behavior of ΛH close to 0, we have the following simpler energy decay
formulas
Case 1. Assume that limsupx→0+ ΛH (x) < 1.
Then E decays at inﬁnity as follows:
E(t) 2β
(
H ′
)−1( DT0
t
)
, (2.18)
for t suﬃciently large and where D is a positive constant which does not depend on E(0).
Case 2. Assume that limsupx→0+ ΛH (x) = 1 and that ΛH is nonincreasing in a neighborhood of 0.
Then E decays at inﬁnity as follows:
E(t) 2βα(t)
(
1− ΛH
(
α(t)
))
, (2.19)
for t suﬃciently large and with
α(t) = φ−1
(
DT0
t
)
, (2.20)
where D is a positive constant which does not depend on E(0).
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respectively H ′(r20) by ∞ and 1/H ′(r20) by 0 in (2.17).
Remark. We conjecture that the estimate (2.19) of Case 2 may be weaker than the estimate in the
general case (2.16).
A key result for optimality.
The following result will be determinant for optimality results.
Lemma 2.4. Let H be a given strictly convex C1 function from [0, r20] to R such that H(0) = H ′(0) = 0, where
r0 > 0 is suﬃciently small and deﬁne ΛH as in (2.8).
Let z be the solution of the ordinary differential equation:
z′(t) + κH(z(t))= 0, z(0) = z0, t  0, (2.21)
where z0 > 0 and κ > 0 are given. Then z(t) is deﬁned for every t  0 and decays to 0 at inﬁnity. Moreover
assume that either
0< lim inf
x→0 ΛH (x) limsupx→0
ΛH (x) < 1, (2.22)
or that there exists μ > 0 such that
0< lim inf
x→0
(
H(μx)
μx
z1∫
x
1
H(y)
dy
)
, and limsup
x→0
ΛH (x) < 1, (2.23)
for a certain z1 ∈ (0, z0] (arbitrary). Then there exists T1 > 0 such that for all R > 0 there exists a constant
C > 0 such that
(
H ′
)−1( R
t
)
 C2z(t), ∀t  T1. (2.24)
3. Main results for ﬁnite dimensional nonlinear dissipative systems
We ﬁrst give in the two next subsections the sharp upper estimates of the energy using con-
vexity properties combined with the nonlinear Gronwall inequality stated in Theorem 2.3. The ﬁrst
subsection treats the scalar case, the second one the vectorial case.
3.1. The scalar case
We consider the scalar case:
u′′ + νu + f (u) + ρ(u′)= 0, (3.25)
where ν > 0 and u is a scalar unknown.
We set
F (s) =
s∫
f (σ )dσ , (3.26)0
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∃μ > 0 such that 0 F (s)μsf (s), ∀s ∈R. (3.27)
We deﬁne the energy of a solution u as:
E(t) = 1
2
(∣∣u′(t)∣∣2 + ν∣∣u(t)∣∣2)+ F (u). (3.28)
Thanks to our assumption (3.27), the energy is nonnegative on the maximal interval of existence of
solutions. We assume that the feedback satisﬁes the assumption
(HS1)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ρ ∈ C(R), is monotone increasing, ρ(0) = 0,
∃ a strictly increasing odd function g such that
c|s| ∣∣ρ(s)∣∣ C |s|, ∀|s|  1,
cg
(|s|) ∣∣ρ(s)∣∣ Cg−1(|s|), ∀|s| 1,
∃r0 > 0 such that g ∈ C1
([0, r0]), g(0) = g′(0) = 0,
where g−1 denotes the inverse function of g and where c, C are positive constants.
Theorem 3.1. Assume that f is a continuous and locally Lipschitz function on R which satisﬁes (3.27), and
that ρ satisﬁes (HS1). We deﬁne a function H by
H(x) = √xg(√x ), x ∈ [0, r20] (3.29)
and assume that H is strictly convex on [0, r20]. We also deﬁne Ĥ by (2.6), L by (2.7) and ΛH by (2.8). Let
(u0,u1) ∈R2 , satisfying 0< |u1|+|u0| be given, u be the solution of the Cauchy problem (3.25) corresponding
to this initial data, and E be its energy. Then E satisﬁes the general decay rate (2.16), where β and T0 are
deﬁned respectively by
β =max
(
2
θ
+ C
2
2νθ2
,
E(0)
2r20(1− ΛH (r20))
)
(3.30)
and
T0 =
(
4√
νθ
+ 4
θc
+ C
νθ2
)[
1+ H ′(r20)], (3.31)
with
θ = min
(
1,
1
2μ
)
(3.32)
and where ψr is given by (2.17).
Moreover, if we further assume that limsupx→0+ ΛH (x) < 1, then E decays at inﬁnity as (2.18), for t
suﬃciently large and where β , T0 are deﬁned respectively by (3.30) and (3.31) and where ψr is given by
(2.17).
Moreover if r0 = ∞, that is if the function H as deﬁned by (3.29) is strictly convex on [0,∞). Then the
above results are valid replacing the deﬁnition of β and T0 respectively by
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θ
+ C
2
2νθ
, (3.33)
and
T0 =
(
4√
νθ
+ 4
θc
+ C
νθ
)[
1+ w(E(0))], (3.34)
where w is deﬁned by
w(s) = L−1
(
s
2β
)
, ∀s ∈ [0,2βr20). (3.35)
3.2. The vectorial case. Application to discretized inﬁnite dimensional dissipative systems
The extension of the former results to a vectorial case is motivated by discretization of hyperbolic
dissipative systems. Let us consider a frictional dissipative wave equation in the one-dimensional
space domain (0,1),⎧⎪⎨⎪⎩
∂2t u(t, x) − ∂2x u(t, x) + f
(
x,u(t, x)
)+ ρ(x, ∂tu(t, x))= 0, 0< t, 0< x < 1,
u(t, x) = 0, for x = 0, x = 1, 0< t,
u(0, x) = u0(x), ∂tu(0, x) = u1(x), 0< x < 1.
(3.36)
We assume that this system is dissipative, thus ρ is monotone nondecreasing with respect to the
second variable and ρ(.,0) = 0.
A semi-discretization of the above equation in space, with for instance a uniform mesh xi = ih for
i = 0, . . . ,n + 1 with a parameter of discretization h = 1/(n + 1), gives the ﬁnite dimensional system⎧⎪⎪⎨⎪⎪⎩
u′′i −
ui+1 + ui−1 − 2ui
h2
+ f i(ui) + ρi
(
u′i
)= 0, 0< t, i = 1, . . . ,n,
u0(t) = un+1(t) = 0, 0< t,
ui(0) = ui,0, u′i(0) = ui,1, i = 1, . . . ,n,
(3.37)
where ui is a function of t which stands for an approximation of the solution u at point xi and where
f i(s) = f (xi, s) and ρi(s) = ρ(xi, s) for all s ∈ R. Thanks to our assumption that the system (3.36)
is dissipative, we check easily that its discretized version (3.37) is also dissipative. Several questions
raise. In the case of linear dissipation, Zuazua [31] (see also [36]) proved that the above discretization
does not lead to uniform decay rates with respect to the parameter h of discretization. Recently,
adapted numerical schemes have been proposed by Zuazua and Ervedoza [10], Munch and Pazoto
[26] (see also the references therein). Our motivation is to extend our optimal energy decay rates for
nonlinear dissipation to the discretized system.
The system (3.37) can be written in the abstract ﬁnite dimensional form given by
u′′ + Au + f (u) + ρ(u′)= 0, (3.38)
where the unknown u ∈Rn , f and ρi are deﬁned as above and where the matrix A is given by
A = h−2
⎛⎜⎝
2 −1 0 . . . 0
−1 2 −1 . . . 0
. . . . . . . . . . . . . . .
⎞⎟⎠ .
0 . . . 0 −1 2
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∂2t u(t, x) + ∂4x u(t, x) + f
(
x,u(t, x)
)+ ρ(x, ∂tu(t, x))= 0, 0< t, 0< x < 1,
u(t, x) = ∂2x u(t, x) = 0, for x = 0, x = 1, 0< t,
u(0, x) = u0(x), ∂tu(0, x) = u1(x), 0< x < 1.
(3.39)
We assume that this system is dissipative, thus ρ is monotone nondecreasing with respect to the
second variable and ρ(.,0) = 0.
A semi-discretization of the above equation in space, with for instance a uniform mesh xi = ih for
i = 0, . . . ,n + 1 with a parameter of discretization h = 1/(n + 1), gives the ﬁnite dimensional system⎧⎪⎪⎨⎪⎪⎩
u′′i +
ui+2 + ui−2 − 4(ui+1 + ui−1) + 6ui
h4
+ f i(ui) + ρi
(
u′i
)= 0, 0< t, i = 1, . . . ,n,
u0(t) = un+1(t) = 0, u−1 = −u1, un+2 = −un, 0< t,
ui(0) = ui,0, u′i(0) = ui,1, i = 1, . . . ,n,
(3.40)
where ui is a function of t which stands for an approximation of the solution u at point xi and
where f i(s) = f (xi, s) and ρi(s) = ρ(xi, s) for all s ∈R. Thanks to our assumption the system (3.39) is
dissipative, so that its discretized version (3.40) is also dissipative.
The system (3.40) can be written in the abstract ﬁnite dimensional form given by (3.38), where
the unknown u ∈Rn , f and ρi are deﬁned as above and where the matrix A is given by
A = h−4
⎛⎜⎝
5 −4 1 0 . . . 0
−4 6 −4 1 . . . 0
. . . . . . . . . . . . . . .
0 . . . 0 1 −4 5
⎞⎟⎠ .
Thus we consider in this subsection the abstract system (3.38) for a general matrix A that satisﬁes
some assumptions given below. We need some notation. We denote respectively by 〈 , 〉 and | · | the
euclidian scalar product and norm in Rn . We also denote by v = (v1, . . . , vn) vectors in Rn . Let A be
a real symmetric deﬁnite positive matrix of order n. Thus, there exists α0 > 0 such that∣∣A1/2ξ ∣∣2  α0|ξ |2, ∀ξ ∈Rn. (3.41)
We assume that the feedback has the form:
ρ : v = (v1, . . . , vn) ∈Rn →
(
ρ1(v1), . . . , ρn(vn)
)
.
We also assume that f is a vectorial function of the form:
f (u) = ( f1(u1), . . . , fn(un)), ∀u = (u1, . . . ,un) ∈Rn.
We deﬁne the energy of a solution of (3.38) by
E(t) = 1
2
(∣∣u′(t)∣∣2 + ∣∣A1/2u(t)∣∣2)+ F (u), (3.42)
where
F (u) =
n∑
Fi(ui),
i=1
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Fi(ui) =
ui∫
0
f i(σ )dσ .
We assume that the semilinearity satisﬁes
∃μ > 0 such that 0 F (ξ)μ〈ξ, f (ξ)〉, ∀ξ ∈Rn. (3.43)
Moreover, we assume that the feedback ρ satisﬁes the assumption:
(HV1)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ρi ∈ C(R) and is monotone increasing, sρi(s) 0, ∀s ∈R, ∀i = 1, . . . ,n,
∃ a strictly increasing odd function g such that
c|s| ∣∣ρi(s)∣∣ C |s|, ∀|s| 1, s ∈R,
cg
(|s|) ∣∣ρi(s)∣∣ Cg−1(|s|), ∀|s| 1, s ∈R, ∀i = 1, . . . ,n,
∃r0 > 0 such that g ∈ C1
([0, r0]), g(0) = g′(0) = 0,
where g−1 denotes the inverse function of g and where C is a positive constant.
Theorem 3.2. Assume that f is continuous and locally Lipschitz on Rn and satisﬁes (3.43). Assume also that
ρ satisﬁes (HV1). Moreover we assume that the function H deﬁned in (3.29) is strictly convex on [0, r20]. We
also deﬁne Ĥ by (2.6), L by (2.7) and ΛH by (2.8). Let (u0,u1) ∈ (Rn)2 , satisfying 0 < |u1| + |u0|, u be the
solution of the Cauchy problem (3.38) corresponding to this initial data, and E its energy. Then E satisﬁes the
general decay rate (2.16), where ψr is deﬁned by (2.17), and β and T0 are respectively given by
β =max
(
n
(
2
θ
+ C
2
2α0θ2
)
,
E(0)
2r20(1− ΛH (r20))
)
, (3.44)
and
T0 =
(
4√
α0θ
+ 4
θc
+ C
α0θ2
)[
1+ H ′(r20)]. (3.45)
Moreover, if we further assume that limsupx→0+ ΛH (x) < 1, then E decays at inﬁnity as in (2.18) for t suﬃ-
ciently large where β and T0 are respectively given by (3.44) and (3.45).
Finally in the case where r0 = ∞ that is when H is strictly convex on [0,∞), then a similar conclusion to
that of Theorem 3.1 (case r0 = ∞) holds.
Applying this result to the two examples of semi-discretization of a wave and Petrowsky equation,
we obtain the following result
Corollary 3.3. Assume that the vectorial functions deﬁned by fi(.) = f (xi, .) and ρ(.) = ρ(xi, .) for
i = 1, . . . ,n satisfy the hypotheses of Theorem 3.2, where the points xi , i = 1, . . . ,n denotes the discretization
points. Then the energy of the solutions of the semi-discretizedwave equation (3.37) and of the semi-discretized
plate equation (3.40) satisfy the energy decay rates given in Theorem 3.2.
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Also note that the sharp upper energy decay rates given above are not uniform with respect
to the discretization parameter h, since α0 = O (h−2), whereas n = O (h−1), so that β = β(h) =
max(C1h−1,C2E(0)) where Ci > 0 are constants which do not depend on h.
3.3. Optimality of energy decay rates for ﬁnite dimensional systems
The scalar case.
We consider the equation
u′′ + νu + f (u) + g(u′)= 0. (3.46)
Theorem 3.4. Assume that f is continuous and locally Lipschitz on R and satisﬁes (3.27). Assume also that g
satisﬁes
(HO1)
⎧⎪⎨⎪⎩
g ∈ C(R) is a strictly increasing odd function, such that
c|s| ∣∣g(s)∣∣ C |s|, ∀|s| 1,∣∣g(s)∣∣ Cg−1(|s|), ∀|s| 1,
where C is a positive constant. We also assume that the function g is such that there exists r0 > 0, g is of class
C1 in [0, r0] and g(0) = g′(0) = 0. Moreover, we assume that the function deﬁned by (3.29) is strictly convex
on [0, r20]. We deﬁne ΛH by (2.8). Let u be a solution of (3.46), and E be its energy deﬁned by (3.28). Let also
v be the solution of the ordinary differential equation:
v ′(t) + g(v(t))= 0, v(0) =√2E(0), t  0. (3.47)
Then the following estimate holds
1
2
v2(t) E(t), ∀t  0. (3.48)
Moreover the following properties hold.
Property (i): If (2.22) holds, then the following estimates hold
1
2
v2(t) E(t) C2v2(t) for t suﬃciently large, (3.49)
where C2 is a positive constant.
Or equivalently, we have
E(t) = O (v2(t))= O((H ′)−1( D
t
))
uniformly with respect to t, (3.50)
where D is a positive constant.
Property (ii): If there existμ > 0 and z1 ∈ (0, E(0)] such that (2.23) holds, then the estimates (3.49) hold,
as well as equivalently (3.50).
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We consider the system (3.38), where A is a real symmetric deﬁnite positive matrix of order n,
satisfying (3.41). We assume that the feedback ρ has the form:
ρ : v = (v1, . . . , vn) ∈Rn →
(
g1(v1), . . . , gn(vn)
)
.
We also assume that f is a vectorial function of the form:
f (u) = ( f1(u1), . . . , fn(un)), ∀u = (u1, . . . ,un) ∈Rn.
The energy of a solution of (3.38) is deﬁned by (3.42), where F is deﬁned by
F (u) =
n∑
i=1
Fi(ui),
with
Fi(ui) =
ui∫
0
f i(σ )dσ .
Theorem 3.5. Assume that f is continuous and locally Lipschitz onR and satisﬁes (3.43). Assume also thatρ
satisﬁes
(HOV1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
gi ∈ C(R) and is monotone increasing, sgi(s) 0, ∀s ∈R, ∀i = 1, . . . ,n,
∃ a strictly increasing odd function g such that
c|s| ∣∣gi(s)∣∣ C |s|, ∀|s| 1, s ∈R,
cg
(|s|) ∣∣gi(s)∣∣ k1g(|s|), ∀s ∈R, ∀i = 1, . . . ,n,∣∣g(s)∣∣ k2g−1(|s|), ∀|s| 1, s ∈R, ∀i = 1, . . . ,n,
∃r0 > 0 such that g ∈ C1
([0, r0]), g(0) = g′(0) = 0,
where g−1 denotes the inverse function of g and where ki are positive constants for i = 1,2. Moreover, we
assume that the function deﬁned by (3.29) is strictly convex on [0, r20] and we deﬁne ΛH by (2.8). Let u be a
solution of (3.38), and E be its energy deﬁned by (3.42). Then the lower energy estimate (3.48) holds. Moreover
the following properties hold.
Property (i): If (2.22) holds, then the following estimates hold
1
2
v2(t) E(t) C2v2(t), for t suﬃciently large, (3.51)
where C2 is a positive constant and v is the solution of the ordinary differential equation:
v ′(t) + nk1g
(
v(t)
)= 0, v(0) =√2E(0), t  0. (3.52)
Or equivalently, we have
E(t) = O (v2(t))= O((H ′)−1( D
t
))
uniformly with respect to t, (3.53)
where D is a positive constant.
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as well as equivalently (3.53).
Note that if (HVO1) holds, then assumption (HV1) is satisﬁed with ρi = gi and C = k1k2.
From the above theorem, we deduce easily the following corollary.
Theorem 3.6. Assume that the vectorial functions deﬁned by fi(.) = f (xi, .) and ρ(.) = ρ(xi, .) for
i = 1, . . . ,n satisfy the hypotheses of Theorem 3.5, where the points xi , i = 1, . . . ,n denotes the discretization
points. Furthermore, we assume that g involved in (HVO1) is such that (2.22) holds or that there exists μ > 0
and z1 ∈ (0, E(0)] such that (2.23) holds, then the energies of the solution of (3.37) and (3.40) satisfy the
estimates (3.51), as well as equivalently (3.53). Hence, the upper energy decay rates given in Theorem 3.2 are
optimal for both semi-discretized systems.
Remark. The decay rate given in the above theorem depends on n and thus on the discretization pa-
rameter h. They are not uniform in h. In particular, for prescribed initial data, the constant β behaves
as C/h where C depends on the initial data but not on h.
4. Main results for inﬁnite dimensional nonlinear frictional dissipative systems
Case of internal distributed nonlinear frictional feedbacks.
Let Ω be a bounded open subset of RN with a smooth boundary denoted by Γ and ω be an open
subset of Ω of positive measure.
We set H = L2(Ω) and denotes by | · |H the L2-norm on Ω in all what follows. We consider the
following second order equation:
u′′(t)(.) + Au(t)(.) + f (u) + B(.,u′(t)(.))= 0, t > 0,
u(0)(.) = u0(.), u′(.) = u1(.), (4.54)
where A is a coercive selfadjoint densely deﬁned linear unbounded operator in H , with domain D(A).
We set V = D(A1/2). Thus, there exists a constant α1 > 0 such that∣∣A1/2u∣∣2  α1|u|2, ∀u ∈ V . (4.55)
We set
F (s) =
s∫
0
f (σ )dσ , (4.56)
and assume that the semilinearity f is satisﬁes (as in [34])⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f ∈ C1(R),
∃μ > 0 such that 0 F (s)μsf (s), ∀s ∈R,
∃C > 0 and q such that q > 1, (N − 2)q N with∣∣ f (x) − f (y)∣∣ C(1+ |x|q−1 + |y|q−1)|x− y|, ∀x, y ∈R.
(4.57)
The operator B is the monotone continuous operator deﬁned from Ω × H on H , by
B(., v) = ρ(., v). (4.58)
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(HLD)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ρ ∈ C(Ω ×R) and is monotone increasing with respect to the second variable,
∃a ∈ C(Ω), a 0 on Ω and a strictly increasing odd function g ∈ C1(R) such that
a(x)|v| ∣∣ρ(x, v)∣∣ Ca(x)|v|, ∀x ∈ Ω, if |v| 1,
a(x)g
(|v|) ∣∣ρ(x, v)∣∣ Ca(x)g−1(|v|), ∀x ∈ Ω, if |v| 1,
a(x) a− > 0, ∀x ∈ ω,
where g−1 denotes the inverse function of g and where C is a positive constant.
The globally distributed case corresponds to ω = Ω , whereas in the locally distributed case ω = Ω .
The above abstract equation can as well represent Petrowsky equation or the system of linear
elasticity.
Case of nonlinear boundary frictional feedbacks.
Let {Γ0,Γ1} be a partition of Γ such that Γ 0 ∩Γ 1 = ∅ and x0 is a point in RN such that m · ν  0
on Γ0 and m · ν  0 on Γ1.
In this case, V , and H will denote separable real Hilbert spaces such that the injection V ⊂ H is
dense, compact and continuous.
We identify H with its dual space, so that the injections V ⊂ H ⊂ V ′ hold and are continuous,
dense and compact. We denote by A the duality mapping from V on V ′ . To avoid too many notations,
we still denote by A the unbounded operator on H deﬁned by the restriction of A to D(A) = {φ ∈ V ,
Aφ ∈ H}. We consider the second order equation (4.54) where the operator B is the operator deﬁned
from Γ1 × V on V ′ , by
〈
B(., v), z
〉= ∫
Γ1
ρ(., v)z dγ . (4.59)
In the boundary case, we assume that the feedback ρ satisﬁes
(HBC)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ρ ∈ C(Γ1 ×R) and is monotone increasing with respect to the second variable,
∃a ∈ C(Γ1), a a− on Γ1 and a strictly increasing odd function g ∈ C1(R) such that
a(x)|v| ∣∣ρ(x, v)∣∣ Ca(x)|v|, ∀x ∈ Γ1, if |v| 1,
a(x)g
(|v|) ∣∣ρ(x, v)∣∣ Ca(x)g−1(|v|), ∀x ∈ Γ1, if |v| 1,
where a− > 0 is a constant.
In both cases, we deﬁne the energy by
E(t) = 1
2
(∣∣u′(t)∣∣2H + 〈Au(t),u(t)〉)+ 〈F (u),1〉, (4.60)
where 1 stands here for the constant function 1 over Ω .
4.1. Nonlinear Gronwall type inequality in the inﬁnite dimensional case
We recall the following result that we prove in [2, Theorem 2.5, Theorem 2.6]. We obtain this
result due to our way to choose an optimal weight function w using convexity arguments and in
particular to our choice of function H in (3.29). Its proof follows the same line, in a more complex
way—since it has to be proved in an inﬁnite dimensional setting—than the proof of estimate of linear
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method gives a uniﬁed approach for both ﬁnite and inﬁnite dimensional nonlinear vibrating damped
equations.
Theorem 4.1. We consider either the case of internal distributed feedback or the boundary feedback case. In
the internal distributed (resp. boundary) case, we assume hypothesis (HLD) (resp. (HBC)). In both cases, we
assume that the function g is odd, strictly increasing and of class C1 in [0, r0] and g(0) = g′(0) = 0 and we
note that we can choose, without loss of generality, r0 ∈ (0,1) such that g(r0) < 1. Moreover, we assume that
the function deﬁned by (3.29) is strictly convex on [0, r20]. Let δi > 0 for i = 1, 2, 3 and (u0,u1) ∈ D(A)× V ,
satisfying 0< |u1|2H +|A1/2u0|2H be given.We denote by w the nonnegative C1 and strictly increasing function
deﬁned from [0, r20) onto [0,+∞) by
w(s) = L−1
(
s
2β
)
, ∀s ∈ [0,2βr20), (4.61)
where β is of the form β = max(η1, η2E(0)). The precise formulas are given by (5.47) (resp. (5.90)) in [2]
for locally distributed (resp. boundary) damping. The constant η1 > 0 depends on the numbers δi , and for the
locally distributed (resp. boundary) case, on the measures of ω, Ω (resp. of Γ1 , and Γ ). The constant η2 > 0
depends on L(H ′(r20)).
In the internal distributed case, we assume that the energy E deﬁned by (4.60) associated to the solutions
of (4.54) satisﬁes
T∫
S
w
(
E(t)
)
E(t)dt  δ1E(S)w
(
E(S)
)+ δ2 T∫
S
w
(
E(t)
)( ∫
Ω
∣∣ρ(x,u′(t)(x))∣∣2 dx)dt
+ δ3
T∫
S
w
(
E(t)
)( ∫
ω
∣∣u′(t)(x)∣∣2 dx)dt. (4.62)
In the boundary case, we assume that the energy E of the solutions of (4.54) satisﬁes
T∫
S
w
(
E(t)
)
E(t)dt  δ1E(S)w
(
E(S)
)+ δ2 T∫
S
w
(
E(t)
)( ∫
Γ1
∣∣ρ(x,u′(t)(x))∣∣2 dx)dt
+ δ3
T∫
S
w
(
E(t)
)( ∫
Γ1
∣∣u′(t)(x)∣∣2 dx)dt. (4.63)
Then E satisﬁes the nonlinear integral inequality (2.15) and as a consequence of Theorem 2.1, E satisﬁes the
general decay estimate (2.16).
Remark. Theorems 2.5 and 2.6 in [2] are stated in the case f ≡ 0 but the proofs of both theorems
are valid directly for nonvanishing semilinearities.
Combining this result with Theorem 2.3, we directly deduce the following corollary.
Corollary 4.2.We assume the hypotheses of Theorem 4.1 and deﬁne H, Ĥ , and L,w as above. We also assume
that (4.62) (resp. (4.63)) holds in the internal distributed (resp. boundary) case. Then, we have the following
relations:
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2
(
g(
√
x)√
x
+ g′(√x )
)
, x ∈ [0, r20], (4.64)
ΛH (x) =
2g(
√
x )√
x
g(
√
x )√
x
+ g′(√x )
, (4.65)
and
φH (x) = 1
2
(
g′(
√
x ) − g(
√
x )√
x
)
. (4.66)
Moreover the energy E satisﬁes the following decay rates:
In the general case, E satisﬁes the decay rate (2.16), where ψr is given by (2.17).
If g is such that:
lim inf
x→0
xg′(x)
g(x)
> 1, (4.67)
then E decays at inﬁnity as in (2.18).
If g is such that:
lim inf
x→0
xg′(x)
g(x)
= 1 (4.68)
and ΛH is nonincreasing in a neighborhood of 0, then E decays at inﬁnity as in (2.19).
Moreover combining Theorem 4.1 with Lemma 2.4, we directly deduce the following result:
Theorem 4.3.We assume the hypotheses of Theorem 4.1 and deﬁne H, Ĥ , and L,w as above. We also assume
that (4.62) (resp. (4.63)) holds in the internal distributed (resp. boundary) case. Let u be a solution of (4.54),
and E be its energy deﬁned by (4.60). Then if (2.22) or (2.23) (for a certain μ > 0 and z1 ∈ (0, E(0)]) hold,
the energy decays as
E(t) C2v2(t) for t suﬃciently large, (4.69)
where C2 is a positive constant and v is the solution of the ordinary differential equation (3.47).
4.2. On globally distributed feedbacks
From, the above results and our former results in [2], we see that one main point in deriving en-
ergy decay rates, is to establish energy inequalities of the form given in (4.62) for globally distributed
dissipation and (4.63) for boundary dissipation. Such estimates can be proved by energy methods
based on the choice of appropriate multipliers. That is also in this step that geometric (multiplier)
conditions are required as will be recalled in the next subsection. The multipliers depend on the
solution of the equation, and in general, they cannot be expressed in an abstract form for locally
distributed and boundary dissipation.
In the globally distributed case, an appropriate multiplier can be given for the abstract equation. It
is simply the solution u of the abstract equation. Thanks to this, we can prove the following general
result.
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Theorem 4.4. Assume hypothesis (HLD)withω = Ω . We also assume that f satisﬁes (4.57) and that g is odd,
strictly increasing and of class C1 in [0, r0] with g(0) = g′(0) = 0. We also note that we can choose, without
loss of generality, r0 ∈ (0,1) such that g(r0) < 1. Moreover, we assume that the function deﬁned by (3.29) is
strictly convex on [0, r20]. Then the energy E of any solution u of (4.54) such that 0 < E(0) satisﬁes (4.62). As
a corollary, E satisﬁes the estimate (2.16), where ψr is given by (2.17). If g is such that (4.67) holds, then E
decays at inﬁnity as in (2.18).
Moreover, if g is such that (4.68) holds and if and ΛH is nonincreasing in a neighborhood of 0, then E
decays at inﬁnity as in (2.19). Moreover, if (2.22) or (2.23) (for a certain μ > 0 and z1 ∈ (0, E(0)]) hold,
the energy decays as (4.69) where C2 is a positive constant and v is the solution of the ordinary differential
equation (3.47).
4.2.2. Lower energy decay rates in inﬁnite dimensional cases and for polynomial dampings
The spatial one-dimensional case.
We consider the equation
⎧⎪⎨⎪⎩
∂2t u(t, x) − ∂2x u(t, x) + +ρ
(
∂tu(t, x)
)= 0, 0< t, 0< x < 1,
u(t, x) = 0, for x = 0, x = 1, 0< t,
u(0, x) = u0(x), ∂tu(0, x) = u1(x), 0< x < 1.
(4.70)
The energy of a solution is deﬁned as usual and is denoted by E . We assume that ρ is a smooth, odd
and nondecreasing function on R, with linear growth at inﬁnity and such that
ρ(s) = |s|p−1s, ∀|s| 1. (4.71)
where p > 1.
We recall the regularity result proved by Haraux in [12]. Thanks to Proposition 2.3 of [12], if
(u0,u1) ∈ W 2,∞(Ω) × W 1,∞(Ω), the solution of (4.70) is such that ut ∈ L∞([0,∞);W 1,∞(Ω)).
Thanks to this regularity result, we prove
Theorem 4.5. Assume the above hypotheses on ρ . Assume moreover that (u0,u1) ∈ W 2,∞(Ω) × W 1,∞(Ω).
Then there exists a constant C > 0, which depends only on p, E(0) and the norm of ut in L∞([0,∞);
W 1,∞(Ω)) such that
E(t) C(t + 1)−3/(p−1), ∀t  0. (4.72)
The spatial multi-dimensional case.
We consider the equation
⎧⎪⎨⎪⎩
∂ttu − u + ρ(ut) = 0 in Ω ×R,
u = 0 on Σ = Γ ×R,
(u, ∂tu)(0) =
(
u0,u1
)
on Ω,
(4.73)
where Ω is a bounded domain of RN with suﬃciently smooth boundary Γ . We deﬁne the energy
of a solution as usual and denote it by E . We assume that ρ is a smooth, odd and nondecreasing
function on R, with linear growth at inﬁnity and which satisﬁes (4.71) where p > 1.
We prove the following results depending on the regularity of the solutions of (4.73) if solutions
with such regularity exist.
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Theorem 4.6. Assume the above hypotheses on ρ . We assume that Ω and ρ are such that there exist solutions
u of (4.73) such that ut ∈ L∞([0,∞);W 1,∞(Ω)). Then there exists a constant C > 0, which depends only on
p, N, E(0) and the norm of ut in L∞([0,∞);W 1,∞(Ω)) such that
E(t) C(t + 1)−(N+2)/(p−1), ∀t  0. (4.74)
Under we prove a weaker regularity assumption.
Theorem 4.7. Assume the above hypotheses on ρ . We assume that Ω and ρ are such that there exist solutions
u of (4.73) such that ut ∈ L∞([0,∞);W 1,r(Ω)), where r > N. Then there exists a constant C > 0, which
depends only on p, N, r, E(0) and the norm of ut in L∞([0,∞);W 1,r(Ω)) such that
E(t) C(t + 1)− (N+2)r−2N(p−1)(r−N) , ∀t  0. (4.75)
Remark. The above theorems are still valid with similar proofs for suﬃciently smooth solutions, when
one considers a localized damping and a semilinear term f (u) in the wave equation, provided that f
satisﬁes (4.57). We conjecture that Haraux’ regularity result in the one-dimensional case is still valid
for suﬃciently smooth localized dampings.
4.3. Geometrical conditions for locally distributed and boundary feedbacks
Estimates such as (4.62) and (4.63) are true for locally and boundary feedbacks under additional
geometric conditions. Let us recall some known results in the literature.
In their seminal paper, Bardos, Lebeau and Rauch [5] prove the exponential decay of the energy
for linear frictional feedback under a very general sharp geometrical condition on the active feedback
region. This condition states that the active feedback region: ω (resp. Γ1) in the locally distributed
(resp. boundary) case, should be reached by every ray issued from geometric optics. It allows in par-
ticular to have small active feedbacks regions. This result has been improved by Burq and Gérard [8]
and Burq [7]. Another method, the multiplier method, allows to have explicit geometric conditions
under which exponential decay of the energy for linear feedback holds. It goes back to the work by
Ho [15] and J.-L. Lions [21] in the boundary case and Zuazua [34] in the locally distributed case. This
latter result has been improved by K. Liu [22]. For additional results, improvements and more refer-
ences on the multiplier method in the boundary case, one can see Komornik [18]. For a very good
reference on more general topics in nonlinear control theory, one can see Coron [9].
The multiplier geometrical conditions are explicit but requires in general larger active feedback
regions, and also more restrictive conditions on the PDE’s, in particular on the coeﬃcients of the
PDE’s in the case of boundary or locally distributed case.
In this paper, we consider for technical reasons, the geometrical conditions issued from the multi-
plier method.
In the locally distributed case, we make the following geometric assumptions on Ω and ω, as in
K. Liu [22], who introduces the so-called piecewise multiplier method:
(HG)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∃ε > 0, domains Ω j ⊂ Ω with Lipschitz boundary Γ j for 1 j  J and points x j in RN
such that Ωi ∩ Ω j = ∅ if i = j,
Ω ∩ Nε
[⋃
j
γ j(x j) ∪
(
Ω\
⋃
j
Ω j
)]
⊂ ω,
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set U in RN . The piecewise multiplier method is a generalization of Zuazua’s method in [34], who
proved exponential stabilization of a semilinear wave equation by a linear damping locally distributed
on a set ω provided that this set contains a neighbourhood of {x ∈ ∂Ω, (x − x0) · ν > 0}, x0 being a
ﬁxed point in RN . This case is included in the K. Liu’s method, assuming that J = 1, one has a single
domain Ω1 = Ω and ν is the unit outward normal to Γ .
In the boundary distributed case, we make the following assumption.
Ω is a nonempty bounded open set in RN having a boundary Γ of class C2. Moreover, {Γ0,Γ1}
is a partition of Γ such that Γ 0 ∩ Γ 1 = ∅ and x0 is a point in RN such that m · ν  0 on Γ0 and
m · ν  0 on Γ1, where m(x) = x− x0.
4.4. Sharp upper energy decay rates and applications on some examples of PDE’s
We ﬁrst consider the damped wave equation with a locally distributed feedback, that is⎧⎪⎨⎪⎩
∂ttu − u + ρ(x,ut) = 0 in Ω ×R,
u = 0 on Σ = Γ ×R,
(u, ∂tu)(0) =
(
u0,u1
)
on Ω.
(4.76)
Therefore, u is a solution of (4.54), where A is given by D(A) = H2(Ω) ∩ H10(Ω), A = − and
B(., v) = ρ(., v). Moreover, D(A1/2) = H10(Ω).
The energy is deﬁned by
E(t) = 1
2
( ∫
Ω
|ut |2 + |∇u|2
)
dx. (4.77)
We recall that we prove in [2, Proof of Theorem 3.1], that under the geometric hypotheses (HG),
the inequality (4.62) holds.
Hence, we directly deduce form this result combined with Theorems 2.3 and 4.3, the following
result.
Theorem 4.8. We assume the hypotheses of Theorem 4.1 and deﬁne H, Ĥ , and L, w as above. Moreover we
assume that (HG) holds. Let u be a solution of (4.76), and E be its energy deﬁned by (4.77) and assume
that 0 < E(0). Then E satisﬁes the decay rate (2.16), where ψr is given by (2.17). Moreover, if g is such that
(4.67) holds, then E decays at inﬁnity as in (2.18). If g is such that (4.68) holds and ΛH is nonincreasing in a
neighborhood of 0, then E decays at inﬁnity as in (2.19). If in addition, (2.22) or (2.23) (for a certain μ > 0
and z1 ∈ (0, E(0)]) hold, the energy decays as (4.69), where C2 is a positive constant and v is the solution of
the ordinary differential equation (3.47).
We now consider the damped wave equation with a boundary feedback, that is⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
utt − u = 0 on (0,+∞) × Ω,
u = 0 on (0,+∞) × Γ0,
∂u
∂ν
+m · νρ(ut) = 0 on (0,+∞) × Γ1,
u(0, .) = u0(.), ut(0, .) = u1(.) on Ω.
(4.78)
We set V = {w ∈ H1(Ω), w = 0 on Γ0}. Then (4.78) is of the form (4.54) with A = − and
domain D(A) = H2(Ω) ∩ V .
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with a ≡ 1 on Γ1, the inequality (4.63) holds.
Hence, we directly deduce form this result combined with Theorems 2.3 and 4.3, the following
result.
Theorem 4.9. We assume the hypotheses of Theorem 4.1 and deﬁne H, Ĥ , and L, w as above. Moreover we
assume that (HBG) holds and that a ≡ 1 in (HLD). Let u be a solution of (4.78), and E be its energy deﬁned by
(4.77) and assume that 0< E(0). Then E satisﬁes the decay rate (2.16), where ψr is given by (2.17). Moreover,
if g is such that (4.67) holds, then E decays at inﬁnity as in (2.18). If g is such that (4.68) holds and ΛH is
nonincreasing in a neighborhood of 0, then E decays at inﬁnity as in (2.19). If in addition, (2.22) or (2.23) (for
a certain μ > 0 and z1 ∈ (0, E(0)]) hold, the energy decays as (4.69), where C2 is a positive constant and v is
the solution of the ordinary differential equation (3.47).
The above results are valid for other hyperbolic equations, as for instance plate equations, or cou-
pled Timoshenko beams. Let us ﬁrst consider a plate (or Petrowsky) equation with a locally distributed
feedback ⎧⎪⎨⎪⎩
∂ttu + 2u + ρ(x,ut) = 0 in Ω ×R,
u = 0 = u on Σ = Γ ×R,
(u, ∂tu)(0) =
(
u0,u1
)
on Ω.
(4.79)
We deﬁne the energy of a solution u by
E(t) = 1
2
( ∫
Ω
|ut |2 + |u|2
)
dx. (4.80)
We prove in [3] that (4.62) holds under the hypotheses of Theorem 4.1 and the geometric hy-
potheses (HG) of the piecewise multiplier method for Petrowsky equation. Thus combining this result
with Theorem 2.3 and 3.4, we directly obtain
Theorem 4.10. We assume the hypotheses of Theorem 4.1 and deﬁne H, Ĥ , and L,w as above. Moreover
we assume that (HG) holds. Let u be a solution of (4.79), and E be its energy deﬁned by (4.80) and assume
that 0 < E(0). Then E satisﬁes the decay rate (2.16), where ψr is given by (2.17). Moreover, if g is such that
(4.67) holds, then E decays at inﬁnity as in (2.18). If g is such that (4.68) holds and ΛH is nonincreasing in a
neighborhood of 0, then E decays at inﬁnity as in (2.19). If in addition, (2.22) or (2.23) (for a certain μ > 0
and z1 ∈ (0, E(0)]) hold, the energy decays as (4.69), where C2 is a positive constant and v is the solution of
the ordinary differential equation (3.47).
We also consider Timoshenko beams coupled system (see e.g. [30,28,16]):{
ρ1ϕtt − k(ϕx + ψ)x = 0, t > 0, 0< x < L,
ρ2ψtt − bψxx + k(ϕx + ψ) + ρ(ψt) = 0, t > 0, 0< x < L,
(4.81)
where the functions ϕ and ψ denote respectively the transverse displacement of the beam and the
rotation angle of the ﬁlament and we remark that only the second equation is damped through the
feedback term ρ(ψt). The parameters ρ1, ρ2, k and b denote positive constants characterizing physical
properties of the beam and the ﬁlament. The speeds of propagation in the ﬁrst equation and second
equations are respectively given by
v1 = k
ρ
, (4.82)
1
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v2 = b
ρ2
. (4.83)
Usually one considers two types of boundary conditions for this system, namely
ϕ = ψx = 0, t > 0, x = 0, x = L, (4.84)
ϕ = ψ = 0, t > 0, x = 0, x = L. (4.85)
The energy of solutions of (4.81) subjected to either the boundary conditions (4.84) or (4.85) is de-
ﬁned by
E(t) = 1
2
L∫
0
(
ρ1ϕ
2
t + ρ2ψ2t + bψ2x + k|ϕx + ψ |2
)
dx. (4.86)
We establish in the proof of Theorems 2.1 and 2.2 in [4] that (4.62) holds for the Timoshenko
beams coupled system for equal speeds of propagation v1 = v2 and in case of globally distributed
feedbacks for both boundary conditions (4.84) and (4.85). Combining these results with Theorem 2.3
and 3.4, we directly obtain
Theorem 4.11. Assume that v1 = v2 and that (HLD) holds with a ≡ 1 and with ρ and g satisfying the hy-
potheses of Theorem 4.1. We deﬁne H, Ĥ , and L,w as above. Let u be a solution of (4.81) subjected to either
(4.84) or (4.85), and E be its energy deﬁned by (4.86) and assume that 0 < E(0). Then E satisﬁes the decay
rate (2.16), where ψr is given by (2.17). Moreover, if g is such that (4.67) holds, then E decays at inﬁnity as
in (2.18). If g is such that (4.68) holds and ΛH is nonincreasing in a neighborhood of 0, then E decays at inﬁn-
ity as in (2.19). If in addition, (2.22) or (2.23) (for a certain μ > 0 and z1 ∈ (0, E(0)]) hold, the energy decays
as (4.69), where C2 is a positive constant and v is the solution of the ordinary differential equation (3.47)
5. Applications to examples of feedbacks
We give below prototype examples of feedbacks of our main results. In this section C will denote
a positive constant which does not depend on the initial data.
Theorem 5.1. The results of Theorems 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, 4.4, 4.8, 4.9, 4.10, 4.11 under the corre-
sponding hypotheses on the semilinearity, the feedback, and eventually the geometric hypotheses lead to the
following examples of sharp/optimal energy decay rates for the following examples.
Example 1. Let g be given by g(x) = xp where p > 1 on (0, r0].
Then the energy of solutions of ﬁnite and inﬁnite dimensional systems considered above satisﬁes the esti-
mate
E(t) CβE(0)t
−2
p−1 , (5.87)
for t suﬃciently large and for all (u0,u1) in the corresponding energy space and where βE(0) is deﬁned as
in (3.30). Moreover, this estimate is optimal in the ﬁnite dimensional case, the function ΛH deﬁned in (2.8)
satisfying limx→0+ ΛH (x) = 2p+1 ∈ (0,1).
F. Alabau-Boussouira / J. Differential Equations 248 (2010) 1473–1517 1497Example 2. Let g be given by g(x) = e− 1x2 on (0, r0].
Then the energy of solution satisﬁes the estimate
E(t) 2βE(0)
(
H ′
)−1( D
t
)
, (5.88)
for t suﬃciently large and for all (u0,u1) in the corresponding energy space, where βE(0) is deﬁned as in (3.30)
and the function H is deﬁned by
H(x) = √xe− 1x , x > 0,
so that
E(t) CβE(0)
(
ln(t)
)−1
,
for large t. Moreover, this estimate is optimal in the ﬁnite dimensional case, the function ΛH deﬁned in (2.8)
satisfying limx→0+ ΛH (x) = 0.
Example 3. Let g be given by g(x) = xp(ln( 1x ))q where p > 2 and q > 1 on (0, r0].
Then the energy of solution satisﬁes the estimate
E(t) 2βE(0)
(
H ′
)−1( D
t
)
,
for t suﬃciently large and for all (u0,u1) in the corresponding energy space, where βE(0) is deﬁned as in (3.30)
and
H ′(x) = x(p−1)/2
(
ln
(
1√
x
))q( p + 1
2
− q
(
ln
(
1
x
))−1)
,
the function H being deﬁned by
H(x) = x(p+1)/2
(
ln
(
1√
x
))q
, x ∈ (0,1).
Moreover, the above estimate is optimal in the ﬁnite dimensional case, the function ΛH deﬁned by (2.8)
satisfying limx→0+ ΛH (x) = 2p+1 ∈ (0,1).
Example 4. Let g be given by g(x) = e−(ln( 1x ))p where 1< p < 2 on (0, r0].
Then the energy of solution satisﬁes the estimate
E(t) 2βE(0)
(
H ′
)−1( D
t
)
,
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and
H ′(x) = e
−(ln( 1√
x
))p
√
x
(
1
2
+ p/2
(
ln
(
1√
x
))p−1)
,
in a right neighborhood of 0, 0 being excluded, the function H being deﬁned by
H(x) = √xe−(ln( 1√x ))p , x ∈ (0,1).
Moreover, the above estimate is optimal in the ﬁnite dimensional case, the function ΛH deﬁned in (2.8) satis-
fying limx→0+ ΛH (x) = 0.
Example 5. Let g be given by g(x) = x(ln( 1x ))−p where p > 0.
Then the energy of solution satisﬁes the estimate
E(t) CβE(0)e−2(
pt
DT0
)1/(p+1)
t−1/(p+1) (5.89)
for t suﬃciently large and for all (u0,u1) in the corresponding energy space and where βE(0) is deﬁned as
in (3.30). Moreover, the function ΛH deﬁned by (2.8) satisﬁes limx→0+ ΛH (x) = 1 and is nonincreasing in a
neighborhood of 0, so that the estimate (2.19) holds.
Remark. Note that for Example 5, we cannot assert an optimality result, but we conjecture that our
upper estimate is sharp.
6. Discussion and open questions for feedbacks close to linear growth around the origin
The condition limsupx→0+ ΛH (x) < 1 which appears in the simpler energy decay formulas and
the optimality results given in the present paper, excludes feedbacks which are “close” to a linear
behavior at the origin. What happens for feedbacks which are close to linear behavior at the origin?
We can remark that optimality results such as the ones obtained in Theorems 3.4 and 3.5 cannot
be expected at least for the linear case under a general form. This can be simply explained. Let us
consider (3.25) in case of a linear damping ρ and a vanishing semilinearity f , that is: we consider
u′′ + νu + υu′ = 0, (6.90)
where ν > 0, υ > 0 are given constants and u is a scalar unknown. Then if υ2 − 4ν > 0 there are two
linearly independent solutions of (6.90), namely
u1(t) = e −υ−
√
υ2−4ν
2 , ∀t  0, (6.91)
and
u2(t) = e −υ+
√
υ2−4ν
2 , ∀t  0. (6.92)
The energies
Ei(t) = 1
(∣∣u′i(t)∣∣2 + ν∣∣ui(t)∣∣2), i = 1,2, t  0,2
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satisﬁes
lim
t→∞
E2(t)
E1(t)
= ∞.
So depending on the initial data, the energy decay rates of the solutions are different and the lower
possible bound of the energies of all solutions is of the form c1E1(t) whereas the upper bound of the
energies of all the solutions is of the form c2E2(t). Hence one cannot expect estimates such as the
one given in (3.49). A similar situation holds in the case where υ2 − 4ν = 0. On the contrary, in the
case where υ2 − 4ν < 0, all the energies of all the solutions decay at the same speed e−υt as t goes
to ∞.
This example shows that one cannot expect a result as general as the optimality result (3.49) given
in Theorem 3.4.
A similar situation with more cases arise in the linear version of (3.38), that is
u′′ + Au + Bu′ = 0, (6.93)
where A is a real symmetric deﬁnite positive matrix of order n, satisfying (3.41) and where B is a
real diagonal matrix of order n with all its diagonal elements which are positive.
We conjecture that similar situations can arise for nonlinear feedbacks close to linear growth at
the origin, namely for some feedbacks for which limsupx→0+ ΛH (x) = 1. We mean that for such
cases, depending on the initial data, one may ﬁnd at least two solutions whose ratio of corresponding
energies goes to ∞ as time goes to ∞. This is an open problem and one has to ﬁnd how to select
these two solutions if the answer to the conjecture is positive.
We also conjecture that the sharp upper energy decay rates given in the inﬁnite dimensional set-
ting are optimal provided that one of the feedback satisﬁes one of the criteria (2.22) or (2.23). We also
conjecture that the comparison principle between the energy the solution of the simple ode (3.52)
still holds true, so that (3.53) still holds for the inﬁnite dimensional case. This is an open question,
the diﬃculty being to derive sharp lower energy estimates. Note that in [33,32] (and also and in our
paper [2] which uses their results as far as optimality is concerned), the optimality results are dif-
ferent from the ones given here. In [33,32] which treats the case of one-dimensional wave equation
with boundary dampings, it is shown that there exist initial data for which the corresponding energy
is estimated below by a constant times the upper estimates, and not for all initial data as stated here
(but only in the ﬁnite dimensional setting here).
7. Proofs of the main results
7.1. Proof of the two key results
7.1.1. Proof of Theorem 2.3
We set
Ê(t) = E(t)
2β
.
Then, thanks to the hypothesis (2.15), Ê satisﬁes (2.4). We set η = r20 and deﬁne L as in Proposi-
tion 2.2. Then, L is a strictly increasing onto function from [0,+∞) on [0, η). Since E is nonincreasing,
and thanks to Proposition 2.2 applied to Ê , we deduce that
Ê(t) Ê(0) L
(
H ′
(
r20
))= r20 − H(r20)H ′(r2) < r20. (7.94)0
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0< B = 1
T0
+∞∫
0
Ê(τ )L−1
(
Ê(τ )
)
dτ  Ê(0) < η. (7.95)
We also set r = L(H ′(r20)). Then, thanks to (7.94) and (7.95), r ∈ [B, η). Thus, Ê satisﬁes the hypotheses
of Theorem 2.1 with r and B deﬁned as above, so that the following estimate holds
Ê(t) L
(
1
ψ−1r ( tT0 )
)
, ∀t  T0
H ′(r20)
, (7.96)
where ψr is the strictly increasing onto function deﬁned from [ 1H ′(r20) ,+∞) on [
1
H ′(r20)
,+∞) by (2.3)
and Kr is deﬁned by (2.2). Making the change of variable v = L−1(y) in (2.2) and using the formulas
(2.10) and (2.11), we obtain
xψr(x) = x+ Kr
(
L
(
1
x
))
= x+
H ′(r20)∫
1
x
ΛH ((H ′)−1(v))
v2(1− ΛH ((H ′)−1(v))) dv
= 1
H ′(r20)
+
H ′(r20)∫
1
x
1
v2(1− ΛH ((H ′)−1(v))) dv, x
1
H ′(r20)
. (7.97)
We now consider Case 1 and assume that limsupx→0+ ΛH (x) < 1. Thus, there exists 0 < 2ε0 <
1− limsupx→0+ ΛH (x) and there exists δ > 0 such that
1
1− ΛH (x) <
1
ε0
, ∀x ∈ (0, δ].
Using this upper bound with x = (H ′)−1(v) in (7.97), we deduce that
ψr(x)
1
H ′(r20)
+ 1
ε0
H ′(δ)∫
1
x
1
v2
dv +
H ′(r20)∫
H ′(δ)
1
v2(1− ΛH ((H ′)−1(v))) dv
 Dx, for x suﬃciently large, (7.98)
where D is a positive constant which depends on r0 and δ. Since ψr is strictly increasing, we deduce
that
1
ψ−1r ( tT0 )
 DT0
t
, for t suﬃciently large.
Thanks to the deﬁnition of Ê , estimate (7.96), formula (2.11) and since L is an increasing function and
ΛH is a nonnegative function, we obtain the desired estimate (2.18) of Case 1.
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φ(x) = H ′(x) − H(x)x > 0 for all x ∈ (0, r20], so that ΛH (x) < 1 for all x ∈ (0, r20]. Moreover, since we as-
sume that ΛH is nonincreasing in a right neighborhood of 0, limsupx→0+ ΛH (x) = limx→0+ ΛH (x) = 1.
There exists δ ∈ (0, r20) such that
1
1− ΛH ((H ′)−1(v)) 
1
1− ΛH ((H ′)−1( 1x ))
, ∀v ∈
[
1
x
, H ′(δ)
]
.
Thus, using this upper bound in (7.97), we obtain
xψr(x)
1
H ′(r20)
+ 1
1− ΛH ((H ′)−1( 1x ))
H ′(δ)∫
1
x
1
v2
dv +
H ′(r20)∫
H ′(δ)
1
v2(1− ΛH ((H ′)−1(v))) dv
 C + 1
1− ΛH ((H ′)−1( 1x ))
(
x− 1
H ′(δ)
)
, x 1
H ′(r20)
. (7.99)
Thus, we have the estimate
ψr(x) D
x
1− ΛH ((H ′)−1( 1x ))
, for x suﬃciently large. (7.100)
On the other hand, we have φ(x) = H ′(x)(1− ΛH (x)). Thanks to our assumptions on H and ΛH , φ is
strictly increasing in a neighborhood of 0 and vanishes at 0. Thus φ−1 is deﬁned in a neighborhood
of 0 and we can also deﬁne α(t) = φ−1( DT0t ) for t suﬃciently large. We set
x(t) = 1
H ′(α(t))
.
Then we have for t suﬃciently large
1
φ(t)
= x(t)
1− ΛH ((H ′)−1( 1x(t) ))
= t
DT0
.
Using this last relation in (7.100), we obtain for t suﬃciently large
ψr
(
x(t)
)
 t
T0
,
so that
L
(
1
ψ−1r ( tT0 )
)
 L
(
1
x(t)
)
= L(H ′(α(t)))= α(t)(1− ΛH(α(t))), for t suﬃciently large.
Thanks to the deﬁnition of Ê , we obtain the desired estimate (2.19) of Case 2. This concludes the
proof of Theorem 2.3.
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To prove this lemma, we need the following two propositions.
Proposition 7.1. Let H be a given strictly convex C1 function from [0, r20] to R such that H(0) = H ′(0) = 0,
where r0 > 0 is suﬃciently small and deﬁne ΛH as in (2.8). Then if λ+ = limsupx→0 ΛH (x) < 1, there exist
η+ ∈ (λ+,1) and δ > 0 such that, the function
x → x−1/η+H(x) is increasing on (0, δ]. (7.101)
Proof. We have
(
x−1/η+H(x)
)′ = x−1/η+ H ′(x)(1− 1
η+
ΛH (x)
)
.
By deﬁnition of λ+ and since λ+ < 1, there exist η+ ∈ (λ+,1) and δ > 0 such that ΛH (x) η+ for all
x ∈ (0, δ]. We then conclude. 
Proposition 7.2. Let H be a given strictly convex C1 function from [0, r20] to R such that H(0) = H ′(0) = 0,
where r0 > 0 is suﬃciently small and deﬁne ΛH as in (2.8).
We deﬁne the application σ by
σ(x) = H(x)
x
z0∫
x
1
H(y)
dy, x ∈ (0, z0], (7.102)
where z0 > 0 is an arbitrary real number. Then if
lim inf
x→0 ΛH (x) > 0, (7.103)
there exists δ > 0 such that σ satisﬁes the following estimate
η−
2(1− η−)  σ(x), x ∈ (0, δ], (7.104)
where η− ∈ (0,1).
Proof. Differentiating σ and using the deﬁnition of the application ΛH , we obtain
σ ′(x) = −1
x
+ σ(x)
x
(
1
ΛH (x)
− 1
)
, x ∈ (0, z0]. (7.105)
Thanks to (7.103) and assuming that δ is suﬃciently small, there exists 0< η− < 1 such that
η− ΛH (x), ∀x ∈ (0, δ].
Using this last estimate in (7.105), we obtain
σ ′(x) −
(
1
η
− 1
)
σ(x)
x
−1
x
, x ∈ (0, δ].−
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(
x → σ(x)x1− 1η− )′ −x− 1η− , x ∈ (0, δ].
After integration from x to δ, we obtain
η−
1− η−
[
1− δ1− 1η− x 1η− −1] σ(x), x ∈ (0, δ].
Hence, assuming δ > 0 suﬃciently small, we deduce (7.104). 
Proof of Lemma 2.4. Thanks to (2.21), z satisﬁes
t = 1
κ
z(0)∫
z(t)
1
H(y)
dy. (7.106)
Moreover, thanks to our hypotheses on H , z is a positive, decreasing function from [0,∞) onto
(0, z(0)]. In particular z decays to 0 as t goes to ∞. Thanks to (2.21), we have the relation
σ
(
z(t)
)= κt H(z(t))
(z(t))
, ∀t  0. (7.107)
Since, z decays to 0 as t goes to ∞, for all δ > 0, there exists T1 > 0 such that 0 < z(t)  δ for all
t  T1.
Assume ﬁrst that (2.22) holds.
Then (7.104) of Proposition 7.2 holds for a certain suﬃciently small δ > 0. Combining this with the
above property of z, we deduce that
η−
2(1− η−)
1
κt
 H(z(t))
(z(t))
, ∀t  T1. (7.108)
Thanks to the last inequality of (2.22), there exists η+ > 0 such that (7.101) holds. We choose a
constant C such that
C2 max
(
1,
(
2κR(1− η−)
η−
) η+
1−η+
)
(7.109)
thanks to Proposition 7.1 and since C  1, we have
H(z(t))
(z(t))1/η+
 H(C
2z(t))
(C2z(t))1/η+
, ∀t  T1.
Thus,
H(z(t))  H(C
2z(t))
2
C2(1−1/η+), ∀ t  T1.(z(t)) (C z(t))
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η−
2(1− η−)
1
κt
 H(z(t))
(z(t))
 H(C
2z(t))
(C2z(t))
C2(1−1/η+), ∀t  T1.
Thus, we deduce that
C2(1/η+−1)η−
2(1− η−)κ  t
H(C2z(t))
(C2z(t))
, ∀t  T1.
Thanks to our choice of C in (7.109), and to the convexity of H , we obtain
R  t H(C
2z(t))
(C2z(t))
 tH ′
(
C2z(t)
)
, ∀t  T1.
Since H ′ is an increasing function, we have
(
H ′
)−1( R
t
)
 C2z(t), ∀t  T1.
Thus our claim is proved in the case where (2.22) holds.
Assume now that (2.23) holds.
Then there exist μ > 0, η0 > 0 and δ > 0 such that
η0 <
(
H(μx)
μx
z(0)∫
x
1
H(y)
dy
)
, ∀x ∈ (0, δ]. (7.110)
Since, z decays to 0 as t goes to ∞, there exists as before, T1 > 0 such that 0< z(t) δ for all t  T1.
Combining this with the above inequality and using the relation (7.106), we deduce that
η0
κt
 H(μz(t))
μz(t)
, ∀t  T1. (7.111)
Thanks to the last inequality of (2.23), there exists η+ > 0 such that (7.101) holds. We choose a
constant C such that
C2 max
(
μ,μ
(
Rκ
η0
) η+
1−η+
)
(7.112)
thanks to Proposition 7.1 and since C μ, we have
H(μz(t))
(μz(t))1/η+
 H(C
2z(t))
(C2z(t))1/η+
, ∀t  T1.
H(μz(t))
μz(t)
 H(C
2z(t))
C2z(t)
(
μ
C2
)1/η+−1
, ∀t  T1.
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(
C2
μ
)(1−η+)/η+ η0
κt
 H(C
2z(t))
(C2z(t))
, ∀t  T1.
Thanks to our choice of C in (7.112), and to the convexity of H , we obtain the desired estimate (2.24)
as before. 
7.2. Proof of the upper estimates of the energy
The scalar case.
Proof of Theorem 3.1. We have
E ′(t) = −u′(t)ρ(u′(t)) 0. (7.113)
Thanks to this dissipation, we can note that the solutions of (3.25) are deﬁned for all t  0.
We deﬁne a weight function w as the nonnegative C1 and strictly increasing function deﬁned from
[0, r20) onto [0,+∞) by (3.35), where L is given by (2.9) and where β = βE(0) is deﬁned in (3.30) (this
weight function has been introduced in [2]).
We multiply (3.25) by w(E(t))u(t) and integrate the resulting equation on [S, T ]. Since E is non-
increasing, w is nondecreasing and thanks to our assumption (3.27) on f , this gives
θ
T∫
S
Ew(E)dt 
T∫
S
w(E)
∣∣u′∣∣2 dt − 1
2
T∫
S
w(E)ρ
(
u′
)
u + 1
2
T∫
S
w ′(E)E ′u′u dt − 1
2
[
w(E)u′u
]T
S

T∫
S
w(E)
∣∣u′∣∣2 dt + 1
4νθ
T∫
S
w(E)
∣∣ρ(u′)∣∣2 dt + νθ
4
T∫
S
w(E)|u|2 dt
+ 1
2
T∫
S
Ew ′(E)
(−E ′)dt + 1
2
√
ν
(
w
(
E(S)
)
E(S) + w(E(T ))E(T ))

T∫
S
w(E)
∣∣u′∣∣2 dt + 1
4νθ
T∫
S
w(E)
∣∣ρ(u′)∣∣2 dt + νθ
4
T∫
S
w(E)|u|2 dt
+ 1√
ν
E(S)w
(
E(S)
)
, ∀0 S  T ,
where θ is deﬁned by (3.32). Thus, we have
T∫
S
Ew(E)dt  2
θ
T∫
S
w(E)
∣∣u′∣∣2 dt + 1
2νθ2
T∫
S
w(E)
∣∣ρ(u′)∣∣2 dt + 2√
νθ
E(S)w
(
E(S)
)
,
∀0 S  T . (7.114)
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We proceed as in [2]. We ﬁrst remark that thanks to (S-ODE), we have (up to the positive constants
c and C , which may change)
{
c|s| ∣∣ρ(s)∣∣ C |s|, ∀|s| r0,
cg
(|s|) ∣∣ρ(s)∣∣ Cg−1(|s|), ∀|s| r0.
Step 1: Estimate of the linear kinetic energy. For |u′| r0, we have
H
(∣∣u′∣∣2)= ∣∣u′∣∣g(∣∣u′∣∣) 1
c
u′ρ
(
u′
)
.
This, together with Young’s inequality imply
w(E)
∣∣u′∣∣2  Ĥ(w(E))+ H(∣∣u′∣∣2) Ĥ(w(E))+ 1
c
u′ρ
(
u′
)
, for
∣∣u′∣∣ r0.
On the other hand, we have
w(E)
∣∣u′∣∣2  1
c
w(E)u′ρ
(
u′
)
, for
∣∣u′∣∣ r0.
Combining the above two inequalities, we obtain
T∫
S
w(E)|u′|2 dt 
∫
{t∈[S,T ],|u′(t)|r0}
(
Ĥ
(
w(E)
)+ 1
c
u′ρ
(
u′
))
dt
+
∫
{t∈[S,T ],|u′(t)|r0}
1
c
w(E)u′ρ
(
u′
)
dt, ∀0 S  T ,
so that thanks to the dissipation relation, we have
T∫
S
w(E)
∣∣u′∣∣2 dt  T∫
S
Ĥ
(
w(E)
)
dt + 1
c
[
1+ w(E(S))]E(S), ∀0 S  T . (7.115)
Step 2: Estimate of the nonlinear kinetic energy. For |u′| r0, we have, thanks to Young’s inequality
w(E)
|ρ(u′)|2
C2
 Ĥ
(
w(E)
)+ H(∣∣∣∣ρ(u′)C
∣∣∣∣2) Ĥ(w(E))+ 1C u′ρ(u′), for ∣∣u′∣∣ r0.
On the other hand, we have
w(E)
∣∣ρ(u′)∣∣2  Cw(E)u′ρ(u′), for ∣∣u′∣∣ r0.
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T∫
S
w(E)
∣∣ρ(u′)∣∣2 dt  ∫
{t∈[S,T ],|u′(t)|r0}
C2
(
Ĥ
(
w(E)
)+ Cu′ρ(u′))dt
+
∫
{t∈[S,T ],|u′(t)|r0}
Cw(E)u′ρ
(
u′
)
dt, ∀0 S  T ,
so that thanks to the dissipation relation, we have
T∫
S
w(E)
∣∣ρ(u′)∣∣2 dt  C2 T∫
S
Ĥ
(
w(E)
)
dt + C[1+ w(E(S))]E(S), ∀0 S  T . (7.116)
Using (7.115)–(7.116) in (7.114), we obtain the estimate
T∫
S
Ew(E)dt  β
T∫
S
Ĥ
(
w(E)
)
dt +
(
2√
νθ
+ 2
θc
+ C
2νθ
)[
1+ w(E(S))]E(S),
∀0 S  T , (7.117)
where β is deﬁned by (3.30).
Moreover, (3.30) implies that
E(0)
2β
 L
(
H ′
(
r20
))= r20(1− ΛH(r20)),
so that
w
(
E(S)
)
 L−1
(
E(0)
2β
)
 H ′
(
r20
)
, ∀0 S. (7.118)
Thanks to the deﬁnition of our weight function w , we have
β Ĥ
(
w(E)
)= Ew(E)
2
.
Using this last relation in (7.117), together with (7.118), we deduce that
T∫
S
EL−1
(
E
2β
)
dt  T0E(S), ∀0 S  T , (7.119)
where T0 is deﬁned by (3.31).
We conclude the proof by applying Theorem 2.3 in the case r0 < ∞.
If r0 = ∞, we can follow the above proof with some changes as follows. We prove as before.
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S
w(E)
∣∣u′∣∣2 dt  ∫
{t∈[S,T ],|u′(t)|1}
(
Ĥ
(
w(E)
)+ 1
c
u′ρ
(
u′
))
dt
+
∫
{t∈[S,T ],|u′(t)|1}
1
c
w(E)u′ρ
(
u′
)
dt, ∀0 S  T .
In a similar way, we have
T∫
S
w(E)
∣∣ρ(u′)∣∣2 dt  ∫
{t∈[S,T ],|u′(t)|1}
C2
(
Ĥ
(
w(E)
)+ Cu′ρ(u′))dt
+
∫
{t∈[S,T ],|u′(t)|1}
Cw(E)u′ρ
(
u′
)
dt, ∀0 S  T .
We deduce that (7.117) still holds. But now, w is deﬁned on [0,∞), so that we can choose β satisfying
now (3.33) and conclude as before with T0 satisfying now (3.34). 
The vectorial case.
Proof of Theorem 3.2. We have
E ′(t) = −〈u′(t),ρ(u′(t))〉= − n∑
i=1
u′i(t)ρi
(
u′i(t)
)
 0. (7.120)
We deﬁne the weight function w by (3.35). We take the scalar product of the terms in (3.38) with
w(E(t))u(t) and integrate the resulting equation on [S, T ]. Let us also deﬁne θ as in (3.32). Then, we
obtain thanks to (3.43)
θ
T∫
S
Ew(E)dt 
T∫
S
w(E)
∣∣u′∣∣2 dt − 1
2
T∫
S
w(E)
〈
ρ
(
u′
)
,u
〉+ 1
2
T∫
S
w ′(E)E ′
〈
u′,u
〉
dt − 1
2
[
w(E)
〈
u′,u
〉]T
S

T∫
S
w(E)
∣∣u′∣∣2 dt + 1
4α0θ
T∫
S
w(E)
∣∣ρ(u′)∣∣2 dt + θ
4
T∫
S
w(E)
∣∣A1/2u∣∣2 dt
+ 1√
α0
E(S)w
(
E(S)
)
, ∀0 S  T .
Thus, we have
T∫
S
Ew(E)dt  2
θ
T∫
S
w(E)
∣∣u′∣∣2 dt + 1
2α0θ2
T∫
S
w(E)
∣∣ρ(u′)∣∣2 dt + 2√
α0θ
E(S)w
(
E(S)
)
,
∀0 S  T . (7.121)
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We then proceed as for the proof of (7.115) and (7.116) for the proof of Theorem 3.1 for each term
|u′i | and |ρi(u′i)| and then sum over i. This gives respectively
T∫
S
w(E)
∣∣u′∣∣2 dt  n T∫
S
Ĥ
(
w(E)
)
dt + 1
c
[
1+ w(E(S))]E(S), ∀0 S  T (7.122)
and
T∫
S
w(E)
∣∣ρ(u′)∣∣2 dt  nC2 T∫
S
Ĥ
(
w(E)
)
dt + C[1+ w(E(S))]E(S), ∀0 S  T . (7.123)
Using (7.122)–(7.123) in (7.121), we obtain the estimate
T∫
S
Ew(E)dt  β
T∫
S
Ĥ
(
w(E)
)
dt +
(
2√
α0
+ 2
c
+ C
2α0
)[
1+ w(E(S))]E(S),
∀0 S  T , (7.124)
where β is deﬁned by (3.44). Moreover, (3.44) implies in a similar way (7.118) (see the proof of
(7.118)). Moreover, thanks to the deﬁnition of our weight function w , we have
β Ĥ
(
w(E)
)= Ew(E)
2
.
Using this last relation in (7.124), together with (7.118), we deduce that
T∫
S
EL−1
(
E
2β
)
dt  T0E(S), ∀0 S  T , (7.125)
where T0 is deﬁned by (3.45). We conclude the proof by applying Theorem 2.3 in the case r0 < ∞.
The case r0 = ∞ can be treated as for the scalar case and is left to the reader. 
7.3. Proof of optimality results
The scalar case.
Proof of Theorem 3.4. We ﬁrst prove the lower estimate (3.48) of the energy, which does not require
the hypotheses on the behavior of ΛH in a neighbourhood of 0. Let u be a solution of (3.46) and E
be its energy. Thanks to the dissipation relation (7.113), and to our assumptions on g , we have
−E ′(t) u′(t)g(u′(t))= H((u′)2), ∀t  0.
On the other hand, v is a solution of the ODE (3.47). Hence, we have(
v2
2
)′
(t) = −H((v(t))2).
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(
v2
2
− E
)′
(t) = H((u′)2)− H((v(t))2) H(2E(t))− H((v(t))2), ∀t  0,
and
v2(0) = 2E(0).
Since H is strictly increasing on R, we deduce easily by comparison principles for ODE’s that (3.48)
holds.
We now prove the upper estimate of the energy in (3.49).
For both cases (2.22) or (2.23), the assumption limsupx→0 ΛH (x) < 1 holds, so that we can apply
Theorem 3.1. Thus, (2.18) holds for t  T2 for a suﬃciently large T2.
On the other hand, setting z(t) = v2(t) for all t  0, then z satisﬁes the ode (2.21) with κ = 2 and
z0 = 2E(0). Since we assume that either (2.22) or (2.23) holds, we can apply Lemma 2.4. Thus the
upper estimate of (3.49) is proved with C2 = 2βC2. 
Proof of Theorem 3.5. We ﬁrst prove the lower estimate (3.48) of the energy, which does not require
the hypotheses on the behavior of ΛH in a neighbourhood of 0. Let u be a solution of (3.38) and E
be its energy. Thanks to the dissipation relation (7.120), and to our assumptions on ρ , we have
−E ′(t) k1
n∑
i=1
u′i(t)g
(
u′i(t)
)
 k1nH
(
2E(t)
)
, ∀t  0.
On the other hand, v is a solution of the ODE (3.52). Hence, we have
(
v2
2
)′
(t) = −nk1H
((
v(t)
)2)
.
Thanks to the two above estimates, we have
(
v2
2
− E
)′
(t) k1n
[
H
(
2E(t)
)− H((v(t))2)], ∀t  0,
and
v2(0) = 2E(0).
Since H is strictly increasing on R, we deduce easily by comparison principles for ODE’s that (3.48)
holds.
We now prove the upper estimate of the energy in (3.51).
For both cases (2.22) or (2.23), the assumption limsupx→0 ΛH (x) < 1 holds, so that we can apply
Theorem 3.2. Thus, (2.18) holds for t  T2 for a suﬃciently large T2.
On the other hand, setting z(t) = v2(t) for all t  0, then z satisﬁes the ode (2.21) with κ = nk1
and z0 = 2E(0). Since we assume that either (2.22) or (2.23) holds, we can apply Lemma 2.4. Thus
the upper estimate of (3.51) is proved with C2 = 2βC2. 
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As mentioned in Section 4.1, Corollary 4.2 is a direct consequence of Theorems 4.1 and 2.3.
7.4.1. Proof of sharp upper estimate and lower estimate for globally distributed feedbacks
Proof of Theorem 4.4. We take the scalar product in H of (4.54) with w(E)u on both sides of the
equation, where u is a strong solution of (4.54) and E its energy. Integrating by parts the left hand
side, we obtain
1
2
T∫
S
w(E)
(∣∣u′∣∣2 + ∣∣A1/2u∣∣2)dt = T∫
S
w(E)
(∣∣u′∣∣2 − 1
2
〈
f (u),u
〉− 1
2
〈
ρ
(
.,u′
)
,u
〉)
dt
+ 1
2
T∫
S
w ′(E)E ′
〈
u,u′
〉
dt − [w(E)〈u,u′〉]TS (7.126)
Thanks to our hypothesis (4.57) on f , we deduce that〈
F (u),1
〉
μ
〈
f (u),u
〉
, (7.127)
where 1 stands here for the constant function of value 1 over Ω .
Using this last inequality in the above estimate, we obtain
θ
T∫
S
w(E)E dt  1
2
T∫
S
w(E)
∣∣u′∣∣2 dt − 1
2
T∫
S
w(E)
〈
ρ
(
.,u′
)
,u
〉
dt + C1w
(
E(S)
)
E(S)
 1
2
T∫
S
w(E)
∣∣u′∣∣2 dt + C2 T∫
S
w(E)
∣∣ρ(.,u′)∣∣2 dt
+ θ
2
T∫
S
w(E)
∣∣A1/2u∣∣2 dt, (7.128)
where we use the coercivity assumption (4.55) in the last inequality and where θ is deﬁned in (3.32),
and Ci , i = 1,2 are positive constants which do not depend on initial data. We deduce from this last
inequality that E satisﬁes (4.62) with positive constants δi , i = 1, . . . ,3 which do not depend on the
initial data (and do not depend on w). Applying successively Theorem 4.1 and Corollary 4.2, we obtain
the desired results. 
We assume that (u0,u1) is such that E(0) > 0 for the three next proofs below.
Proof of Theorem 4.5. We will need ﬁrst the following result (see also Section 1.43 in [24] for inter-
polation between Hölder functions and functions in L1(Ω)).
Lemma 7.3. Let Ω be a bounded open set in RN , with N  1. Then the following property holds
∃C1 > 0 such that ‖v‖N+2L∞(Ω)  C1‖v‖2L2(Ω)‖∇v‖NL∞(Ω), ∀v ∈ W 1,∞(Ω) ∩ H10(Ω). (7.129)
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Let v ∈ W 1,∞(Ω)∩ H10(Ω) and x = (x1, . . . , xn) ∈ Ω be given, then since the trace of v vanishes at
the boundary of Ω , we have
vN+2(x) = (N + 2)
xN∫
aN
vN+1(x1, . . . , xN−1, yN )
∂v
∂xN
(x1, . . . , xN−1, yN )dyN .
In a similar way, we have
vN+1(x) = (N + 1)
xN−1∫
aN−1
vN(x1, . . . , xN−2, yN−1, yN )
∂v
∂xN−1
(x1, . . . , xN−2, yN−1, yN )dyN−1,
so that using this last identity in the former one, we obtain
vN+2(x) = (N + 2)(N + 1)
xN∫
aN
xN−1∫
aN−1
vN(x1, . . . , xN−2, yN−1, yN)
∂v
∂xN−1
(x1, . . . , xN−2, yN−1, yN)
× ∂v
∂xN
(x1, . . . , xN−1, yN )dyN−1 dyN .
Reiterating this procedure N times, we obtain
vN+2(x) = (N + 2)!
2
∫
∏N
i=1(ai ,xi)
v2(y1, y2, . . . , yN)
N∏
i=1
∂v
∂xi
(
xˆi
)
dy1 . . .dyN ,
where we set xˆi = (x1, . . . , xi−1, yi, . . . , yN ) for i = 2, . . . ,N and xˆ1 = (y1, . . . , yN).
Thus, we deduce from the above inequality that
∣∣vN+2(x)∣∣ (N + 2)!
2
‖v‖2L2(Ω)‖∇v‖NL∞(Ω)
so that (7.129) holds in case of N-dimensional intervals.
Let us now consider the case of a general bounded open set Ω in RN . We choose a N-dimensional
interval Ω˜ =∏Ni=1(ai,bi) ⊃ Ω . Let v ∈ W 1,∞(Ω) ∩ H10(Ω) be given. We then extend v to a function
v˜ deﬁned on Ω˜ by setting v˜(x) = v(x) for x ∈ Ω and v˜(x) = 0 for x ∈ Ω˜\Ω . Then v˜ ∈ W 1,∞(Ω˜) ∩
H10(Ω˜), and Ω˜ is a N-dimensional interval, so that (7.129) is satisﬁed for v˜ and Ω˜ . We then easily
conclude. 
We can now turn to the proof of Theorem 4.5.
We use the regularity result proved by Haraux in [12]. Thanks to Proposition 2.3 of [12] and to the
hypotheses on (u0,u1), the solution of (4.70) is such that ut ∈ L∞([0,∞);W 1,∞(Ω)). Here N = 1.
Thus, there exists a constant cu > 0 such that
‖ut‖W 1,∞(Ω)  cu a.e. in [0,∞). (7.130)
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and thanks to Lemma 7.3, we have
‖ut‖N+2L∞(Ω)  c1‖ut‖2L2(Ω)‖∇ut‖NL∞(Ω), for a.e. t  0. (7.131)
Hence, we have
‖ut‖p−1L∞(Ω)  c
(‖ut‖2L2(Ω))(p−1)/(N+2)‖∇ut‖N(p−1)/(N+2)L∞(Ω) , for a.e. t  0. (7.132)
Therefore, since ρ is linear at inﬁnity, using (7.132), and since N = 1, we deduce that
−E ′(t) =
∫
Ω
utρ(ut)dx c2‖ut‖p+1Lp+1(Ω)  c3‖ut‖2L2(Ω)‖ut‖
(p−1)
L∞(Ω)  ku E
(p+2)/3(t),
for a.e. t  0, (7.133)
where ku is a positive constant which depends on a smoother norm of the initial data. This last
inequality leads to
1
(t(p − 1)ku/3+ E(1−p)/3(0))3/(p−1)  E(t), ∀t  0.
This gives the desired lower bound of the energy. 
Proof of Theorem4.6. Thanks to the regularity assumption on ut , and proceeding as above, we deduce
that
−E ′(t) c2‖ut‖p+1Lp+1(Ω)  c3‖ut‖2L2(Ω)‖ut‖
(p−1)
L∞(Ω)  C‖ut‖(N+p+1)/(N+2)L2(Ω) ‖∇ut‖
N(p−1)/(N+2)
L∞(Ω) ,
for a.e. t  0.
Thus, we have
−E ′(t) ku E(N+p+1)/(N+2)(t), for a.e. t  0,
where ku is a positive constant which depends on the norm of ut in L∞([0,∞);W 1,∞(Ω)). We then
easily conclude. 
Proof of Theorem 4.7. Using Gagliardo–Nirenberg inequality (see [6]), and thanks to the regularity
assumption on ut , we obtain
‖ut‖Lp+1(Ω)  c1‖ut‖1−σL2(Ω)‖ut‖σW 1,r(Ω), for a.e. t  0, (7.134)
where (p + 1)σ = (p − 1)Nr/(Nr + 2r − 2N).
Thus we have
−E ′(t) c2‖ut‖p+1Lp+1(Ω)  c‖ut‖
(1−σ )(p+1)
2 ‖ut‖σ (p+1)W 1,r(Ω).
Thus, we have
−E ′(t) ku E
(Nr+(p+1)(r−N))
(N+2)r−2N (t), for a.e. t  0,
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easily conclude. 
7.5. Proofs of the sharp upper estimates of Section 4.4
All these results are deduced from Theorems 2.3 and 4.3 of the present paper combined with the
appropriate energy estimates derived by multiplier methods in respectively [2], [3] and [4] (see which
theorems of these former papers are the appropriate ones for each case, prior to each theorems of
Section 4.4 above).
7.6. Proofs of the examples of energy decay rates for different feedbacks of Section 5
Proof of Theorem 5.1. We start with Example 1. The function H deﬁned by (3.29) is in this case
H(x) = x(p+1)/2 in a right neighborhood of 0 and the function ΛH deﬁned in (2.8) is given by the
constant function ΛH (x) = 2p+1 . Since p > 1 holds limx→0+ ΛH (x) ∈ (0,1), so we are in Case 1 of
Theorem 2.3 and our ﬁrst criteria (2.22) for optimality results is satisﬁed. Hence, all the main results
derived in the ﬁnite and inﬁnite dimensional cases hold true. Moreover, since H ′(x) = p+12 x(p−1)/2,
the energy decay rate given by (2.18) in Theorem 2.3 is the one given in (5.87). It is optimal in
the ﬁnite dimensional case thanks to Theorem 3.4 and 3.5 with the appropriate hypotheses on the
feedback.
We consider Example 2. The function H deﬁned by (3.29) is in this case H(x) = √xe−1/x in a right
neighborhood of 0 and the function ΛH deﬁned in (2.8) is given by the function ΛH (x) = 11/2+1/x in
a right neighborhood of 0 (x = 0). Thus, limsupx→0+ ΛH (x) = 0, so we are in Case 1 of Theorem 2.3.
We note that our ﬁrst criteria (2.22) for optimality results is not satisﬁed here. We claim that our
second criteria (2.23) holds for this case. Indeed, we have
H(μx)
μx
z1∫
x
1
H(y)
dy = 1√
μx
e−1/μx
z1∫
x
e1/y√
y
dy
= 1√
μx
e−1/μx
z1∫
x
(−e1/y)′ y3/2 dy
 1√
μ
e−1/μxx
(
e1/x − e1/z1), ∀x ∈ (0, z1].
Thus, the ﬁrst inequality of (2.23) holds for any μ > 1, whereas we already know that the second
inequality of (2.23) holds. Hence, all the main results derived in the ﬁnite and inﬁnite dimensional
cases hold true. Moreover,
H ′(x) = e
−1/x
√
x
(
1
2
+ 1
x
)
,
in a right neighborhood of 0, 0 being excluded. Hence the energy decay rate x = x(t) = (H ′)−1(D/t)
given by Theorem 2.3 (Case 1) satisﬁes the equation
1
x
(
x ln(1/
√
x ) + x ln
(
1
2
+ 1
x
)
− 1
)
= ln(D) − ln(t).
Comparing this with the similar equation for y = y(t), that is
−1 = − ln(t).
y
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E(t) Cβ
(
ln(t)
)−1
for suﬃciently large time t . It is optimal in the ﬁnite dimensional case thanks to Theorem 3.4 and 3.5
with the appropriate hypotheses on the feedback.
We consider Example 3. The function H deﬁned by (3.29) is in this case H(x) = x(p+1)/2(ln(1/√x ))q
in a right neighborhood of 0 (0 being excluded) and the function ΛH deﬁned in (2.8) is given by the
function
ΛH (x) = 1
(p + 1)/2− q(ln(1/x))−1
in a right neighborhood of 0 (0 being excluded). Since p > 1 holds limx→0+ ΛH (x) = 2p+1 ∈ (0,1), so
we are in Case 1 of Theorem 2.3 and our ﬁrst criteria (2.22) for optimality results is satisﬁed. Hence,
all the main results derived in the ﬁnite and inﬁnite dimensional cases hold true. Moreover, here we
have
H ′(x) = x(p−1)/2(ln(1/√x ))q( p + 1
2
− q(ln(1/x))−1).
Hence, the energy decay rate given by (2.18) in Theorem 2.3 is the desired one. It is optimal in
the ﬁnite dimensional case thanks to Theorem 3.4 and 3.5 with the appropriate hypotheses on the
feedback.
We consider Example 4. The function H deﬁned by (3.29) is in this case H(x) = √xe−(ln(1/
√
x ))p
in a right neighborhood of 0 and the function ΛH deﬁned in (2.8) is given by the function ΛH (x) =
1
1/2+p(ln(1/√x ))p−1 in a right neighborhood of 0 (x = 0). Thus, limsupx→0+ ΛH (x) = 0, so we are in
Case 1 of Theorem 2.3. As for Example 2, our ﬁrst criteria (2.22) for optimality results is not satisﬁed
here. We claim that our second criteria (2.23) holds for this case. Indeed, we have
H(μx)
μx
z1∫
x
1
H(y)
dy = 2
p
1√
μx
e−(ln(1/
√
μx ))p
z1∫
x
[−e(ln(1/√y ))p ]′ y−1/2(ln(1/√y ))−p+1 dy
 1√
μx
(
1− e−(ln(1/√μx ))p+(ln(1/√z1 ))p )Cz1 , ∀x ∈ (0, z1],
where Cz1 is a positive constant depending on z1 only. Thus, the ﬁrst inequality of (2.23) holds for
any μ > 1, whereas we already know that the second inequality of (2.23) holds. Hence, all the main
results derived in the ﬁnite and inﬁnite dimensional cases hold true. Moreover,
H ′(x) = e
−(ln(1/√x ))p
√
x
(
1
2
+ p/2(ln(1/√x ))p−1),
in a right neighborhood of 0, 0 being excluded.
We consider Example 5. The function H deﬁned by (3.29) is in this case H(x) = x(ln(1/√x ))−p in
a right neighborhood of 0 (0 being excluded) and the function ΛH deﬁned in (2.8) is given by the
function
ΛH (x) = 1 √ −11+ p/2(ln(1/ x ))
1516 F. Alabau-Boussouira / J. Differential Equations 248 (2010) 1473–1517in a right neighborhood of 0 (0 being excluded). Here limx→0+ ΛH (x) = 1, and ΛH is nonincreasing
in a right neighborhood of 0, so we are in Case 2 of Theorem 2.3. Moreover, here we have
H ′(x) = (ln(1/√x ))−p(1+ p/2(ln(1/√x ))−1).
Thanks to the deﬁnition of φ in (2.13) and performing some easy computations, we prove that the
energy satisﬁes the upper estimate announced in Theorem 5.1. We are in a case for which the feed-
back is close to a linear growth around the origin, so that we cannot assert that this estimate is
optimal. 
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