Abstract. This paper deals with the Neumann boundary value problem for the system ut = ∇ · (D(u)∇u) − ∇ · (S(u)∇v) + f (u), x ∈ Ω, t > 0,
Introduction
In this paper we consider the initial-boundary value problem for the parabolic-parabolic quasilinear chemotaxis system with logistic source in a bounded domain Ω ⊂ R n (n ≥ 1) with smooth boundary ∂Ω, where u = u(x, t) denotes the density of bacteria and v = v(x, t) is the concentration of oxygen.
In 1970, Keller and Segel [7] proposed the chemotaxis system (1.1) to describe the biased movement of biological cell in response to chemical gradients. Since then the model has attracted significant interest in mathematical biology, and one of the main issues is under what conditions the solutions of (1.1) blow up or exist globally.
When D(u) = 1, S(u) = χu and f (u) ≡ 0, system (1.1) corresponds to the so-called minimal model, which has been extensively studied. It proved that the solutions never blow up if n = 1 [13] . In the two-dimensional case, if Ω u 0 < 4π the solutions are global and bounded [11] , whereas Ω u 0 > 4π and in the case n ≥ 3 the solutions blow up in finite time [4, 21] . In many applications the blow-up phenomena is an extreme case, so a logistic growth restriction of type (1.4) in (1.1) is expected to rule out the possible of blow-up for solutions. When D(u) = 1, S(u) = χu and f (u) ≤ a − µu 2 in the model (1.1), all solutions are global and bounded provided that n ≤ 2 or µ > µ 0 with some µ 0 > 0 in higher dimensions n ≥ 3 [12, 13, 18] . In the special case f (u) = u − µu 2 , whenever µ χ is suitably large the solution (u, v) stabilizes to the spatially homogeneous steady state (
. Moreover, when n ≥ 3 there exists at least one global weak solution for any µ > 0 [8] . However, it is unclear whether in higher dimensions n ≥ 3, the logistic source f (u) with γ = 2 in the problem (1.1) might be sufficient to rule out blow-up for arbitrarily small µ > 0 [18] .
Superlinear logistic growth are not always rule out chemotactic collapse in the Keller-Segel model. The initial-boundary value problem for the related system
|Ω| Ω u(x, t) was considered in [20] . It was shown that if λ ∈ (1,
2n−2 ) with n ≥ 5 there exist initial data such that the solutions blow up in finite time.
On the other hand, the volume-filling effect can also prevent blow-up [3, 14] . In the case D(u) = 1 and f (u) ≡ 0 in (1.1). Horstmann and Winkler [5] proved that if S(u) ≤ K(u + 1) β with β < 2 n and some K > 0 the solutions are global and bounded, while if S(u) ≥ K(u + 1) β with β > 2 n and some K > 0 the solutions blow up in finite or infinite time.
As to the Neumann boundary value problem for the associated parabolic-elliptic system
with D(u) ≃ u −α and S(u) ≃ u β as u ≃ ∞, it was proved that if α + β < 2 n the solutions are global and bounded, whereas if α + β > 2 n there exist solutions that become unbounded in finite time [23] . The model (1.1) with f (u) ≡ 0 has also been extensively studied [2, 6, 16, 19] . It was shown that
n and K > 0 for some ε ≥ 0 and for all u > 0, then all solutions to (1.1) are global and uniformly bounded [6, 16] ; The exponent 2 n seems critical for the finite-time blow-up and global existence properties of (1.1) with f (u) ≡ 0.
The fully parabolic Keller-Segel system with logistic source (1.1) was considered in the recent papers [1, 9, 17] . The authors proved that when Ω ⊂ R n (n ≥ 2) is a bounded convex domain with smooth boundary, global bounded classical solutions exist provided that D(u), S(u) and f (u) satisfy (1.2)-(1.4) with α + β ∈ (0, 2 n ). In [9] , the authors extended the result to the degenerate case on non-convex domain under the same condition. Connected to the later two results, it is a natural question to ask: (Q1) What role does the logistic source play in the system (1.1)?
Although a partial answer to (Q1) show that for any choice of β < 1 the logistic damping rule out the occurrence of blow-up for the related special case f (u) ≤ a − µu 2 provided that S satisfies the condition of algebraic growth [1] , it still remain to analysis: (Q2) Can we provide a explicit condition involving the nonlinear diffusion, nonlinear chemosensitivity and the logistic-growth source to ensure global bounded solutions in the system (1.1) ?
In the present paper, our purpose is to answer (Q1) and (Q2). Namely, we shall give a general condition on α, β and γ, which guarantees the global existence and boundedness of classical solutions to (1.1) in non-convex bounded domains. Our main result is stated as follows.
then for any nonnegative u 0 ∈ C 0 (Ω) and v 0 ∈ W 1,θ (Ω) with θ > max{2, n}, the problem (1.1) admits a unique global bounded classical solution. 
n(n+2) , our result extends the recent work [17] and [9] which assert boundedness under the condition α + β < 
our result shows that if γ > 3 − 4 n+2 , the model (1.5) possesses a unique global classical solution for arbitrarily small µ > 0 and any bounded smooth domain Ω ⊂ R n . This improves the recent result [24, R5] . In particular, we rule out a chemotactic collapse in model (1.5) with a cubic growth source
2 ) for any biological parameters and any bounded smooth domain Ω ⊂ R n .
Preliminaries
To begin with, let us first state one result concerning local well-posedness of the problem (1.1) and its proof can be found in [9, [16] [17] [18] .
Lemma 2.1. Let D(u) and S(u) satisfy (1.2) and (1.3), respectively. Suppose that f (u) ∈ W 1,∞ loc (R) satisfying f (0) ≥ 0, and that u 0 ∈ C 0 (Ω) and v 0 ∈ W 1,θ (Ω) with θ > max{2, n} are nonnegative functions. Then there exist T max ∈ (0, ∞] and a uniquely determined pair (u, v) of nonnegative functions
solves (1.1) in the classical sense. In addition, if T max < ∞, then
We next give the following basic estimates in spatial Lebesgue spaces for u and ∇v.
Lemma 2.2. Suppose that D, S and f satisfy (1.2)-(1.4), respectively. Then there exists C > 0 such that the solution of (1.1) fulfils
where s ∈ [1,
Proof. Integrating the first equation in (1.1) and using (1.4) gives
Since γ ≥ 1, we can find C 1 > 0 such that u ≤ u γ + C 1 and thus derive that
This yields
The proof of (2. 
for all t ∈ (0, T max ). Combining (2.4) and (2.6), we deduce that
for all t ∈ (0, T max ). Adding the term 2 Ω u in both side of (2.7) and using (2.5) yields
for all t ∈ (0, T max ). This, along with γ ≥ 2 by our assumption, gives C 3 > 0 such that
for all t ∈ (0, T max ), whereby the proof is completed.
For p ≥ 1, q ≥ 1 and s ≥ 1, we define
8)
9)
n ) for i = 1, 2. Now let state the following results which will be needed in the proof of the boundedness of global solutions. The main idea of the proof is similar to the strategy introduced in [2] . Since a new parameter γ is involved, we prefer to give enough details for the convenience of the reader. Lemma 2.3. Let n ≥ 2, γ ≥ 1, α ∈ R and β ∈ R. Then for sufficiently large p > 1, (i) if α + 2β < γ − 1 + 2 n , we can choose q > 1 such that κ i (p, q; n n − 1 ) ∈ (0, 1) and f i (p, q; n n − 1 ) < 2 for i = 1, 2; (2.11)
, there exists q > 1 fulfilling κ i (p, q; 2) ∈ (0, 1) and f i (p, q; 2) < 2 for i = 1, 2.
(2.12)
Remark 2.1. Since in the case 1 ≤ γ < 2, we only obtain ∇v L s (Ω) ≤ C with s ∈ [1, n n−1 ) according to Lemma 2.2. We need to remark here if (2.11) is true, by continuity argument we can choose s sufficiently close to n n−1 satisfies κ i (p, q; s) ∈ (0, 1) and f i (p, q; s) < 2 (i = 1, 2) when p and q are fixed. Hence it is enough to focus on the case s = n n−1 . Proof of Lemma 2.3. We first claim that for i = 1, 2 if
then κ i (p, q; s) ∈ (0, 1) and f i (p, q; s) < 2. Indeed, a direct computation shows that the first inequality in (2.13) is equivalent to κ i (p, q; s) > 0. On the other hand, κ i (p, q; s) < 1 is equivalent to
which is weaker then the second inequality in (2.13) because of θ i > s. Moreover, we have f i (p, q; s) < 2 if and only if
which is true due to the second inequality in (2.13). The claim is proved. Now we consider the case s = n n−1 . Note that (2.13) is fulfilled for θ 1 and θ 2 if
and
One can easily remark that q exists if
which can be achieved when α + 2β < γ − 1 + 2 n . Fix
Then, for any p > p 0 , we can choose q such that p and q satisfy (2.14) and (2.15). Hence we have (2.11).
When s = 2, (2.13) is satisfied for θ 1 and θ 2 if
Following in the same way as in (2.11), we have for arbitrary p >p 0 , there exists q such that p and q fulfill (2.16) and (2.17) . This completes the proof.
Proof of Theorem 1.1
According to test-function arguments and interpolation arguments along with the basic estimates in Lemma 2.2, we have the boundedness of Ω u p with p ≥ 1.
Then for all p ∈ [1, ∞) there exists C > 0 such that
Proof. Multiplying the first equation in (1.1) by the test function (u + 1) p−1 , integrating by parts and using (1.4), we obtain
Here, by (1.2),
from (1.3) and Young's inequality,
for all t ∈ (0, T max ), and again using Young's inequality,
Next, differentiating the second equation in (1.1) and using the identity
where
We test this by (|∇v| 2 ) q−1 and integrate over Ω to have 1 2q
Integrating by parts and twice applying Young's inequality, we estimate
for all t ∈ (0, T max ), where we have used that 1 n |∆v| 2 ≤ |D 2 v| 2 . As for the second term on the right-hand side of (3.6), we use the inequality [10, Lemma 4.2]
with k = k(Ω) > 0 is an upper bound of the curvature of ∂Ω, and apply the trace inequality [15,
to deduce that
for all t ∈ (0, T max ) with some C 2 > 0. From the Gagliardo-Nirenberg inequality, we know that there exist C 3 > 0 and
for all t ∈ (0, T max ), where
with s ∈ [1, n n−1 ). According to (2.2) as well as Young's inequality, we have
Now collecting (3.6)-(3.13), we get 1 2q
Combining (3.5) with (3.10), it follows that d dt
for all t ∈ (0, T max ) with certain positive constants C 6 and C 7 . Since α + 2β < γ + 1, by Young's inequality we can find C 8 and C 9 such that d dt
where θ 1 and θ 2 are given by (2.8) and (2.9), respectively. According to the Gagliardo-Nirenberg inequality, for i = 1, 2 we can pick C 10 > 0 such that for all t ∈ (0, T max ), where κ i is defined by (2.10) . If 1 < γ < 2, we choose s = n n−1 in (3.12). Due to (2.2), (2.11) and the Young's inequality show that with some C 11 > 0 we have for i = 1, 2
L 2 (Ω) + C 11 for all t ∈ (0, T max ). (3.13)
If γ ≥ 2, we set s = 2 in (3.12). Then in view of (2.3), (2.12) and the Young's inequality, we obtain C 12 such that
L 2 (Ω) + C 12 for all t ∈ (0, T max ) (3.14)
for i = 1, 2. Set
According to Young's inequality we can find C 13 such that µ 2 γ+2 Ω (u + 1) p+γ−1 ≥ Ω (u + 1) p − C 13 for all t ∈ (0, T max ) (3.15) and therefore in conjunction with (3.11), (3.13) and (3.14) and (3.15) we see that y ′ (t) + C 14 y(t) ≤ C 15 for all t ∈ (0, T max ) (3.16) with positive constants C 14 and C 15 . This completes the proof.
