We focus on the finite element method computations with higher-order C 1 continuity basis functions that preserve the partition of unity. We show that the rows of the system of linear equations can be combined, and the test functions can be sum up to 1 using the partition of unity property at the quadrature points. Thus, the test functions in higher continuity IGA can be set to piece-wise constants. This formulation is equivalent to testing with piece-wise constant basis functions, with supports span over some parts of the domain. The resulting method is a Petrov-Galerkin formulation with piece-wise constant test functions. This observation has the following consequences. The numerical integration cost can be reduced because we do not need to evaluate the test functions since they are equal to 1. This observation is valid for any basis functions preserving the partition of unity property. It is independent of the problem dimension and geometry of the computational domain. It also can be used in time-dependent problems, e.g., in the explicit dynamics computations, where we can reduce the cost of generation of the right-hand side. This summation of test functions can be performed for an arbitrary linear differential operator resulting from the Galerkin method applied to a PDE where we discretize with C 1 continuity basis functions. The resulting method is equivalent to a linear combination of the collocations at points and with weights resulting from applied quadrature over the spans defined by supports of the piece-wise constant test functions.
Introduction
The main result of this paper can be summarized as follows. We focus on finite element method discretization, with C 1 continuity basis functions, e.g. quadratic C 1 B-splines utilized in isogeometric analysis (IGA) [1] [2] [3] . Let us focus our attention on the one-dimensional Laplace equation for the simplicity of the presentation. In this case, the Galerkin method involves the integrals B x i,p ∆B x j,p dx = − Ω ∇B x i,p ∇B x j,p dx (assuming zero boundary condition also for simplicity). If we use higher continuity basis functions, e.g., C 1 continuity B-splines, the approximation lives in a subspace of H 2 , and if we integrate exactly, with proper numerical quadrature, these integrals are equal. In other words, the matrix of the system of linear equations resulting from the Galerkin method
with C 1 continuity basis functions have identical double precision values as the system not integrated by parts
The matrices as well as the right-hand-sides of both systems are equal. The fluxes between elements are zero when we employ C 1 discretization. It does not matter which method we use for the generation of the system on the computer, and the resulting floating-point values will be the same (up to double precision round-off errors). The second observation is that the system where we test the Laplace equation with C 1 B-splines can be transformed to the one where we have some piece-wise constant test functions I , namely      I 1 ∆B x 1,p dx · · · I 1 ∆B x Nx,p dx I 2 ∆B x 1,p dx · · · I 2 ∆B x Nx,p dx . . . . . . . . .
The details of the derivation is described later in the paper. It is based on the idea of combining the rows of the matrix. The rows are combined in such a way that test functions sum up to 1, using the partition of unity property.
This observation has the following important consequences. First, the numerical integration cost will be reduced, since we do not need to integrate the test functions (we do not need to evaluate the test B-splines at quadrature points). Second, this observation does not depend on the selected quadrature points. Third, this transformation can be performed if we replace the Laplacian by any partial differential operator resulting from a PDE that can be solved with H 2 approximations with C 1 basis functions, preserving the partition of unity property. We selected B-splines for the simplicity of the presentation but there are several other options for discretization available [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . The critical here is the partition of unity property. Fourth, this equivalence is also independent of the dimension of the problem, and it works in two or three-dimensions, or in the space-time formulations. Fifth, this equivalence is independent of the geometry of the computational domain and of the Jacobian of the transformation of the patch of elements into the master patch. Recently, it is also possible to extend the C 1 continuity between patches of elements [6] , so the equivalence with piece-wise constants also co be extended there. Sixth, we end up with the integrals using the values of the trial functions at the quadrature points.
It is like combining the collocation points [4, 5] at quadrature points with quadrature weights, over the spans of piece-wise constant test functions. The quadrature and the spans of the piece-wise constant test functions define the locations of the collocation points. Several collocation points are combined into one equation by the integration operator.
This observation speeds up also the explicit simulations with IGA since the integration of the right-hand side is cheaper. The same logic applies to any basis functions that are globally C 1 and preserves the partition of unity property.
The structure of the paper is the following. We start in Section 2 from the one-dimensional derivation of the method. Next, we focus on the two-dimensional extension in Section 3. Finally, in Section 3, we illustrate the method with four numerical examples, the three-dimensional projection problem, the explicit dynamics simulation, the two-dimensional Laplace problem, and the isogeometric L2 projection of a bitmap. We summarize the paper in Section 4.
One dimensional case
Let us focus on the general PDE in the following form
defined over Ω = [a, b] interval. We partition the interval into N e finite elements. Let us use the Galerkin method with C 1 continuity of the discretization. We have the one dimensional B-spline basis functions
where N x = N e + p. We approximate the solution u(x) ≈ i=1,...,Nx u i B x i,p (x). We also test with B-splines.
If we have C 1 continuity of the trial basis functions and we use the exact quadrature during the integration, then the fact, if we integrate by parts or not, does not matter, the values in the matrix are the same, before or after the integration. So let us focus on C 1 B-splines and test our PDE with B-splines, and we do not integrate by parts.
Let us select any quadrature with points and weights {x o , w o } o , resulting in the exact numerical integration. At a given quadrature point x o we have p + 1 non-zero B-spline functions. We take our system of linear equations, and we replace the first row by the sum of rows 1, 2, ..., 1 + k. We also replace the second row by the sum of rows 1, 2, ..., 2 + k. Similarly, we replace row r by the sum of rows max(1, r − k), ..., min(N x , r + k) to the row r = 2, ..., N x − 1. Finally, we replace the last row by the sum of rows N x − k, ..., N x . We get the system
Let us illustrate the matrix of the system by focusing on the following example. Let us consider quadratic B-splines over 5 elements, defined by knot vector [0 0 0 1 [1, 4] , B 5 over [2, 4] , B 6 over [3, 4] , and B 7 over [4, 5] . We define now new test functions, by summing up three consecutive B-splines,
The resulting new test functions are presented in Figure 2 .
We can partition the integrals according to the supports of the basis functions. We plot the entire matrix (in two blocks). For simplicity, we skip the superscript x in the notation.
This matrix can be represented as the sum of three sub-matrices 
The black terms, represents the case, where we have the summation of all local test functions over a single element. In such the case
since the test function sum up to one [ m=j,j+p B x m,p (x o )] = 1, from the partition of unity property. The black terms represent the test functions equal to 1.
The red terms represent the case, where we have the integration over a single element of a sum of two test B-splines multiplied by our operator applied to a trial function.
The blue terms represent the integration over a single element with one test B-spline multiplied by our operator applied to a trial function.
The blue and red terms, they cannot be removed from the system. However, we will show how to make their contribution negligible. Their presence in a matrix is a consequence of the fact that we sum up three B-splines that span over different three elements, and over the beginning and the last two elements, they do not sum up to one. They only sum up to one over the central element.
Let us check what happens if we sum up more test B-splines, and increase the number of elements over the test space only. Let us double the number of elements over the test space, by taking the knot vector [0 0 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5 5] . We have now the test functions presented in Figure 3 . If we sum up three test B-splines, we will get a single central segment where the test B-splines sum up to one, this time thinner, since the refined elements are smaller than the original elements. If we sum up more rows of the system, we will get a longer interval where B-splines sum up to one. For the sum of four rows of the matrix, representing four test B-splines we get the function constant on the central segment [2 3], and the "blue" and "red" terms they become two times smaller since the corresponding segments of B-splines are two times "thinner".
Increasing the number of test B-splines further, and summing up more test Bsplines results in convergence to the piece-wise constant test functions, as presented in Figure 4 . By changing the range of the summation of test B-splines, we can change the location of the segment. We can cover any interval of elements by a segment where the resulting test function is equal to 1. We have extra two thin segments at the beginning and at the end of the constant segment, where the shape is smoothly increasing from 0 to 1.
For a given mesh, we can sum up sets of three B-splines and get test functions with one segment equal to one, and the two other segments being quadratic polynomials. We can also sum sets of more functions and get "longer" segments equal to one, again with the two segments, at the beginning and at at the end, being quadratic polynomials. Now, the question is, how to get rid of the polynomial segments at the beginning and at the end of the test functions? How to work with piece-wise constant test functions? When we increase the number of elements and the length of the segments equal to 1, the contribution of "red" and "blue" terms become negligibly small. At the limit (when we increase the number of elements and number of added test functions), they vanish.
We construct the isogeometric analysis method with piece-wise constant test functions in the following way
• We plug our trial B-splines into our PDE, namely u = RHS, so we have
• We take the test space {B x j,p } j=1,...,N * x , larger than trial space, with N * x >> N x , and we multiply our equation and integrate. In other words, we take scalar L2 products with more test functions than trial functions.
We end up with the rectangular matrix
.., N * x }, and we sum up the corresponding equations into the new system.
We do it in such a way that the obtained system is well-posed (that the linear combinations of test functions from the selected subsets of test functions form a linearly independent basis). Namely, we select the intervals over our domain, where we want our piece-wise constant test functions to be fixed to one. We select and sum up rows in such a way, that we end up with piece-wise constant test functions {I i } i=1,...,Nx span over some intervals. We select intervals in such a way that they are not linearly dependent to the obtained well-posed system of equations.
We end up with the system of equations
The considerations for higher-order B-splines follows similar lines as for the quadratic B-splines.
In general, summing 2p + 1 B-splines of order p, gives the test function over one element equal to 1, and over p elements at the beginning, and p elements at the end, where the test functions change smoothly from 0 to 1. Summing 2p + m B-splines of order p, gives test functions equal to 1 over m elements, and p segments at the beginning and at the end, where the function is smoothly going from 0 to 1. In the limit, using more elements over the test space, and summing more rows, we can get a segment equal to 1 over any interval span over our trial space.
Selecting the piece-wise constant test functions has to be done in such a way that they are linearly independent, and the resulting system of equations can be factorized using direct solver. We must select intervals in such a way that the number of test functions is equal to the number of trial functions, and the test functions are linearly independent. Otherwise, the factorization will break.
Two dimensional case
We repeat our considerations in the two-dimensional case. We start from the general form of the PDE Fu = RHS
where we discretize with C 1 continuity B-splines, and we do not integrate by parts.
We have the global system of linear equations we can number them (i, j; m, n).
We select the N * e intervals of the test functions along x direction, we adapt the test space in the x direction, and sum up with multiple rows of the test space, to get the piece-wise constant test functions over the selected intervals.
Namely, we add to the row (i, j; m, n) the sum of rows number
where N * x = N * e + p denotes the number of test functions in the x direction. We get the equivalent global system
Now, we compute the integrals by using numerical quadrature rule for polynomials
At a given quadrature point, we sum up all the B-splines in one direction. The number of test functions that we sum up at a given row is such that the summation, from the partition of unity, is equivalent to the piece-wise constant test function in the x direction. The other terms (the "blue" and the "red" terms) they are neglected (or they disappear in the limit).
So these summation terms disappear.
Now, we can come back to the integral, and we have now the piece-wise constant test functions I i (x). 
. . .
Examples
In this section, we present four numerical examples. The goal of the first example is to show how the method scales on a three-dimensional projection problem if we increase the mesh size or the B-splines order. The goal of the second example is to illustrate that the method can be applied for explicit dynamics problems since each of them is a sequence of isogeometric L2 projections. The goal of the third example is to show that the method allows incorporating boundary conditions. We also show how the method scales with a two-dimensional MATLAB code. Finally, we show the comparison of our method with the isogeometric L2 projection of a bitmap. We compare the convergence rates on this difficult projection example.
Isogeometric L2 projections
First example is the L2 projection problem. Let us test the scalability of our method, using standard Gaussian quadrature. We assume that the right-hand side is the polynomial of the third order with respect to each variable, e.g.,
Standard isogeometric L2 projection for second order B-splines with C 1 continuity
requires the third order quadrature, to integrate the right-hand side exactly, since 2 * 3 − 1 = 5 and we have to integrate polynomials of the fifth order in each direction.
When we introduce piece-wise constant test polynomials,
the exact right-hand side integration requires the second order quadrature, since 2 * 2 − 1 = 3 and we have to integrate polynomials of the third order in each direction. We use alternating directions direct solver for factorization [21] . This implementation of the direct solver for isogeometric L2 projections has the following features. It has a linear computational cost O(N ), and it uses the Kronecker product structure of the matrix. It generates three one-dimensional systems with multiple RHS. In the case of piece-wise constant test functions, these systems look in the following way. We implement the isogeometric L2 projection using quadratic C 1 B-splines, and piece-wise constant test functions. We report in Table 1 and Figure 6 the cost of generation of the right-hand-sides, and the cost of factorization. We execute the code on a single core of a Linux cluster node with 2.4 GHz Intel Xeon CPU E5-2509. We conclude that switching to piece-wise constant test functions reduces the cost almost one order of magnitude, using the slowest traditional integration with Gaussian quadrature. The further speedup can be possibly obtained by incorporating faster quadrature [20] and parallel solvers [22] . We also consider the improvement from the application of the piece-wise constant test functions, when we use higher-order B-splines, for quadratics, cubics, and quartics, over the larger mesh. We report the times in Table 2 
Explicit dynamics
We focus now on the time-dependent problems solved with an explicit method. The governing equation in the strong form is given by
The strong form is transformed into a weak one by taking the L 2 scalar product with test functions v ∈ H 1 (Ω), and the Euler integration scheme is utilized with respect to time
The system has an identical structure as the one considered in the projection problem, and the "elimination" of test functions can be applied here as well, speeding up the integration at every time step. 
We can employ the alternating directions solver in every time step. We factorize the L2 projection matrix once, using three one-dimensional systems with multiple right-hand sides, and then we perform forward and backward substitutions for each new right-hand side. Each time step of the explicit dynamics simulation generates the right-hand-side, like in the isogeometric L2 projection problem. Thus, to get the cost of the explicit dynamics simulation, we multiply the times from Table 1 by the number of time steps. The further speedup can be obtained by using parallel explicit dynamics solvers [22] and a fast integration scheme [20] , reducing the number of quadrature points for the trial functions.
Laplace problem with mixed boundary conditions
We consider a Laplace problem with Dirichlet and Neumann boundary conditions,
where Ω = (0, 1) 2 , with boundary conditions
The weak variational formulation is obtained by taking the L 2 -scalar product with functions v ∈ H 1 Γ D (Ω) = {v ∈ H 1 (Ω) : v| Γ D = 0}, integrating by parts, and including the Neumann boundary conditions:
It is possible to show that the Galerkin problem is well-possed. Now, we discretize with C 1 B-splines, so our solution lives in a space that is a sub-set of H 2 , so we can integrate back by parts on a discrete level
The system in a discrete form reads 
The zero Dirichlet boundary conditions can be enforced by setting corresponding rows to 0, diagonals to 1, and right-hand-sides to 0. We compare the standard aggregation code from the red, green and blue colors. We solve the three projection problems, and we combine the results to get the colors.
We present the resulting bitmaps, obtained by executing our method with piecewise constant test functions and quadratic C 1 trial B-splines. We also present in Figure 8 the comparison of our method with the isogeometric L2 projection with quadratic C 1 B-splines for trial and test.
Conclusions
We have shown in this paper, that solving a PDE with Galerkin method with H 2 approximation of C 1 basis functions, can be transformed into testing the PDE with piece-wise constant test functions. The resulting problem is of the Petrov-Galerkin kind, with different trial and test spaces. This has the following consequences. First, we can eliminate the test functions from the linear systems of equations, by making them piece-wise constants. Second, the numerical integration cost will be reduced since we do not need to integrate the test functions right-away. Third, this method is PDE independent, but we cannot integrate by parts since the derivatives of B-splines do not fulfill the partition of unity property at a given quadrature point. However, when we use higher continuity, e.g., C 1 discretizations, the system of equations integrated by parts is equivalent to the system not integrated by parts (the entries in the matrices are indeed equal). Our method is of Petrov-Galerkin kind, where we discretize with higher continuity basis functions preserving the partition of unity property, and test with piece-wise constant functions. Fourth, the method does not depend on the selected quadrature. Fifth, the method does not depend on the shape of the domain. Sixth, the method is dimension independent, and it can be used in space-time formulations as well. Finally, the method can be used to speed up IGA time-dependent simulations.
Summing up, the test functions in IGA can be set to a piece-wise constant. The test functions define the span of the collocation points. The points are combined with the weights as prescribed by the quadrature for the integration. The collocations are computed at the quadrature points, and they are combined over the span of the test functions. The same logic applies to any basis functions that are globally C 1 , and they preserve the partition of unity property.
Future work may include the mathematical analysis of this new projection method. We will also check how "removing" of test functions from IGA discretizations influences the convergence of iterative solvers [23] . We will also check how it does affect space-time formulations [24] . This method can also be combined with some fast integration techniques (in the sense that we only reduce the order of the integrated function, so our method does not exclude further speedup by using faster quadrature). We also plan to investigate how this method can be incorporated with some stabilization methods [25] [26] [27] [28] .
