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A GENERALIZED WORST-CASE COMPLEXITY ANALYSIS FOR
NON-MONOTONE LINE SEARCHES
GEOVANI N. GRAPIGLIA∗ AND EKKEHARD W. SACHS†
Abstract. We study the worst-case complexity of a non-monotone line search framework that
covers a wide variety of known techniques published in the literature. In this framework, the non-
monotonicity is controlled by a sequence of nonnegative parameters. We obtain complexity bounds
to achieve approximate first-order optimality even when this sequence is not summable.
Key words. Nonlinear optimization, Unconstrained optimization, Non-monotone line search,
Worst-case complexity
1. Introduction. The worst-case complexity analysis of algorithms for non-
convex optimization has become a very active research area. This type of analysis
aims at an estimate for the maximum number of iterations that an algorithm needs
to generate an ǫ-approximate critical point of the objection function. The numerical
schemes for smooth unconstrained optimization considered so far include line search
algorithms [7, 12, 17, 27, 30], trust-region algorithms [13, 15, 16, 19] and regularization
algorithms [4, 8, 9, 10, 11, 14, 18, 24, 28, 33].
In most of these studies, the algorithms that were analyzed are monotone, that
is, they do not allow an increase in the values of the objective function in successive
iterations. In this paper we consider a whole family of non-monotone step-size rules
and analyze their complexity. This is carried out by using a general algorithmic
framework, extending the work in [31]. The framework is built upon a generalized
Armijo rule in which the non-monotonicity is controlled by a sequence {νk} of non-
negative real numbers. It was shown in [17] that, if the sequence {νk} is summable, the
algorithms in the class take at most O(ǫ−2) iterations to find ǫ-approximate critical
points. Here, we relax the summability assumption and provide complexity estimates
for the resulting non-monotone schemes. As a by-product, we obtain a unified liminf-
type global convergence result for non-monotone schemes in which νk → 0, covering
the non-monotone rules in [21] and [34]. Compared to these approaches, the analysis
presented here is remarkably simple and our generalized results allow more freedom
for the development of new non-monotone line search algorithms. As an example, we
design a non-monotone stepsize rule related to the Metropolis rule.
The paper is organized as follows. In Section 2, we present worst-case complexity
estimates. We use these estimates to derive in a new way global convergence results as
outlined in Section 3. In Section 4, a Metropolis-based non-monotone rule is motivated
and defined. We report preliminary numerical experiments in Section 5.
2. Worst-Case Complexity Analysis. Given a Hilbert space (X, 〈 . , . 〉), we
consider the minimization problem
(2.1) min
x∈X
f(x),
where f : X → R is Fre´chet differentiable. We shall denote the gradient of f at x ∈ X
by ∇f(x). Furthermore, given xk ∈ X , we call dk ∈ X a descent direction for f at xk
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if 〈∇f(xk), dk〉 < 0. Finally, we shall denote the norm induced by the inner product
〈 . , . 〉 by ‖ . ‖.
In what follows we will consider the following general descent algorithm with
a non-monotone Armijo line search, which is a slight modification of the scheme
proposed by Sachs and Sachs [31].
Algorithm 1. (General Non-monotone Descent Algorithm)
Step 0 Given x0 ∈ X , α0 > 0 and β, ρ ∈ (0, 1), set k := 0.
Step 1 Compute a descent direction dk ∈ X for xk.
Step 2.1 Set l := 0.
Step 2.2 Choose νk,l ≥ 0. If
(2.2) f(xk + αkβ
ldk) ≤ f(xk) + ραkβl 〈∇f(xk), dk〉+ νk,l
set lk = l, νk = νk,lk and go to Step 3. Otherwise, set l := l+ 1 and repeat Step
2.2.
Step 3 Set xk+1 = xk + αkβ
lkdk, αk+1 = αkβ
lk−1, k := k + 1 and go to Step 1.
Remark 2.1. The difference between Algorithm 1 and the general scheme in [31]
is that at any given iteration k, instead of using a fixed non-monotone term νk, we
allow it to change within the line-search procedure. This flexibility allows to cover the
non-monotone rule described in Section 4.
To analyze the worst-case complexity of Algorithm 1, we shall consider the fol-
lowing assumptions:
A1 The objective function f : X → R is Fre´chet differentiable and its gradient
∇f : X → X is Lipschitz continuous with Lipschitz constant L > 0.
A2 There exists flow ∈ R such that f(x) ≥ flow for all x ∈ X .
A3 For all k,
〈∇f(xk), dk〉 ≤ −c1‖∇f(xk)‖2 and ‖dk‖ ≤ c2‖∇f(xk)‖
for some constants c1, c2 > 0.
Lemma 2.2. Suppose f : X → R is Fre´chet differentiable and its gradient ∇f :
X → X is Lipschitz continuous with Lipschitz constant L > 0:
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖, ∀x, y ∈ X.
Then,
(2.3) f(y) ≤ f(x)− 〈∇f(x), y − x〉 + L
2
‖y − x‖2 ∀x, y ∈ X.
Proof. See, for example, Theorem 1.2.22 in [32].
The next lemma provides a lower bound on αk. Its proof is similar to the proof
of Lemma 2 in [17], and we give it here for completeness.
Lemma 2.3. Suppose that A1 and A3 hold. Then, for all k,
(2.4) αk ≥ min
{
α0,
2(1− ρ)c1
Lc22
}
≡ α¯.
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Proof. Obviously, (2.4) holds for k = 0. Assume that (2.4) holds for some k ≥ 0.
If ℓk = 0, then
αk+1 = β
−1αk > αk ≥ α¯,
that is, (2.4) also holds for k+1. If ℓk ≥ 1, by Step 2.2 and the definition of αk+1 we
have
f(xk + αkdk)− f(xk) > ραk+1〈∇f(xk), dk〉+ νk,ℓk−1
≥ ραk+1〈∇f(xk), dk〉.(2.5)
On the other hand, from A1 and Lemma 2.2, it follows that
(2.6) f(xk + αk+1dk)− f(xk) ≤ αk+1〈∇f(xk), dk〉+
Lα2k+1
2
‖dk‖2.
Combining (2.5), (2.6) and A3, we obtain
ραk+1〈∇f(xk), dk〉 ≤ αk+1〈∇f(xk), dk〉+
Lα2k+1
2
‖dk‖2
=⇒ αk+1 ≥ 2(1− ρ)
L
(
−〈∇f(xk), dk〉‖dk‖2
)
≥ 2(1− ρ)c1
Lc22
,
and so, (2.4) also holds for k + 1.
The first theorem gives an upper bound on the total number of function evalua-
tions after k ≥ 1 iterations.
Theorem 2.4. Suppose that A1 and A3 hold and let Nk be the total number of
function evaluations up to the k-th iteration of Algorithm 1. Then,
(2.7) Nk ≤ 2(k + 1) + 1
log(β)
[log(α¯)− log(α0)] ,
where α¯ is defined in Lemma 2.3.
Proof. Theorem 3 in [17] applies here, since the proof only uses αk+1 − βℓk−1αk
and the bound αk ≥ α¯ for all k.
Remark 2.5. From (2.2) we see that Algorithm 1 the number of function evalu-
ation on average
Nk
k
≤ 2(1 + 1
k
) +
1
k
log(α¯)− log(α0)
log(β)
can be bounded in the long run by two.
Now, define
(2.8) κc = min
{
ρβα0c1,
2βρ(1− ρ)c21
Lc22
}
.
With respect to sequence {νk}+∞k=0 that controls the amount of the non-monotonicity,
we shall consider the following assumption:
A4 limT→+∞
1
T
∑T−1
k=0 νk = 0.
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Given ǫ > 0, under assumption A4, we shall denote by T0(ǫ) any non-negative
integer such that
(2.9) T ≥ T0(ǫ) =⇒ 1
T
T−1∑
k=0
νk ≤ κcǫ
2
2
,
where κc is given by (2.8).
Our next theorem establishes an upper bound on the number of iterations neces-
sary for Algorithm 1 generate xk such that ‖∇f(xk)‖ ≤ ǫ.
Theorem 2.6. Suppose that A1-A4 hold and let the sequence {xk}+∞k=0 be gene-
rated by Algorithm 1. If
(2.10) T ≥ max
{
T0(ǫ),
2(f(x0)− flow)
κcǫ2
}
,
then
(2.11) min
k=0,...,T−1
‖∇f(xk)‖ ≤ ǫ.
Proof. It follows from (2.2), A3 and Lemma 2.3 that
νk + f(xk)− f(xk+1) ≥ ραkβlk (−〈∇f(xk), dk〉)
≥ ρβαk+1c1‖∇f(xk)‖2
≥ κc‖∇f(xk)‖2,(2.12)
where κc is defined in (2.8). Summing up these inequalities for k = 0, . . . , T − 1, and
using A2, we get
T−1∑
k=0
κc‖∇f(xk)‖2 ≤ f(x0)− f(xT ) +
T−1∑
k=0
νk ≤ f(x0)− flow +
T−1∑
k=0
νk.
Consequently,
κcT min
k=0,...,T−1
‖∇f(xk)‖2 ≤ f(x0)− flow +
T−1∑
k=0
νk,
which gives
(2.13) min
k=0,...,T−1
‖∇f(xk)‖2 ≤ f(x0)− flow
κcT
+
1
κcT
T−1∑
k=0
νk.
Since (2.10) holds, we have T ≥ T0(ǫ), and so it follows from (2.9) that
(2.14)
1
κcT
T−1∑
k=0
νk ≤ ǫ
2
2
.
On the other hand, also by (2.10) we have
(2.15)
f(x0)− flow
κcT
≤ ǫ
2
2
.
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Combining (2.13), (2.14) and (2.15), we have
min
k=0,...,T−1
‖∇f(xk)‖2 ≤ ǫ
2
2
+
ǫ2
2
= ǫ2,
which gives (2.11).
An important class of non-monotone schemes is the one that corresponds to {νk}
summable. As mentioned in the Introduction, it includes, for example, the non-
monotone rule of Zhang and Hager [34] (for details, see Section 6 in [31]). For this
class, Theorem 2.6 gives the following result.
Corollary 2.7. Suppose that A1-A3 hold and that
∑+∞
k=0 νk < +∞. Let
{xk}+∞k=0 be a sequence generated by Algorithm 1. Given ǫ ∈ (0, 1), if
(2.16) T ≥ 2max
{
+∞∑
k=0
νk, f(x0)− flow
}
κ−1c ǫ
−2,
then
(2.17) min
k=0,...,T−1
‖∇f(xk)‖ ≤ ǫ.
Proof. Note that
0 ≤ 1
T
T−1∑
k=0
νk ≤ 1
T
+∞∑
k=0
νk, for all T ≥ 1.
Since {νk} is summable, it follows that A4 is satisfied. Moreover,
T ≥
2
(∑+∞
k=0 νk
)
κcǫ2
=⇒ κcǫ
2
2
≥ 1
T
(
+∞∑
k=0
νk
)
≥ 1
T
(
T−1∑
k=0
νk
)
.
Therefore, (2.9) holds for
T0(ǫ) =
2
∑+∞
k=0 νk
κcǫ2
,
and (2.16) can be rewritten as
T ≥ max
{
T0(ǫ),
2(f(x0)− flow)
κcǫ2
}
.
Thus, by Theorem 2.6, (2.17) must be true.
When
∑+∞
k=0 νk < +∞, Corollary 2.7 gives a worst-case complexity bound of
O(ǫ−2) iterations, which agrees with the bound established in [17]. The next result
allows us to obtain worst-case complexity estimates even when {νk} is not summable.
Corollary 2.8. Suppose that A1-A3 hold and that νk → 0. Let constant C > 0
such that νk ≤ C for all k and, given δ > 0, let k0(δ) be a positive integer such that
νk ≤ δ if k ≥ k0(δ). Then, for any sequence {xk}+∞k=0 generated by Algorithm 1, if
(2.18) T ≥ max
{
2k0(δ/2)C
δ
, 1 + k0(δ/2),
2(f(x0)− flow)
κcǫ2
}
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for δ = κcǫ
2/2, it follows that
(2.19) min
k=0,...,T−1
‖∇f(xk)‖ ≤ ǫ.
In particular, if νk = M/k for all k, with M > 0 constant, then (2.19) holds if
(2.20) T ≥ max
{
16M2
κ2cǫ
4
, 1 +
4M
κcǫ2
,
2(f(x0)− flow)
κcǫ2
}
.
Proof. Given δ > 0, if
T ≥ max
{
2k0(δ/2)C
δ
, 1 + k0(δ/2)
}
we have
1
T
T−1∑
k=0
νk =
1
T

k0(δ/2)−1∑
k=0
νk

 + 1
T

 T−1∑
k=k0(δ/2)
νk


≤ 1
T

k0(δ/2)−1∑
k=0
C

+ 1
T

 T−1∑
k=k0(δ/2)
δ
2


≤ 1
T

k0(δ/2)−1∑
k=0
C

+ 1
T
(
T−1∑
k=0
δ
2
)
≤ k0(δ/2)C
T
+
δ
2
≤ δ.
Therefore, assumption A4 is satisfied and (2.9) holds for
T0(ǫ) = max
{
2k0(δ/2)C
δ
, 1 + k0(δ/2)
}
,
with δ = κcǫ
2/2. Consequently, if (2.18) holds, then (2.10) is true and the conclusion
comes directly from Theorem 2.6. Finally, suppose that νk = M/k for all k. Then,
νk → 0, νk ≤M for all k and, given δ > 0,
νk =
M
k
≤ δ ⇐⇒ k ≥ M
δ
.
Hence, in this case, we have
k0(δ) =
M
δ
and C = M.
Therefore, condition (2.18) becomes (2.20).
Remark 2.9. Consider νk = ǫ/k for all k ≥ 1, with ǫ ∈ (0, 1). In this case, even
though
∑+∞
k=0 νk = +∞, it follows from Corollary 2.8 (with M = ǫ) that Algorithm 1
also takes at most O(ǫ−2) iterations to generate xk such that ‖∇f(xk)‖ ≤ ǫ.
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3. Global Convergence Results. The following theorem comes as a by-product
from the previous complexity estimates and yields a convergence result which simpli-
fies known proofs substantially and generalizes other non-monotone step-size rules.
Theorem 3.1. Suppose that A1-A3 hold and let the sequence {xk}+∞k=0 be gen-
erated by Algorithm 1. If νk → 0 as k → +∞, then either there exists k¯ such that
∇f(xk¯) = 0 or
(3.1) lim inf
k→+∞
‖∇f(xk)‖ = 0.
Proof. Let ǫ > 0. Since νk → 0 as k → +∞, there exist constants C and
k0(
κcǫ
2
4 ) > 0 such that νk ≤ C for all k, and νk ≤ κcǫ2/4 for all k ≥ k0(κcǫ
2
4 ). Thus,
from Corollary 2.8, if
(3.2) T ≥ max
{
4k0(
κcǫ
2
4 )C
κcǫ2
, 1 + k0
(
κcǫ
2
4
)
,
2(f(x0)− flow)
κcǫ2
}
then
min
k=0,...,T−1
‖∇f(xk)‖ ≤ ǫ.
As ǫ > 0 is arbitrary, this proves that
lim
T→+∞
(
min
k=0,...,T−1
‖∇f(xk)‖
)
= 0.
Therefore, either there exists k¯ for which ‖∇f(xk¯)‖ = 0 or (3.1) is true. More
importantly, our analysis provides a unified global convergence proof for many non-
monotone methods based on the method proposed in [21], which is one of the most
used non-monotone line search algorithms. It corresponds to the modified Armijo rule
f(xk + αkβ
lkdk) ≤ max
0≤j≤m(k)
f(xk−j) + ραkβ
lk〈∇f(xk), dk〉,
for a suitable choice of m(k). Notice that this rule can be written in the form (2.2)
with
νk,l ≡ νk = max
0≤j≤m(k)
f(xk−j)− f(xk).
We show how the convergence can be obtained as a simple corollary from the previous
theorem. We generalize the stepsize rule to include also those that have been proposed
in recent years (see, for example, [1, 2, 3, 29]).
Corollary 3.2. Suppose that A1-A3 hold and let sequence {xk}+∞k=0 be generated
by Algorithm 1 where (2.2) is replaced by
(3.3) f(xk + αkβ
lkdk) ≤ Rk + ραkβlk〈∇f(xk), dk〉
with
(3.4) f(xk) ≤ Rk ≤ max
0≤j≤m(k)
f(xk−j)
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where m(0) = 0 and 0 ≤ m(k) ≤ min {m(k − 1) + 1, N}, for a user-defined N ∈ N.
If
{x ∈ Rn | f(x) ≤ f(x0)}
is compact, then either exists k¯ such that ∇f(xk¯) = 0 or
lim inf
k→+∞
‖∇f(xk)‖ = 0.
Proof. Under the compactness assumption on the level set, it was shown in [21]
that
(3.5) lim
k→+∞
f(xk) = lim
k→+∞
max
0≤j≤m(k)
f(xk−j).
Hence for νk = Rk − f(xk) we obtain
lim
k→+∞
νk = lim
k→+∞
Rk − f(xk) ≤ lim
k→+∞
max
0≤j≤m(k)
f(xk−j)− f(xk) = 0.
Therefore, the result follows directly from Theorem 3.1.
Remark 3.3. It follows from Corollary 3.2 that any line search algorithm built
upon the non-monotone rule (3.3) with Rk satisfying (3.4) is globally convergent.
An improved lim-type convergence result can be obtained for variants of Algo-
rithm 1 characterized by te following assumption:
A4’ For all k ≥ 0,
νk = θk‖∇f(xk)‖2,
with θk ≥ 0 and limk→+∞ θk = 0.
Under assumption A4’, the next lemma gives a finite upper bound of O(ǫ−2) for the
total number of iteration of Algorithm 1 in which ‖∇f(xk)‖ > ǫ for a given ǫ > 0.
Lemma 3.4. Suppose that A1-A3 hold and let sequence {xk}+∞k=0 be generated by
Algorithm 1. Given ǫ > 0, if A4’ holds, then the number of elements of the set
(3.6) Ωǫ = {k | ‖∇f(xk)‖ > ǫ}
is bounded as follows
(3.7) |Ωǫ| ≤ k1 +

2
(
f(x0)− flow +
∑k1−1
i=0 θi‖∇f(xi)‖2
)
κc

 ǫ−2,
where k1 is any positive integer such that θk ≤ κc/2 if k ≥ k1, for κc defined in (2.8).
Proof. Since limk→+∞ θk = 0 (by A4’), there exists k1 ∈ N such that θk ≤ κc/2
if k ≥ k1. Thus, it follows from (2.12) that
κc‖∇f(xk)‖2 ≤ f(xk)− f(xk+1) + νk
= f(xk)− f(xk+1) + θk‖∇f(xk)‖2
≤ f(xk)− f(xk+1) + κc
2
‖∇f(xk)‖2, ∀k ≥ k1,
which implies that
(3.8)
κc
2
‖∇f(xk)‖2 ≤ f(xk)− f(xk+1), ∀k ≥ k1.
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Given 0 ≤ s < t, let us define
(3.9) Ωǫ(s, t) = {s ≤ k ≤ t | ∇f(xk)‖ > ǫ} .
For all t > k1, it follows from (3.8) that
κc
2
ǫ2 ≤ f(xk)− f(xk+1), ∀k ∈ Ωǫ(k1, t).
Therefore,
|Ωǫ(k1, t)|κcǫ
2
2
=
∑
k∈Ωǫ(k1,t)
κcǫ
2
2
≤
∑
k∈Ωǫ(k1,t)
f(xk)− f(xk+1)
≤
t∑
k=k1
f(xk)− f(xk+1)
= f(xk1 )− f(xt+1)
≤ f(xk1 )− flow,
and so
(3.10) |Ωǫ(k1, t)| ≤
[
2 (f(xk1)− flow)
κc
]
ǫ−2.
Since t > k1 is arbitrary, by (3.9), (3.10) and (3.6), we get
(3.11) |Ωǫ| ≤ k1 + |Ωǫ(k1,+∞)| ≤ k1 +
[
2(f(xk1)− flow)
κc
]
ǫ−2.
Finally, notice that
(3.12) f(xk1) ≤ f(x0) +
k1−1∑
i=0
νi = f(x0) +
k1−1∑
i=0
θi‖∇f(xi)‖2.
Thus, (3.7) follows directly from (3.11) and (3.12).
From the complexity estimate given in Lemma 3.4, we can establish the global
convergence of Algorithm 1. The proof follows the same argument used to prove
Corollary 2.1 in [24].
Theorem 3.5. Suppose that A1-A3 hold and let the sequence {xk}+∞k=0 be gener-
ated by Algorithm 1. If A4’ also holds, then
(3.13) lim
k→+∞
‖∇f(xk)‖ = 0.
Proof. Suppose that (3.13) does not hold. Then, there exists ǫ > 0 and a subse-
quence
{
xkj
}+∞
j=0
of {xk}+∞k=0 such that
‖∇f(xkj )‖ > ǫ, ∀j ∈ N.
This means that the corresponding set Ωǫ = {k | ‖∇f(xk)‖ > ǫ} is infinity, contradic-
tiong Lemma 3.4.
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4. A Metropolis-Based Non-Monotone Rule. One of the core ideas of non-
monotone rules is to allow the iterates to escape from local minimizers and to increase
the probability of finding global minimizers. In the context of derivative-free heuristics
for global optimization, Simulated Annealing [25, 22, 23] is one of the most efficient
schemes. At the kth iteration of a simulated annealing algorithm, the acceptance
or rejection of a candidate point x+k is usually done by the Metropolis rule: given a
uniform random number pk ∈ [0, 1], the next iterate is set as
(4.1) xk+1 =

 x
+
k , if pk ≤ min
{
1, exp
(
−f(x
+
k )− f(xk)
τk
)}
,
xk, otherwise,
where τk > 0 for all k, with τk → 0. By rule (4.1), if f(x+k ) ≤ f(xk) then x+k is always
accepted, i.e., xk+1 = x
+
k . However, the candidate point x
+
k also can be accepted
when f(x+k ) > f(xk), allowing the iterates to escape from local minimizers. The
larger the difference f(x+k )− f(xk) > 0 is, the smaller is the probability to accept x+k .
Since τk → 0, the probability of accepting x+k when f(x+k ) > f(xk) also goes to zero
when k → +∞.
Back to Algorithm 1, notice that the bigger is the non-monotone parameter νk,l,
the bigger is the chance to accept a candidate point x+k,l = xk+αkβ
ldk with f(x
+
k,l) >
f(xk). Thus, we can try to mimic the Metropolis acceptance rule by choosing νk,l as
follows:
Step 2.1 Set l := 0.
Step 2.2 Compute x+k,l = xk + αkβ
ldk and define
(4.2) νk,l = Mexp

−max
{
θ, f(x+k,l)− f(xk)
}
τk


for some constants M, θ > 0 independent of k and l, with τk = 1/ln(k + 1). If
f(x+k,l) ≤ f(xk) + ραkβl〈∇f(xk), dk〉+ νk,l
set lk = l and νk = νk,lk . Otherwise, set l := l + 1 and repeat Step 2.2.
The next two theorems establish complexity bounds of O(ǫ−2) and O(ǫ− 2(1+θ)θ )
for Algorithm 1, when θ > 1 and θ ∈ (0, 1], respectively.
Theorem 4.1. Suppose that A1-A3 hold and let sequence {xk}+∞k=0 be generated
by Algorithm 1 with νk,l defined by (4.2). Given ǫ > 0, if θ > 1 and
(4.3) T ≥ 2max
{
M
+∞∑
k=0
1
(k + 1)θ
, f(x0)− flow
}
κ−1c ǫ
−2,
then
(4.4) min
k=0,...,T−1
‖∇f(xk)‖ ≤ ǫ.
Proof. By (4.2), for all k we have
(4.5) νk =Me
−max{θ,f(xk+1)−f(xk)}ln(k+1) ≤M
(
1
k + 1
)θ
.
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Thus,
+∞∑
k=0
νk = M
+∞∑
k=0
(
1
k + 1
)θ
< +∞,
and Corollary 1 yields the result.
Theorem 4.2. Suppose that A1-A3 hold and let sequence {xk}+∞k=0 be generated
by Algorithm 1 with νk,ℓ defined by (4.2). Given ǫ ∈ (0, 1), if θ ∈ (0, 1] and
(4.6) T ≥ max
{(
4
κc
) 1+θ
θ
M
1
θ , 1 +
(
4M
κc
) 1
θ
,
2(f(x0)− flow)
κc
}
ǫ−
2(1+θ)
θ ,
then (4.4) holds.
Proof. By (4.5), we have νk → 0. Moreover, νk ≤M and given δ > 0,
νk ≤ δ if k ≥
(
M
δ
) 1
θ
.
Denote
C = M and k0(δ) =
(
M
δ
) 1
θ
.
Taking δ = κcǫ
2/2, it follows from (4.6) that
T ≥ max
{(
4
κc
) 1+θ
θ
M
1
θ ǫ−
2(1+θ)
θ , 1 +
(
4M
κc
) 1
θ
ǫ−
2
θ ,
2(f(x0)− flow)
κc
ǫ−2
}
= max
{
2k0(δ/2)C
δ
, 1 + k0(δ/2),
2(f(x0)− flow)
κcǫ2
}
.
Thus, by Corollary 2.8, (4.4) must be true.
Remark 4.3. The smaller is θ, the bigger is the chance to accept x+k,ℓ with
f(x+k,ℓ) > f(xk). Thus, the higher level of non-monotonicity obtained with θ ∈ (0, 1]
may lead to better local minimizers. However, this has a price: by Theorem 4.2, the
number of iterations that Algorithm 1 needs to find approximate stationary points may
be significantly bigger in comparison to the case θ > 1.
5. Preliminary Numerical Experiments. We performed some numerical ex-
periments comparing MATLAB implementations of four instances of Algorithm 1.
Specifically, we considered the following codes:
(i) the monotone algorithm obtained from Algorithm 1 by setting νk,l = 0 for all
k and l. We shall refer to this code as “M”.
(ii) the non-monotone algorithm in [34] obtained from Algorithm 1 by setting
νk,l = Ck − f(xk) for all k and l, where C0 = f(x0) and, for all k ≥ 1,
Ck =
ηk−1Qk−1Ck−1 + f(xk)
Qk
∀k ≥ 1,
Qk = ηk−1Qk−1 + 1 and ηk−1 = 0.85/k, with Q0 = 1. We shall refer to this
code as “NM1”.
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(iii) the non-monotone algorithm in [21] obtained from Algorithm 1 by setting
νk,l = max0≤j≤mk [f(xk−j)] − f(xk) for all k and l, where m(0) = 0 and
m(k) = min [m(k − 1) + 1, 10]. We shall refer to this code as “NM2”.
(iv) the non-monotone algorithm obtained from Algorithm 1 by setting νk,l as in
(4.2), with M = 50 + |f(x0)| and θ = 1.01. We shall refer to this code as
“NM3”.
In all implementations, we consider the parameters α0 = 1 and β = ρ = 0.5. The
search directions were generated as dk = −λk∇f(xk), where
λk+1 =
{
max
{
λmin,min
{
sTk sk
sT
k
yk
, λmax
}}
, if sTk yk > 0,
λmax, otherwise,
with λ0 = 1, sk = xk+1 − xk, yk = ∇f(xk+1) − ∇f(xk), λmin = 10−30 and λmax =
1030. We report here some results obtained for the two-dimensional Griewank function
[20]:
(5.1) f(x) = 1 +
x21
4000
+
x22
4000
− cos(x1)cos(x2/
√
2).
This function has a huge number of local minimizers but only one global minimizer,
namely x∗ = (0, 0) with f(x∗) = 0. We applied all the codes to minimize (5.1)
considering 60 initial points generated in the box [−600, 600]× [−600, 600]:(
−600 + 1200(i− 1)
3
,−600 + 1200(j − 1)
14
)
, i = 1, . . . , 4, j = 1, . . . , 15.
Within a budget of 500 function evaluations, code M found the best function value
for 3, 33% of the starting points, while codes NM1, NM2 and NM3 found the best
function value for 13, 33%, 20, 00% and 63, 33% of the starting points, respectively.
The distribution of the best function values found by each code is summarized in
Figure 5.1.
M NM1 NM2 NM3
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Fig. 5.1. Box-plot of the best objective function values obtained by the four codes.
These preliminary results confirm the ability of non-monotone methods of escap-
ing from the closest local minimizers. Moreover, they suggest that non-monotone
line-searches based on the Metropolis rule (as in NM3) may be competitive with
standard non-monotone methods on difficult problems with many non-global local
minimizers.
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6. Conclusion. In this paper, we investigated the worst-case complexity of a
generalized version of the non-monotone line search framework proposed in [31] for
smooth unconstrained optimization problems. In this framework, the level of non-
monotonicity is controlled by a sequence {νk} of non-negative parameters. In a previ-
ous paper [17], we proved that the algorithms in the referred framework take at most
O(ǫ−2) iterations to find ǫ-critical points, when the objective f is nonconvex. For
that, we had to assume that
∑+∞
k=0 νk < +∞. Now, by refining our analysis, we were
able to obtain bounds of the same order even when
∑+∞
k=0 νk = +∞. Our general-
ized results include a unified global convergence proof for non-monotone schemes in
which νk → 0, allowing more freedom for the design of new non-monotone line search
algorithms. As a topic for future research, it would be interesting to investigate the
possible extension of our results to inexact subsampled methods for minimizing finite
sums [5, 6].
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