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H2 model reduction of linear network systems by
moment matching and optimization
I. Necoara and T.C. Ionescu
Abstract—In this paper we study the problem of model
reduction of linear network systems. We aim at computing a
reduced order stable approximation of the network with the same
topology and optimal w.r.t. H2-norm error approximation. Our
approach is based on time-domain moment matching framework,
where we optimize over families of parameterized reduced order
models matching a set of moments at arbitrary interpolation
points. The parameterization of the low order models is in terms
of the free parameters and of the interpolation points. For this
family of parameterized models we formulate an optimization-
based model reduction problem with the H2-norm of error ap-
proximation as objective function while the preservation of some
structural and physical properties yields the constraints. This
problem is nonconvex and we write it in terms of the Gramians
of a minimal realization of the error system. We propose two
solutions for this problem. The first solution assumes that the
error system admits a block diagonal observability Gramian,
allowing for a simple convex reformulation as semidefinite pro-
gramming, but at the cost of some performance loss. We also
derive sufficient conditions to guarantee block diagonalization of
the Gramian. The second solution employs a gradient projection
method for a smooth reformulation yielding (locally) optimal
interpolation points and free parameters. The potential of the
methods is illustrated on several network examples.
I. INTRODUCTION
C
OMPLEX NETWORK SYSTEMS consist of mul-
tiple interacting dynamical subsystems, interconnected
through a graph enabling the subsystems to share information,
coordinate their activities and have self-control mechanisms
[16]. However, the corresponding models of network systems
are too complex and difficult to analyze, rendering it is
almost impossible to systematically develop operating and/or
open/closed-loop control algorithms. Therefore, we need ap-
proximation models to do analysis, simulation and control.
State-of-the-art: The problem of model reduction of intercon-
nected systems has been long studied in different frameworks,
see e.g. [20] and references therein for a survey. There are two
main existing approaches.
A first approach stemming from mathematics considers net-
work systems as static mathematical objects. The reduction
is treated with topological objectives, focusing on obtaining
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a reduced network abstracting a large-scale network by mer-
ging groups of nodes into super-nodes (so-called clustering)
[4]. For example, [15] aims at preserving stability and syn-
chronisation of the system, [5] preserves an interconnection
structure and synchronization by aggregating subsystems with
similar frequency responses, [10] provides a reduced system
with a dynamical behaviour close to the initial system while
preserving several properties for control purpose, and [14]
proposes a network reduction method preserving the flow
network property and the reduced graph to be scaled-free.
A second approach comes from systems and control theory.
The aim is to reduce the network system by preserving
consistency/structure in the network. Here, one category of
results are in the framework of stability preserving balanced
truncation, see e.g. [23], [22], where the balancing yields the
so-called structured Hankel singular values (invariants showing
the importance of subsystems states with respect to a chosen
input-output map for the whole network). The states with the
lowest structured Hankel singular values are truncated directly
from the full model, resulting in a low order stable network
satisfying the given interconnection map. A second category of
results are based on interpolatory methods [3], as e.g. in [13],
[19], [26], see also [12], [6] for earlier results. Here, structured
Krylov projections are applied directly on the entire network
to preserve the topology. Note that none of the presented
results reduce the number of nodes (subsystems) or alter the
interconnection map of the network.
Motivation: In this paper we also consider the second approach
of approximating the subsystems of a network. If the number
of subsystems is large, we first reduce their number using clus-
tering techniques and then perform subsystem approximation.
To the best of our knowledge, in the time-domain moment
matching framework [2], [11], finding a reduced model of the
network optimally w.r.t. the H2-norm of the approximation
error in the family of ν order models that matches a set
of ν moments, while preserving the network topology and
stability, is an open question. Some initial progress has been
made recently in [17] for general linear systems. However, a
direct application of this approach on the full model of the
network system does not preserve network topology. Hence,
this unsolved problem motivates our work here.
Contributions: In this paper we provide a systematic pro-
cedure for approximating the subsystems of a network op-
timally while preserving the network topology and stability.
The proposed procedure is based on time-domain moment
matching, where families of parametrized low order models
matching a set of moments at arbitrary interpolation points
are computed. Here we use the free parameters and the
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interpolation points defining the parameterization to find the
optimal approximation of the network measured in terms of the
H2-norm of the error system. We formulate an optimization
problem with the H2-norm of the approximation error as
objective function, while the preservation of some structural
and physical properties yields the constraints. The problem is
nonconvex and we prove that it can be written in terms of the
controllability/observability Gramians of a minimal realization
of the error system. We propose two solutions for solving
this problem. The first solution assumes that the error system
admits a block diagonal observability Gramian, allowing for a
simple convex reformulation as semidefinite programming, at
the cost of some performance loss. Also, sufficient conditions
are derived to guarantee block diagonal Gramians. The second
solution employs a gradient projection method for a smooth
reformulation yielding H2 (locally) optimal reduced order
models. Both solutions provide (optimal) stable low order
network models, parameterized in the interpolation points
and in the free parameters, matching a set of moments and
preserving the interconnection map of the original network.
The efficiency of the methods is illustrated on a positive
network and on a multiple area power system.
Content: The paper is organized as follows. In Section II
we briefly review the time-domain moment matching model
reduction of linear systems. In Section III we formulate the
optimization-based H2-norm moment matching model reduc-
tion problem with a Gramian-type cost function. In Sections
IV and V, we propose two numerical optimization methods
for solving this model reduction problem and extensions are
given in Section VI. In Section VII we illustrate the efficiency
of our theory on several network examples.
Notation: R and C denotes the set of real and complex
numbers, respectively. For a positive integer N we denote by
[N ] = {1, · · · , N}. For a matrix A ∈ Rn×n, σ(A) denotes
the set of its eigenvalues and Aij indicates the (i, j) matrix
block of A of appropriate dimension.
II. PRELIMINARIES
In this section, we briefly present the main results on time-
domain moment matching for linear systems [11].
A. Moments and moment matching
Consider the linear time-invariant system:
x˙ = Ax+Bu and y = Cx, (1)
where x ∈ Rn is the state of the system, u ∈ Rm is the input
and y ∈ Rp is the output, respectively. Consequently, system
matrices A ∈ Rn×n, B ∈ Rn×m and C ∈ Rp×n. Throughout
the paper we assume that the system is stable (i.e. σ(A) ⊂ C−)
and that (1) is a minimal (i.e. controllable and observable)
realization of the transfer function:
K(s) = C(sI −A)−1B. (2)
The moments of linear system (1) at a point s ∈ C on the
complex plane are defined as follows:
Definition 1: [1], [2], [7] The k-moment of the system (1) at
the point s /∈ σ(A), along the direction ℓ ∈ Cm is ηk(s; ℓ) =
(−1)k/k! dkK(s)/dskℓ ∈ Cp, with k ≥ 0 integer.
Consider the matrix S ∈ Rν×ν , with ν ≤ n and σ(S) = {si :
i ≥ 0 integer} ⊂ C. Let L = [ℓ1 · · · ℓν ] ∈ Rm×ν be such that
the pair (L, S) is observable. Since the system is assumed
minimal, the Sylvester equation:
AΠ+BL = ΠS, (3)
has the unique solution Π ∈ Rn×ν with rank Π = ν provided
that σ(A)∩σ(S) = ∅ [1]. Then, the moments of a system can
be characterized as follows:
Proposition 1: [11] Consider the system (1) and let Π be
the unique solution of equation (3). Then, at the interpolation
points si ∈ σ(S), the moments of the system (1) along dir-
ections ℓi, ηk(si; ℓi), with i, k ≥ 0 integers, are characterized
by the matrix CΠ.
We now present the moment matching property and the
reduced order model satisfying it:
Proposition 2: [2], [11] Consider the ν order linear system:
ξ˙ = Fξ +Gu and ψ = Hξ, (4)
with the state ξ ∈ Rν , input u ∈ Rm and output ψ ∈ Rp. Here,
ν ≤ n, F ∈ Rν×ν , G ∈ Rν×m and H ∈ Rp×ν . Assuming
σ(F ) ∩ σ(S) = ∅, then the reduced order system (4) matches
the moments of (1) at σ(S) if and only if:
HP = CΠ, (5)
where the invertible matrix P ∈ Rν×ν is the unique solution
of the Sylvester equation FP +GL = PS.
Note that the invertible matrix P in Proposition 2 is merely
a coordinate transformation. Hence, taking P = Iν yields a
parameterized ν order model (with the free parameters (G,L)
and the interpolation points matrix S) achieving moment
matching at σ(S), as shown in the next result:
Proposition 3: [2], [11] Assume that (L, S) is observable
and σ(A) ∩ σ(S) = ∅. Consider the ν order linear system:
Σ̂(S,G,L) : ξ˙ = (S −GL)ξ +Gu, ψ = CΠξ, (6)
with ν ≤ n and the transfer function:
K̂(s) = CΠ(sI − S +GL)−1G, (7)
where Π is the unique solution of (3). Assuming that σ(S −
GL)∩σ(S) = ∅, then the system (6), with the transfer function
(7), is a reduced order model of (1) parametrized in S,G and
L, matching the moments CΠ of system (1) at σ(S).
Remark 1: The system Σ̂(S,G,L) in (7) describes a ν order
approximation of (1) that achieves moment matching at σ(S).
Since L is only used in Σ̂(S,G,L) to ensure observability of the
pair (L, S) and since observability is generic, then, without
loss of generality, we fix a priori matrix L, i.e., we fix the
directions ℓi to compute moments along, see e.g. [2], [11].
Hence, in the rest of the paper we consider Σ̂(S,G,L) = Σ̂(S,G),
defining a family of ν order models matching ν moments along
fixed directions ℓi of system (1) at σ(S), for all G, such that:
i) Σ̂(S,G) is parametrized in (S,G)
ii) σ(S −GL) ∩ σ(S) = ∅.
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B. H2-norm based on the Gramians of linear systems
We now briefly recall the definition and computation of the
H2-norm of a linear system. For minimal stable system (1)
with transfer function (2), the H2-norm is defined as [8]:
‖K‖H2 =
√∫ ∞
−∞
|K(jω)|2 dω.
This norm can be written explicitly in matrix form as [8]:
‖K‖2H2 = C
TWC = BTMB, (8)
where W is the controlability Gramian and M is the observ-
ability Gramian of the linear system (1).
III. OPTIMAL H2 MODEL REDUCTION FORMULATION OF
LINEAR NETWORK SYSTEMS
In this section we formulate a model reduction problem,
yileding a family of parametrized models for each subsystem
of a linear network without altering its structure. To determine
the best approximation in terms of the H2-norm of the error,
we propose an optimization formulation, with the H2-norm
of the error as objective function, while stability and structure
are imposed as constraints.
A. Linear network systems
We perform model reduction for linear network systems
consisting of N interconnected subsystems, with dynamics
defined by the linear state space equations:
x˙i =
∑
j∈Ni
Aijxj +Biu ∀i ∈ [N ], (9)
where xi ∈ Rni represents the state of the ith subsystem,
u ∈ Rm is the common input, Aii ∈ Rni×ni , Bi ∈ Rni×m,
and Aij ∈ Rni×nj . The index set Ni ⊆ [N ] contains the index
i and all the indices of the subsystems which interact with the
subsystem i. Thus, in (9) we consider that each subsystem is
influenced through the states of the neighboring subsystems.
For a more general network description see Section VI.
PSfrag replacements
Σ1
Σ2
Σ3
Σ4
Figure 1. An example of a network system composed of four subsystems.
For example, consider the network system in Figure 1, where
the arrows indicate the interactions between the subsystems
Σ1,Σ2,Σ3 and Σ4. If we consider the fourth subsystem Σ4,
we have N4 = {3, 4} and hence:
x˙4 = A44x4 +A43x3 +B4u and A41 = A42 = 0.
For model reduction, we also express the dynamics of the
entire network system in the compact form (1), x˙ = Ax+Bu,
where x = [xT1 · · ·x
T
N ]
T ∈ Rn, with n =
∑N
i=1 ni, denotes
the states of the entire network and the input u ∈ Rm. As
output of the network system we consider a linear combination
of the states of each subsystem: y = Cx, where C ∈ Rp×n.
Then, the system matrices A ∈ Rn×n, B ∈ Rn×m and C =
[C1 . . . CN ] ∈ Rp×n, with Ci ∈ Rp×ni , are given by:
[
A B
C 0
]
=

A11 A12 . . . A1N B1
A21 A22 . . . A2N B2
...
...
. . .
...
...
AN1 AN2 . . . ANN BN
C1 C2 . . . CN 0
 , (10)
where we have that the matrix block (i, j) of A satisfies:
Aij = 0 ∀i ∈ [N ], j 6∈ Ni.
Recall that we assume stable networks, i.e. σ(A) ⊂ C−. Note
that the dimension n of entire network system is usually too
large, so that it is almost impossible to develop open or closed-
loop control algorithms in a systematic way. Therefore, we
need to obtain approximation models of the network system
(10), useful for analysis, simulation and control. Unfortunately,
moment matching-based model reduction techniques, such as
in [17], do not preserve the network structure. However, work-
ing with an approximation violating basic network constraints
it always leaves the question of how conclusive the results on
this basis are.
B. Optimal H2 moment matching-based model reduction
problem preserving network structure
In this section, we formulate the component model reduction
problem of the linear network system (9) with the network
structure given in (10). Recall that Aij = 0 in (10) if
i ∈ [N ], j 6∈ Ni and the dimension of the entire network
system is n =
∑N
i=1 ni. The goal is to perform model order
reduction such that the network structure is preserved, i.e.
compute reduced order models for each subsystem of the form:
ξ˙i =
∑
j∈Ni
Fijξj +Giu ∀i ∈ [N ], (11)
where ξi ∈ Rνi , with νi ≤ ni, represents the reduced state of
the ith subsystem, u ∈ Rm is the common input, Fij ∈ Rνi×νj
and Gi ∈ Rνi×m. Moreover, we want to preserve the network
structure, that is Fij = 0 if i ∈ [N ], j 6∈ Ni. If the number
of subsystems N is large, we first reduce their number using
existing clustering techniques (see Section I) and then perform
the subsystem approximation procedure described below. Note
that the dimension of the whole reduced model ξ˙ = Fξ+Gu
is ν =
∑N
i=1 νi, where ξ = [ξ
T
1 · · · ξ
T
N ]
T ∈ Rν denotes the
full state of the reduced model. We also define the output of
the reduced network:
ψ = Hξ,
whereH ∈ Rp×ν . The matrices of the reduced network system
(11) are written in a compact form as:
[
F G
H 0
]
=

F11 F12 . . . F1N G1
F21 F22 . . . F2N G2
...
...
. . .
...
...
FN1 FN2 . . . FNN GN
H1 H2 . . . HN 0
 , (12)
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where Hj ∈ Rp×νj and consider also L = [L1 . . . LN ], with
blocks Li ∈ Rm×νi . We want Fij = 0 for i ∈ [N ], j 6∈
Ni. Based on the parametrizations of the reduced model (6)
given in terms of the interpolation points matrix S and of
the free parameters G (i.e. F = S − GL,G and H = CΠ)
and using the H2-norm of the approximation error as objective
function and physical and structural restrictions as constraints,
we derive below an optimization problem to determine the
minimal approximation. More precisely, the optimalH2 model
reduction problem by moment matching is formulated as:
Problem 1: Given a linear network system (1) with the
subsystem matrices (10) and the transfer function K(s) as
in (2) and the directions of moments L, find a reduced order
linear network Σ̂(S,G) of the form (6) with subsystem matrices
(12) and the transfer function K̂(s) as in (7), parametrized in
the interpolations matrix S and the free parameters G, that
matches ν moments of (1) at σ(S) and satisfies the constraints:
(i) the H2-norm of the error system ‖K − K̂‖2 is minimal
(ii) the reduced model K̂ is stable (i.e. σ(S −GL) ⊂ C−)
(iii) the matrix F = S −GL preserves the network topology
of A (i.e for all i ∈ [N ], (S −GL)ij = 0 if j /∈ Ni)
(iv) σ(S) ∩ σ(A) = ∅, σ(S) ∩ σ(S − GL) = ∅ and the pair
(L, S) observable.
However, it is difficult to deal with the restrictions (iv): (S,L)
observable, σ(S) ∩ σ(A) = ∅, and σ(S) ∩ σ(S − GL) = ∅.
One possibility is to fix S and L such that (iv) is automat-
ically satisfied (e.g., without loss of generality, take S =
diag(s1, . . . , sν), with si ∈ C+ ∀i, and L = [ℓ1 . . . ℓν ], with
ℓi 6= 0 ∀i) and search only for the free parameters G. All our
results hold for this choice. Another possibility, which we also
follow in this paper, is to fix L. Note that since model reduc-
tion procedures usually render S unstable, while A and S−GL
are stable, the first two constraints in (iv) are automatically
satisfied. Moreover, since observability is generic, by Remark
1, also observability of (L, S) holds. Hence, the constraints
(iv) are not imposed in the numerical algorithms, but will be
checked after yielding a solution to Problem 1. Therefore, in
the sequel we propose an optimization formulation of Problem
1, without constraints (iv) in the unknowns S and G, while L
is fixed a priori. Under these settings Problem 1 can be recast
in terms of the Gramians of the realization of the error system:
Ke = K − K̂,
with K̂ from (7), parameterized in (S,G). Let (Ae,Be, Ce) be
a state-space realization of the error transfer function Ke:
Ke(s) = Ce(sI −Ae)
−1Be,
where
Ae =
[
A 0
0 S −GL
]
, Be =
[
B
G
]
, Ce = C
[
I −Π
]
. (13)
Denote the controllability and the observability Gramians of
(13) by W and M, respectively. They are solutions of the
Lyapunov equations [1]:
AeW +WA
T
e + BeB
T
e = 0, (14a)
ATeM +MAe + C
T
e Ce = 0. (14b)
Since we assume σ(A), σ(S − GL) ⊂ C−, then the matrix
Ae is also stable, i.e., σ(Ae) ⊂ C−. Hence, there exist unique
positive semidefinte solutions W and M of equations (14),
respectively. We partition W and M following the two block
structure of the error matrix Ae:
W =
[
W11 W12
WT12 W22
]
, M =
[
M11 M12
MT12 M22
]
. (15)
The communication graph between subsystems imposes a con-
straint on the admissible parameterizations. If for subsystem
i ∈ [N ], j /∈ Ni, then there is no communication link from
subsystem j to subsystem i. Thus, in the reduced model, the
subsystem i cannot be also influenced by the subsystem j.
This leads to the structured constraint G, defined by:
G = {(S,G) : (S −GL)ij = 0 ∀i ∈ [N ], j /∈ Ni}.
Let us define the feasible set for the reduced model:
R =
{
(S,G) : σ(S −GL) ⊂ C−, (S,G) ∈ G
}
.
By (8) and the simplification stated above, Problem 1 becomes:
min
(S,G)∈R
‖Ke‖
2
2 (16)
= min
(S,G)∈R, M s.t. (14b)
[
B
G
]T [
M11 M12
MT12 M22
] [
B
G
]
.
Using the matrix notations above, optimization problem (16)
can be written in matrix form explicitly as:
min
(S,G,M,Π)
Trace(BTeMBe) (17)
s.t.: AΠ+BL = ΠS, σ(S −GL) ⊂ C−
(S,G) ∈ G, ATeM+MAe + C
T
e Ce = 0.
Note that, the Sylvester equation AΠ + BL = ΠS need not
be solved since, by [11, Lemma 1], we can take Π = V T ,
with V a certain Krylov projection and T some non-singular
matrix. Therefore, we get the following simplified nonconvex
optimization formulation for Problem 1:
min
(S,G,M)
Trace(BTeMBe) (18)
s.t.: (S,G) ∈ R
(
⇔σ(S−GL)⊂C−, (S−GL)ij=0 j /∈Ni
)
ATeM+MAe + C
T
e Ce = 0,
In the rest of the paper we derive several numerical proced-
ures for solving the nonconvex problem (18), whose optimal
solution yields a stable reduced order model of dimension ν
of the linear network system, which preserves the topology of
the network and minimizes the H2-norm of the error system.
IV. CONVEX MODEL REDUCTION USING BLOCK DIAGONAL
GRAMIANS
The nonconvex problem (18) can be written equivalently in
terms of matrix inequalities (semidefinite programming):
min
(S,G)∈G,M0
Trace(BTeMBe) (19)
s.t.: ATeM+MAe + C
T
e Ce  0,
where L is fixed a priori. Clearly, semidefinte program (SDP)
(19) is not convex since it contains bilinear matrix inequalities
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(BMIs). However, our next result shows that we can obtain
a suboptimal solution through convex SDP using a simple
assumption that the error system admits a block diagonal
observability Gramian. While diagonal Gramians have recently
been exploited in the balanced truncation model reduction
of positive systems [9], the application of block diagonal
Gramians on structured moment matching model reduction of
general network systems is discussed in our paper.
Theorem 1: If the convex SDP relaxation:
min
(X22,Y22,Z22,Θ22),M110,M220
Trace
(
BTM11B +X22
)
s.t. : ΘT22 − L
TZT22 +Θ22 − Z22L+ (CΠ)
T (CΠ)  Y22[
X22 Z
T
22
Z22 M22
]
 0,M22 is block diagonal (20)
(Θ22 − Z22L)ij = 0 ∀i ∈ [N ], j /∈ Ni[
ATM11 +M11A+ C
TC −CT (CΠ)
−(CΠ)TC Y22
]
 0
has a solution, then we can recover a suboptimal solution of
the model reduction Problem 1 expressed in terms of the SDP
problem (19) through the relations:
S = M−122 Θ22, G =M
−1
22 Z22, M = diag(M11,M22).
Proof: Using the block form of the Gramian M, (19)
yields the equivalent SDP problem (21). Note that problem
(21) is not convex since if we assume M12 6= 0, then we
cannot convexify the previous BMIs since we need to define
M12G = Z12 andM22G = Z22 and requireM 0. However,
if we assume for the GramianM the blockM12 = 0 andM22
block diagonal, then problem (21) can be recast as a convex
SDP. More precisely, if we introduce additional variables, then
we get the following SDP:
min
(S,G,X22,Y22),M110,M220
Trace
(
BTM11B +X22
)
(22)
s.t. : X22  G
TM22G, (S −GL)ij = 0 ∀i ∈ [N ], j /∈ Ni
(S−GL)TM22 +M22(S−GL) +(CΠ)
T(CΠ)  Y22,[
ATM11 +M11A+ C
TC −CT (CΠ)
−(CΠ)TC Y22
]
 0.
Letting Z22 = M22G,Θ22 =M22S and using the Schur com-
plement, problem (22) becomes the convex SDP (20). How-
ever, this change of variablesM22(S−GL) = Θ22−Z22L is in
general not suitable when imposing the structured constraints
G on S−GL. Although the constraint on the parameterization
(S,G) ∈ G is linear and thus convex, the corresponding
constraint on Θ22, Z22 and M22 (i.e. M
−1
22 (Θ22−Z22L) ∈ G)
is nonlinear and consequently nonconvex. If we restrict the
structure of M22, assuming it is block diagonal with the
block sizes compatible to those of the reduced subsystems,
i.e., M22 = diag(M
1
22, . . . ,M
N
22), with M
i
22 ∈ R
νi×νi , the
structured constraints are naturally guaranteed:
M−122 (Θ22 − Z22L) ∈ G ⇐⇒ Θ22 − Z22L ∈ G. (23)
Note that the block diagonal assumption onM22 is a sufficient
condition for (23) given an arbitrary network structure G.
Moreover, we can recover a suboptimal solution of the original
problem through the relations: G = M−122 Z22, S = M
−1
22 Θ22
and M = diag(M11,M22).
Clearly, (20) is a suboptimal solution of the original SDP
problem (19) since we restrict the Gramian matrixM to have
the blocks M12 = 0 and M22 to be block diagonal. Hence,
(20) is a convex SDP relaxation of the original problem (19).
A. Sufficient conditions on block diagonal Gramians
As we can see from the proof of Theorem 1, the block diagonal
assumption on the observability Gramian is crucial. In this
section we derive sufficient conditions for the feasibility of the
SDP relaxation (20) in the case of general linear systems, i.e.
sufficient conditions to guarantee that the error system admits
a block diagonal observability Gramian. For this we need the
following result that holds for any two vectors u and v:
uT v + vTu  uTP−1u+ vTPv ∀P ≻ 0. (24)
This inequality follows from the relation (u−Pv)TP−1(u−
Pv)  0 for P ≻ 0. We are interested in deriving sufficient
conditions to guarantee that the SDP (19) admits a feasible
triplet (S,G,M) with M of block diagonal form and con-
sequently the SDP relaxation (20) is well-defined.
Theorem 2: Given the stable minimal system (1) there
exists a stable reduced order model (6) such that the er-
ror system admits a block diagonal observability Gramian
M = diag(M11,M22), with M22 = diag(M
1
22, . . . ,M
N
22), if
the following conditions hold:
ATM11+M11A+C
TC+CT (CΠ)P−1(CΠ)TC  0 (25)
(S −GL)TM22 +M22(S −GL) + (CΠ)
T (CΠ) + P  0
for some matrices M11,M22, P  0 and (S,G) ∈ G.
Proof: Note that the feasible set of SDP (19) is nonempty
if M 0, (S,G) ∈ G and the following inequality holds:[
x
ξ
]T([
A 0
0 S−GL
]T
M+M
[
A 0
0 S−GL
])[
x
ξ
]
(26)
+
[
x
ξ
]T([
CTC −CTCΠ
−(CΠ)TC (CΠ)TCΠ
])[
x
ξ
]
≤ 0 ∀x, ξ,
which, using that M = diag(M11,M22), is equivalent to
xT (ATM11 +M11A+ C
TC)x
+ ξT ((S −GL)TM22 +M22(S −GL) + (CΠ)
T (CΠ))ξ
− xTCT (CΠ)ξ − ξT (CΠ)TCx ≤ 0 ∀x, ξ.
Using now (24) in the last term we get that:
−xTCT(CΠ)ξ−ξT(CΠ)TCx≤xTCT(CΠ)P−1(CΠ)TCx+ξTPξ
for all x, ξ. Consequently, if the inequality:
xT (ATM11 +M11A+ C
TC + CT (CΠ)P−1(CΠ)TC)x
+ξT((S−GL)TM22+M22(S−GL)+(CΠ)
T(CΠ)+P )ξ≤0
holds for all x, ξ, then (26) also holds. This proves the
sufficient conditions (25).
This theorem provides sufficient conditions and a procedure
for constructing a reduced order network model for which the
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min
(S,G)∈G,M0
Trace
(
BTM11B +B
TM12G+G
TMT12B +G
TM22G
)
(21)
s.t. :
[
ATM11 +M11A+ C
TC ATM12 +M12(S −GL)− CT (CΠ)
MT12A+ (S −GL)
TMT12 − (CΠ)
TC (S −GL)TM22 +M22(S −GL) + (CΠ)T (CΠ)
]
 0.
corresponding error system admits a bock diagonal observab-
ility Gramian. Indeed, let us, for example, fix L,M22 = Iν ,
and some P ≻ 0. Then, the existence of a solution (S,G,Π)
satisfying (S,G) ∈ G of the system of equations:
(S−GL)T+(S−GL)=−
(
(CΠ)T(CΠ)+P
)
, AΠ+BL=ΠS
together with the existence of anM11 ≻ 0 satisfying A
TM11+
M11A+C
TC+CT (CΠ)P−1(CΠ)TC  0 guarantee that we
have a reduced order model for which the corresponding ob-
servability Gramian of the error system is block diagonal (i.e.
M12 = 0 and M22 = Iν is also block diagonal). For example,
we can fix matrices S , L and G such that S−GL is stable and
has the same network structure as A (just take stable diagonal
matrix S andG = 0). Let Π be the solution of AΠ+BL = ΠS
and define P = −(S − GL)T − (S − GL) − (CΠ)T (CΠ).
If the resulting P ≻ 0 and if there exists M11 ≻ 0 satisfying
ATM11+M11A+C
TC+CT (CΠ)P−1(CΠ)TC  0, then we
obtain a stable reduced model preserving the network structure
and for which the corresponding error system admits a block
diagonal Gramian M = diag(M22, Iν).
From our best knowledge, the most common dynamical sys-
tems that admit block diagonal Gramians are the positive
systems. The system matrices for these systems satisfy: all
off-diagonal elements of the matrix A and all the entries of
the matrices B and C are non-negative. Positive systems occur
in modelling of applications with special structures from, e.g.,
biomedicine, economics, networks (see [24], [21]).
V. NONCONVEX MODEL REDUCTION USING PROJECTED
GRADIENT
The SDP approximation (20) offers a convex way to solve
the nonconvex problem (18) of Problem 1 at the cost of
some performance loss in general. We can also derive a
numerical approach based on projected gradient method to
solve (18). Here, our idea is to use a partial minimization
approach (see Appendix A) to (18) leading to a smooth
reformulation, and apply the gradient projection method to
get a (locally) optimal solution for (18). More precisely,
consider the nonconvex optimization problem (18), where L
fixed a priori and Ae = Ae(S,G). Then, the following partial
minimization holds for problem (18):
(18) = min
(S,G)∈R
(
min
M:ATe M+MAe+C
T
e Ce=0
Trace(BTeMBe))
)
.
However, if S−GL and A are stable, then there exists unique
M =M(S,G) positive semidefinte solution of the Lyapunov
equation:
ATeM +MAe + C
T
e Ce = 0.
Hence, for any pair (S,G) stable, the partial minim-
ization in M leads to an optimal value f(S,G) =
minM:ATe M+MAe+CTe Ce=0 Trace(B
T
eMBe)), which can be
written explicitly as:
f(S,G) = Trace
([
B
G
]T
M(S,G)
[
B
G
])
,
whereM(S,G) is the unique positive semidefinite solution of
the Lyapunov equation:[
A 0
0 S−GL
]T
M+M
[
A 0
0 S−GL
]
+
[
CTC −CTCΠ
−(CΠ)TC (CΠ)T(CΠ)
]
= 0. (27)
Thus, we get the following equivalent reformulation for (18):
min
(S,G)
f(S,G)
(
:= Trace
([
B
G
]T
M(S,G)
[
B
G
]))
(28)
s.t. : (S,G) ∈ R and (27).
For solving the equivalent problem (28) we can apply any first-
or second-order optimization method. Hence, we need to com-
pute the gradient and eventually the Hessian of the objective
function f . In the sequel, we show that we can compute the
gradient of the objective function of (28) solving two Lya-
punov equations. Indeed, since Trace(MN) = Trace(NM)
for any matrices M,N of compatible sizes, the objective
function of (28) becomes:
f(S,G) = Trace (M(S,G)B(S,G)) , B(S,G) =
[
B
G
] [
B
G
]T
.
Theorem 3: The objective function f of optimization
problem (28) is differentiable on the set of stable matrices
D = {(S,G) : σ(S −GL) ⊂ C−} and the gradient of f at
any pair of matrices (S,G) ∈ D is given by ∇f(S,G) =
[∇Sf(S,G) ∇Gf(S,G)] ∈ Rν×(ν+m) with:
∇Sf(S,G)= 2
[
MT12(S,G)W12(S,G)+M22(S,G)W22(S,G)
]
∇Gf(S,G)= 2
[
MT12(S,G)B +M22(S,G) G (29)
−MT12(S,G)W12(S,G)L
T−M22(S,G)W22(S,G)L
T
]
,
where M(S,G) solves the Lyapunov equation (27) and
W(S,G) solves the Lyapunov equation from below:[
A 0
0 S−GL
]
W(S,G)+W(S,G)
[
A 0
0 S−GL
]T
+B(S,G)=0.
(30)
IEEE TRANS. AUTOM. CONTROL, DECEMBER 2018 7
Proof: To compute the gradient ∇f(S,G), we write the
derivative f ′(S,G) d(S,G) for some d(S,G) ∈ Rν×(ν+m) in
gradient form using the trace. We introduce the gradient as:
f ′(S,G) d(S,G) = Trace
(
∇f(S,G)T d(S,G)
)
= Trace
(
∇Sf(S,G)
T dS +∇Gf(S,G)
T dG
)
.
Then, we have:
f ′(S,G) d(S,G)
= Trace (M′(S,G)B(S,G) +M(S,G)B′(S,G)) .
We compute separately the two terms in the above expression.
Let us define:
Φ(S,G,M) =
[
A 0
0 S −GL
]T
M+M
[
A 0
0 S −GL
]
.
Since (S,G) ∈ D and D is an open set, then
ΦM(S,G,M) dM given by:
ΦM(S,G,M) dM =
[
A 0
0 S−GL
]T
dM + dM
[
A 0
0 S−GL
]
is surjective and also we have:
Φ(S,G)(S,G,M) d(S,G)
=
[
0 0
0 dS − dG L
]T
M+M
[
0 0
0 dS − dG L
]
.
Since Φ(S,G,M)+CTe Ce = 0, the Implicit Function Theorem
yields the differentiability of M(S,G) and the relation:[
A 0
0 S −GL
]T
M′(S,G) +M′(S,G)
[
A 0
0 S −GL
]
(31)
+
[
0 0
0 dS−dGL
]T
M(S,G) +M(S,G)
[
0 0
0 dS−dGL
]
=0.
Moreover, by (14a) the Gramian W(S,G) is the unique solu-
tion of the Lyapunov equation (30). Subtracting (31) multiplied
by W(S,G) to the left from (30) multiplied by M′(S,G) to
the right, taking the trace, and reducing the appropriate terms,
we get the relation:
Trace (M′(S,G)B(S,G)) (32)
= Trace
(
W(S,G)
[
0 0
0 dS − dGL
]T
M(S,G)
+M(S,G)
[
0 0
0 dS − dGL
]
W(S,G)
)
.
Similarly, for the second term we get:
Trace (M(S,G)B′(S,G)) (33)
= Trace
(
M(S,G)
[
0 B dGT
dGBT dG GT +GdGT
])
.
Hence, combining (32) and (33), using the block structure of
W and M, and the definition of trace, we obtain easily the
closed form expression for the gradient from (29).
The previous theorem also yields the necessary optimality
condition for the model reduction optimization problem (28):
Lemma 1: Let the block presentations S = (Sij)i,j=1:N ,
G = (Gi)i=1:N and L = (Li)i=1:N , with L fixed. If
(S∗, G∗) ∈ D solves the optimization problem (28), then
∇Sijf(S
∗, G∗)−∇Gif(S
∗, G∗) · Lj = 0 ∀i ∈ [N ], j ∈ Ni,
where the expressions of ∇Sf and ∇Gf are given in (29).
We can replace the open set D with any sublevel set:
L(S0, G0) = {(S,G) ∈ D : f(S,G) ≤ f(S0, G0)},
where (S0, G0) ∈ D is any pair of initial stable reduced order
system matrices. By arguments as in [25] we can show that
L(S0, G0) is a compact set. Then, the theorem of Weierstrass
implies that for any given matrix (S0, G0) ∈ D, the model
reduction Problem 1 given by optimization formulation (28)
has a global minimum in the sublevel set L(S0, G0). We can
also show that the gradient ∇f(S,G) is Lipschitz continuous
on the compact sublevel set L(S0, G0). We briefly sketch the
proof of this statement. First we observe that M(S,G) and
W(S,G) are continuous functions, since they are solutions of
some algebraic linear systems. Moreover, there exists finite
ℓM > 0 such that for all (S,G), (S
′, G′) ∈ L(S0, G0):
‖M(S,G)−M(S′, G′)‖ ≤ ℓM‖(S,G)− (S
′, G′)‖.
Then, using the expression of ∇f(S,G), compactness of
L(S0, G0), continuity of M(S,G) and W(S,G), and the
previous relation we conclude that there exists ℓf > 0 such
that for all (S,G), (S′, G′) ∈ L(S0, G0):
‖∇f(S,G)−∇f(S′, G′)‖ ≤ ℓf‖(S,G)− (S
′, G′)‖.
This property of the gradient is useful when analyzing the
convergence behavior of the projected gradient algorithm we
propose below for solving optimization problem (28).
A. Projected gradient method
We have proved that the nonconvex optimization problem
(28) has differentiable objective function and its gradient is
given by (29). Moreover, the gradient is smooth (i.e. Lipschitz
continuous) on any compact set. Then, we can apply the pro-
jected gradient method for obtaining a (local) optimal solution
of (28). Starting from an initial stable matrix pair satisfying
the structured constraints, (S0, G0) ∈ R, we consider the
following update rule:
(Sk+1, Gk+1) = (Sk, Gk)− αkΠG (∇f(Sk, Gk)) , (34)
where the stepsize αk can be chosen by a backtracking
procedure or constant in the interval (0, 2/ℓf) (where ℓf
denotes the Lpschitz constant of the gradient) [18]. Here
ΠG (∇f) denotes the projection of the gradient of the objective
function ∇f onto the convex set G describing the network
structure. Note that the projection of ∇f onto the convex
set G is straightforward and computationally cheap: using the
expressions of the gradient from (29), we only need to set the
blocks of the gradient for all i ∈ [N ] and j /∈ Ni as
(∇Sf)ij = (∇Gf · L)ij ⇐⇒ ∇Sijf = ∇Gif · Lj .
Based on this update law and with these choices for the
stepsize, using the Lipschitz gradient property for the objective
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function we can easily prove that the sequence of value
functions f(Sk, Gk) is nonincreasing [18]:
f(Sk+1, Gk+1) ≤ f(Sk, Gk)−∆·‖(Sk+1, Gk+1)−(Sk, Gk)‖
2
for some constant ∆ > 0 for all k ≥ 0. Therefore all
the iterates remain in the compact sublevel set L(S0, G0).
Moreover, we define gradient mapping of f at (Sk, Gk) [18]:
ΓG(Sk,Gk)=α
−1
k ((Sk,Gk)−(Sk+1, Gk+1))=ΠG(∇f(Sk,Gk)),
which, according to Lemma 1, represents the natural measure
of optimality for the constrained problem (28). Since f is
bounded from below by zero, then for any positive integer
k > 0 it is straightforward to prove from the previous
descent inequality the following global convergence rate for
the gradient mapping:
min
t=0:k
‖ΓG(St, Gt)‖
2 ≤
f(S0, G0)− f
∗
∆ · (mint=0:k αt) · k
∀k > 0,
where f∗ is the optimal value of problem (28). Moreover,
under some mild assumptions, such as the Hessian of f
at a local minimum is positive definite and bounded, then
starting sufficiently close to this local optimum the gradient
iteration converges linearly to this solution [18]. Therefore, the
speed of convergence of this iterative process depends on the
starting point. Hence, to obtain a good initial stabilizing pair
of matrices (S0, G0) satisfying the network conditions G, we
can solve the structured SDP problem (20) and initialize with
its solution. Note that for computing the gradient we first need
to find the GramiansMk and Wk, solutions of the Lyapunov
equations (27) and (30) in (Sk, Gk). The solvability of Mk
and Wk, unique positive semidefinite solutions of (27) and
(30), is implied by the stability of the error matrixAe(Sk, Gk).
Hence, we consider the following algorithmic procedure:
Algorithm 1 (H2 optimal network reduction algorithm):
1) Let (S0, G0) ∈ G (e.g., (S0, G0) - solution of SDP (20)).
2) Perform update (34) until ‖ΓG(Sk, Gk)‖ ≤ ǫ.
Note that the Gramians Mk and Wk are in general dense,
which means the block diagonal assumption from Section
IV is relaxed during each iteration of our projected gradient
method. In fact, the block diagonal Gramian can be viewed
as an intermediate step between a diagonal Gramian in [9]
on positive linear systems and a full one as provided by our
gradient method on general linear network systems.
VI. EXTENSIONS
Note that our approach is general and flexible, allowing to
tackle network systems with even more structure. For example,
we can consider that coupling among subsystems is through
both, states and inputs, i.e. we modify the dynamics (9) as:
x˙i =
∑
j∈Nx
i
Aijxj +
∑
j∈Nu
i
Bijuj ∀i ∈ [N ], (35)
where xi and ui represent the states and inputs of the ith
subsystem. Our optimization-based model reduction frame-
work allows to easily incorporate the additional structured
constraints, inherited from B (i.e. Bij = 0 ∀i ∈ [N ], j /∈ N
u
i ),
on the matrix G. For example in the convex SDP (20) we just
need to add the additional convex constraint (Z22)ij = 0 ∀i ∈
[N ], j /∈ N ui . Similarly, in the projected gradient method we
just need to set the corresponding block components of the
gradient ∇Gf to zero, i.e. ∇Gijf = 0 ∀i ∈ [N ], j /∈ N
u
i .
Similarly, for positive networks we can easily incorporate
positivity constraints on the system matrices of the reduced
model.
VII. ILLUSTRATIVE EXAMPLES
In this section, we illustrate the efficiency of the proposed
methods numerically. In particular, we compute and compare
reduced order models for two network examples achieving
(possibly) the minimum H2 norm approximation.
A. Random positive network system
We consider a stable 12th order linear positive network system
as in (9) with matrices A,B and C described in Appendix
B, generated randomly in the interval (−5, 1) such that A is
stable and positive and satisfying the interconnection map from
Figure 1. Here, we select ni = 3, m = 1 and p = 1 for all
N = 4 subsystems. Hence, A ∈ R12×12. We compute an H2
optimal reduced order network, with νi = 1 for all i = 1 : 4,
with the same network structure. For the initialization of the
algorithm we consider the solution (S0, G0) of the structured
SDP problem (20), with L = [0 0 0 1] fixed a priori. The
output responses of H2 SDP K̂sdp(s) and H2 optimal obtained
with projected gradient K̂grad(s) are displayed in Figure 2. We
observe that the H2 optimal output response, corresponding
to projected gradient K̂grad(s), is almost identical with the
response of K(s) in the frequency range we considered
10−6 : 102.
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Figure 2. Bode magnitude plots of the given 12th order network (black) vrs.
the 4th order H2 SDP and optimal gradient newtork aproximations (blue).
In Table I, we compare the H2-norm of the errors yielded
by the proposed SDP and projected gradient methods versus
the positive preserving projections method in [24] and the
positivity preserving balanced truncation (BT) in [21]. Note
that our projected gradient method performs best, that is the
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H2 error of the 4th order network decreased from 2.813 (for
SDP) to 5.075 · 10−3 (for projected gradient). Moreover, the
constraints (iv) in Problem 1 are satisfied by the optimal
model.
Method SDP Gradient Projection [24] Positive BT [21]
H2 error 2.813 5.075 · 10
−3 1.9103 1.7689
Table I
H2 ERROR NORM OF FOUR REDUCTION METHODS.
B. Power network system
Consider a power system split into N control areas consisting
of a generator and a load, with tie-lines providing intercon-
nections between them, as described in [27]. For the area i
the simplified model is given by the differential equations:
d∆ωi
dt
= −
Di
Mai
∆ωi −
1
Mai
∆Pmi −
1
Mai
∆P ijtie,
d∆Pmi
dt
= −
1
TCHi
∆Pmi +
1
TCHi
∆Pvi , (36)
d∆Pvi
dt
= −
1
Rfi TGi
∆ωi −
1
TGi
∆Pvi +
1
TGi
∆Prefi .
The interconnection to the control area j 6= i, is made through
the tie-line with the power flow modeled by the equation:
d∆P ijtie
dt
= Tij(∆ωi −∆ωj), (37)
with ∆P ijtie = −∆P
ji
tie. The notation ∆ indicates the deviation
from the steady-state of the variable, e.g., ∆ω is the deviation
of the angular speed from the nominal operating value. The
variable are defined as follows:
• ω is the angular speed of the rotor,
• Ma is the angular momentum,
• D is the ratio between the percentage change in load and
the percentage change in frequency,
• Pm is the mechanical power,
• TCH is the charging time constant,
• Pv is the steam valve position,
• Pref is the load reference setpoint,
• Rf is the ratio between the percentage change in fre-
quency and the percentage change in unit output,
• TG is the governor time constant,
• P ijtie is the tie-line power flow between areas i and j,
• Tij is stiffness coefficient of the tie-line (between area i
and area j).
Considering a chain of N areas, equations (36) and (37) yield
a 4N − 1th order model of the power network of the form
(35) with the states:
x1 =
 ∆ω1∆Pm1
∆Pv1
 , xi =

∆ωi
∆Pmi
∆Pvi
∆P ijtie
 i = 2 : N.
The input of each area is ui = ∆Prefi , while as measured
outputs we consider the angular speed deviations ∆ωi of each
area i = 1 : N . Note that the matrix A of the power network
model has almost block bidiagonal form as seen in Figure 3.
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Figure 3. Sparsity pattern of the A matrix of a power network with N = 10
areas described by equations (36) and (37)
The values of the parameters are chosen for each of the N
areas, randomly in the interval between the lowest and the
highest possible physical values extracted from [27]:
• Di ∈ [0.255, 80],
• M ia, TCHi ∈ [1, 5],
• Rfi ∈ [0.03, 0.07],
• TGi ∈ [4, 10],
• Tij ∈ [1.5, 2.5],
with i, j = 1 : N . With these values the resulting model
of the power network is stable. For N = 4, the matrices of
the linear network model are given by (38) and by (39). We
aim at selecting N interpolation points, that is the order of
each reduced subsystem is νi = 1 for all i = 1 : N , and
accordingly the matrices S,L,G ∈ RN×N . For solving the
model reduction Problem 1 for the power network model from
above with a chain of N areas we use the projected gradient
algorithm from Section V-A initialized with the SDP solution
(20), for L = IN fixed a priori. This approach yields a N th
order H2 optimal approximation of the power network of the
form (12) redering an optimal H2 norm of the approximation
error. Note that the projected gradient method preserves the
(block) bidiagonal network topology of S − GL as Figure 4
shows, as well as the stability of the network.
We plot in Figure 5 the optimal H2 norm of the error
approximation yielded by the projected gradient method for
a number of N areas ranging from 4 : 30. The variation of
the optimal H2 norm is consistent with the increase in N , that
is the N th order approximation of the 4N − 1 model is not
necessarily more accurate as N increases.
VIII. CONCLUSIONS
In this paper we have studied the model order reduction for
linear network systems. Using moment matching techniques,
we have developed an optimization framework to compute
parameterized reduced order stable models achieving moment
matching, minimizing the H2 norm of the error system, and
preserving the structure of the to-be-reduced model of the net-
work. For this, we have proposed two numerical procedures,
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Figure 4. Sparsity pattern of F = S − GL matrix of the N th order
approximation of a power network with N = 10 areas.
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Figure 5. Plot of H2 optimal norm of approximation error for N = 4 : 30.
based on SDP and projected gradient, for finding the (optimal)
reduced order model of the network. Preliminary numerical
simulations have confirmed the efficiency of our approach.
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APPENDIX
A. Note on partial minimization
The partial minimization is valid for any nonconvex program,
i.e. given any function F (x, y) (not necessarily convex) we
always have:
min
x,y
F (x, y) = min
x
(min
y
F (x, y)).
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A=

−4.6000 1.0000 0 0.1000 0.0500 0.0200 0.0100 0 0 0 0 0
0 −4.6000 1.0000 0.1000 0.2100 0.1000 0 0.0500 0 0 0 0
0.4714 0.1953 −4.2667 0 0.0900 0.0800 0 0 0.0200 0 0 0
0.1000 0 0.3300 −4.2300 0 0.2000 0.1000 0 0 0 0 0
0.2000 0.0200 0 0.1000 −4.5980 0 0 0.0200 0 0 0 0
0.1000 0 0.1600 0 0.1210 −7.1900 0 0 0.0500 0 0 0
0.5324 0.3365 0.4039 0.5527 0.2431 0.9357 −3.3242 0.0012 0.6253 0.2874 0.7624 0.6455
0.7165 0.1877 0.5486 0.2748 0.1542 0.8187 0.3604 −3.1836 0.5431 0.5017 0.5761 0.1232
0.1793 0.3219 0.0487 0.2415 0.9564 0.7283 0.1888 0.6996 −3.0610 0.7615 0.7477 0.5044
0 0 0 0 0 0 0.3473 0.1982 0.6944 −2.9677 0.9064 0.6714
0 0 0 0 0 0 0.0921 0.6723 0.2568 0.2794 −3.1073 0.8372
0 0 0 0 0 0 0.1478 0.4315 0.0098 0.9462 0.0249 −2.5285

(38)
Let us briefly prove this statement. For this, take x fixed
and determine, as a function of x, that y which minimizes
F (x, y) in the second variable. Let us denote this solution
by y∗(x) ∈ argminy F (x, y) for any fixed x. Further, let us
define the partial function f(x) = F (x, y∗(x)) defined only
in the variable x. Let x∗ ∈ argminx f(x). Then, the pair
(x∗, y∗(x∗)) is an optimal solution of the original problem
since for all (x, y) we have:
F (x, y) ≥ F (x, y∗(x)) = f(x) ≥ f(x∗) = F (x∗, y∗(x∗)).
B. Parameters of model from Section VII-A
For the positive network example from Section VII-A the
numerical values of the A, B, C matrices generated randomly
in the interval (−5, 1) such that A is a stable matrix and
satisfying the interconnection map from Figure 1 are given
in (38) and (39). Furthermore, in our numerical experiments
we fix L = [0 0 0 1].
B =

0.0569
0.4503
0.5825
0.6866
0.7194
0.6500
0.7269
0.3738
0.5816
0.1161
0.0577
0.9798

, CT =

0.2848
0.5950
0.9622
0.1858
0.1930
0.3416
0.9329
0.3907
0.2732
0.1519
0.3971
0.3747

. (39)
