Abstract. We prove that a function of several quaternionic variables is regular in the sense of Fueter if and only if it is regular in each variable separately, thus providing a quaternionic analog of a celebrated theorem of Hartogs. We also establish a result similar in spirit to the Hanges and Trèves theorem, showing that a disc contained in the boundary of a domain is a propagator of regular extendibility across the boundary.
Introduction and Main Results
The algebra H of quaternions was introduced in 1843 by William R. Hamilton in the attempt to extend the system of complex numbers. Recall that a quaternion p ∈ H can be written as
where i, j, k are imaginary units (i 2 = j 2 = k 2 = −1) satisfying the following multiplicative relations: ij = −ji = k, jk = −kj = i, ki = −ik = j.
It is natural to ask if there exists a class of functions on quaternions that replicates the classical theory of holomorphic functions in one and several complex variables. One approach to this question is to define the so called Cauchy-Fueter operator ∂ := ∂ x0 + i∂ x1 + j∂ x2 + k∂ x3 (1.2) and declare a function to be (left) regular if it satisfies∂f = 0, in analogy with the usual Cauchy-Riemann equations. This formulation is due to Sudbery [13] , who defined the Cauchy-Fueter derivative∂ and made it the starting point of the theory. Note that in the original work of Fueter and his students [5, 6, 8] , the operator (1.2) does not appear, and regular functions are defined (in an equivalent way) by the vanishing of an integral. Fueter and his school were able to obtain a quaternionic counterpart for regular functions of many classical theorems in complex analysis in one variable such as Cauchy's theorem, Liouville's theorem and Laurent series expansion. (See [3] for a survey of these results). Since then, the theory of regular functions has been greately developed, and the parallel with holomorphic functions has been extended to several variables. For instance, in [12] , Pertici established analogues of the Hartogs phenomenon and the Bochner-Martinelli integral formula for regular functions in H n .
We should mention here that a different theory of regular functions on quaternions has been introduced by Gentili and Struppa [7] . These so called "slice regular" functions also constitute a field of active research.
In this paper we consider (left) regular functions in the sense of Fueter. We pursue the parallel with holomorphic functions by proving an analog of two classical results in the theory of several complex variables.
It is a famous theorem of Hartogs that a function is holomorphic in C n if and only if it satisfies the Cauchy-Riemann equations in each variable separately ([10, Theorem 2.2.8]). In other words, no joint regularity whatsoever is required to ensure analyticity. Our first main theorem is a similar statement for regular functions in H n . As in the original result, analyticity follows from satisfying the∂ equations separately in each variable. Our second main theorem extends to the quaternionic setting a well-known general principle in complex analysis: complex curves in a hypersurface M are propagators of holomorphic extendibility from either side of M . (See [14, Chapter 1.7] ). The main result in this direction is due to Hanges and Trèves [9] , who proved it with microlocal techniques. See the papers [1] and [11] for other instances of this phenomenon. Here is our result.
Theorem 2. (Theorem 4.4)
Let Ω ⊂ H 2 be a domain with C 2 boundary, and assume that γ := B 1 × {0} ⊂ ∂Ω, where B 1 denotes the unit ball in H centered at the origin. Let U be a neighborhood of (1, 0) in H 2 and suppose that f is a regular function on Ω ∪ U . Then there exists a neighborhood W of γ in H 2 and a regular function F on W such that F |W ∩Ω = f |W ∩Ω . That is, there exists a regular extension of f to a neighborhood of γ. Figure 1 gives a simple illustration of Theorem 2. One starts with a function f that is regular in the grey region Ω ∪ U . The disc γ in the boundary ∂Ω propagates the regular extension of f across ∂Ω to a full neighborhood W of γ.
The paper is organized as follows. In Section 2 we give a self-contained exposition of all the results that we need from the theory of regular functions in one quaternionic variable. Most of the material in this section is well-known. In Section 3 and Section 4 we present the proofs of Theorem 1 and Theorem 2 respectively.
Regular functions of one quaternionic variable
We start by recalling some definitions and setting the notation. For an element p ∈ H as in (1.1), we define the conjugatep := x 0 − x 1 i − x 2 j − x 3 k. We then let
We now introduce the Cauchy-Fueter operators
Throughout the paper we will deal with left regular function. We will thus use the term regular function to mean a left regular function. Obviously, a symmetric theory can be formulated for right regular functions.
As shown in the next theorem, regular functions satisfy an analog of the Cauchy integral representation formula. 
where D(p) := dx 1 ∧dx 2 ∧dx 3 −idx 0 ∧dx 2 ∧dx 3 +jdx 0 ∧dx 1 ∧dx 3 −kdx 0 ∧dx 1 ∧dx 2 .
Proof. First note, for each C 1 function g : Ω → H, that the following hold in Ω:
In particular, if g is left regular (resp. right regular) in Ω, then D(p)g (resp. gD(p)) is closed in Ω. Fix now a point p 0 ∈ Ω ′ . A simple computation shows that the function
|p − p 0 | 2 is both right and left regular in Ω \ {p 0 }. Hence the 3-form
is closed in Ω \ {p 0 }. Let B ǫ be a ball of radius ǫ > 0 centered at p 0 and contained in Ω ′ . Stokes' theorem then implies
Using spherical coordinates in R 4 , one can easily prove that
Taking the limit for ǫ → 0 in (2.2) and combining with (2.3), one obtains (2.1), thus concluding the proof.
It follows from the Cauchy-Fueter integral formula (2.1) that regular functions are real analytic and satisfy the maximum principle. The proofs follow those of the corresponding statements for holomorphic functions of one complex variable.
The next lemma shows another important consequence of the integral representation formula (2.1): a bounded regular function admits an estimate for its derivative, uniform on compact sets. 
where C is a universal constant independent of f and Ω.
Proof. For a fixed p ∈ Ω, consider the Cauchy-Fueter kernel
|p−p0| 4 as a function of p 0 . An easy computation shows that
Fix now p 0 ∈ Ω and let B R be a ball of radius R > 0 centered at p 0 with B R ⊂ Ω. Equation (2.1) gives
Applying ∂ xi to (2.5), differentiating under the integral sign and combining with (2.4), we obtain the estimate
where
Note that C is independent of R. Since (2.6) holds for every ball B R centered at p 0 such that B R ⊂ Ω, then the conclusion follows.
We highlight some straightforward consequences of Lemma 2.3: It also follows from Lemma 2.3 that a bounded regular function admits an estimate for its higher derivatives. We state this result in a separate lemma for future reference.
Lemma 2.4. Let f be a regular function on a ball B R of radius R > 0 centered at a point p 0 , and assume that |f | ≤ M on B R for some constant M ≥ 0. Then, for every multi-index α = (α 1 , α 2 , α 3 , α 4 ) ∈ N 4 , we have
As we have already remarked above, regular functions are real analytic. Unlike the case of holomorphic functions, however, the power series of a regular function does not have a natural domain of convergence. The following lemma gives a lower bound for the radius of convergence of the Taylor series at 0 of a regular function on a ball. We mention here that a detailed study of the region of convergence of the power series of a regular function appears in the recent preprint [4] . Lemma 2.5. Let B R ⊂ H be the ball of radius R centered at 0 and f : B R → H a regular function. Then the Taylor series of f at 0 converges to f on the ball of radius R( √ 2 − 1) centered at the origin.
Proof. It is not restrictive to assume that f is continuous up to the boundary ∂B R . The Cauchy-Fueter formula (2.1) implies, for every p 0 ∈ B R , that
We rewrite the kernel as
Applying the identity
we obtain
Note that the series in (2.8) is absolutely convergent for |p
The most restrictive situation is when p −1 p 0 is real, in which case we have
If we therefore assume |p 0 | < ( √ 2 − 1)R, then we can group the terms with homogeneus powers of p 0 , substitute (2.8) into (2.7) and integrate term by term. This concludes the proof.
An important tool in the study of holomorphic functions is given by subharmonic functions, of which we recall the definition and some useful properties below. We then show how subharmonic functions enter the study of regular functions. For a detailed treatment of subharmonic functions we refer the reader to [10] . Definition 2.6. Let Ω ⊂ R n be an open set an let u : Ω → {−∞} ∪ R be an upper semicontinuous function. We say that u is subharmonic if for every compact K ⊂⊂ Ω and for every continuous function h : K → R such that h is harmonic in the interior of K, we have
The next proposition collects some well-known properties of subharmonic functions that will be used later in the paper. 
where |∂B R (p 0 )| denotes the Euclidean measure of the sphere ∂B R (p 0 ). (3) If u n ≥ u n+1 is a monotonic sequence of subharmonic functions on Ω, then u := lim n→+∞ u n is a subharmonic function on Ω.
When f is a holomorphic function on a domain Ω ⊂ C, then log |f | is subharmonic in Ω (as a function of 2 real variables). The next proposition shows that the same conclusion holds for f a regular function of a quaternionic variable. Before giving the proof of Proposition 2.8, we introduce some notation and prove two simple lemmas.
Let Ω ⊂ H be an open set and f : Ω → H a C 1 function. We decompose f as f = f 0 + if 1 + jf 2 + kf 3 . For i = 0, 1, 2, 3, we write ∂ i for ∂ xi and define
Proof. The statement follows immediately from the observation that ∆ = ∂∂.
Proof. Note that
Hence the conclusion follows.
Proof of Proposition 2.8. Note that it is enough to prove, for every ǫ > 0, that the function u ǫ := log(|f | 2 + ǫ) is subharmonic in Ω. In fact, as ǫ decreases to 0, the functions u ǫ form a decreasing family, and therefore, by Proposition 2.7 (3), the limit 2 log(|f |) = lim ǫ→0 + u ǫ is also subharmonic in Ω. To prove that each u ǫ is subharmonic in Ω, we exploit Proposition 2.7 (1). Since u ǫ ∈ C 2 (Ω), it is enough to show that ∆u ǫ ≥ 0 in Ω, that is, 
where , denotes the standard inner product in R 4 . Taking one more derivative with respect to x i , we obtain
After summing for i = 0, .., 3 in (2.9), keeping into account that each f i is harmonic (Lemma 2.9), and looking at the numerator of the resulting fraction, we have that ∆u ǫ ≥ 0 if and only if
Let p 0 be a point in Ω. We want to prove that (2.10) holds at p 0 . It is not restrictive to assume that f is real at p 0 , that is, f (p 0 ) = f 0 (p 0 ). Indeed, if this is not the case, one can replace f with (f (p 0 )/|f (p 0 )|)f , thus making f real in p 0 and leaving |f | unchanged. We can now rewrite the first two terms on the left side of (2.10):
Substituting into (2.10), we obtain that ∆u ǫ (p 0 ) ≥ 0 if and only if
holds at p 0 . Since f is regular in Ω, Lemma 2.10 implies that
Taking norms and applying the triangular inequality, we obtain
This implies immediately that (2.11) holds at p 0 , and thus ∆u ǫ (p 0 ) ≥ 0. Since p 0 was an arbitrary point in Ω, we have proved that ∆u ǫ ≥ 0 in Ω, as wanted.
Remark 2.11. Recall that composition with a positive incresing convex function preserves subharmonicity. Proposition 2.8 therefore implies that the function |f | 1 n is subharmonic for each n ≥ 1 whenever f is regular.
We conclude this section by recalling two results that will be useful later on. The first is a standard fact about power series, the second an important theorem of Hartogs. Then for all K ⊂⊂ Ω and for all ǫ > 0, there exists n ǫ,K ∈ N such that u n (p) ≤ C + ε ∀p ∈ K, ∀n > n ǫ,K .
Regular functions of several quaternionic variables
We now turn our attention to functions of several quaternionic variables. We denote by p 1 , . . . , p n the coordinates in H n , and we write∂ pi for the Cauchy-Fueter derivative in the direction of the variable p i .
Definition 3.1. Let Ω ⊂ H
n be an open set. We say that a function f : Ω → H is (left) regular if f ∈ C 1 (Ω) and it satisfies the Cauchy-Fueter equations in all variables, that is,∂ pi f = 0 in Ω for i = 1, . . . , n.
Exploiting the Cauchy-Fueter integral formula of Theorem 2.2, it is easy to show that regular functions are real analytic. The aim of this section is to prove that real analyticity follows even if the hypothesis of f being of class C 1 is dropped. We thus formulate this a priori weaker definition.
Definition 3.2. Let Ω ⊂ H
n be an open set. We say that a function f : Ω → H is separately (left) regular if f is regular in each variable p j when the other variables are given arbitrary fixed values.
It is obvious that a regular function on an open domain Ω ⊂ H
n is also separately regular. In the next theorem we establish the converse. We now show that if f is also assumed to be continuous in Ω, then Theorem 3.3 is easily proved.
Lemma 3.4. Let Ω ⊂ H
n be an open domain and f : Ω → H a separately regular function which is also continuous in Ω. Then f is regular in Ω.
Proof. Note that the only thing to prove is that f ∈ C 1 (Ω). We only argue for the case n = 2, since the general case follows from iterating the same argument. Let then Ω ⊂ H 2 and (p 0 , q 0 ) ∈ Ω. Recall that we denote by B r (p 0 ) ⊂ H a ball of radius r centered at p 0 . Consider now the product of two balls B r1 (p 0 ) × B r2 (q 0 ) ⊂ Ω. The Cauchy-Fueter integral formula (2.1) then implies
where the last equality follows from Fubini's theorem. Hence f is of class C 1 (and actually real analytic) in Ω.
The next lemma shows that continuity for a separately regular function f is a consequence of being uniformly bounded on compact sets.
n be an open domain and f : Ω → H a separately regular function which is uniformly bounded on compact subsets of Ω. Then f is regular in Ω.
Proof. Lemma 2.3 implies that f is uniformly Lipschitz separately in the variables p j with the same Lipschitz constant for all j = 1, . . . , n. Hence f is jointly continuous in the variables p j , and therefore regular by Lemma 3.4.
Proof of Theorem 3.3. We will only prove the statement for regular functions of 2 quaternionic variables, since the general case then follows by iteration. It is also not restrictive to assume that the domain of the function f is the product B 1 × B 1 ⊂ H 2 of two unitary balls centered at the origin. Moreover, we can take f to be defined up to the boundary. For each n ∈ N, let E n ⊂ B 1 be defined as
Clearly E n ⊂ E n+1 for every n ∈ N. Moreover,
The continuity of f (p, ·) for fixed p implies that if q k → q, with q k ∈ E n for all k, then q ∈ E n . Thus E n is closed for every n. The Baire category theorem then implies that there exists n such that E n has non empty interior. Assume that 0 is in the interior of E n . Then f is uniformly bounded on B 1 × B ǫ for some ǫ > 0. It follows from Lemma 3.5 that f is regular and hence analytic on B 1 × B ǫ . At this stage, we can even forget that f is separately regular in p (outside the strip B 1 × B ǫ ). We will exploit the separate regularity in the variable q to prove that f is regular in B 1 × B 1 .
Consider the Taylor series of f at 0 with respect to the variable q. We have
Here we have used the notations q α := y , where the y j are real coordinates for q, that is, q = y 0 + y 1 i + y 2 j + y 3 k. We note that, for every multi-index α, the function
is regular in p, and therefore
is subharmonic by Proposition 2.8 and Remark 2.11. Since f is regular in the variable q on the ball B 1 , Lemma 2.5 implies that the series (3.1) converges on the ball of radius √ 2 − 1, and in particular on the cube of side √ 2 − 1. By Proposition 2.12, we have lim sup
Since f is uniformly bounded on the strip B 1 × B ǫ , then the functions u n (p) are uniformly bounded by Lemma 2.4. Theorem 2.13 then implies that the series (3.1) converges uniformly on B 1 × I √ 2−1 , and so f is smooth there. By repeating this argument, one can prove that f is smooth everywhere in B 1 × B 1 , and therefore regular there.
Propagation of regular extension across the boundary
We begin this section by recalling some notation. We denote by B R (p) a ball of radius R in H centered at the point p ∈ H. Moreover, we write I R (p) for the cube
Note that when the center (either of the ball or the cube) is not specified, then it is assumed to be the origin.
2 be an open set and let f be a regular function on Ω. For every point (p 0 , q 0 ) ∈ Ω we define the quantity
Note that r q (p 0 , q 0 ) measures the convergence of the Taylor series of f at (p 0 , q 0 ) with respect to the variable q. Such series converges for q varying in the cube
Proposition 4.2. Let f be a regular function on B 1 × B ǫ , and suppose that
Then there exists a regular function F on B 1 × I R such that
Proof. The function f is jointly regular in the strip B 1 × B ǫ . Moreover, the hypothesis implies that for every fixed p ∈ B 1 , the function f (p, q) is regular in I R as a function of the variable q. We wish to conclude that f is regular in B 1 × I R . This has already been achieved in the proof of Theorem 3.3. Recall thet a key role in this step was played by Theorem 2.13.
Remark 4.3. The function 1 rq is not in general subharmonic, despite being the limit of subharmonic functions. It does, however, enjoy the submean property. This is a simple consequence of Fatou's Lemma. If u n is a sequence of subharmonic functions on an open set Ω ⊂ H and B R is a ball contained Ω, then
By the same argument it follows that the submean property holds for − log(r q ).
2 be a domain with C 2 boundary, and assume that γ := B 1 × {0} ⊂ ∂Ω. Let U be a neighborhood of (1, 0) in H 2 and suppose that f is a regular function on Ω ∪ U . Then there exists a neighborhood W of γ in H 2 and a regular function F on W such that F |W ∩Ω = f |W ∩Ω . That is, there exists a regular extension of f to a neighborhood of γ.
Proof. Let Ω be locally defined by ρ(p, q) < 0. We can assume without loss of generality that ρ(p, q) = ρ(x 0 , . . . , x 3 , y 0 , . . . , y 3 ) = y 0 + o(x 2 , y 2 ). Taking the exponential of (4.2) yields
We see from (4.3) that r q (0, −ǫ) >> ǫ when ǫ → 0. Let V be a sufficiently small neighborhood of 0 in B 1 . Repeating the argument above for the points in V × {−ǫ}, we conclude that there exists a large constant C > 0 such that r q (p, −ǫ) > Cǫ for all p ∈ V . Proposition 4.2 now implies that f is regular on V × ({−ǫ} + I Cǫ ).
In particular, f is regular in neighborhood of (0, 0) ∈ H 2 . One can argue in the same way for all the points of B 1 × {0} to prove that f extends regularly in a neighborhood of γ. 
