Unsupervised machine learning methods provide a promising means to analyze and interpret large datasets. However, most datasets generated by individual researchers remain too small to fully benefit from these methods. In the case of rare diseases, there may be too few cases available, even when multiple studies are combined. We sought to determine whether or not machine learning models could be constructed from large public data compendia and then transferred to small datasets for subsequent analysis. We trained models using Pathway Level Information ExtractoR (PLIER) over datasets of different types and scales. Models constructed from large public datasets were i) more detailed than those constructed from individual datasets; ii) included features that aligned well to important biological factors; iii) transferrable to rare disease datasets where the models describe biological processes related to disease severity more effectively than models trained within those datasets.
INTRODUCTION
The rapid expansion of the amount of publicly available gene expression data presents opportunities for discovery-driven research into rare diseases with poorly understood etiologies. Methods that extract a low-dimensional representation of the genome-scale gene expression data are useful for biological discovery, particularly in a multi-dataset setting. Such methods are biologically motivated, as genes that tend to vary together in their expression tend to function together. There are also technical considerations, as measuring combinations of genes will reduce the multiple hypothesis testing burden, can be useful for feature engineering, and is more likely to lead to more robust results than analyses of individual gene measurements (Cleary et al., 2017) . These methods have advantages over two-group gene set-based comparisons because they provide more context for genes, are better fit to the underlying data, and remove the difficulty of identifying the most useful comparisons a priori (Stein-O'Brien et al., 2017a) . Unsupervised machine learning (ML) methods including matrix factorization-and autoencoder-based approaches have successfully extracted biologically meaningful low-dimensional representations of gene expression data that can distinguish disease types, predict drug response, and identify new pathway regulators (Dincer et al., 2018; Stein-O'Brien et al., 2017b; Tan et al., 2017; Way and Greene, 2017) .
Studying rare diseases using this data-intensive methodology is challenging. Even if multiple datasets exist for a disease of interest, the experimental designs may not be comparable or controls may not be selected by the same means. Combining, for instance, a clinical trial with longitudinal samples and no healthy controls and a study designed to test for differentially expressed genes between untreated cases and controls may not be appropriate. One strategy to integrate multiple, distinct datasets that cannot be directly combined is to identify modules or factors within each dataset and to seek to identify common changes within the set of identified factors. A challenge with this approach is that the factors, though they may capture similar processes, are not identical. Especially in the case where a one-to-one mapping for factors across datasets is lacking, this strategy can require human examination. This can be particularly time consuming because the number of comparisons grows with the square of the number of datasets.
Training a single, comprehensive model and using the same model for the analysis of datasets of interests allows the same factors to be directly compared. Moreover, signals may vary together in a particular small disease dataset but in fact be representative of distinct processes (e.g., glycolysis and an increase in infiltration of a specific immune cell type or change in tissue composition). Models trained on these data alone may not distinguish correlated processes. However, with a large "shovel-ready" data source comprised of many conditions, including those where these processes are effectively "decoupled" (e.g., cell line experiments where glycolysis is perturbed but immune infiltration is irrelevant), it may be feasible to derive features from the large, heterogeneous compendium and transfer them to rare disease datasets. This is an example of unsupervised transfer learning and "feature-representation-transfer" (Pan and Yang, 2010) . Intuitively, we might expect the features constructed from training on the data from heterogeneous conditions to be more generalizable and more appropriate in the case of disparate experimental designs because the model has trained on a broader set of contexts.
We wanted to determine if knowledge learned in a source domain-here, a large collection of human gene expression data-could be transferred to a target domain to improve the target task performance-here, the detection of patterns that characterize disease in unseen disease states. Specifically, we sought to extract a biologically meaningful low-dimensional representation of the recount2 compendium-a uniformly processed human RNA-seq dataset comprised of tens of thousands of samples and thousands of experiments (Collado-Torres et al., 2017) -and project antineutrophil cytoplasmic antibody (ANCA)-associated vasculitis (AAV) microarray datasets into this low-dimensional representation for downstream analysis. For knowledge transfer to be successful, the domains must be sufficiently related. We posited that transcriptional regulation, the resulting modular nature of gene expression data, and molecular mechanisms shared among diseases would support unsupervised transfer learning.
Just as the similarity between domains is important, selecting an appropriate method is crucial. We used the Pathway-Level Information ExtractoR (PLIER) matrix factorization framework (Mao et al., 2017) . PLIER leverages prior biological knowledge (supplied as gene sets to the model), but can also identify features not associated with these sets. It learns patterns of correlated genes, termed latent variables (LVs). In this case the LVs are the low-dimensional representations. PLIER imposes certain constraints such that some of the learned LVs will align with the input gene sets. Because not all LVs are forced to relate to gene sets, some will capture major sources of variation due to technical factors. PLIER was shown to be robust to expression data processing choices, particularly for gene set-associated LVs (Mao et al., 2017) , though it was not used in the context of a multi-dataset compendium. PLIER is well-suited for our task because capturing shared biology is key to transfer learning and because there will necessarily be technical noise in the recount2 compendium. We call this approach MultiPLIER because we train the model on multiple tissues and diseases. We demonstrate that MultiPLIER is an appropriate tool for biological discovery in multiple contexts, including cross-platform (microarray) applications.
To evaluate MultiPLIER, we designed experiments to assess the recovery of meaningful immune cell type-specific LVs, LVs associated with pathways that are perturbed during treatment with targeted therapeutics, and the concordance between MultiPLIER and disease-and datasetspecific models. We demonstrate that PLIER learns cell type-specific signatures and reduces technical batch effects when trained on a multi-dataset microarray compendium of systemic lupus erythematosus (SLE) whole blood (WB). We observe that MultiPLIER, trained on recount2, retains the biological fidelity of a compendium-specific model in the SLE WB evaluations and also recovers additional pathways. MultiPLIER is concordant with dataset-specific models in AAV and also identifies altered molecular processes in severe or active disease in multiple tissues. In summary, MultiPLIER's features have biological relevance and can be directly compared across datasets making it particularly valuable for the integrative analysis of complex human disease.
RESULTS
The MultiPLIER framework for unsupervised transfer learning PLIER can be applied to or trained on individual datasets or large compendia (Mao et al., 2017) . In Figure 1 , we illustrate two different approaches to analyzing a multisystem disease with PLIER. PLIER automatically extracts LVs, shown as the matrix B, and their loadings (Z) ( Figure 1A) . We refer to the entire collection of LVs (B) as the latent space. In this example, three datasets from the same complex multisystem disease and distinct tissues are each used as a training set for a PLIER model. We refer to these PLIER models as disease-specific or single dataset models. This training approach results in three dataset-specific latent spaces ( Figure 1A) .
PLIER constrains the loadings Z to align with curated pathway or gene expression-derived cell type-specific gene sets, specified in the prior knowledge matrix C which is input to the model ( Figure 1B ). This ensures that some but not all of the resulting LVs capture known biology and is an important and attractive feature of this particular approach. The prior information coefficient matrix U captures the relationships between LVs and the gene sets. In this example, the PLIER model is trained using the same input gene sets.
PLIER applies a penalty to U such that an individual LV should represent only a few gene sets ( Figure 1C ). The penalty makes LVs more interpretable. Ideally, an individual LV will be unambiguously associated with one pathway or cell type gene set or a collection of closely related gene sets. In Figure 1C , we show hypothetical LVs (columns) from the U matrix. In the top example, LV1 is strongly associated with lymphocyte, granulocyte, and cell cycle gene sets (Figure 1Ci ). This association with many gene sets is undesirable because it hampers our ability to interpret the LV. Training on small datasets is more likely to result in latent variables that are associated with multiple pathways or cell types because there are fewer samples to disambiguate confounded factors. For instance, if neutrophil and T lymphocyte composition of all disease samples is increased relative to controls in a small dataset, these two signals may be difficult to distinguish. In the bottom example, LVs are each associated with a single pathway or cell type. In the bottom toy example, LVs are each associated with a single pathway or cell type-the ideal case ( Figure 1Cii ). PLIER additionally calculates AUC and p-value metrics for the association between a gene set and an LV.
In the case of multisystem disorders, identifying molecular processes that are perturbed across tissues is often desirable and may shed light on the pathobiology of that disease. In the datasetspecific PLIER case, we must map between individual dataset models-finding LVs that are similar to one another ( Figure 1D ). This can be challenging, as not all genes are represented in different datasets, multiple biological signals may be captured by a single LV if they tend to vary together (i.e., the neutrophil-T lymphocyte example above). Thus, an LV may or may not have a match across datasets, limiting the multi-tissue analyses that can be performed downstream.
An alternative to the disease-specific or single-dataset PLIER approaches is to train on a large collection of uniformly processed data from numerous biological contexts and conditions and then to use the loadings (Z) from this model to project the individual datasets into the same latent space ( Figure 1E ). This is the approach we term MultiPLIER. In this work, we use the subset of the recount2 compendium (Collado-Torres et al., 2017) that includes metadata as our training set. This training set is comprised of approximately 37,000 samples, less than 100 of which are predicted to be from autoimmune disease and the majority of which are predicted to be from cell lines and tissue samples by MetaSRA (Bernstein et al., 2017) .We refer to this model as either MultiPLIER model or the full recount2 model to signify its training set and to LV1 from this model as MultiPLIER LV1. The large sample size and breadth of molecular processes represented increases the number of gene sets that the model captures and the specificity of the model-the learned LVs are more interpretable due to a "separation" of signals.
Once the individual datasets are in the same latent space, the LVs can serve as input into numerous downstream applications, including supervised tasks such as predicting response to treatment or testing for differential expression. In the Figure 1F toy example, MultiPLIER-learned LVs showed the same directionality (increased expression) in multiple tissues. This suggests that these molecular processes are systematically altered and warrants further investigation. For more information on implementation, see STAR Methods and the PLIER preprint (Mao et al., 2017) .
A PLIER model trained on a systemic lupus erythematosus whole blood compendium learns SLE pathology-relevant LVs and differentiates biological signal from technical noise
We sought to determine if PLIER was appropriate for use with compendia assembled from multiple publicly available datasets. Gene expression studies from SLE have demonstrated the molecular heterogeneity of the disease (Banchereau et al., 2016) and studying WB allows us to evaluate how well the model captures immune cell-specific signals. We assembled an SLE WB compendium from 7 publicly available datasets that used different microarray platforms (Table 1) . We selected these datasets because they included specific perturbations (e.g., treatments with a targeted biologic) or sample metadata (e.g., cell type counts) that supported evaluations of the model. In addition, some datasets had only submitter-processed data available, which can occur in repositories like Gene Expression Omnibus and ArrayExpress (Barrett et al., 2012; Edgar, 2002; Kolesnikov et al., 2014) . We assembled the compendium by uniformly processing available raw data and scaling individual datasets (see STAR Methods for details). Despite this processing, dataset-specific factors were still evident in the first five principal components (PCs) ( Figure S1 ).
We trained a PLIER model on this SLE WB compendium (termed the SLE WB PLIER model) and analyzed the learned LVs. Many cell types found in WB were represented (CD4 T cells in LV86, Monocytes in LV72 and LV109), as well as LVs associated with type I IFN signaling (LV6 and LV69) and highly relevant to autoimmunity like KEGG Graft vs. Host Disease and KEGG Antigen processing and presentation (LV59) (Figure 2A ). Since PLIER does not require all learned LVs to be associated with gene sets, it can also learn major sources of variation associated with technical noise. As noted, the SLE WB compendium showed evidence of technical noise following processing ( Figure S1 ).
We hypothesized that LVs associated with biological signals-those LVs with AUC > 0.75 for at least one gene set-would exhibit less technical noise. We performed principal component analysis (PCA) on different subsets of the latent space or B matrix for visualization purposes. With PCA on all latent variables ( Figure 2B ), we observe separation of the Agilent dataset (E-GEOD-78193) in PC1 and PC2. Once the B matrix was subset to only LVs associated with pathways or cell types, less separation between datasets was observed ( Figure 2C ). Note that E-GEOD-65391 is a pediatric cohort, which may account for some of the separation in PC2 in Figure 2C . In contrast, when examining only LVs that are not explicitly tied to gene sets ( Figure 2D ), the datasetspecific effect is more exaggerated than in all LVs ( Figure 2B ). This suggests that this model partitions the biological signal from variables that capture technical noise and potentially biological signal. Furthermore, the model learns LVs associated with pathways that are highly relevant to SLE, even when trained on a compendium comprised of multiple datasets on different platforms. Figure 2A , PLIER learned cell type-specific signals from heterogeneous expression data. PLIER was also shown to outperform other methods (e.g., CIBERSORT, Newman et al., 2015;  non-negative matrix factorization) in estimating cell type proportions from a small dataset of whole blood RNA-seq samples as measured by correlation to counts from mass cytometry data (Mao et al., 2017) . We sought to evaluate whether or not these signals captured in the SLE WB mode were well-correlated with cell type counts, despite the fact that the model was not explicitly trained to predict cell type composition. We used the Banchereau, et al. dataset (E-GEOD-65391) from the SLE WB compendium which includes neutrophil counts in the sample metadata for this evaluation. We selected LV87 from the SLE WB PLIER model (SLE WB LV87) from multiple LVs that were significantly associated (FDR < 0.05) with neutrophil gene sets because it lacked an association with other myeloid cell types (e.g., monocyte-or macrophagerelated gene sets) and could then be considered to be specific to neutrophil gene sets. We observed that SLE WB LV87 showed agreement (R 2 = 0.29) with the E-GEOD-65391 neutrophil counts ( Figure 3A ).
As illustrated in

MultiPLIER learns cell type-associated LVs that are well-correlated with counts or estimates in multiple tissues and disease contexts
Systemic lupus erythematosus is not a rare disorder. Studying SLE does not come with the same challenges as studying a rare disorder with a data intensive approach-namely, the small sample size and lack of publicly available data. This is evidenced by the fact that we were able to assemble a compendium comprised of 1640 WB samples without selecting all publicly available data. We designed MultiPLIER, which is constructed from a broad compendium of human RNAseq data, to study complex rare diseases in particular. To compare SLE WB PLIER and MultiPLIER, we projected the SLE WB compendium into the MultiPLIER latent space. We evaluated neutrophil counts using MultiPLIER LV603, which was significantly associated (FDR < 0.05) with several neutrophil gene sets and not significantly associated with gene sets from other myeloid lineage cell types ( Figure S2A ). We observed stronger agreement between MultiPLIER LV603 expression and neutrophil counts (R 2 = 0.36) than between SLE WB LV87 and the counts.
This agreement with the Banchereau, et al. data was not limited to the neutrophil signatures (Banchereau et al., 2016) . In the original publication, the authors stratified patients into three groups based on their SLEDAI (SLE Disease Activity Index) scores (Rovenský and Payer, 2009) and demonstrated that those patients with higher disease activity had increase plasmablast counts (as measured by FACS in a subset of patients). Both the SLE WB PLIER and MultiPLIER plasma cell associated LVs showed the same pattern as was reported in the original publication ( Figure S2B -C) (Banchereau et al., 2016) . MultiPLIER recovers these features even though it was not trained on this dataset and has not encountered the particular technical noise in the SLE WB compendium. These results also strongly suggest that MultiPLIER is appropriate for crossplatform analyses, as recount2 is RNA-seq data.
To assess whether or not this performance was generalizable to other datasets or disease conditions (including solid tissues), we performed additional evaluations in a nasal brushing microarray dataset (NARES dataset) that included patients with granulomatosis with polyangiitis (GPA), sarcoidosis, and healthy controls (Grayson et al., 2015) and a microarray dataset of isolated immune cell types from different autoimmune conditions (E-MTAB-2452; McKinney et al., 2015) . Neutrophil counts were unavailable for the NARES solid tissue dataset. Instead, we use MCPcounter (Becht et al., 2016) , a state-of-the-art method for estimating immune cell infiltration from solid tissues including non-cancerous tissues, as our dependent variable. MultiPLIER LV603 is highly correlated (R 2 = 0.9) with the MCPcounter neutrophil estimate in the NARES dataset ( Figure 3C ). The isolated leukocyte dataset include samples that were selected for CD4 (T cells), CD14, (monocytes) and CD16 (neutrophils). MultiPLIER LVs associated with particular cell type gene sets were generally most highly expressed in the samples comprised of that isolated cell type ( Figure S3 ). Taken together, this demonstrates that MultiPLIER captures highly relevant cell type-specific information in microarray datasets.
MultiPLIER learns type I and type II interferon latent variables that are perturbed in a manner consistent with interferon blockade in SLE clinical trials
We have established that MultiPLIER captures cell type-specific signals. However, the gene sets we used with PLIER were not limited to cell type-specific gene sets and the SLE WB PLIER model learned LVs associated with pathways such as KEGG Interferon Alpha/Beta signaling ( Figure  2A ). The SLE WB compendium includes two clinical trials of targeted treatments that block interferon (IFN) signaling. One, IFN-alpha-kinoid (IFN-K), is a therapeutic vaccine that results in polyclonal antibodies to IFN-alpha-a type I IFN (E-GEOD-39088; Lauwerys et al., 2013) . The other trial is of AMG811, a monoclonal antibody to IFN-gamma-the type II IFN (E-GEOD-78193; Welcher et al., 2015 ) . The expression patterns induced by different types of IFN can be difficult to distinguish (Chiche et al., 2014) . Here, we assessed MultiPLIER's ability to distinguish the two types of IFN signaling.
MultiPLIER learned two LVs, LV116 and LV140, that were strongly associated with type I (IFNalpha/beta) and type II (IFN-gamma) signaling pathways, respectively ( Figure S2A ). We projected expression data from Lauwerys, et al. (Lauwerys et al., 2013) , a clinical trial of the IFN-alphakinoid (IFN-K) therapeutic that results in the blockade of type I IFN via polyclonal antibody response, into the MultiPLIER latent space. The authors of the original IFN-K publication stratified patients with SLE into two groups: IFN-negative (n = 9), who had IFN-alpha induced gene expression signatures that resembled healthy controls, and IFN-positive patients (n = 18), who had higher expression of the IFN-alpha signature they derived through ex vivo stimulation of healthy control blood with IFN-alpha. (Group labels from the original publication were not associated with the accession.) The type I IFN LV116 separates patients into two groups ( Figure  4A ); this separation is not evident in type II IFN LV140 ( Figure 4A ). The SLE WB PLIER model did not learn an LV significantly associated with type II IFN signaling (e.g., REACTOME Interferon gamma signaling).
Treatment of IFN-positive patients with IFN-K showed a significant decrease in LV116 (Type I IFN) expression at day 112 as compared to the placebo group (p = 0.017; Figure 4B ). This is consistent with results using the whole blood-specific modular transcriptional repertoire analysis approach popular in rheumatology studies of WB expression data (Chaussabel et al., 2008; Chiche et al., 2014; Oswald et al., 2015) ( Figure S4A -B). MultiPLIER also stratifies patients into IFN-positive and IFN-negative groups using the SLE WB PLIER type I IFN LVs expression (LV6, LV69, LV110; Figure S4C ), but the LV with the highest AUC for REACTOME Interferon alpha/beta signaling-LV6-did not show a reduction in expression in IFN-positive patients at day 112 ( Figure S4D ), though LV110 showed a significant difference (p = 0.022).
To address type II IFN signaling response to therapy, AMG811 response data, including ex vivo stimulation of healthy blood with IFN-gamma, included in the SLE WB compendium was interrogated. The signatures (e.g., LVs or modules) that captured type II IFN signaling showed a trend of decreased expression during treatment with AMG811, whereas the type I IFN signatures were unchanged ( Figure S5 ). In summary, MultiPLIER distinguishes type I and type II IFN signatures that are not detected in a PLIER model trained only on SLE WB data and MultiPLIER does not have the tissue-specificity and lack of information about individual genes' contributions limitations that are inherent to the modular transcriptional frameworks.
Subsampling of the recount2 compendium reveals that both sample size and breadth of biological conditions contribute to MultiPLIER's characteristics
We wanted to determine whether the size of the recount2 compendium or the broad sampling of human molecular processes contained within contributed to the characteristics of the MultiPLIER model. To assess this, we randomly selected samples from the recount2 compendium such that it was the same size of the SLE WB compendium (n = 1640). We repeated this procedure 10 times and trained a PLIER model on each subset. We also trained models on the entire SLE WB compendium initialized with 10 different random seeds. We evaluated models by the following metrics: the number of LVs (k), the proportion of input gene sets that have at least one LV significantly associated (FDR < 0.05) with them (termed "pathway coverage"), and the proportion of LVs that are significantly associated with at least one pathway (FDR < 0.05). The results are shown in Figure 5 .
Models trained on the SLE WB compendium had a larger k ( Figure 5A ); k is set by first determining the number of significant PCs (or major variance components) identified in the dataset. This result means that there are fewer statistically significant PCs in the subsampled recount2 sets, which may be due to the heterogeneous tissue composition of the SLE WB samples. In addition, k is more variable in the subsampling case. This is as expected because the training set is comprised of 1640 random samples. Also as expected, the full recount2 model had larger k than any dataset of 1640 samples ( Figure 5A ). The proportion of pathways or gene sets that are significantly associated with LVs is ~0.2 for all the models under consideration and is much lower than the pathway coverage of the full recount2 model ( Figure 5B ), suggesting that coverage was constrained by sample size. Despite there being fewer LVs in the subsampled models, a higher proportion of the LVs were significantly associated (FDR < 0.05) with pathways or gene sets ( Figure 5C ) as compared to the SLE WB models. These results suggest that including a broader set of biological conditions in a training set may result in more detectable pathway variation. Interestingly, the full recount2 PLIER model has a lower proportion of LVs significantly associated with prior knowledge. This could mean that the full recount2 PLIER model captures novel biology, has more technical noise introduced (as samples are from many different experiments), or both.
The latent space of the MultiPLIER model shows agreement with a PLIER model trained on a small vasculitis cohort and captures an autoantigen signature
The MultiPLIER approach is most attractive for rare disease where sample sizes are limited. AAV is a group of rare diseases characterized by neutrophil-mediated inflammation of small and medium vessels in multiple systems, and includes the sub-types of granulomatosis with polyangiitis (GPA), microscopic polyangiitis (MPA), and eosinophilic granulomatosis with polyangiitis (EGPA; formerly Churg-Strauss). We projected microarray datasets from multiple tissues in AAV-nasal brushings, microdissected glomeruli from kidney, and blood-into the MultiPLIER latent space and examined the expression of the MultiPLIER LVs in these data. To our knowledge, the recount2 compendium contains no vasculitis data.
We evaluated the extent to which the MultiPLIER model, trained without any vasculitis data, captured vasculitis-relevant features. We trained a PLIER model on the NARES nasal brushing dataset (n = 79; Grayson et al., 2015) , and compared the results to the projection into the MultiPLIER latent space. NARES includes data from patients with GPA, a form of AAV. First, we identified the MultiPLIER LV that was the best match for each of the 34 LVs learned by the NARES PLIER as determined by correlation between the loadings (highest Pearson correlation coefficient). We observed that the expression levels of the best matched LVs were positively correlated between the NARES and MultiPLIER latent spaces (i.e., B matrices) and much more so than we would expect than any random combination of LVs between models ( Figure 6 ). Figure  S6 displays the correlation between LV expression alongside the correlation between loadings for the best match LVs. Those NARES LVs that are significantly associated (FDR < 0.05) with at least one gene set have particularly strong agreement (blue points in Figure 6 ). This supports the hypothesis that biological features captured by MultiPLIER are generalizable and appropriate for transfer learning.
We identified differentially expressed MultiPLIER LVs (DELVs) in the peripheral blood mononuclear cell (PBMC) fraction from Cheadle, et al. (Cheadle et al., 2010) . This dataset included patients with GPA (known as Wegener's granulomatosis at the time) and healthy controls. Patients with GPA were stratified into two groups in the original publication: those with expression patterns distinct from healthy control (here, termed "GPA-positive") and those that were more similar to healthy controls (termed "GPA-negative"). We tested for differential expression between these three groups-GPA-positive, GPA-negative, and control-and identified MultiPLIER LV599 as differentially expressed (FDR = 1.17e-08; Figure S7A ). ANCA antigens (i.e., the neutrophilic granule components that autoantibodies react with) are among the genes that contribute most to MultiPLIER LV599 (black bars in Figure S7D ). This demonstrates the fact that MultiPLIER captures biology shared in multiple tissue contexts (i.e., granule development) that is aberrant in GPA without being trained on GPA data.
A MultiPLIER meta-analysis framework identifies differentially expressed in three tissues affected by ANCA-associated vasculitis
We were interested in molecular processes perturbed in the systemic disease AAV. Because we projected the three tissue datasets into the same latent space, MultiPLIER lends itself naturally to the meta-analysis of the NARES, glomeruli, and blood data as we did not have to attempt to match LVs across models making analysis much less time consuming for multiple datasets. PLIER reduces technical noise ( Figure 2C ) and discards genes and gene sets that are irrelevant to the training data (Mao et al., 2017) , which are distinct advantages over other gene set methods such as Gene Set Enrichment Analysis (GSEA; Subramanian et al., 2005) . We performed differential expression analysis to identify DELVs in each of the three datasets and to find those LVs that had similar expression patterns across tissues.
We examined signatures of more severe or active disease in AAV across organ systems. In the blood dataset, patients with a GPA-positive signature (most dissimilar from healthy controls) had higher Birmingham Vasculitis Activity Scores (BVAS; Cheadle et al., 2010) . In the NARES dataset, there were three groups of patients with GPA-those with active nasal disease, those with prior nasal disease, and those that had no history of nasal disease-and a composite comparator group of patients with eosinophilic granulomatosis with polyangiitis (EGPA, Churg-Strauss), allergic rhinitis, sarcoidosis, and healthy controls (Grayson et al., 2015) . The glomeruli dataset contained patients with AAV as well as those with nephrotic syndrome and living donor controls (Grayson et al., 2018) . We used all available groups for comparisons (see STAR Methods). We identified 22 MultiPLIER LVs that are differentially expressed (FDR < 0.05) in all three datasets ( Figure S7A ) and additional LVs differentially expressed in two out of three tissues.
We were particularly interested in LVs that showed evidence of increased expression in GPA with active disease (NARES/nasal brushings), the GPA-positive group (PBMCs), and in the vasculitis group in kidney. MultiPLIER LV10, which is significantly associated with the M0 macrophage gene set from Newman, et al. (Newman et al., 2015) , was overexpressed in these three groups relative to controls ( Figure 7A -C; multigroup comparison FDR < 0.05; p-value from Wilcoxon rank sum test shown in figure) . Top (highest weight) genes for MultiPLIER LV10 ( Figure 7B ) include the M2 macrophage marker CD163 and CCL2 which has been shown to influence macrophage polarization to an M2 phenotype (Sierra-Filardi et al., 2014) . The top 25 genes also include genes related to tissue remodeling such as MMP9 and MMP14 ( Figure 7D ). MultiPLIER LV937 was significantly associated with a HIF-1a transcription factor network and showed a differential expression similar to MultiPLIER LV10 pattern ( Figure S8B-D) . We previously demonstrated a signature associated with aberrant metabolism is present in AAV glomeruli and identified macrophages as the most likely cellular source (Grayson et al., 2018) . These results suggest that this immunometabolism process may be occurring in multiple tissues in AAV and establishes the benefit of meta-analyses with MultiPLIER.
DISCUSSION
We describe MultiPLIER-an unsupervised transfer learning framework for identifying perturbed molecular processes in complex human disease across organ systems. MultiPLIER models are generated by applying a robust factorization approach named PLIER (Mao et al., 2017) to a large, uniformly processed body of gene expression from multiple tissues and biological processes (Collado-Torres et al., 2017) . MultiPLIER captured cell type-specific patterns as well as a model trained on the SLE whole blood compendium, despite the inclusion of very few SLE WB samples in recount2. It learned an LV associated with Type II IFN signaling; the SLE WB PLIER model did not. MultiPLIER analysis of multiple tissues from AAV allowed revealed signatures indicative of altered immunometabolism. Thus, we have demonstrated that training a model on data that represents an arbitrary sampling of human physiological processes captures well-documented features similarly to a tissue-and disease-specific model in a common disease, and learns additional biological factors or pathways, which aids in the interpretation of rare disease expression data from multiple tissues.
MultiPLIER learned LVs that were significantly associated with macrophage and HIF-1alpha TF network gene sets. These LVs had increased expression in more severe or active AAV in multiple tissues. The microdissected glomeruli dataset included in these analyses served as the discovery cohort in Grayson, et al. (Grayson et al., 2018) where we demonstrated altered metabolic pathway expression was tightly coupled with myeloid lineage transcriptional patterns. In that work, we observed colocalization of HIF-1alpha with the tissue macrophage marker CD68 in AAV kidney biopsies. These results suggest that the alteration of metabolism in tissues in patients with AAV should be explored, though they may be affected by treatment with glucocorticoids. Although we highlight two MultiPLIER LVs that show increased expression in multiple tissues from AAV, we expect that there are additional LVs of interest that warrant investigation including an LV associated with a neutrophil gene set (MultiPLIER LV524), a cell type highly relevant to these diseases.
PLIER leverages the underlying modular structure of gene expression data. MultiPLIER expands on this by taking advantage of the biological processes shared among different conditions. We expect that the benefits of training on a large compendium of uniformly processed data-the first of which is the reduction of processing time associated with assembling a disease-specific compendium even when feasible-are not limited to PLIER. We speculate that other matrix factorization approaches and autoencoders that have been shown to extract a biologically meaningful low dimensional representation from gene expression data (Dincer et al., 2018; Stein-O'Brien et al., 2017b; Tan et al., 2017; Way and Greene, 2017) are appropriate for a similar transfer learning approach. The constraints that force the PLIER model to learn biological signal made it an attractive method for this work. Indeed, the LVs learned by MultiPLIER that were significantly associated with gene sets were shown to be in strong agreement with datasetspecific model LVs. Future investigation into a variety models with different strengths (e.g., those that capture nonlinear patterns), with particular emphasis on the factors in the latent space that are well-aligned with biological signatures of interest, is supported by this work.
There are several limitations of this study. For instance, we made minimal effort to adjust the data distributions between platforms (i.e., RNA-seq and microarray) (Tan et al., 2017; Thompson et al., 2016) or impute the expression of genes missing between models. Despite these areas for improvement, studying the expression of MultiPLIER LVs in microarray datasets from rare disease proved to be useful. We also presented the results for one MultiPLIER model trained on the recount2 compendium and PLIER is non-deterministic. An ensemble approach, like that introduced in Tan, et al. (Tan et al., 2017) could be beneficial, though our repeats of SLE WB PLIER training suggest that PLIER produced stable models at least in terms of the number of latent variables and proportion of input pathways captured. Additionally, any approach that transfers patterns learned in a large compendium to an "unseen" disease dataset runs the risk of missing subtle disease-specific and disease-affected tissue-specific signals. Conducting hypothesis-generating research in small datasets in general poses a risk for false discovery. After first comparing model features to well-characterized datasets to validate model construction, we focus on patterns that are present in multiple datasets and tissues.
The union of automatic pattern extraction using unsupervised machine learning with the exploitation of shared biological processes opens up several exciting avenues for research in complex human diseases and specifically in the rare or understudied disease space. As large compendia of uniformly processed gene expression data become more common, cross-organism transfer learning could prove fruitful for identifying appropriate models for the study of human disease and detecting targeted perturbations reminiscent of human pathophysiology. Furthermore, we hypothesize that the latent variables learned by MultiPLIER may be useful and generalizable input features for supervised machine learning problems (Dincer et al., 2018) including predicting response to treatment in small clinical trials. MultiPLIER is a powerful transfer learning strategy for studying systems and discovery-driven research into the mechanisms underlying human disease.
Although we propose the MultiPLIER is a particularly strong tool for the study of rare diseases, in which the size of gene expression datasets are inherently small compared to similar data derived from common diseases, we also foresee that MultiPLIER might be quite useful for the increasing study of precision (personalized) medicine and the now routine recognition of newly-discovered single-gene subsets of diseases. The precision medicine approach is linked to the growing appreciation of the importance of identifying subsets of patients within larger populations of patients with a specific disease. Such subsets may identify patients with i) different sets of clinical manifestations of disease; ii) varying degrees of disease severity; iii) different long-term outcomes; and iv) varied responses to specific therapies. Such disease subsets almost certainly have some differences in genetic background and/or gene expression in involved tissues. Thus, these approaches to precision medicine will essentially transform some common diseases into subsets of rarer diseases, many of which could benefit from the MultiPLIER approach to data analysis.
METHODS
Gene expression data recount2 compendium
We obtained gene-level RangedSummarizedExperiment data from the recount2 compendium (Collado-Torres et al., 2017) using the recount Bioconductor package and calculated Reads Per Kilobase Million (RPKM). We excluded samples without metadata; a total of 37,032 samples were included. Individual experiments were concatenated without any additional processing and genes were z-scored for use with PLIER. We converted from Ensembl gene IDs to gene symbols using the biomaRt Bioconductor package.
To describe the subset of recount2 data that was used to train the model, we used MetaSRA database (Bernstein et al., 2017) (v1.4) . MetaSRA uses a custom pipeline to predict sample source (e.g., cell line) and label with ontology terms from sources such as the Experimental Factor Ontology (Malone et al., 2010) . We mapped run accessions (utilized in recount2) to sample accessions (utilized in MetaSRA) with the SRAdb (Zhu et al., 2013) . Approximately 81% of samples in the training compendium were also present in MetaSRA.
Microarray data
The NARES nasal brushing dataset, the isolated immune cell data (E-MTAB-2452) and the following systemic lupus erythematosus datasets were normalized using Single Channel Array Normalization (SCANfast implementation) and Brainarray v22.0.0 (Entrez ID version; Dai, 2005 ): E-GEOD-39088, E-GEOD-61635, E-GEOD-72747, and E-GEOD-11907. The NARES dataset was adjusted for batch effect with ComBat (Johnson et al., 2007) . The glomeruli dataset was annotated using Brainarray v19.0.0, quantile normalized, and batch corrected using ComBat (Grayson et al., 2018) . The publicly available submitter-processed data was used for all other datasets (e.g., SLE WB [E-GEOD-49454, E-GEOD-65391, E-GEOD-78193], GPA PBMCs [GSE18885]). The GPA PBMCs data was z-scored for use with PLIER and MultiPLIER. All conversion from Entrez IDs to Gene symbols (the input to PLIER) was performed using the org.Hs.eg.db Bioconductor package.
Systemic lupus erythematosus whole blood compendium
The Illumina and Agilent submitter-processed data gene identifiers were converted to Entrez IDs using the illuminaHumanv4.db and hgu4112a.db packages, respectively. Duplicate Entrez IDs were collapsed to the mean expression value. Paired samples from E-GEOD-11907 (Affymetrix HGU133A and HGU133B) were concatenated. All SCAN-processed Affymetrix data was concatenated and the submitter-processed datasets were normalized using the Affymetrix target quantiles (preProcessCore Bioconductor package). Genes were [0,1] scaled in each dataset before joining; only genes present in each dataset were retained.
Training Pathway-Level Information Extractor (PLIER) models and evaluation
PLIER training
We used the PLIER R package (commit: a2d4a2) to train PLIER models. The number of latent variables (k parameter) was set by determining the number of significant principal component using the PLIER num.pcs function and, following the authors recommendations, including an additional 30%. The expression matrix used as input to the PLIER function was z-scored using the PLIER rowNorm function. We used the bloodCellMarkersIRISDMAP, svmMarkers, and canonicalPathways data included in the package as the prior information. We used the default settings of the PLIER function, which automatically sets the L1 and L2 parameters (see Mao et al., 2017 for more information about implementation).
Subsampling experiment
For the subsampling experiments ( Figure 5 ), we randomly selected 1640 samples from the recount2 dataset as our new expression matrix and treated it as described above. We trained 10 PLIER models on the subsampled recount2 dataset (n = 1640) and the full SLE WB compendium (n = 1640) initialized with different random seeds. Training was performed as described above. To evaluate the models, we calculated the proportion of input pathways that were significantly associated (FDR < 0.05) with at least one LV-termed "pathway coverage"-and the proportion of the total LVs that were significantly associated (FDR < 0.05) with at least one gene set.
MultiPLIER
We summarize the relevant details from the PLIER method below. For more information about implementation, see Mao, et al. (Mao et al., 2017) . Given the gene expression matrix ! and the prior information matrix (e.g., gene sets) ", PLIER finds the prior information coefficient matrix #, the loadings matrix $, and the latent variables matrix %, minimizing:
where # > 0 and $ > 0. The terms are minimizing the reconstruction error, enforcing that $ represents sparse combinations of the input gene sets, an L2 penalty on % and an L1 penalty on #, respectively. As noted above, we used the default settings for λ 1 and λ 2 for a given training set when training a PLIER model (see Mao et al., 2017 for more information).
The final % matrix returned by PLIER is calculated as follows:
We use the $ matrix and the -. parameter from the source domain model to calculate the expression values of the target samples in the source domain latent space % 345673 below:
Where ! 345673 is the row-normalized (z-scored) expression matrix from the dataset (target domain) that we would like to project into the latent space learned by the source domain model. If genes present in the training set (source domain) were absent from the target gene expression matrix, we set the expression values for the missing genes to zero for all samples. As the expression data is z-scored, this is in essence setting the expression values to the mean. We calculated % 345673 for the following microarray datasets: SLE WB compendium, NARES nasal brushing, microdissected glomeruli (kidney), GPA peripheral blood mononuclear cells, isolated leukocytes (CD4, CD14, CD16 selection).
Latent variable differential expression analysis
We performed differential expression analysis using the limma Bioconductor package. We performed contrasts between all groups and used Benjamini-Hochberg adjustment for multiple hypothesis testing ("BH" method). We considered all LVs with FDR < 0.05 to be differentially expressed.
Principal components analysis
We performed principal components analysis (PCA) on the fully processed SLE WB compendium ( Figure S1 ), as well as subsets of the latent space (B matrix) from the SLE WB PLIER model using the prcomp function in R. The subsets of B were as follows: all LVs ("All Latent Variables" Figure 2B ), only LVs with AUC > 0.75 for at least one gene sets ("Pathway-associated Latent Variables" Figure 2C ), only LVs with AUC £ 0.75 for all gene sets ( Figure 2D ).
Cell type evaluations
Neutrophil-associated LVs were identified based on the AUC and FDR (< 0.05) values with neutrophil gene sets. We selected neutrophil-associated LVs for display in Figure 3 based on a lack of significant association with monocyte-, macrophage-, or granulocyte progenitor-related gene sets, as this suggests specificity for neutrophils rather than a general myeloid lineage association. We used the neutrophil counts from the metadata associated with the publicly available accession (E-GEOD-65391) for Banchereau, et al. (Banchereau et al., 2016) . We calculated the MCPcounter neutrophil estimate with the MCPcounter.estimate function in the MCPcounter R package (Becht et al., 2016) . We used the R linear model function (lm) to calculate the R 2 values in the neutrophil scatterplots in Figure 3 . Disease activity group labels ( Figure S2 ) were also obtained from the E-GEOD-65391 sample metadata. Plasma cell-associated LVs were identified by their significant (FDR < 0.05) association with plasma cell gene sets; LVs with the highest AUC were selected for display. Pairwise t-tests between disease activity groups were performed with the pairwise.t.test function in R. For the heatmap in Figure S3 , we selected LVs for display if they had one of the following strings in their names: CD4, monocyte, or neutrophil.
Interferon clinical trials
Whole blood modular framework
We used the IFN-related modules reported in Chiche, et al. (Chaussabel et al., 2008; Chiche et al., 2014; Obermoser et al., 2013) . Briefly, in this approach, modules are constructed by clustering gene expression data from whole blood from patients with a variety of autoimmune or infectious conditions and identifying shared expression patterns (Chaussabel et al., 2008) . The result is sets of genes with correlated expression or modules. It is important to note that these modules are then somewhat specific to whole blood. We obtained the gene sets from http://www.biir.net/public_wikis/module_annotation/V2_Trial_8_Modules and converted to Entrez ID using Tribe (Zelaya et al., 2016) . (These converted gene sets are available in our analysis Github repository.) We summarized the expression of a module by taking the mean expression value for genes in the module for a sample.
PLIER models
We selected IFN-related LVs based on their association with the following genesets: REACTOME Interferon signaling, REACTOME Interferon alpha/beta signaling (Type I), REACTOME Interferon gamma signaling (Type II) (Fabregat et al., 2017; Subramanian et al., 2005) .
IFN-K trial analyses
In our analyses of the IFN-alpha-kinoid trial (E-GEOD-39088; Lauwerys et al., 2013) , we stratified the patients into IFN-positive and IFN-negative groups to be consistent with the original publication and therefore facilitate our evaluations. We did not have the labels from the original publication. We identified IFN-negative samples based on baseline expression values and using the following criteria: 9 patients with the lowest summary expression values for M1.2 (whole blood modular framework), 9 patients with the lowest expression of MultiPLIER LV116 (MultiPLIER), or 9 patients that had the lowest expression in at least 2 of the SLE WB LVs-LV6, LV69, LV110 (SLE WB PLIER). All other patients were considered IFN-positive. Patients that received placebo were placed in a "placebo" group for analysis. We calculated the change in expression value between baseline and days 112 and 168 for each patient.
Latent space agreement
To determine whether or not the NARES PLIER model and MultiPLIER latent space expression values were in agreement, we first identified the best match LVs between the two models. For each pair of LVs between the two models, we calculated the Pearson correlation coefficient between the loadings (Z). The MultiPLIER LV with the highest correlation value to an individual LV from the NARES model was considered the best match. We calculated the Pearson correlation values between the B matrix learned by the NARES PLIER model and B from the projection of the NARES data into the MultiPLIER latent space.
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Figure 3. MultiPLIER learns a neutrophil-associated LV that is well-correlated with neutrophil counts or estimates in multiple tissues and disease contexts. (A) SLE WB LV87,
LV87 from the PLIER model trained on the entire SLE WB compendium, can predict neutrophil count in Banchereau, et al. dataset (Banchereau et al., 2016) despite being entirely unsupervised with respect to this task. (B) The MultiPLIER neutrophil-associated performs slightly better than the SLE WB-specific model. Here, the SLE WB compendium is projected into the multiPLIER latent space. Recall that the MultiPLIER model has not been exposed to the specific technical variance found in the SLE WB compendium. (C) MultiPLIER performance is not limited to whole blood, as it is highly correlated with neutrophil estimate from a state-of-the-art method for estimating immune infiltrate in solid and non-cancerous tissues, MCPcounter (Becht et al., 2016) in the NARES dataset (Grayson et al., 2015) . NARES is a nasal brushing microarray dataset that includes patients with ANCA-associated vasculitis, patients with sarcoidosis and healthy controls among other groups and was projected into the MultiPLIER latent space. Density plot of the LV expression value correlation coefficients between best match LVs, shown in gray, demonstrates a rightward shift from the values for all pairs of LVs between models (e.g., including random pairs of LVs), shown in white. The blue points along the bottom of the graph represent best match correlation values for LVs from the NARES model that are significantly associated (FDR < 0.05) with at least one gene set. This suggests that the values between LVs that capture biological signal are particularly likely to be preserved in the transfer learning (MultiPLIER) case. Figure S6 shows the correlation values between best match LVs alongside the correlation between loadings. , and DA3 (SLEDAI > 7)-and demonstrated that patients with more severe disease had higher plasmablast counts (via FACS). We did not provide a plasmablast-specific gene set to the PLIER model during training. However, plasma cell from signatures adapted from the Immune Response In Silico (IRIS) project (Abbas et al., 2005) and Newman, et al. (Newman et al., 2015) (included in the PLIER R package). A plasmablast is the precursor to a plasma cell and we therefore assume that these cell types share gene expression patterns. Both the SLE WB (B) and MultiPLIER (C) models learn an LV associated with this signature (SLE WB LV52 and MultiPLIER LV951, respectively). P-values are from a pairwise ttest with Bonferroni correction. Both LVs show a similar pattern to the original publication FACS plasmablast counts. However, there is evidence that the MultiPLIER LV may more specific to plasma cells, as SLE WB LV52 is also significantly associated (FDR < 0.05) with REACTOME Unfolded Protein Response and REACTOME Asparagine N-linked Glycosylation (Fabregat et al., 2017) (Figure 2A ). MultiPLIER LV951 is only significantly associated with plasma cell gene sets (data not shown). Figure 4 . Chiche, et al. (Chiche et al., 2014) MultiPLIER   A   HCST  CEACAM8  TESC  RAB5B  SLC22A4  SLC22A15  CLEC5A  SAP30  SLC1A3  IRAK3  PNP  CAT  CEACAM4  IRS2  CFD  DEFA4  CCNA1  CLC  STAB1  PRAM1  MYCN  IGLL1  SLC28A3  F13A1  LYZ  EMILIN2  CITED2  BPI  P2RY2  MEST  P4HB  NTNG2  KIT  CYTL1  SRGN  HGF  CALR  SLC22A16  PRG2  RNASE3  GFI1  CST7  CTSG  RNASE2  CPA3  MS4A3  PRTN3  AZU1  ELANE Figure S8 
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