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Abstract
We present a way of transforming a resolution-style proof containing Skolemization into a natural de-
duction proof without Skolemization. The size of the proof increases only moderately (polynomially). This
makes it possible to translate the output of a resolution theorem prover into a purely ﬁrst-order proof that
is moderate in size.
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1. Introduction
If one wants a resolution based theorem prover to generate explicit proofs, one has to decide
what to do with Skolemization. One possibility is to allow Skolemization (or equivalently the
axiom of choice) as a proof principle. In that case, the resolution proof can be translated more
or less one-to-one into a natural deduction proof. In [10] it is described how to do this efﬁciently
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for the clausal normal form (CNF) transformation. In [6,7], a hybrid method was developed. For
resolution on the clause level, explicit proofs were generated. For the CNF-transformation, an al-
gorithm was developed inside COQ and proven correct. Using this approach, explicit generation
of proofs for the CNF-transformation could be avoided. (Although strictly seen, inside COQ, the
term deﬁning the algorithm also deﬁnes a proof principle.) A related approach was taken in [14],
using the Boyer–Moore theorem prover instead of COQ. Both approaches use the axiom of choice.
In [6], the axiom of choice was used for proving the clausiﬁcation algorithm correct. In [14], it is
assumed that domains are ﬁnite, which implies the axiom of choice.
Another possibility is to completely eliminate the Skolemization steps from the proof. If one
is interested in correctness only, the axiom of choice is certainly acceptable, but it is much more
elegant to avoid using the axiom of choice at all in proofs of ﬁrst-order formulas. Until recently,
the only known way of eliminating applications of Skolemization from a proof made use of cut
elimination. Because of this, these methods can cause a hyperexponential increase in proof size in
the worst case, see [21] or [18], or also [4]. In [19], such an algorithm is described in detail. In [13],
an improved method is given, which is optimized towards readability of the resulting proof. This
method has been implemented in mega by Andreas Meijer (see [20]).
In [1], a method for eliminating Skolem functions from ﬁrst-order proofs was presented, which
results in proofs of polynomial size. The method works only in the context of a theory that is strong
enough to encode ﬁnite functions. This is a weak requirement, because for example axiomatiza-
tions of common data structures, like lists or arrays would sufﬁce. The ﬁnite functions are used to
approximate the Skolem functions through an internalized forcing argument. We think that the
method could be implemented, but it would not work in the general ﬁrst-order case.
The general problem whether Skolem functions can be efﬁciently eliminated from every ﬁrst-or-
der logic proof seems to be open, see the table in [8, p. 9].
In this paper, we give a general method for eliminating Skolem functions from resolution proofs,
which can be implemented and expected to be efﬁcient. In addition, it is structure preserving, by
which we mean that it does almost not change the structure of the proof. The main idea is the
following: Assume that f is a Skolem function in the clausal formula ∀x p(x) ∨ q(f(x)).1 Then f
can be replaced by a binary relation F as follows: ∀x
 F(x,
)→ p(x) ∨ q(
). It turns out that if one
replaces Skolem functions by relations in a resolution proof, and for each relation one can show
seriality, then the result will still be a valid ﬁrst-order proof. The surprising fact is that resolution
does not make use of the functionality of F , only of its seriality. Because f is a Skolem function,
it originates from a formula of form ∀x∃y F(x, y). Hence, F can be taken as serial relation. Proofs
containing paramodulation steps can also be handled. There is only one restriction on the use of
paramodulation, namely that it has to be simultaneous in the Skolem functions. Simultaneous in
the Skolem functions means that whenever an equality t1 ≈ t2 is applied inside a Skolem term, all
instances of t1 that are inside some Skolem term have to be replaced by t2. The completeness of this
restriction follows from the fact that one does not have to paramodulate at all into Skolem terms for
completeness. This was proven in [5], and generally accepted as an efﬁcient restriction of resolution.
We will give an example of a complete transformation. Consider the set of ﬁrst-order formulas,
given in Fig. 1. The set is unsatisﬁable, because the ﬁrst formula requires that there exists a chain of
1 When writing a ﬁrst-order formula, we assume that the scope of a quantiﬁer extends as far to the right as possible.
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Fig. 1. An unsatisﬁable set of ﬁrst-order formulas.
p’s which has no end. The second formula ensures that this chain actually is a cycle of length two.
The third formula insists that cycles of length two do not exist. Using resolution and paramodula-
tion, one can construct the refutation of Fig. 2. The function symbol f is a Skolem symbol. If one
replaces f by a binary predicate symbol F , one obtains the set of formulas 1′, 2′, 3′ of Fig. 3. The
refutation of 1, 2, 3 can be stepwise translated into the refutation of 1′, 2′, 3′ of Fig. 3. The result is
a proof of ⊥ from 1′, 2′, 3′, which is still ﬁrst order. The proof does not use any special properties
of F. The only condition on F is that it has to be serial, i.e., ∀x∃y F(x, y) must be provable. We can
obtain a completely ﬁrst-order refutation (= proof of the negation) of the formulas in Fig. 1, if we
can ﬁnd an F , for which 1′, 2′, 3′, together with seriality are provable from the original formulas in
Fig. 1. This can be easily obtained by putting F(x, y) := p(x, y). In that case, seriality immediately
follows from the ﬁrst formula of Fig. 1, and clause 1′ becomes a tautology.
In the rest of the paper we will show that the method, suggested by the example, works in general.
In Section 4, we show that resolution proofs remain correct ﬁrst-order proofs, when certain func-
tions are replaced by serial relations in the clauses.We show that the resolution proof can be stepwise
translated into a ﬁrst-order proof. It is probably no surprise that paramodulation steps are the most
difﬁcult to translate. Paramodulation is the rule that looks into the term structure, and the replace-
ment of functions by relationsmodiﬁes the term structure. In order for the translation to be possible,
theparamodulationrulehas tobeslightly restricted.Therestriction isverynatural, and the resolution
provers we are aware of, implement amuch stronger restriction, because it improves the efﬁciency of
proof search. In Section 3, we do some introductory work for the translation of paramodulation.
Fig. 2. Resolution refutation with Skolem functions.
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Fig. 3. Resolution refutation with replaced Skolem functions.
In Section 5, we show that it is in general possible to prove the initial clauses (with replaced
Skolem functions) from the initial formulas. We show that this is possible for most of the stan-
dard CNF-transformations that are currently in use. It is in general not as easy as in the example,
because there can be nesting of existential quantiﬁers (as in ∀x1∃y1∀x2∃y2 p(x1, y1, x2, y2)), and ex-
istential quantiﬁers may occur in a conditional context (as in ∀x p(x)→ ∃y q(x, y)). The problems
will be discussed in Section 5.
2. Preliminaries
Deﬁnition 1. We assume a ﬁxed set of predicate symbols P and a ﬁxed set of function symbols F .
The sets P and F are assumed disjoint. We assume a ﬁxed function ar, that attaches to each f ∈ F
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a natural number ar(f)  0. In addition, ar attaches to each p ∈ P a natural number ar(p)  0.We
assume that for each n  0 there are countably inﬁnitely many elements f ∈ F with ar(f) = n.
Similarly, we assume that for each n  0, there are countably inﬁnitely many elements p ∈ P
with ar(p) = n.
We assume that there is no syntactic distinction between variables and constants. We call the
elements c ∈ F , for which ar(c) = 0, either constants or variables depending on how they are used.
Deﬁnition 2.Werecursively deﬁne the set of terms. If n  0, t1, . . . , tn are terms,f ∈ F and ar(f) = n,
then f(t1, . . . , tn) is also a term.
Nextwe deﬁne the set of atoms. If n  0, t1, . . . , tn are terms, p ∈ P and ar(p) = n, then p(t1, . . . , tn)
is an atom. If t1, t2 are terms, then t1 ≈ t2 is an atom. Formulas are recursively deﬁned as follows:
• If A is an atom, then A is also a formula,
• ⊥ and  are formulas,
• if A is a formula, then ¬A is also a formula,
• if A,B are formulas, then A ∧ B, A ∨ B, A→ B, A↔ B are also formulas,
• if x ∈ F has ar(x) = 0, and A is a formula, then ∀x P and ∃x P are also formulas.
For our purpose, it is convenient to deﬁne clauses as a subset of formulas:
Deﬁnition 3. If A is an atom, then the formulas A and ¬A are literals. A literal of form A is called
positive. A literal of form ¬A is called negative.
IfF1, . . . , Fn are formulaswithn > 0, thenF1 ∨ · · · ∨ Fn simplydenotes thedisjunctionofF1, . . . , Fn.
In case that n = 0, F1 ∨ · · · ∨ Fn denotes ⊥.
A clause is a formula of form ∀x1 · · · xk L1 ∨ · · · ∨ Ln in which L1, . . . ,Ln are literals, and k  0.
We assume that the xi are distinct. The clause is empty if n = 0. It is ground if k = 0.
Deﬁnition 4. Let S ⊆ P ∪ F . For each of the objects deﬁned before (formula, term, atom, literal,
clause), we call it an object over S if it contains only predicate and free function symbols from S.
Since we are going to replace function symbols by relations, we need to formally deﬁne what a
relation is.
Deﬁnition 5. If F is a formula and x1, . . . , xk ∈ F have ar(xi) = 0, then the expression
R = x1 · · · xk F
is a k-ary relation. We also write ar(R) = k.
If t1, . . . , tn are terms, then R(t1, . . . , tn) denotes the formula
R[x1 := t1] [x2 := t2] · · · [xk := tk ].
The notation [xi := ti] denotes capture avoiding substitution.
The -symbol will not occur in the proofs that we construct, because relations will be always
instantiated in proofs.
H. de Nivelle / Information and Computation 199 (2005) 24–54 29
We now deﬁne function replacements. In order to deﬁne a function replacement, one needs to
specify the function symbols that will be replaced. Terms that have such a function symbol on
top will be replaced by fresh variables. As a consequence, one also needs to specify a set of fresh
variables that will be big enough.
Deﬁnition 6.We write FProb for the set of function symbols that occur in the original problem and
its resolution proof, including the Skolem function symbols. Obviously FProb ⊆ F .
We assume a subset FRepl of FProb, specifying the function symbols that will be replaced. (These
would normally be the Skolem functions.)
Let FDef with FProb ∩ FDef = ∅ be the set of variables that will be used as deﬁnitions. We use
greek letters 
,,  ,  to denote elements of FDef . It is assumed that FDef is countably inﬁnite.
The function replacement is a function [ ] that
• assigns to each f ∈ FRepl a relation Rf , s.t. ar(Rf ) = ar(f)+ 1.
• assigns to each term f(t1, . . . , tn) with f ∈ FRepl, and t1, . . . , tn over FProb a unique element

 ∈ FDef .
Deﬁnition 7. Let FRepl, FDef and [ ] be deﬁned as in Deﬁnition 6. The function [ ] is extended to
terms overFProb as follows: The range of extended [ ] is the set of terms over (FProb\FRepl) ∪ FDef .
• For a term f(t1, . . . , tn)with f ∈ FRepl, the replacement [f(t1, . . . , tn)] is as deﬁned byDeﬁnition 6.
• For a termf(t1, . . . , tn)withf ∈ FProb\FRepl, the replacement [f(t1, . . . , tn)] is deﬁnedasf([t1], . . . ,
[tn]).
For a quantiﬁer-free formula F , we deﬁne [F ] as the result of replacing each term t in F by its
corresponding [t].
For a quantiﬁer-free formula F , we deﬁne
• the set Var(F) as
{
 ∈ FDef | ∃t′ in F , s.t. 
 = [t′]}.
These are all the variables of FDef that were introduced for deﬁning a subterm of F.
• the deﬁnition set Def(F) as the set
{[f ]( [t1], . . . , [tn], 
) | 
 ∈ Var(F ), 
 = [f(t1, . . . , tn)]}.
For a term t, the notions Var(t) and Def(t) are deﬁned correspondingly. For a sequence of quan-
tiﬁer-free formulas and terms U1, . . . ,Un (possibly mixed), we deﬁne Var(U1, . . . ,Un) = Var(U1)
∪ · · · ∪ Var(Un), and Def(U1, . . . ,Un) = Def(U1) ∪ · · · ∪Def(Un).
Lemma 8. For each term t′ over (FProb\FRepl) ∪ FDef , there is at most one term t over FProb, s.t.
[t] = t′.
For a variable free formula F , Var(F ) and Def(F ) depend only on the terms in F , and not
on the formula structure of F. Therefore it is possible to write Var(F ,G) instead of Var(F ∧ G) or
Def(t1, t2, F ) instead of Def(t1 ≈ t2 ∨ F ), etc.
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Example 9. Let A be the atomic formula p(s(f(s(f(0))))). Assume that FRepl = {f } and [f ] = F.
Further assume that [f(0)] = 
, [f(s(f(0)))] = . Then
[s(f(s(f(0))))] = s(), [f(s(f(0)))] = ,
[s(f(0))] = s(
), [f(0)] = 
,
[0] = 0.
Var(A) = {
,}. Def(A) = {F(0,
), F(s(
),)}.
We will use the previous deﬁnitions to replace a clause
C = ∀x1 · · · xk L1 ∨ · · · ∨ Ln
by
∀x1 · · · xk ∀ Var(L1, . . . ,Ln)
∧
Def(L1, . . . ,Ln)→ [L1] ∨ · · · ∨ [Ln].
We will usually omit the
∧
-symbol.
Example 10. Let C = ∀x p(x, f(x)) ∨ q(f(f(x)), x) be a clause. Assume that FRepl = {f }, [f ] = F ,
[f(x)] = 
, and [f(f(x))] = . Then the translation of C equals
∀x ∀
 F(x,
) ∧ F(
,)→ p(x,
) ∨ q(, x).
It may appear strange that the value of [ ] depends on the syntactic appearance of a term. For ex-
ample, one has [f(x)] = 
, [f(y)] = , while at the same time, the clauses ∀x p(f(x)) and ∀y p(f(y))
are 
-equivalent. The explanation for this fact is that we introduced a global translation function [ ]
for convenience only. It would sufﬁce to deﬁne a distinct replacement function [ ]C for each clause
C. However, this would only complicate the presentation of the translations in the next section,
without introducing more generality. The clauses ∀x p(f(x)) and ∀y p(f(y)) will be translated as
∀x
 F(x,
)→ p(
) and ∀y F(y ,)→ p(), which are again 
-equivalent. In practice, if one im-
plements the translation method, it may be inefﬁcient to construct a global replacement function,
because it needs to store all terms that occur in the proof.
3. Term replacement
In this section, we explain how paramodulation behaves in combination with function replace-
ments. The results in this section are the essence of the translation method. We deﬁne three related
concepts, and show that they have related properties. The concepts are substitutions, generalized
substitutions, and systems of equations. A substitution is deﬁned as usual. It assigns terms to vari-
ables. In the context of a function replacement, it has to be extended to the variables in FDef , which
is unproblematic.
A generalized substitution is a set of replacement rules of form t := u, where t and u are arbitrary
terms. When it is applied, every occurrence of t has to be replaced by u.Using generalized substitu-
tions, it is possible to deﬁne simultaneous paramodulation. In [12], it was shown that Skolem functions
can be eliminated from resolution proofs in which all paramodulation steps are simultaneous.
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In this paper, we show that it is possible to use a more general form of paramodulation, which we
call non-separating paramodulation. In non-separating paramodulation, replacement is controlled
by extensions of systems of equations. Roughly speaking, non-separating paramodulation means
that it is not allowed to introduce a distinction between two Skolem terms by equality replacement.
Example 11.Consider the equality 0 ≈ 1, and the clausep(f(0), 0).Assume thatFRepl={f }, [f ] = F ,
and that [f(0)] = 
, [f(1)] = . The translation of p(f(0), 0) (as a clause) equals
∀
 F(0,
)→ p(
, 0).
Using paramodulation from the equality 0 ≈ 1, one can obtain each of the following clauses
Clause Translation
p(f(1), 0), ∀ F(1,)→ p(, 0),
p(f(0), 1), ∀
 F(0,
)→ p(
, 1),
p(f(1), 1), ∀ F(1,)→ p(, 1).
Example 12. Now consider the equality f(0) ≈ f(1), and the clause p(f(0), f(0)). Let FRepl and [ ]
be as in the previous example. The translation of f(0) ≈ f(1) equals ∀
 F(0,
) ∧ F(1,)→ 
 ≈ .
The translation of p(f(0), f(0)) equals ∀
 F(0,
)→ p(
,
). The following clauses can be obtained
by paramodulation:
Clause Translation
p(f(0), f(1)), ∀
 F(0,
) ∧ F(1,)→ p(
,),
p(f(1), f(0)), ∀
 F(0,
) ∧ F(1,)→ p(,
),
p(f(1), f(1)), ∀ F(0,)→ p(,).
The last clause is derived through ∀
 F(0,
) ∧ F(1,)→ p(,), from which F(0,
) can be
removed through the seriality axiom for F.
The examples show the principle of how paramodulation steps can be reconstructed after trans-
lation by a function replacement. If some term t1 that needs to be replaced, occurs inside some literal
R, then [t1] occurs either in [R] or in Def(R), and the replacement can be made there.
Example 13.Consider the equality 0 ≈ 1, and the clause p(f(0), f(0)).Let [ ] andFRepl be deﬁned as
in the previous examples. From ∀
 F(0,
)→ p(
,
) and 0 ≈ 1, one can prove ∀ F(1,)→ p(,),
but not ∀
 F(0,
) ∧ F(1,)→ p(
,).
The last example shows the main problem when translating arbitrary paramodulation steps. If
one wants to replace t1 by t2 inside some atom R, and [t1] occurs in Def(R), then all subterms that
depend on the occurrence [t1] will be automatically modiﬁed. Because of this reason, one does not
have unlimited freedom in choosing which occurrences of t1 are to be replaced, and which ones
remain unchanged. For this reason, only simultaneous paramodulation was considered in [12]. In
this paper, we show that a weaker restriction of paramodulation, which we will call non-separating,
works as well.
We now deﬁne both substitutions and generalized substitutions, and how they are translated by
a function replacement [ ].
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Deﬁnition 14. A substitution is a set of form  = {x1 := t1, . . . , xk := tk}, s.t. (xi1 = xi2)⇒ (ti1 = ti2).
Each xi is a variable, and each ti is a term.
The application of  on a term t, notation t · , is recursively deﬁned as follows (in the standard
way):
• if t equals one of the xi, then t ·! = ti.
• Otherwise, write t = f(w1, . . . ,wn). The application f(w1, . . . ,wn) ·! equals f(w1 ·!, . . . ,wn ·!).
The application of  on a quantiﬁer-free formula F is deﬁned termwise.
Deﬁnition 15.A generalized substitution is a set of form! = {t1 := u1, . . . , tk := uk}, s.t. there exist no
distinct i1, i2 with 1  i1, i2  k , and ti1 is a subterm of ti2 . The application of! on a term t, notation
t ·!, is recursively deﬁned as follows:
• If t equals one of the ti, then t ·! = ui.
• Otherwise, write t = f(w1, . . . ,wn). The application f(w1, . . . ,wn) ·! equals f(w1 ·!, . . . ,wn ·!).
The application of ! on a quantiﬁer-free formula F is deﬁned termwise.
Substitutions and generalized substitutions are closely related. One could say that substitu-
tions are ‘a subclass’ of generalized substitutions. We now deﬁne how a function replacement [ ]
translates a generalized substitution. By ‘inheritance,’ the translation also applies to simple
substitutions.
Deﬁnition 16. Let! = {t1 := u1, . . . , tk := uk} be a generalized substitution on terms overFProb. Let
[ ] be a function replacement, replacing functions from FRepl ⊆ FProb and introducing variables
from FDef .
We deﬁne the replacement of !, for which we write [!], as the union of a substitution and a
generalized substitution. The ﬁrst one, [!]Prob, contains the straightforward translation of! by [ ].
The second one, [!]Def , deﬁnes the translation of the application operator on FDef .
[!]Prob = { [t1] := [u1], . . . , [tk ] := [uk ] },
[!]Def = { 
 := [t ·!] | 
 ∈ FDef , 
 = [t] and t = t ·! }.
[!] = [!]Prob ∪ [!]Def .
Note that the notation [!]Prob is slightlymisleading, because the [ti] and [uj] can contain variables
from FDef as well. It is easily checked that [!] is always a well-formed, generalized substitution.
Theorem 17. Let ! = {t1 := u1, . . . , tk := uk} be a generalized substitution on terms over FProb. Let
[ ] be a function replacement, replacing functions from FRepl ⊆ FProb, and introducing variables from
FDef . For every term term t over FProb,
[t ·!] = [t] · [!].
Proof.We use induction on the term structure of t.
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• If t equals one of the ti, then [ti ·!] = [ui], by construction of [!] ⊇ [!]Prob.
• If t does not equal any of the ti, and [t] ∈ FDef , then [t] · [!] = [t ·!], by construction of
[!] ⊇ [!]Def .
• If t does not equal any of the ti, and [t] ∈ FDef , then write t = g(w1, . . . ,wn). We have
[g(w1, . . . ,wn) ·!] = [g(w1 ·!, . . . ,wn ·!)] = g([w1 ·!], . . . , [wn ·!]). By induction, this equals
g([w1] · [!], . . . , [wn] · [!]). But this is equal to [g(w1, . . . ,wn)] · [!], because [t] = [ti] and
[t] ∈ FDef . 
Theorem 18. Let ! = {t1 := u1, . . . , tk := uk} be a generalized substitution on terms over FProb. Let
[ ] be a function replacement, replacing functions from FRepl ⊆ FProb, and introducing variables from
FDef . For every term t over FProb,
[t1] ≈ [u1], . . . , [tk ] ≈ [uk ] ! ([t] · [!]) ≈ ([t] · [!]Def ).
Proof. The missing replacements can be made up by equality replacement. 
In the rest of this paper, we will only use substitutions, not generalized substitutions. Theorem
18 will not be used. We have included it here for sake of completeness, because it was used in [12].
Instead we prove a more general statement about which equality replacements can be translated.
Before we state it, we give an example:
Example 19.Consider the equality 0 ≈ 1, and the clause p(f(0, 0), f(0, 0)).Assume thatFRepl = {f },
[f ] = F , and that
[f(0, 0)] = 
, [f(0, 1)] = , [f(1, 0)] =  , [f(1, 1)] = .
Using [ ], the clause p(f(0, 0), f(0, 0)) translates into
∀
 F(0, 0,
)→ p(
,
).
Using paramodulation from 0 ≈ 1, the following three clauses can be obtained:
∀ F(0, 1,)→ p(,),
∀ F(1, 0, )→ p( , ),
∀ F(1, 1, )→ p(, ).
The following clauses are examples of clauses that cannot be obtained:
∀
 F(0, 0,
) ∧ F(0, 1,)→ p(
,),
∀ F(0, 1,) ∧ F(1, 0, )→ p(, ).
Example 19 shows that one does not always have to replace all occurrences. On the other side, one
also does not have a full freedom when deciding which occurrences are to be replaced. If one wants
to paramodulate from an equation t1 ≈ t2 into a literal A, then the possibilities are determined by
the occurrences of [t1] in [A]. In the clause of Example 19, the ﬁrst and second occurrence of 0 are
represented by distinct arguments of F. However the (ﬁrst and third), and the (second and fourth)
occurrence are represented by the same argument of F. Therefore these cannot be separated.
Whenever some term, constructed by a function symbol in FRepl, has more than one occurrence,
all occurrences are represented by the same variable in the [ ]-translation. Therefore, paramodu-
lation must be carried out in such a way that it does not introduce a distinction between identical
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terms with a symbol from FRepl on top. In the previous example, f(0, 0) was such a term. We call
the resulting restriction of paramodulation non-separating.
We now deﬁne the notion of a system of equations. Only systems with k = 1 will be used in this
paper, but the results that we prove in this section also hold for k > 1.
Deﬁnition 20.A system of equations E is a set of form E = {u1 ≈ t1, . . . , uk ≈ tk}, where u1, t1, . . . , uk , tk
are terms.
Replacement of equals is controlled by extensions. An extension determines how replacements
are made inside identical FRepl-terms.
Deﬁnition 21. Let E = {u1 ≈ t1, . . . , uk ≈ tk} be a system of equations with terms over FProb. Let t
and u be two terms overFProb.Wewrite E(t, u) if u can be obtained from t by ﬁnitely often replacing
a ti by its ui (or a ui by its ti), at arbitrary positions, but never in the scope of a function f ∈ FRepl.
An extension ! of E is a function from the set of terms over FProb to itself. For every term
f(w1, . . . ,wn) over FProb, the following recursive condition must hold:
• If f ∈ FRepl, then
f(w1, . . . ,wn) ·! has form f(v1, . . . , vn),
and for each i with 1  i  n, it must be the case that
E( vi, wi ·! ).
• If f ∈ FRepl, then
f(w1, . . . ,wn) ·! = f(w1 ·!, . . . ,wn ·!).
The application of ! on a quantiﬁer-free formula F is obtained by applying ! on each top level
term in F.
We write t ·! instead of !(t), because of the close relation with the extension of a generalized
substitution. The E-relation allows arbitrary replacement of equals by equals, but not in the scope of
a function symbol from FRepl. Replacements inside the scope of a function symbol from FRepl are
controlled by the extension, which ensures that the same term is always rewritten in the same way.
The non-separating paramodulation rule is deﬁned inDeﬁnition 32, using systems of equations and
their extensions.
Example 22. In the ﬁrst paramodulant of Example 19, E = {0 ≈ 1}, and f(0, 0) ·! = f(0, 1). For
the atom p(f(0, 0), f(0, 0)), the only atom Awith E(p(f(0, 0), f(0, 0)),A) equals p(f(0, 1), f(0, 1)).For
atom q(f(0, 0), 0, f(0, 0)), there would be two possibilities, q(f(0, 1), 0, f(0, 1)) and q(f(0, 1), 1, f(0, 1)).
Deﬁnition 23. Let E = {t1 ≈ u1, . . . , tk ≈ uk} be a system of equations with terms over FProb. The
replacement of E , written as [E], is deﬁned as the system of equations
{[t1] ≈ [u1], . . . , [tk ] ≈ [uk ]}.
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Let ! be an extension of E . The replacement [!] of ! is deﬁned as the substitution
[!] = { 
 := [t ·!] | 
 ∈ FDef , and 
 = [t] }.
Theorem 24. For every term t over FProb,
[t ·!] = [t] · [!].
For every quantiﬁer-free formula F with terms over FProb,
[F ·!] = [F ] · [!].
Theorem 25. For each pair w1,w2 of terms over FProb,
E(w1,w2) implies [E] ! [w1] ≈ [w2].
Proof. It is enough to show the lemma under the assumption that w2 can be obtained from w1 by
a single replacement. Suppose that there is an equation (t ≈ u) ∈ E , s.t. there is a position & in w1
and w2, s.t. w1 and w2 differ only at position &, w1 contains t on &, and w2 contains u on &., Then
([t] ≈ [u]) ∈ [E], [w1] and [w2] differ only at position &, [w1] contains [t] on & and [w2] contains
[u] on &. 
Theorem 26. Let E = {t1 ≈ u1, . . . , tk ≈ uk} be a system of equations with terms over FProb. Let ! be
an extension of E . Let z1 be a term over FProb, which is constructed by a function symbol f ∈ FRepl.
Let z2 be some term over FProb that contains z1.
Then either z1 ·! is a subterm of z2 ·!, or z1 ·! is a subterm of one of the terms t1, u1, . . . , tk , uk.
Proof. Suppose that z1 ·! is not a subterm of z2 ·!. Let z′ be a smallest subterm of z2, s.t.
• z1 is a strict subterm of z′ and z′ is a subterm of z2,
• z′ has form f(w1, . . . ,wn) with f ∈ FRepl.
• z1 ·! is not contained in z′ ·!.
We show that such z′ exists. First, let z′′ be a smallest subterm of z2 which contains z1 and
for which z1 ·! is not a subterm of z′′ ·!. Then, if all subterms between z1 and z′′ would have a
function symbol f ∈ FRepl on top, then z1 ·! would be a subterm of z′′ ·!, because f(w1, . . . ,wn) ·
! = f(w1 ·!, . . . ,wn ·!) in case that f ∈ FRepl.
The application f(w1, . . . ,wn) ·! has form f(v1, . . . , vn). Term z1 is a subterm of one of the wi.
By deﬁnition of extension, E( wi ·!, vi ). By minimality of z,′ it must be the case that z1 ·! is a
subterm of wi ·!. From the construction of z,′ it follows that z1 ·! is not a subterm of vi. Because
E(wi ·!, vi), it is possible to rewrite wi ·! into vi, using the equalities in E . In the rewrite sequence,
there is a last term that still contains z1 ·!.Because zi ·! is constructed by a term inFRepl, rewriting
inside z1 ·! is not allowed. Therefore the equality tj ≈ uj (with 1  j  k) that removes z1 ·!must
contain z1 ·!. 
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4. Translation of resolution on the clause level
In this section, we will show the following: Let [ ] be some function replacement replacing functions
from FRepl and introducing variables from FDef . Let S be some set of clauses. If S has a resolution
refutation in which all paramodulation steps are non-separating, (relative to [ ]) and [S] is obtained
from S by replacing each clause ∀x1 · · · xk R by its translation ∀x1 · · · xk ∀ Var(R) Def(R)→ [R],
then [S] has a natural deduction refutation with size bounded by a polynomial in the size of the
refutation of S. For each replaced function f , the translation [f ] must be serial, which means the
following:
Deﬁnition 27. Let R be an (n+ 1)-ary relation. The seriality axiom for R is the formula ∀x1 · · · xn ∃y
R(x1, . . . , xn, y).
The refutation of [S] can be obtained by step-by-step translation of the proof steps. We will sum
up the standard resolution (+-paramodulation) rules, as they can be found for example in [15],
and show that for each rule the translation of the conclusion is provable from the translations of
the premises. We will not explicitly determine the complexity bound, because it will be clear from
the proof constructions that the complexity bound is of low polynomial degree. It is not useful to
determine the degreemore explicitly, because its exact value would depend on details of the calculus
used.
In order for the translation to work, paramodulation needs to be non-separating, which intui-
tively means that equality replacement cannot introduce a distinction between two Skolem terms
in a clause.
In resolution, instantiation is controlled by uniﬁcation of terms or literals that need to be made
equal before the rule can be applied. The use of uniﬁcation is important for efﬁciency, but not
important for soundness of the rules. Therefore we can deﬁne a separate instantiation rule, and
assume that the other rules do not instantiate, which simpliﬁes the presentation.
We now deﬁne instantiation. The deﬁnition is more complicated than usual, because we cannot
make use of implicit quantiﬁcation, but apart from that, it is completely standard.
Deﬁnition 28. A generalization ) is a set of form {x1, . . . , xm}, s.t. each xi is a variable.
Deﬁnition 29. Let C = ∀x1 · · · xk R and D = ∀y1 · · · ym S be clauses. We call D an instance of C if
there exists a substitution  , which assigns only to variables from x1, . . . , xk , s.t. R · = S , and for
the generalization {y1, . . . , ym}, none of the variables y1, . . . , ym is free in ∀x1 · · · xk R.
It is easily checked that C |= D, if D is an instance of C.We treat permutation separately:
Deﬁnition 30.Clauses ∀x1 · · · xk L1 ∨ · · · ∨ Lm and ∀x1 · · · xk M1 ∨ · · · ∨Mn are permutations of each
other if
{L1, . . . ,Lm} = {M1, . . . ,Mn}.
Deﬁnition 31.We deﬁne the unary rules:
equality swapping
∀x1 · · · xk t1 ≈ t2 ∨ R
∀x1 · · · xk t2 ≈ t1 ∨ R
∀x1 · · · xk t1 ≈ t2 ∨ R
∀x1 · · · xk t2 ≈ t1 ∨ R
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equality reflexivity
∀x1 · · · xk t ≈ t ∨ R
∀x1 · · · xk R
equality factoring
∀x1 · · · xk t1 ≈ t2 ∨ t1 ≈ t3 ∨ R
∀x1 · · · xk t1 ≈ t2 ∨ t2 ≈ t3 ∨ R
Deﬁnition 32.We deﬁne the binary rules:
resolution
∀x1 · · · xk A ∨ R1 ∀x1 · · · xk ¬A ∨ R2
∀x1 · · · xk R1 ∨ R2
non-separating paramodulation
Let E = {t1 ≈ t2}. Let ! be an extension of E . Assume that E( R′2, R2 ·! ), Then
∀x1 · · · xk t1 ≈ t2 ∨ R1 ∀x1 · · · xk R2
∀x1 · · · xk R1 ∨ R′2
.
The intuitive meaning of the non-separating paramodulation rule is as follows: If some term
f(w1, . . . ,wn) with f ∈ FRepl contains an occurrence of t1, and there are multiple occurrences of
f(w1, . . . ,wn) in R2, then t1 has to be replaced by t2 either in all of them or in neither of them.
Example 33. Assume that FRepl = {f , g}. Using equality 0 ≈ 1, we have
p(0, 0, 0) ⇒ p(0, 1, 1) possible,
q(s(0, 0), s(0, 0)) ⇒ q(s(0, 1), s(1, 0)) possible because s ∈ FRepl,
q(f(0, 0), f(0, 0)) ⇒ q(f(1, 1), f(0, 0)) not possible,
p(f(0, 0), f(0, 0), 0) ⇒ p(f(0, 1), f(0, 1), 0) possible,
p(f(0, 0), f(0, 0), 0) ⇒ p(f(1, 0), f(1, 0), 1) possible,
q(f(0, 0), g(0, 0)) ⇒ q(f(0, 1), g(1, 0)) possible.
In case one does not paramodulate into Skolem terms, which is known to be complete, and the
standard strategy in all theorem provers that we are aware of, then all paramodulation steps will
be automatically non-separating.
We provide the translations for the derivation rules:
4.1. Instantiation
Assume that the clause ∀y1 · · · ym S is an instance of the clause ∀x1 · · · xk R through substitution
 and generalization ).We need to construct a proof that
∀x1 · · · xk ∀ Var(R) Def(R)→ [R],
implies
∀y1 · · · ym ∀ Var(S) Def(S)→ [S].
Write  = {x1 := t1, . . . , xk := tk}. We have R · = S. The generalization ) equals {y1, . . . , ym},
and none of the yj is free in ∀x1 · · · xk R.
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Let [ ] be constructed from as in Deﬁnition 16. It is easily checked that (x := t) ∈ [ ] implies
x ∈ FDef or x is among the x1, . . . , xk . As a consequence [ ] is a substitution and it is possible to
construct the proof given in Fig. 4. We justify the proof steps:
S1 Becausey1, . . . , ym arenot free in∀x1 · · · xk R, theyarealsonot free in∀x1 · · · xk ∀Var(R) Def(R)→
[R]. Therefore, the y1, . . . , ym are fresh.
S2 If a variable 
 ∈ Var(S) occurs in [R], then it also occurs in Var(R). Hence it is still fresh.
S3 An assumption.
S4 [ ] is a well-formed substitution.
S5 It is easily seen that (Def(R)→ [R]) · [ ] = (Def(R) · [ ])→ ([R] · [ ]), but we also need to
check that all atoms inDef(R) · [ ] are provable. LetA ∈ Def(R).ThenA has formRf ( [w1], . . . ,
[wn], [f(w1, . . . ,wn)]), where f ∈ FRepl and f(w1, . . . ,wn) occurs in R. Because f is not in the
domain of , f(w1, . . . ,wn) · occurs in S and equals f(w1 · , . . . ,wn · ). As a consequence,
we have the atom Rf ([w1 · ], . . . , [wn · ], [f(w1, . . . ,wn) · ]) ∈ Def(S). From Theorem 17, it
follows that this equals
Rf ([w1] · [ ], . . . , [wn] · [ ], [f(w1, . . . ,wn)] · [ ]),
which in turn equals
Rf ([w1], . . . , [wn], [f(w1, . . . ,wn)]) · [ ] = A · [ ].
S6 By Theorem 17, [R] · [ ] = [R · ] = [S].
4.2. Equality reﬂexivity
Assume that the clause ∀x1 · · · xk R is obtained from ∀x1 · · · xk t ≈ t ∨ R by equality reﬂexivity.
We need to construct a proof of the fact that
Fig. 4. Natural deduction proof for the instantiation rule.
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∀x1 · · · xk ∀ Var(t,R) Def(t,R)→ [t ≈ t ∨ R].
implies
∀x1 · · · xk ∀ Var(R) Def(R)→ [R].
There is no difﬁculty in showing that [t] ≈ [t] ∨ [R] implies [R]. The difﬁculty of the proof is the
fact that there may be variables in Var(t,R), with corresponding deﬁnitions in Def(t,R), that do
not occur in Var(R) (and Def(R)). For these variables, proper instantiations need to be found. In
order to ﬁnd these, the seriality axioms are needed.
Write
Var(t,R)\Var(R) = {
1, . . . ,
n}, with n  0.
Assume that the 
i are ordered in such a way that if 
i = [s1], 
j = [s2], and s1 is a subterm of
s2, then i  j.Write A1(w1,
1),A2(w2,
2), . . . ,An(wn,
n) for Def(t,R)\Def(R). Due to the way the

1, . . . ,
n are ordered, 
j does not occur in wi, if i  j.Using this, we can construct the proof given
in Fig. 5, in which the 
1, . . . ,
n are ‘resolved away’ with the seriality axioms.
4.3. Resolution, equality swapping, equality factoring, and permutation
For the other rules, with the exception of paramodulation, it is fairly easy to show that they can
be reconstructed.
In the resolution rule, it is possible that a term with an f ∈ FRepl as top symbol occurs in one of
the premises, but not in the result. In that case, the deﬁnitions for the terms that do not occur in the
result need to be resolved away, in the same way as with the equality reﬂexivity rule. One can either
do this directly, or alternatively reformulate the resolution rule as follows:
resolution 2
∀x1 · · · xk A ∨ R1 ∀x1 · · · xk ¬A ∨ R2
∀x1 · · · xk u1 ≈ u1 ∨ · · · ∨ un ≈ un ∨ R1 ∨ R2 .
Here u1, . . . , un are the subterms that occur in A but not in R1 ∨ R2.After this, ∀x1 · · · xk R1 ∨ R2 can
be obtained through n applications of equality reﬂexivity.
4.4. Non-separating paramodulation
The non-separating paramodulation rule is the rule that is the most complicated to translate:
non-separating paramodulation
∀x1 · · · xk t1 ≈ t2 ∨ R1 ∀x1 · · · xk R2
∀x1 · · · xk R1 ∨ R′2
on the condition that E( R′2, R2 ·! ), with E = {t1 ≈ t2} and ! an extension of E .
As is the case with the resolution rule, there can be terms occurring in one of the premises that
do not occur in the conclusion. One can proceed in the same way as with the resolution, by keeping
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Fig. 5. Proof for equality reﬂexivity.
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the removed terms in negated equations in the conclusion. However, there is no need to keep the
negative equations since their removal is trivial. It is sufﬁcient to keep the deﬁnitions of the terms
that disappeared. The result is the following rule:
∀x1 · · · xk ∀ Var(t1, t2,R1) Def(t1, t2,R1)→ [t1 ≈ t2 ∨ R1]
and
∀x1 · · · xk ∀ Var(R2) Def(R2)→ [R2]
imply
∀x1 · · · xk ∀ Var(t1, t2,R1,R2,R′2) Def(t1, t2,R1,R2,R′2)→ [R1 ∨ R′2 ].
Given !, one can deﬁne [!] as in Deﬁnition 23. The proof is given in Fig. 6.
Fig. 6. Proof for non-separating paramodulation.
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The proof steps can be justiﬁed as follows:
S1 Instantiation of the ﬁrst premise.
S2 Instantiation of the second premise.
S3 Instantiation of S2, using [!].
S4 We show that the atoms in Def(R2) · [!] are provable. Let A ∈ Def(R2). One can write A =
Rf ([w1], . . . , [wn], [f(w1, . . . ,wn)]), where f ∈ FRepl and f(w1, . . . ,wn) occurs in R2.
By deﬁnition of extension, f(w1, . . . ,wn) ·! has form f(v1, . . . , vn), with E(wi ·!, vi), for 1  i 
n. From Theorem 26, it follows that f(w1, . . . ,wn) ·! occurs in either R2 ·!, t1 or t2.
If f(w1, . . . ,wn) ·! occurs in R2 ·!, but not in R′2, then one can apply an argument, similar to
the last part of the proof of Theorem 26.
((Because E(R2 ·!, R′2), it is possible to rewrite R2 ·! into R′2, using the equality t1 ≈ t2. In the
rewrite sequence, there is a last term that still contains f(v1, . . . , vn). Because replacing in or at
a vi is not allowed, and rewriting by t1 ≈ t2 removes f(v1, . . . , vn), either t1 or t2 must contain
f(v1, . . . , vn) = f(w1, . . . ,wn) ·!))
Because f(v1, . . . , vn) occurs in t1, t2 or R′2, it must be the case that
Rf ([v1], . . . , [vn], [f(v1, . . . , vn)]) ∈ Def(t1, t2,R1,R2,R′2). (1)
Since [!] is a substitution, Rf ([w1], . . . , [wn], [f(w1, . . . ,wn)]) · [!] equals
Rf ([w1] · [!], . . . , [wn] · [!], [f(w1, . . . ,wn)] · [!]),
which, by Theorem 24, equals
Rf ([w1 ·!], . . . , [wn ·!], [f(w1, . . . ,wn) ·!]). (2)
Since for each i, (with 1  i  n), E(wi ·!, vi), it follows from Theorem 25, that [t1] ≈ [t2] !
[wi ·!] ≈ [vi]. Then it follows from (1) that (2) is provable.
S5 Follows from Theorem 24.
S6 Follows from Theorem 25, because E(R′2, R2 ·!).
S7 ∨-introduction.
S8 ∨-introduction.
S9 ∨-elimination.
5. Translation of the CNF-transformation
In the previous section we have shown that it is possible to replace function symbols by arbitrary,
serial relations in resolution proofs on the clause level. This is possible on the condition that the
paramodulation steps in the proof are non-separating.
In the present section, we show that the CNF-transformation can be modiﬁed in such a way
that it is completely ﬁrst order, and constructs clauses in which the Skolem functions are replaced
by serial relations. The modiﬁed clause transformation is very general. It supports the standard
optimizations mentioned in [3,2,17,9].
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In this way, it becomes possible to run a resolution and paramodulation theorem prover as usu-
al, and construct a proof from its output, which is completely ﬁrst order, and polynomial. (Under
reasonable assumptions on what the theorem prover should output.)
We will consider CNF transformations with the following general pattern: First, new names
are introduced for subformulas that would cause blow-up. After that, the resulting formula is
transformed into negation normal form. Then antiprenexing is applied. The resulting formula is
Skolemized, and factored into clauses.
The modiﬁed translation will proceed as the standard transformation until Skolemization. Then,
insteadofSkolem functions, serial relationswill be introduced.The resulting formula canbe factored
into clauses as usual. Although the intuition behind the relation-introduction is straightforward,
the actual transformation is technically involved, due to technical difﬁculties that we will explain
shortly. We ﬁrst explain the basic idea of relation introduction, and after that the source of the
technical difﬁculties.
Consider the formula ∀x p(x)→ ∃y q(x, y). Its Skolemization equals ∀x p(x)→ q(x, f(x)), which
results in the clause ∀x ¬p(x) ∨ q(x, f(x)). Instead of Skolemizing, one can introduce the relation
F(x, y) := (∃z q(x, z))→ q(x, y) and obtain the formula ∀x p(x)→ ∀y F(x, y)→ q(x, y). This formu-
la can be written as ∀x∀
 F(x,
)→ ¬p(x) ∨ q(x,
).Relation F can be easily proven serial, because
∀x∃y (∃z q(x, z))→ q(x, y) is a tautology. In addition, the formula ∀x p(x)→ ∀y ((∃z q(x, z))→
q(x, y))→ q(x, y) is easily provable from ∀x p(x)→ ∃y q(x, y).
Once the Skolemized formula has been replaced by its relational counterpart, the CNF-transfor-
mation can proceed in the same way as on the Skolemized formulas. However, there is a technical
difﬁculty which is caused by the fact that standard outermost Skolemization cannot be iterated,
when relations are introduced. In order to obtain Skolem terms that are as small as possible, Skole-
mization is nearly always done from outside to inside, because otherwise one would obtain nested
Skolem terms.
In a standard Skolemization step, an existentially quantiﬁed variable is replaced by a functional
term, and it disappears from the formula. If instead we introduce a relation, then the existentially
quantiﬁed variable does not disappear, but is replaced by a universal quantiﬁer. Later Skolemiza-
tion steps will depend on these universal quantiﬁers, and introduce unwanted dependencies. The
following example shows the problem:
Example 34. Outermost Skolemization of ∀x ∃y1 ∃y2 p(x, y1, y2) results in
∀x ∃y2 p(x, f1(x), y2). Skolemizing onemore time results in ∀x p(x, f1(x), f2(x)). It appears that there
exist no binary relations F1, F2 for which the formulas
∀x ∀y1 ∀y2 F1(x, y1)→ F2(x, y2)→ p(x, y1, y2),∀x ∃y1 F1(x, y1),∀x ∃y2 F2(x, y2),
are provable. The problem is due to the fact that in the original formula, the y2 can only be chosen
with knowledge of y1. The same problem appears in the formula ∀x1 ∃y1 ∀x2 ∃y2 p(x1, y1, x2, y2).
Outermost Skolemization results in ∀x1 ∀x2 p(x1, f1(x1), x2, f2(x1, x2) ).
Again, there seems to be no way of ﬁnding relations that are serial and for which ∀x1 ∀y1 ∀x2 ∀y2
F1(x1, y1)→ F2(x1, x2, y2)→ p(x1, y1, x2, y2) is provable.
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We solve the problem by using innermost Skolemization instead of outermost Skolemization.
Innermost Skolemization was considered in [16] and proven sound there. Innermost Skolemiza-
tion works in the same way as standard Skolemization, but it starts with an innermost existential
quantiﬁer, instead of an outermost existential quantiﬁer.
Example 35. On the ﬁrst formula of the previous example, one step of innermost Skolemization
results in ∀x ∃y1 p(x, y1, f2(x, y1)). One more step produces ∀x p(x, f1(x), f2(x, f1(x1))).
Similarly, innermost Skolemization iterated on the second formula produces the formula ∀x1 ∀x2
p(x1, f1(x1), x2, f2(x1, f1(x1), x2)).
Innermost Skolemization is not suitable for proof searchbecause it results in bigger Skolem terms.
However, the length of a non-separating resolution proof does not increase if one uses innermost
Skolemization instead of outermost Skolemization. This is due to the fact that, although Skolem
terms obtained from innermost Skolemization are bigger, they do not depend on more variables.
Whenever in a proof two (outermost) Skolem terms are equal, their innermost counterparts are
also equal. As a consequence, all proof steps will remain valid when outermost Skolem terms are
replaced by innermost Skolem terms.
Using this, the proof reconstruction strategy will be as follows: Pass the clauses obtained by out-
ermost Skolemization to the theorem prover. If the prover ﬁnds a refutation, then one can convert
it into a refutation of the clauses obtained by innermost Skolemization, which does not increase
the number of proof steps. The clauses obtained by innermost Skolemization and with relations
instead of functions, have a ﬁrst-order proof from the original formula. Therefore, the result will
be a ﬁrst-order refutation of the original ﬁrst-order formula.
There is one remaining problem, which is caused by the fact that non-separating paramodulation
steps on Skolem terms obtained from outermost Skolemization are not necessarily non-separat-
ing paramodulation steps on the corresponding Skolem terms that one obtains from innermost
Skolemization. We will discuss this in Section 5.1.
Deﬁnition 36. A formula F is in negation normal form if it does not contain ↔ and →, and every
occurrence of ¬ is applied to an atom.
In the rest of this paper, we assume that all ﬁrst-order formulas F are standardized apart, i.e., no
variable is bound twice in F. This can be easily obtained by renaming.
Deﬁnition 37. Let F be a formula in negation normal form. If F contains an existentially quanti-
ﬁed subformula, then F can be written as F [∃yG]. Let x1, . . . , xk be the free variables of ∃y G that
are bound by a quantiﬁer in F. Let f be a new function symbol, s.t. ar(f ) = k. Then F [G · {y :=
f(x1, . . . , xk)}] is a one-step Skolemization of F [∃yG].
Let F = F1, . . . , Fm be a Skolemization sequence, i.e.,
• each Fi+1 is a one-step Skolemization of Fi, which Skolemizes some subformula ∃yi Gi.
• Fm has no remaining existential quantiﬁers.
Fm is an outermost Skolemization of F , if each ∃yi Gi is not in the scope of another existential
quantiﬁer in Fi.
Fm is an innermost Skolemization of F , if no Gi contains another existential quantiﬁer.
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We prove the claim that instead of Skolem functions, serial relations can be obtained:
Theorem 38. Let F be a formula in negation normal form containing an existential quantiﬁer. Write
F as F [∃yA(x1, . . . , xk , y)], where x1, . . . , xk are the quantiﬁed variables that are bound in F and free in
∃y A(x1, . . . , xk). Let F [A(x1, . . . , xk , g(x1, . . . , xk))] be obtained by one-step Skolemization
There is a (k + 1)-place relation G, for which the following formulas are provable:
SER∀x1 · · · xk ∃y G(x1, . . . , xk , y),
SKOLF [∀yG(x1, . . . , xk , y)→ A(x1, . . . , xk , y)].
Proof. Take G(x1, . . . , xk , y) := (∃z A(x1, . . . , xk , z))→ A(x1, . . . , xk , y). Then SER becomes
∀x1 · · · xk ∃y (∃z A(x1, . . . , xk , z))→ A(x1, . . . , xk , y),
which is a simple tautology.
We show that SKOL is logically equivalent to F. Expanding G in SKOL yields:
F [∀y ((∃z A(x1, . . . , xk , z))→ A(x1, . . . , xk , y))→ A(x1, . . . , xk , y)].
This is logically equivalent to
F [∀y (∃z A(x1, . . . , xk , z)) ∧ ¬A(x1, . . . , xk , y) ∨ A(x1, . . . , xk , y)],
which in turn is equivalent to
F [∀y (∃z A(x1, . . . , xk , z)) ∨ A(x1, . . . , xk , y)].
This ﬁnal formula is equivalent to
F [∃z A(x1, . . . , xk , z)]. 
If one replaces an innermost Skolemization sequence by an innermost relation-introduction se-
quence, then one obtains a formula that has the same structure as the Skolemized formula, but
with the Skolem terms replaced by variables based on some function replacement [ ]. In addition,
it contains deﬁnitions of form G(x1, . . . , xk , y)→ A that introduce the variables that are used in the
translations of the Skolem functions. The fact that in the original formula y was in the scope of an
existential quantiﬁer ∃y , ensures that in the relational translation, y is in the scope of a deﬁnition
∀y G(x1, . . . , xk , y)→ A. The following deﬁnition speciﬁes more precisely the relation between the
innermost Skolemization and the innermost relation-introduction.
Deﬁnition 39. Let [ ] be a function replacement, which replaces functions from FRepl and introduc-
es variables from FDef . Let F be a ﬁrst-order formula that is standardized apart and which is in
negation normal form. We deﬁne the one-step replacement as follows: Find a maximal (not con-
tained in any other such terms) term f(t1, . . . , tn) that occurs in F and which has f ∈ FRepl. Select
a subformula G of F that contains all occurrences of f(t1, . . . , tn), but which is still in the scope
of all quantiﬁers that bind the variables in t1, . . . , tn. Let 
 = [f(t1, . . . , tn)]. Let G′ be obtained by
replacing f(t1, . . . , tn) by 
 everywhere in G. Finally replace F [G] by F [∀
 Rf (t1, . . . , tn,
)→ G′].
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For a ﬁrst-order formula F , the replacement [F ] is deﬁned as the formula that one obtains by
making one-step replacements, until no further replacements are possible.
Strictly seen, the function [F ] is not a function, because there is some freedom in where the
deﬁnitions are inserted. However, it is easily checked that different choices result in equivalent
formulas.
Example 40. Assume that [f(x)] = 
, [f(f(x))] = , [f ] = F. Then ∀x p(f(f(x)) is in one step
replaced by ∀x∀ F(f(x),)→ p(). One more step results in ∀x ∀
 F(x,
) ∧ F(
,)→ p().
Theorem 41. Let F1 be obtained from F by innermost Skolemization. Let F2 be obtained from F by
making the corresponding relation replacements. Then there is a function replacement [ ], s.t. F2 is a
[ ]-translation of F1.
Example 42.We demonstrate relation introduction on the formula ∀x1 ∃y1 ∀x2 ∃y2 p(x1, y1, x2, y2).
One step of innermost Skolemization results in ∀x1 ∃y1 ∀x2 p(x1, y1, x2, f2(x1, y1, x2)), and one
more step of innermost Skolemization yields ∀x1 ∀x2 p(x1, f1(x1), x2, f2(x1, f1(x1), x2)). First put
Rf2(x1, y1, x2, y2) := (∃z p(x1, y1, x2, z))→ p(x1, y1, x2, y2). Then one can prove
∀x1 ∃y1 ∀x2 ∀y2 Rf2(x1, y1, x2, y2)→ p(x1, y1, x2, y2).
After that, put
Rf1(x1, y1) := (∃z(∀x2 ∀y2 Rf2(x1, z, x2, y2)→ p(x1, z, x2, y2)))→
(∀x2 ∀y2 Rf2(x1, y1, x2, y2)→ p(x1, y1, x2, y2)).
Then ∀x1 ∀y1 Rf1(x1, y1)→ ∀x2 ∀y2 Rf2(x1, y1, x2, y2)→ p(x1, y1, x2, y2) is provable, together with
the seriality axioms for Rf1 and Rf2 .
5.1. Replacing innermost skolemization by outermost skolemization
We now justify the claim made in the previous section that innermost Skolemization does not
increase the proof length. Before we do this, we give an example that makes clear that one has to
use a form of paramodulation that is more restricted than non-separating paramodulation.
Example 43. Consider the formula ∀x ∃y1 y2 p(x, y1, y2) and the two clauses
C1 p(0, f1(0), f2(0)),
C2 p(0, f1(0), f2(0, f1(0))).
The clause C1 is obtained by instantiating the outermost Skolemization of F by 0. The clause
C2 is obtained by making the same instantiation in the innermost Skolemization. From C1, it is pos-
sible to derive p(0, f1(1), f2(0)) by non-separating paramodulation from equation 0 ≈ 1.However,
it is not possible to derive p(0, f1(1), f2(0, f1(0)) from C2 by non-separating paramodulation.
The example shows that non-separating paramodulation steps on clauses with innermost Sko-
lem terms can in general not be translated into non-separating paramodulation steps on the corre-
sponding clauses with outermost Skolem terms. Therefore, the following more restricted version of
paramodulation is needed.
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Deﬁnition 44. Let [ ] be a function replacement replacing functions from FRepl. The FRepl-simulta-
neous paramodulation rule is the following rule:
∀x1 · · · xk t1 ≈ t2 ∨ R1 ∀x1 · · · xk R2
∀x1 · · · xk R1 ∨ R′2
,
where R′2 is obtained from R2 by replacing arbitrary occurrences of t1 by t2. If at least one occurrence
of t1 in the scope of a function symbol from FRepl is replaced, then all occurrences of t1 that are in
the scope of a function symbol from FRepl have to be replaced.
Example 45. The paramodulation step from C1 in Example 43 was notFRepl-simultaneous, because
FRepl = {f1, f2}. The clauses that can be obtained by FRepl-simultaneous paramodulation from
p(0, f1(0), f2(0) ) are p(1, f1(0), f2(0)), p(0, f1(1), f2(1)), p(1, f1(1), f2(1)).
Using F-simultaneous paramodulation, we can state the main result of this paper:
Theorem 46. Given a ﬁrst-order formula F , and a resolution refutation for which
• theCNF-transformation uses subformula replacement, antiprenexing and outermost Skolemization,
• the resolution refutation on the clause level uses the standard resolution rules butFRepl-simultaneous
paramodulation, where FRepl are the Skolem functions introduced in the CNF-transformation,
then one can effectively obtain a purely ﬁrst-order refutation of F that is polynomial in the size of the
CNF-transformation plus the size of the resolution refutation.
The proof will follow in the rest of this section. Observe that, in case one does not make any
replacements at all inside Skolem functions, which is known to be complete because of the results
in [5], one automatically has FSkol-simultaneous paramodulation.
In that case, one also gets the splitting rule for free. The splitting rule is the following rule, used
on the clause level by resolution theorem provers: If the prover derives a clause ∀x1 · · · xk (R1 ∨ R2),
s.t. no xi occurs in both R1 and R2, then ∀x1 · · · xk (R1 ∨ R2) implies (∀x1 · · · xk R1) ∨ (∀x1 · · · xk R2).
These two clauses can be refuted separately by backtracking.
In general, if some clause ∀x1 · · · xk R1 ∨ R2 is splittable, its translation ∀x1 · · · xk ∀ Var(R1,R2)
Def(R1,R2)→ [R1] ∨ [R2] need not be splittable, consider for example the ground clause p(f(0)) ∨
q(f(0))with translation ∀
 F(0,
)→ p(
) ∨ q(
).However, if one knows that one never paramod-
ulates inside Skolem functions, one can ‘glue’ q(f(0)) to the clauses in the refutation of p(f(0)),
without ever being forced to modify p(f(0)) (and we have to admit that the remark about general
splitting in the conclusion of [12] was incorrect).
We now continue by showing that the difference between innermost and outermost Skolemiza-
tion is smaller than it appears to be. Skolem terms obtained from innermost Skolemization have
exactly the same variables as Skolem terms obtained from outermost Skolemization.
Theorem 47. Let F be a formula. Let F1 be its outermost Skolemization. Let F2 be its innermost Skole-
mization. Then F1 and F2 have the same logical structure (this means that they only differ inside some
atoms), and each Skolem term in F1 depends on exactly the same variables as its counterpart in F2.
Proof. It is easy to see that F1 and F2 have the same logical structure, because Skolemization does
not change the logical structure, except for the elimination of existential quantiﬁers. We will show
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that the Skolem terms in F1 and F2 depend on the same set of variables in the following sequence
of deﬁnitions and lemmas. 
Deﬁnition 48. Let F be a ﬁrst-order formula. Let x and y be two variables that are quantiﬁed inside
F. Let A be the subformula of F that is quantiﬁed by x.We say that y eventually depends on x if there
exists a sequence ∃y1 B1, . . . , ∃yn Bn of subformulas of F , s.t.
(1) ∃y1 B1 is inside A and x is free in ∃y1 B1,
(2) each ∃yi+1 Bi+1 is inside Bi and yi is free in ∃yi+1 Bi+1, and
(3) yn = y.
Similarly, we say that a term t eventually depends on x in F if there exists a sequence ∃y1 B1, . . . , ∃yn Bn
of subformulas of F , s.t.
(1) ∃y1 B1 is inside A and x is free in ∃y1 B1,
(2) each ∃yi+1 Bi+1 is inside Bi and yi is free in ∃yi+1 Bi+1, and
(3) yn occurs in t.
Lemma 49. Let F1, . . . , Fm be a Skolemization sequence in which each Fi+1 is obtained from Fi by
Skolemization at an arbitrary position.
Let x be a universally quantiﬁed variable, occurring in F1. Let y be a universally quantiﬁed variable,
occurring in F1. Let t be its Skolem term in Fm. Then x occurs in t iff y eventually depends on x in F1.
Proof. It follows, by n times applying Lemma 50, that y eventually depends on x in F1 iff its Skolem
term t eventually depends on x in F2. Because F2 does not contain existential quantiﬁers, this is case
iff x occurs in t. 
Lemma 50. Let F ′ be obtained from F by one-step Skolemization. Let x be a quantiﬁed variable, which
occurs in both F and F ′.LetA be the subformula quantiﬁed by x in F.LetA′ be the subformula quantiﬁed
by x in F ′. Then:
(1) Some term t in F eventually depends on x iff its counterpart t′ in F ′ eventually depends on x.
(2) Let y be an existentially quantiﬁed variable in F ,which is not Skolemized in F ′.Then y eventually
depends on x in F iff y eventually depends on x in F ′.
(3) Let y be the existentially quantiﬁed variable in F which is Skolemized in F ′. Then y eventually
depends on x in F iff the Skolem term for y eventually depends on x in F ′.
Proof. In order to prove the three properties from left to right, it is sufﬁcient to observe the following
two points:
(1) Let z1 be a quantiﬁed variable occurring in F. Let G1 be the subformula of F that is quantiﬁed
by z1. Let ∃z2 G2 and ∃z3 G3 be subformulas of F , s.t.
• ∃z2 G2 is a subformula of G1 and z1 is free in G2,
• ∃z3 G3 is a subformula of G2 and z2 is free in G3.
H. de Nivelle / Information and Computation 199 (2005) 24–54 49
If F ′ is obtained from F ′ by Skolemizing z2, then ∃z3 G′3 is a subformula of G′1, and z1 is free in∃z3 G′3.
(2) Let z1 be a quantiﬁed variable occurring in F. Let G1 be the subformula of F that is quantiﬁed
by z1. Let ∃z2 G2 be a subformula of F , let t be a term occurring in G2, s.t.
• ∃z2 G2 is a subformula of G1 and z1 is free in ∃z2 G2,
• the variable z2 occurs in t.
If F ′ is obtained from F ′ by Skolemizing z2, then z1 occurs in t′.
Using this, the three properties can be easily proven from left to right.
Nextweprove the three properties from right to left. In order to prove these, we need the following
two properties, which are essentially the converses of the properties above.
(1) Let z1 be a quantiﬁed variable occurring in F. Let G1 be the subformula of F that is quantiﬁed
by z1. Let ∃z3 G3 be a subformula of G1. Assume that both z1 and z3 are not Skolemized in F ′.
Then G′1 is a subformula of F ′ and still quantiﬁed by z1. Also ∃z3 G′3 remains a subformula of
G′1. Assume that z1 is free in ∃z3 G′3. Then either
• z1 is free in ∃z3 G3, or
• there is an existentially quantiﬁed subformula ∃z2 G2 of F , s.t.
◦ ∃z2 G2 is a subformula of G1 and z1 is free in ∃z2 G2,
◦ ∃z3 G3 is a subformula of G2 and z2 is free in G3.
Assume that the ﬁrst case does not hold. Then z1 occurs in the Skolem term introduced in F ′.
Let ∃z2 G2 be the corresponding subformula of F.Because z1 occurs in the Skolem term, it must
be the case that z1 is free in ∃z2 G2. As a consequence, ∃z2 G2 is a subformula of G1. Because
the Skolem term occurs in G′3, it must be the case that G2 overlaps with G3. Then either ∃z2 G2
occurs in G3, or ∃z3 G3 occurs in G2. The ﬁrst possibility cannot happen, because in that case
z1 would also occur in G3.
(2) Let z1 be a quantiﬁed variable occurring in F. Let G1 be the subformula of F that is quantiﬁed
by z1. Let t be a term occurring in G1. Assume that z1 is not Skolemized in F ′. Assume that z1
occurs in t′. Then either
• z1 occurs in t, or
• there exists an existentially quantiﬁed subformula ∃z2 G2 of F , s.t.
◦ ∃z2 G2 is a subformula of G1 and z1 is free in ∃z2 G2,
◦ z2 is free in t. 
We now have shown that terms obtained from innermost Skolemization do not contain more
variables than terms obtained from outermost Skolemization. In order to prove that resolution
refutations from sets of clauses with innermost Skolem terms can be translated into resolution refu-
tations from sets of clauses with outermost Skolem terms, we also need to look into their structure:
Deﬁnition 51.We recursively deﬁne the set of Skolem-type terms.
• A variable x is also a Skolem-type term.
• If t1, . . . , tn are variables or Skolem-type terms, f is a Skolem function, then f(t1, . . . , tn) Skolem-
type term.
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Given a Skolem-type term f(t1, . . . , tn), we call the positions of the ti that contain other Skolem-type
terms internal positions. The positions that contain the variables are called external. An outer–in-
ner transformation  is a function that assigns to Skolem terms of form f(x1, . . . , xn) Skolem-type
terms.  must satisfy the following conditions:
(1)  (f(x1, . . . , xn)) is a Skolem-type term containing exactly variables x1, . . . , xn and some addi-
tional Skolem functions. In particular, there are no non-Skolem functions in (f(x1, . . . , xn)).
(2) If some Skolem function g occurs in  (f(x1, . . . , xn)), and its ith argument is an internal posi-
tion, then its ith argument is an internal position in every (f ′(x1, . . . , xm)) in which g occurs.
Outer–inner transformation is extended to terms, literals, and clauses as expected, by recursion.
Theorem 52. LetFRepl be the set of Skolem functions. Let be an outer-to-inner transformation. Let
C1, . . . ,Cn be some set of clauses. If C1, . . . ,Cn have a resolution refutation using F-non-separating
paramodulation, then  (C1), . . . , (Cn) have a resolution refutation using F-simultaneous paramod-
ulation.
Proof. It is not hard to see that all for all (unrestricted) resolution steps holds: If D can be obtained
from D1, . . . ,Dk , (with k = 1 or k = 2), then (D) can be obtained from (D1), . . . , (Dk). In addi-
tion, one has to show that if D is obtained from D1 and D2 by FRepl-simultaneous paramodulation,
then  (D) can be obtained from  (D1) and  (D2) by F-simultaneous paramodulation.
Write
D1 = ∀x1 · · · xk t1 ≈ t2 ∨ R1, D2 = ∀x1 · · · xk R2,
D = ∀x1 · · · xk R1 ∨ R′2,
where R′2 is obtained from R2 by FRepl-simultaneous paramodulation. Then
 (D1) = ∀x1 · · · xk  (t1) ≈  (t2) ∨ (R1),  (D2) = ∀x1 · · · xk  (R2),
and
 (D) = ∀x1 · · · xk  (R1) ∨ (R′2).
Let E = {!(t1) ≈ !(t2)}. We need to show that there exists an extension ! of E , s.t. E( (R2) ·
!,  (R′2)).
If t1 is not replaced inside Skolem terms in R2, then one can deﬁne ! from f(w1, . . . ,wn) ·! =
f(w1, . . . ,wn), for all Skolem terms f(w1, . . . ,wn).
Otherwise,  is deﬁned as follows: For each f ∈ FRepl, put f(w1, . . . ,wn) ·! = f(v1, . . . , vn),
where wi = vi if wi is on an internal position of f. Otherwise vi is obtained from wi by replacing all
occurrences of !(t1) that are not in the scope of a function from FRepl by !(t2). 
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5.2. The complete transformation
Wecan nowdescribe the complete proof transformation. TheCNF-transformation usually starts
with subformula replacement, in order to avoid exponential blowup later in the transformation, see
[17,2,9,11]. For example, the following formula results in 2p clauses, when naively factored into
clausal normal form: (a1 ∧ b1) ∨ · · · ∨ (ap ∧ bp).
Deﬁnition 53. Let F be a ﬁrst-order formula. A formula deﬁnition (relative to F) is a formula of form
∀x1 · · · xk A(x1, . . . , xk)↔ R(x1, . . . , xk),
in which A is a k-ary relational symbol which does not occur in F , and R is a k-ary relation (in the
sense of Deﬁnition 5).
The following is standard:
Theorem 54. Suppose ∀x1 · · · xk A(x1, . . . , xk)↔ R(x1, . . . , xk) is a formula deﬁnition, relative to some
formula F , and that there exists a proof / of
F ∧ ∀x1 · · · xk A(x1, . . . , xk)↔ R(x1, . . . , xk) ! ⊥,
then there exists a proof of F ! ⊥.
Proof. First substitute /′ := /[A := R]. The result /′ is a proof of
F ∧ ∀x1 · · · xk R(x1, . . . , xk)↔ R(x1, . . . , xk) ! ⊥.
Because ∀x1 · · · xk R(x1, . . . , xk)↔ R(x1, . . . , xk) is a tautology, one can obtain a proof /′′ of F !
⊥. 
In the example before Deﬁnition 53, one can replace the formula by c1 ↔ (a1 ∧ b1), . . . , cp ↔
(ap ∧ bp), c1 ∨ · · · ∨ cp , which can be factored into a clausal normal form of size 3p + 1.
Theorem 54 makes it possible to remove the deﬁnitions which were introduced in the clause
transformation. Whether or not it is a good idea to do this, has to be empirically determined. In
our view, deﬁnitions are much less ugly than choice functions, and it is probably acceptable to keep
them in most cases.
After replacement of subformulas, the formula is transformed into negation normal form. At
this point, usually antiprenexing (also called miniscoping) is attempted, see [2]. Antiprenexing tries
to reduce the scope of quantiﬁers using transformations of form (∀x P(x) ∧ Q)⇒ (∀x P(x)) ∧ Q, in
case x is not free in Q. Such transformations are sound, provably correct in ﬁrst-order logic, and
they sometimes reduce the dependencies between quantiﬁers, which may result in smaller Skolem
terms. As an example, one can consider the formula ∀x (P(x)→ ∃y Q(y)). Since antiprenexing takes
place before Skolemization, it is not affected by our proof transformation, and it can be carried out
as usual.
After Skolemization, the resulting formula can be factored into clauses.We ﬁrst describe the usu-
al procedure, after that we describe how it is modiﬁed in case relations are used instead of Skolem
functions.
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Deﬁnition 55. Let F be a ﬁrst-order formula in negation normal form, which does not contain ex-
istential quantiﬁers. We deﬁne the set of clauses obtained from F as the set of formulas that can be
obtained by applying the following rules:
(1) Replace a conjunction A ∧ B by one of A or B.
(2)Move universal quantiﬁers forward, using rules
(∀x A) ∨ B⇒ ∀x(A ∨ B), and A ∨ (∀x B)⇒ ∀x (A ∨ B).
(3) Replace universal quantiﬁers ∀x A, for which x is not free in A, by A.
The different clauses are obtained by making different choices in Step 1.
Deﬁnition 56. Let F be a ﬁrst-order formula in negation normal form, which does not contain ex-
istential quantiﬁers. Let [ ] be a function replacement. For relations R introduced by [ ], we add the
following rules to Deﬁnition 55:
2a (∀
 R(t1, . . . , tn,
)→ A) ∨ B⇒ ∀
 R(t1, . . . , tn,
)→ (A ∨ B),
and
A ∨ (∀
 R(t1, . . . , tn,
)→ B)⇒ ∀
 R(t1, . . . , tn,
)→ (A ∨ B).
3aReplace quantiﬁcations ∀
 R(t1, . . . , tn,
)→ A, for which 
 is not free in A, by A. (In order to do
this, one needs the seriality axiom for R.)
Theorem 57. Let F be a ﬁrst-order formula in negation normal form that is standardized apart, and
which does not contain any existential quantiﬁers.Let [ ] be a function replacement, and letF ′ be a trans-
lation of F. (SeeDeﬁnition 39.)Then, for every clause ∀x1 · · · xk S that can be obtained from F using the
factoring procedure of Deﬁnition 55 there exists a clause of form ∀x1 · · · xk ∀ Var(S)→ Def(S)→ [S],
which can be obtained from F ′ by the factoring procedure of Deﬁnition 56.
5.3. Readability of proofs
In our view, the proofs constructed are reasonably readable, as long as one replaces the Skolem
functions by fresh relation symbols, and does not further expand them. One would have to add the
deﬁnitions of the relation symbols, similar to the structural clause transformation. For example,
the proof in Fig. 3 is quite readable, as long as one keeps the F -symbol. In order to ensure that the
proof remains correct, one needs to add the deﬁnition ∀xy F(x, y)↔ p(x, y).
If one would substitute F(x, y) away, the resulting proof would already be less readable. In case
the relations have more complicated deﬁnitions, reading the proof with expanded deﬁnitions is
hopeless. For example, if the deﬁnition of F(x, y) would equal the deﬁnition of Rf1 in Example 42,
there would be no chance of reading the expanded proof.
6. Conclusions and future work
We gave a method for translating resolution proofs that include the CNF-transformation into
purely ﬁrst-order proofs. The method is efﬁcient and structure preserving. On the clause level, the
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resolution prover can make use of all of the standard resolution rules, but paramodulation has to
be slightly restricted. The CNF-transformer canmake use of subformula replacement and standard
Skolemization.
Paramodulation has to be carried out in such a way that all occurrences of the replaced term in-
side Skolem functions are treated consistently. Either all occurrences are replaced, or none of them
is replaced. Most theorem provers have a stronger restriction of paramodulation, in which no para-
modulation at all is performed inside Skolem functions. In that case, one does not paramodulate
into Skolem functions, and one can also keep the splitting rule.
We intend to implement the proof generation method (see [11]), and see how well the method
can be used in practice. It needs to be seen how readable the resulting proofs are. In many cases,
Skolem functions are meaningful (for example the Skolem function for ∃y in the power set axi-
om ∀x ∃y ∀
 ( 
 ⊆ x ↔ 
 ∈ y) ) and such Skolem functions are better not eliminated. One cri-
terion could be that for such cases, functionality of the Skolem function is provable within the
theory.
When translating resolution proofs on the clause level, there are quite some variations possible,
which are not yet explored. As an example, if both f and g are Skolem functions, then one can ob-
tain different variables for the two occurrences of g(x) in the resolvent of ∀x p(f(x)) ∨ p(g(x)) with
∀x ¬p(f(x)) ∨ q(g(x)). In some cases, it would be possible to obtain more liberal paramodulation
in this way.
In addition, there are some variations possible when generating the serial relations during CNF-
transformation. Currently, we use the weakest possible such relations.
It remains to be checked whether the reduction from improved Skolemization to standard Skole-
mization, described in [10], can be combined with the proof generation method of this paper.
Finally, it should be studied whether Skolemization with relations can be used as a theorem
proving strategy. In this paper, we have assumed that the theorem prover is run with usual Skolem
functions, and that afterwards the proof is reconstructed using relations. One could also enter the
relational translation directly into the theorem prover. It follows from the results in this paper, that
this would be a complete theorem proving strategy. Although it would probably not be efﬁcient as
a general-purpose strategy, it could perform well on certain fragments.
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