Abstract-2-step maximum likelihood block signal detection employing QR decomposition and M-algorithm (QRM-MLBD) can significantly improve the bit error rate (BER) performance of single-carrier (SC) transmission while reducing the computational complexity compared to maximum likelihood detection (MLD). In 2-step QRM-MLBD, unreliable symbol candidates are removed by performing minimum mean square error based frequency-domain equalization (MMSE-FDE) prior to QRM-MLBD. However, a large number M of surviving paths is still required in the M-algorithm to achieve a BER performance close to the matched filter (MF) bound. In this paper, to remedy this problem, we introduce a detection ordering to 2-step QRM-MLBD. We will show by computer simulation that the use of detection ordering can achieve the same BER performance as 2-step QRM-MLBD while reducing the computational complexity.
INTRODUCTION
The broadband wireless channel is composed of many propagation paths with different time delays and therefore, the channel becomes severely frequency-selective [1] . The minimum mean square error based frequency-domain equalization (MMSE-FDE) can improve the bit error rate (BER) performance of single-carrier (SC) transmission with a low computational complexity [2, 3] . However, a big performance gap from the matched filter (MF) bound [4] still exists due to the presence of the residual inter-symbol interference (ISI) after FDE [5] . Although the maximum likelihood detection (MLD) [6] is the optimum signal detection, its computational complexity is extremely high.
Maximum likelihood block signal detection employing QR decomposition and M-algorithm (QRM-MLBD) [7] was proposed for SC transmission over a frequency-selective fading channel [8, 9] . QRM-MLBD can achieve a BER performance close to the MF bound with less complexity than MLD. However, its computational complexity is still high. In order to reduce the computational complexity, we proposed 2-step QRM-MLBD [10, 11] which discards unreliable symbol candidates by performing MMSE-FDE prior to QRM-MLBD. However, a large number M of surviving paths is required in the M-algorithm to achieve a BER performance close to the MF bound. In this paper, to remedy this problem, we introduce the detection ordering. The idea of detection ordering was proposed for multiple-input multiple-output (MIMO) system based on the observation that channels have different conditions [12, 13] . However, in SC block transmission, the channel quality is the same for all symbols in the received signal block. Therefore, the detection ordering based on the received signal power cannot be applied.
In this paper, we introduce a detection ordering to 2-step QRM-MLBD for SC block transmission to reduce the required number M of surviving paths in M-algorithm. The detection ordering is performed based on the result of MMSE-FDE (the first step of 2-step QRM-MLBD). After discarding unreliable symbol candidates, detection order are sorted in the ascending order of the number of symbol candidates to be involved in the path metric computation in each stage of the M-algorithm. Therefore, the probability of removing the correct path at early stages can be reduced in the M-algorithm and hence, the value of M can be reduced.
The remainder of this paper is organized as follows. Sect. II shows the SC transmission with conventional QRM-MLBD. Sect. III presents 2-step QRM-MLBD using the detection ordering. In Sect. IV, we evaluate by computer simulation the BER performance achievable by 2-step QRM-MLBD using the detection ordering and discuss about the computational complexity. Sect. V offers the conclusion.
II. SC TRANSMISSION MODEL

A. Signal Representation
The SC transmission model is illustrated in Fig. 1 . Throughout the paper, the T s symbol-spaced discrete time representation is used. We assume a frequency-selective fading channel composed of symbol-spaced L distinct propagation paths. The received signal is a cyclic convolution of the transmitted signal block and the channel impulse response as long as the cyclic prefix (CP) is longer than the maximum channel time delay.
A block of N c symbols is assumed to be transmitted. In this paper, the data symbol block is expressed using the vector form
T denotes the transpose operation). The last N g symbols of each block are copied as a CP and inserted into the guard interval (GI) placed at the beginning of each block.
At the receiver, N c -point discrete Fourier transform (DFT) is applied to transform the received signal into the frequency- T is the frequencydomain noise vector whose elements are independent zeromean additive white Gaussian variables having the variance 2N 0 /T s , N 0 is the one-sided power spectrum density of the additive white Gaussian noise. F is the DFT matrix given by 
From Eq. (3), the ML decision on the transmitted block can be efficiently performed by searching for the best path having the minimum squared Euclidean distance in the tree diagram composed of N c stages. A full tree-search is required to achieve the ML solution, however, this results in very high computational complexity. In order to reduce the computational complexity in the tree-search, the M-algorithm [14] is used in QRM-MLBD.
III. 2-STEP QRM-MLBD WITH DETECTION ORDERING
In the first step of 2-step QRM-MLBD, the symbol candidates to be involved in the path metric computation are selected by performing MMSE-FDE prior to QRM-MLBD in order to prune some of the symbol candidates in the tree. The selection of symbol candidates is done based on the Euclidean distance between either hard decision [10] or soft decision results of MMSE-FDE [11] and symbol candidates. In this paper, we call the former as "2-step hard QRM-MLBD" and the latter as "2-step soft QRM-MLBD".
In the first step of 2-step QRM-MLBD, MMSE-FDE is carried out by multiplying Y by the MMSE weight matrix W as [2, 3] 
where 
based on which unreliable symbol candidates to be discarded are determined.
A. 2-step hard QRM-MLBD [10]
The symbol candidates within the distance R from the MMSE-FDE hard detection results are selected and others are discarded. 
B. 2-step soft QRM-MLBD [11]
The soft decision symbol ) ( t d can be expressed as
is the frequency-domain channel gain at the kth frequency after MMSE-FDE. In Eq. (8), the first, second, and third terms are the desired signal, residual ISI, and noise components, respectively. 
In the 2-step soft QRM-MLBD, the symbol candidates are selected by drawing the circle centered at each symbol candidate in the signal constellation. The radius R β of the circle, outside which r falls with the probability β, is given as [10] 
The symbol candidates whose distance from the normalized soft decision output of MMSE-FDE is shorter than R β are selected as reliable ones and others are discarded as unreliable ones, as shown in Fig. 3(a) . When no symbol is selected, only the hard decision result of MMSE-FDE is selected as in Fig.  3(b) . If small β is used, better BER performance can be achieved, but the computational complexity is high. As β is increased, the computational complexity decreases, but this results in BER degradation. Considering this tradeoff between computational complexity and BER performance, we found, by the preliminary computer simulation, the optimal value of β at each average received E b /N 0 for the given channel power delay profile and data modulation. 
C. Introduction of Detection Ordering
When M is small, the probability of removing the correct path at early stages in the M-algorithm is high because the elements of R closer to right positions tend to drop with a larger probability [15] and hence, the reliability of path metric in early stages is low [16, 17] . Therefore, the value of M cannot be too small. In this paper, in order to reduce the required number M of surviving paths, we introduce the detection ordering based on the result of symbol candidate selection into the first step. . An example is shown in Fig. 5(b) assuming a three-symbol block with the 2-step soft QRM-MLBD. The frequency-domain received signal is given as
denotes the ith symbol whose corresponding stage has j symbol candidates. The received signal after the detection ordering can be written as
(a) Conventional QRM-MLBD
(c) 2-step soft QRM-MLBD with detection ordering Figure 5 . An example of tree structure comparison (QPSK and Nc=3).
After the detection ordering, the tree structure is reconstructed as shown in Fig. 5(c) . Using the detection ordering, the number of paths in early stages can be reduced and therefore, the probability of removing the correct path in the M-algorithm can be reduced even if a small M is used.
IV. COMPUTER SIMULATION
We evaluate the average BER performance and computational complexity by computer simulation. We assume 16QAM data modulation, block size N c =64, and GI size N g =16. The channel is assumed to be a frequency-selective block Rayleigh fading channel having symbol-spaced L=16-path uniform power delay profile. Ideal channel estimation is assumed. Figure 6 shows the average BER performance comparison between 2-step QRM-MLBD with and without detection ordering. For comparison, the BER performance of conventional QRM-MLBD with M=256 is also shown. When M is small, the probability of removing the correct path at early stages may increase and therefore, the use of detection ordering is particularly effective for small M cases. It can be seen from Fig. 6 that M=64 is sufficient for achieving a closeto-MF bound performance for 2-step soft QRM-MLBD while M=256 is needed for 2-step hard QRM-MLBD. This is because 2-step soft QRM-MLBD can reduce the number of symbol candidates to be involved in the path metric computation more than 2-step hard QRM-MLBD and therefore, the introduction of ordering can further reduce the number of candidate in an early stage of 2-step soft QRM-MLBD compared to 2-step hard QRM-MLBD.
The computational complexity comparison between conventional QRM-MLBD and 2-step QRM-MLBDs is done in terms of the number of complex multiplications per block of N c symbols. Table I shows the number of complex multiplications per block of N c symbols. 2-step hard and soft QRM-MLBD involves MMSE-FDE prior to QRM-MLBD. 2-step soft QRM-MLBD requires the computation of variance 2 μ σ of residual ISI plus noise after MMSE-FDE and the symbol candidate selection (i.e. computation of the distances between soft decision output of MMSE-FDE and symbol candidates). 2-step hard and soft QRM-MLBD significantly reduces the path metric computation and hence reduces the total computational complexity compared to QRM-MLBD. Furthermore, the use of detection ordering can further reduce the path metric computation. However, to achieve a close to MF bound performance, M=256 is still required for the case of 2-step hard QRM-MLBD. However, M=64 is sufficient for the case of 2-step soft QRM-MLBD. Table II shows the number of complex multiplications per block of N c =64 symbols required for achieving average BER=10 −3 (average received E b /N 0 =14dB). The 2-step soft QRM-MLBD with detection ordering requires only 7.3% (36%) of the average complexity of the conventional QRM-MLBD (2-step soft QRM-MLBD without detection ordering) when 16QAM data modulation is used.
V. CONCLUSIONS In this paper, we proposed the detection ordering based on the result of symbol candidate selection for 2-step QRM-MLBD in order to reduce the number M of surviving paths in M-algorithm. The proposed ordering aims to reduce the number of paths and the probability of removing correct path in early stages of the M-algorithm. We discussed the effect of detection ordering. We showed that 2-step soft QRM-MLBD with detection ordering can reduce the required value of M from 256 to 64 for achieving close to MF bound performance. 2-step soft QRM-MLBD with detection ordering requires only 7.3% (36%) of the average complexity of the conventional QRM-MLBD (2-step soft QRM-MLBD without detection ordering) when 16QAM data modulation is used.
