Inspired by the work of Backelin on non-commutative correspondences to Macaulay's theorem of the growth of the Hilbert series of affine algebras, we study embedding dimension dependant versions of his degree 2 to degree 3 result. In graph-theoretical terms, we study the following question: what is the maximal number of directed walks of length 2 in a digraph with k edges and n vertices?
Introduction
If R = S/I is the quotient of a polynomial ring (on finititely many indeterminates, and with coefficients in some field), then the celebrated theorem of Macaulay [13, 12] bounds the vector space dimension |R d+1 | in terms of |R d |, but irrespective of the embedding dimension [15, 16] . This bound is as follows: write, in the unique way,
then
Surprisingly, the bound for |R s+d |, given the value of |R d |, that one obtains by iterating (2) s times is the best one possible, and there is one algebra (the quotient with the appropriate lexsegment ideal) with prescribed |R d | and optimal value of |R s+d | for all s. It is also the case that the bound only depends on |R d |, not on d, nor on the number of variables.
Furthermore, if equality holds for d then the equality will "persist" for all higher decrees; the value of |R d+s | is obtained by iterating (2) (with the inequality replaced by equality) s times. This is the theorem of Gotzmann [9] .
The polynomial ring is the symmetric algebra over the dual vector space W to the space of its linear forms; if we consider instead the exterior algebra, the counterpart to Macaulay's theorem is the theorem by Kruskal, Katona, Schützenberger, Clements, and Lindström [11, 10, 6] . A version of Gotzmann's theorem also holds [1] .
For the tensor algebra on the same vector space W , or for the free unitary associative k-algebra on n = dim k (V ), the situation is more complicated. Backelin [2] gave counterexamples to the natural generalizations of Macaulay's and Gotzmann's theorems to the non-commutative case. In the same report, the optimal bound for |T (V ) 3 | given |T (V ) 2 | was given (once again, without restriction on the embedding dimension, i.e. on the number of variables). This was achieved by first, as in the commutative or skewcommutative case, use initial ideals to reduce to the monomial quotient case, i.e., to the case of the free associative algebra modulo a two-sided monomial ideal. Since we are only interested how |T (V ) 2 | bounds |T (V ) 2 |, we can assume that the monomial ideal is generated in degree 2.
If we regard a quadratic non-commutative monomial x i x j in the ideal as a "forbidden edge", then non-zero monomials in the quotient can be identified with walks in the digraph G = (V, E) where the vertex set V consists of the variables in the ring, and E = (V × V ) \ F is the set of edges not in the "forbidden set" F . Example 1. If I = x 2 2 , x 2 x 3 , x 3 x 1 , x 2 3 then G is the digraph
For R = k x 1 , x 2 , x 3 /I, a k-basis of R 3 is given by
x 2 x 1 x 1 , x 2 x 1 x 2 , x 2 x 1 x 3 , x 2 x 2 x 2 , x 3 x 2 x 1 , which corresponds to walks of length 2 in G.
We are led to the following question.
Question 2.
If G is a digraph with k edges (loops allowed, multiple edges disallowed), then what is the maximal number of walks of length 2?
Backelin showed that, except for the case k = 4, the digraphs he named "saturated stars" are optimal, beeing significantly better (in having many walks of length 2) than e.g. the complete digraphs.
In this article, we consider the case of restricted embedding dimension, which means that the graph-theoretical problem becomes Question 3. If G is a digraph with n vertices and k edges (loops allowed, multiple edges disallowed), then what is the maximal number of walks of length 2?
We treat only the cases where the restrictions on n are mild, so that the number of vertices is one less than the number of vertices needed for a saturated star solution. We find that in this case, the optimal digraphs are obtained by "putting a smaller saturated star inside the saturated star".
Example 4. Among digraphs with 12 edges, the saturated star St(12) have the most walks of length 2. It needs 7 vertices. 
The optimal digraph with 12 edges and 6 vertices is obtained by combining St (12) and St(1). 
The optimal digraph with 12 edges and 5 vertices is obtained by combining St(10) and St(3).
Notation
Let G = (V, E) be a finite and simple directed graph. The vertex set V may be identified with [n] for some positive integer n, and the edge set E is the identified with a subset of [n] × [n]. After this identification, the adjacency matrix A is defined, and it is a zero-one matrix. The row sums and column sums of A correspond to invalencies and outvalencies: we denote the invalency at a vertex v by δ − (v), the out-valency by δ + (v), and the total valency by δ(v) = δ − (v) + δ + (v). Regarding δ + ,δ − and δ as integer vectors in Z n , we have that
where a 3 = a 3 (G) is the number of directed walks of length 2 in G, and where 1 = 1 n = (1, . . . , 1).
Definition 5.
1. If G is a digraph on n vertices, then the digraph obtained by adding r isolated vertices is denoted G[r].
The complementary digraph of
3. Denote the empty digraph (having no vertices and no edges) U .
Denote the complete digraph on n vertices by
5. With G as above we define the saturated star on G, denoted S(G), as the digraph obtained by adding one vertex v ∈ V , a loop on v, and edges from v to w and from w to v for all w ∈ V .
In terms of the adjacency matrix, the adjacency matrix of S(G) is obtained by "framing" that of G with ones:
If e is an edge in G, then G e denotes the deletion, i.e., the result of removing e from G.
is called the saturated star on 2n+1 edges, and is also denoted St(2n+ 1).
St(2n + 1) has adjacency matrix
The saturated star with 9 edges looks as follows: The adjacency matrix looks like
The saturated star with 10 edges is as follows: Lemma 6. Let G be a digraph with n vertices, k edges and with h 3 = h 3 (G) walks of length 2. Then the complementary digraph G has n vertices, n 2 − k edges, and n 3 − 2nk + h 3 walks of length 2.
Proof. Combinatorial reciprocity [7, 5, 14, 3, 8, 4] gives that
where H G (t) = i=0 h j t j is the generating function of h j = h j (G), the number of walks of length j. So
from which the result follows.
Lemma 7. Let G be a digraph with n vertices, k edges and with h 3 = h 3 (G) walks of length 2. Then S(G) has n + 1 vertices, k + 2n + 1 edges, and h 3 + k + n 2 + 3n + 1 walks of length 2.
Proof. For simplicity, label the new vertex n + 1 (alternatively, label it one and relabel the original vertices, shifting them one step up). Then the new valency vectors are given by
Lemma 8. Let G be a digraph with n vertices, k edges and with h 3 = h 3 (G) walks of length 2. Then S(G) has n + 1 vertices, k + 2n + 1 edges, and h 3 + k + n 2 + 3n + 1 walks of length 2. Then the r-fold iterate
has n + r vertices, k + r 2 + 2rn edges, and
walks of length 2.
In particular, if U n consists of n isolated vertices and 0 edges, then S r (U n ) has n + r vertices, r 2 + 2rn edges, and 1 6 r 6 n 2 + 12 rn + 6 n + 4 r 2 + 3 r − 1
Proof. Induction on r.
Remark 9. The numbers r(2r + 1) are the "second hexagonal numbers" (Sloane A014105) and r(r+1)(4r−1)/6 the "hexagonal pyramidal numbers" (Sloane A002412).
Optimal digraphs
} has at least as many walks of length 2 as G has. Consequently, digraphs with maximally many walks of length 2 (among digraphs with n vertices and k edges) can be chosen so that their adjacency matrices are Ferrer's shapes; if a i,j = 1 then a k,ℓ = 1 for all k ≤ i, ℓ ≤ j.
Proof. Moving the edge leaves the δ + -vector intact but increments δ − (v j ) and decrements δ − (v k ); the net change to δ + , δ − is hence δ + (v i ) − δ + (v j ), which by assumption is nonnegative.
where by convention λ ℓ = 0 for ℓ > n.
Let us express the special digraphs that we have introduced above as "partition digraphs" P λ . The empty digraph U [n] correspond to λ = (0, . . . , 0), and the complete digraph D n to λ = (n, . . . , n). Note that, in cotrast to what is usual, the number of trailing zeroes in λ is significant, since the length of λ gives the number of vertices in P λ , and we distinguish digraphs that only differ by some isolated vertices.
Theorem 12. Let λ = (λ 1 , . . . , λ n ) and let G = P λ . Let λ T = µ be the conjugate partition of λ, given by
Thus, µ is, if necessary, padded with zeroes to obtain a vector of length n. Then
• the number of vertices, edges, and walks of length 2 in P λ is respectively n, |λ|, and λ, λ T .
Clearly, P λ and P λ T are anti-isomorphic, hence have the same number of edges and walks of length 2, and provided the conjugate is properly zeropadded, the same number of vertices. Hence we can represent St(2m) also by λ = m 1 1 m .
We are interested in the following question:
What is the maximal number of walks of length 2 of a digraph with at most n vertices and precisely k edges, and what digraphs are optimal? Equivalently: what is the maximum value of λ · λ T for λ a partition of k contained in an n×n box, and for which partitions λ is this bound attained?
In what follows, such digraphs will simply be called "optimal". Example 14. Although no digraph can have more walks of length 2 than the best partition digraph, there may be non-partition digraphs which also attain the optimum. For instance, the partition digraph corresponding to (1, 1),
has 2 walks of length 2, which is optimal. However, the digraph
also has 2 walks of length 2.
Optimal digraphs that are almost stars
Theorem 15. [Backelin 1995 ] If k ≥ 7, n > ⌊k/2⌋ then the saturated stars St(k) are optimal (have the maximal number of walks of length 2 among digraphs with k edges), and consitute all optimal digraphs. For k ≤ 6 there are some exceptional cases. The only digraph which is stricty better than a saturated star is D 2 , which is the optimal digraph for k = 4 and n ≥ 2. If k = 6 and n ≥ 4 then P (3,2,1) is optimal (together with St (6)). If k = 2 then the non-partition digraph (8) is optimal (together with St (2)).
In terms of partition digraphs, the optimal (unrestricted) digraphs are hence, for digraphs with k = 2m or k = 2m + 1 edges, as shown 1 in Table 1 . We will study the same question of maximizing the number of walks of length 2, but with restrictions not only on k, the number of edges, but also on nm the number of vertices.
The proof of the next theorem is very similar to Backelin's proof of Theorem 15: bound that maximal valency from below using a "candidate value", which is then showed to be optimal. The subsequent theorems require some additional ideas.
have m vertices, k = 2m and k = 2m + 1 edges, and m 2 + m + 2 and m 2 + m + 5 walks of length 2. This is the the optimal value for digraphs with k edges and at most ⌊k/2⌋ vertices. These digraphs can be expressed as S(St(2)[m − 2]) and S(St(1)[m − 3]), respectively. Their adjacency matrices looks like
Proof. If k = 2m, then P λ with λ = m 1 2 1 1 m−2 is a digraph on m vertices and k = 2m edges which has m 2 + m + 2 walks of length 2. If k = 2m + 1, then P λ with λ = m 1 3 1 1 m−2 is a digraph on m vertices and k = 2m + 1 edges which has m 2 + m + 5 walks of length 2. Let G = P τ be an optimal digraph on m vertices and k edges. Denote the vertex set of G by V = {v 1 , . . . , v m }, where we may assume that
Put W = V \ {v 1 , v 2 }, and let a, b denote the total valencies at v 1 and v 2 .
We will prove that a = 2m, the maximal possible valency. This yields, since G is a partition graph on τ , where τ is contained in an m × m box, and since there is but a single edge left not connected to 1, that τ = m 1 2 1 1 m−2 .
To prove that claim, we first note that
with equality iff δ + (v i ) = δ − (v i ). Hence,
But since δ + , δ − is optimal, we have that
It follows that
whence a > m + 1, and since a is an integer, a ≥ m + 2. Now, the maximum value of a + b is k + 4, which happens iff G includes the complete digraph on v 1 , v 2 and every other edge involves either v 1 or v 2 . Let us study the two subcases 2 a + b = k + 4 and a + b ≤ k + 3.
• a + b = k + 4
There are 4 edges in the complete digraph on v 1 , v 2 , a − 4 edges connecting v 1 to a vertex in W (or a vertex in W to v 1 ), and b − 4 edges connecting v 2 to a vertex in W (or a vertex in W to v 2 ). The number of walks
where we have used that b = k + 4 − a.
If k = 2m then comparing this optimal value to the value m 2 + m + 2 of our candidate digraph, we obtain
hence that (a − 6)(a − 2m) ≥ 0.
Since a ≥ m + 2 ≥ 6 + 2 = 8 > 6 we must have a ≥ 2m.
If k = 2m + 1 then we get that
Substituting a = 2m − 1 and a = 2m in (16) hence, since a is an integer, a ≥ 2m + 1 = k.
• a + b = k + 3.
We turn now to the case a
where we have used the handshake lemma
For k = 2m, comparing with the candidate value m 2 + m + 2 it follows that
hence that
so that AB ≥ 0, where
Since we know that a ≥ m + 2, Proof. We proceed as in Theorem 16, by proving that the total valency at v 1 is the maximal value. In this case, it means that we should have a = 2m − 2. As before, we consider also b, the total valency at v 2 . We distinguish between the cases a + b = k + 4 and a + b ≤ k + 3. Here, the first case occurs, and the second case does not. Furthermore, we will not be able to directly prove that a = 2m−2; we'll first show that a ≥ 2m−6 and then use a case-by-case study of the possible values of a. In the interest of brevity, we do not show that the results hold for m ≥ 8, only that they hold for sufficiently large m. The modifications needed to get the sharper results are trivial: more careful analysis of the quadratic expressions below, and case-by-case studies of the k-values between the highest of these bounds and 16.
• a + b = k + 4 The even case: (13) still holds, and substituting k = 2m and comparing with the candidate value m 2 − m + 10 we obtain
which gives
The odd case 3 gives that
from which we conclude, paradoxically 4 , that a > 2m − 2: substituting a = 2m − 2 in the RHS of (25) gives −5, and substituing a = 2m − 1 gives m − 19/2, which is positive for large m. Hence, the RHS of the quadratic (25) has a sign-change between a = 2m − 2 and a = 2m − 1, which shows that it is positive for a > 2m − 2.
• a + b ≤ k + 3
Even case: (17) still applies; for k = 2m comparing with m 2 − m + 10 gives Odd case: substituting k = 2m + 1 in
from which we conclude that a ≥ 2m − 6 (for large m): substituting a = 2m − 7 and a = 2m − 6 in the LHS gives −m/2 + 22 and 14, respectively.
So, we have shown that 2m − 6 ≤ a ≤ 2m − 2. The adjacency matrix of an optimal digraph hence looks like
where the first row has d ones, the first column c ones, and where A is the adjacency matrix of a digraph associated to a partition tau of k − (c + d − 1). Once again, m is assumed large enough: in this case, we need that d, c ≤ m.
We can assume that d ≥ c. The number of walks of length 2 are (with
Since d+c = a, d ≥ c, we have that dc is maximized when d = c or d = c+1, depending on parity. Hence, we get the following table of possibilities: Table 3 : k = 2m, 2m − 5 ≤ a ≤ 2m − 2 where we have consulted Table 1 to get the optimal value for τ, τ T given r = |τ |.
We see that the value associate to a = 2m − 2, which is m 2 − m + 10, is the largest (again assuming that m is sufficiently large).
Odd Table 4 :
Again the value of a = 2m − 2, this time m 2 − m + 15, is the largest (for sufficiently large m).
We have found the optimal digraphs, and the result follows.
Theorem 18. Let r ≥ 7. Then, for all sufficiently large m, optimal (having maximal number of walks of length 2) digraphs on m vertices and k = 2m − 1 + r edges is given by S 1 (St(r) [v] ), where v is choosen so that St(r) [v] involves exactly m vertices.
, and λ, λ T = m 2 + m + s 2 + 6s − 2.
• If r = 2s − 1 then v = m − s, G = P λ with λ = λ T = m 1 s 1 2 s−1 1 m−s , and λ, λ T = m 2 + m + s 2 + 3s − 4.
Proof. By proving the results only for "sufficiently large" m (w.r.t. r) we can use series expansions of the roots of the complicated quadratic expressions that will occur from the estimates in (17) and (13) . Of course, it is straightforward (but tedious) work to find exact bounds for how large m must be. Now, to the proof. It uses the exact same methodology as the previous ones, so we'll be somewhat terse.
We want to prove that a = 2m.
• a + b = k + 4, k = 2m − 1 + 2s. Comparing (13) with the candidate value m 2 + m + s 2 + 6s − 2 we get
It follows that a = 2m for large enough m.
• a + b = k + 4, k = 2m − 1 + 2s − 1. Comparing (13) 
• a + b ≤ k + 3, k = 2m − 1 + 2s. We use (17) to obtain So for large m, a ≥ 2m − 2s.
• a + b ≤ k + 3, k = 2m − 1 + 2s − 1. Here (17) gives We conclude that a ≥ 2m − 2s + 1 for large enough m.
So, we have at least found that a ≥ 2m − 2s (the worst bound of the four above). We let c, d be as in the proof of the previous theorem. The "inner partition" τ inside the "large hook" now has size ℓ = r + 2m − 1 − (c + Using (28) we get, for r = 2s, using that τ, µ = ℓ 2 + 2ℓ − 1 for optimal τ (which is P τ = St(2s)), that Table 6 : r = 2s, 2m − 2s ≤ a ≤ 2m
For large m, the choice given in the first row is the best. If r = 2s − 1, then τ, µ = ℓ 2 + ℓ − 1 for optimal τ (which is P τ = St(2s − 1). Hence we get Table 7 : r = 2s − 1, 2m − 2s ≤ a ≤ 2m
Again, the first row is best.
Tables of optimal digraphs with k ≤ 38 edges
We list here the partitions λ of digraphs P λ on k edges and at most n vertices, having a maximum number of walks of length 2, for k ≤ 20. Since conjugate partitions correspond to anti-isomorphic digraphs, hence have the same number of walks of length 2, we choose to present only one partition from each "conjugacy class". As note before, no non-partition digraph can do better than the best partition digraph, but there could possibly exist non-partition digraphs that are just as good. We conjecture that there are but a finite number of such optimal non-partition digraph, Example 14 beeing the smallest example.
In the tables below, the reader should observe such fenomena as:
• Optimal digraphs not using all vertices they are allowed to: k = 16, n = 6 is an extreme example.
• Essentially different digraphs may both be optimal.
• In fact, three different dipgrahs may be optimal.
• When k is close to a perfect square, k ≃ r 2 , digraphs that are close do the complete digraph D r do well for the cases with very restricted number of vertices.
• In particular, when k = r 2 −s for large r and fixed s, then the "complementary stars" St(s) do well for the cases with very restricted number of vertices. This could perhaps be proved using combinatorial reciprocity (Lemma 6). 
