We introduce in this paper a learning paradigm in which the training data is transformed by a diffeomorphic transformation before prediction. The learning algorithm minimizes a cost function evaluating the prediction error on the training set penalized by the distance between the diffeomorphism and the identity. The approach borrows ideas from shape analysis, in the way diffeomorphisms are estimated for shape and image alignment, and brings them in a previously unexplored setting, estimating, in particular diffeomorphisms in much larger dimensions. After introducing the concept and describing a learning algorithm, we present diverse applications, mostly with synthetic examples, demonstrating the potential of the approach, as well as some of its current room for improvement.
Introduction
We introduce a family of predictors that learns a function of the original data x ∈ R d in the form x → F (φ(x)) where φ is a diffeomorphism of R d and F is real-valued, belonging to a class of simple (e.g., linear) predictors. To simplify the exposition, we will consider only classification problems (and therefore speak of classifiers instead of predictors) and let c denote the number of classes, so that F takes values in C = {0, . . . , c − 1}, or (since we will use logistic regression) in the space of probability distributions on C. Both φ and F are parametrized, the parameter space for φ being (before discretization) infinite dimensional while F will only depend on a small number of parameters, that will be denoted by θ ∈ R q , and we will write F (x; θ) instead of F (x) when needed. Assume that a training set is given, in the form T 0 = (x 1 , y 1 , . . . , x N , y N ) with x k ∈ R d and y k ∈ C for k = 1, . . . , N . We will assume that this set is not redundant, i.e., that x i = x j whenever i = j. (Our construction can be extended to redundant training sets by allowing the training class variables y k to be multi-valued. This would result in rather cumbersome notation that is better avoided.) If φ is a diffeomorphism of R d , we will let φ·T 0 = (φ(x 1 ), y 1 , . . . , φ(x N ), y N ). The learning procedure will consist in minimizing the objective functions G(φ, θ) = D(id, φ) 2 + λΓ(F (·, θ), φ · T 0 )
with respect to φ and θ. Here D is a Riemannian distance in a group of diffeomorphisms of R d , that will be described in the next section. Γ is a standard cost function. For example Γ(F (·, θ), φ · T 0 ) = − N k=1 log F (φ(x k ); θ)(y k ) in the case of logistic regression, where F (z, θ)(y) = e θ(y) T z y ∈C e θ(y ) T z and the parameter is (θ 1 , . . . , θ c−1 ) ∈ (R d ) c−1 with θ 0 = 0. This cost function is similar to that used in the last layer of convolutional neural nets (CNN). We will see later that the proposed construction shares other properties with CNNs, at least on a high level. The approach is also, by many aspects, a kernel method and therefore shares this property with classifiers such as support vector machines (SVMs) or other classification methods that use the "kernel trick." However, the method itself is directly inspired from "diffeomorphic shape analysis," and can be seen as a variant of the "Large Deformation Diffeomorphic Metric Mapping" (LDDMM) algorithm, which has been introduced for image and shape registration (Joshi and Miller, 2000; Beg et al., 2005; Younes, 2010) . Up to our knowledge, this theory has not been applied so far to machine learning applications, although some similar ideas using a linearized model have been suggested in (Trouvé and Yu, 2001) for the inference of metrics in shape spaces.
Distance on Diffeomorphisms
We now describe the basic framework leading to the definition of Riemannian metrics on groups of diffeomorphisms. Let
denote the space of p-times continuously differentiable functions that tend to 0 (together with their first p derivatives) to infinity. This space is a Banach space, for the norm
where · ∞ is the usual supremum norm. Introduce a Hilbert space V of vector fields on R d which continuously embedded in B p for some p ≥ 1, which means that there exists a constant C such that
for all v in V , where · V denotes the Hilbert norm on V (and we will denote the associated inner product by · , · V ). This assumption implies that V is a reproducing kernel Hilbert space (RKHS). Because V is a space of vector fields, the definition of the associated kernel slightly differs from the usual case of scalar valued functions in that the kernel is matrix valued. More precisely, a direct application of Riesz's Hilbert space representation theorem implies that there exists a function
where M d (R) is the space of d by d real matrices, such that
These properties imply that
Diffeomorphisms can be generated as flows of ordinary differential equations (ODEs) associated with time-dependent elements of V . More precisely, let v ∈ L 2 ([0, 1], V ), i.e., v(t) ∈ V for t ∈ [0, 1] and
Then, the ODE ∂ t y = v(t, y) has a unique solution over [0, 1] given any initial condition y(0) = x the flow associated with this ODE is the function φ v : (t, x) → y(t) where y is the solution starting at x. This flow is, at all times, a diffeomorphism of R d , and satisfies the equation ∂ t φ = v(t) • φ, φ(0) = id (the identity map). The set of diffeomorphisms that can be generated in such a way form a group, denoted Diff V since it depends on V . Given φ 1 ∈ Diff V , one defines the optimal deformation cost Γ(φ 1 ) from id to φ 1 as the minimum of
then D is a geodesic distance on Diff V associated with the right-invariant Riemannian metric generated by v → v V on V . We refer to (Younes, 2010) for more details and additional properties on this construction. For our purposes here, we only need to notice that the minimization of the objective function in (1) can be rewritten as an optimal control problem minimizing
, θ ∈ R q and subject to the constraint that φ(t) = φ(t, ·) satisfies the equation ∂ t φ = v • φ with φ(0) = id. We point out that, under mild regularity conditions on the dependency of Γ with respect to T 0 (continuity in x 1 , . . . , x N suffices), a minimizer of this function in v for fixed θ always exists, with v ∈ L 2 ([0, 1], V ).
Reduction
The minimization in (2) can be reduced using an RKHS argument, similar to the "kernel trick" invoked in standard kernel methods (Aronszajn, 1950; Duchon, 1977; Meinguet, 1979; Wahba, 1990; Schölkopf and Smola, 2002) . Let z k (t) = φ(t, x k ). Because the endpoint cost Γ only depends on (z 1 (1), . . . , z N (1)), it only suffices to compute these trajectories, which satisfy ∂ t z k = v(t, z k ). This implies that an optimal v must be such that, at every time t, v(t) 2 V is minimal over all w 2 V with w satisfying w(z k ) = v(t, z k ), which requires v(t) to take the form
where K is the kernel of the RKHS V and a 1 , . . . , a N are unknown time-dependent vectors in R d , which provide our reduced variables. Letting a = (a 1 , . . . , a N ), the reduced problem requires to minimize
with the notation T (t) = (z 1 (t), . . . , z N (t)).
Optimality Conditions and Gradient
We now consider the minimization problem with fixed θ (optimization in θ will depend on the specific choice of classifier F and risk function Γ). For the optimal control problem (9), the "state space" is the space in which the "state variable" z = (z 1 , . . . , z N ) belongs, and is therefore Q = (R d ) N . The control space contains the control variable a, and is U = (R d ) N (even though these spaces are identical, it is conceptually useful to keep separate notation for both).
Optimality conditions for the variable a are provided by Pontryagin's maximum principle (PMP). They require the introduction of a third variable (co-state), denoted p ∈ Q, and of a control-dependent Hamiltonian H a defined on Q × Q given, in our case, by
(In this expression, a, p and z do not depend on time.) The PMP (Hocking, 1991; Macki and Strauss, 2012; Miller et al., 2015; Vincent and Grantham, 1997) then states that any optimal solution a must be such that there exists a time-dependent co-state satisfying
with boundary conditions z(0) = (x 1 , . . . , x N ) and
These conditions are closely related to those allowing for the computation of the differential of E with respect to a(·), which is given by
where p solves
Concretely, the gradient is computed by solving the first equation of (10), which does not involve p, using the obtained value of z(1) to compute p(1) from the boundary condition, and then solving the second equation of (10) backward in time to obtain p at all times, and plug it in the definition of u(t).
For practical purposes, the discrete time version of the problem is obviously more useful, and its differential is obtained from a similar dynamic programming (or back-propagation) computation. Namely, discretize time over 0, 1, . . . , T and consider the objective function
We here use a simple Euler scheme to discretize the state ODE. Note that the state is discretized over 0, . . . , T and the control over 0, . . . , T − 1. In this case, the differential of E is given by the following expression, very similar to the one obtained in continuous time.
where p (discretized over 0, . . . , T − 1), can be computed using
We emphasize the fact that we are talking of differential of the objective function rather than its gradient. Our implementation uses a Riemannian (sometimes called "natural") gradient with repect to the metric
. With respect to this metric, one has
a very simple expression that can also be used in the discrete case.
Kernel
To fully specify the method, one needs to choose the RKHS V , or, equivalently, its reproducing kernel, K. It constitutes an important component of the model because it constrains the regularity of the estimated diffeomorphism. We recall that K is a kernel over vector fields, and therefore is matrix valued. One simple way to build such a kernel is to start with a scalar positive kernel κ :
We will refer to such kernels as "scalars." One can choose κ from the large collection of known positive kernels (and their infinite number of possible combinations) (Aronszajn, 1950; Dyn, 1989; Schölkopf and Smola, 2002; Buhmann, 2003) . Most common options are Gaussian kernels
where P k is a reversed Bessel polynomial of order k. In both cases, a is a positive scale parameter. The Matérn kernels have the nice property that their associated RKHS is equivalent to a Sobolev space of order k + d/2. Vector fields v in the RKHS associated with a matrix kernel such as (11) where κ is a radial basis function (RBF) are such that each coordinate function of v belongs to the scalar RKHS associated with κ, which is translation and rotation invariant (i.e., the transformations that associate to a scalar function h the functions x → h(R T (x − b)) are isometries, for all rotation matrices R and all vectors b ∈ R d ). While (11) provide a simple recipe for the definition of matrix-valued kernels, many more interesting choices can be made within this class. Rotation and translation invariance more adapted to spaces of vector fields, in which one requires that replacing v :
) is an isometry of V for all R, b, leads to a more general class of matrix kernels extensively discussed in (Micheli and Glaunès, 2014) . When the data is structured, however (e.g., when it is defined over a grid), rotation invariance may not be a good requirement since it allows, for example, for permuting coordinates, which would break the data structure. In this context, other choices can be made.
Assuming that the data is defined over a graph, say G with d vertices, one can, for example, define matrix kernels relying on this structure. For example, letting N i denote the set of nearest neighbors of i in G, one can simply take
where P i x is the vector (x j , j ∈ N i ) and Φ is an RBF associated to a positive radial scalar kernel.
Algorithm
Everything is now in place to fully describe the basic learning algorithm for the diffeomorphism part of the model, at least up to the computation of the differential of the end-point cost Γ, which depends on the choice made for the final classifier. We summarize it below. In our implementation, we have used a first-degree Matérn kernel. Typically, the kernel is chosen up to a scale coefficient, a, which becomes a parameter of the classifier.
Parameters. Scale parameter a; data weight λ; time discretization T .
Parameter θ of the classifier. Initialization (step τ = 0): Set a 0 = 0. Gradient Descent Loop (step τ ): Let a τ and θ τ be the current variables.
4. Use a line search to update a τ +1 = a τ − (p − a τ ).
Test stopping criterion and exit loop if satisfied.

Remarks 7.1 Adding a dimension
As stated in the introduction, we use, in our experiments, logistic regression as final classifier applied to transformed data. This classifier estimates a linear separation between the classes, but it should be clear that not every training set can be transformed into a linearly separable one using a diffeomorphism of the ambient space. A very simple one-dimensional example is when the true class associated to an input x ∈ R is 0 if |x| < 1 and 1 otherwise: no one-dimensional diffeomorphism will make the data separable, since such diffeomorphisms are necessarily monotone. This limitation can be fixed easily, however, by adding a dummy dimension and apply the model to a (d + 1)-dimensional model in which X is replaced by (X, 0). In the example just mentioned, for example, the transformation (x, µ) → (x, µ + x 2 − 1) is a diffeomorphism of R 2 that separates the two classes (along the y axis).
Notice that any binary classifier that can be expressed as x → sign(f (x) − a) for some smooth function f can be included in the model class we are considering after adding a dimension, simply taking (letting again µ denote the additional scalar variable) φ(x, µ) = (x, µ + f (x)), which is a diffeomorphism of R d+1 , and u = (0 R d , 1). Even when it works perfectly on the training set, this transformation will not be optimal in general, and the diffeomorphic classifier would typically prefer a diffeomorphism φ that will minimize the overall distortion, essentially trading off some non-linear transformation of the data (x) to induce a "simpler" classification rule.
When adding one or more dimensions (in a c-class problem, it makes sense to add c − 1 dimensions), one may want to expand training data in the form x k → (x k , δu k ) for small δ, with u k a realization of a standard Gaussian variable to help breaking symmetries in the training phase (test data being still expanded as x k → (x k , 0)).
Deformable Templates
It is important to strengthen the fact that, even though our model involves diffeomorphic transformations, it is not a deformable template model. The latter type of model typically works with small dimensional images (k=2 or 3), say I : R k → R, and tries to adjust a k-dimensional deformation (using a diffeomorphism g : R k → R k ) such that the deformed image, given by I • g −1 mimics a fixed template (and classification based on a finite number of templates would pick the one for which a combination of the deformation and the associated residuals is smallest).
The transformation φ g : I → I • g −1 is a homeomorphism of the space of, say, continuous images. Once images are discretized over a grid with d points, φ g becomes (assuming that the grid is fine enough) a one-to-one transformation of R d , but a very special one. In this context, the model described in this paper would be directly applied to discrete images, looking for a ddimensional diffeomorphism that would include deformations such as φ g , but many others, involving also variations in the image values or more complex transformations.
Experiments
We now provide a few experiments that illustrate some of the advantages of the proposed diffeomorphic learning method, and some of its limitations as well. We will compare the performance of the diffeomorphic learning algorithm with a few off-the-shelve methods, namely k-nearest-neighbors, linear and non-linear SVM, random forests (RF), multi-layer perceptrons (MLP) and logistic regression. For all but the last logistic regression, we use the algorithms implemented in the scikit-learn Python package (Pedregosa et al., 2011) with default parameters. (For logistic regression, we use the same implementation as the one implemented in the final cost of our algorithm.) In particular, ten random trees are learned for RFs (increasing this number does not help much in our examples) and one hidden layer with 100 nodes for MLPs (increasing the number of layers would generally yield poorer performances).
We use a penalized form of logistic regression for our final classifier, minimizing
where σ j is the standard deviation of the jth coordinate of (φ(x 1 ), . . . , φ(x N )). The dataset is also normalized so that the median value of (|x k − x l | 2 , k, l = 1, . . . , N ) is equal to 1. In the following examples, we will consider d-dimensional datasets in which the data in class i is sampled from a distribution p i supported by a subset D i ⊂ R d . In most cases, we consider two classes with D 1 ∩ D 2 = ∅ so that the data is perfectly separable.
Tori datasets
In our first set of experiments, we let
where T 1 , T 2 are non-intersecting tori in R 3 and R is a random d-dimensional rotation. The tori are positioned as illustrated in the first panels of figure 1, so that, even though they have an empty intersection, they are not linearly separable. The distribution of training and test data is (before rotation) the product of a uniform distribution on the torus and of a standard Gaussian in the d − 3 remaining dimensions. In all cases, we added a dummy dimension to the data as described in section 7.1. Right: test data. Top to bottom: t = 0, t = 0.3, t = 0.7, t = 1. The data is visualized in a frame formed by the discriminant direction followed by the two principal components in the perpendicular space.
Classification results for this dataset are summarized in Table 1 . Here, we let the number of noise dimensions vary from 0 to 7 and 17 (so that the total number of dimensions is 3, 10 and 20) and the number of training samples vary from 200 to 500, 1000 and 2000. The problem becomes very challenging for most classifiers when the number of noisy dimensions is large. The only exception is the MLP, which still performs quite well. All other classifiers see their performance improved after diffeomorphic transformation of the data. One can also notice that, after transformation, all classifiers perform approximately at the same level. Figure 1 illustrates how the data is transformed by the diffeomorphism and is typical of the other results.
We also point out that all classifiers except RF are invariant by rotation of the data, so that making a random rotation when generating it does not change their performance. The estimation of the diffeomorphism using a radial kernel is also rotation invariant. The RF classifier, which is based on comparison along coordinate axes, is highly affected, however. Without a random rotation, it actually performs extremely well, with an error rate of only 0.02 with 17 noisy dimensions and 2000 examples. Interestingly, if one uses a convolutional kernel to train the diffeomorphism (which exploits a similar bias in the organization of the data), the error rate of linear classifiers after transformation also drop to around 0.003. 
RBF datasets
The second dataset generates classes using radial basis functions. More precisely, we let ρ(z) = exp(−z 2 ) and generate classes based on the sign of the function
where X is a d-dimensional standard Gaussian and µ is estimated so that both positive and negative classes are balanced. The centers, c 1 , . . . , c L are chosen as c j = (j/2L)e (j mod d)+1 where j mod d is the remainder of the division of j by d and e 1 , . . . , e d is the canonical basis of R d . The coefficients are a j = 2(j mod 1.5) − 0.75. In the results summarized in Table 2 , we took d = 10, L = 20.
(Nonlinear) SVM performs best on this dataset, which is not too surprising, because it is essentially tailored for this kind of problem. Linear classifiers are barely better than chance before diffeomorphic transformation. If one excepts the smallest dataset (200 training samples) in which a 5% gap can be observed, the performance of the linear classifiers after transformations are quite similar to those of non-linear SVM before transformation.
Spherical Layers
We here deduce the class from the sign of cos(4|X|) where X is a d-dimensional standard Gaussian, and we here provide results with d = 3. Here, we see that linear classifiers cannot do better than chance (this is by design), but that after transformation, all classifiers outperform, with a large margin, the best non-linear classifiers trained on the original data. Table 3 : Comparative performance of classifiers on 3D spherical layers.
Segment Lengths
Our next synthetic example is a simple pattern recognition problem in d = 100 dimensions. Samples from class 0 take the form (
where ρ is uniformly distributed between 0.75 and 1.25, and U = (U 1 , . . . U d ) is a binary vector with exactly l 1 = 10 ones, which are consecutive at a random starting location in the vector. For class 1, simply replace l 1 by l 2 = 11. So the two classes are perfectly separable by counting the number of non-zero entries. Discovering this simple rule is however quite challenging for many classifiers, especially with small datasets. Here again, classifiers -MLPs excepted-perform significantly better when run on the transformed data.
Segment pairs.
This section describes a more challenging version of the former in which each data point consists in two sequences of ones in the unit circle (discretized over 100 points), these two sequences being both of length five in class 1, and of length 4 and 6 (in any order) in class 2, which are not linearly separable. The approach is also challenging for metric-based methods (such as kNN, SVM and diffeomorphic learning) because each data point has close neighbors in the other class: the nearest non-identical neighbor in the same class is obtained by shifting one of the two segments, and would be at distance √ 2, which is identical to the distance of the closest element from the other class which is obtained by replacing a point in one segment by 0 and adding a 1 to the other segment. As shown in Table 5 Table 6 : Comparative performance of classifiers on a subset of the MNIST dataset.
MNIST (Subset)
To conclude this section we provide (in Table 6 ) classification results on a subset of the MNIST dataset (LeCun, 1998), reduced to three classes ("3", "5" and "8") with 1500 examples for training and 2000 for testing. We used the raw data directly as input, with d = 784. Diffeomorphic learning slightly improve the original results.
Discussion
In this paper, we have introduced the concept of diffeomorphic learning and provided a few illustrations of its performance on simple, but often challenging, classification problems. On this class of problems, the proposed approach appeared quite competitive among other classifiers used as comparison (the method always ended up either first or second). Some limitations also appeared, that we will discuss in more details. We however point out that all classifiers that were run in our experiments were used "off-the-shelves", as provided from a software package. There is no doubt that, after some tuning up specific to each dataset, each of these classifiers could perform better. Such an analysis was not our goal here, because this paper must be considered as a proof of concept for the method we introduce, and not an attempt at a fair ranking of existing methods. So, the classification rates that we obtained must be analyzed with this in mind. We just note that we also used the exact same version of diffeomorphic learning for all datasets, with fixed values of the parameters and their dependency on the size of the training set.
We first remark that diffeomorphic learning is, because of the use of an RKHS as baseline space for vector fields, a kernel method, which means that it relies on a proper choice of metric in the ambient space. Even though diffeomorphisms enable extremely large transformations, the solution, because of the smoothness penalty, is still a C 1 transformation of the original data and tries to minimize the distortion while classifying the training data (we note that the training set error was zero for all our examples). It would not be difficult, however, to extend the proposed approach to a setting in which an affine transformation is estimated in addition to the diffeomorphism, through an additional finite dimensional control. This addition would not be redundant with the estimated diffeomorphism, because groups of diffeomorphisms of R d generated by RKHS's with radial kernels only contain mappings that tend to the identity at infinity. Such methods are already used in shape analysis (Younes, 2010) , but their applications with large dimensional data will require additional work in order to reduce the complexity of the estimation of the d 2 parameters describing an affine transformation.
The proposed method shares at least one similarity with deep learning (Goodfellow et al., 2016) , in that the prediction is based on a dynamical system, with a gradient computed with a back-propagation algorithm. But there are notable differences, starting with the fact that diffeomorphic learning estimates an invertible transformation of the training data rather than a set of discriminating features. Each point in the final reference frame, observed or not, can be traced back to a unique point in the original frame, which could quite naturally lead to generative data models. Estimating a diffeomorphic transformation is however much more numerically ambitious, as we will soon discuss, resulting, in theory, in the estimation of d d-dimensional displacement vectors per data point, where d is the dimension. (The reduction discussed in section 3 "only" requires computing a d-dimensional vector per training point.) The number of features per dimension (e.g., per pixel) estimated in deep networks is generally much lower.
Unsurprisingly, computation time is currently the main limitation of the method. The largest synthetic examples had 2000 training samples in 100 dimensions, for which training required about one day one our current implementation (on a four-core Intel i7 laptop), and the MNIST example ran over several days. While we have no illusion on the optimality of our own implementation, and similar implementations on more powerful platforms, notably GPU arrays, are available in shape analysis, more thoughts need to be given in trying to reduce the computational load. The computational bottleneck is the evaluation of system (10), which is linear in the number of time steps, T , linear in the dimension, d (assuming a scalar radial kernel) and quadratic in the sample size N . One of the most direct approaches in order to reduce the cost is to replace the optimal expression of v in equation (13) by a sum over a subset of the training points, i.e., to take v(t, ·) = n j=1 K(·, z kj (t))a j (t)
with ∂ t z kj = v(t, z kj ) and z kj (0) = x kj where {k 1 , . . . , k n } is a subset of {1, . . . , N }. The dependency of the computational cost per iteration in the data size would now be of order nN instead of N 2 (because the evolution of all points is still needed to evaluate the objective function and its gradient), but this would also allow for randomized evaluations of the training data (stochastic gradient descent) that would replace nN by nN where N is the size a random subsample used at each iteration. This general scheme will be explored in future work, where optimal strategies in selecting an n-dimensional subset of the training data must be analyzed, including in particular the trade-off it implies between computation time and sub-optimality of solutions. Even though they appeared in a very different context, some inspiration may be obtained from similar approaches that were explored in shape analysis (Younes, 2012; Durrleman et al., 2013; Younes, 2014; Durrleman et al., 2014; Gris et al., 2018) .
We have only considered, in this paper, applications of diffeomorphic learning to classification problems. Extensions to other contexts will be considered in the future. Some, such as regression, may be relatively straightforward, while others, such as clustering, or dimension reduction should require additional thoughts, as the obtained results will be highly dependent on the amount of metric distortion allowed in the diffeomorphic transformation.
