The quasiparticle (QP) energies, which are minus of the energies required by removing or produced by adding one electron from/to the system, corresponding to the photoemission or inverse photoemission (PE/IPE) spectra, are determined together with the QP wave functions, which are not orthonormal and even not linearly independent but somewhat similar to the normal spin orbitals in the theory of the configuration interaction, by self-consistently solving the QP equation coupled with the equation for the self-energy. The electron density, kinetic and all interaction energies can be calculated using the QP wave functions. We prove in a simple way that the PE/IPE spectroscopy and therefore this QP theory can be applied to an arbitrary initial excited eigenstate. In this proof, we show that the energy-dependence of the self-energy is not an essential difficulty, and the QP picture holds exactly if there is no relaxation mechanism in the system. The validity of the present theory for some initial excited eigenstates is tested using the one-shot GW approximation for several atoms and molecules. * ohno@ynu.ac.jp
I. INTRODUCTION
There are variety of excited states of atoms, molecules and any kind of materials, for example, irradiated by laser-, electron-, and ion-beams, and they show variety of fascinating behaviors.
However, lack of a first-principles theory, which can treat arbitrary electronic excited states of materials, has strongly prevented the progress of theoretical studies of such excited states of materials. In 1964, Hohenberg and Kohn [1] invented density functional theory (DFT) on the basis of the variational principle in quantum mechanics. Next year, adopting DFT in the local density approximation (LDA), Kohn and Sham [2] proposed to use the so-called Kohn ε ν ( f ν )d f ν , which should rigorously correspond to the experimental photoemission and inverse photoemission (PE/IPE) spectra, thanks to Janak's theorem, ε λ ( f λ ) = ∂E/∂ f λ for λ = µ or ν, by integration [3] . Moreover, in 1985, Almbladh and von Barth [4] demonstrated that the correct treatment of the exchange-correlation energy produces the KS eigenvalue for the HOMO (highest-occupied molecular orbital) level that is identical to the minus of the experimental, i.e., exact, ionization potential (IP). However, even if one could perform such calculations, the resulting information is just the usual PE/IPE energy or spectra of the system at the ground state only.
In 1984, in order to treat the non-steady states and the electronic excited states of materials, the time-dependent density functional theory (TDDFT) was invented by Runge and Gross [5] .
Although this is a very important theory that may treat arbitrary excited states of materials, there is a serious problem that no systematic way is given to determine the exchange-correlation kernel µ xc , which is a functional of a whole temporal history of the electron density {ρ(r, t)} and the initial wave function Ψ({r i }, t 0 ) at t = t 0 . So, one usually adopts the adiabatic LDA (A-LDA), in which the whole temporal history is completely ignored in the time domain and the simplest LDA is used in the space domain in the functional. The reliability of the A-LDA has been discussed by many authors [6] [7] [8] [9] [10] [11] [12] . Recently, it has been also emphasized to use accurate exchange-correlation functional in the study of excited states [13] .
Of course some of the electronic excited states may be treated with highly accurate quantum chemistry (QC) methods [14, 15] such as the configuration interaction (CI), complete active space (CAS), Møller-Plesset (MP), and coupled cluster (CC) methods. However, these wave function-based methods beyond the Hartree-Fock approximation (HFA) are computationally very heavy and again restricted to the singly, doubly, or triply (perhaps at most quadruply) excited neutral/charged states only.
On the other hand, the Green's function method on the basis of the many-body perturbation theory (MBPT) can directly describe the PE/IPE energy spectra, which are usually called the quasiparticle (QP) energies. The number of the papers using this method such as the GW approximation has increased recent years. One difficulty of using this method is that the MBPT and the Green's function are not easy to understand for the researchers who are not familiar to the field theory. Therefore, the Green's function is not at all popular in the fields of quantum chemistry and materials science. Moreover, there is a serious problem related to the energy-dependence of the self-energy, which has been a long standing issue and the QP picture has sometimes been considered as an approximation. And again, the main issue here is that the Green's function has been always defined on the neutral ground state only, while the initial electronic state in the PE/IPE spectroscopy can be any of the neutral or charged excited states.
The purpose of this paper is to present a simple derivation of the QP theory, which is applicable to any of the initial electronic excited eigenstates | Ψ M γ of the M-electron system (M can be different from the total number of protons N in the system) without invoking the complicated field theoretical MBPT. In the course of this derivation, we will show that the energy-dependence of the self-energy is not an essential difficulty, and the QP picture holds rigorously if there is no relaxation mechanism such as electron-photon and electron-phonon interactions or cascade damping in the continuum energy bands. (Even when there is such a relaxation mechanism in the system, the QP picture should still hold within the lifetime [16, 17] , or equivalently within the mean free path.)
Moreover, it becomes clear that the QP wave functions φ λ (r, s), which are defined as the overlap between the initial state | Ψ M γ operated by a creation or annihilation operator (ψ † s (r) or ψ s (r)) and the final state Ψ M±1 λ | in a PE/IPE process, satisfy the completeness condition but are generally non-orthonormal and linearly dependent. (A relation to the normal spin orbitals in the CI theory [14, 18] will be mentioned in Section II.) Although the QP theory looks like a one-electron approximation, it is not an approximation at all. It should be emphasized that the QP energies and the QP wave functions rigorously include all the necessary many-body information and formally exact in a sense that these quantities yield exact electron density as well as the exact kinetic, local potential, and electron-electron interaction energies. The present theory is exact for any initial excited eigenstate.
The rest of this paper is organized as follows. In Section II, the QP energies and the QP wave functions are defined in connection to the PE/IPE spectroscopy, and the equations satisfied by them are derived. The exact expressions for the electron density and the expectation values for the kinetic, local potential, and interaction energies are derived. In Section III, the same equations are rederived using the Green's functions. In Section IV, a concrete method to calculate the selfenergy is derived by invoking Brillouin-Winger's perturbation theory. In Section V, several test calculations of isolated atoms, ions and molecules using the one-shot GW approximation demonstrate the validity of the present theory. Section VI presents several important remarks: The virial theorem, the Ward-Takahashi identity, which is equivalent to the local charge conservation (the continuity equation), and the macroscopic conservation laws hold, and the Luttinger-Ward functional exists for the total energy, for the excited eigenstate. Finally the DFT universal functional of the density is extended to the excited eigenstate, for which the occupation numbers of all KS levels become its additional dependence, and a variational principle still holds in a restricted Fock space that are orthogonal to all lower lying excited eigenstates. Finally, Section VII is devoted to summarizing this paper.
II. BASIC THEORY
The present formulation can be simply extended to infinite crystal systems, although the summation over k is not written explicitly here. The applicability to crystals is obvious in the case of the ground state because there have been so many papers using GW approximation for crystals.
How about the case of the excited states? If only some finite number of electrons are excited from the ground state, nothing changes in the infinite system. Therefore, the calculations are only meaningful when the finite density of electrons are excited from the ground state. Such calcula- Here ψ † s (r) and ψ s (r) are the (creation and annihilation) field operators. These QP wave functions represent the amplitude of the one-electron difference between the initial and the final states (see In fact, the QP wave functions diagonalize the density matrix
The spin density ρ s (r) is given by ρ s (r, r), and the expectation values of the kinetic and local potential energies in the | Ψ M γ state are given by
In this sense, the QP wave functions φ µ (r, s) have a property similar to the natural spin orbitals introduced by Löwdin more than 60 years ago [18, 19] in connection with the CI theory [14] .
Here, it is beneficial to note that the completeness condition
holds for the QP states. This can be easily seen by sandwiching the anticommutation relation of the field operators 
together with (5) . On the other hand, the QP wave functions are not orthonormal, i.e., not normalized to unity, and even not linearly independent [20, 21] , and therefore they are different from the normal spin orbitals mentioned above in an exact sense. However, one should notice that the overlap matrix S between the QP wave functions satisfies the idempotency relation S = S 2 , i.e.,
where the completeness condition (12) was used in the third equality. So, if one diagonalizes the overlap matrix S by a unitary transformation as S = U † S U according to the canonical orthonormalization procedure introduced by Löwdin [18, 19, 21] , it is realized that the resulting diagonal matrix S satisfies S ( S − 1) = 0 because the original matrix S satisfies S (S − 1) = 0. Therefore the diagonal element of S , i.e., the eigenvalues of S must be either zero or unity. Thus the restricted set of the transformed functions
which correspond to the eigenvalue unity only, becomes linearly independent and satisfies the orthonormality condition
This restricted set of the transformed functions satisfies the idempotency relation S = S 2 . Since
which must be equal to (17) , the completeness condition
is fulfilled also for the transformed functions [21] . In practical calculations, however, one usually assumes that the diagonal elements S λλ are unity. In such cases, one has to redetermine these norms afterwards, because they are generally not unity at all. In this procedure, the unitary transformed S ′ is diagonal but its diagonal elements are no more zero or unity. It has a form [21]
where the submatrix µ is a diagonal matrix, whose elements are not necessarily unity. Then, the orthonormal set must be chosen as
instead of (16) . From this equation, the QP wave functions with the correct norm S λλ are found to be
From Eq. (16), they should be equal to
Comparing these two equations, we have
Because U αλ is unitary,
is obtained. Therefore, one can determine the norm of each QP wave function S λλ using this procedure. Apart from this complexity, the non-orthogonality and linear dependence of the QP wave functions do not bring any essential difficulty in the present formulation.
What we want to emphasize here is that there are vast amount of irrelevant (M ± 1)-electron states, which can be ignored from the summation over all empty states or all occupied states in Eqs. (4)- (9) and (12) . For example, one may consider a lot of independent excitations that are not directly associated with the photoemission process under consideration. Even such excited states are the (M − 1)-electron states, which can be included in the summation over all occupied states.
Of course, such states do not contribute to the intermediate states in Eqs. (4)- (9) and (12), because such multiple excitations cannot occur with the single creation or annihilation operator. This is a clear example of the non-orthonormality: The amplitude for such QP states is zero or almost zero.
The simplest way is to simply remove such (M ± 1)-electron states from the QP states. (We will use this approximation in our test calculations given in Section V.)
Now, let us derive the equation satisfied by the QP wave functions and the QP energies. Since the Hamiltonian H is given by H = H (1) + H (2) with the one-body part (6) and the two-body part,
i.e., the electron-electron Coulomb interaction,
the commutation relation between ψ s (r) and H is given by
Then, by sandwiching this with Ψ , and using Eqs. (2) and (3), we derive
Here, the second term in the right-hand side (r.h.s.) of these equations are rewritten as
by introducing the energy-dependent self-energy Σ s (r, r ′ ; ε λ ) with ε λ = ε µ or ε ν given by Eq. and (29b) simultaneously, one must recognize that the ordinary formulation for the self-energy for the ground state should hold for arbitrary excited eigenstates also.
From (29a) and (29b), the QP equations
are derived. Since there is the energy-dependence in the self-energy, we have to solve these equations level to level. Note that the self-energy has a state dependence only through the dependence on a particular QP energy. In the case of the ground state, it has been demonstrated that the energy dependence can be approximately treated by linearization [22] [23] [24] . However, the energydependence is very important in the QP theory. Indeed, multiplying both sides of Eq. (29a) by
φ * µ (r, s), summing up with respect to µ and s, integrating with respect to r, and using the completeness condition (5) again, we obtain
for the expectation value of the electron-electron Coulomb interaction for the | Ψ M γ state, which is known as the Galitskii and Migdal's formula [25] 
(Notations appearing here will be explained in Section VI.) in the QP representation [26] for the case of the ground state. The crucial points here are that the energy dependence of the self-energy appears in the same way in both Eqs. (30a) and (31) in a general scheme of the non-orthonormal QP wave functions and that Eq. (31) holds not only for the ground state but also for arbitrary excited eigenstates. Equation (31) implies that the information of the self-energy is enough to
state of the system, because the QP wave functions are uniquely obtained by solving the QP equation (30) . In other words, if the self-energy is known, the QP energies and QP wave functions can be calculated by solving the QP equation (30) one by one, and then the electron spin density ρ s (r), the kinetic energy T , the local potential energy v , and the interaction energy E int are obtained via Eqs. (4), (7), (8), and (31), respectively. Consequently the total energy E M γ is obtained from the knowledge of the self-energy only. How to determine the self-energy will be described in Section IV. In next section (Sec. III), we will show that the equations derived in Section II can be rederived by using the Green's function.
III. RELATION TO THE GREEN'S FUNCTION FORMALISM
The equations (29) and (30) 
where the convention to write x = (r, t) is used; T denotes the time-ordered product, and ψ † s (x) = e iHt ψ † s (r)e −iHt and ψ s (x) = e iHt ψ s (r)e −iHt are, respectively, the creation and annihilation operators in the Heisenberg representation. By means of the completeness conditions (5) and (14),
is readily derived. Here we put
and φ λ (r, s) and ε λ (λ = µ or ν) are the QP wave functions and the QP energies defined in Eqs.
(2) and (3).
The Heisenberg equation of motion for the annihilation operator is given by
Operating both sides ψ † s (x ′ ) from the right and the time-ordered operator T from the left, and
where x ′′+ with t ′′ = t means (r ′′ , t + ) with t + = t + 0 + . The self-energy is introduced as
and then the Dyson equation
holds for any eigenstate. Equation (39) is rewritten in the Fourier space as
The Fourier transform of the Green's function (34) with (35) is given by
where δ λ = 0 + for occupied states and δ λ = −0 + for empty states, i.e., δ µ = 0 + and δ ν = −0 + .
Inserting this into Eq. (40) and approaching ω to one of the ε λ 's (λ can be either ν (emp) or µ (occ)), we obtain the QP equation
which is equivalent to Eqs. With the aid of Eqs. (34) and (35), the left-hand side (l.h.s.) of Eq. (38) can be written as
whereas the r.h.s. of Eq. (38) can be written as
Comparing these two equations, we find
for t ′ > t and
for t ′ > t and 
and
These equations are definitely identical to Eqs. (29a) and (29b).
IV. PERTURBATION SERIES FOR THE SELF-ENERGY
Next, we derive a concrete method to calculate the self-energy Σ s . Because here we discuss the energies at an instant time only, even when the system is slowly varying in time, we simply drop all the time dependence in the following expressions.
First, by the eqautions
= 0 for an empty QP state ν and an occupied QP state µ, we introduce the annihilation and creation operators, a λ and a † λ , as
where λ, λ ′ includes both µ and ν. Then, the anticommutation relations of the field operators are written as
From these equations, we can assume that the QP annihilation and creation operators satisfy the anticommutation relations
Note that these relations hold even when the QP states λ, λ ′ are not orthogonal to each other, because Eq. (50) with Eq. (51) satisfies the completeness condition (12) only.
Second, we introduce a hypothetical non-interacting system, where the QPs are not interacting each other, although in real systems the QPs generally interact with each other at least at short distances. This hypothetical system is described by the Hamiltonian
where H (2) self is given by (26) whose operation is restricted to construct the self-energy Σ s only and ineffective for any other interaction. Its eigenvalue equation is given by where we replaced H ′′ with H (2) without restriction because it is obvious that these interactions are not related to the construction of the self-energy but simply related to the construction of the expectation value of A(r, r ′ ). Then, multiplying the both sides of Eq. (60) by
In this matrix element, the QP states µ 4 and µ 3 are removed from and µ 2 and µ 1 are added to the M-particle state | Φ M γ , and after these operations, the M-particle state must be restored to the original state | Φ M γ ; otherwise this matrix element becomes zero. That is, either (µ 1 = µ 4 and µ 2 = µ 3 ) or (µ 1 = µ 3 and µ 2 = µ 4 ) should be satisfied. Of course, this first order approximation rigorously corresponds to the Hartree-Fock energy in the extended HFA [27] . In fact, Eq. (62) becomes 61) is expressed by the diagrams shown in Fig. 3 . This expression is exactly the same as the interaction energy expressed by the skeleton diagrams, i.e., the diagrams expressed by the clothed Green's function (a thick solid line in Fig. 3 ), in the usual MBPT [28] [29] [30] [31] . They also correspond to the same order contribution in the Møller-Plesset theory if the initial excited-state configuration and the full self-consistency are imposed in the latter. Thus we derived exactly the same formula only by using the true eigenstates of the full Hamiltonian and their derivatives such as the QP energies and QP wave functions. An important point here is that we have never assumed the orthogonality of the QP wave functions in these equations. 
The polarization function is evaluated as
as usual, where f (ε) is the Fermi distribution function. Multiplying P(r 1 , r ′ 1 ; ω) by P(r ′ 2 , r 2 ; ω) = P(r 2 , r ′ 2 ; −ω) and i/2π, and integrating it with respect to ω from −∞ to ∞, we obtain a possible term,
whose denominator is identical to the expectation values of the resolvent operator (
the second term of Eq. (61). Final result can be obtained by operating
The eight product of the QP wave functions comes from the expansions (49a) and (49b). All these operations correspond to taking the trace, Tr[Ph (2) Ph (2) ], in the Green's function method [23] .
V. TEST CALCULATIONS
In order to verify the applicability of the QP theory for some initial excited eigenstates, let us first consider a hydrogen atom with N = 1 and for the case M = 0 as the simplest case. Its (M = 0)-electron excited state is none other than a proton. Then, the lowest-energy (empty) QP state having M + 1 = 1 electron is the hydrogen 1s orbital. The self-consistent calculation surely gives this result exactly, because there is no occupied electron. Note that there is no Hartree term, no exchange term, and no higher-order terms. This is so even in the LDA or the generalized gradient approximation (GGA) of DFT. The same thing holds not only for the 1s state but also for any excited eigenstates of the hydrogen atom. Similar situation occurs also for an alkali metal atom like lithium, sodium, and potassium, if we can ignore the core contributions. In this sense, the present excited-state formalism has a chance to serve an extremely good result compared to the ordinary ground-state formalism in some special cases. We use the standard one-shot GW approximation (G 0 W 0 ) by beginning with the LDA [32] for both the ground-state and excited-state configurations of isolated lithium, aluminum, and beryllium atoms and nitrogen, oxygen and lithium (diatomic) molecules with the bond lengths fixed at 1.106Å, 1.216Å, and 2.723Å, respectively, for N 2 , O 2 , and Li 2 (calculated with B3LYP/6-31G* [33] ). We use the all-electron mixd basis, TOMBO code [34] , in which both plane waves (PWs) and atomic orbitals (AOs) are used as basis functions. The face-centered cubic (fcc) unit cell with an edge length of 18Å is used for Li, Li 2 , and Al, and that of 12Å is used for Be, N 2 , and O 2 .
Cutoff energies for PWs, the Fock exchange and the correlation part of the self-energy (as well and doubles (EOM-CCSD) with aug-cc-pV5Z basis set using Gaussian 09 [35] . All the other reference values a−g are experimental data [36] [37] [38] [39] [40] [41] . b References [36, 37] .
c References [38] .
d Reference [39] .
e References [39, 40] .
f Reference [41] .
h References [37, 41] . There is no essential difference between the QP theories using the neutral ground state and Refs. [36, 37, 46, 47] . Arrows represent electrons (spin) occupying the level. the other (neutral or charged) excited states as the initial state, and the GW calculations for the latter excited-state case can be simply performed by just changing the order of levels after the diagonalization. However, in order to compare the results, we will call the former neutral groundstate case the ordinary QP (OQP) theory and the latter excited-state case the extended QP (EQP) theory.
The calculated results of the QP energies of several QP states are listed in Table I for Li, Al, and Be, and in Table II for N 2 , O 2 , and Li 2 , together with the reference values. EC in Table I means the value calculated by the EOM coupled cluster singles and doubles (EOM-CCSD) with aug-cc-pV5Z basis set using Gaussian 09 [35] . References [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] are all experimental data. We find good agreements between the EQP energies of the forward (→) electron absorption process and the backward (←) electron release process. Maximum deviation from the reference value is 1.0 eV in the case Be + ← Be * for atoms, and 0.6 eV in the case Li Tables I and II) . This means that there is no specific deviation in the EQP theory, demonstrating the validity of the present theory. To obtain better agreement, it would be necessary to use the self-consistent GW(Γ) methods [23, 24] . The resulting QP energy spectra of Li + * calculated by G 0 W 0 are shown in Fig. 5 . It is seen from this figure that the agreement between the theory and experiment is very good already in the present approximation.
the interacting systems, although the orders of these states may be different. There is no constraint on the orders of the one-particle states and the QP states, and they can be different to each other.
Therefore, we should not use the standard words "the adiabatic switch on process" for this process because the word "adiabatic" involves the meaning of no level crossing. Instead, it would be better to use the words "the gradual switch on process" to avoid confusion. The gradual switch on of the interaction from time t = −∞ to t = 0 transforms the noninteracting excited state (at t = −∞) into the interacting excited state (at t = 0). (3) Third, according to the Klein's derivation (see, for example, Section 5-6 in Ref. [31] ), the total energy can be alternatively written as
where G
s is the Green's function of the non-interacting system, i.e., the system described by the one-body part of the Hamiltonian H 
Here Σ give the information on the occupation numbers of all KS states. This part only influences the exchange-correlation potential in the DFT. We expect that there is a close similarity between the DFT for excited states and the QP theory for initial excited eigenstates. This argument encourages a direct use of the DFT to an electronic excited state such as in [54] , if a reliable exchangecorrelation functional is used.
VII. SUMMARY
In this paper, we have shown that the quasiparticle (QP) picture, which correspond to the eigenstate is expressed by the energy-dependent self-energy and the QP wave functions in Galitski-Migdal's form. All the formulation is given either with or without introducing the Green's function. We have tried to drive the closed set of equations as simple as possible to be readable for general readers who are not familiar to the field theoretical MBPT. In this derivation, we showed that the energy-dependence of the self-energy is not an essential difficulty. Some simple calculations of isolated atoms and molecules using the one-shot GW approximation demonstrate the validity of the present theory.
We also showed that the virial theorm, the Ward-Takahashi identity, and the conservation laws hold and the Luttinger-Ward functional exists for arbitrary excited eigenstates. Last, we gave a comment on the extension of density functional theory (DFT) to arbitrary excited eigenstate.
We hope that the present theory makes a breakthrough toward the first-principles calculations of arbitrary electronic excited states of materials.
