Introduction
Multistage stochastic programming problems belong to optimization problems depending on a probability measure. Usually, the operator of mathematical expectation appears in an objective function and, moreover, constraints set can depend on the probability measure also. The multistage stochastic programming problems correspond to applications (with an unneglected random element) that can be reasonably considered with respect to some finite "discrete" (say (1 ) 2 M M    ) time interval and simultaneously there exists a possibility to decompose them with respect to the individual time points. Moreover, a decision, at every individual time point say k can depend only on the random elements realizations and the decisions to the time point 1 k  (we say that it must be nonanticipative).
(see e.g. in the financial mathematics the development of the price of market index or the price of bonds). From the mathematical point of view, this type of the development of the random characteristics gives a possibility to obtain suitable properties of the individual decomposed problems.
In spite of the fact that many applications of the multistage problems can be found in the literature, this type of the problems belongs (from the numerical point of view) to very complicated ones. They can practically be solved only approximately. In the literature, there were introduced some approximation methods solution. We can recall multistage version of the Bender's algorithm (see e.g. Dupačová -Hurt -Štěpán, 2002), a scenario approach based on the Barycentric approximation (see e.g. Kuhn, 2005) , aggregation technique (see e.g. Birge -Louveaux, 1997), a discretization based on the stability results (see e.g. Kaňková -Šmíd, 2004; Pflug, 2001; Šmíd, 2004) , Lshaped decomposition algorithm (see e.g. Ruszcyński, 2003) . Some others can be found in Ermoliev -Wets (1988), Wallace -Ziemba (2005) . According to the difficulties of the problem, the introduced models have been mostly linear with "deterministic" constraints sets. We shall deal with the nonlinear model with the individual probability constraints. Obviously, this case can cover more applications. However, we consider the assumptions under which the considered problems can be transformed to the "classical" (generally) nonlinear case with constraints sets given by a system of algebraic inequalities. Moreover, we shall mention the assumptions under which the multistage problem can be decomposed to the system of one-stage parametric problems.
Similar problems with the Markov type of dependence have been investigated in Kaňková -Šmíd (2004) and Kaňková (2005) . However, this paper tries to present more detailed analysis of the problem and, moreover, the stability bounds (suggested on the base of this paper) can be acceptable from the numerical point of view.
Mathematical Definition and Analysis
A general M -stage ( 2) M  stochastic programming problem can be introduced as an optimization problem with respect to some mathematical abstract space (say p L space, 1 p  ) or recursively as a system of parametric optimization problems (considered with respect to the Euclidean space) with an inner type of dependence and mathematical (mostly conditional) expectation in the objective functions of the individual problems. The constraints sets can be determined by multifunctions depending on the "underlying" probability measure.
It is known that (generally) the above mentioned two definitions of the multistage stochastic programming problem are not equivalent. Some assumptions (under which) the existence of the problem solution considered with respect to one definition guarantees the existence of the problem solution, considered with respect to the next definition, are introduced in Kuhn, (2005) . Moreover, then the both optimal values are the same. To this end, crucial assumptions are: "deterministic" (not depending on the probability measure) constraints sets, a random element following an autoregressive random sequence, p L space considered for p   and an additive form of the objective functions.
To introduce the mathematical definition of the multistage stochastic programming problem we employ a recursive approach. To this end let
be a continuous function defined on
A general M-stage stochastic programming problem (M≥2) can be then introduced (see e.g. Birge (1988) ; Dupačová (1995) ; Kaňková (2007) ; Kuhn (2005) or Prékopa (1995)) in the form:
where the function
is defined recursively
are supposed to be depending on the conditional probability measure,
Evidently, the "underlying" random element is completely determined by the system of the conditional probability distribution functions
In this paper, we consider the multifunctions
rather special case when there exist
and, moreover, when the following assumption A.1 is fulfilled
Furthermore, if we define in this case
distribution functions corresponding to F   According to the relation (4) and the assumption A.1 we can obtain for
The multifunctions
determined by a system of algebraic inequalities. The problem introduced by (1), (2) and (4) is then equivalent to the "classical" multistage stochastic programming problem. However, since the constraints sets  is not completely known. Some difficulties can also arise by a construction of the approximate solution schemes. We have to be (in the above mentioned case) very careful. A small change on the right hand side of (5) can rapidly change the probability of constraints fulfilling.
The objective functions of the decomposed problems in (1), (2)
depends (for every 
and a new multistage stochastic programming problem. We denote its optimal value by the symbol ( ) G
 
Furthermore, the following inequality has been proven in Kaňková (2002) 
.
According to the last relations we can see that to evaluate the value ( ) ( ) F G      it can be useful to investigate 
However, it follows from the last relations that to evaluate the value (9) the wellknown results achieved for one-stage problems can be employed with
  To this end, it is necessary to find the assumptions under which (for every available values 
Auxiliary Assertions
To recall some former results from one stage optimization theory, let
random vector with distribution functions G  and one-dimensional marginal distribution functions 
Evidently, it follows from Lemma 1 that if there exists 1 2 
and, moreover,
The following assertion follows immediately from the assertion of Lemma 2.
If the assumptions of Lemma 2 are fulfilled,
Evidently, the assertion of Lemma 1 "decomposes" (from the mathematical point of view) the stability of one-stage stochastic programming problems to the problems with constraints depending on the "underlying" probability measure and to the problems with a probability measure in the operator of mathematical expectation only. Lemma 2 and Corollary 1 can be useful for the investigation of "stability" of the constraints sets or equivalently the corresponding multifunctions.
To investigate the stability of the problems in which probability measure appears in the operator of mathematical expectation we employ the Wasserstein metric 
then the Wasserstein metric will be completely determined by the norm  (for more details see Rachev, (1991) and Vallender, (1973) ). We denote by L norm) has been proven on Kaňková -Houda (2006a) . To obtain the last assertion, the results of Valander (1973) have been employed. Evidently, the bound determined by the assertion a. is suitable for a theoretical investigation, while, the bound introduced by the assertion b. is more acceptable from the numerical point of view.
Discussion and Conclusion
It follows from the relations (5) and (8) that to introduce an equivalent "classical" multistage problem to the problem defined by (1) and (2), first, it is necessary to determine the value of the quantiles careful by a construction of approximative solution schemes. Some results about approximation constraints set can be found in Kaňková (1996) . However, moreover, solving multistage problem we have to state the assumptions under which the constraints sets Lemma 3 introduces the stability results for one-stage stochastic programming problems in which probability measure appears in mathematical expectation while the constraints set is "deterministic". Applying, this results to the multistage case we can employee the approach of Kaňková -Šmíd (2004) . However, in this case, we have to modify this approach with respect to constraints set depending on the probability measure. Moreover, to verify the assumption on the functions k F g it can be more complicated in this case. To this end the results of Kaňková (1998), Kaňková -Šmíd (2004) can be employed. To apply the assertion b. of Lemma 3 to the case of empirical estimates we can employ new results of Kaňková -Houda (2006a , 2006b ) and based on empirical processes. (for more details see e.g. Shorack -Wellner, 1986 ). Consequently, theoretically it is possible to construct approximate solution schemes with the former determined approximation error in the case of deterministic approximate solution scheme; and with exponential rate of the convergence in the case when empirical measure replaces the theoretical one. However, to present the corresponding constructions is over the possibility of this paper.
