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Abstract 
In this paper, we introduce new functions as generalizations of the incomplete gamma functions. The functions 
are found to be useful in heat conduction, probability theory and in the study of Fourier and Laplace transforms. 
Some important properties of the functions are studied. We have investigated the asymptotic behavior, Laplace 
transforms, special cases, decomposition formula, integral representations, convolutions, recurrence relations 
and differentiation formula of these functions. Applications of these functions in evaluation of certain inverse 
Laplace transforms to the definite integrals and to the infinite series of exponential functions are shown. 
Keywords: Incomplete gamma functions; Convolutions; Laplace transforms 
1. Introduction 
The closed-form solutions to a considerable number of problems in applied mathematics, astro- 
physics, nuclear physics, statistics and engineering can be expressed in terms of incomplete gamma 
functions [ 2,9-12,16,20-23,27,32,34] 
J 
* 
y(a, x) = ta-‘e-‘dt, Re cy > 0, 
0 
(1) 
T(a, x) = 
Jrn 
tam’e-’ dt. (2) 
X 
These functions were first investigated for real x by Legendre [ 24,251. The functional behavior of 
these functions and the decomposition formula 
r(a) = y(a, x> + r(W x) (3) 
* Corresponding author. e-mail: facdO12@saupmOO.bitnet. 
0377-0427/94/$07.00 @ 1994 Elsevier Science B.V. All rights reserved 
SSDI0377-0427(93)E0173-J 
100 MA. Chaudhry, S.M. Zubair/Journal of Computational and Applied Mathematics 55 (1994) 99-124 
were studied by Prym [ 141. The older theory of the incomplete gamma functions and references to 
the literature are given in [ 6,28,29]. 
Recently, the authors have shown [ 11,12,35-371 that the closed-form solutions to several problems 




y(wx;b) = p-le-t-bt-’ &, forb=O, Rea>O, 
Jo 




They have shown that the functions r(O, x2/(4at); Ax*/(4cu)), ~(fi, x*/(ht); AX*/(~CX)) ml 
q-z, x2/(4at); Ax2/(4a)) are solutions to the heat equation with time-dependent boundary condi- 
tions. 
It should be noted that if 
Y(W x; 0) = y(a, x) 3 
r(a,x;O) = r(a!,x). 
we take b=O in (4) and (5), we get 
(6) 
(7) 
Without loss of generality, we shall assume that b $0. 
Chaudhry and Ahmad [ lo] have introduced the probability density function 
f(x) = ZEexp(-(fix - fix-‘)*), (Y > 0, p > 0, x > 0, 
useful in size modeling. The cumulative probability function of the density (8) can be simplified in 
terms of the generalized incomplete gamma function: 
F(x) = 1- ~,,~,&Xp,, 
fi 
(Y > 0, p > 0, x > 0. 
Ahmad et al. [2] have also considered a class of three-parameter probability density functions 
a/* 
g(x) = cxn-l exp(-ax-bx-‘), a>O, b>O, c-l=2 i 
0 
&(2&z). (10) 
The cumulative probability function of the density ( 10) can be expressed in terms of the generalized 
incomplete function to give 
G(x) = 1 - ca-“r( a, ax; ab), a > 0, b > 0. (11) 
It was shown [2] that some of the well-known probability densities such as Weibull, log-normal, 
gamma, Chi-square, inverted Gaussian and their inverted densities are special cases of the density 
( 10). Therefore, the cumulative density functions of all these classical probability densities can be 
expressed in terms of the function (5). 
In this paper, we have studied important properties of these functions such as asymptotic behavior, 
Laplace transforms, special cases, decomposition formula, integral representations, convolutions, re- 
currence relations and differentiation formula. It is anticipated that the work presented in this paper 
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will inspire scientists and engineers to find wide applications of these functions in several physical 
problems. 
It should be noted that for the most part the expressions used are analytic and hence retain their 
validity for the complex case because of the principle of analytic continuation. 
2. Main results and applications 
Theorem 1 (Decomposition theorem). 
y(a, x; b) + Iycu,x; b) = 2!7”‘%,(2&), b > 0. (12) 
Proof. This follows from the definitions (4) and (5) of the generalized incomplete gamma functions 
and from [ 14, p.82 (23)], [ 15, p.146 (29)]. Cl 
In view of the decomposition formula ( 12)) it is sufficient to study the properties of the function 
r(a,x;b). 
Theorem 2. 
r co ta-le-at-bt-’ dt = u-~~(cY, ax; ab) , a > 0. (13) 
JX 
Proof. The left-hand side equals 
I O” p-le-at-bt-’ dt_ x 




.: [a-l e-t-ab[-’ dr = a-“r( CY, ax; ub) , 
which is the right-hand side. 0 
Theorem 3 (Laplace transform representation). Let L be the Lupluce trunsform operator. Then, 
L{ (t + x)n-le-b’(x+r); s} = seaeSxr( a, sx; bs) , s > 0. (14) 
Proof. This follows from ( 13) when we take a = s and use the transformation t = 7 + x. 0 
Theorem 4 (Recurrence relation). 
T( a + 1, x; b) = ar( a, x; b) + br( a - 1, x; b) + xae-x-bx-‘. 
Proof. 
(15) 
&ae-x-b+ = (aXa-l + bx”-2 _ Xn)e-x-bx-‘e 
(16) 
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Integrating both sides in ( 16) with respect to x from x to cc and using (5), we get 
_Xde-X-bX-’ =ar(a,x;b)+br(cu-l,x;b)-T(cu+l,x;b). 
Rearranging the terms in (17) yields the proof. q 
Corollary. 
r( a + 1, x) = cur( LY, x) + xLlewx. (18) 
Proof. This follows from ( 15) when we take b = 0. 0 
Theorem 5 (Differentiation formula). 
$ (~(cY, x; b)) = -xn-le-x-bx-‘. 
Proof. This follows from (5) when we differentiate with respect to x. q 
Corollary. 
-j-(r(a+ 1,x)) = -xa-le-X. 
Proof. This follows from (19) when we take b = 0. q 
Theorem 6 (Parametric differentiation). 






= -r(a - 1,x;b). cl (22) 
It should be noted that the process of differentiation with respect to the parameter b under the 
integral sign in (22) is justified [ 7, pp. 427-4481. 
Theorem 7 (Connection with other special functions). 
I’(i,x;b) = $6 e [ e2Jh13fc(fi- $2) +e2A13fc(fi+ $)]. 
Proof. It follows from (5) that 
(23) 
(24) 
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Substituting T = l/t in (24), we get 
r ( > i, i; b = edbx({ebx} * {~-3/2e-‘/“}), (25) 
where “*” is the convolution operator defined by 
s 
x 
a(x) * b(x) = a(x - t)b(t) dt. 
0 
(26) 
We can write (25) in the operational form [ 15, p.131 (20) and p.246 (10) I 
(27) 
Replacing x by l/x in (27) and using the identity [ 15, p.246 ( 10) 1, we get the proof of (23). Cl 
Corollary. 
f(+x;b) = 2LE[e-2AJ$fc(J;- $2) -e’A13fC(fi+ $)I. (28) 
Proof. This follows from (23) when we use the parametric differentiation formula (22). Cl 
Remark. It should be noted that the functions f ( i, x; b) and Z’( - i, X; b) can be expressed in 
terms of the incomplete gamma and confluent hypergeometric functions by using the relations [ 14, 
p.133 (42) ] and [ 19, p.940 (8-351) (4) ] and the equations (23) and (28). We have the following 
representations: 
Z( i, x; b) = e-x-bx-’ [~(~,~;u) +$(;,;;u)], (29) 








Remark. In view of formula (22) and the identities (23)) (28) -( 32), it follows that we can always 
express Z’(n+~,x;b),n=O,fl,f2,f3 ,..., in terms of the complementary error functions. 
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Theorem 8 (Laplace transformation). Let L be the Luplace transform operator. Then, 
L{T(a, t;b);p}= ;h”/‘[K,(2&) - (p + 1)-a’2K~(2~~)], b > 0, p > -1. (35) 
Proof. According to the decomposition theorem ( 12)) we have 
~(cx, t; b) = 2b”/2K,(2&) - J 1ra-1e-7-b’-’ dr, b > 0. (36) 0 
We can write (36) in the convolution form as 
T(a, t; b) = 2ba/2K,(2&) - {I} * {t~~le-f--hrl}. (37) 
Taking the Laplace transform of both sides in (37)) and using the identities [ 15, p.131 (20) and 
p.146 (29)], we get the proof of (35). 0 
Corollary. 




Proof. This follows from (23), (28) and (32) when we use the fact [23, p.112 (5X5)]. Cl 
Theorem 9 (Laplace transformation). 
L{+,+;b);p}=;(p+b)Qi2K,(2~fl), p>-b. (40) 
Proof. According to (5), we have 
T(a, f; b) = 1; ra-1e-r-b7-’ dr. 
Substituting r = 1 /t in (41), we get 
I’(*, f ; b) = 1’ e-bCe-llE-$. 
Multiplying both the sides in (42) by ebf , we get 
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which can be written in the convolution form as 
e”‘T(a, f; h) = {ebf} * {--&e-11’}. (44) 
Taking the Laplace transform of both sides in (44) and using [ 15, p.131 (20) and p.146 (29) 1, we 
get 
L{eb’T(a, f; b);p} = -$ga12K,(2fi), p > 0. (45) 
Using the shift property [ 15, p.129 (5) 1, we get the proof of (40). q 
Corollary. (See [ 15, p.179 (32)].) 
L{r(~,f);p}=Zp”/2-1K,(2\/ji), p>o. 
Proof. This follows from (40) when we take b = 0. 0 
Corollary. 
L{eP2&Erfc(-$ - Jh;) +e2fiErfc(-$ +&);p} = :ew2fi, p > -b, 
L(e2&Erfc(--$ - 6) -e2i/iErfc(-$ + &);p} = :b’f’(p + b)-1/2e-2fi, 
(46) 
(47) 
p > -b. (48) 
Proof. This follows from (23), (28) and (39) when we use the fact [ 23, p.112 (5.8.5)]. In 
particular, when b = 0 in (47)) we get 
L{Erfc(-$);p} = beP2&, p > 0. 0 (49) 
Note. The entry [ 15, p.176 (6) ] seems incorrect. This can also be seen from (45) and (47). 
Theorem 10 (Definite integrals). 
Proof. According to (44)) we have 
(50) 
(51) 
Taking the convolution of both sides in (51) with {e”‘} and using the associative property of 
convolution, we get 
{e”‘} * {eb’T(a, 5: b)} = ({e”‘} * {ebf}) * { $}. (52) 
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However, 
{eAf} * {ebt} = & [{ebr} - {e”}]. 
Therefore, it follows from (52) and (53) that 
{e”*} * (e6’I‘(a, f:b)j = & [{ebf} * { $} - {e”‘} * { $}I, 
which can be simplified by using (51) to give 
e*‘~e(b-“)X~(a, i; b) dx = &[d’r(a,f;b) -eAt~(ct,~;A)]. 
The multiplication of both sides in (55) by eeAt yields the proof of (50). 0 
Corollary. 





Proof. This follows from (50) when we take A = 0 and use (7). In particular when we take LY = 0 
in (56), we get 
~e”T(O,~;b)dx=~[e”T(O,f;b) +Ei(-i)], b>O, 
where Ei( x) is the exponential integral function [ 19, p.925 (8.211) ( 1) 1. El 
Corollary. 
e”r(a,i;b) ,.(a,;), forallb>,O,x>O, 




Proof. Since the integrand in (56) is positive for all b and (Y when x > 0, it follows that 
f[e”‘r(a,f;b) -I.(a,f)] 20, t>O. (60) 
Therefore, if b 2 0, we get (58) from (60) and if b f 0, we get (59) from (60). 0 
Corollary. 
(61) 
Proof. Letting b --f A in (50) and using the l’H8pital rule, we get 
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(62) 
From (22) and (62) we get the proof. 0 
Remark. It should be noted that (61) is extremely important for practical purposes. Several of its 
special cases can be considered when we specialize the parameters (Y and A. In particular, when we 
take A = 0 in (61)) we get the interesting identity 
~+,;)d,=+x,;) -+Y-l,f), 
which does not seem to be available in the literature. Similarly, the cases when a = 0, IZ + i, 
n=O,fl,f2 )..., are also of interest to engineers and scientists. 
Theorem 11. For cy < -1 and b < 0, 
r(a,x;b) <ebT(cY,b+x), x>O. (63) 
Proof. Let f(x) = eXr(a, x). Then, according to [ 14, p.135 (12)], 
f’“‘(x) =(-l)“(l -a),,e”r(cu-n,x), n=0,1,2,3 ,... . 
Using the Taylor expansion theorem and (64), we get 
eb+‘r( a, b + x) = 
or 
ebr(a, b + x) = c O” Y(l - cu)J(a - ?z,x). 
n=o . 
Using the series expansion of eeb’* in (5), we can write 
r(a,x;b) =f+$&a.-n,x). 
n=o * 
Comparing (65) and (66), we get the proof of (63). 0 
Note. It is conjectured that the inequality (63) can be improved. 
Theorem 12. 
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n! r(l - n,x) = T(l,x;b). 
However [ 14, p.136 (19)], 
r(1 - n,x) = x1-“E,(X). 
From (68) and (69) we get the proof. 0 
(68) 
(69) 
Theorem 13. Let f,,(x) = xi,2 m! (-x)“‘+’ be the polynomial of degree n. Then, 
r(O,x;b) =oFi(-,l;b)E,(x) +F$‘,,(;). 
n=, (n!)2 
(70) 
Proof. This follows from (66) when we use the result [ 14, p.137 (20) 1. 0 
Remark. It should be noted that (70) is extremely important to determine the asymptotic behavior 
of r(O, x; b) and hence of r(n, x; b), n = 0, fl, f2, f3, . . . . 
Theorem 14 (Asymptotic formula). For fixed b > 0 and LY, 
T(cq x; b) - 2ba12K,( 2&) - xae-x-bx-‘, as x -+ O+. (71) 
Proof. It follows from (5) that for b > 0, 
r( a, x; b) = 2b”/*K, (2&) - 
s 
’ ta-‘e-r-bf-’ dt, b > 0. (72) 
0 
However, for fixed b > 0 and (Y, 
s x t a-l&4-’ & a -x-bx-' -+xe 9 as x -+ O+. 0 
Letting x + 0 in (72) and using (73)) we get the proof of (71). 0 
(73) 
Theorem 15. (See [ 14, p.100 (19)] .) 
Ku(2w) = pa12(p + b) -a/2 2 FP-“/~K~-.(~&), p > 0, b > 0. 
n=l * 
Proof. Replacing x by 1 /t in (66)) we get 
(74) 
Taking the Laplace transform of both sides in (74) and using (40) and [ 15, p.179 (32) 1, we get 
the proof. q 
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Theorem 16. Let F, be the cosine transform operator. Then, 
;y = &a-(& ap2; $?2y2), a > 0, P > 0, Y > 0. 
Proof. This follows from (23) and from [ 15, p.15 (15)]. 0 
Theorem 17. Let F, be the sine transform operator. Then, 
;y =Jrryr(-~,c@;$2y2), ff >o, p>o, y>o. 
(75) 
(76) 
Proof. This follows from (28) and from [ 15, p.74 (26) 1. 0 
Theorem 18 (Connection with trigonometric functions). For w > 0 and x 3 0, 
y( i, x; iw) + r( i, x; iw) = J;;e-&[cos( J2w) - i sin( a)]. (77) 
Proof. This follows from the decomposition theorem (12) when we take LY = i and substitute b = iw, 
w > 0, and use the fact that K1/2( z ) = dmeez. Cl 
Remark. In view of ( 12) and (77)) it follows that the sum y( n + i, x; iw) + r(n + i, x; iw) can 
always be expressed in terms of trigonometric functions for w > 0, x 2 0 and n = 0, f l,f2, f3, . . . . 
For other values of Q the problem remains open. However, we have 
Ir(a,x;iw)l < r(a,x), x 3 0, w > 0, (78) 
and 
ly(cu,x;iw)I<y(a,x), ~20, ~30. (79) 
3. Graphical and tabular representation of the function ~(cu, x; b) 
For numerical and scientific computations, the generalized representation of an incomplete gamma 
function can easily be tabulated by using IMSLFORTRAN subroutines for mathematical applications 
[ 381. In this regard, the values of the function are calculated by using the numerical integration 
subroutine QDAGI. The subroutine uses a globally adaptive scheme in an attempt to reduce the 
absolute error. We emphasize that QDAGI is an implementation of the subroutine QAGI, which is 
fully documented in [ 311. 
The modified Bessel functions of the third kind that are used for normalizing the function (cf. 
Theorem 1, Eq. (12)) are computed by the IMSL subroutine BSKS which is based on the work 
of Cody [ 131. On the other hand, subroutine GAMIC is used for the incomplete gamma function, 
which is based on the computational procedure of Gautschi [ 181. It should be added that T(cw, x; 0) 
calculated by using the numerical integration subroutine QDAGI provides exactly the same results as 
that of the incomplete gamma function calculated by the subroutine GAMIC. 
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Table 1 














































i 0. nnnoo 
I. nnnnn I 00000 
1 .00000 i on000 
I onnnn I. onooo 
0.99999 I. non00 
0.99990 1.00000 










n. 49U86 0.70290 
0,43Gll7 0. 72148 
0.38185 0.66152 
0.33571 0. GO445 




0. in166 0.37696 
0.161RR 0. 34270 
0. 14457 0.31165 
0.12937 0.28354 
0.11599 0.25810 









0. 0nnnG 0.001116 
n.rmn3 0. on009 
0. rmcm~ n.ono05 
n.nnooi o.onon3 
0. no000 o.nonoi 
0.00000 0.00001 
0. moor1 0.00000 
0. 00000 0.00000 
0.00000 0.00000 



































































































































0. 0004 7 
o.nnn26 





n. norm I 
C(a, b) n.mw 0.77973 0.171)51 O.Oh9AR 0.04186 
I?(a, I; b) = I-(n,r; b)/C(a, b), C(n, b) = 2b”“Ii,(2&) 
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Table 2 
Normalized representation of the generalized incomplete gamma function (a = -0.75) 
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C(a,b) 0.77390 n.25581 0.17537 0.0717’, n.nhh19 
__________.___-______-__--___~. ._._______ __.__-___ _ .-..__---__- ._____-___-_______ 
T*(a,=:; b) = r(o,t; b),/C(a,b), C(U, b) = 26""'li~(2&) 
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Table 3 
Normalized representation of the generalized incomplete gamma function ((Y = -0.50) 
2 r*(a,s; 0.5) T’(n,z; 1.0) r’(a, I; 1.5) r’(a,z;2.0) r*(a, z; 2.5) 
n.oloon 1. nonnn 1 ,ooooo 
n.02noo i no000 I. 00000 
0.03000 1. onono 1.00000 
0. moo0 1.00000 i.00000 
0.05000 0.99997 1.00000 
0.06onn 0.99983 1. no000 
0.07000 0.9994n 1.00000 
0.08onn 0. 998~1~1 1, no000 
0.09000 n. 9967h 0.99999 
0. lonno 0.99hO9 0.99996 
0.15000 0.96420 0.99832 
0.20000 0.91072 0.99027 
0.25000 0. Obb56 0.97195 
0.3nnoo 0.77467 0.9’1312 
0.35000 0.70603 0.90576 
0. bono0 rl.61113fl n.86251 
0. ~15000 O.5R165 0.81582 
0.50000 n.5272h 0.76765 
0.55000 n.4780n 0.719’(‘1 
0.60000 0.113361 0.67221 
0.65000 fl. 39365 0.62661~ 
0.70000 0.35772 0.58315 
0.75000 0.335bl 0.5h198 
o.annoo 0.29633 0.50325 
0.85000 0.270111 0.06697 
0.90000 0.20653 O.ll3311 
0.95000 0.72522 0.00159 
I. on000 0.20596 0.37231 
1.50000 o.nn.w4 0.17559 
2.00000 n 0406 1 0. cm095 
2.50000 0.01951 0.04222 
3.00000 0.00969 0.02146 
3.50000 o.onh93 n.niiil 
4. onoon o.nn256 0. no584 
4.50000 0.00135 0.00311 
5.00000 0.1~0077 0.00167 
5.5nooo 0.00039 n.non9l 
6.0n000 0 mo2i 0.00050 
6.50000 o.nool2 o.ono27 
7.00000 o.onnn6 0.00015 
7.50000 0. nooo~r o.oono8 
8.00000 n.r)oow 0.00005 
a.50000 0. noon i 0.00003 
9.00000 o.nnon1 0.00001 
9.50000 0.D0000 0.00001 











































































































































C(a, 6) 0.609Jln 0.23987 0.17’195 n .n7hoo 0. 0117115 
____________________-______._______________._______----__---_____-______.____ 
I-*(a,z;b) = l-(a,z;b)/C(a,b), C(a,b) = 26a’21Ca(2~) 
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Table 4 
Normalized representation of the generalized incomplete gamma function ((Y = -0.25) 


























































































































































































C(a, b) 0.53067 0. 7707h n. 17773 0. “7”5,, n.n5llRfl 
r’(a,t;b) = r(a,t;b)/C(o,b), C(a,b) = 26a”Iia(2d) 
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Table 5 
Normalized representation of the generalized incomplete gamma function (Q = 0.00) 
t -Ei(-r) Y(cY, +; 0.5) r*(a,+; 1.0) r*(a, 2; 1.5) r’(o,z;2.0) 
0.01000 4.03793 0.99998 0.99999 0.99999 
0.02000 3. 35471 0.99999 0.99999 0.99999 
0.03000 2.95912 1.00000 1.00000 n,99999 
0.04noo 2.68126 1.00000 1.00000 0.99999 
0.05000 2.46790 0.99999 1.00000 0.99999 
0.06000 2.29531 0.99995 1 ,ooooo 0.99999 
0.. 07000 2.15084 0.99981 1.00000 0.99999 
0.08000 2.02694 0.99947 0.99999 0.99999 
0.09000 1.91874 0.99884 0.99999 0.99999 
0.10000 1.82292 0.99780 0.99998 0.99999 
0.15000 I .46446 0.98416 0.99935 0.99’)96 
0.20000 1.22265 0.95554 0.99576 0.99958 
0.25000 1 .0442tl 0.91554 0.08656 0.99781 
0.30000 n.905ha 0.86882 0.97060 0.9933n 
0.35000 n. 79422 0.81902 0.948 15 0.98497 
0.40000 n. 70238 0.76857 0.92025 0.97230 
0.45000 0.62533 0.71902 0.88820 0.95528 
0.50000 0.55977 0.67127 0.0532’1 0.93428 
0.55000 0.50336 0.62584 0.81646 0.90987 
0.60000 0.45430 0.58296 0.77075 0.08269 
0.65000 0.41152 0.54273 0. 711082 0.05337 
0.70000 0.37377 0.50513 0.70320 0.02253 
0.75000 0.34034 0.47009 0.66630 0.79060 
0.80000 0.31060 0.43748 0.63040 0.75829 
0.05000 0.28402 0.40719 0.59571 0 72574 
0.90000 0.26018 0.37905 0.56237 0.69135 
0.95000 0.238711 0.35295 0.53045 0.66137 
1.00000 0.21938 0.32072 0.50000 0.631101 
1.50000 O.lrlOO2 0. 161121 0.27177 0.36990 
2.noooo 0.04890 0.00446 0. 14676 0.2093:1 
7.50000 0.02491 0. 04446 0.07974 0.11731 
3.onnoo 0.01305 0.02382 ft.04369 0.06571 
3.50000 0.00697 0.01294 0.02Ul4 0.03691 
4.00000 n.oo3rn 0.00711 0.01343 0. nm80 
4.50000 0.00207 0. on394 0.00752 n.o117/ 
5.00000 o.00115 0.00220 0. nww 0.00669 
5.50000 0.00064 0.00124 o,On%~~O n.onu31 
h.nooorI 0.00036 0.00070 0.00136 0 00:~ I P, 
6.50000 0. 00020 0. 00040 0. no070 0.00125 
7.00000 n.00012 0.00023 0. no045 n.nou7;~ 
7.50000 n.ooonr 0.00013 0. mn26 0. 001)47 
t3.00000 0. no004 0.00007 O.l1c1(115 n. on024 
a. 50000 0. on007 o.onoo4 0. nnon9 0.00014 
9.00000 0.00001 0.00002 o.ncm5 n.nnnc\o 
9.50000 0.00001 0.00001 0. no003 0.0~1005 









































n nlMT6 1 
n.011035 






r*(m, +; b) = l-(a, I; b)/C(a, b), C(c*, b) = 2b"/2A',(2di) 
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Table 6 
Normalized representation of the generalized incomplete gamma function ( LY = 0.25) 



















































0. 48344 0.99999 
n.46n41 0.99997 
0.44031 0.99990 
n. JI27411 0.99971 
n. 40633 0.99934 
0.39166 0.99872 
0.33317 0.98996 
0.79015 n. 97008 
0.75637 0.94053 
0.77067 0.90426 
























n. oonn9 0,00070 
0. rlooo5 0 now i 
o.nnno3 0. non24 
fl.00002 0.00014 
o.nooni n 00008 
0.00001 0. no005 
0.00000 0.00003 






























































































C(n, b) 3.62561 n. J1h624 0.73076 0. i408i 0.09335 
-______-__ ___.__ ____..________.. ___ -__._ _ -_-__ ____._____________ .._.. __________..__ 
r’(a, 2; 6) = r(a,z; b)/C(a,l), C(a, 6) = 2F"'Ii,(2fi) 
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Table 7 
Normalized representation of the generalized incomplete gamma function (cy = 0.50) 
2‘ Y(a, 2; 0.0) I”(qq0.5) r*(a,z; 1.0) T’(a,z; 1.5) r*(@, E; 2.0) 
0.01000 0.08754 0.99999 0.99999 0.99997 
0.02000 0.84148 0.99999 0.99999 0.99998 
0.03000 0.80650 0.99999 0.99999 0.99998 
0.04000 0.77730 0.99999 0.99999 0.99990 
0.05000 0.75183 0.99999 0.99999 0.99998 
0.06000 0.72903 0.99998 0.99999 0.99998 
0.07000 0.70828 0.99994 0.99999 0.99998 
0.00000 0.68916 0.99984 0.99999 0.99998 
0.09000 0.67137 0.99963 0.99999 0.99998 
0.10000 0.65472 0.99928 0.99999 0.99998 
0.15000 0.58380 0.99383 0.99977 0.9999.7 
0.20000 0.52709 0.98048 0.99032 0.99983 
0.25000 0.47950 0.95939 0.99416 0.99710 
0.30000 0.43850 0.93218 0.98619 0.99704 
0.35000 0.40278 0.90067 0.91402 0.99292 
0.4nooo 0.37109 0.86640 0.95778 n.9nGl9 
0.45000 0.3427R 0.83055 0.93793 0.97659 
0.50000 0.31731 0.79404 0.91504 0.964Oh 
0.55000 0.29427 0.75751 0.88974 0.94075 
0.60000 0.27332 0.72143 0.06259 0.93091 
0.65000 0.25421 0.60614 0.03411 0.9108h 
0.70000 n.23672 0.65186 0.00477 0.80893 
0.75000 0.22067 0.61875 0.77493 0.86547 
0.80000 0.2059n 0.58590 0. 74492 n.84oon 
0.85000 0.19229 0.55636 0.71501 0.81472 
0.9oqoo 0.17971 0.52716 0.68539 0.78901 
0.95000 0.16808 0.49930 0.65624 0.76240 
1.00000 0.15730 0.47276 0.62770 0.73561 
1.50000 0.08326 0.27146 0.38811 0.48623 
2.00000 0.04550 0. 15544 0.23236 0.30366 
2.50000 0.02535 0.08929 0.13750 0.18495 
3.00000 0.01431 0.05150 o.n8101 0.11127 
3.50000 0.00815 0.02982 0.04767 0.06G57 
4.00000 0.00468 0.01733 0.n2806 0.03364 
4.5ooon o.oo270 o.nioii o.niG52 0.0235n 
5.onooo 0.00157 0.00591 0.00974 0.01'101 
5.50000 0.00091 0.00346 0.00575 0.00833 
6.00000 0.00053 0.00203 o.on340 0.00'195 
6.50000 0.00031 0.00120 o.nn201 0.00294 
7.00000 0.00018 0.00071 o.onli9 n.00175 
7.50000 0.00011 o.oonh2 o.nn070 0.00104 
8.00000 0.00006 o.oon25 0.00042 0.00062 
8.50000 o.ooon4 0.00015 0.00025 o.oon37 
9.00000 0.00002 o.oono9 o.nnni5 o.ono22 
9.50000 n.nooni 0.00005 0. 00009 o.nonl3 















































C(a, 6) 1.77745 0.43091 0.23907 n.153n3 n. in476 
r’(a, z; b) = r(a,+; b)/C(a, b), C(cr,b) = 2b”‘2K,(2~) 
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Table 8 
Normalized representation of the generalized incomplete gamma function ((Y = 0.75) 

















0.45000 0. 5n264 
0.50000 0.47206 
0.55000 0. 44370 
0.60000 0.41732 
0.65000 n. 3977G 
0.70000 n.3G983 













5. on000 0.00353 
5.50000 o.no71fl 
6. onoon o.nnl25 
6.50000 n. 00074 
7.00000 n no0411 
7.50000 0.00076 
































0 5hlrb2 0.68719 
0.331176 0.45067 
0.20170 0.20327 
0.12083 0. 17463 
0.07223 0. in658 







0.001 lo o.on187 
a.00071 o.noll3 



























































































II no7 i 3 
0.00129 
n, nnn 7a 
0. mm4 7 
0 on029 
0 nnn i 7 
C(a, b) 1.27542 0.43043 0.75581 0. 16993 n. 1 I’?83 
_____________________________________________________________________________ 
r’(a, I; b) = r(a,z; b)/C(a, b), C(a, b) = Zb”“K,(2v’%) 
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Table 9 
Normalized representation of the generalized incomplete gamma function ((Y = 1 .OO) 




































































0.49659 0. 77744 
n.47237 0.75011 
0. 44933 n.72292 
0.42741 0.69603 
0.40657 0.66954 
0. 38674 0.64356 
0.3hiflo 0.61014 
n.22313 0.4077 1 
0.13534 0.75’149 






0. nmn9 0.00050 
n owho o.no5l9 
O.mi5n 0.00316 
n.00091 0.00193 
0. no055 n.Ooli7 
0.000311 o.nno7i 
n.nn07n 0. on043 
o.non17 0. non26 
0.00907 0.00016 
0. on005 n.00010 
0.99996 I owns 
0.99996 i oomi 
0.99996 i nonon 
0.99996 I mm0 
0.99996 i Ononn 
0.99996 I mm 
0.99996 i oonnn 
0.99996 I Onnnn 
0.99996 i nnow 
0.99996 I. nnnnn 










0.9n225 0. 94’,67 
O.RO15B 0.93537 
0. a5980 n.9iY5n 
0.03715 n.9nwh 
0.81385 0.138.382 
0. 790119 0.861135 
0.76606 II. 8~1~103 
0. 74189 n.82303 
n.5iwo n.anmn 









0. nor169 tn.00631 
n.nw87 n.on39i 
0. 00 176 0 ow4t1 
0.00107 n.oni47 
0, nnoh5 n. nmr9n 
0. on040 n mm5 
o.nnom n.nno31b 
o.ono15 n 0007 i 
_________________________________________---_____-_____--______-____-~_____--_ 
‘3a, 6) I. onnnn n.4w134 0.27973 n. 19776 0. 13967 
__-___________,__________________-_____-_______________________________________ 
I-(a, I; b) = I-(a, z; b)/C(a, b), C(a, b) = 2b’+L(2d$ 














c 0.20 i 
0.00 
.Ol 2 3 4 .I 2 3 4 I 2 3 4 
2--+ 
Fig. 1. Normalized representation of the generalized incomplete gamma function (cy = - 1 .OO) . 
,I 2 3 4 I 2 3 4 
.x - 
Fig. 2. Normalized representation of the generalized incomplete gamma function (a = -0.75). 



































Fig. 4. Normalized representation of the generalized incomplete gamma function ((L = -0.25). 


























.Ol 2 3 4 .I 2 3 4 I 2 34 IO 
z+ 
Fig. 6. Normalized representation of the generalized incomplete gamma function ((Y = 0.25). 
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Fig. 7. Normalized representation of the generalized incomplete gamma function ((Y = 0.50) 
.Ol 2 34 
IO 
1:--” 
Fig. 8. Normalized representation of the generalized incomplete gamma function (cx = 0.75). 
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Fig. 9. Normalized representation of the generalized incomplete gamma function (cr = 1 .OO). 
The normalized representation of the generalized incomplete gamma function for various values of 
the parameters CY and b is presented in Tables l-9 and Figs. l-9. It should be noted that the values of 
the normalizing constant C (cy, b), for a given LV and various values of b are given in the last row of 
the respective tables. Notice that the second column of Table 5 represents the value of the exponential 
integral function, which corresponds to the value of the generalized incomplete gamma function when 
both cy and b are zero. It should be added that the second column of Tables 6-9 gives the normalized 
representation of the incomplete gamma function for (Y = 0.25,0.50,0.75 and 1 .OO, respectively; so 
an easy comparison with existing tables (or approximations) can be made. Furthermore, the second 
column of Table 7 represents (scaled) complementary error function (cf. Theorem 7, Eq. (23) ) . 
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