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Chapter 1
Introduction
The idea of prime numbers was already well known in ancient Greece. It has
been a challenge since ancient times to find big prime numbers. In the recent
past, more than ever, this line of research has been the focus of attention
as more applications of big prime numbers emerged. They are often used
in public key cryptography algorithms, hash functions and pseudo random
number generators.
There are several algorithms, called primality tests, that determine whet-
her a given number n is a prime or not. These tests can be probabilistic or
deterministic.
Probabilistic tests are those primality tests for which a number passing
such test is likely a prime. There are composite numbers that pass these
tests but there are bounds on the probability of such event occurs. These
tests frequently involve a randomly selected sample from a given space to
test the primality of the input n. In general we can assert that the only
possible erroneous situation can be that a composite number is reported as
a prime, not vice versa. The probability of such errors can be reduced to a
certain accuracy by repeating the test with independent random samples. If
we reach the required accuracy by repeating the test with input n, and n is
not reported as composite, then we say n is probably prime. As examples
we can mention here the Miller-Rabin test and Solovay-Strassen test.
Deterministic tests deterministically distinguish whether the input num-
ber n is prime or not and provide a proof of primality. To implement a
general, deterministic, unconditional primality test we need to involve time
consuming computations. There is still no algorithm that fulfills all these
adjectives, runs in polynomial time and is efficient in practice. If we drop
some of our expectations, we can come up with solutions. For example the
Pocklington test [19] is deterministic and unconditional, but requires a par-
tial factorization of n − 1. The cyclotomy test of Adleman, Pomerance and
1
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Rumely [1], APR in short, works much better in practice. However the run-
ning time of APR is O
(
(lnn)c ln ln lnn
)
. Despite of the later improvements it is
still not possible to prove to have polynomial running time. In contrast, the
running time of the version of the Miller–Rabin test [17] that is deterministic
under the extended Riemann hypothesis, can be proven to be O˜(ln4 n), but
in practice, it is less efficient than the previous two.
There are two primality tests that are described in detail in the following.
The first one is the relatively new AKS test [2], found in 2002 by Agrawal,
Kayal and Saxena. The second one, that is the topic of this thesis, is the
elliptic curve primality test [3], ECPP. It is the fastest algorithm in practice,
though the worst case execution time of it is unknown.
1.1 AKS test
The significance of the AKS test is that it is an unconditional, deterministic
and polynomial time algorithm, thus primality proving is in P follows from
it. This section was written following the original paper of Agrawal, Kayal
and Saxena [2]. The base idea of the algorithm is the following:
Lemma 1.1.1. Suppose that n ≥ 2, n ∈ N, a ∈ Z and gcd(a, n) = 1.
Then n is a prime if and only if
(x+ a)n ≡ xn + a (mod n). (1.1)
Proof. The coefficient of xi in (x+ a)n − (xn + a) is (n
i
)
an−i, where
0 < i < n. If n is prime,
(
n
i
)
= 0 mod n, thus all the coefficients are 0.
If n is composite, let p be a prime factor of n with pk | n. Then pk ∤ (n
p
)
and is coprime to an−p, thus the coefficient of xp modulo n is non-zero and
(x+ a)n − (xn + a) 6≡ 0 (mod n) 
Checking the condition 1.1 takes too much time because in the worst case
we need to evaluate n coefficients. To reduce the number of the coefficients
we evaluate 1.1 modulo xr − 1, n for an appropriate small r:
(x+ a)n ≡ xn + a (mod xr − 1, n). (1.2)
Now we run into the problem that there are composite n’s that also satisfy
the equation 1.2 for some values of a and r. However it can be proven for
appropriate r, if condition 1.2 is satisfied for a number of a’s, then n is a
power of a prime. As the number of a’s and the size of r are bounded by
a polynomial in log n, the algorithm is deterministic and polynomial time.
The bound to the size of the appropriate r is:
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Lemma 1.1.2. There exists an r ≤ max{3, ⌈log5 n⌉} such that the order
of n modulo r, ordr(n), is greater than log
2 n.
The algorithm proceeds in the following stages with input n:
Algorithm 1.2.1. AKS(n)
(1) If n = pk, where k > 1 and p ∈ N prime, return false.
(2) Find the smallest r such that ordr(n) > log
2 n.
(3) If 1 < gcd(a, n) < n for some a ≤ r, return false.
(4) If n ≤ r return true.
(5) For a = 1 to ⌊√Φ(r) log n⌋ check 1.2 with a and r. If for any a 1.2
does not hold, return false.
(6) Return true.
The running time of the algorithm is proved to be O˜
(
log21/2 n
)
. It can
be reduced heuristically to O˜
(
log6 n
)
if the following two conjectures hold.
Conjecture 1.1.1. Artin’s Conjecture. Let n ∈ N an arbitrary num-
ber that is not a perfect square. The number of primes p such that p ≤ m
and ordp(n) = p− 1 is asymptotically
A(n) · m
lnm
,
where A(n) is the Artin constant with A(n) > 0.35.
Definition 1.1.1. A prime p is a Sophie-Germain prime if 2p+ 1 is also
a prime.
Conjecture 1.1.2. Sophie-Germain Prime Density Conjecture.
The number of Sophie-Germain primes p such that p ≤ m is asymptotically
2C2m
ln2m
,
where C2 is the twin prime constant that is estimated approximately 0.66.
There is a variant of the algorithm though that runs in O˜(log3 n) time
if the following conjecture is true. Although Lenstra and Pomerance have
given heuristic proof that suggests that it is false.
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Conjecture 1.1.3. If r is a prime such that r ∤ n and
(x− 1)n ≡ xn − 1 (mod xr − 1, n),
then either n is prime or n2 ≡ 1 mod r.
There are many variants of the algorithm, for instance Pomerance and
Lenstra suggested an improved algorithm too, that runs in O˜(log6 n).
The algorithm has a huge impact on the theory of primality testing, it is
not really used in practice though, because it needs a lot of storage. ECPP
and APR works better in practice and they produce a primality certificate
that can be verified fast and independently.
1.2 Elliptic curves
The elliptic curve primality test, ECPP for short, can prove primality for
numbers with several thousand digits. To describe the algorithm in detail
we need the following definitions.
Definition 1.2.1. An algebraic curve over a field F is a set
G = {(x, y) : p (x, y) = 0},
where p is a bivariate polynomial over the field F . The order of p is the order
of G.
Definition 1.2.2. An elliptic curve E modulo n, where n ∈ Z and
gcd (n, 6) = 1, is a nonsingular cubic algebraic curve, that is given by the
equation y2 = x3 + ax2 + b, where a, b ∈ (Z/nZ) and the discriminant
∆ = 4a3 + 27b2 is nonzero. This is abuse of the language a bit, because
(Z/nZ) is a field only if n is a prime.
Cubic curves of the form ay2 + bxy + cy = x3 + ex2 + fx+ g over a field
with characteristic 6= 2, 3 can be transformed (on the projective plain) into
the form y2 = x3 + ax+ b.
If point (x, y) is on the curve E, that is defined by y2 = x3 + ax2 + b, it
is clear that (x,−y) will be on the curve too. If a non-vertical line crosses
two points of a curve, it will cross a third one too. In case of a tangent
we consider two intersections to be overlapping. If the two intersections are
(x1, y1) and (x2, y2), the coordinates of the third one will be
x3 = λ
2 − x1 − x2,
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y3 = λ (x3 − x1) + y1
where λ = (y2 − y1) / (x2 − x1), if x1 6= x2 and λ = (3x21 + a) / (2y1) other-
wise.
Definition 1.2.3. Let (x1, y1) and (x2, y2) are two points of the elliptic
curve E modulo n. We can define a partial addition (x1, y1) + (x2, y2) =
(x3,−y3) on E, where x3 and y3 are the same as defined above. We define the
zero element O, as the point in infinity; (x, y)+(x,−y) = (x,−y)+(x, y) = O.
If n is prime, the set of points of the curve will form an Abelian group,
with the addition, which is not partial in this case. If gcd (n, 6) = 1, but
n is composite, we still be able to define the partial addition, but then the
points of the curve will not form a group. If n is coprime to 6, let R =
P +Q, applying the partial addition on P , Q, that are points on an elliptic
curve E = Ea,b[Z/nZ]. It can be shown that for any prime divisor p of n,
Rp = Pp+Qp in the group Ea¯,b¯[Z/pZ], where Rp, Qp and Pp are obtained by
reducing the coordinates of R, Q and P modulo p, furthermore, a¯ ≡ a mod p
and b¯ ≡ b mod p.
Using the partial addition algorithm repeatedly, it is possible to obtain
a partial multiplication algorithm by integers. If P = (x, y), we can get the
first coordinate of 2P = (x2, y2);
x2 =
(3x2 + a)
2
4y2
− 2x.
Similarly, it is possible to get the first coordinate of 2iP = (x2i, y2i) from
the first coordinate of iP = (xi, yi). Furthermore we can calculate the
first coordinate of (2i+ 1)P = (x2i+1, y2i+1) from the first coordinate of
iP , (i+ 1)P = (xi+1, yi+1) and P , if xi 6= xi+1 and gcd (x, n) = 1;
x2i+1 =
(a− xixi+1)2 − 4b (xi + xi+1)
x (xi − xi+1)2
These formulas make it possible to use the first coordinates only, while
multiplying with integers.
Definition 1.2.4. A projective plane modulo n, P2 (Z/nZ), where n > 0,
n ∈ Z, consists of equivalence classes (X : Y : Z) of triplets (X, Y, Z) ∈
(Z/nZ)3, satisfying gcd (X, Y, Z, n) = 1, under equivalence
(X, Y, Z) ∼ (λX, λY, λZ)
for any unit λ ∈ (Z/nZ).
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It is much more convenient to represent the points of an elliptic curve
E[Z/nZ] with equivalence classes (X : Y : Z) of the projective plane. P =
(x, y), will be associated with the class (x : y : 1) ∈ P 2 (Z/nZ), and let O =
(0 : 1 : 0). In this case the equation of E will be ZY 2 = X3 + aXZ2 + bZ3.
Using this representation it is possible to avoid the division while applying
the partial multiplication algorithm;
X2i =
(
X2i − aZ2i
)2 − 8bXiZ3i ,
Z2i = 4Zi
(
X3i + aXiZ
2
i + bZ
3
i
)
,
X2i+1 = Z
(
(XiXi+1 − aZiZi+1)2 − 4bZiZi+1 (XiZi+1 +Xi+1Zi)
)
,
Z2i+1 = X (Xi+1Zi −XiZi+1)2 .
After a brief outline of the necessary background, two theorems follow;
the first theorem is needed to prove the second theorem that is the basic idea
of the Goldwasser–Kilian test and the ECPP test. In the rest of this study,
writing about the sum and multiplies of points on elliptic curves modulo
n, we mean the result of the partial addition and multiplication, which in
exceptional cases means that a divisor of n is found, rather than a point, as
n is only a probable prime.
Theorem 1.2.1. Hasse’s theorem. The order m of an elliptic curve E
over Z/pZ, where p > 3 prime, will be p+ 1− 2√p < m < p+ 1 + 2√p.
Theorem 1.2.2. Let n ∈ N, such that gcd (6, n) = 1, and E an elliptic
curve over Z/nZ. Let m,n′ ∈ Z with n′ | m. Suppose that we have found
a point P ∈ E such that for every prime factor q of n′ holds mP = O and
(m/q) · P 6= O. Then for every prime factor p of n holds #E[Z/pZ] ≡
0 mod n′. Furthermore, if n′ > ( 4
√
n+ 1)
2
, then n is prime.
Proof. Let p be a prime factor of n, and let
Q =
m
n′
Pp ∈ E[Z/pZ].
Then
n′Q = mPp = (mP )p = O,
therefore the order of Q is a divisor of n′. If q is a prime factor of n′, then
n′
q
Q =
m
q
Pp =
(
m
q
P
)
p
6= O,
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as
m
q
P 6= O,
therefore the order of Q is not a divisor of n′/q. As q was arbitrary, the order
of Q is n′, thus #E[Z/pZ] ≡ 0 mod n′
According to Hasse’s theorem #E[Z/pZ] = p+1−t, with t ∈ Z, |t| < 2√p.
From this
(√
p+ 1
)2
> #E[Z/pZ]. If n′ > ( 4
√
n+ 1)
2
, then
(√
p+ 1
)2
>
( 4
√
n+ 1)
2
, thus p >
√
n. 
1.3 Goldwasser–Kilian test
To prove the primality of n probable prime using Theorem 1.2.2 we need to
choose an elliptic curve E over Z/nZ and determine the order of the curve,
m. Ifm can be written in the formm = fn′, where the factors of f are known
and n′ is a probable prime - we call such m’s almost smooth - furthermore
n′ > ( 4
√
n+ 1)
2
then the proof of primality of n follows from Theorem 1.2.2.
Namely if we find a point P ∈ E that fulfills fP 6= O and mP = O, then n
will be prime if n′ is prime, as in this case the only prime factor of n′ that
we have to check is n′ itself. Then apply the same procedure to n1 = n′, and
so forth. This way we are generating a sequence of ni, where i = 1, . . . , l and
nl is below a limit, L, where we can prove primality easily. This idea comes
from Goldwasser and Kilian.
Given a probable prime n as input the Goldwasser–Kilian algorithm pro-
ceeds in the following stages (see [8]):
Algorithm 1.2.2. Goldwasser–Kilian(n)
(1) If n < L test n for primality. If n is prime, return true.
(2) Select random a, b ∈ Z/nZ until gcd(4a3 + 27b2, n) = 1 and m =
#Ea,b[Z/nZ] is even.
(3) Let n′ = m/2. If 2 or 3 is a factor of n′, go back to 2. Test the primality
of n′ with a probabilistic primality test. If that returns composite, go
back to 2.
(4) Select random P ∈ Ea,b[Z/nZ]
(5) If (m/n′)P = O, go back to 4.
(6) Store (n, a, b, P,m, n′), let n = n′ and go back to 1.
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Goldwasser and Kilian used only 2 to divide the curve orders. In prac-
tice it is better to use a bigger set of primes, we find the small factors of
the curve orders using trial division. The bottleneck of this algorithm is
to determine the order of the elliptic curve; Goldwasser and Kilian prefer
Schoof’s algorithm, which is still very cumbersome. The running time of
Schoof’s algorithm is O
(
ln8 n
)
, using fast arithmetic it can be reduced to
O˜(ln5 n). Elkies and Atkin improved the algorithm and reduced the heuris-
tic running time to O˜(ln4 n) using fast arithmetic, but it is probabilistic and
the complexity in practice is still too high ([20]).
1.4 ECPP test
Atkin and Morain described an algorithm that is also recursively based on
Theorem 1.2.2, but as opposed to the Goldwasser–Kilian algorithm, it avoids
counting points of the elliptic curves. To give an outline of the algorithm,
some definitions and details are necessary. This section follows the original
paper of Atkin and Morain [3].
In the rest of the thesis lnk n shall denote (lnn)k, ln lnk n shall denote
(ln lnn)k, and so on.
Definition 1.4.1. D is a negative fundamental discriminant, that means
that D < 0, that D ≡ 0 mod 4 or D ≡ 1 mod 4 and D/f 2 is not a discrimi-
nant, for any f > 1 integer.
The cases D = −3 and D = −4 requires special treatment, thus we
assume that D ≤ −7.
Definition 1.4.2. The quadratic form ax2 + bxy + cx2 of a negative
fundamental discriminant D, is given by the 3-tuple (a, b, c), where a, b, c ∈ Z
and b2 − 4ac = D. We identify the quadratic form with the 3-tuple.
For each quadratic form Q = (a, b, c) there is a corresponding 2x2 matrix
M (Q) =
[
a b/2
b/2 c
]
Two forms Q and Q′ are equivalent if there exists N ∈ SL2 (Z) such that
M (Q′) = N−1M (Q)N .
Definition 1.4.3. A form Q = (a, b, c) is called positive if a > 0 and its
discriminant is negative, it is called primitive if a, b and c are coprime and
it is called reduced if |b| ≤ a ≤ c and if b ≥ 0 then |b| = a otherwise a = c.
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Theorem 1.4.1. Gauss’s theorem. Each equivalence class contains
exactly one reduced form.
Definition 1.4.4. The set of primitive reduced forms of discriminant
D, denoted by H (D), is a finite Abelian group for the operation called
composition of classes. The order of H (D) is denoted by h (D). The neutral
element is called the principal form and it is equal to (1, 0,−D/4) if D is
even, and to
(
1, 1, (−D + 1) /4) otherwise.
Let C = (a, b, c) ∈ H (D), (x, y) ∈ Z and C (x, y) = ax2 + bxy + cy2 with
gcd (a,D) = 1. In general it is possible to replace the variables x, y with new
variables. If we consider the quadratic form C (x, y) = ax2 + bxy + cy2, and
we apply the substitutions
x′ = −y, y′ = x, (1.3)
the new coefficients of the new form will be a′ = c, b′ = −b and c′ = a.
If we apply substitutions
x′ = x+ ky, y′ = y, (1.4)
where k ∈ Z, the new coefficients will be a′ = a, b′ = b − 2ka and c′ =
c− kb+ k2a.
Clearly applying these substitutions the range and the discriminant of
the quadratic form will not change and every positive primitive form can be
reduced by repeating them. An algorithm to reduce positive primitive form
C (x, y) = ax2 + bxy + cx2 works as follows:
Algorithm 1.4.1. Reduction(C (x, y))
(1) If C (x, y) is reduced then return (a, b, c).
(2) Apply 1.4 until −a ≤ b < a.
(3) If C (x, y) is reduced then return (a, b, c).
(4) If C (x, y) is not reduced then apply 1.3.
(5) If C (x, y) is not reduced go to 2.
(6) Return (a, b, c).
Consider the equation n = ax2 + bxy + cy2, where n is a prime. This
equation has a solution only if (
D
n
)
= 1, (1.5)
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(
n
pi
)
=
(
a
pi
)
, 1 < i ≤ t, (1.6)
We can write the factorization of D as p∗1 . . . p
∗
t , where p
∗
i = (−1)(p
∗
i−1)/2 pi if
pi is an odd prime and −4 or −8 otherwise. Let fi (C) =
(
a
pi
)
for 1 ≤ i ≤ t
and let F : H (D)→ {±1}t, F (C) = (f1 (C) , . . . ft (C)).
Theorem 1.4.2. F is a homomorphism and F is onto. The associated
cosets, called the genera, are forming a group. The cardinality of the cosets
is e = h/g, where g = 2t−1.
Definition 1.4.5. It is known that Q
(√
D
)
is quadratic field of degree
two over Q, where D is a negative fundamental discriminant. The algebraic
integers ν of Q
(√
D
)
can be written in the form ν = x+ yω, where x, y ∈ Z
and ω =
(
D +
√
D
)
/2. The conjugate of ν is ν¯ = τ (ν) = x+ yτ (ω), where
τ is the complex conjugation. The norm of ν is NQ(
√
D) (ν) = ν · ν¯
Definition 1.4.6. The Hilbert-polynomial HD (x) is a degree h (D) poly-
nomial with integer coefficients. It is defined by the product:
HD (x) =
∏
(a,b,c)
(
x− j
(
b+
√
D
2a
))
,
where (a, b, c) runs through all the positive primitive reduced forms that
belong to D and j is a fixed complex function:
j (z) =
(
1 + 240
∑∞
k=1 k
3qk/
(
1− qk))3
q
∏∞
k=1 (1− qk)24
,
where q = e2πiz. It can be proved that
j (z) =
1
q
+ 744 +
∞∑
k=1
ckq
k,
where the coefficients ck ∈ Z, ck > 0.
After providing the necessary background, we describe the ECPP algo-
rithm in detail, given a probable prime n as input. As we saw in the previous
section that determining the order of a random elliptic curve is quite cum-
bersome, the improvement is to find an appropriate curve order first and
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determine the belonging elliptic curve later. It can be achieved by finding
an algebraic integer ν ∈ Q
(√
D
)
, with |ν|2 = n, where D is a negative
fundamental discriminant. If we have such ν, then it is relatively easy to find
elliptic curves with order m = |ν ± 1|2. In this case |ν|2 is the norm of ν,
thus, if ν = x+ yω, we are looking for the solution of(
x+ y
D
2
)2
− y2D
4
= n
Reordering the equation we get
C (x, y) = x2 + xyD + y2
D (D − 1)
4
= n (1.7)
Equation 1.7 can be solved if(
D
n
)
= 1, (1.8)
(
n
p
)
= 1, 1 < i ≤ t, (1.9)
where D = p1 . . . pt. This comes from the conditions 1.5 and 1.6, with a = 1.
Note that these conditions are necessary but not sufficient conditions, but
they make it possible to filter the discriminants in advance that are not
appropriate for n.
Algorithm 1.9.1. Determine-Next-Input(n,D)
(1) If 1.7 has a solution, there will be a C ′ (x, y) = a′x2 + b′xy + c′y2 that
is equivalent to C (x, y), and C ′ (1, 0) = n. Coefficient a′ must be n,
b′2 − D must be a factor of 4n, otherwise c′ is not an integer. Take
b¯2 ≡ D mod n, 0 < b¯ < n and let b′ = b¯ if b¯ and D has the same parity
and b′ = b¯+ n otherwise. Let c′ = (b′2 −D) / (4n).
(2) Reduction(C (x, y)).
(3) Reduction(C ′ (x, y)).
(4) If the reduced form of C (x, y) and C ′ (x, y) is not the same, 1.7 has no
solution, return NULL.
(5) Follow the steps of the reduction of C (x, y) backwards to get the re-
quired x and y.
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(6) Determine ν = x+ yω, m+ = |ν + 1|2 and m− = |ν − 1|2.
(7) Try to factor m+ and m−.
(8) If neither m+ nor m− is almost smooth with m± = fn′, and n′ >
( 4
√
n+ 1)
2
return NULL.
(9) Let the successful m± be m. Store (n,D,m, n′). Return n′.
In 2. reducing C (x, y) is only one step. If D is even, the reduced form of
C (x, y) is x2 − (D/4) y2, otherwise it is x2 + xy + y2 (1−D) /4.
Note that there three bottlenecks in this algorithm; extracting the square
root of b¯ modulo n from 1., the reduction algorithm from 3. and the factoring
from 7. The success of the first two; the solubility of 1.7, is equivalent to
the ideal
(
n, (b−√D)/2) being principal in the ring of integers of Q(√D).
If the ideal class is assumed to be random, this happens with probability
1/ (2h(D)), where h(D) is the ideal class number from 1.4.4.
Algorithm 1.9.2. Downrun(n)
(1) If n < L test n for primality. If n is prime, return.
(2) Select a D that is appropriate for n from a relatively big set of negative
fundamental discriminants.
(3) n′ =Determine-Next-Input(n,D).
(4) If n′ is NULL then go back to 2.
(5) Let n = n′ and go back to 1.
The algorithm Downrun(n) results in a list of tuples (ni, Di,mi, n
′
i), where
i = 0, . . . , l. Repeated call of the following function loops through the list of
tuples (ni, Di,mi, n
′
i) to determine the elliptic curves Ei with order mi and
the points Pi on the curves Ei that satisfy the conditions of Theorem 1.2.2.
Algorithm 1.9.3. Generate-Proof (n,D,m, n′)
(1) Determine the Hilbert-polynomial HD mod n for D.
(2) Determine an arbitrary root x0 of HD mod n.
(3) Elliptic curves with orders m± = |ν±1|2 will be y2 = x3+3kx+2k and
y2 = x3+3kc2x+2kc3, where k ≡ x0/ (1728− x0) mod n, (c/n) = −1.
Find out which elliptic curve belongs to m and let it be E.
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(4) Find a point P on the appropriate elliptic curve that satisfies the con-
ditions in 1.2.2.
(5) Return (n,m,E, P, n′)
The Generate-Proof (n,D,m, n′) algorithm thus constructs the elements
of the proof; a list of tuples (ni,mi, Ei, Pi, n
′
i). This list will serve as a prime
certificate that can be verified by showing that the given points lie on the
given curves and have the given orders.
After determining the proof, we need to verify it. It is done as follows for
one element of the proof list.
Algorithm 1.9.4. Proof-Verification(n,m,E, P, n′)
(1) Verify that n′ | m, (m/n′)P ∈ E,mP ∈ E, (m/n′)P 6= O andmP = O,
where E is the given elliptic curve mod n.
The heuristic running time of ECPP is O
(
ln6+ε
)
[16], but it can be re-
duced to O
(
ln4+ε
)
[18], [16]. In the next chapter we prove that it is possible
to decrease the heuristic running time to o(ln4 n) using the fastest known
algorithms for various parts and applying refinements.
Chapter 2
Theoretical results
2.1 Asymptotic running time analysis of
the ECPP algorithm
In this chapter we give a detailed analysis of the running time of the ECPP
algorithm. The following three sections are written according to our paper
[5]. The content of these sections are mostly joint results of Antal Ja´rai and
Gyo¨ngyve´r Kiss unless it is stated otherwise.
We drop the index of ni in the course of this chapter and use only n,
unless it is necessary to keep it, because we are not talking about a list of ni
for the time being. Our notations are according to Theorem 1.2.2.
As the analysis strongly depends on the complexity of the integer mul-
tiplication, m(k) will denote the time that we need to multiply arbitrary
k-bit numbers, to keep our calculations independent from the selected fast
multiplication method. Multiplication is of the same order as division and
squaring and exceed the complexity of addition, subtraction and multipli-
cations by powers of 2. Applying the Fast Fourier Transformation and the
Scho¨nhage-Strassen method for fast multiplication will allow us to keep this
time at O(k ln k ln ln k).
There are three main parameters that we use during the Downrun (see
1.9.2). Two of them have been already present in the implementation of
Atkin and Morain [3], but they are used differently.
Parameter d – In stage 2 of the algorithm Downrun(n) we select a set
of fundamental discriminants D. In order to control the size of this set, we
apply an upper bound d on the size of the discriminants. In stage 3 we need
to perform a reduction for essentially every discriminant that is suitable for
the current input, as well as a factorization and a primality test on each curve
order and n′ that were produced processing the suitable discriminants; thus
14
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the number of the selected discriminants has a huge impact on the running
time.
Parameter s – In stage 3 we also have to extract the square root of
discriminantsD modulo n, which can be done faster if we extract the modular
square roots of all the possible prime divisors of the D’s instead. An upper
bound s on the size of the factors of the discriminants can control the size
of the set on which we have to perform the square root extraction modulo
n. The size of s also has an effect on the number of the discriminants, as we
throw away everything that is not s-smooth.
Parameter b – One of the bottlenecks is factoring the curve orders,
performed in stage 3. There are two ways to control the running time of
the factoring. The first one, mentioned above, is to control the size of the
discriminant set through d and s, but we can also restrict the set of primes
that we use to factor the curve orders. The bound on these primes is b.
Most of the ECPP implementations use these parameters as fixed limits.
For example in [3], d is taken to be 106, for practical purposes. In our case
they are of the form
a lnc1 n ln lnc2 n,
where n = ni is the input probable prime of the i
th iteration. The three
parameters shall be denoted by d(n), s(n) and b(n), to indicate that they
depend on n.
First we give a detailed analysis of the algorithm ECPP.
D1 - Selection of the discriminants. In this stage we need to select
D’s from a set of fundamental discriminants. As we need the square root
of these discriminants modulo n in stage 3, which is one of the bottlenecks
of the algorithm, we have to keep the number of square root calculations
reasonable. To achieve that we will consider only s(n)-smooth discriminants
below d(n) for some d(n) and s(n).
As a standard example take d(n) ≍ ln2 n. We consider only discriminants
of the classes −3, −4, −7, −8, −11 and −15 from the residue classes modulo
16, as the numbers from these classes that are free from a square of any
odd primes, are fundamental discriminants. It is possible to prove that only
these are the fundamental discriminants. We estimate the density of such
numbers. The density of the squarefree numbers is
∏
p∈P(1 − 1/p2) having
reciprocal
∏
p∈P
(
1− 1
p2
)−1
=
∏
p∈P
(
1 +
1
p2
+
1
p4
+ · · · ) = ∑
n∈N+
1
n2
=
π2
6
.
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If we take x as the density of numbers that are squarefree and odd, we have
6/π2 = 3/4 · x as all such numbers reside only in 3 of the residue classes
modulo 4. Additionally the fact that a number is odd and squarefree is
independent from its residue class modulo 4, thus the density of such numbers
in a residue class is the same as in all the integers. Thus the density of odd
squarefree numbers x is
6
π2
· 4
3
=
8
π2
,
They reside in six residue classes modulo 16, we get asymptotically at least
3d(n)/π2 fundamental discriminants below d(n). As computing the mod-
ular square root of all fundamental discriminants up to d(n) is too time-
consuming, we consider only those that are s(n)-smooth, with some s(n) ≍
d(n)c, 0 < c < 1. In this case we compute the modular square root of each
prime p up to s(n), for which (n|p) = 1. That is approximately half of the
primes below d(n)c, around O (d(n)c/ ln d(n)) primes. Let d(n) ≍ ln2 n, and
the running time of computing a square root modulo n is O˜(ln2 n) according
to [6]. To determine the modular square roots of the discriminants up to
d(n) takes time
ln2 n ln lnn ln ln lnn ln2c n
ln lnn
= ln2c+2 n ln ln lnn.
Thus we need O
(
ln3 n ln ln lnn
)
bit operations if c = 1/2 and o
(
ln3 n
)
if
c < 1/2 and we still suppose that the number of successfully factored dis-
criminants is O
(
ln2 n
)
.
To check all the discriminants up to d(n) whether they are d(n)c smooth
and to factor them with simple trial division takes O˜(ln2+2c n) bit operations
even if we use the classical division procedure.
Thus if we choose c < 1/2, the time of this stage can be neglected com-
pared to the other stages.
D2 - Modular square roots. First we check each d(n)
c-smooth discrim-
inant D up to d(n) whether it is appropriate for n, namely D satisfies the
conditions 1.8 and 1.9. The probability that these conditions are satisfied
is 2−t, where D = p1 . . . pt, if we consider −4 and −8 as prime factors, but
−1 not. The average number of factors up to x has normal distribution with
expected value and variance ln ln x, see in [11] Erdo˝s-Kac theorem, thus we
obtain that this probability is
2− ln ln d(n) = (e− ln ln d(n))ln 2 =
1
lnln 2 d(n)
.
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If d(n) ≍ lnc1 n ln lnc2 n with c1 > 0, this probability is ≍ 1/ ln lnln 2 n. The
time of this calculation can be neglected as (n|p) is already checked. One of
the bottleneck of this stage is the next step; calculating the square root of
the discriminants modulo n. This needs
O
(
m(lnn)d(n)/ lnln 2 d(n)
)
time, if we precalculate the square root modulo n of all ±k ∈ Z for k ≤√
d(n), then at most three modular multiplications gives the modular square
root of D; if D has four factors, the product of the least two is not greater
than
√
d(n).
D3 - Reduction of quadratic forms. To get the curve orders we have to
reduce the quadratic forms that we have gained for the remaining discrim-
inants. This can be done with applying a refined version of the reduction
algorithm 1.4.1 or the Cornacchia algorithm [6]. The Cornacchia algorithm
consists of three main stages:
Algorithm 2.0.1.
(1) Compute Kronecker symbol (D|n)
(2) Compute the square root of D modulo n.
(3) Controlled Euclidean descent algorithm.
In our case stage 1 and 2 were already done in D1 and D2. In stage 3 we
have to use controlled Euclidean descent algorithm of Scho¨nehage [21] which
runs in O (m (lnn) ln lnn) time instead of the usual Euclidean algorithm. If
we apply the algorithm on all the remaining D’s, we get running time
O
(
m (lnn) d(n) ln lnn/ lnln 2 d(n)
)
.
D4 - Factorization. In this step we try to factor the curve orders that we
have gained in step D3. Let e(n) be the number of these curve orders. This
is twice the number of the remaining discriminants. We remove the small
factors of these curve orders with trial division up to t(n). This requires time
O (e(n)t(n) lnn) .
If t(n) = O(1), this time can be neglected.
After removing the small factors we can apply various methods to remove
the large factors.
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(a) Trial division. Using only simple trial division to remove the factors
up to b(n) takes time
O (e(n)b(n) lnn) .
(b) Batch trial division. This method is based on trial division and it is
efficient in practice if we want to use a set of primes to factor a set of
integers. The method was suggested by Antal Ja´rai several years ago
and appeared independently by other authors; for example [9]. Let P
be the set of primes up to b(n) and M be the set of integers; curve
orders in our case. First we have to calculate the product of curve
orders m¯. This is done by the following algorithm.
Algorithm 2.0.2. Batch-Multiplication(M)
(1) If M has one element m return m.
(2) Pair up the elements of M and multiply them with their pairs.
Then we get #M/2 products. LetM2 be the set of these products.
(3) Store M and let M = M2.
(4) Go back to stage 1.
We also need the product of the primes p¯ =
∏
p∈P p, but as it can be
reused, it is precomputed and stored in a file. We take the gcd(m¯, p¯)
then the gcd calculations are distributed to the partial products of
curve orders, that were computed running Batch-Multiplication, finally
to the curve orders themselves. This method surprisingly depends only
really weakly on the size of the curve orders. The algorithm seems to
work better here in practice, compared to other factorization methods
as Pollard ρ, p − 1, or ECM, but finding the best limit needs further
investigation.
If b(n) ≥ e(n) lnn, splitting the product p¯, which is of magnitude eb(n),
to parts with the same size as the product of curve orders, we get
b(n)
e(n) lnn
parts. Then we take the gcd of each part with the product of curve
orders m. This takes time
O
(
b(n)
e(n) lnn
m
(
e(n) lnn
)
ln
(
e(n) lnn
))
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and size
O
(
e(n) lnn
)
of core space.
We can divide p¯ with the m¯ and take the gcd of the remainder and m¯.
This needs
O (e(n) lnn)
core space too, but the time drops to
O
(
m (e(n) lnn)
(
b(n)
e(n) lnn
+ ln (e(n) lnn)
))
.
(c) Pollard ρmethod. Applying this method to find factors up to b(n) we
need roughly O
(√
b(n)
)
iterations and the iterations need O (m (lnn))
time. There are also gcd calculations, which take O (m (lnn) ln lnn) bit
operations, but it might be enough to use gcd only after each ln lnn
iterations. In this case the total running time is
O
(
e(n)
√
b(n)m(lnn)
)
.
(d) Pollard p− 1 method. If we apply the Pollard p − 1 method, we
can choose parameters to find all factors p < b(n) for which p − 1 is√
b(n)-smooth. In this case it is very likely to find prime factors p such
that p ≪ b(n), but p ≈ b(n) only with probability ≈ 0.34, [15]. The
running time is similar to the Pollard ρ method.
(e) ECM. If we use the elliptic curve factorization method, the optimal
choice to find prime factors below b(n) is to choose Lb(n)
(
1/
√
2
)
as the
parameter of ECM and to use Lb(n)
(
1/
√
2
)
elliptic curves, where
Lk(β) = e
β
√
ln(k) ln ln(k).
In this case we probably find prime factors below b(n). The total time
to factor e(n) curve orders is
O
(
e(n) ln b(n)m(lnn)Lb(n)(
√
2)
)
.
See [16] for details.
D5 - Miller–Rabin test. To test e(n) remaining unfactored parts we apply
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Miller–Rabin test [6] with a fixed number of bases. It requires
O
(
e(n)m(lnn) lnn
)
bit operations.
After analyzing one step of the algorithm Downrun(n) we give details to
the complexity of the algorithm Generate-Proof (n,D,m) 1.9.3.
F1 - Hilbert polynomial. To build up the certificate of primality of n,
first we have to calculate the Hilbert polynomial. The running time of this
process can be neglected.
F2 - Root of the Hilbert polynomial. To calculate the appropriate curves
with the given curve orders, we have to find a root of the Hilbert polynomial.
The degree of this polynomial is h(D). To find a root of the polynomial
we can use the splitting procedure, until a degree 1 part is obtained. To
do this we have to calculate the nth power of a random polynomial with
degree 1 modulo the Hilbert polynomial modulo n. There is a refinement to
this part of the algorithm, then the degree is h∗(D) = h(D)/2t−1, where t
is the number of factors of D. Using Hilbert polynomials, the degree h(D)
is certainly ≤ 2√d(n) ln d(n), but might be ≍ √d(n) [16]. In the refined
version, the degree h∗(D) might be ≍√d(n)/ lnln 2 d(n).
(a) In the first case the running time of one step is
O
(
m (h(D) lnn) lnn
)
,
(b) in the second case it is
O
(
m (h∗(D) lnn) lnn
)
.
F3 - Find elliptic curve. From the parameters determined above we have
to calculate the two elliptic curves. The only difficulty of this step is to find
out which elliptic curve belongs to the selected curve order. But the time of
this step still can be neglected compared to the other steps.
O
(
m(lnn) lnn
)
F4 - Find point on the curve. If we have the elliptic curve, we still have
to find an appropriate point on it. As the expected number of the points to
try is bounded this step can be neglected too.
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P1 - Proof verification. One step of verification of the proof needs time
O
(
m(lnn) lnn
)
.
This can be neglected.
2.2 Heuristics
As we saw from the previous section, the number of discriminants has a huge
impact on the running time and on the success of the algorithm. This amount
determines the number of reductions, factorizations, produced curve orders
and the probability of getting at least one almost-smooth curve order. We
have to be careful. Would we process too few discriminants, the algorithm
will fail, on the other hand, too many discriminants diminishes efficiency.
Thus the question is, what is the optimal number of discriminants. There
are well-known estimations listed in this section, from probability theory, the
work of Hendrik and Arjen Lenstra [16] and the original Atkin–Morain paper
[3], that can be applied to answer this question at least partially. First, we
can give an estimation on the number of curve orders we get if we process a
certain set of discriminants. Of course this number does not depend only on
the number of the discriminants, but also on the discriminants themselves.
We have given the definition of the class number h(D) of the discriminant D,
in 1.4.4 and also that the possibility that equation 1.7 can be solved for given
D ≤ −7 is 1/ (2 · h(D)). Thus if we consider a set of negative fundamental
discriminants k, where the discriminants D ≤ −7, then the expected e(n);
the number of the curve orders that we get is
∑
D∈k
1
h(D)
.
Note that for each successful discriminant D we get two curve orders.
This expected number is independent from n so far. If we filter the
discriminants for given n with the Jacobi symbol tests (1.8, 1.9), the expected
e(n) will be
e¯(n) =
∑
D∈k
2t
h(D)
, (2.1)
where D = p1 . . . pt. The asymptotic behavior of this function is still un-
known. We assume that for s(n) ≍ d(n)c we have e¯(n) ≍ √d(n) for some
c < 1/2 or at least for c = 1/2.
We can also estimate the number of the almost smooth curve orders l(n)
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from e(n) curve orders. If we are able to find all prime factors of m that are
less than b(n), were m is the order of an elliptic curve modulo n, then m is
a suitable candidate if the second largest prime factor of m is less than b(n).
If we use trial division, or batch trial division, this probability supposed to
be approximately
eγ
ln b(n)
lnn
≈ 1.7811ln b(n)
lnn
.
Note that if we use trial division with bound b(n), we can guarantee that all
prime factors below b(n) will be found. Thus if we factor e(n) curve ordersm,
then the number of successfully factored m’s has a probability distribution
with mean approximately equal to
λ(n) = eγ
ln b(n)
lnn
e(n). (2.2)
This means that we can estimate the number of the almost smooth curve
orders that we gain after processing a set of discriminants. Now the question
is, what is the minimal value of λ(n) for which the algorithm still terminates
successfully.
To give partial answer to this question, first we set up a simple model of
the Downrun process. If we want to optimize the algorithm then we face with
difficulties, namely in the choices that we have to make at a given iteration
i; assume that we can produce more than one new primes in one iteration to
make it more likely that the algorithm gets to the small primes and it is also
possible to backtrack to some previous prime if there are no suitable new
ones. This process is similar to traversing a decision tree, as in each iteration
we create a set of descendants (the big factors of the elliptic curve orders),
and choose the one that is considered the best, which will be the input of
the next iteration.
The proof of the following theorem and the statements below that are
concerning our model are the results of Eric Cator (see [5]).
Theorem 2.2.1. If the probability that the given curve order is almost
smooth is small and independent from the given elliptic curve, these prob-
abilities are independent for different curves and do not vary too much, the
number of descendants is asymptotically distributed according to a Poisson-λ
distribution, where λ is equal to the average ratio of suitable curves to all
elliptic curves.
Proof. Let Xj be stochastic variables, where 1 ≤ j ≤ N , representing
that the itth curve order mj, is almost smooth. Our assumption is that the
probability of success
pj = P(Xj = 1)
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is small. Let pj =
uj
N
. If Xj are independent, the expected number of almost
smooth curve orders will be
E(
N∑
j=1
Xj) =
N∑
j=1
uj
N
= u¯.
We assume that this average u¯ converges to some limit µ as N →∞.
If we want to show that the distribution of
∑
Xj converges to a Poisson
distribution, it is enough to show that E(et
∑N
j=1 Xj), with variable t ∈ R
converges to E(etY ) for stochastic variable Y with Poisson-λ distribution.
As Xj are supposed to be independent, P (Xj = 1) = uj/N and P (Xj =
0) = 1− uj/n,
E(et
∑N
j=1 Xj) =
N∏
j=1
E(etXj) =
N∏
j=1
(
(1− uj
N
)e0 +
uj
N
et
)
=
=
N∏
j=1
(
1 +
uj(e
t − 1)
N
)
.
If we take the logarithm
N∑
j=1
log(1 + uj
et − 1
N
) =
N∑
j=1
(
uj(e
t − 1)
N
+O(u2j/N
2)
)
→ u(et − 1),
forN →∞, if we assume that∑Nj=1 u2jN = o(N). Thus E(et∑Nj=1 Xj)→ eµ(et−1)
as N →∞.
For a stochastic variable Y with Poisson-λ distribution
E(etY ) =
∞∑
j=0
λj
j!
e−λetj =
∞∑
j=0
(λet)j
j!
e−λ = eλ(e
t−1).
Thus
∑
Xj, the number of almost smooth curve orders, behaves like a
Poisson-distributed stochastic variable with parameter λ = µ. 
If we still stick to our model, suppose that at each node in the decision
tree, the number of the almost smooth curve orders has Poisson distribution
with parameter µi, where i means now the i
th level. We would like to see
that our tree has an infinite branch, which means that we can get to the
small primes.
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Let p0 be the probability that our tree has an infinite branch.
p0 = Pµ0µ1···(∞−branch).
This probability depends on the parameters d(n), s(n) and b(n) in the nodes.
If we are at level k, we have
pk = Pµkµk+1···(∞−branch).
This leads to a recursion
pk =
( ∞∑
ℓ=1
µℓk
ℓ!
e−µk
)(
1− (1− pk+1)ℓ
)
= 1− e−µkpk+1 ,
where the first factor represents the probability of having at least one de-
scendant at the kth node, the second represents the probability that at least
one of these descendants will have a further descendant.This is roughly the
probability of such scenario when we do not have to backtrack at all; there
will be always suitable descendants.
If we assume that µj = µ, for all j and some fixed µ, then p = p0 =
pk = 1 = e
−µp. If µ ≥ 1, we will get a unique solution p > 0 and increasing
the value of µ, the value of p is also increasing; the more descendants we
produce, the larger the probability is, that we do not have to backtrack.
This simple model is missing the concept of cost though. Sometimes it is
not beneficial to increase µ, because the values of the parameters are so high
already that it would cost less to backtrack. Therefore the aim of our second,
more sophisticated model will be to introduce the concept of cost and gain
and their ratio would give us a more realistic view on the process of the
Downrun.
But we can still draw the conclusion; if the number of almost smooth
curve orders is large enough we will succeed with a fixed positive probability.
As λ(n) from 2.2 is the parameter of the Poisson distribution, we have
λ(n) = eγ
ln b(n)
lnn
e(n) > 1.
It is also possible to give an estimation of the gain G(n); the size difference
between n and n′, if we use trial division or batch trial division. In these
cases, if n and we can guarantee to find all prime factors below b(n), the
expected gain will be G¯(n) = ln b(n); as for each prime p the probability
that p divides a curve order m is 1/p with a gain ln p, the expected total gain
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is ∑
p∈P,p≤b(n)
ln p
p
∼
∫ b(n)
2
ln x
1
ln x
1
x
dx ∼ ln b(n).
Using other factorization methods we may still expect that the gain only
differ by a bounded factor, thus it will be also ≍ ln b(n).
The expected size of the gain gives us the opportunity to estimate the
length of the path from n = n0 to nl, where nl is sufficiently small. Let I(ni)
be the length of the path from ni to nl. It is reasonable to assume that the
expected value of I(n) is
I¯(n) =
lnn
G(n)
.
2.3 Strategies
After given a detailed running time analysis of one step of the algorithm as
a function of lnn, d(n), s(n) and b(n), we compute the running time of the
whole algorithm. The aim of this section is to verify that with certain choices
of the three parameters the running time can be reduced to o
(
ln4 n
)
.
We suppose from the previous section that:
- s(n) ≍ d(n)c for some appropriate c < 1/2,
- e(n) ≍√d(n),
- h(D) = O
(√
d(n)
)
- h∗(D) = O
(√
d(n)/ lnln 2 d(n)
)
,
- G(n) ≍ ln b(n), and
- I(n) ≍ lnn/G(n),
From the running time analysis it was clear that the most time consuming
steps areD3,D4,D5 and F2 thus we will consider only these steps analyzing
the following strategies, as they determine the running time.
Strong factorization strategy. Let d(n) ≍ ln2 n. In this case h(D) =
O(lnn), h∗(D) = O(lnn/ ln lnln 2 n) and the running time of the most time
consuming steps will be the following:
D3 : O
(
d(n)m(lnn) ln lnn/ lnln 2 d(n)
)
= O
(
ln3 n ln ln2−ln 2 n ln ln lnn
)
,
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D5 : O
(
e(n)m(lnn) lnn
)
= O
(
ln3 n ln lnn ln ln lnn
)
,
F2(a) : O
(
m(h(D) lnn) lnn
)
= O
(
ln3 n ln lnn ln ln lnn
)
,
F2(b) : O
(
m(h∗(D) lnn) lnn
)
= O
(
ln3 n ln ln1−ln 2 n ln ln lnn
)
,
D4 : In this step we have several choices of factoring algorithms, that are
mentioned when describing step D4. The running time of each method
depends on the choice of b(n), now we choose such b(n) for each of them that
the running time of them will not exceed step D3, the reduction, thus we
can take the running time of D3 as the total running time of one step. As
G¯(n) and I¯(n) also depend on b(n), we determine the total running time of
the algorithm here too for each factoring method.
(a): Trial division. If we choose b(n) such that it is between ≍ lnn and
≍ lnn ln ln2−ln 2 n ln ln lnn then the running time
O
(
e(n)b(n) lnn
)
will be between
O
(
ln3 n
)
and
O
(
ln3 n ln ln2−ln 2 n ln ln lnn
)
.
In both cases G(n) ≍ ln lnn and I(n) ≍ lnn/ ln lnn, thus the total
running time is
O
(
ln4 n ln ln1−ln 2 n ln ln lnn
)
.
(b): Batch trial division. If we choose b(n) to be between ≍ lnn and
≍ ln3 n ln ln1−ln 2 n, then the running time
O
(
m
(
e(n) lnn
)( b(n)
e(n) lnn
+ ln
(
e(n) lnn
)))
will be between
O
(
ln2 n ln ln2 n ln ln lnn
)
and
O
(
ln3 n ln ln2−ln 2 n ln ln lnn
)
.
The running time of the factoring does not exceed D3, G(n) ≍ ln lnn
and I(n) ≍ lnn/ ln lnn again, therefore the total running time is the
same as in (a).
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(c): Pollard ρ. If b(n) is between ≍ lnn and ≍ ln2 n ln ln2−2 ln 2 n, then the
running time
O
(
e(n)
√
b(n)m(lnn)
)
will be between
O
(
ln2.5 n ln lnn ln ln lnn
)
and
O
(
ln3 n ln ln2−ln 2 n ln ln lnn
)
.
The time of D3 is not exceeded again, and G¯(n), I¯(n) are the same as
previously thus the total running time is the same as in (a) or (b).
(d): Pollard p− 1. As the running time of this method is the same as the
running time of Pollard ρ, this case is similar to (c).
(e): ECM. Let b(n) ≍ lnln lnn/ ln ln ln2 n n, then the running time of ECM is
O
(
e(n) ln b(n)m(lnn)Lb(n)(
√
2)
)
=
= O
(
ln2+2/
√
ln ln lnn n ln ln3 n/ ln ln lnn
)
,
as
Lb(n)(
√
2) = e
√
2 ln b(n) ln ln b(n) = e
√
4(ln ln lnn−ln ln ln lnn) ln ln2 n/ ln ln ln2 n <
< e
√
4 ln ln2 n/ ln ln lnn = e2 ln lnn/
√
ln ln lnn = ln2/
√
ln ln lnn n.
As G¯(n) = ln ln2 n/ ln ln ln2 n, I¯(n) = lnn ln ln ln2 n/ ln ln2 n, the total
running time is
O
(
ln4 n ln ln ln3 n/ ln lnln 2 n
)
.
Our aim is to prove that the heuristic running time of the ECPP can be
reduced to o(ln4 n). As we can see we were successful only in (e). If we
want to reduce the other cases also to o(ln4 n), we have two choices; we
can either reduce the number of steps, I(n), or reduce the time of one step.
Reducing I(n) can be achieved by increasing the value of b(n), but then the
time of factoring will possibly exceed the time of D3. Thus it seems a better
solution to reduce the time of one step, by decreasing the value of the other
two parameters; d(n) and s(n).
Strong factorization and small discriminants strategy. If we want to
decrease d(n) and s(n), we have to be careful about the value of λ(n); the
expected number of the new descendants, should be above 1. In order to
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achieve this let d(n) ≍ ln2 n/ ln ln2 n. In this case h(D) = O(lnn/ ln lnn)
and h∗(D) = O
(
lnn/ ln ln1+ln 2 n
)
and the running time of the critical steps
will be the following:
D3 : O
(
d(n)m(lnn) ln lnn/ lnln 2 d(n)
)
= O
(
ln3 n ln ln lnn/ ln lnln 2 n
)
;
D5 : O
(
e(n)m(lnn) lnn
)
= O
(
ln3 n ln ln lnn
)
;
F2(a) : O
(
m(h(D) lnn) lnn
)
= O
(
ln3 n ln ln lnn
)
;
F2(b) : O
(
m(h∗(D) lnn) lnn
)
= O
(
ln3 n ln ln lnn/ ln lnln 2 n
)
.
D4 : We want to choose the b(n) so that the running time of factoring will
not become the most critical step, like in the previous strategy. In this case
the bottleneck is surprisingly D5, the Miller–Rabin test.
(a): Trial division. If we choose b(n) such that it is between ≍ lnn and
≍ lnn ln lnn ln ln lnn then the running time
O
(
e(n)b(n) lnn
)
will be between
O
(
ln3 n/ ln lnn
)
and
O
(
ln3 n ln ln lnn
)
.
In both cases G(n) ≍ ln lnn and I(n) ≍ lnn/ ln lnn, thus the total
running time is
O
(
ln4 n ln ln lnn/ ln lnn
)
.
(b): Batch trial division. If we choose b(n) to be between ≍ lnn and
≍ ln3 n/ ln lnn, then the running time
O
(
m
(
e(n) lnn
)( b(n)
e(n) lnn
+ ln
(
e(n) lnn
)))
will be between
O
(
ln2 n ln lnn ln ln lnn
)
and
O
(
ln3 n ln ln lnn
)
.
As G¯(n), I¯(n) is the same as in (a), the total running will be also the
same.
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(c): Pollard ρ. If b(n) is between ≍ lnn and ≍ ln2 n, then the running
time
O
(
e(n)
√
b(n)m(lnn)
)
will be between
O
(
ln2.5 n ln ln lnn
)
and
O
(
ln3 n ln ln lnn
)
.
Here we have again the same G¯(n), I¯(n), thus the total running time
is the same as in (a) or (b).
(d): Pollard p− 1. This case is similar to (c).
(e): ECM. Let b(n) ≍ lnln lnn/ ln ln ln2 n n, then the running time of ECM is
again as in the previous strategy:
O
(
e(n) ln b(n)m(lnn)Lb(n)(
√
2)
)
=
= O
(
ln2+2/
√
ln ln lnn n ln ln3 n/ ln ln lnn
)
,
G¯(n) = ln ln2 n/ ln ln ln2 n, I¯(n) = lnn ln ln ln2 n/ ln ln2 n, the total run-
ning time is
O
(
ln4 n ln ln ln3 n/ ln ln2 n
)
.
Applying this strategy, using any of the listed factoring algorithms, the total
running time will be o(ln4 n). We have to be careful when choosing constants
for d(n) and b(n) as our assumption is that e(n) ≍√d(n) and the value of
λ = eγ
ln b(n)
lnn
e(n)
must be > 1. In (a), (b), (c) and (d)
λ ≍ eγ,
while in (e)
λ ≍ eγ ln lnn
ln ln ln2 n
.
2.4 Experiments
In the previous section we saw a collection of estimations and heuristics that
are useful if we want to implement an efficient ECPP algorithm. This section
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will deal with such experiments that justifies some of the results in practice.
This section is the result of Gyo¨ngyve´r Kiss and follows her paper [12]. The
experiments were run in Magma Computational Algebra System [4], in later
sections there will be more details about it.
Figure 2.1:
√
D/h(D) as a function of D
Our first statement is
h(D) = O
(√
d(n)
)
. (2.3)
We show the relation 2.3 between the class number h(D) of D, and
√
D
in Figure 2.1 and 2.2, where D is a negative fundamental discriminant. The
two graphs present the same data only Figure 2.2 is on a much finer scale.
The graphs on the left present the average value of
√
D/h(D) as a function
of D. The graphs on the right present the cumulative average of the same
function. The data on the discriminants is collected up to 109. As we expect,
the curves are more or less straight lines, but on the finer scale of 2.2 we see
that they seem to have a maximum at 3 · 108. This could be an effect of the
implementation of the class number function in Magma, as the cut at that
point seems to be very drastic.
As we saw it in the previous sections, the parameters d(n) and s(n)
determine the number of the curve orders e(n).
The standard example is to take d(n) = ln2 n, but it is clear from the
analysis of the two strategies described above, that in this case it is hard to
decrease the running time to o(ln4 n). The second strategy suggests that we
should go under ln2 n when selecting the value of d(n), but not too far. We
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Figure 2.2:
√
D/h(D) as a function of D on finer scale
would like to see, how far we can go below ln2 n in practice and we can still
make sure that the number of the curve orders does not drop considerably.
Figure 2.3: e(n) and its mean as a function of D for 3400 digit numbers
We also take s(n) = d(n)c, where c ≤ 1/2. Should we select c < 1/2,
the running time of extracting the modular square roots will drop from
O(ln3 n ln ln lnn) to o(ln3 n) and theoretically we do not lose too many curve
orders. We wanted to see this behavior in practice.
In Figure 2.3 and 2.4 we can see the relation between d(n) = lnD(n) and
e(n), where D = 0.5, . . . , 2 and s(n) = ln1.1 n is fixed. On the first graph
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Figure 2.4: The mean of e(n) as a function of D for 500−3400 digit numbers
Figure 2.5: e(n) and its mean as a function of S for 3400 digit numbers
of 2.3 e(n) is presented as the function of D. The samples were taken from
experiments ran on several numbers with 3400 digits (around 10000 bits),
one point on the graph corresponds to the number of curve orders that we
gain for a given n and D. On the second graph we can see the mean of
the same function for the same numbers n. In Figure 2.4 we present the
same mean values as in the second graph of 2.3, it is not only for 3400 digit
numbers but from 500 up to 3400 digits. The topmost curve corresponds to
the curve for 3400 digits numbers.
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Figure 2.6: The mean of e(n) as a function of S for 500−3400 digit numbers
In Figure 2.5 and 2.6 we can see similar data presented as in 2.3 and
2.4, only in this case it is e(n) as a function of S, where S = 0.5, . . . , 1.1,
s(n) = lnS n and d(n) = ln2 n fixed.
It is clear that decreasing the value of d(n) has a drastic effect on the
value of e(n); if we decrease the value of D from 2 to 1.9, the value of e(n)
drops from around 7500 to just over 5000, thus it does not really worth to
decrease the exponent of lnn in d(n).
If we decrease the value of S from 1 to 0.9 though we still have almost
4500 curve orders from the original 6000. Thus taking d(n) = ln2 n ln lnc1 n
and s(n) = d(n)c2 , where c1 < 0 and c2 < 1/2, seems to be a good choice,
because the time of extracting modular square roots will drop significantly
but the number of curve orders will not.
The next statement that we would like to justify in practice is that the
expected number of the curve orders e(n) is
e¯(n) =
∑
D∈k
2t
h(D)
, (2.4)
where k is the set of s(n)-smooth discriminants up to d(n), for some values
of s(n) and d(n), that are appropriate for given n.
Figure 2.7 displays the relation between e¯(n) and e(n) for numbers with
3400 digits; we would like to see in practice how reliable our estimation, e¯ is,
on the number of the curve orders. This graph presents the actual number
of curve orders e(n) as a function of e¯(n), our estimation. The experiments
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Figure 2.7: Precision of e¯
were ran on numbers with 3400 digits with varying values of s(n) and d(n);
in all experiments that we did in this topic we collected the e(n)’s and e¯(n)’s.
The graph also presents the identity function. We can see that all points of
the function are close to it, indicating that e¯ is a good estimator for e.
Estimating the number of the almost smooth curve orders l(n) for input
n plays a mayor role in our theory and implementation, as this means the
expected number of the new descendants that we can produce with input n.
λ(n) = eγ
ln b(n)
lnn
e(n), (2.5)
There are two aspects of this estimation. In the definition of λ(n) we
use e(n) as the number of curve orders that are produced, but in practice,
using this actual value would be too time consuming, thus we use e¯(n), which
is relatively easy to determine. Figure 2.8 and 2.9 both show the relation
between λ(n) and l(n).
In Figure 2.8 we generated e random integers m with 3400 digits and
factored them with bound b(m), for several different values of b(m), and
in each situation we determined the value of λ(m) and l(m). We drop the
suffix (n) from e and changes the suffix of the other parameters to (m). This
experiment was carried out on a set of random numbers, thus the values of e
are fixed and the value of the other parameters do not depend on any parent
node n, rather on the random integer m itself. We can do that as the input
number n and a curve order m that we gain are of the same size. This is a
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Figure 2.8: l(m) as a function of λ(m) for 3400 digit numbers using actual
values e
Figure 2.9: l(n) as a function of λ(n) for 500 − 3400 digit numbers using
estimated values e¯(n)
fast way to carry out this experiment, as in this particular case we do not
use any special properties of curve orders, they could be ordinary integers.
The first graph of Figure 2.8 presents l as a function of λ, the second graph
presents the mean of the same function.
Figure 2.9 shows the same function; l as a function of λ, as it is in practice.
While running the algorithm, instead of using an actual value e(n), we use
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the estimation e¯(n) while estimating the value of λ(n). In this case we use
the suffix (n) again, because the numbers to factor, are actual curve orders
produced by the algorithm; the parameters are depending on the value of n.
The set of data is similar to Figure 2.7 in the sense that all the l(n)’s and
λ(n)’s are collected while running different kind of experiments on numbers
with 3400 digits. Therefore it does not make sense to determine the mean
value of the function here, as the λ(n) values are all different.
In both Figure 2.8 and 2.9 we included the identity function. We can see
that the points of the mean of the function on Figure 2.8 are close to the
identity function, but as we expect, Figure 2.9 has a bigger deviation from
it, but seems to be still of a plausible degree.
There is another important question concerning l(n); the number of the
almost smooth curve orders. In order to increase l(n) is it better to increase
b(n) or e(n)? In Figure 2.10 and 2.11 we see the relation between l, b and e.
The lack of the suffixes indicates that we are using again random numbers
m in this experiment, but now the parameters depend on neither a parent
node n, nor m itself.
The first graph of Figure 2.10 shows l as a function of T , where b =
2T · s ln 2, with s = 106 and T = 0, . . . , 12. This means all the values that
occurred as l while increasing T are included. The second graph gives the
average of the same function. In Figure 2.11 we present l as a function of e.
We have the same situation here as in Figure 2.10; the left hand graph gives
all the values of l, and the right hand graph only shows the average value of
the l’s.
Figure 2.10: l as a function of T for 3400 digit numbers
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Figure 2.11: l as a function of e for 3400 digit numbers
The gradients of the curves in the right side graphs of 2.10 and 2.11 are
similar, but we have to be aware that increasing e results in linear while
increasing T results in logarithmic growth in the value of l. Consider the
expected value
λ = eγ · e · ln b
lnm
of l, where m is a random integer in this case. If we increase e 1.04-fold then
the value of λ will be also 1.04-fold, while increasing the value of b = 2T ·s·ln 2
to 2T+1 · s · ln 2 results in
λ(2 · b) = eγ · e¯ · ln(2
T+1 · s · ln 2)
lnn
=
eγ · e¯ ·
(
ln(2T · s · ln 2)
lnn
+
ln 2
lnn
)
=
λ(b)
(
1 +
ln 2
ln(2T · s · ln 2)
)
,
thus on average λ will be also 1.04-fold if T = 0, ..., 12, but we had to increase
b 2-fold. Of course there are many situations in which it can be still worth-
while, even necessary to increase b, for example if we have a huge amount of
curve orders already, if we have a very efficient factoring algorithm or if we
run out of discriminants.
In the rest of this section we deal with topics concerning the length of
the path I(n) from n = ni to nl, where nl small enough to be proved as
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prime easily, and the gain G(n); the size difference between n and n′. As
we saw that in the analysis of the two strategies, if we have a fast factoring
algorithm, increasing b(n) will be very pleasant, because it shortens the path
by increasing the gain, G(n).
The two statements concerning this topic, that we would like to justify
in practice are
G¯(n) = ln b(n) (2.6)
and
I¯(n) =
lnn
G(n)
, (2.7)
where G¯(n) is the expected gain and I¯(n) is the expected path length from
n to nl.
Figure 2.12: G(n) as the function of G¯(n) for 3400 digit numbers
In Figure 2.12 we see G(n) as a function of G¯(n) in the first graph and
the mean of the function in the second graph. In both graphs the identity
function is included. We observe a constant difference between G(n) and
G¯(n), due to the relatively significant difference between the sum and the
integral for small primes and
G(n) ≍
∫ b(n)
2
1
x
dx = ln b(n)− ln 2.
CHAPTER 2. THEORETICAL RESULTS 39
Figure 2.13: G(n) as the function of G¯′(n) for 3400 digit numbers
Figure 2.14: Ib(n) and In(n) as the function of log10 n up to 7000 digit
numbers
If we consider the estimation
G¯′(n) =
∑
p∈P,p≤b(n)
ln p
p
then the curve will be closer to the identity function (see Figure 2.13), in
practice it is faster to use the equation 2.6 though.
The length I(n) of the ECPP-path could refer to two different measures:
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Figure 2.15: Average Ib(n) and In(n) as the function of log10 n up to 7000
digit numbers
on one hand we simply have a path from n to the small primes, along which we
verify the primality of n; on the other hand, there is a sequence of probable
primes that we used to get to the small primes, including backtracks and
repetitions. We will denote the first one by In(n) and the second by Ib(n);
one would expect a constant factor between them.
Figure 2.14 shows Ib(n) on the left and In(n) on the right, both as a
function of log10 n. We can see that the graph of Ib(n) is much steeper. This
we can see from Figure 2.15 too, that shows the average Ib(n) and In(n)
as a function of log10 n together with the identity function. The graphs are
consistent with a constant factor of around 3.95 between the two functions.
2.5 Conclusions
To summarize the results of this chapter we have given a detailed running
time analysis of the ECPP algorithm and have proved that the heuristic
running time can be reduced to o(ln4 n) using refinements and fast algorithms
to implement the different parts of the primality test. These are mostly
joint results of Antal Ja´rai and Gyo¨ngyve´r Kiss. The heuristics behind the
refinements has the following main points, that are well-known estimations
from probability theory, the work of Hendrik and Arjen Lenstra [16] and the
original Atkin–Morain paper [3].
CHAPTER 2. THEORETICAL RESULTS 41
(1)
h(D) = O(
√
d(n)).
(2) The heuristic running time of extracting the modular square roots will
drop from O(ln3 n ln ln lnn) to o(ln3 n) if we choose a value of s(n) that
is below
√
d(n) while retaining a reasonable number of discriminants
by not decreasing the exponent of lnn in d(n) below 2.
(3)
e¯(n) =
∑
D∈k
2t
h(D)
,
where e¯(n) is the expected number of curve orders that we gain after
processing all the s(n) smooth discriminants D up to d(n).
(4)
λ(n) = eγ
ln b(n)
lnn
e(n),
where λ(n) is the expected number of almost smooth curve orders.
(5)
G¯(n) = ln b(n),
where G¯(n) is the expected size of the difference between n and n′.
(6)
I¯(n) =
lnn
G(n)
,
where I¯(n) is the expected length of the path from n to the small
primes.
We have justified these estimations on a manageable set of experimental
data; numbers with 500 digits up to 3400. The following is the own result of
Gyo¨ngyve´r Kiss.
For (1) we presented a non cumulative and a cumulative average of√
D/h(D) up to 109 and in this range the function is close to a constant
value of approximately 3.14.
To see (2) we looked at e(n) as a function of s(n) and d(n) and the latter
has a much bigger gradient, which means that if we want to decrease the
running time by decreasing the number of discriminants, it is indeed much
more efficient to decrease s(n) below
√
d(n).
For (3) we presented e(n) as a function of e¯(n) and the graph is indeed
close to the identity function.
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Regarding (4), as we expected, the estimation of l(n), the number of
almost smooth curve orders, is much more precise if we use the actual e(n)
instead of e¯(n). However practice shows (see [13]) that it is not worthwhile to
compute the curve orders for estimation purposes, as it takes too much time,
and working with e¯(n) seems to be appropriate enough. We also examined
the behavior of l(n) if we increase e(n) and b(n). We have found that in
general it is not worthwhile to increase b(n) in big steps, but it seems more
reasonable to collect a relatively big set of curve orders first and then increase
b(n) c-fold. In our case c = 2.
We could justify (5) too, apart from the constant difference between the
functions G(n) and b(n) that was explained above, as the two lines are par-
allel; the same holds for (6).
The overall conclusion is that the experiments support our assumptions
in practice for numbers in the range of 500, . . . , 3400 digits. Running exper-
iments on numbers beyond this range would take too much time.
Chapter 3
Practical results
In the previous chapter we listed a couple of refinements based on the heuris-
tics described there, that should make it possible to give an efficient imple-
mentation of the ECPP algorithm. This chapter deals with two implementa-
tions of the algorithm that uses the given heuristics and refinements. They
are both implemented by Gyo¨ngyve´r Kiss. This chapter follows the content
of two papers, refer to [10] and [13]. The implementations are written in
Magma Computational Algebra System (see [4]).
In this chapter we cannot drop the index of ni, except for the descrip-
tion of the algorithms for simplicity and consistency reasons, because our
explanations would become unclear.
3.1 Magma Computational Algebra System
Magma [4] is a large software system, that has several highly optimized
modules in different fields of computer algebra e.g. number theory, group
theory, and geometry. It was launched in 1993 at the First Magma Conference
on Computational Algebra in London. It consists of a large amount of built-
in functions implemented in C language but also supports implementation of
new functions in a command line interface environment. It is efficient, well
documented and easy to use both under Linux and Windows.
Magma has a large scale of built-in primality tests, both probabilistic and
deterministic. We are describing one of them here in detail, as this function
is a combination of the Miller-Rabin test and ECPP. It can be invoked by
the following function:
IsPrime(n: parameter) : RngIntElt 7→ BoolElt
This test is deterministic by default using ECPP after a quick Miller-
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Rabin test, but it is possible to set a Boolean parameter Proof to false to
use only the Miller-Rabin test with the default number of bases. We will refer
to this function of Magma v2.17 (2011) as Magma-ECPP. This function is
based on the implementation of F. Morain and works more or less according
to the description above (1.9.2) as precise as it is possible to determine it
from the verbose output, as the source code is not public. It operates on a set
of predefined discriminants D, that are possibly fully factored and ordered
by their class number h(D). In the ith iteration it first applies a trial division
sieve on ni then it loops through the set of discriminants performing one
step of the algorithm Downrun(n) until it either finds ni+1 = n
′
i or runs out
of discriminants. In case of success it goes to the (i + 1)th iteration with
the new input, otherwise it loops through the same set of discriminants,
possibly increasing b(ni) or applies stronger factorization methods. If this
effort is still unsuccessful, it has to backtrack to ni−1 starting from the next
discriminant of ni−1 as after each iteration the last successful discriminant is
stored together with the input ni.
This implementation works well in most cases, but there are situations
when it gets stuck, because of the small amount of discriminants that it
uses. The numbers are not equally appropriate, some of them filter out
more discriminants than others, thus changing only one parameter, in this
case only b(ni), sometimes will fail. We can draw the conclusion from these
situations; if we want to get closer to probability 1 to reach the small primes,
we have to apply a strategy in the algorithm Downrun(n), when selecting
the input ni of the next attempt and also when choosing the value of d(ni),
s(ni) and b(ni). To achieve this we implemented our version of ECPP, called
Modified-ECPP.
3.2 Modified-ECPP
To describe the algorithm we have to slightly modify our view on the algo-
rithms Downrun and Determine-Next-Input.
Algorithm 3.0.1. Determine-Next-Inputs(n,k, b(n))
(1) N ′ = ∅.
(2) If k 6= ∅ select and remove D from k, otherwise return N ′.
(3) Determine C ′ (x, y) = a′x2 + b′xy + c′y2.
(4) Reduction(C (x, y)).
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(5) Reduction(C ′ (x, y)).
(6) If the reduced form of C (x, y) and C ′ (x, y) is not the same, 1.7 has no
solution, go back to 2.
(7) Follow the steps of the reduction of C (x, y) backwards to get the re-
quired x and y.
(8) Determine ν = x+ yω, m+ = |ν + 1|2 and m− = |ν − 1|2.
(9) Try to factor m+ and m− up to b(n).
(10) If neither m+ nor m− is almost smooth with m± = fn′, and n′ >
( 4
√
n+ 1)
2
, go back to 2.
(11) Let the successful m± be m. Store (n,D,m, n′). Add n′ to N ′. Go
back to 2.
Algorithm 3.0.2. Downrun(n)
(1) N = {n}
(2) If n < L test n for primality. If n is prime, return.
(3) Select a set of discriminants k that is appropriate for n. Determine the
value of b(n).
(4) N ′ =Determine-Next-Inputs(n,k, b(n)).
(5) N = N ∪N ′. Select the best n from N and go back to 2.
The point of the modification of the two algorithms is that we do not
stop at the first produced n′ but we process a given set of discriminants and
in an attempt on the number n we return a set N ′ of n′. The main question
is the following; how do we choose the best n from N . Of course the best
n can be a new n′, can be a result of a previous iteration, we consider this
backtracking and it can be the same n as the input of the current iteration,
we call this situation repetition.
There are two versions of Modified-ECPP. They both work based on this
interpretation of the algorithm Downrun(n), but there is a major difference
between them; their definition of the best.
From this point of the chapter we cannot use one dimensional index any-
more to indicate the current input and output, because the input and output
of an iteration are both sets. The ith iteration means a sequence of operation
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from Downrun(n) that has one or more input ni,j and has one or more out-
put n′i,j. Note that the n
′
i,j’s must be new descendants, thus if we backtrack
or repeat an ni,j, that is not considered the end of an iteration. One run
of Determine-Next-Inputs (see 3.0.1), on an input ni,j is called an attempt.
There are successful and failed attempts. In an iteration we can have several
failed attempts and one successful attempt, which ends the iteration.
3.2.1 The first version of Modified-ECPP
As we already mentioned, a single iteration can have one or more inputs and
outputs. A larger number of inputs increases the probability of reaching the
small primes, but on the other hand, it slows down the computation. Our
aim is to find a balanced situation, where the implementation is reasonably
fast but we still have a good chance to terminate successfully.
The definition of best in this case is determined based on the function
λ(ni,j). The idea is that the computations for smaller discriminants will be
cheaper, and hence the algorithm will be completed faster. Thus we are
searching for the minimal power of d(ni,j) = ln
D(ni,j) ni,j for which the value
of λ(ni,j) is still above a certain bound, with s(ni,j) and b(ni,j) fixed. These
D(ni,j)’s are stored in an array and a certain penalty pi is added to the
D(ni,j)’s, that is computed from the level i. If a value δi,j = D(ni,j) + pi
reaches a given bound, ni,j is excluded from the array of the possible choices.
Then the array is ordered and the smallest one is selected. Thus in this case
the best ni,j is the one with the minimal δi,j.
Algorithm 3.0.3. Process-First-N(n, b(n))
(1) D(n) = D0, s(n) = ln
S n.
(2) d(n) = lnD(n) n.
(3) Let k be the set of s(n)-smooth discriminants up to d(n) that is ap-
propriate for n.
(4) N ′ =Determine-Next-Inputs(n,k, b(n)).
(5) D(n) = D(n) + ∆. If N ′ = ∅, then go back to 2.
(6) Add (n,D(n)) to N , return N ′
The function Process-First-N(n) is kind of a brute force strategy to find
the descendants of n0, the input of the algorithm. We have to force n0
because at that point of the algorithm it is our only choice. It runs only
at the beginning of the algorithm. As D0 and S are independent from the
choice of ni,j, it is stored as a global variable. In our case D0 = 1 and S = 1;
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Algorithm 3.0.4. Determine-Discriminant-Limit(n, b(n))
(1) D(n) = D0, s(n) = ln
S n.
(2) d(n) = lnD(n) n.
(3) Let k be the set of s(n)-smooth discriminants up to d(n) that is ap-
propriate for n.
(4) Determine λ(n) = eγe(n) ln b(n)/ lnn for k.
(5) If λ(n) < λ0, then D(n) = D(n) + ∆. Go back to 2.
(6) Let δ(n) = D(n), add (n, δ(n)) to N .
This function increases the discriminant set by incrementing D(ni,j) with
∆, until the value of λ(ni,j) reaches the bound λ0. In this case λ0, ∆, S
are global variables, and independent from ni,j. We have chosen λ0 = 1.3,
∆ = 0.1, S = 1.
Algorithm 3.0.5. Modified-Downrun(n)
(1) N = ∅, b(n) = lnB n, N ′ =Process-First-N(n, b(n)).
(2) Select and remove an n from N ′, b(n) = lnB n.
(3) If n < L test n for primality. If n is prime, return.
(4) Determine-Discriminant-Limit(n, b(n))
(5) If N ′ 6= ∅ go back to 2.
(6) For each n ∈ N if n is not on the latest level, δ(n) = δ(n) + p
(7) Sort N by δ and let n be the one with the minimal δ.
(8) Determine k for n and d(n). Determine b(n).
(9) N ′ =Determine-Next-Inputs(n,k, b(n)).
(10) δ(n) = δ(n) + ∆. If N ′ = ∅, then go back to 7.
(11) Go back to 2.
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Note that the value p added to δ(ni,j)’s in each iteration except for the
one in which the associated ni,j’s are produced. The value of p and B is
also global; p = 0.8 and B = 2 are our choices. The size of the set N ; the
possibilities to backtrack to, is also a global variable, we use a set of 100.
Modified-ECPP uses simple trial division up to 1000 and batch trial di-
vision up to b(ni,j) computing the prime products on the fly. As we do not
change the value of b(ni,j) = ln
2 ni,j this approach seems sufficient.
We ran several experiments on numbers with more than 1000 digits to
see the advantages and disadvantages of this implementation in practice. We
managed to prove big prime numbers that are determined from the Pascal’s
triangle, see [7]. We have found an example when Magma-ECPP got stuck
and Modified-ECPP terminated successfully, see [10].
There are certain advantages of Modified-ECPP compared to Magma-
ECPP, although in most of the situations the latter will terminate successfully
too.
First of all the bigger set of discriminants; Modified-ECPP uses a list of
predefined and factored discriminants together with their class number up
to 109. Obviously if we have more discriminants, the possibility of failure is
smaller.
There is a bigger range of eligible choices and freedom in the decision in
case of a failed attempt. Modified-ECPP keeps track of a hundred ni,j’s and
in case of failure backtracking from ni to ni−1 is not the only option in the ith
iteration; there are possibly more ni,j’s on the same level, but stepping back
more levels is also possible, thus we can avoid getting stuck in an unfortunate
branch.
The goal of producing more nodes in an iteration is not only making
the implementation more robust against getting stuck but to avoid running
multiple attempts on the same ni,j by switching between the sibling nodes
on the same level. In addition, if it turns out that an ni,j is not as successful
as estimated, and thus produces no descendants after the first iteration on
the expected interval, we become more careful and try to take small steps at
a time and reestimate. We try to keep backtracking fast and flexible.
We try to minimize the number of backtracks to the previous levels
though, because that might make our whole effort on the current level use-
less, and also because the size of the numbers is growing going up in the
tree. The goal of the estimation of the initial value of δ(ni,j) is to reduce the
probability of backtracking and repetition by predicting the minimal interval
where an attempt will run successfully.
As the predictions give us no hundred percent certainty to avoid such
situations, we introduced the penalty p. The default value of the penalty is
high, 0.8. After one unsuccessful attempt we increase the value δ(ni,j) with
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0.1, thus roughly speaking 0.8 would mean 8 unsuccessful attempts on an
ni,j. This is a tough condition, does not occur frequently. Of course different
ni,j’s starts from different δ(ni,j), thus in practice we do not always need 8
unsuccessful iterations, if none of the ni,j’s on the current level is suitable
enough. The numbers are just to get a feeling about the size of the penalty.
The strategy gives also the basis to predict, on which ni,j we have to pro-
cess the smallest amount of discriminants to provide at least one descendant
to avoid unnecessary efforts.
Modified-ECPP was tested with several numbers with around 1000 digits
on a machine with 8001 Mb RAM and eight 2.5 GHz Intel Xeon processors,
and it provided proof in each situation in 2000 − 3000 seconds. Magma-
ECPP was running on the same numbers, failed on one number (see [10]),
and provided proof in 2000− 8000 seconds in every other cases. Depending
on whether we backtrack or not there are bigger differences in running time.
It seems that the running times of Modified-ECPP are more balanced on
numbers with similar size.
There are still defects of this implementation though; it takes advantage
of only one parameter d(ni,j). If we consider a strategy that controls only the
number of the discriminants, we would not get far by changing only d(ni,j),
because after a while the size of the prime factors, that is fixed in this case,
becomes too small compared to the discriminants themselves, thus we will
not find any more s(ni,j)-smooth discriminants. Therefore it is not enough
to change only d(ni,j), at certain points we have to increase s(ni,j) too. It
would be also good to know which parameter is more efficient to increase at
a certain point.
On the other hand controlling only the size of the discriminants seems also
insufficient as we could have so many processed discriminants without finding
new descendants, that it would be worthwhile to increase the factoring bound
b(ni,j), or we can even run out of discriminants. If we change b(ni,j), the gain
G(ni,j) will also change, thus we cannot consider the expected descendants
equal anymore. We have to apply a strategy that determines the best number
depending on all the parameters; d(ni,j), s(ni,j) and b(ni,j) and takes the
expected gain and work into account too.
3.2.2 The second version of Modified-ECPP
This section is written according to the paper of Gyo¨ngyve´r Kiss [13] that
describes her implementation of this version of Modified-ECPP in detail.
The definition of best has two aspects in this case;
1- First we have to consider that the numbers are not equally appropri-
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ate. Applying the Jacobi symbol filters on ni1,j1 could filter out more
discriminants than on ni2,j2 , so to produce the same number of descen-
dants we would have to process a larger number of discriminants or use
bigger factoring bound for ni1,j1 . Higher bounds imply more execution
time, as we need to deal with bigger discriminants, primes. So the first
aspect is the time it takes to produce a given number of descendants
on input ni,j.
2- The second aspect is the size of the descendants; the smaller they are,
the faster we get to the small primes.
To estimate 1, we have to acquire running time information on the ni,j’s.
This information can be collected from running algorithm Determine-Next-
Inputs (see 3.0.1), on each newly produced ni,j with certain (small) values of
parameters s(ni,j), d(ni,j) and b(ni,j):
b0(ni,j) = ln
2 ni,j
s0(ni,j) = λ0 · lnni,j
eγ · ln b0(ni,j)
d0(ni,j) = s0(ni,j)
2
The choice for s0(ni,j) comes from λ(ni,j) = e
γe(ni,j) ln b(ni,j)/ lnni,j. If
we suppose that e(ni,j) ≍
√
d(ni,j) and λ(ni,j) = λ0 is a parameter, we
take s0(ni,j) = e(ni,j) and d0(ni,j) = s(ni,j)
2 despite of [5], where we suggest
keeping the value of s(ni,j) below
√
d(ni,j), but in practice, on small numbers,
taking s(ni,j) <
√
d(ni,j) led to some difficulties.
In these initial runs we store the time needed for extracting the modular
square roots, for the reduction algorithm and for factoring, and we also see
how many actual descendants are produced. With this information, we can
estimate the time needed if we increase s(ni,j), d(ni,j) k-fold or b(ni,j) 2
c-
fold separately; the running time of the three subroutines depends (via the
three parameters) only on ni,j, so it is possible to express these running times
as functions of ni,j. Estimating the running time of square root extraction
modulo a prime and of form reduction is fairly easy. We can measure the
running time of a single operation and multiply by the number of times we
need to perform them (which is the number of appropriate primes and the
number of successful discriminants, respectively). In the case of factoring the
running time of batch trial division is linear neither to the number of curve
orders nor to the number of primes used, but as we do not use huge amount
of curve orders or primes simultaneously, linear approximation works well in
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practice. For b(ni,j) = 2
t ·106 · ln 2 we double the expected time if we increase
t to t+ 1 as we have to deal with products of twice the size.
If we have the initial running time we will determine the value of λs(ni,j)
for k ·s(ni,j), d(ni,j) and λd(ni,j) for s(ni,j), k ·d(ni,j) where k is a parameter,
by collecting the discriminants in both cases and compute e¯s(ni,j), e¯d(ni,j).
Using the original b(ni,j) we can compute λs(ni,j) and λd(ni,j).
Parameter b(ni,j) must be treated differently. We do not have to evaluate
the discriminants to see the change of the value of λ(ni,j), but vice versa, it
is possible to compute directly how far we have to increase b(ni,j) to induce a
certain rise in the value of λ(ni,j). First we determine λb(ni,j) = λ(ni,j) + α,
where α is the minimal excepted increase of the value of λ(ni,j), the previous
estimation of λ for ni,j that we get from the last attempt on ni,j. We certainly
have a last attempt from the initial runs. From λb(ni,j) with the help of
the actual e(ni,j) of the last attempt, we get the minimal required t from
b(ni,j) = 2
t · 106 · ln 2.
Now we have λs(ni,j), λd(ni,j) and λb(ni,j) and also the estimated times
ts(ni,j), td(ni,j) and tb(ni,j) that it necessary to increase λ(ni,j). Then we can
store the different ts|d|b(ni,j)/λs|d|b(ni,j) values.
We have determined the expected work for each parameter that we have to
invest to obtain a given increase of the value λ(ni,j), but we do not know the
expected size of the descendants that we would get. This can be determined
with the help of the gain function G(ni,j), which depends only on b(ni,j), the
factorization effort on the curve orders. From this we can see that we gain
descendants with the smallest expected size if we increase b(ni,j). Further-
more if we increase s(ni,j) or d(ni,j), the expected size of the descendants
that we gain is the same. After incrementing s(ni,j) or d(ni,j), we want to
know how much effort it takes to reduce the descendants further; what is the
average work per bit, w, that we needed to decrease them? This we can esti-
mate from the previous iterations. After multiplication by the estimated size
differences, we obtain a value, as|d|b(ni,j) for the expected effort of reducing
the descendants to the size of the smallest one, of course as(ni,j) = ad(ni,j)
and ab(ni,j) = 0. Then compare the values as|d|b(ni,j) + ts|d|b(ni,j)/λs|d|b(ni,j)
and select that parameter for which this value is minimal. We denote this
minimal value by mt(ni,j), for the given ni,j.
Now we now which parameter to increase for each ni,j, but it is still
unclear which is the best ni,j. The selected parameter determines mt(ni,j)
for each ni,j, but we cannot yet compare them as the expected size of the
predicted descendants are different. We would like to know the size of the
smallest because we would still have to work on the other descendants to
reduce their size so far. Thus we have to add the average work per bit, w
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to mt(ni,j) after multiplying with the estimated size differences, then we get
mt∗(ni,j). Now the best number is the ni,j for which this value mt∗(ni,j) is
the smallest.
If no new descendants are produced, we need to be able to backtrack. We
keep a window with a certain number of ni,j’s for which we store all the data
that is necessary to continue using this value of ni,j if turns out to be the
best. Newly found ni,j’s are always going to the window. If the number of the
ni,j’s in the window exceeds a limit, we throw away the worst ones. It is not
possible to backtrack to a number that is not in the window anymore. We
compute w for values ni,j in this window and update it after each iteration.
Algorithm 3.0.6. Estimate(n, d(n), s(n), b(n))
(1) Determine λd(n) by computing the value of ed(n): collect the s(n)-
smooth discriminants up to k · d(n), that are appropriate for n.
(2) Determine λs(n) by computing the values of es(n): collect the k · s(n)-
smooth discriminants up to d(n), that are appropriate for n.
(3) Determine the new value of b(nj,i) from λb(n) = λ(n) + α.
(4) From the actual running times stored for n, determine ts(n), td(n) and
tb(n) for k · s(n), k · d(n), 2c · b(n).
(5) Compute the expected gain G(n), and compute the value as(n) =
ad(n). Let ab(n) = 0.
(6) Determine the value of mt(n) together with the corresponding lists of
discriminants and primes, add them to the window together with n.
Algorithm 3.0.7. Modified-Downrun(n)
(1) N = {n}
(2) If N 6= ∅ select and remove n from N , otherwise go to 5.
(3) N ′ =Determine-Next-Inputs(n,k, b0(n)), where k is the set of s0(n)-
smooth discriminants up to d0(n).
(4) Estimate(n, d0(n), s0(n), b0(n)). N = N ∪N ′ and go back to 2.
(5) Reorder the window by the values mt∗ (all of them are up to date).
(6) Pick the best as n. N ′ =Determine-Next-Inputs(n,k, b(n)); k and b(n)
come from the window.
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(7) Estimate(n, d(n), s(n), b(n)), update the window.
(8) If N ′ 6= ∅ then N = N ′ and go back to 2. Otherwise go back to 5.
There is a list of additional parameters that we use in the algorithm.
Parameter λ0 – This parameter provides the initial value of λ in the
initial run. We have to keep in mind that this part of the algorithm runs
only because we would like to collect some data on the new descendants.
Thus we keep the value of λ0 relatively small to avoid spending too much
time here. We also have to be aware of that if it runs with a big value of
λ0 the tree would expand too much as this part of the algorithm runs on
each ni,j. On the other hand if it is too small, we will not be able to collect
realistic data about the running time. In practice we keep this value between
1/3 and 1/2.
Parameter k – In algorithm Estimate(n, d(n), s(n), b(n)) we take k ·
s(ni,j), k · d(ni,j) as the new values of these parameters that we want to
examine. We have to be careful with our choice here as if it is too big, we
take too big steps and the algorithm becomes slow and we also loose the
flexibility of it (reestimating after small steps to see if the selected ni,j is as
good as it was predicted). On the other hand it cannot be too small because
then we spend too much time estimating the ni,j’s compared to the time to
process them. In practice we usually use k = 2, but there are experiments
described later, that use k = 1.5, . . . , 4.
Parameter α – As it is mentioned above α is the minimal increase of
value λ(ni,j). Increasing the parameters k-fold does not give us any certainty
of the degree of increase of e¯(ni,j), as the exact connection between s(ni,j),
d(ni,j) and e(ni,j), even e¯(ni,j) is unknown. Thus it is possible that a k-
fold rise in the value of the parameters will not increase the value of λ(ni,j)
enough. If λd(ni,j) − λ(ni,j) < α or λs(ni,j) − λ(ni,j) < α then we have to
increase the value of k for that particular parameter as one step would be
too small. The new value of b(ni,j) we determine directly from α. We use
α = 0.25;
Parameter wSize – This parameter denotes the size of the window of
the ni,j’s that we keep track of. It is possible to backtrack only in the window.
This window cannot be too small, to make sure that it contains all the ni,j’s
that the strategy would choose as best, but if we store too much of them,
the program becomes slow. This parameter is of the form lnn/(c ln lnn).
Experiments confirm that it would be more suitable to express the size of
the window in terms of level instead of number of ni,j’s.
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3.3 Experiments
In the rest of this study we will refer to the second version of Modified-ECPP
as Modified-ECPP.
Implementing Modified-ECPP allowed us to carry out experiments on
numbers up to 7000 digits to study the behavior of the strategy and the
running time of the algorithm. In this section we will describe these exper-
iments. This section is entirely the work of Gyo¨ngyve´r Kiss and is written
following her paper [13].
We ran various experiments on the running time and on the strategy with
around 200 numbers each for k ·1000 decimal digits, with k = 1, 2, . . . , 7. We
have produced many graphs, but presenting all of them here is impossible
thus we will display the graph for the largest size for which data are avail-
able for each type of experiment. The others, that are not displayed here
can be downloaded from the page http://www.math.ru.nl/~gykiss. The
experiments were run on computers with Intel(R) Core(TM) i5-3470 CPU @
3.20GHz processors and 8 GB memory.
3.3.1 Running times
Figure 3.1: Running times
Figure 3.1 shows the running times of the algorithm Modified-ECPP.
On the first graph of Figure 3.1 the total running time is presented as a
function of the decimal digits of the input numbers of k · 1000 digits for
k = 1, 2, 3, . . . , 7. A single dot indicates the running time for a given number.
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On the second graph the average running times of the algorithm on the same
numbers is indicated. A single dot here shows the average running time of
the numbers with the same size.
Figure 3.2: Average running times on logarithmic scale
We have applied least squares linear approximation method, to find out
the running time in the examined range and we found that the best fit for the
running time on a logarithmic scale is given by the line y = 3.86 · x− 21.00.
See Figure 3.2.
Figure 3.3: Running time as function of k for 3000 digits numbers
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We indicated in the previous section that at each attempt we increase
the size of the parameters s(ni,j), d(ni,j) or b(ni,j) and the increase in the
first two cases is k-fold. We state that in practice we use k = 2 and that
k = 1.5, . . . , 3 seems to be a useful range. We tested this behavior on numbers
with 3000 digits with k = 1.5, 2, 2.5, 3, 3.5, 4 and the result can be seen in
Figure 3.3. The experiments were also done on numbers with 1000 and 2000
digits (see http://www.math.ru.nl/~gykiss/graphs/S.html). We can see
that for smaller numbers, bigger steps seem to work well in practice, but as
the numbers are growing, the range k = 1.5, . . . , 3 becomes more preferable.
It is also visible that the difference is rather insignificant.
Figure 3.4: The proportion of the execution time compared to the total
running time
We also indicated that the size of the steps k cannot be too small, as
in this case the time of estimations and such administrative jobs would be-
come too big compared to the time of executional jobs such as extracting
modular square roots modulo ni,j, reduction of binary forms, factoring and
Miller-Rabin tests on the new descendants. We have to emphasize that in
one iteration there will typically be several execution and administration
steps, and these experiments are not meant to measure the time used in an
iteration. Figure 3.4 shows the time of the executional tasks as a function of
the total running time for numbers from 1000 digits up to 7000 with k = 2
and the identity function for comparison. The clusters for the data for the
numbers of the same size are clearly visible. As expected, the time spent on
administration rather than execution is negligible.
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3.3.2 Experiments on the strategy
In this section we would like to study the behavior of the strategy of Modified-
ECPP mainly via the analysis of the number and size of backtracks and repe-
titions compared to the length of the path. Repetitions and backtracks occur
if the initial runs on the new ni,j’s as well as one attempt on the best available
input do not provide new descendants; we would not consider the first at-
tempt after the initial runs as backtrack or repetition, as the initial runs are
only precomputation and in general we do not expect new descendants run-
ning them (of course in practice in many cases they produce descendants),
thus in both cases we have to select an ni,j from existing ones. The only
difference between the two is when we backtrack, we select a different num-
ber, whereas in a repetition the same ni,j is selected, because it is still the
best. We expect that repetitions occur frequently as we increase λ(ni,j) with
around α = 0.25 after each attempt on ni,j instead of 1. This means that
one may expect to repeat the procedure as much as 4 times before producing
new descendants.
Note that when we are talking about backtracking, we do not only mean
stepping back to a previous level, as we may step either backwards or forward.
Note that the length of the path Ib(n0) from n0, the input of the algo-
rithm, is not equal to the number of iterations, as we include each number on
which an attempt was ever made, and one iteration likely consists of several
attempts. However, the number of the iterations is equal to the maximum
level, the i from the index of ni,j, as we consider numbers produced in the
same iteration to be on the same level.
Figure 3.5 shows the proportion of the number of backtracks and repe-
titions to the length of the path, for numbers of various sizes. In the first
graph of Figure 3.5 we can see the number of backtracks as the function of
the length of the path from n0, Ib(n0), in the second graph the number of
repetitions are indicated as the function of Ib(n0). The length of the path is
of order O(ln(n)), and the graphs clearly show the 7 clusters corresponding
to numbers of size k · 1000, for k = 1, . . . , 7. Furthermore it is also clear that
we need backtracks during the Downrun, as around one of each 30 steps is a
backtrack on the path. As we expected, the repetitions are far more frequent.
Although around half of the length of the path are repetitions, it is less than
our expectations; 4 repetitions before producing descendants. This means
that it is worthwhile to take small steps only, because besides the flexibility
that we gain with small steps, in general it seems that we do not have to
have λ(ni,j) = 1 in practice to produce descendants.
Besides knowing how often we backtrack in a run, we also want to know
how far we backtrack in terms of level and size. If these differences are not
CHAPTER 3. PRACTICAL RESULTS 58
Figure 3.5: The number of backtracks and repetitions as a function of the
length of the paths
Figure 3.6: The level and size differences of backtracks
too big, it would mean that the strategy is balanced as it aims to avoid these
situations as taking a big step backwards could mean that our efforts on a big
branch will be lost. We present these size and level differences in Figure 3.6.
The data was collected during several runs of the algorithm on numbers with
7000 digits, which means that along the path, several attempts were made
on numbers with size between 0− 7000 digits. The first graph of Figure 3.6
shows the level differences of backtracks as the function of the size of the
numbers (in decimal digits) from which we backtracked. The second graph
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shows the size differences of the backtracks as the function of the size of the
start-up points. A positive number means that we stepped back, a negative
number means that we stepped forward, 0 indicates that we stayed on the
same level but we have selected a different number. These graphs and the rest
of them (see http://www.math.ru.nl/~gykiss/graphs/B.html), where the
input numbers are smaller, suggest the same conclusion: neither the level nor
the size differences depend on the size of the input, except for really small
numbers, when the work that we loose with backtracking is negligible, and
there are only a very few outliers. This result supports our idea to express
the size of the window of stored ni,j in terms of level instead of cardinality.
According to the first graph we could just say, store the numbers of the last
7 levels.
Figure 3.7: The length of the repetition sequences
Information on the length of the repetition sequences is also important,
that gives an indication on the reliability of the estimations. These results
can be seen in Figure 3.7, Figure 3.8. In Figure 3.7 we can see the length of
the repetition sequences as the function of the size of the number repeated
in decimal digits. We can see that the length of the repetition sequences
does not go above 13. It is visible from this graph that even 12 and 13 long
sequences occur rarely, but the proportion of the smaller lengths are unclear
as the dots are to dense. We also want to see for which size of numbers the
repetitions are more frequent. In the first chart of Figure 3.8 we can see the
number of the repetitions for the number of digits indicated on the pie chart;
the number of the repetitions seems to be independent from the size of the
numbers. The second chart shows the proportion of the repetition sequences
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Figure 3.8: The proportion of the repetition sequences
Figure 3.9: The time of the repetition sequences
with given lengths that are indicated on the fields of the chart for numbers
with 6000−7000 digits. The pie chart of smaller numbers look really similar.
We can see that the number of repetition sequences with length 1, 2 and 3
is around 2/3 and with length 1, 2, 3 and 4 is around 3/4 compared to the
total number of repetitions. Longer sequences are relatively rare.
In Figure 3.9 we can see the time of the repetition sequences as the
function of the size of the numbers that are repeated in decimal digits in the
first graph and the average of the same function in the second graph. The
time of course does depend on the size of the numbers, as for bigger numbers
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Figure 3.10: The length of the repetition sequences
an attempt takes longer; still the dependence is rather controlled with few
outliers. We have applied the least squares method again, and the best fit
for the running time on a logarithmic scale in this range is given by the line
y = 2.55 ·x−14.67. See Figure 3.10. Note that it is not equal to the running
time of one iteration, we just wanted to check that the time of repetitions
does not become unmanageable.
3.4 Conclusions and future improvements
To sum up the results of this chapter we describe two implementations of the
ECPP primality test that uses refinements and a strategy based on the heuris-
tics from the previous chapter and justify in practice, that it has advantages
compared to an implementation without heuristics. The first implementa-
tion uses a light weight strategy that is appropriate to test numbers around
1000 digits. We showed a situation in our paper [10], when an implementa-
tion without a strategy, Magma-ECPP get stuck on a number, while for our
implementation, the first version of Modified-ECPP, we could not find such
number. Despite of the fact that the strategy requires additional time, the
running time of Magma-ECPP (2000−8000 seconds), and the first version of
Modified-ECPP (2000− 3000 seconds) on numbers with 1000 digits, is sim-
ilar, our implementation runs even more balanced from running time point
of view.
The strategy of the first implementation was based only on the parameter
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d(ni,j) and the exponent of lnni,j in the other two parameters were fixed and
it also did not take gain into account, thus we introduced another strategy,
that finds the parameter for each ni,j that requires the least work to produce
descendants and then selects the ni,j for which the quotient of the invested
work and the expected gain is the smallest. We ran experiments on this
implementation of the Modified-ECPP on numbers up to 7000 decimal digits
and the running time in this range seems to be below o
(
ln4(n)
)
for input n.
Of course there is no experimental way to show that this is asymptotically
correct. The amount of the running time needed for administration of the
strategy to be applied is small, which is necessary for the strategy to be
useful.
Experiments show that in around half of the cases the strategy chooses
to increment d(ni,j) (allow the use of larger discriminants) and in almost all
the other cases it chooses to increase s(ni,j) (allow larger primes in the dis-
criminants). For bigger numbers enlarging d(ni,j) is a bit more frequent, for
smaller numbers enlarging s(ni,j). Selection of b(ni,j) (allow larger primes in
the factorization of the m-s) hardly ever happens, although in some situa-
tions, e.g. when we run out of discriminants, or if we have already a huge
set of curve orders, it is necessary to have the possibility to increase this
parameter. As we saw that the number of repetitions does not exceed 13,
the implementation should be able to work with numbers up to 10000 digits
without running out of discriminants. After running out of discriminants it
would be still possible to continue with increasing b(ni,j) (there is no upper
limit to that parameter). Of course testing such big numbers would take very
long.
The number of the backtracks and repetitions are proportional to the
length of the path. The maximum level of backtracks and the lengths of
repetitions seem to be similar for different sizes of inputs. That is what we
expect as the input selection depends on the estimated running times + the
work that we have to do to reduce the new descendants to the same size.
The size differences for backtracks are growing with bigger inputs, but the
differences are negligible. According to the experiments there are negligible
amount of extreme cases concerning the repetitions and backtracks.
The overall conclusion is that the implementation seems to be working
as it was intended, but there is still space for improvement; speeding up the
factoring would make it more likely that the strategy selects b(ni,j). This has
a pleasant effect on the size of the descendants and the length of the path.
Currently we are using trial division up to 10830, batch trial division up to
2 · 109 and Pollard ρ method further.
One goal is to replace the current implementation of ECPP in Magma
with the Modified-ECPP. Another goal is to provide an optimized implemen-
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tation of the ECPP algorithm that combines the strategy of Modified-ECPP
with a collection of highly optimized packages written in C and Assembly in
order to be able to find bigger primes than the current general prime record.
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Summary
This thesis collects the results of Gyo¨ngyve´r Kiss. She deals with the heuris-
tic running time analysis and implementation of the elliptic curve primality
proving (ECPP) algorithm of Atkin and Morain. ECPP is a recursive al-
gorithm, that starts from an input probable prime n = n0 and traverses a
graph to get down to such nl that is small enough to be easily proven prime.
In the work of Atkin and Morain the background and an exact imple-
mentation of the ECPP algorithm is described. Lenstra, Lenstra and Morain
have found that, using asymptotically fast methods for multiplication, divi-
sion, polynomial calculation, etc., and a trick attributed to J. O. Shallit, the
heuristic running time of the algorithm can be to reduced to O(ln4+ε n) for
input possible prime n. We show that it is possible to reduce the heuristic
running time to o(ln4 n) using refinements based on certain assumptions. We
give a detailed running time analysis of each step using these refinements.
This is mostly result of a joint effort of Antal Ja´rai and Gyo¨ngyve´r Kiss. As
own result, the assumptions are also justified in practice on a manageable
set of possible primes.
Two ECPP implementations of the author in Magma Computational Al-
gebra System are described too. Based on the theory in the first part of
the thesis, it possible to converge to the optimal choices of parameters. A
strategy is applied to produce more then one descendants in each step and
to determine the best of them. The first implementation uses a light weight
strategy. It is best to apply it on numbers up to 1000 digits. The second
implementation is rather designed for numbers with 1000− 10000 digits. In
earlier implementations that we know of, it is only dealt with one descen-
dant to go further down in this graph. The author managed to justify that
in practice it is worthwhile to use strategies when traversing such graph.
This research is part of a project. The goal of the project is to combine
a traversing strategy with a collection of highly optimized package collection
written in C and Assembly.
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O¨sszefoglala´s
Ez a disszerta´cio´ Kiss Gyo¨ngyve´r eredme´nyeit gyu˝jti o¨ssze. A szerzo˝ az
Atkin–Morain fe´le elliptikus go¨rbe´s pr´ımteszt (ECPP) futa´si ido˝ elemze´se´vel
e´s implementa´cio´ja´val foglalkozik. Az ECPP egy rekurz´ıv algoritmus, ami
kiindulva egy n = n0 valo´sz´ınu˝ pr´ım inputbo´l beja´r egy gra´fot, hogy ele´rjen
egy olyan nl sza´mig, ami ele´g kicsi ahhoz, hogy ko¨nnyen bizonyithatjuk hogy
pr´ım.
Atkin e´s Morain munka´ja´ban az ECPP algoritmus elme´leti ha´ttere e´s
pontos megvalo´s´ıta´sa megtala´lhato´. Lenstra, Lenstra e´s Morain mega´lla-
p´ıtotta, hogy aszimptotikusan gyors szorza´st, oszta´st, polinom mu˝veleteket,
stb., haszna´lva, ezen k´ıvu¨l J. O. Shallit tru¨kkje´t alkalmazva az algoritmus
heurisztikus futa´si ideje lecso¨kkentheto˝ O(ln4+ε n)-ra n valo´sz´ınu˝ pr´ım input
esete´n. Mi megmutatjuk, hogy a heurisztikus futa´si ido˝ tova´bb cso¨kkentheto˝
o(ln4 n)-re, ha bizonyos felteve´seken alapulo´ finomı´ta´sokat haszna´lunk. Meg-
hata´rozzuk az algoritmus minden le´pe´se´nek re´szletes futa´si ido˝ elemze´se´t a fi-
nomı´ta´sok alkalmaza´sa´val. Ez a re´sz to¨bbnyire Ja´rai Antal e´s Kiss Gyo¨ngyve´r
ko¨zo¨s munka´ja´nak eredme´nye. Saja´t eredme´nyke´nt a szerzo˝ igazolja a fenti
felteve´seket gyakorlatban, valo´sz´ınu˝ pr´ımek egy kezelheto˝ me´retu˝ halmaza´n.
A tanulma´nyban a szerzo˝ ke´t ECPP implementa´cio´ja is tala´lhato´, Magma
Sza´mı´to´ge´pes Algebra Rendszerben. Felhaszna´lva az elso˝ re´sz elme´leti ered-
me´nyeit, leheto˝ve´ va´lik a parame´terek optima´lis e´rte´ke´hez valo´ konverga´la´s.
A szerzo˝ a´ltal alkalmazott strate´gia minden le´pe´sben to¨bb lesza´rmazottat
a´ll´ıt elo˝ e´s eldo¨nti, hogy melyik a legjobb. Az elso˝ implementa´cio´ egy ko¨nnyu˝
su´lyu´ strate´gia´n alapszik, amit 1000 jegyu˝ sza´mokig e´rdemes haszna´lni. A
ma´sodik implementa´cio´ inka´bb 1000 − 10000 jegyu˝ sza´mokra lett tervezve.
A´ltalunk ismert elo˝zo˝ implementa´cio´k csak egy lesza´rmazottat kezeltek le´pe´-
senke´nt a beja´ra´s sora´n. A szerzo˝ k´ıse´rletekkel ta´masztotta ala´, hogy gyakor-
latban e´rdemes strate´gia´t alkalmazni a gra´fbeja´ra´shoz.
Ez a kutata´s egy projekt re´sze, aminek ce´lja hogy egy strate´gia´t kom-
bina´ljon egy C e´s Assembly nyelven ı´rott optimaliza´lt programcsomaggal.
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