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Povzetek
V svetu hitrega tehnolosˇkega razvoja se kazˇe potreba po razvijanju novih,
varnejˇsih in hitrejˇsih kriptosistemov. Varnost klasicˇnih asimetricˇnih kriptosi-
stemov, kot so RSA, Diffie-Hellmanova izmenjava kljucˇa, Elgamalov kriptosi-
stem ali kriptosistemi, ki uporabljajo elipticˇne krivulje, temelji na tezˇavnosti
razcepa naravnih sˇtevil oziroma na tezˇavnosti problema diskretnega loga-
ritma. Ker za oba omenjena problema obstajajo ucˇinkoviti kvantni algo-
ritmi (Shor 1994 [10], Proos & Zalka 2003 [6]), bodo s prihodom kvantnih
racˇunalnikov ti kriptosistemi postali ranljivi. Varnost asimetricˇnega krip-
tosistema NTRUEncrypt pa temelji na problemih najkrajˇsega oziroma naj-
blizˇjega vektorja v celosˇtevilskih resˇetkah, za katera sˇe ne poznamo ucˇinkovitih
kvantnih algoritmov. Zato NTRUEncrypt predstavlja zanimivo alternativo
klasicˇnim asimetricˇnim kriptosistemom.
Kljucˇne besede: kriptografija, NTRUEncrypt, varnost.

Abstract
In the world of rapid technological development there is a need to design
new, safer and faster cryptosystems. Security of classical asymmetric cryp-
tosystems such as RSA, Diffie-Hellman key exchange, Elgamal cryptosystem,
or cryptosystems using elliptic curves is based on the difficulty of factoring
integers and on the difficulty of the discrete logarithm problem respectively.
Since for both of these problems there exist efficient quantum algorithms
(Shor 1994 [10], Proos & Zalka 2003 [6]), the advent of quantum computers
will render these systems unsafe. On the other hand, security of the NTRU-
Encrypt asymmetric cryptosystem is based on the difficulty of the shortest
vector and of the closest vector problems in integer lattices, for which no
efficient quantum algorithms are known to date. Therefore NTRUEncrypt
represents an interesting alternative to the classical asymmetric cryptosys-
tems.
Keywords: cryptography, NTUEncrypt, security.

Poglavje 1
Uvod
Kriptografija je veda, ki preucˇuje tehnike za zagotavljanje varne komunika-
cije. V splosˇnem temelji na gradnji in analizi protokolov, ki preprecˇujejo, da
bi tretje osebe oziroma javnost bila zmozˇna prebirati privatna sporocˇila. Mo-
derna kriptografija je mocˇno povezana z matematicˇnimi teorijami in racˇunalniˇstvom.
Kriptografski algoritmi so zgrajeni na matematicˇnih problemih, za katere
predpostavljamo, da jih je tezˇko resˇiti v doglednem cˇasu.
V moderni kriptografiji locˇimo kriptografijo s simetricˇnimi ter asimetricˇnimi
kljucˇi. Pri prvi se uporablja isti kljucˇ tako za sˇifriranje kot za desˇifriranje,
medtem ko se pri asimetricˇni kriptografiji uporablja javni kljucˇ za sˇifriranje
in privatni kljucˇ za desˇifriranje sporocˇila. V praksi uporabljamo kombi-
nacijo obeh, in sicer uporabimo asimetricˇen kriptografski sistem za izme-
njavo sˇifrirnega kljucˇa simetricˇnega kriptografskega sistema, pri katerem je
sˇifriranje in desˇifriranje zaradi bistveno krajˇsih kljucˇev mnogo hitrejˇse.
Kriptosistema DES (Data Encryption Standard) in AES (Advanced Encryp-
tion Standard), katerih zasnova so blocˇne sˇifre, sta primera simetricˇnih krip-
tosistemov. Whitfield Diffie in Martin Hellman sta prva objavila cˇlanek o
kriptografiji, ki uporablja javni kljucˇ. Njuno delo temelji na izmenjavi kljucˇa
preko javnega kanala. Primeri asimetricˇnih kriptosistemov, ki so jima sledili,
so sistemi kot sta RSA (Rivest-Shamir-Adleman) in Rabinov kriptosistem, ki
temeljita na mnozˇenju velikih prasˇtevil, ter sistemi, ki uporabljajo elipticˇne
krivulje.
V tem diplomskem delu je predstavljen kriptosistem NTRUEncrypt in nje-
gova implementacija. NTRUEncrypt spada v vrsto asimetricˇne kriptografije
in temelji na problemih najkrajˇsega oziroma najblizˇjega vektorja v celosˇtevilskih
resˇetkah. Prednost, ki jo ima pred trenutno uveljavljenimi asimetricˇnimi
sistemi, kot so RSA, ElGamal in podobni, je njegova hitrost sˇifriranja in
desˇifriranja. Prav tako sˇe ni znan kvantni algoritem, ki bi ucˇinkovito resˇeval
problem najkrajˇsega oziroma najblizˇjega vektorja.
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Struktura dela je sledecˇa:
• V poglavju 2 so predstavljeni matematicˇni pojmi in definicije, potrebne
za razumevanje nadaljnjih poglavij.
• Poglavje 3 opiˇse delovanje kriptosistema NTRUEncrypt, njegovo krip-
toanalizo in se zakljucˇi s preprostim primerom.
• V poglavju 4 so opisane predlagane pohitritve kriptosistema NTRUEn-
crypt.
• Kompleksnejˇsi algoritmi in njihova implementacija so opisani v po-
glavju 5, izvorna koda v Javi pa se nahaja na prilozˇenem CD-ju.
Poglavje 2
Matematicˇno ozadje
V tem poglavju so opisani osnovni matematicˇni pojmi, ki so potrebni za
razumevanje nadaljnjih poglavij.
2.1 Celosˇtevilske resˇetke
Celosˇtevilska resˇetka (ali kratko: resˇetka) vm-razsezˇnem evklidskem prostoru
Rm je mnozˇica
L = L(v1, . . . , vn) =
{
n∑
i=1
aivi : ai ∈ Z
}
(2.1)
vseh celosˇtevilskih linearnih kombinacij n linearno neodvisnih vektorjev v1, . . . , vn
v Rm (m ≥ n). Sˇtevili m in n imenujemo rang oziroma dimenzija resˇetke.
Mnozˇica {v1, . . . , vn} predstavlja bazo resˇetke in jo lahko podamo z matriko
B =
v1...
vn
 ∈ Rn×m, (2.2)
kjer bazni vektorji predstavljajo vrstice. Z uporabo matricˇnega zapisa lahko
zapiˇsemo (2.1) kot
L(B) = {xB : x ∈ Zn}. (2.3)
Izrek 2.1. Naj bosta L1 in L2 n-razsezˇni resˇetki ranga m z baznima ma-
trikama B1 in B2. Potem je L1 = L2 natanko tedaj, ko obstaja matrika
U ∈ Zn×n z detU = ±1, tako da je B2 = UB1.
Dokaz. (⇒) Cˇe je L1 = L2, so vrstice matrike B2 celosˇtevilske li-
nearne kombinacije vrstic matrike B1 in obratno, torej obstajata matriki
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U, V ∈ Zn×n, tako da je B2 = UB1 in B1 = V B2. Od tod sledi, da je
B1 = V UB1 oziroma (I − V U)B1 = 0. Ker so vrstice matrike B1 linearno
neodvisne, je matrika B1 obrnljiva, torej je V U = I in detU detV = 1. Ma-
triki U in V sta celosˇtevilski, zato sta taksˇni tudi njeni determinanti, torej
je detU = detV = ±1.
(⇐) Naj bo B2 = UB1, kjer je U ∈ Zn×n in detU = ±1. Potem je
B1 = U
−1B2, kjer je U−1 ∈ Zn×n. Torej so vrstice matrike B1 celosˇtevilske li-
nearne kombinacije vrstic matrike B2 in pripadajo resˇetki L2, vrstice matrike
B2 pa so celosˇtevilske linearne kombinacije vrstic matrike B1 in pripadajo
resˇetki L1. Od tod sledi, da je L1 ⊆ L2 in L2 ⊆ L1, torej je L1 = L2. 
Resˇetke so, podobno kot vektorski prostori, generirane z vsemi linearnimi
kombinacijami svojih baznih vektorjev, vendar se za razliko od vektorskih
prostorov uporabljajo celosˇtevilski koeficienti namesto realnih. Predstavljamo
si jih lahko kot urejeno razporeditev tocˇk v Rm, kjer postavimo tocˇko na
koncu vsakega vektorja. Primer resˇetke v R2 prikazuje slika 2.1.
Slika 2.1: Resˇetka L in njena temeljna domena F
Definicija. Naj bo L resˇetka dimenzije n in B = {v1, v2, . . . , vn} njena baza.
Temeljna domena (ali temeljni paralelepiped) resˇetke L, ki ustreza bazi B,
je mnozˇica
F(v1, . . . , vn) = {t1v1 + t2v2 + · · ·+ tnvn : 0 ≤ ti < 1}. (2.4)
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Temeljna domena resˇetke v dimenziji 2 je prikazana na sliki 2.1.
Izrek 2.2. Naj bo L ⊂ Rn resˇetka dimenzije n in naj bo F njena temeljna
domena. Potem lahko vsak vektor w ∈ Rn zapiˇsemo v obliki
w = t+ v za enolicˇna t ∈ F in v ∈ L.
Prav tako unija translacij temeljnih domen
F + v = {t+ v : t ∈ F}
kjer so v vektorji v resˇetki L, pokriva celoten prostor Rn (glej sliko 2.2).
Dokaz. Naj bo v1, . . . , vn baza resˇetke L, ki ji ustreza temeljna domena
F . Potem so v1, . . . , vn linearno neodvisni v Rn, torej so baza Rn. Zato lahko
w ∈ Rn zapiˇsemo kot
w = α1v1 + α2v2 + · · ·+ αnvn za neke α1, . . . , αn ∈ R.
Vsak αi zapiˇsemo kot
αi = ti + ai, kjer je 0 ≤ ti < 1 in ai ∈ Z.
Potem
w =
vektor t∈F︷ ︸︸ ︷
t1v1 + t2v2 + · · ·+ tnvn +
vektor v∈L︷ ︸︸ ︷
a1v1 + a2v2 + · · ·+ anvn,
kar pomeni, da lahko zapiˇsemo w v zˇeleni obliki.
Recimo, da lahko vektor w = t+ v = t′ + v′ predstavimo z vsoto vektorja iz
F in vektorja iz L na dva nacˇina. Potem
(t1 + a1)v1 + (t2 + a2)v2 + · · ·+ (tn + an)vn =
= (t′1 + a
′
1)v1 + (t
′
2 + a
′
2)v2 + · · ·+ (t′n + a′n)vn.
Ker so v1, . . . , v2 med sabo linearno neodvisni, sledi
ti + ai = t
′
i + a
′
i za vse i = 1, 2, . . . , n.
Torej je
ti − t′i = a′i − ai ∈ Z
celo sˇtevilo. Ker vemo, da sta sˇtevili ti in t
′
i vecˇji ali enaki 0 in strogo manjˇsi
od 1, je ti− t′i celo sˇtevilo natanko tedaj, kadar ti = t′i. Torej t = t′, zato tudi
v = w − t = w − t′ = v′.
To dokazuje, da sta t ∈ F in v ∈ L enolicˇno dolocˇena z w. 
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Slika 2.2: Translacije F z vektorji iz L pokrivajo Rn
2.2 Resˇetke in kratki vektorji
Osnovna racˇunska problema, povezana z resˇetkami, sta:
• Problem najkrajˇsega vektorja (angl. The Shortest Vector Pro-
blem - SVP): poiˇscˇi najkrajˇsi nenicˇelni vektor v resˇetki L. Npr. poiˇscˇi
nenicˇelni vektor v ∈ L, ki minimizira evklidsko normo ‖v‖.
• Problem najblizˇjega vektorja (angl. The Closest Vector Problem -
CVP): Za dani vektor w ∈ Rm, ki ni vsebovan v L, poiˇscˇi vektor v ∈ L,
ki mu je najblizˇji. Npr. poiˇscˇi vektor v ∈ L, ki minimizira evklidsko
normo ‖w − v‖.
2.2.1 Babai-jev algoritem za iskanje priblizˇka CVP
Cˇe ima resˇetka L ⊂ Rn bazo vektorjev v1, . . . , vn, ki so paroma pravokotni:
vi · vj = 0 za vse i 6= j,
potem sta SVP in CVP lahko resˇljiva. Za resˇitev SVP opazimo, da je dolzˇina
kateregakoli vektorja v L podana s formulo
‖a1v1 + a2v2 + · · ·+ anvn‖2 = a21‖v1‖2 + a22‖v2‖2 + · · ·+ a2n‖vn‖2.
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Ker so a1, . . . , an ∈ Z, vidimo, da je najkrajˇsi nenicˇelni vektor v L najkrajˇsi
vektor v mnozˇici {±v1, . . . ,±vn}.
Podobno velja, cˇe zˇelimo najti danemu vektorju w ∈ Rn najblizˇji vektor v L.
Najprej zapiˇsemo
w = t1v1 + t2v2 + · · ·+ tnvn, t1, . . . , tn ∈ R.
Potem za v = a1v1 + · · ·+ anvn ∈ L velja
‖v − w‖2 = (a1 − t1)2‖v1‖2 + (a2 − t2)2‖v2‖2 + · · ·+ (an − tn)2‖vn‖2. (2.5)
Ker so ai cela sˇtevila, bo vrednost (2.5) najmanjˇsa, cˇe za ai vzamemo celo
sˇtevilo, najblizˇje pripadajocˇemu ti. Vendar se v primeru, ko bazni vektorji
med sabo niso dovolj pravokotni, algoritem ne obnese najbolje.
2.3 Algoritmi za redukcijo resˇetk
V tem razdelku bomo najprej opisali Gaussov algoritem za redukcijo resˇetk
v dimenziji 2, nato bomo predstavili algoritem LLL, ki vrne priblizˇno pravo-
kotno bazo s kratkimi vektorji.
2.3.1 Gaussov algoritem za redukcijo resˇetk v dimen-
ziji 2
Glavna ideja algoritma, ki ga prikazuje slika 1, je izmenicˇno odsˇtevanje enega
baznega vektorja od drugega, dokler to ni vecˇ mogocˇe.
Naj bosta v1 in v2 bazna vektorja 2-razsezˇne resˇetke L ⊂ R2. Pod predpo-
stavko, da je ‖v1‖ ≤ ‖v2‖ (cˇe ni izpolnjena, vektorja v1 in v2 zamenjamo
med seboj), zˇelimo skrajˇsati vektor v2 tako, da od njega odsˇtejemo ustrezen
vecˇkratnik vektorja v1,
v∗2 = v2 − αv1.
Sˇtevilo α izberemo tako, da bo vektor v∗2 najkrajˇsi, torej da bo pri tem α
kvadratna funkcija
f(α) = ‖v∗2‖2 = ‖v2‖2 − 2α(v1 · v2) + α2‖v1‖2
dosegla minimum. To se zgodi, ko je f ′(α) = −2(v2 · v1) + 2α‖v1‖2 = 0
oziroma ko je α = v1·v2‖v1‖2 . Tedaj je vektor v
∗
2 = v2 − v1·v2‖v1‖2v1 pravokoten na v1.
Seveda v1·v2‖v1‖2 v splosˇnem ne bo celo sˇtevilo, zato za novi v2 vzamemo
v∗2 = v2 −
⌊
v1 · v2
‖v1‖2
⌉
v1,
8 POGLAVJE 2. MATEMATICˇNO OZADJE
kjer smo z bxe oznacˇili celo sˇtevilo, za katero je |x− bxe| ≤ 1
2
.
1 vhod: bazna vektorja v1, v2 resˇetke L
2 izhod: skrajˇsana bazna vektorja resˇetke L
3 while True do
4 if ‖v2‖ < ‖v1‖ then
5 zamenjaj v1 in v2
6 end
7 m = b(v1 · v2)/‖v1‖2e
8 if m = 0 then
9 return v1, v2
10 end
11 v2 = v2 −mv1
12 end
Slika 1: Gaussov algoritem za redukcijo baze
Ko se algoritem ustavi, je v1 najkrajˇsi nenicˇelni vektor v L, kar pomeni, da
algoritem resˇuje SVP.
Dokaz. Dokazˇimo, da je v1 najkrajˇsi nenicˇelni vektor v resˇetki. Algoritem
vrne vektorja v1 in v2, torej velja ‖v2‖ ≥ ‖v1‖ in m = 0 oziroma
|v1 · v2|
‖v1‖2 ≤
1
2
. (2.6)
Recimo, da je v ∈ L katerikoli nenicˇelni vektor v L. Cˇe zapiˇsemo
v = a1v1 + a2v2, a1, a2 ∈ Z,
dobimo
‖v‖2 = ‖a1v1 + a2v2‖2
= a21‖v1‖2 + 2a1a2(v1 · v2) + a22‖v2‖2
≥ a21‖v1‖2 − 2|a1a2||v1 · v2|+ a22‖v2‖2
≥ a21‖v1‖2 − |a1a2|‖v1‖2 + a22‖v2‖2 iz (2.6)
≥ a21‖v1‖2 − |a1a2|‖v1‖2 + a22‖v1‖2 saj ‖v2‖ ≥ ‖v1‖
= (|a1|2 − |a1||a2|+ |a2|2)‖v1‖2.
Za katerikoli realni sˇtevili t1 in t2 je kolicˇina
t21 − t1t2 + t22 =
(
t1 − 1
2
t2
)2
+
3
4
t22
lahko nicˇ le v primeru, ko je t1 = t2 = 0. Ker sta a1 in a2 celi sˇtevili in ne obe
0, velja torej a21−|a1||a2|+a22 ≥ 1, kar dokazuje, da je v1 najmanjˇsi nenicˇelni
vektor v resˇetki L. 
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2.3.2 Algoritem LLL
Gaussov algoritem, opisan v prejˇsnjem podpoglavju, v 2-razsezˇnem prostoru
ucˇinkovito najde najkrajˇsi nenicˇelni vektor v resˇetki, vendar iskanje taksˇnega
vektorja postane tezˇje, ko dodajamo dimenzije. Nasˇ cilj je, za dano bazo
{v1, v2, . . . , vn} v resˇetki L najti boljˇso bazo, ki sestoji iz cˇim krajˇsih, med
seboj cˇim bolj pravokotnih vektorjev. Hadamardova neenakost pravi
detL = Vol(F) ≤ ‖v1‖‖v2‖ · · · ‖vn‖.
Bolj kot so vektorji med sabo pravokotni, bolj se zgornja neenakost pri-
blizˇuje enakosti. Pri grajenju nove, izboljˇsane baze si pomagamo z Gram-
Schmidtovo pravokotno bazo. Zacˇnemo z v∗1 = v1 in za i = 2, 3, . . . , n
racˇunamo
v∗i = vi −
i−1∑
j=1
µi,jv
∗
j , kjer je µi,j =
vi · v∗j
‖v∗j‖2
za 1 ≤ j ≤ i− 1. (2.7)
Izrek 2.3. Cˇe je B = {v1, v2, . . . , vn} baza resˇetke L in B∗ = {v∗1, v∗2, . . . , v∗n}
njena pravokotna Gram-Schmidtova baza, potem velja
det(L) =
n∏
i=1
‖v∗i ‖.
Opomba: B∗ ni nujno baza resˇetke L, saj Gram-Schmidtov algoritem izracˇuna
linearno kombinacijo vektorjev z realnimi koeficienti.
Dokaz. Naj bo F = F (v1, . . . , vn) matrika, kjer so koordinate i-tega
baznega vektorja v i-ti vrstici:
vi = (ri1, ri2, . . . , rin),
F = F (v1, . . . , vn) =

r11 r12 · · · r1n
r21 r22 · · · r2n
...
...
. . .
...
rn1 rn2 · · · rnn
 .
Iz linearne algebre je znano, da je volumen paralelepipeda, ki ga razpe-
njajo vektorji v1, v2, . . . , vn, enak absolutni vrednosti determinante matrike
F = F (v1, . . . , v2), torej velja det(L) = | detF |.
Naj bo F ∗ = F (v∗1, v
∗
2, . . . , v
∗
n) matrika, v kateri so vrstice koordinate vektor-
jev v∗1, . . . , v
∗
n. Matriki F in F
∗ sta povezani z enacˇbo
MF ∗ = F,
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kjer je M matrika za spremembo baze
M =

1 0 0 · · · 0 0
µ2,1 1 0 · · · 0 0
µ3,1 µ3,2 1 · · · 0 0
...
...
...
. . .
...
...
µn−1,1 µn−1,2 µn−1,3 · · · 1 0
µn,1 µn,2 µn,3 · · · µn,n−1 1

.
Opazimo, da je det(M) = 1, zato
det(L) = | detF | = | det(MF ∗)| = |(detM)(detF ∗)| = | detF ∗| =
n∏
i=1
‖v∗i ‖.

Definicija. Naj bo B = {v1, v2, . . . , vn} baza resˇetke L in B∗ = {v∗1, v∗2, . . . , v∗n}
njena Gram-Schmidtova pravokotna baza. Recˇemo, da je baza B LLL-reducirana,
cˇe veljata pogoja:
(pogoj velikosti) |µi,j| =
|vi · v∗j |
‖v∗j‖2
≤ 1
2
, za vse 1 ≤ j < i ≤ n,
(Lova´szov pogoj) ‖v∗i ‖2 ≥
(
3
4
− µ2i,i−1
)
‖v∗i−1‖2, za vse 1 < i ≤ n.
Izrek 2.4. Naj bo L resˇetka dimenzije n. Vsaka LLL-reducirana baza {v1, v2, . . . , vn}
za L ima naslednji lastnosti:
n∏
i=1
‖vi‖ ≤ 2n(n−1)/4 detL, (2.8)
‖vj‖ ≤ 2(i−1)/2‖v∗i ‖ za vse 1 ≤ j ≤ i ≤ n. (2.9)
Za prvi vektor LLL-reducirane baze velja:
‖v1‖ ≤ 2(n−1)/4| detL|1/n, (2.10)
‖v1‖ ≤ 2(n−1)/2 min
06=v∈L
‖v‖. (2.11)
To pomeni, da LLL-reducirana baza resˇuje priblizˇek SVP do faktorja
2(n−1)/2 natanko.
Dokaz. Lova´szov pogoj in dejstvo, da je |µi,i−1| ≤ 12 , nam povesta, da je
‖v∗i ‖2 ≥
(
3
4
− µ2i,i−1
)
‖v∗i−1‖2 ≥
1
2
‖v∗i−1‖2.
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Iz zgornje neenacˇbe za 1 ≤ j ≤ i ≤ n dobimo uporaben priblizˇek
‖v∗j‖2 ≤ 2i−j‖v∗i ‖2. (2.12)
Nato izracˇunamo
‖vi‖2 =
∥∥∥∥∥v∗i +
i−1∑
j=1
µi,jv
∗
j
∥∥∥∥∥
2
iz (2.7)
= ‖v∗i ‖2 +
i−1∑
j=1
µ2i,j‖v∗j‖2 saj so v∗1, . . . , v∗n pravokotni
≤ ‖v∗i ‖2 +
i−1∑
j=1
1
4
‖v∗j‖2 ker |µi,j| ≤
1
2
≤ ‖v∗i ‖2 +
i−1∑
j=1
2i−j−2‖v∗i ‖2 iz (2.12)
=
1 + 2i−1
2
‖v∗i ‖2
≤ 2i−1‖v∗i ‖2 saj 1 ≤ 2i−1 za vse i ≥ 1 (2.13)
Cˇe za 1 ≤ i ≤ n mnozˇimo enacˇbo (2.13) samo s sabo, dobimo
n∏
i=1
‖vi‖2 ≤
n∏
i=1
2i−1‖v∗i ‖2 = 2n(n−1)/2
n∏
i=1
‖v∗i ‖2 = 2n(n−1)/2(detL)2,
pri cˇemer smo zadnji dve enacˇbi izpeljali z uporabo izreka 2.3. Ko neenacˇbo
korenimo, smo dokazali lastnost (2.8).
Za katerikoli j ≤ i uporabimo (2.13) (pri i = j) in (2.12), da dobimo priblizˇek
‖vj‖2 ≤ 2j−1‖v∗j‖2 ≤ 2j−1 · 2i−j‖v∗i ‖2 = 2i−1‖v∗i ‖2.
Ko neenacˇbo korenimo, smo dokazali lastnost (2.9).
Cˇe v neenacˇbi (2.9) postavimo j = 1 in jo zmnozˇimo za 1 ≤ i ≤ n, dobimo
‖vi‖n ≤
n∏
i=1
2(i−1)/2‖v∗i ‖ = 2n(n−1)/4
n∏
i=1
‖v∗i ‖ = 2n(n−1)/4 detL
Ko na obeh straneh izracˇunamo n-ti koren, dobimo priblizˇek (2.10).
Naj bo vektor v ∈ L nenicˇelni vektor resˇetke
v =
i∑
j=1
ajvj =
i∑
j=1
bjv
∗
j ,
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kjer ai 6= 0, a1, . . . , ai ∈ Z in b1, . . . , bi ∈ R. Velja |ai| ≥ 1.
Ker vemo, da so vektorji v∗1, . . . , v
∗
k paroma pravokotni za vsak k in razpenjajo
isti prostor, kot vektorji v1, . . . , vk, nas enacˇbe
v · v∗i = aivi · v∗i = biv∗i · v∗i in vi · v∗i = v∗i · v∗i
privedejo do zakljucˇka, da je ai = bi, kar pomeni, da je |bi| = |ai| ≥ 1. S tem
in z uporabo (2.9) (za j = 1) dobimo priblizˇek
‖v‖2 =
i∑
j=1
b2j‖v∗j‖2 ≥ b2i ‖v∗i ‖2 ≥ ‖v∗i ‖2 ≥ 2−(i−1)‖v1‖2 ≥ 2−(n−1)‖v1‖2.
Ko neenacˇbo korenimo, smo dokazali priblizˇek (2.11). 
Izrek 2.5. Naj bo {v1, . . . , vn} baza za resˇetko L. Algoritem LLL, prikazan
na sliki 2, se zakljucˇi v koncˇno mnogo korakih in vrne LLL-reducirano bazo
za L.
Cˇe je B = max ‖vi‖, algoritem izvede glavno zanko O(n2 log n + n2 logB)
krat.
1 vhod: baza {v1, v2, . . . , vn} resˇetke L
2 izhod: LLL-reducirana baza resˇetke L
3 k = 2
4 while k ≤ n do
5 for j = k − 1, k − 2, . . . , 1 do
6 vk = vk − bµk,jevj /* Manjsˇanje velikosti */
7 end
/* Lova´szev pogoj */
8 if ‖v∗k‖2 ≥
(
3
4
− µ2k,k−1
) ‖v∗k−1‖2 then
9 k = k + 1
10 else
11 zamenjaj vk−1 in vk
12 k = max (k − 1, 2)
13 end
14 end
15 return {v1, . . . , vn}
Slika 2: LLL Algoritem
Skico dokaza algoritma iz slike 2 lahko bralec najde v [4] na straneh 445-446.
Poglavje 3
Kriptosistem NTRUEncrypt
3.1 Opis
Kriptosistem NTRUEncrypt je asimetricˇni kriptosistem, ki temelji na celosˇtevilskih
resˇetkah. Razvili so ga Jeffrey Hoffstein, Jill Pipher in Joseph H. Silverman
leta 1996. V tem poglavju bomo predstavili kriptosistem NTRUEncrypt, kot
je opisan v [4]. Najprej bomo predstavili glavne sestavine kriptosistema, nato
pa sˇe prevedbo na obliko z uporabo celosˇtevilskih resˇetk.
3.2 Izbor parametrov
Kriptosistem NTRUEncrypt je odvisen od izbire treh celosˇtevilskih parame-
trov (N, p, q) in sˇtirih mnozˇic polinomov stopnje N − 1, s celosˇtevilskimi
koeficienti:
• N – dolocˇa polinomsko stopnjo N − 1,
• p – mali modul,
• q – veliki modul,
• Lf – mnozˇica privatnih polinomov f ,
• Lg – mnozˇica zacˇasnih polinomov g,
• Lφ – mnozˇica slepilnih polinomov,
• Lm – mnozˇica sporocˇil v polinomski obliki
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Sˇtevili N in p sta prasˇtevili, sˇtevilo q pa jima je tuje (glej poglavje (3.6.5))
ter veliko vecˇje od p (glej neenacˇbo (3.5)). Operacije potekajo v kolobarju
R = Z[x]/(xN − 1).
Ker se pri sˇifriranju in desˇifriranju uporabljajo tudi kolobarji s koeficienti,
skrcˇenimi po modulu p in q, definiramo sˇe kolobarja
Rp =
(Z/pZ)[x]
(xN − 1) , Rq =
(Z/qZ)[x]
(xN − 1) .
Element F ∈ R je zapisan kot polinom, ki ga predstavimo z vektorjem koe-
ficientov
F =
N−1∑
i=0
Fix
i = [F0, F1, . . . , FN−1].
Mnozˇica sporocˇil Lm vsebuje vse polinome stopnje najvecˇ N − 1 s koeficienti
iz Zp:
Lm =
{
m ∈ R : koeficienti m lezˇijo med− p− 1
2
in
p− 1
2
}
.
Ostale mnozˇice opiˇsemo s pomocˇjo oznake
T (d1, d2) =
F ∈ R :
d1 koeficientov enakih 1
d2 koeficientov enakih − 1
ostali enaki 0

Izberemo tri pozitivna cela sˇtevila df , dg, dφ in vzamemo
Lf = T (df + 1, df ), Lg = T (dg, dg) in Lφ = T (dφ, dφ).
Omejili se bomo na primer, ko velja d := df = dg = dφ.
3.3 Generiranje kljucˇev
3.3.1 Privatni kljucˇ
Privatni del kljucˇa predstavljata nakljucˇno izbrana polinoma f, g ∈ R z majh-
nimi koeficienti (iz mnozˇice {−1, 0, 1}). Polinom f mora biti obrnljiv po mo-
dulu p in po modulu q. Inverza, ki ju izracˇunamo z razsˇirjenim Evklidovim
algoritmom, oznacˇimo s Fp in Fq
Fp ∗ f ≡ 1 (mod p), (3.1)
Fq ∗ f ≡ 1 (mod q). (3.2)
3.4. SˇIFRIRANJE 15
3.3.2 Javni kljucˇ
Javni kljucˇ h je, kot pove ime, objavljen javno in dostopen vsem, ki zˇelijo
sˇifrirati sporocˇilo:
h ≡ Fq ∗ g (mod q). (3.3)
3.4 Sˇifriranje
Sporocˇilo m ∈ Lm je polinom s koeficienti, skrcˇenimi po modulu p. Posˇiljatelj
sporocˇila si izbere nakljucˇen slepilni polinom φ ∈ Lφ in uporabi javni kljucˇ
h za izracˇun sˇifriranega sporocˇila e
e ≡ pφ ∗ h+m (mod q).
3.4.1 Prevod besedila v polinomsko obliko
Sporocˇilom = z1z2 . . . zn, kjer so zi znaki iz izvorne abecede
∑
= {c0, c1, . . . , ct−1},
je potrebno pred sˇifriranjem pretvoriti v zaporedje polinomov, ki jih nato
sˇifriramo. To v primeru p = 2k + 1 storimo npr. takole:
1. Naj s ∈ N zadosˇcˇa pogoju ps−1 < t ≤ ps. Vsak znak zi = cj v sporocˇilu
m zamenjamo s p-iˇskim zapisom sˇtevila j, na levi dopolnjenim z nicˇlami
do dolzˇine s. Tako dobimo niz m′ ∈ {0, 1, . . . , 2k}ns.
2. Vsako p-iˇsko sˇtevko v nizu m′ zmanjˇsamo za k. Tako dobimo niz m′′ ∈
{−k,−(k − 1), . . . , k − 1, k}ns.
3. Niz m′′ dopolnimo do dolzˇine, ki je vecˇkratnik N , takole:
Na koncu mu dodamo enojko, nato pa sˇe toliko nicˇel (nicˇ ali vecˇ), da
dobimo niz m′′′ dolzˇine rN , kjer je r ∈ N.
4. Niz m′′′ zapiˇsemo v obliki m′′′ = p1p2 . . . pr, kjer so pi podnizi dolzˇine N .
Podniz pi = a0a1 . . . aN−1 pretvorimo v polinom pi(x) = a0+a1x+ · · ·+
aN−1xN−1. Tako dobimo iskano zaporedje polinomov p1(x), p2(x), . . . , pr(x).
Primer prevoda cˇrke “A” v polinomsko obliko na opisani nacˇin, cˇe abecedo∑
predstavlja prvih 128 ASCII znakov, p = 3 in N = 5:
Tu je n = 1, t = 128, k = 1 in s = 5.
1. ASCII vrednost cˇrke “A” je 65(10) = 2102(3), zato je m
′ = 02102.
2. m′′ = 11011, kjer 1 predstavlja vrednost −1.
3. m′′′ = 1101110000, r = 2.
4. p1(x) = −1 + x− x3 + x4, p2(x) = 1.
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3.5 Desˇifriranje
Sˇifrirano sporocˇilo desˇifriramo z uporabo privatnega kljucˇa f . Najprej izracˇunamo
a(x) ≡ f(x) ∗ e(x) (mod q).
Nato a(x) preuredimo tako, da so koeficienti na intervalu (−q/2, q/2], ter
izracˇunamo
b(x) ≡ Fp(x) ∗ a(x) (mod p). (3.4)
Cˇe so bili parametri pravilno izbrani, lahko preverimo, da je b(x) enak
sˇifriranemu cˇistopisu m(x).
Izrek 3.1. Cˇe so parametri (N,p,q,d) sistema NTRUEncrypt izbrani tako,
da velja
q > (6d+ 1)p, (3.5)
je polinom b(x) iz enacˇbe (3.4) enak sˇifriranemu cˇistopisu m(x).
Dokaz.
a ≡ f ∗ e (mod q)
≡ f ∗ (pφ ∗ h+m) (mod q)
≡ f ∗ pφ ∗ h+ f ∗m (mod q)
≡ f ∗ pφ ∗ Fq ∗ g + f ∗m (mod q) iz (3.3)
≡ pφ ∗ g + f ∗m (mod q), (3.6)
kjer so koeficienti a na intervalu (−q/2, q/2].
Poglejmo, kaksˇna je najvecˇja mozˇna vrednost koeficientov polinoma a, cˇe
gledamo enacˇbo (3.6) v kolobarju R namesto v Rq. Polinoma g(x) in r(x)
sta v T (d, d), zato je najvecˇji mozˇni koeficient njunega zmnozˇka lahko 2d.
Podobno je f(x) ∈ T (d + 1, d), koeficienti m(x) pa so med −1
2
p in 1
2
p, torej
najvecˇji mozˇni koeficient produkta f(x) ∗m(x) ne presega (2d+ 1) · 1
2
p. Zato
najvecˇji mozˇni koeficient desne strani enacˇbe (3.6) v R ne presega
p · 2d+ (2d+ 1) · 1
2
p = (3d+ 1
2
)p.
Enacˇba (3.5) nam zdaj zagotavlja, da je vsak koeficient v (3.6) strogo manjˇsi
od 1
2
q. Iz tega sledi, da pri racˇunanju v Rq ne pride do izgub informacije, saj
so koeficienti enaki tudi v R.
Desˇifriranje koncˇamo s tem, da izracˇunamo sˇe
b ≡ Fp ∗ a (mod p)
≡ pφ ∗ g ∗ Fp + Fp ∗ f ∗m (mod p) iz (3.1)
≡ m (mod p) (3.7)
in s tem dobimo originalno sporocˇilo m. 
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3.5.1 NTRU kot kriptosistem, ki temelji na celosˇtevilskih
resˇetkah
Za javni kljucˇ
h(x) = h0 + h1x+ · · ·+ hN−1xN−1
definiramo pripadajocˇo 2N -razsezˇno NTRU resˇetko LNTRUh z bazno matriko
MNTRUh =

1 0 · · · 0 h0 h1 · · · hN−1
0 1 · · · 0 hN−1 h0 · · · hN−2
...
...
. . .
...
...
...
. . .
...
0 0 · · · 1 h1 h2 · · · h0
0 0 · · · 0 q 0 · · · 0
0 0 · · · 0 0 q · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 0 0 0 · · · q

.
Opazimo, da matrika sestoji iz sˇtirih blokov velikosti N ×N , kjer je:
zgornji levi blok - identicˇna matrika,
spodnji levi blok - matrika, s samimi nicˇlami,
zgornji desni blok - ciklicˇne permutacije koeficientov h(x),
spodnji desni blok - identicˇna matrika, pomnozˇena s q.
Krajˇse
MNTRUh =
(
I H,
0 qI
)
, (3.8)
kjer smo s H oznacˇili matriko velikosti N × N , katere vrstice so ciklicˇne
permutacije koeficientov polinoma h(x). Poljuben par polinomov
a(x) = a0 + a1x+ · · ·+ aN−1xN−1 in b(x) = b0 + b1x+ · · ·+ bN−1xN−1
v kolobarju R identificirajmo z 2N -razsezˇnim vektorjem
(a, b) = (a0, a1, . . . , aN−1, b0, b1, . . . , bN−1) ∈ Z2N .
Izrek 3.2. Naj bo f(x) ∗ h(x) ≡ g(x) (mod q) in naj bo u(x) ∈ R polinom,
za katerega velja
f(x) ∗ h(x) = g(x) + qu(x). (3.9)
Potem je
(f,−u)MNTRUh = (f, g), (3.10)
kar pomeni, da je vektor (f, g) v resˇetki LNTRUh .
18 POGLAVJE 3. KRIPTOSISTEM NTRUENCRYPT
Dokaz. Z blocˇnim mnozˇenjem dobimo
(f,−u)
(
I H
0 qI
)
= (f, f ∗H − qu) = (f, g).

3.6 Varnost
3.6.1 Napad z grobo silo
Koeficienti javnega kljucˇa so videti kot nakljucˇna cela sˇtevila po modulu q,
vendar obstaja zveza
f(x) ∗ h(x) ≡ g(x) (mod q), (3.11)
kjer imata f(x) in g(x) majhne koeficiente. Za dani h(x) zˇeli torej napadalec
poiskati taksˇna polinoma s koeficienti iz mnozˇice {-1, 0, 1}, da velja enacˇba
(3.12).
Iskanje kljucˇa na taksˇen nacˇin nima samo ene resˇitve, ker je za vsako resˇitev
(f(x), g(x)) tudi (xk ∗f(x), xk ∗g(x)), 0 ≤ k < N , veljavna resˇitev. Polinomu
xk ∗f(x) pravimo zasuk polinoma f(x), ker so koeficienti zasukani za k mest.
Z desˇifriranjem s taksˇnim polinomom dobimo zasukani cˇistopis xk ∗m(x).
Sˇtevilo mozˇnih polinomov v T (d1, d2), kjer ima d1 koeficientov vrednost 1,
d2 koeficientov vrednost −1, preostalih N − d1 − d2 pa 0, je:
#T (d1, d2) =
(
N
d1
)(
N − d1
d2
)
=
N !
d1!d2!(N − d1 − d2)!
Pri izcˇrpnem iskanju privatnega kljucˇa mora napadalec preveriti vsak poli-
nom v T (d + 1, d). A ker je vsak zasuk polinoma f(x) tudi desˇifrirni kljucˇ,
imamo N mozˇnih resˇitev, zato je potrebnih priblizˇno #T (d+ 1, d)/N posku-
sov, da najdemo enega izmed zasukov f(x).
Zgled:
Cˇe izberemo NTRU parametre
(N, p, q, d) = (251, 3, 257, 83),
je tako potrebno preiskati priblizˇno
#T (84, 83)
251
=
1
251
(
251
84
)(
167
83
)
≈ 2381.6
polinomov, preden najdemo desˇifrirni kljucˇ.
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3.6.2 Napad s srecˇanjem na sredini
Howgrave-Graham, Silverman in Whyte v svojem cˇlanku [5] opisujejo napad
s srecˇanjem na sredini (meet-in-the-middle attack). Za lazˇjo predstavitev
napada predpostavimo, da velja:
• N je sodo sˇtevilo,
• d je sodo sˇtevilo,
• f(x) in g(x) imata dvojiˇske koeficiente z d enicami: f(x), g(x) ∈ T (d, 0),
• k je taksˇno celo sˇtevilo, ki ga izbere napadalec, da je 2k vecˇje od (N/2
d/2
)
(recimo za faktor 100).
Ideja je poiskati taksˇen f(x) = f1(x) + f2(x) ∈ T (d, 0), da imata polinoma
f1(x) =
∑
0≤i<N/2
aix
i in f2(x) =
∑
N/2≤i<N
aix
i
vsak po d/2 koeficientov enakih 1. Velja:
f(x) ∗ h(x) = g(x) (mod q)
⇒ (f1(x) + f2(x)) ∗ h(x) = g(x) (mod q)
⇒ f1(x) ∗ h(x) = g(x)− f2(x) ∗ h(x) (mod q)
⇒ (f1(x) ∗ h(x))i = {0, 1} − (f2(x) ∗ h(x))i za vsak i (mod q)
(3.12)
kjer zapis ui pomeni i-ti koeficient polinoma u(x). Napadalec izvede nasle-
dnje korake:
• Najprej pregledamo vse mozˇne polinome f1(x) dolzˇine N/2, ki imajo
d/2 enic. Za to potrebujemo
(
N/2
d/2
)
korakov. Vsak f1(x) vstavimo v
“predalcˇek”, katerega naslov sestavljajo vodilni biti prvih k koeficien-
tov polinoma f1(x) ∗ h(x) (mod q). Od 2k mozˇnih predalcˇkov jih bo
priblizˇno
(
N/2
d/2
)
zasedenih.
• Nato pregledamo vse mozˇne polinome f2(x), za kar prav tako potrebu-
jemo
(
N/2
d/2
)
korakov. Pri tem polinom f2(x) pripada vsem tistim pre-
dalcˇkom, ki jih dolocˇajo vodilni biti prvih k koeficientov mnozˇice polino-
mov, ki jih dobimo, cˇe nekaterim koeficientom polinoma −f2(x) ∗ h(x)
priˇstejemo 1 (mod q). Cˇe f2(x) pripada kateremu od zasedenih pre-
dalcˇkov, recˇemo, da je priˇslo do trka. V tem primeru smo nasˇli po-
linoma f1(x) in f2(x), za katera velja enacˇba (3.12). Cˇe polinom
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(f1(x) + f2(x)) ∗ h(x) (mod q) pripada T (d, 0), vrnemo f(x) = f1(x)+
f2(x), sicer nadaljujemo z naslednjim f2(x). Cˇe zasedeni predalcˇek vse-
buje vecˇ kandidatov za f1(x), opisani postopek opravimo z vsemi.
Zgled (N = 4, q = 8, k = 4):
• cˇe f1(x) ∗ h(x) (mod q) = [7, 2, 3, 5] (oziroma, cˇe sˇtevila zapiˇsemo
dvojiˇsko [111,010,011,101]), potem je f1(x) shranjen v predalcˇek z
naslovom [1001].
• cˇe −f2(x) ∗ h(x) (mod q) = [6, 2, 1, 5] (dvojiˇsko [110, 010, 001, 101]),
potem f2(x) pripada predalcˇku [1001].
• cˇe −f2(x) ∗ h(x) (mod q) = [7, 2, 3, 5] (dvojiˇsko [111, 010, 011, 101]),
potem f2(x) pripada predalcˇkom [1001], [0001], [1011], [0011], saj se
sˇteviloma 7 in 3 v primeru, da jima priˇstejemo 1, spremeni vodilni bit.
Sˇtevilo potrebnih korakov za pridobitev kljucˇa pri algoritmih, ki upora-
bljajo trke, dobimo tako, da korenimo sˇtevilo potrebnih iskanj z grobo silo.
Pri zgledu iz prejˇsnjega poglavja bi tako z uporabo algoritma s srecˇanjem na
sredini potrebovali
√
2381.6 ≈ 2190.8 korakov.
3.6.3 Napad z izbranimi tajnopisi
Kot smo zˇe predpostavili v prejˇsnjih poglavjih, morata biti modula p in
q izbrana tako, da zadosˇcˇata neenacˇbi (3.5), sicer se lahko zgodi, da pri
desˇifriranju ne dobimo originalnega sporocˇila m. Priporocˇeni parametri so
se od prve verzije kriptosistema leta 1998 [2] preko dodatnih optimizacij leta
2000 [3], ki so opisane v poglavju 4, do standardizacije leta 2003 [7] spremi-
njali. Priporocˇeni parametri po standardu IEEE P1363.1 ne omogocˇajo vecˇ
desˇifrirnih napak, zato na tem mestu bralca napotimo h kriptoanalizi napada
z izbranimi tajnopisi, ki je opisana v [1].
3.6.4 Napadi na resˇetke
Cˇe ima resˇetka L pravokotno bazo, potem je zelo lahko resˇiti problema SVP
in CVP. Algoritem LLL, opisan v 2.3.2, sicer ne vrne pravokotne baze, vendar
dobimo bazo, v kateri so vektorji dokaj pravokotni med seboj. Cˇe zdruzˇimo
algoritem LLL z Babai-jevim algoritmom (poglavje 2.2.1), dobimo priblizˇno
resˇitev problema CVP.
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3.6.5 Priporocˇeni izbor parametrov
Tabela 3.2 prikazuje priporocˇeni izbor parametrov po standardu IEEE P1363.1.
Parametri so bili izracˇunani tako, da so varni proti trenutno najboljˇsim in
najhitrejˇsim znanim napadom. Priporocˇljivo je tudi, da sta modula p in q
izbrana tako, kot prikazuje tabela 3.1.
p q
2 prasˇtevilo
3 2m
2 + x 2m
Tabela 3.1: Izbor p1 in q
n p q df dg dm dφ Stopnja varnosti
ees401ep1 401 3 2048 113 133 113 113 112
ees541ep1 541 3 2048 49 180 49 49 112
ees659ep1 659 3 2048 38 219 38 38 112
ees449ep1 449 3 2048 134 149 134 134 128
ees613ep1 613 3 2048 55 204 55 55 128
ees761ep1 761 3 2048 42 253 42 42 192
ees653ep1 653 3 2048 194 217 194 134 192
ees887ep1 887 3 2048 81 295 81 81 192
ees1087ep1 1087 3 2048 63 362 63 63 192
ees853ep1 853 3 2048 268 289 268 268 256
ees1171ep1 1171 3 2048 106 390 106 106 256
ees1449ep1 1499 3 2048 79 499 79 79 256
Tabela 3.2: Priporocˇljivi parametri po standardu IEEE P1363.1
3.7 Primer
Za primer smo izbrali parametre
(N, p, q, d) = (11, 3, 32, 3)
Privatni del kljucˇa, nakljucˇno izbrana f in g:
f = −1 + x− x3 + x5 + x8 + x9 − x10
g = −1 + x+ x6 − x8 − x9 + x10
1Opis izbora parametra p kot polinom 2 + x lahko bralec najde v [9]
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Izracˇunamo inverza f tako, da velja
Fp ∗ f ≡ 1 (mod p),
Fq ∗ f ≡ 1 (mod q).
Fp ≡ 2 + x+ 2x2 + 2x3 + x4 + x5 + x6 + 2x7 + 2x8 + x9 + x10 (mod 3)
Fq ≡ 23x+ x2 + 14x3 + 2x4 + 28x5 + 3x6 + 24x7 + 6x8 + 16x9 + 12x10 (mod 32)
Izracˇunamo javni kljucˇ h:
h ≡ Fq ∗ g (mod q)
h ≡ 16 + 29x+ 30x2 + 28x3 + 29x4 + 23x5 + 27x6 + 12x7+
+ 23x8 + 25x9 + 14x10 (mod 32)
Sˇifrirati zˇelimo sporocˇilo m = “AB”.
ASCII vrednosti za “A” = 65(10) in “B” = 66(10).
Sˇtevili pretvorimo v trojiˇski sistem:
65(10) = 2102(3) = 02102(3)
66(10) = 2110(3) = 02110(3)
Dobljena trojiˇska zapisa staknemo in od posameznih sˇtevk odsˇtejemo 1:
0210202110→ 1101111001,
kjer 1 predstavlja vrednost −1.
Sporocˇilo “AB” v polinomski obliki:
m = −1 + x− x3 + x4 − x5 + x6 − x9
Slepilni polinom:
φ = −1 + x+ x3 − x4 − x6 + x10
Sˇifriranje:
e ≡ pφ ∗ h+m (mod q)
e ≡ 12 + 9x+ 12x2 − 3x3 − x4 − 5x5 + 3x6 − 2x7 − 2x8 − 5x9 + 13x10 (mod 32)
Desˇifriranje:
a ≡ f ∗ e (mod q)
a ≡ 6− 10x+ 11x2 − 3x3 + 8x4 − 3x5 − x6 − 4x7 + 7x9 − 12x10 (mod 32)
b ≡ a ∗ Fp (mod p)
b ≡ −1 + x− x3 + x4 − x5 + x6 − x9 (mod 3)
S tem dobimo prvotno sporocˇilo m.
Poglavje 4
Pohitritve
V tem poglavju so opisane izboljˇsave, ki sˇe dodatno doprinesejo k hitrosti
sˇifriranja in desˇifriranja.
4.1 Izbira privatnega polinoma
Najvecˇ cˇasa pri sˇifriranju in desˇifriranju zahteva mnozˇenje polinomov v ko-
lobarju R. Pri sˇifriranju je potrebno izracˇunati produkt φ ∗ h (mod q), pri
desˇifriranju pa produkta f ∗ e (mod q) in Fp ∗ a (mod p). Podobno je naj-
drazˇja cˇasovna operacija pri generaciji kljucˇev racˇunanje inverzov Fp in Fq.
Za pohitritev kreacije kljucˇev in desˇifriranja pri Security Innovations Inc.
predlagajo [3], da se privatni kljucˇ f izbere kot f = 1 + p · F ∈ R.
Cˇe izberemo f v tej obliki, potem:
f = 1 + p ∗ F ≡ 1 (mod p)
Fp ≡ 1 (mod p)
Izracˇun inverza po modulu p tako ni vecˇ potreben.
Prav tako pri desˇifriranju izracˇun drugega produkta ni vecˇ potreben:
a ≡ f ∗ e (mod q)
≡ p · φ ∗ g + f ∗m (mod q) iz (3.6)
≡ p · φ ∗ g + (1 + p · F ) ∗m (mod q)
b ≡ a (mod p)
≡ p · φ ∗ g + (1 + p · F ) ∗m (mod p)
≡ p · (φ ∗ g + F ∗m) +m (mod p)
≡ m (mod p)
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Poglavje 5
Implementacija
V tem poglavju so opisani nekateri algoritmi, ki so bili uporabljeni pri im-
plementaciji kriptosistema NTRUEncrypt. Za implementacijo kriptosistema
smo se odlocˇili uporabiti programski jezik Java. Izvorna koda se nahaja na
prilozˇenem CD-ju.
5.1 Algoritem za hitro mnozˇenje polinomov
Koliko osnovnih aritmeticˇnih operacij (mnozˇenj in sesˇtevanj) potrebujemo za
izracˇun produkta dveh polinomov stopnje n− 1? Naj bo a(x) = ∑2n−1k=0 akxk
produkt polinomov b(x) =
∑n−1
i=0 bix
i in c(x) =
∑n−1
j=0 cjx
j. Potem je:
a(x) =
n−1∑
i=0
n−1∑
j=0
bicjx
i+j =
2n−2∑
k=0
xk
min(k,n−1)∑
i=max(0,k−n+1)
bick−i, (5.1)
torej je
ak =

k∑
i=0
bick−i, za k = 0, 1, . . . , n− 1,
n−1∑
i=k−n+1
bick−i, za k = n, n+ 1, 2n− 2.
Pri obicˇajnem algoritmu za “dolgo mnozˇenje” polinomov racˇunamo koefici-
ente ak po formuli (5.1) in opravimo
n−1∑
k=0
(k + 1) +
2n−2∑
k=n
(2n− k − 1) = n2 mnozˇenj in
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n−1∑
k=0
k +
2n−2∑
k=n
(2n− k − 2) = (n− 1)2 sesˇtevanj.
V tehnicˇnem porocˇilu [13] je bilo pokazano, da je z razbitjem posameznega
polinoma na dva dela mogocˇe sˇtevilo operacij zmanjˇsati na 3
4
n2. Z uporabo
rekurzije se da to sˇtevilo sˇe zmanjˇsati.
Ideja v razbitju polinomov je v tem, da zapiˇsemo b in c kot vsoti. Naj bosta
n1 = bn2 c in n2 = dn2 e:
b = b1 + b2x
n1 ,
c = c1 + c2x
n1 ,
kjer je
deg(b1) = deg(c1) = n1 − 1,
deg(b2) = deg(c2) = n2 − 1.
Produkt bc potem zapiˇsemo kot:
bc = b1c1 + (b1c2 + b2c1)x
n1 + b2c2x
2n1 (5.2)
Potrebno je izracˇunati sˇtiri zmnozˇke b1c1, b1c2, b2c1, b2c2 polinomov stopnje
priblizˇno n
2
, kar zahteva 4 · (n
2
)2 = n2 operacij, s cˇimer ne pridobimo nicˇesar.
Srednji koeficient pa lahko zapiˇsemo drugacˇe:
b1c2 + b2c1 = (b1 + b2)(c1 + c2)− b1c1 − b2c2.
Ker imamo b1c1 in b2c2 v (5.2) zˇe izracˇunana, s tem zmanjˇsamo sˇtevilo
mnozˇenj s sˇtiri na tri. Na racˇun nekaj dodatnih sesˇtevanj potrebujemo za
izracˇun le 3 · (n
2
)2 = 3
4
n2 operacij.
Cˇe ta proces izvedemo rekurzivno r-krat, se sˇtevilo operacij dodatno zmanjˇsa
na (3
4
)rn2.
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1 Function multiplyRecursive(b(x), c(x), int n, int N )
/* Mnozˇimo polinoma b(x) in c(x) stopnje n− 1.
Proceduro klicˇemo rekurzivno, dokler stopnji nista
manjsˇi od dolocˇene meje cutOff (nasˇa izbrana meja je
32). */
2 if n ≤ cutOff then
3 for (k = 0; k ≤ 2 ∗ n− 2; k++) do
4 a[k] = 0 for (i = max(0, k − n+ 1); i ≤ min(k, n− 1);
i++) do
5 a[k] += b[i] ∗ c[k − i]
6 end
7 end
8 else
9 n1 = n/2;
10 n2 = n− n1;
11 b1 = b mod x
n1 ;
12 b2 = b div x
n1 ;
13 c1 = c mod x
n1 ;
14 c2 = c div x
n1 ;
15 B = b1 + b2;
16 C = c1 + c2;
/* B in C sta stopnje n/2 */
17 a1 = multiplyRecursive(b1, c1, n1, N);
18 a2 = multiplyRecursive(b2, c2, n2, N);
19 a3 = multiplyRecursive(B,C, n2, N);
20 a = a1 + (a3− a1− a2) ∗ xn1 + a2 ∗ x2∗n1;
21 end
/* Stopnja a(x) je 2 ∗ n− 1. Cˇe 2 ∗ n− 1 > N, potem
uporabimo relacijo xN = 1 */
22 if 2 ∗ n− 1 > N AND N > 0 then
23 for (k = N ; k < 2 ∗ n− 1; k++) do
24 a[k −N ] += a[k];
25 end
26 end
27 return a(x)
28 end
Slika 3: Algoritem za hitro mnozˇenje polinomov
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5.2 Inverz polinoma
Privatni del kljucˇa dobimo z racˇunanjem inverza nakljucˇno izbranega poli-
noma f po modulu p in q. V ta namen smo, po priporocˇilih Security Inno-
vations Inc. [11], uporabili algoritem “Almost Inverses”[8] (Algoritem 4), ki
je modificiran razsˇirjeni Evklidov algoritem za iskanje inverzov.
Za vhodni parameter a(x) ∈ (Z/pZ)[x]/(m(x)), cˇe velja gcd(a(x),m(x)) = 1,
m(0) = 1 in p prasˇtevilo, algoritem vrne inverz a(x)−1 ∈ (Z/pZ)[x]/(m(x)).
Cˇe poznamo inverz polinoma po modulu p, lahko s preprosto metodo, ki te-
melji na Newtonovi iterativni metodi, dobimo inverz polinoma po modulu pr
(Algoritem 5).
1 vhod : a(x), p (prasˇtevilo)
2 izhod : b(x) ≡ a(x)−1 ∈ (Z/pZ)[x]/(xN − 1)
3 k := 0, b(x) := 1, c(x) := 0, f(x) := a(x), g(x) := xN − 1
4 Loop:
5 while f0 = 0 do
6 f(x) := f(x)/x, c(x) := c(x) ∗ x, k := k + 1
7 end
8 if deg(f) = 0 then
9 b(x) := f−10 · b(x) (mod p)
10 return xN−k · b(x) (mod xN − 1)
11 end
12 if deg(f) < deg(g) then
13 zamenjaj f in g ter b in c
14 end
15 u := f0 · g−10 (mod p)
16 f(x) := f(x)− u ∗ g(x) (mod p)
17 b(x) := b(x)− u ∗ c(x) (mod p)
18 goto Loop
Slika 4: “Almost Inverses” v kolobarju Z[x]/(xN − 1)
1 vhod : a(x), p (prasˇtevilo), r, b(x) ≡ a(x)−1 (mod p)
2 izhod : b(x) ≡ a(x)−1 (mod pr)
3 q = p
4 while q < pr do
5 q = q ∗ p
6 b(x) := b(x)(2− a(x)b(x)) (mod q)
7 end
8 return b(x)
Slika 5: Inverz polinoma po modulu pr
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V posebnem primeru, ko je p = 3, lahko algoritem 4 sˇe pohitrimo tako, kot
je to prikazano v algoritmu 6.
1 vhod : a(x)
2 izhod : b(x) ≡ a(x)−1 ∈ (Z/3Z)[x]/(xN − 1)
3 k := 0, b(x) := 1, c(x) := 0, f(x) := a(x), g(x) := xN − 1
4 Loop:
5 while f0 = 0 do
6 f(x) := f(x)/x, c(x) := c(x) ∗ x, k := k + 1
7 end
8 if f(x) = ±1 then
9 return ±xN−kb(x) (mod xN − 1)
10 end
11 if deg(f) < deg(g) then
12 zamenjaj f in g ter b in c
13 end
14 if f0 = g0 then
15 f(x) := f(x)− g(x) (mod 3)
16 b(x) := b(x)− c(x) (mod 3)
17 end
18 else
19 f(x) := f(x) + g(x) (mod 3)
20 b(x) := b(x) + c(x) (mod 3)
21 end
22 goto Loop
Slika 6: “Almost Inverses” v kolobarju (Z/3Z)[x]/(xN − 1)
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Poglavje 6
Zakljucˇek
Parametri, priporocˇeni v prvi predstavitvi kriptosistema NTRUEncrypt [2],
so omogocˇali mozˇnost, da desˇifriranje ne uspe. Avtorji so najprej predla-
gali, da to mozˇnost zanemarimo, ker v praksi le redko nastopi. Kasneje se
je izkazalo, da lahko neuspesˇna desˇifriranja izkoristimo za napad z izbranimi
tajnopisi. Ta pomanjkljivost je bila odpravljena v zadnji verziji, ki je tudi
standardizirana kot IEEE P1363.1. Kriptosistem je s skrbno izbranimi para-
metri odporen tudi proti napadu z grobo silo in proti napadom s srecˇanjem
v sredini. Tako v teoriji kot v praksi je kriptosistem NTRUEncrypt za isto
stopnjo varnosti mnogo hitrejˇsi kot trenutno uveljavljeni asimetricˇni sistemi
(RSA, Elgamal, ...).
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