INTRODUCTION
Bluetooth technology [1] is considered a wireless personal area network (WPAN) system, intended for cable replacement and short-distance ad hoc connectivity. WPAN is distinguished from other types of wireless networks in both size and scope. Communications in WPAN are normally confined to a person or object and extend up to 10 m in all directions. This is in contrast to wireless local area networks (WLANs) employing IEEE 802.11 specifications [2] that typically cover a moderately sized geographic area such as a single building or campus. In this article we use WLAN and IEEE 802.11 interchangeably. WLANs operate in the 100 m range and are intended to augment rather than replace traditional wired LANs. They are often used to provide the final few feet of connectivity between the main network and the user.
However, instead of competing with WLANs for applications, WPANs are intended to augment many of the usage scenarios and operate in conjunction with WLANs (i.e., come together in the same laptop, or operate in proximity in an office or conference room environment). For example, Bluetooth can be used to connect a headset or PDA to a desktop computer that in turn may be using WLAN to connect to an access point placed several meters away.
Bluetooth and several cordless phone manufacturers plan to operate in the 2.4 GHz industrial, scientific, and medical (ISM) unlicensed band since it is suitable for low-cost radio solutions such as those proposed for WPANs. In addition, IEEE 802.11 [2] has standards for WLANs operating in this band as well. However, the major down side of the unlicensed ISM band is that frequencies must be shared and potential interference tolerated as defined in Federal Communications Commission Title 47 of the Code for Federal Regulations Part 15 [3] . While spread spectrum and power rules are fairly effective in dealing with multiple users in the band provided the radios are physically separated, the same is not true for radios in close proximity as in IEEE 802.11 and Bluetooth that may likely come together in a laptop or desktop. An issue of growing interest is the coexistence of these devices in the same environment.
Recently, there has been a growing number of industry led activities focused on the coexistence of wireless devices in the 2.4 GHz band. Both the IEEE 802.15.2 Coexistence Task Group [4] and Bluetooth Special Interest Group (SIG) are looking at similar techniques to alleviate the impact of interference. The proposals considered by the groups are intended for Bluetooth and IEEE 802.11 direct sequence spread spectrum protocols. They range from collaborative schemes to be implemented in the same device to fully independent solutions that rely on interference detection and estimation. Except for a time-division multiple access (TDMA) technique aimed at time sharing the Bluetooth and 802.11 signals [5] , most mechanisms considered do not require any direct communication between the protocols. These so-called noncollaborative mechanisms are intended mainly for Bluetooth since it is easier for a frequency hopping system to avoid frequencies occupied by a spread spectrum system such as WLAN. The techniques considered range from adaptive frequency hopping [6] to packet scheduling and traffic control [7] . The techniques used for detecting the presence of WLAN devices in the band are based on measuring the bit or frame error rate, signal strength, or signal-to-interference ratio (often implemented as the received signal strength indicator, RSSI). For example, each device can maintain a packet error rate measurement per frequency visited. Frequency hopping devices can then know which frequencies are occupied by other users of the band and modify their frequency hopping pattern. They can even choose not to transmit on a certain frequency if that frequency is occupied. The first technique is known as adaptive frequency hopping, while the second technique is known as medium access control (MAC) scheduling. Other scheduling techniques known as packet encapsulation rules or overlap avoidance (OLA) [8] use the variety of Bluetooth packet lengths to avoid the overlap in frequency between 802.11 and Bluetooth. In other words, the Bluetooth scheduler knows to use the packet length of proper duration (1, 3, or 5 slots) in order to skip the so-called bad frequency. This was shown to provide goodput improvements for both 802.11 and Bluetooth data traffic.
In this article we investigate two solutions to the interference problem:
• An adaptive frequency hopping (AFH) mechanism aimed at modifying the Bluetooth frequency hopping sequence in the presence of WLAN direct sequence spread spectrum devices [9] • A Bluetooth interference aware scheduling (BIAS) strategy that postpones the transmission of packets on so-called bad frequencies [7] Each of the two techniques considered imposes a number of implementation implications. For example, the implication with AFH is that the chipset must be modified in order to support a new Bluetooth hopping sequence that does not contain any frequencies used by WLAN. On the other hand, the backoff strategy applies to the Bluetooth master device firmware responsible for transmitting packets on the medium.
The remainder of this article is organized as follows. We discuss interference detection methods used to determine the presence of WLAN interference. We describe the backoff and AFH procedures. We consider realistic scenarios to discuss performance trends and trade-offs. We then offer some concluding remarks.
BLUETOOTH INTERFERENCE ESTIMATION
Central to most interference mitigation techniques is the ability to detect the presence of other systems operating in the band or, in other words, estimate interference. Techniques that do not require interference estimation belong to the collaborative category where both the Bluetooth and WLAN protocols are implemented on the same device in order for each protocol to be aware of the traffic and packet transmissions in both the WLAN and Bluetooth networks.
Interference estimation methods include signal-to-interference ratio (SIR), bit error rate (BER) calculation, packet loss, or frame error rate measurements performed by a device receiver. We use packet loss measurements in our performance evaluation, although other measurements can be used as well without affecting the outcome of the experiments studied. In addition, we limit our discussion to interference estimation for Bluetooth since it pertains to the solutions presented here.
In a nutshell, here is how a Bluetooth receiver detects the presence of a WLAN spread spectrum system. Measurements are collected by each receiver in the piconet since interference depends on device location and transmitted power. These measurements consist of a percentage of packets dropped due to errors, P r (P loss ), associated with each frequency in the hopset, f, as shown in Fig. 1a . Given P r (P loss ) and a packet loss threshold, frequencies are classified as good or bad depending on whether their packet loss rate is less than or greater than the threshold value, respectively. In Fig. 1b we use a packet loss threshold equal to 0.5.
Since in a Bluetooth piconet the master device controls all packet transmissions, the measurements collected by the slaves are mostly useful if available at the master. There are at least two ways of sharing these measurements among the devices of the piconet. One approach would be for the master and slaves to periodically exchange their measurements via management messages. Another method would be for the master to derive information about each slave's measurements by looking at the ACK bit sent in the slave's response packets. Observe that in this latter approach, the master can make use of the ACK feedback information as soon as it becomes available, and thus speed up the estimation time by a few tens to hundreds of milliseconds depending on the traffic load and packet sizes considered. Scanning the entire frequency band using ACK feedback may take between 0.5 to 1.5 s depending on the application and traffic load considered.
A final point of observation concerns the classification update interval. Since the master uses the packet loss information collected in order to rearrange the frequency hopping pattern in case of AFH and/or selectively avoid packet transmissions on so-called bad frequencies, one needs to ask how often frequencies should be classified. If the classification update period is relatively short, the classification reflects more accurately the state of the channel at a higher communication overhead cost if the measurements are distributed via management messages. Also, frequent classifications may lead to higher packet loss. On the other hand, a long classification period may not be able to keep up with rapid changes in the interference environment when traffic is bursty and users are mobile. A number of techniques can be used in order to make the update interval track changes in the channel dynamics. In our evaluation, we fixed the update interval to 4 s in order to highlight the effects of synchronization messages.
BLUETOOTH INTERFERENCE-AWARE SCHEDULING
Since the interference mitigation approach we discuss is concerned primarily with packet scheduling and transmission in Bluetooth, we first give a brief overview of how packets are transmitted in Bluetooth, and then show how to modify the packet scheduler in order to mitigate interference.
The Bluetooth transmission channel is divided into 625 µs slots. Transmission occurs in packets that occupy an odd number of slots (1, 3, or 5) . Each packet is transmitted on a different hop frequency with a maximum frequency hopping rate of 1600 hops/s if packets occupy a single slot, and a minimum hopping rate of 320 hops/s if packets occupy five slots. Note that Central to most interference mitigation techniques is the ability to detect the presence of other systems operating in the band or, in other words, estimate interference.
every slot has a frequency associated with it; however, transmission of a packet occupying multiple slots always uses the frequency associated with the first slot. A slave packet always follows a master packet transmission, as illustrated in Fig. 2a , which depicts the master's view of the slotted channel. A slave needs to respond to a master's packet that is specifically addressed to it. If it does not have any data to send, it sends a NULL packet. Moreover, each packet contains the ACK information of the previous packet received.
Since the master is in charge of all transmissions in the piconet and chooses to which slave to transmit, it is easy to envision a scheduling policy at the master that considers the frequency classification information before sending packets on the medium. BIAS [7] is a backoff policy that postpones the transmission of a packet until a slot associated with a good frequency becomes available. Here is how it works. The master continuously classifies each frequency as either bad or good based on a predefined criterion (e.g., a packet loss threshold as mentioned earlier). Given a master/slave slot pair and their associated frequencies as shown in Fig. 2a , the master transmits in a slot after it verifies that both the slave's receiving frequency and its own receiving frequency are good. Thus, the master avoids receiving data on a bad frequency, by avoiding a transmission on a frequency preceding a bad one in the hopping pattern. If either frequency in the pair is bad, the master skips the current transmission slot and repeats the procedure again in the next transmission opportunity.
Finally, Fig. 2a shows an example of transmission priority that can be built into the master scheduler. In this case, the master schedules retransmissions first, then data packets, and finally acknowledgment packets. Note that in all three cases the pair of frequencies associated with the master and slave slots need to be good. Additional considerations, including bandwidth requirements and quality of service guarantees for each master/slave connection in the piconet, can also be combined with the channel state information and mapped into transmission priorities given to each direction in the master/slave communication. Details on assigning transmission priorities are given in [7] .
BLUETOOTH ADAPTIVE FREQUENCY HOPPING
The key idea in BIAS is to wait for a slot associated with a good frequency in order to transmit a packet. The question that comes up is whether the Since the master is in charge of all transmissions in the piconet and chooses which slave to transmit to, it is easy to envision a scheduling policy at the master that considers the frequency classification information before sending packets on the medium.
frequency and slot association can be modified in order to eliminate the so-called bad frequencies?
In other words, can bad frequencies be replaced with good ones so that transmissions need not be postponed? This is the main idea in AFH. First, we describe the Bluetooth frequency hopping sequence defined in the Bluetooth specifications [1] , then we present an AFH algorithm that modifies it in order to mitigate interference.
Frequency hopping in Bluetooth is achieved as follows. Frequencies are sorted into a list of even and odd frequencies in the 2.402-2.480 GHz range. A segment consisting of the first 32 frequencies in the sorted list is chosen. After all 32 frequencies in that window are visited once in random order, a new window is set including 16 frequencies of the previous window and 16 new frequencies in the sorted list. From the many AFH algorithms possible, here is an implementation that eliminates bad frequencies in the sequence.
Given a segment of 32 good and bad frequencies, the algorithm visits each good frequency exactly once. Each bad frequency in the segment is replaced with a good frequency selected from outside the original segment of 32, as shown in Fig. 2b . Thus, the difference between AFH and the original Bluetooth hopping sequence algorithm is in the selection of only good frequencies in order to fill up the segment size. Some additional constraints can be imposed on the maximum number of bad frequencies to eliminate if a minimum number of different frequencies is to be kept in the sequence. In their most recent ruling the FCC recommends using at least 15 different frequencies.
Changing the frequency patterns requires changes in the Bluetooth hardware implementations. Another requirement is advertisement of the new hopping pattern among devices in the piconet in order to keep synchronization. This is typically done using Link Management Protocol (LMP) messages exchanged between the master and slaves in the piconet in order to advertise the new hopping sequence. This last requirement imposes some limitations on how often a new hopping pattern should be advertised and Slave bad frequency used. Improving performance, such as lowering the packet loss and access delay, and increasing the throughput, should outweigh the communication overhead associated with synchronization.
As suggested earlier, the synchronization update interval could be dynamically adjusted so that it tracks changes in the channel. In our simulations the LMP messages were sent twice in a 4 s update interval. The first LMP message was sent when the frequency tables were reset, while the second message was sent about 1.5 s later to signify the use of a new hopping pattern. Finally, AFH does not preclude additional scheduling techniques to control the transmission (and possibly retransmission) of packets on the medium.
PERFORMANCE EVALUATION RESULTS
We present simulation results to evaluate the performance of Bluetooth and WLAN and discuss some of the trade-offs associated with the backoff and frequency hopping schemes presented earlier. Our simulation environment is based on detailed MAC, physical layer (PHY), and channel models for Bluetooth and IEEE 802.11 (WLAN) as described in [10] . The channel model consists of a geometry-based propagation model for the signals, as well as a noise model based on additive white Gaussian noise (AWGN). For the indoor channel, we apply a propagation model consisting of two parts:
• Line-of-sight propagation (free-space) for the first 8 m • A propagation exponent of 3.3 for distances over 8 m [11] The transmitters, channel, and receivers are implemented at complex baseband. We develop models for the Bluetooth and IEEE 802.11 access protocols using the OPNET network simulator and configure the applications available in the simulator library.
In general, we find that performance results vary according to the network configuration, usage scenario, and application considered [10] . In this article we vary the application and interference level considered, as these two factors are most likely to dominate the performance results.
For Bluetooth, we consider two applications, FTP and voice. FTP is a bandwidth hungry application that stresses the throughput requirement, while voice has strict delay and jitter requirements. Together, these two applications constitute a representative set of the application space used in a Bluetooth piconet. For WLAN, we use FTP to upload a large file (e.g., a movie) to a server. For the FTP profile, the parameters are interrequest time and file size. The interrequest time is the interval between two FTP commands, and the file size represents the size of the file requested in bytes. For Bluetooth we vary the file sizes from 200 bytes to 500 kbytes (every 5 s), while for WLAN we use a single file of 960 Mbytes. The voice application used in Bluetooth is based on the G.723.1 encoder (with silence). The simulation and profile parameters are given in Table 1 .
We use the four-device configuration shown in Fig. 3 common to some office and home environments. It consists of a laptop computer connected to the Internet via WLAN, while a desktop located at a distance d from it is also connected to either a PDA or a wireless headset over a Bluetooth link. By varying d, the level of interference on each of the Bluetooth and WLAN receivers is effected. For example, as d is increased, the level of interference is decreased. Other usage scenarios can also be obtained by putting both WLAN and Bluetooth receivers on the same device (e.g., the laptop computer in this case). Although some variations in performance results are to be expected, the differences in the results remain minor. Now we discuss the details of two experiments involving a voice and FTP application for Bluetooth and an FTP application for WLAN. For each experiment we set d = 1 and 3 m. In addition, in experiment 1 we vary the file size of the Bluetooth FTP application. Each data point collected is averaged over 15 simulation trials using a different random seed for each trial. In addition to the mean value, we verify that statistical variations around the mean values are small and fall within a 95 percent confidence interval.
EFFECTS ON BLUETOOTH DATA TRAFFIC
In this experiment we consider the effects of the BIAS and AFH schemes on the performance of a Bluetooth FTP connection when it is operating in close proximity to a WLAN FTP connection. While the WLAN connection is used to upload a 960 Mbyte file to a server, a Bluetooth FTP connection is used to download files (email, attached documents) from a PDA to a desktop computer. This latter operation produces similar traffic characteristics to those of a HOT SYNC even if the file sharing protocol used in that case is specific to the PDA manufacturer. Figure 4a gives the packet loss results at the Bluetooth receiver located on the desktop computer. None refers to the case when no algorithm is used, while AFH and Scheduling refer to the use of AFH and BIAS, respectively. Also, the distance between the Bluetooth desktop and the WLAN laptop is either 1 or 3 m as indicated after the dash. First, observe that the curves are grouped into three distinct pairs according to the scheme used. Also, the packet loss corresponding to 1 m is always higher than that corresponding to 3 m. This is expected since the packet loss is higher when the WLAN node is closer to the Bluetooth device. When no scheme is used the packet loss starts at 12 and 4 percent for 1 and 3 m, respectively. The packet loss for AFH starts at 2 percent and increases to 6 percent as the offered load is increased to 800 kb/s. There is less than 1 percent difference between the packet loss for 1 and 3 m. The packet loss for BIAS is negligible and at least two orders of magnitude lower than those observed for None. Note that the relatively higher packet loss observed with AFH depends on the frequency of the synchronization messages exchanged between the Bluetooth master and slave. There is a tradeoff between the communication overhead and the response to changes in the interference environment. A fast responding system will incur lower packet loss at the cost of higher communication overhead. In this experiment, synchronization messages are exchanged on average every few seconds (1.5 and 2.5). Since no explicit message exchange is required for the scheduling algorithm, the response time to changes in the interference environment happen within a packet round-trip time.
Figures 4c and d illustrate the TCP goodput and delay results, respectively. Observe that the goodput is directly proportional to the offered load until about 480 kb/s for all six curves. We have computed that about 660 kb/s is the maximum application goodput available considering the choice of simulation parameters. This includes 10 percent overhead for the packet headers of all layers between the application and the Bluetooth baseband link, and assuming a maximum TCP packet payload of 1460 bytes. Thus, 480 kb/s corresponds to 72 percent of the Bluetooth medium capacity. As the offered load is increased beyond 500 kb/s, the difference between the various schemes becomes more significant. The maximum goodput obtained is 600 and 550 kb/s with AFH and BIAS, respectively. When no algorithm is used, the maximum goodput is 480 kb/s.
The TCP file transfer delay shown in Fig. 4d is consistent with the goodput results. The file transfer delay remains below 4 s until 500 kb/s for AFH and BIAS. It is 2 s higher when no algorithm is used. All delay curves take off sharply when the offered load is increased above 500 kb/s. In summary, AFH improves the maximum Bluetooth goodput by 25 percent, while BIAS brings only a 14 percent improvement. It is important to point out that in this experiment the interference level remains the same for several minutes since the WLAN connection is transmitting during the entire simulation time. Therefore, the throughput advantage brought by AFH can be further increased if the communication overhead is kept low and the channel update interval is increased to several hundred seconds. Had the WLAN traffic been more bursty, additional packet loss could have been incurred with AFH, and the throughput advantage may not have been as significant. On the other hand, BIAS produces lower packet loss due to its ability to avoid frequencies that have become bad within a packet round-trip time.
EFFECTS ON THE BLUETOOTH VOICE APPLICATION
While in the previous experiment the objective was to maximize the throughput of an FTP connection, in this experiment the goal is to minimize the delay and, most important, the delay jitter for a Bluetooth voice connection. We use the same parameters used in experiment 1 and replace the Bluetooth FTP connection with a voice connection, as shown in Fig. 3 . Table 2 gives the Bluetooth performance results collected on the desktop for d = 1 m. The packet loss is 11, 2.9, and 0.6 percent with None, AFH, and BIAS, respectively. Note that the delay jitter is around 76 ms with all three schemes. On the other hand, the delay measured with BIAS is 83 ms, while it is 14 and 18 ms with AFH and None, respectively. This result points out the main disadvantage of BIAS in terms of increasing the access delay while lowering the packet loss. However, since the delay jitter obtained with BIAS is comparable to that obtained with AFH and None, BIAS is still a viable option for voice applications.
The results for d = 3 m are consistent with the discussion presented earlier. In this case the packet loss is lower than with d = 1 m since the Bluetooth receiver and WLAN transmitter are further apart.
EFFECTS ON WLAN PERFORMANCE
Although the interference mitigation schemes presented mostly impact the performance of Bluetooth, it is equally important to consider Network any effects on WLAN performance. Before we discuss the effects of the algorithms implemented for Bluetooth on the WLAN, it is important to keep in mind that in the simulation setup used, the WLAN node close to the Bluetooth piconet mainly functions as a transmitter of data packets, not a receiver. Thus, the impact of Bluetooth interference is not as significant since the WLAN node only receives short ACK packets. Figure 4b shows the WLAN packet loss observed on the WLAN receiver located on the laptop computer. When no interference mitigation algorithm is implemented for Bluetooth, the packet loss is 17 and 10 percent at a distance of 1 and 3 m, respectively. The packet loss when AFH is implemented drops to 7 and 5 percent at d = 1 and 3 m, respectively. The packet loss is less than 1 percent with BIAS. Note that we expect the packet loss to be more significant with None and AFH (up to 30 and 15 percent, respectively) when the WLAN node is receiving long packets. In summary, BIAS not only gives the lowest packet loss results for Bluetooth, but is also a neighbor-friendly strategy for WLAN. Since bad frequencies can be avoided quickly, the packet loss for both Bluetooth and WLAN is reduced.
I 
CONCLUDING REMARKS
In this article we study the use of interference mitigation techniques for Bluetooth when operating in close proximity to WLAN systems. We consider a backoff strategy (BIAS) for Bluetooth that avoids the transmission of packets in the WLAN spectrum. We also look at adapting the Bluetooth frequency hopping pattern (AFH) in order to avoid the WLAN spectrum. The former method does not require any changes to the Bluetooth specifications. On the other hand, changing the frequency hopping pattern requires changes to the Bluetooth specifications. The two techniques considered capture the range of solutions considered for the interference problem in the 2.4 GHz band.
Furthermore, while BIAS can be viewed as an intermediate or a temporary fix to the problem, AFH is expected to be part of the next-generation Bluetooth specifications and perhaps chipsets if interoperability issues with legacy devices do not hinder its deployment and rapid market acceptance. However, taking a step back from speculative market analysis and technology hype, our goals in this article are to examine some of the strategies available to users and vendors, and discuss the performance implications and trade-offs they bring.
A summary of our findings is as follows. First, an obvious trade-off lies in terms of communication overhead and performance improvement. Although partially explored in this study by imposing a synchronization interval, dynamic scenarios where the WLAN interference is intermittent may be difficult to track using AFH. This is probably due to limitations imposed by the communication overhead. The main difficulty is having to dynamically communicate the changes to all slaves in the piconet in order to keep synchronization. Nevertheless, the use of AFH in environments where the level of interference does not change often brings additional performance improvements. More specifically, AFH maximizes the throughput for bandwidth hungry applications such as FTP and most file sharing synchronization applications where the packet loss requirement is not as stringent. On the other hand, the benefits of AFH may not be as obvious for delay jitter and packet loss constrained applications such as voice and video, where packets are never retransmitted and the packet interarrival time must be relatively constant. For those applications, BIAS seems to give better performance results, mainly negligible packet loss and low delay jitters.
Finally, our results strongly suggest that no single technique can optimize performance for all scenarios and applications. Perhaps combining BIAS and AFH could lead to widening the solution space and applying an appropriate technique for each scenario and application considered.
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