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A general theorem of existence and uniqueness is established. It
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1. Introduction
A partial differential equation (PDE) may be reduced to an ordinary differential equation (ODE) if
the solution under consideration is known to possess certain symmetry properties. The ODEs obtained
from such reductions often have some sort of singularities. In this paper we present a systematic
study of a class of ODEs which occur in such reductions and then apply the results to study the local
behavior of self-similar solutions of a nonlinear wave equation near the past light cone of a focusing
point.
The most well-known example of reduction of a PDE to an ODE perhaps is u = urr + (d− 1)ur/r,
if u is a spherically symmetric (or simply radial) function in Rd . Hence the search for radial solutions
of the nonlinear elliptic equation u + g(|x|,u) = 0, x ∈ Rd , is simpliﬁed to solving the ODE
u′′ + d − 1
r
u′ + g(r,u) = 0, r > 0, (1.1)
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tion is invariant under a spacetime rescaling transformation, then it may have a class of special
solutions, called self-similar solutions, which by deﬁnition are solutions invariant under the rescal-
ing transformation. In the spherically symmetric case, these self-similar solutions satisfy an ODE. For
example, the semi-linear heat equation vt − v = |v|p−1v , (t, x) ∈ R+ × Rd , p > 1, is invariant under
the transformation v(t, x) → vλ(t, x) := λ2/(p−1)v(λ2t, λx). Thus a self-similar radial solution (i.e. v is
radial and v ≡ vλ for all λ > 0) is given by v(t, x) = t−1/(p−1)V (|x|/
√
t), where the proﬁle function
V : [0,∞) → R satisﬁes the ODE (known as Haraux–Weissler equation [5])
V ′′(r) +
(
d − 1
r
+ r
2
)
V ′(r) + V (r)
p − 1 +
∣∣V (r)∣∣p−1V (r) = 0 (1.2)
with the initial condition V ′(0) = 0. Note that both Eqs. (1.1) and (1.2) are singular at r = 0. The
singularity obviously is due to the break-down of spherical coordinates at the origin.
Next let us consider the semi-linear wave equation of the form
utt − u + F (u,ut ,ur) = 0, (t, x) ∈ R × Rd, ur = x|x| · ∇xu. (1.3)
Here we assume that there exists an α ∈ R such that for any (ξ,η, θ) ∈ R3,
F
(
λαξ,λα+1η,λα+1θ
)= λα+2F (ξ,η, θ) for all λ > 0.
Then it is easily seen that Eq. (1.3) is invariant under the rescaling transformation u(t, x) → uλ(t, x) :=
λαu(λt, λx), λ > 0. Thus a self-similar radial solution in {t > 0} is determined by the relation u(t, x) =
t−αU (|x|/t) and the proﬁle function U satisﬁes
(
s2 − 1)U ′′(s) + [2(1+ α)s − d − 1
s
]
U ′(s) + α(α + 1)U (s)
+ F (U (s),−αU (s) − sU ′(s),U ′(s))= 0, s > 0, (1.4)
where s = |x|/t . Note that (1.4) has a new singularity at s = 1, which corresponds to the outgoing
(or future) light cone {|x| = t, t > 0}. As a particular example, the self-similar radial solutions of the
equation utt −u−|u|p−1u = 0 are studied in [1,4] and the associated ODE for the proﬁle function U
is
(
s2 − 1)U ′′(s) + [2(p + 1)s
p − 1 −
d − 1
s
]
U ′(s) + 2(p + 1)
(p − 1)2 U (s) −
∣∣U (s)∣∣p−1U (s) = 0. (1.5)
For t < 0, a self-similar radial solution of (1.3) can be deﬁned by the similar relation u(t, x) =
(−t)−αU (|x|/(−t)) and the corresponding proﬁle U satisﬁes an ODE similar to (1.4). The equation has
a singularity at s := |x|/(−t) = 1, which corresponds to the incoming (or past) light cone {|x| = −t,
t < 0}.
Alternatively, we can deﬁne the self-similar variable s to be t/r so that a self-similar radial solution
can be given by u(t, x) = r−αU (t/r). Then it is easy to verify that the corresponding proﬁle U satisﬁes
the ODE
(
1− s2)U ′′(s) + (d − 2α − 3)U ′(s) + α(d − α − 2)U (s) + F (U (s),U ′(s),−αU (s) − sU ′(s))= 0 (1.6)
where s = t/r ∈ (−∞,∞). The singularities at s = ±1 correspond to the outgoing and incoming light
cones, respectively.
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x′′ = 1
t
f (t, x, x′) (1.7)
near t = 0. Note that Eqs. (1.1), (1.2), (1.4)–(1.6) can all be written in this form (upon a translation if
necessary) near their singular points.
The local well-posedness problems of Eqs. (1.1), (1.2) and (1.5) near their singular points are stud-
ied in [1,4,5,12] respectively. Note that all these equations, if put in the form (1.7) near their singular
points, are linear in the derivative x′ and the coeﬃcient of x′ converges to a negative limit as t → 0+.
As a result, the problem of local existence and uniqueness can be easily solved by a standard contrac-
tion mapping argument. To see this, assume that the function f in (1.7) is of the form
f (t, x, x′) = g(t)x′ + h(t, x) (1.8)
where g and h are C1 functions of their arguments. In addition, we assume γ := g(0) < 0. Let
x ∈ C2((0, δ]) be a solution of (1.7) with f in the form of (1.8) and let x(0+) be equal to a given
number C and x′(t) remain bounded as t → 0+. Then a routine calculation shows that x satisﬁes the
Volterra integral equation
x(t) = C +
t∫
0
K (t, s)h
(
s, x(s)
)
ds with K (t, s) = l(s)
s
t∫
s
1
l(τ )
dτ , (1.9)
where l(t) = e
∫ δ
t
1
τ g(τ )dτ is the integrating factor. With careful applications of l’Hospital’s rule (see [4]
for Eq. (1.5)), we can show that x ∈ C2([0, δ]) with x′(0+) and x′′(0+) uniquely determined by C .
On the other hand, we note that l(t) ∼ t−γ and ∫ t0 K (t, s)ds = O (t) as t → 0+. Therefore the exis-
tence and uniqueness of a continuous solution of (1.9) follow from a standard contraction mapping
argument provided that δ is small enough. And it is easy to verify that any continuous solution x
of the integral equation (1.9) is in fact of C2 on [0, δ] and solves the differential equation (1.7) with
x(0+) = C .
The main drawback of this simple argument is that it fails if γ > 0 or if the function f (t, x, x′)
is fully nonlinear. Therefore it is worthwhile to give a systematic study of local solutions of (1.7) in
the general setting since equations of the general form (1.7) may appear in the reduction of a PDE to
an ODE by the presence of symmetries (see (1.4) and (1.6)). This shall be the primary object of this
paper.
For simplicity, we solve (1.7) only for t > 0 with initial conditions given at t = 0. The solutions for
t < 0 can be studied in the same fashion by replacing t with −t .
We are interested in the solutions of (1.7) which satisfy the condition
x′(t) remains bounded as t → 0+ . (1.10)
It is easy to see that under the condition (1.10), both one-sided limits x(0+) and x′(0+) exist and
satisfy f (0, x(0+), x′(0+)) = 0. See Proposition 2.1 for detail. Therefore we shall seek the solution(s)
of Eq. (1.7) satisfying the initial conditions
x(0+) = c0 and x′(0+) = c1 (1.11)
where c0 and c1 are two given real numbers satisfying
f (0, c0, c1) = 0. (1.12)
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solution of class C1([0, δ]) ∩ C2((0, δ]) for some δ > 0. Note that a local solution is not necessarily of
C2 at t = 0.
The main existence and uniqueness results for the singular initial value problem (1.7), (1.11) are
summarized in the theorem below.
Theorem 1.1. Suppose that f : [0,∞) × R × R → R is smooth and c0, c1 are real numbers satisfying (1.12).
We consider the initial value problem (1.7), (1.11).
Let γ = ∂ f
∂x′ (0, c0, c1) and k = γ  be the smallest integer greater than or equal to γ .
(1) If γ < 0, then there exists a unique solution x on [0, δ] for some δ > 0 and x is in fact of class C2([0, δ]).
(2) If γ > 0, then there are numbers c2, . . . , ck and A, determined uniquely by c0 , c1 and f , such that for
every solution x of (1.7), (1.11),
lim
t→0+
1
tγ
[
x′(t) −
k∑
j=1
c j
t j−1
( j − 1)!
]
exists, if γ is not an integer;
lim
t→0+
1
tγ
[
x′(t) −
γ∑
j=1
c j
t j−1
( j − 1)! − At
γ ln t
]
exists, if γ is an integer.
On the other hand, for any c ∈ R, there exists a unique solution x of (1.7), (1.11) on [0, δ] for some δ > 0,
satisfying
lim
t→0+
1
tγ
[
x′(t) −
k∑
j=1
c j
t j−1
( j − 1)!
]
= c if γ is not an integer;
lim
t→0+
1
tγ
[
x′(t) −
γ∑
j=1
c j
t j−1
( j − 1)! − At
γ ln t
]
= c if γ is an integer. (1.13)
Theorem 1.1 is stated for smooth f for the sake of simplicity. In fact, the ﬁrst part remains true
if f is only of C1. For the second part, in general, we do need more derivatives of f in order to
guarantee the existence of the constants c2, . . . , ck and A. Nonetheless, we give a slightly generalized
version of part (2) in Corollary 3.4 under weaker smoothness conditions on f .
Example 1.2. Consider the differential equation
x′′ = 1
t
(
x′2 − 1).
The equation is explicitly solvable: either x′(t) ≡ −1 or x′(t) = (1 + Ct2)/(1 − Ct2) for an arbitrary
constant C . The former case veriﬁes Theorem 1.1 part (1) with c1 = −1 and γ = −2 < 0 (unique
solution). The latter case veriﬁes Theorem 1.1 part (2) with c1 = 1 and γ = 2 > 0 (one-parameter
family of solutions).
As an application of Theorem 1.1, we consider the semi-linear dissipative wave equation
wtt − w + |wt |p−1wt = 0, (t, x) ∈ R × Rd, p > 1. (1.14)
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Lions and Strauss [10,11]. Also see [8,9] for more information on the background of this equation.
Note that Eq. (1.14) is invariant under the rescaling transformation
w(t, x) → wλ(t, x) := λαw(λt, λx), α = (2− p)/(p − 1). (1.15)
Then according to the previous discussion, a self-similar radial solution is given by
w(t, x) = |x|−αW (t/|x|) (1.16)
where the proﬁle function W satisﬁes the ODE
(
1− s2)W ′′(s) + μsW ′(s) + ρW (s) + W ′(s)∣∣W ′(s)∣∣p−1 = 0 (1.17)
with s = t/r, μ = d − (p + 1)/(p − 1) and ρ = (2− p)(dp − d − p)/(p − 1)2.
Eq. (1.17) is singular at s = ±1. These singularities, as mentioned above, correspond to the outgoing
light cone {|x| = t, t > 0} and the incoming light cone {|x| = −t, t < 0} respectively. Therefore by
studying the local solutions of (1.17) near s = ±1, we may obtain a complete description of self-
similar radial solutions near the outgoing and incoming cones. In particular, the singularities at s = ±1
in Eq. (1.17) imply that the corresponding self-similar radial solutions may bear singularities on the
incoming and outgoing cones. In this paper, we present a detailed study of the incoming waves along
the incoming cone Γ := {|x| = −t, t < 0}. Precisely, we are concerned with the following questions:
(1) What is the exact Sobolev regularity of the incoming waves on Γ ?
(2) What happens as the incoming waves are focused at the tip of the cone Γ ?
(3) What role does the nonlinearity play in the singularity propagation?
Thanks to Theorem 1.1 and other results presented in Sections 2 and 3 concerning the singular
initial value problem (1.7), (1.11), we are able to give satisfactory answers to these questions. For
the sake of simplicity, we consider nontrivial self-similar radial solutions which vanish identically in-
side Γ . These solutions are piecewise smooth and have singularities on Γ . It turns out that, if the
dissipation is weak (p is less than a critical value pc), then no such nontrivial solutions exist. On the
other hand, if the dissipation is strong (p > pc), then there are two families of self-similar radial so-
lutions: the one with discontinuous derivatives (hence stronger singularities) across Γ and the other
one with continuous derivatives (hence weaker singularities). The solutions with stronger singulari-
ties display a smoothing phenomenon at the tip of the cone Γ whereas the solutions with weaker
singularities maintain exactly the same Sobolev regularity all the way up to the focal point. See The-
orems 4.3, 4.4 and Corollary 4.6 for more detail. The smoothing is in fact a result of simultaneous
action of focusing and nonlinear dissipation. The nonlinear dissipation becomes dominant near the
focus where the energy is concentrated and therefore slows down the growth of wt , which even-
tually leads to the smoothing. On the other hand, for the solutions with continuous derivatives, the
derivatives remain small near Γ , and consequently the nonlinearity does not play a signiﬁcant role.
Our construction of self-similar radial solutions of (1.14) and the corresponding smoothing phe-
nomenon at the focal point is related to two previous works, Joly, Métivier, and Rauch [8] and the
author [9]. Both papers are concerned with solutions w of (1.14) where the initial data are piecewise
smooth with ∇t,xw discontinuous across the unit sphere. It is shown in [8] that the singularities are
propagated by the incoming waves and at time t = 1, the incoming waves are focused at the origin
and the strong nonlinear dissipation makes w smoother past the focus than before (w may gain up to
1/2 L2 derivative past the focus). The result in [8] is proved under the additional assumption that the
initial data are radial. In [9] the radial assumption is removed. In the present paper, the self-similar
radial solutions given in Theorem 4.4 part (2) display a precise singular behavior along the cone Γ
and the corresponding smoothing phenomenon at the tip of the cone, as predicted in [8,9]. So they
serve as concrete examples of the general smoothing theorem in [8,9]. In particular, the regularity
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derivative. The limitation of 1/2 derivative is actually due to the fact that so far we can only control
derivatives up to the second order in Lions–Strauss framework [10,11]. Finally and more interestingly,
the calculation in [9] shows that the asymptotic behavior of the jump discontinuity of ∇t,xw on Γ is
to leading order independent of the initial data and the smoothing effect corresponds to the formation
of a universal blowup proﬁle given by the self-similar radial solution mentioned above.
As a technical note, we remark that Eq. (1.17), if put in the form of (1.7), is nonlinear in the
derivative x′ , and therefore no simple integral formulation is available as in the previous examples.
The use of Theorem 1.1 thus is essential.
This paper is organized as follows. We prove the ﬁrst part of Theorem 1.1 in Section 2 and the
second part in Section 3. Our method is contraction mapping argument. The key is to identify the
right integral reformulation of (1.7) depending on the sign of γ . We also study the local regularity
property of the solution by giving a complete asymptotic expansion near t = 0. In Section 4, we apply
the results in Sections 2 and 3 to study the singular behavior of self-similar radial solutions of (1.14)
near the incoming light cone Γ . In Section 5, we generalize our results in Sections 2 and 3 to higher
order equations. Finally, in Appendix A, we give an alternative proof of Theorem 1.1 part (1) not based
on the contraction mapping argument.
The deﬁnitions of γ and k given in Theorem 1.1 will be used throughout this paper. The notation
‖ · ‖ is reserved for the uniform norm of C(I), the space of continuous functions on a bounded closed
interval I . For any M > 0, let CM(I) be the subspace of C(I) consisting of the continuous functions on
I with the uniform norm not exceeding M .
We will only consider the solutions of (1.7) in a right neighborhood of t = 0. For simplicity, we
write t → 0 instead of t → 0+.
All solutions considered in this paper are assumed to be real-valued unless otherwise indicated.
2. The case γ < 0
We present two existence and uniqueness theorems for γ < 0 in this section. The difference
between these two theorems is whether f is known to be continuously differentiable in t . The dif-
ferentiability of f in t is not necessary to establish the local existence and uniqueness of (1.7), (1.11)
(see Theorem 2.2). However, if f is a C1 function of all its arguments, then the unique solution is in
fact of C2 at t = 0 (see Theorem 2.3). Theorem 2.3 obviously implies Theorem 1.1 part (1).
Proposition 2.1. Assume that f is a continuous function and for any ﬁxed c0 , the function f (0, c0, ·) is not
identically zero on any interval. If x satisﬁes (1.7) and (1.10) on (0, δ), then both x(0+) and x′(0+) exist and
satisfy f (0, x(0+), x′(0+)) = 0.
Proof. Let M = supt∈(0,δ) |x′(t)|. Since x′ is integrable on (0, δ), x(0+) exists and we denote it by c0.
Let α = lim inft→0 x′(t) and β = limsupt→0 x′(t). If α < β , then there is a point c ∈ (α,β) such that
f (0, c0, c) = 0. Without loss of generality, assume f (0, c0, c) > 0. By the continuity of f , there is an
 > 0 such that
f (t, ξ, c) > 0 for any (t, ξ) ∈ [0, ) × (c0 − M, c0 + M),
which implies that x′′ > 0 if x′(t) = c and t <  . Consequently, if x′(t0) < c for some t0 ∈ (0, ), then
x′(t) < c for all t ∈ (0, t0), which is impossible since β > c. So we must have x′(t) c for all t ∈ (0, ),
which is also impossible since α < c. This proves α = β , or limt→0 x′(t) exists. Let us denote it by c1.
Then (1.12) obviously holds. Otherwise |x′′(t)| > C/t for some C > 0 near t = 0, which is impossible
since x′(t) is bounded. 
Hereafter we always assume that c0, c1 ∈ R satisfy (1.12).
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rewrite (1.7) as follows
x′(t) = tγ
t∫
0
τ−γ−1
[
f
(
τ , x(τ ), x′(τ )
)− γ x′(τ )]dτ . (2.1)
If we set x˜(t) = x′(t) − c1, then x˜(0) = 0 and satisﬁes the integral equation
x˜(t) = tγ
t∫
0
τ−γ−1
{
f
(
τ , c0 + c1τ +
τ∫
0
x˜(s)ds, c1 + x˜(τ )
)
− γ x˜(τ )
}
dτ
=: (T x˜)(t). (2.2)
On the other hand, if there exists a function x˜ ∈ C([0, δ]) satisfying (2.2) with x˜(0) = 0, then obvi-
ously the function x(t) = c0 + c1t +
∫ t
0 x˜(τ )dτ solves (1.7), (1.11).
Theorem 2.2. Suppose that f is a continuous function with continuous partial derivatives fx and fx′ . If γ :=
fx′ (0, c0, c1) < 0, then there exists a unique x ∈ C1([0, δ]) ∩ C2((0, δ]) satisfying (1.7), (1.11).
Proof. By the continuity of fx′ , we can ﬁnd an M > 0 such that∣∣ fx′ (τ , ξ,η) − γ ∣∣ (−γ )/3 (2.3)
for all (τ , ξ,η) ∈ [0,M] × [c0 − M, c0 + M] × [c1 − M, c1 + M] =: ΩM . Let L be the maximum of | fx|
on ΩM . Let δ > 0 be a small number satisfying
δ  M and
(|c1| + M)δ  M; (2.4)∣∣ f (τ , c0, c1)∣∣ (−γ )M/3 for all τ ∈ [0, δ]; (2.5)
Lδ
(|c1| + M) (−γ )M/3. (2.6)
We shall show that T deﬁned in (2.2) is a strict contraction on CM([0, δ]).
Let x˜ ∈ CM([0, δ]). It is clear that T x˜ ∈ C([0, δ]). In view of (2.4),
(
τ , c0 + c1τ +
τ∫
0
x˜(s)ds, c1 + x˜(τ )
)
∈ ΩM for all τ ∈ [0, δ].
Then it follows from (2.3), (2.5) and (2.6) that
∣∣∣∣∣ f
(
τ , c0 + c1τ +
τ∫
0
x˜(s)ds, c1 + x˜(τ )
)
− γ x˜(τ )
∣∣∣∣∣
=
∣∣∣∣∣ f
(
τ , c0 + c1τ +
τ∫
0
x˜(s)ds, c1 + x˜(τ )
)
− f (τ , c0, c1) − γ x˜(τ ) − f (τ , c0, c1)
∣∣∣∣∣
 L
(|c1| + M)δ + (−γ /3)∣∣x˜(τ )∣∣+ ∣∣ f (τ , c0, c1)∣∣ (−γ )M.
Hence T x˜ ∈ CM([0, δ]).
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∣∣(T x˜)(t) − (T y˜)(t)∣∣ tγ
t∫
0
τ−γ−1
[
Lδ‖x˜− y˜‖ + −γ
3
‖x˜− y˜‖
]
dτ  2
3
‖x˜− y˜‖.
Thus T is a strict contraction on CM([0, δ]) and therefore there is a unique x˜ ∈ CM([0, δ]) satisfying
T x˜ = x˜. From the deﬁnition of T x˜, we see that
(T x˜)(0) = [ f (0, c0, c1 + x˜(0))− γ x˜(0)]/(−γ ).
So (T x˜)(0) = x˜(0) implies that f (0, c0, c1 + x˜(0)) = 0. In view of (2.3), | fx′ (0, c0, η)| < 0 for all |η −
c1| M . So we conclude that x˜(0) = 0 since ‖x˜‖ M . 
Note that a solution of (1.7), (1.11) does not necessarily belong to C2([0, δ]. For instance, consider
the ODE x′′ = (t1/2 − x′)/t with the initial condition x′(0) = 0. The unique solution is x′(t) = 2t1/2/3.
However, if f is also continuously differentiable with respect to t , then the unique solution given
in Theorem 2.2 is C2 at t = 0 and its second derivative at t = 0 is uniquely determined by the ﬁrst
order partial derivatives of f at (0, c0, c1).
Theorem 2.3. Let f be a continuously differentiable function of t, x, and x′ . Assume γ < 0. Then (1.7), (1.11)
has a unique solution x and x ∈ C2([0, δ]). Moreover,
x′′(0) = lim
t→0
x′(t) − c1
t
= 1
1− γ
[
ft(0, c0, c1) + c1 fx(0, c0, c1)
]=: c2. (2.7)
Proof. In view of Theorem 2.2, we only need to show that any x satisfying (1.7), (1.11) must be of C2
at t = 0.
Since f ∈ C1 and f (0, c0, c1) = 0, we have
f
(
t, x(t), x′(t)
)= [A1 + o(1)]t + [A2 + o(1)] · [x(t) − c0]+ [γ + o(1)] · [x′(t) − c1] (2.8)
where A1 = ft(0, c0, c1), A2 = fx(0, c0, c1). Then (1.7) becomes
x′′(t) = [A1 + o(1)]+ [A2 + o(1)] ·
[
x(t) − c0
t
]
+ [γ + o(1)] · [ x′(t) − c1
t
]
. (2.9)
Note that the ﬁrst two terms on the right-hand side of (2.9) are bounded. Since γ < 0, we can ﬁnd
a large number K > 0 and a small number t0 > 0 such that x′′(t) and [x′(t) − c1]/t have the opposite
signs whenever |x′(t) − c1|/t  K and 0< t < t0.
Now we claim that |x′(t) − c1|/t  K for all t ∈ (0, t0). In fact, if [x′(t1) − c1]/t1 > K for some
t1 ∈ (0, t0), then it is easy to see that [x′(t) − c1]/t > K for all t ∈ (0, t1]. Thus x′′(t) < 0 and therefore
x′(t) < c1 for all t ∈ (0, t1], which yields a contradiction. The case [x′(t1)− c1]/t1 < −K can be treated
similarly.
From (2.1) and the deﬁnition of c2, we easily obtain
x′(t) − c1
t
− c2 = tγ−1
t∫
0
τ−γ
[
f (τ , x(τ ), x′(τ ))
t
− γ
(
x′(τ ) − c1
t
)
− A1 − A2c1
]
dτ .
By (2.8) and the boundedness of [x′(t)− c1]/t , the right-hand side of the above equation tends to zero
as t → 0. Thus (2.7) is proved. Finally letting t → 0 in (2.9) we see that x′′(t) → A1 + A2c1 + γ c2 = c2
and therefore x ∈ C2([0, δ]). 
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dence on the initial conditions and parameters. Assume that f is a continuous function of t , x, x′ ,
and a parameter λ of any dimension, with continuous partial derivatives ft , fx and fx′ . Moreover,
f (0, c¯0, c¯1, λ¯) = 0 and fx′ (0, c¯0, c¯1, λ¯) < 0 for some c¯0, c¯1, λ¯. Then by the Implicit Function Theorem,
there exists a unique continuous function φ(c0, λ) deﬁned in a neighborhood D of (c¯0, λ¯) with the
property that φ(c¯0, λ¯) = c¯1, f (0, c0, φ(c0, λ), λ) = 0 and fx′ (0, c0, φ(c0, λ), λ) < 0 for all (c0, λ) ∈ D.
Note that φ has continuous partial derivative ∂φ/∂c0 and
∂φ
∂c0
(c0, λ) = − fx(0, c0, φ(c0, λ), λ)
fx′ (0, c0, φ(c0, λ), λ)
.
Denote φ(c0, λ) by c1. Then by Theorem 1.1 part (1), for each ﬁxed λ and c0, the singular initial
value problem
x′′ = 1
t
f (t, x, x′, λ), t > 0, (2.10)
x(0) = c0 and x′(0) = φ(c0, λ) = c1 (2.11)
has a unique C2 solution. We denote this solution by x(t, c0, λ). For convenience, we continue to use
the prime notation ′ for ∂/∂t . Then we have the following result on the continuity and differentiability
properties of x(t, c0, λ) as a function of t , c0 and λ.
Corollary 2.4. Suppose that f (t, x, x′, λ) is a continuous function of its arguments and has continuous partial
derivatives ft , fx and fx′ . Let [0,ω+(c0, λ)) be the maximal interval of existence of x(t, c0, λ). Thenω+(c0, λ)
is a lower semi-continuous function of (c0, λ) and x(t, c0, λ) is a continuous function and possesses continuous
partial derivatives ∂
i+ j x
∂ti∂c j0
for i = 0,1,2 and j = 0,1, on the set t ∈ [0,ω+(c0, λ)), (c0, λ) ∈ D. Moreover, ∂x∂c0
satisﬁes the equation of variation of (1.7), (1.11)
(
∂x
∂c0
)′′
= 1
t
[
∂ f
∂x
(t, x, x′, λ) ∂x
∂c0
+ ∂ f
∂x′
(t, x, x′, λ)
(
∂x
∂c0
)′]
(2.12)
along the solution x(t, c0, λ), with the initial conditions
∂x
∂c0
(0, c0, λ) = 1 and
(
∂x
∂c0
)′
(0, c0, λ) = − fx(0, c0, c1, λ)
fx′ (0, c0, c1, λ)
. (2.13)
Proof. Let D be compact. Then from the proof of Theorem 2.2, there is a δ > 0 such that x(t, c0, λ)
exists on [0, δ] for all (c0, λ) ∈ D. Moreover, from the proof of Theorem 2.3, we can ﬁnd a K > 0 such
that
∣∣x′(t, c0, λ) − c1∣∣ Kt for all (t, c0, λ) ∈ [0, δ] × D. (2.14)
Then it follows from (2.9) that x′′(t, c0, λ) is uniformly bounded on the set (t, c0, λ) ∈ [0, δ]×D, which
implies that t → x′(t, c0, λ) is equicontinuous. Moreover, from the proof of Theorem 2.3, (2.14) also
implies that x′′(t, c0, λ) → x′′(0, c0, λ) as t → 0 uniformly with respect to all (c0, λ) ∈ D.
Let (c0,n, λn) → (c0, λ) in D and xn(t) := x(t, c0,n, λn). Then by the equicontinuity of {x′n} there
exists a subsequence {xnk } such that {xnk } and {x′nk } converge uniformly on [0, δ] as nk → ∞. And
by (2.10), {x′′nk } converges uniformly on any compact subinterval of (0, δ]. We note that the sequence{x′′nk (0)} converges by the continuity of φ. Then in view of the uniform convergence of x′′nk (t) to x′′nk (0)
as t → 0 with respect to nk , we conclude that {x′′nk } converges uniformly on t ∈ [0, δ] as nk → ∞. By
the uniqueness of problem (2.10), (2.11), x(i)(t, c0,n, λn) → x(i)(t, c0, λ), i = 0,1,2, as n → ∞ uniformly
on t ∈ [0, δ]. Thus the continuity of x(i) on [0, δ] × D is proved.
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theory of ODEs. Applying the standard theory (see [7], for example) to Eq. (2.10) for t > δ, we obtain
the lower semi-continuity of ω+ and the continuity of x(i) , i = 0,1,2, with respect to the parame-
ter λ and the “initial conditions” x(δ, c0, λ) and x′(δ, c0, λ). Since x(δ, c0, λ) and x′(δ, c0, λ) depend
continuously on c0 and λ, we have proved that, for i = 0,1,2,
(t, c0, λ) → x(i)(t, c0, λ) is continuous on t ∈
[
0,ω+(c0, λ)
)
, (c0, λ) ∈ D. (2.15)
Once the continuity of x(i)(t, c0, λ) is established, the differentiability follows by a standard argu-
ment (see [7]). For ﬁxed c0, λ, deﬁne xh(t) = x(t, c0 + h, λ) for |h| small. Then
(
xh − x
h
)′′
= 1
th
[
f
(
t, xh, x
′
h, λ
)− f (t, x, x′, λ)]
= 1
t
[
f2
(
t, xh, x
′
h, x, x
′, λ
) xh − x
h
+ f3
(
t, xh, x
′
h, x, x
′, λ
) x′h − x′
h
]
(2.16)
where f i , i = 2,3, is a continuous function of its arguments and
f2(t, x, x
′, x, x′, λ) = fx(t, x, x′) and f3(t, x, x′, x, x′, λ) = fx′ (t, x, x′). (2.17)
At t = 0, we have
(
xh − x
h
)
(0) = 1 and
(
x′h − x′
h
)
(0) = φ(c0 + h, λ) − φ(c0, λ)
h
. (2.18)
If we regard h as a parameter in (2.16), then it follows from the continuity property (2.15) that (xh −
x)/h together with its ﬁrst and second derivatives converge uniformly on any compact subinterval of
[0,ω+(c0, λ)) as h → 0, and therefore by (2.17) and (2.18), ∂x/∂c0 ∈ C2 and satisﬁes (2.12) and (2.13).
If we regard c0 and λ as parameters, then applying the continuity property (2.15) to (2.12), (2.13),
we see that (∂x/∂c0)(i) is a continuous function of (t, c0, λ), i = 0,1,2. The existence and continuity
of other derivatives ∂x
′
∂c0
, ( ∂x
′
∂c0
)′ and ∂x′′
∂c0
can be easily obtained from the convergence of ( xh−xh )
(i) to
( ∂x
∂c0
)(i) . 
To conclude this section, we like to mention that Theorem 2.3 can be proved without using the
contraction mapping argument. The idea is to construct a sequence of approximate solutions and then
exploit the monotonicity of f in x′ to establish the convergence of the approximate solutions. This
idea ﬁrst appears in K. Miller [6]. We give an alternative proof of Theorem 2.3 following this idea in
Appendix A.
3. The case γ > 0
Now we prove part (2) of Theorem 1.1. We assume that γ > 0 and f ∈ C∞ unless otherwise
speciﬁcally indicated.
We start with a lemma which plays a pivotal role in the construction of local solutions
of (1.7), (1.11).
Lemma 3.1. Let c0, c1 satisfy (1.12). Then there are unique numbers c2, . . . , ck and A such that
f
(
t,
k∑
j=0
c j
t j
j! ,
k∑
j=1
c j
t j−1
( j − 1)!
)
−
k∑
j=2
c j
t j−1
( j − 2)! = At
k + O (tk+1) as t → 0. (3.1)
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z(t) =
⎧⎨
⎩
∑k
j=0 c j t
j
j! , if γ is not an integer,∑k
j=0 c j t
j
j! + Aγ+1 tγ+1[ln t − 1γ+1 ] if γ is an integer,
(3.2)
then we have
δ∫
0
1
tγ+1
∣∣ f (t, z(t), z′(t))− tz′′(t)∣∣dt < ∞. (3.3)
Proof. Denote the function on the left-hand side of (3.1) by q(t), with c2, . . . , ck to be determined.
Note that q is a C∞ function of t and q(0) = f (0, c0, c1) = 0. So (3.1) holds if and only if all the
derivatives of q up to order k − 1 vanish at t = 0. In fact, it is not hard to see that
q( j)(0) = ∂ f
∂x′
(0, c0, c1)c j+1 − jc j+1 + F j(c1, . . . , c j), j = 1, . . . ,k − 1,
where F j is a polynomial of c1, . . . , c j . Setting q( j)(0) = 0, we obtain
c j+1 = F j(c1, . . . , c j)
j − γ , j = 1, . . . ,k − 1.
Thus c2, . . . , ck can be obtained inductively. Then A = q(k)(0)/k!.
If γ is not an integer or γ is an integer but A = 0, then (3.3) follows directly from (3.1). Now let
γ be an integer and A = 0. Note that
z′(t) =
γ∑
j=1
c j
t j−1
( j − 1)! + At
γ ln t and tz′′(t) =
γ∑
j=2
c j
t j−1
( j − 2)! − γ At
γ ln t − Atγ .
Then it follows from (3.1) and Taylor’s formula that
f
(
t, z(t), z′(t)
)− tz′′(t) = O (tγ+1 ln t)+ O (t2γ ln2 t).
Thus (3.3) is proved. 
Let z(t) be deﬁned by (3.2). For any solution x of (1.7), (1.11), we deﬁne the remainder term:
R(t) := x(t) − z(t). (3.4)
Then the following preliminary estimates are obvious,
R ′(t) = o(1) and R(t) = o(t) as t → 0. (3.5)
In Lemma 3.2 below, we give a precise description of the asymptotic behavior of R ′(t).
Lemma 3.2. As t → 0, R ′(t)t−γ converges to a ﬁnite limit.
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R ′′(t) = x′′(t) − z′′(t)
= 1
t
[
f
(
t, x(t), x′(t)
)− f (t, z(t), z′(t))]+ 1
t
[
f
(
t, z(t), z′(t)
)− tz′′(t)]
= 1
t
O (1)R(t) + g(t)
t
R ′(t) + 1
t
[
f
(
t, z(t), z′(t)
)− tz′′(t)] (3.6)
where g(t) = ∫ 10 fx′ (t, z(t) + θ R(t), z′(t) + θ R ′(t))dθ = γ + o(1). Deﬁne the integrating factor l(t) =
e
∫ δ
t
g(τ )
τ dτ and choose a small δ > 0 such that |g(t) − γ | <  for all t ∈ [0, δ]. Then we have the
preliminary estimates
l(t) = O (t−γ−) and l(t)−1 = O (tγ−) as t → 0. (3.7)
With the use of the integrating factor l(t), (3.6) becomes
(
R ′(t)l(t)
)′ = [O (1)R(t) + f (t, z(t), z′(t))− tz′′(t)] l(t)
t
. (3.8)
If 0 < γ < 1, then by (3.7), (3.5) and (3.3) we have R ′(t)l(t) = O (t−) and consequently R ′(t) =
O (tγ−2) as t → 0. This estimate implies that g(t) = γ + O (tγ−2) and therefore l(t) ∼ Ct−γ . Then
we conclude that the right-hand side of (3.8) is integrable on [0, δ] so that limt→0 R ′(t)l(t) exists.
The similar argument applies if γ > 1 and is not an integer. We start with the preliminary esti-
mates (3.5) and (3.7). Then an integration of (3.8) gives R ′(t)l(t) = O (t−γ−+1) and R ′(t) = O (t1−2).
This implies g(t) = −γ + O (t1−2) and therefore l(t) ∼ Ct−γ . Use this estimate instead of (3.7) to
integrate (3.8), we obtain R ′(t) = O (t) and R(t) = O (t2). Insert these estimates in (3.8) and integrate
again. Continue in this fashion and we eventually obtain R ′(t) = O (tk−1) and R(t) = O (tk) so that the
right-hand side of (3.8) is integrable and thus l(t)R ′(t) converges to a ﬁnite limit as t → 0.
If γ is an integer, then with the similar iteration process we can show l(t) ∼ t−γ and R ′(t) =
O (tγ ln t), R(t) = O (tγ+1 ln t). Thus the right-hand side of (3.8) is integrable so that R ′(t)l(t) converges
to a ﬁnite limit. 
Motivated by Lemma 3.2, we deﬁne
x¯(t) = R ′(t)t−γ . (3.9)
Then by Lemma 3.2, x¯ is continuous at t = 0. Now we rewrite (1.7) in terms of x¯:
x¯′(t) = 1
tγ+1
[
f
(
t, x(t), x′(t)
)− tz′′(t) − γ tγ x¯(t)]
= 1
tγ+1
[
f
(
t, z(t) +
t∫
0
τγ x¯(τ )dτ , z′(t) + tγ x¯(t)
)
− tz′′(t) − γ tγ x¯(t)
]
=: 1
tγ+1
I(t; x¯). (3.10)
To complete the proof of Theorem 1.1 part (2), we only need to show that for any c ∈ R, the
integral equation (3.10) has a continuous solution with x¯(0) = c.
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(Rx¯)(t) = c +
t∫
0
1
τγ+1
I(τ ; x¯)dτ (3.11)
where I(τ ; x¯) is deﬁned by (3.10).
If γ = 1, or γ = 1 and A = 0, then we have, as in the proof of Lemma 3.2,
I(τ ; x¯) = O (1)
τ∫
0
sγ x¯(s)ds + [O (τ ) + O (τγ )]τγ x¯(τ ) + f (t, z(t), z′(t))− z′′(t)
= O (τγ+1)+ O (τ 2γ )+ f (t, z(t), z′(t))− z′′(t) (3.12)
as τ → 0. Thus I(τ ; x˜)/τ γ+1 is integrable on (0, δ) and Rx¯ ∈ CM([0, δ]) for small δ. Moreover, if
x¯, y¯ ∈ CM([0, δ]), then the mean value theorem yields
∣∣(Rx¯)(t) − (R y¯)(t)∣∣ Cδmin{γ ,1}‖x¯− y¯‖.
If γ = 1 and A = 0, we can obtain a similar estimate:
I(τ ; x¯) = O (t2 ln t)+ f (t, z(t), z′(t))− z′′(t), ∣∣(Rx¯)(t) − (R y¯)(t)∣∣ C | ln δ|δ‖x¯− y¯‖.
Hence R is a strict contraction on CM([0, δ]) for small δ. 
Next we shall try to relax the smoothness assumptions on f . Since only a ﬁnite number of deriva-
tives of f are used in the proof, we easily see that Lemmas 3.1, 3.2 and Theorem 1.1 part (2) remains
valid if f ∈ Ck+1. In fact, we can push a little bit further.
In view of Lemma 3.1, the key is the existence of an auxiliary function that satisﬁes (1.7) with a
desired small error term. Precisely, we need the following:
Assumption 3.3. There is a function z ∈ C1([0, δ]) ∩ C2((0, δ]) with the following properties.
(1) z(0) = c0 and z′(0) = c1.
(2)
∫ δ
0
1
tγ+1 | f (t, z(t), z′(t)) − tz′′(t)|dt < ∞.
(3) Let C,a > 0. Then for every  > 0, there exists a δ() > 0 such that
δ()∫
0
1
t
∣∣ fx′(t, z(t) + β(t), z′(t) + β ′(t))− γ ∣∣dt <  (3.13)
for all β ∈ C1([0, δ]) with β(0) = 0 and |β ′(t)| Cta on [0, δ].
If we think of the integrand in (3.13) as a member of a family of functions indexed by β , then (3.13)
simply means that this family of functions is uniformly integrable on [0, δ].
Note that if f ∈ Ck+1, then z(t) is deﬁned by (3.2) obviously satisﬁes all three conditions in As-
sumption 3.3. The third condition is satisﬁed since fx′ is differentiable at (0, c0, c1) and z′(t) − c1 =
O (t) (or O (t ln t) if γ = 1 and A = 0).
Now Theorem 1.1 can be viewed as a special case of the following corollary.
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and fx′ . If Assumption 3.3 holds, then for every solution x of (1.7), (1.11), [x′(t) − z′(t)]t−γ converges to a
ﬁnite limit as t → 0. On the other hand, for any given c ∈ R, there exists a unique solution x of (1.7), (1.11)
satisfying limt→0[x′(t) − z′(t)]t−γ = c.
The proof is analogous to the proof of Theorem 1.1 part (2) and hence is omitted.
Example 3.5. Consider the equation x′′ = 1t (− 1ln t − 1ln2 t +
√
t + x′) with the initial condition x′(0) = 0.
The equation is easily solvable and the general solution is
x′(t) = Ct + 1
ln t
− 2√t.
Here we can choose z′(t) = 1/ ln t − 2√t and A = 0.
Example 3.6. Consider the equation x′′ = 1t (x′ + x
′
ln2 x′ ) with the initial condition x
′(0) = 0. The general
solution can be found implicitly:
x′(t)
etan−1(ln x′(t))
= Ct.
Here we choose z′(t) ≡ 0 and A = 0. Letting t → 0, we see that x′(t)/t → e−π/2C .
For ﬁxed c0, c1, let x(t, c) be the unique local solution of (1.7), (1.11) and (1.13) with x¯(t, c) deﬁned
by (3.9). If γ = 1 or γ = 1 and A = 0, then from the proof of the theorem, for each compact subset K
of R, there exist δ and L, depending only on K , such that x(t, c) exists on [0, δ] for all c ∈ K and
∣∣I(t; x¯(t, c))− I(t; x¯(t, c′))∣∣ Ltγ+min{1,γ } sup
τ∈[0,t]
∣∣x¯(τ , c) − x¯(τ , c˜)∣∣
for all t ∈ [0, δ] and c, c′ ∈ K . Then Gronwall’s inequality yields
∣∣x′(t, c) − x′(t, c′)∣∣ |c − c′|tγ eLtmin{1,γ } for all t ∈ [0, δ] (3.14)
so that we obtain the continuous dependence on the initial condition. Similar results can also be
obtained when γ = 1 and A = 0.
Next we will investigate the regularity properties of the unique local solution x(t) given in the sec-
ond part of Theorem 1.1. The function f is assumed to be of class C∞ . Then obviously x ∈ C∞((0, δ]).
The key then is to determine the asymptotic behavior of x(t) and its derivatives as t → 0. We will
derive a complete asymptotic expansion of x(t) as t → 0 in Theorems 3.7 and 3.8 below.
Z+ denotes the set of all nonnegative integers.
Theorem 3.7. Assume that γ is not an integer. Let x be a solution of (1.7), (1.11). Then x(t) has the following
asymptotic expansion:
x(t) ∼ c0 +
∑
i, j∈Z+
Cijt
i+ jγ+1 as t → 0 (3.15)
where Ci0 = ci+1/(i + 1)!, i = 0, . . . ,k − 1. The asymptotic expansion of the nth order derivative of x(t) can
be obtained by term-by-term differentiation of (3.15) n times.
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asymptotic expansion:
R ′(t) ∼
∑
γi+ jγ
ci jt
i+ jγ as t → 0 (3.16)
for some constants {ci j}. Then (3.15) can be obtained by term-by-term integration.
First we rewrite (3.10) in terms of R ′(t),
R ′(t) = ctγ + tγ
t∫
0
1
τγ+1
[
f
(
τ , z(τ ) + R(τ ), z′(τ ) + R ′(τ ))− τ z′′(τ ) − γ R ′(τ )]dτ . (3.17)
Let I(t) = f (t, z(t) + R(t), z′(t) + R ′(t)) − tz′′(t) − γ R ′(t). It follows from Lemma 3.1 and Taylor’s
formula that
I(t) ∼
∑
γ< j+γ l+(γ+1)m
dljmt
j[R ′(t)]l[R(t)]m. (3.18)
Let c01 = c.
When 0< γ < 1, the preliminary estimate R ′(t) = tγ (c01+o(1)) yields I(t) = d10t+d02t2γ +o(t2γ )
for some constants d10 and d02. Using this estimate in (3.17) we obtain an improved estimate R ′(t) =
c01tγ + c10t + c02t2γ + o(t2γ ).
In general, if for l 1, we have
R ′(t) =
∑
γi+ jγlγ
ci jt
i+ jγ + o(tlγ ),
then by (3.18) we immediately get
I(t) =
∑
γ<i+ jγ(l+1)γ
dijt
i+ jγ + o(t(l+1)γ ).
Plugging this into (3.17), we have
R ′(t) =
∑
γi+ jγ(l+1)γ
ci jt
i+ jγ + o(t(l+1)γ ).
Then (3.16) follows from induction.
When γ > 1, inserting R ′(t) = tγ (c01 +o(1)) into (3.18), we obtain I(t) = dk0tk +d11t1+γ +o(t1+γ ).
Again by (3.17), R ′(t) = c01tγ + ck0tk + c11t1+γ + o(t1+γ ).
In general, if for l 1,
R ′(t) =
∑
γi+ jγl+γ
ci jt
i+ jγ + o(tl+γ ),
then by (3.18),
I(t) =
∑
γ<i+ jγl+1+γ
dijt
i+ jγ + o(tl+1+γ )
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R ′(t) =
∑
γi+ jγl+1+γ
ci jt
i+ jγ + o(tl+1+γ ).
Thus (3.16) follows from induction.
The asymptotic expansion of x′′(t) can be obtained directly from (1.7). For n > 2, we can obtain
the asymptotic expansion of x(n)(t) by differentiating (1.7) n − 2 times and then by induction. 
Theorem 3.8. Assume that γ is an integer. Let x be a solution of (1.7), (1.11). Then x(t) has the following
asymptotic expansion:
x(t) ∼ c0 +
∑
i, j∈Z+
Cijt
i+1(tγ ln t) j as t → 0 (3.19)
where Ci0 = ci+1/(i + 1)!, i = 0, . . . , γ − 1, Cγ 0 = −A/(γ + 1)2 and Cγ 1 = A/(γ + 1). The asymptotic
expansion of the nth order derivative of x(t) can be obtained by term-by-term differentiation of (3.19) n times.
Proof. The proof is analogous to that of Theorem 3.7. We will prove that R ′(t) has an asymptotic
expansion
R ′(t) ∼ cγ 0tγ +
∑
γ<i+ jγ
ci jt
i(tγ ln t) j as t → 0 (3.20)
for some constants {ci j}. Then (3.19) can be obtained by term-by-term integration.
Let I(t) be deﬁned as in the proof of Theorem 3.7. Note that Eq. (3.17) is still valid. In view of
Lemma 3.1, I(t) has the following asymptotic expansion
I(t) ∼
∑
γ<i+γ j+(γ+1)l+γm
dijlmt
i(tγ ln t) j[R(t)]l[R ′(t)]m. (3.21)
Let cγ 0 = c = limt→0 t−γ R ′(t). Using the preliminary estimate R ′(t) = tγ (cγ 0 + o(1)) in (3.21), we
obtain
I(t) =
{
dγ+1,0tγ+1 + d11tγ+1 ln t + o(tγ+1) if γ > 1,
d20t2 + d11t2 ln t + d02t2 ln2 t + o(t2 ln t) if γ = 1.
Inserting these estimates in (3.17), we obtain the improved estimates for R ′(t):
R ′(t) =
{
cγ 0tγ + cγ+1,0tγ+1 + c11tγ+1 ln t + o(tγ+1) if γ > 1,
c10t + c20t2 + c11t2 ln t + c02t2 ln2 t + o(t2 ln t) if γ = 1.
As in Theorem 3.7, (3.20) follows by induction. 
From the proof of Theorem 3.7, we easily see that all the coeﬃcients ci j in (3.16) with j = 0
are identically zero if c01 = 0. That is, a solution x(t) of (1.7), (1.11) is of C∞ at t = 0 if and only if
limt→0 x′(t)t−γ = 0. On the other hand, from the proof of Theorem 3.8, we see that all the coeﬃcients
ci j in (3.20) with j = 0 are identically zero if the constant A in Lemma 3.1 is zero. We summarize our
discussion as follows.
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[0, δ] belongs to Ck([0, δ]) and x( j)(0) = c j , 0 j  k. Furthermore, if γ is not an integer, then there is only
one solution x ∈ Ck+1([0, δ]) and this solution in fact belongs to C∞([0, δ]); if γ is an integer, then a Ck+1
solution exists if and only if A is zero and in this case, every solution belongs to C∞([0, δ]).
4. Self-similar solutions
In this section we study real-valued self-similar radial solutions of the nonlinear dissipative wave
equation (1.14) with spatial dimension d 2.
A classical result of Lions and Strauss [10,11] (see also [8,9]) shows that the initial value problem
of Eq. (1.14) is globally well-posed in all dimensions if the initial data satisﬁes
(w,wt)|t=0 ∈ Hs+1
(
R
d)× Hs(Rd) for 0 s 1
where Hs(Rd) denotes the classical Sobolev space. Note that the nonlinear function F p(s) := |s|p−1s
is continuously differentiable and strictly increasing with F ′p(s) = p|s|p−1.
There are two underlying energy estimates in the Lions–Strauss theory. Set
E(w, t) = 1
2
∫
Rd
[∣∣∇xw(x, t)∣∣2 + w2t (x, t)]dx. (4.1)
One has the energy dissipation identity
E(w, t) = E(w,0) −
t∫
0
∫
Rd
|wt |p+1 dxds E(w,0) (4.2)
and the contractivity energy identity
E(w − v, t) = E(w − v,0) −
t∫
0
∫
Rd
(wt − vt)
(
F p(wt) − F p(vt)
)
dxds E(w − v,0) (4.3)
where v is another solution of Eq. (1.14).
In addition, the energy law (4.3) in truncated cones {|x − x0| < R − t, 0  t < T  R} proves the
ﬁnite speed of propagation.
As we see in the Introduction, a self-similar radial solution of (1.14) is determined by its proﬁle
function W (see (1.16)) with W satisfying the ordinary differential equation (1.17).
Eq. (1.17) is singular at s = ±1. These singularities correspond to the outgoing light cone {|x| = t,
t > 0} and the incoming light cone {|x| = −t, t < 0} respectively. In this paper, we will focus on the
local behavior of self-similar radial solutions near the incoming light cone {|x| = −t, t < 0}. In other
words, we will consider the local solutions of Eq. (1.17) near s = −1. So it is more convenient to
rewrite Eq. (1.17) as
W ′′(s) = 1
s + 1 f
(
s,W (s),W ′(s)
)
(4.4)
where
f (s,W ,W ′) = 1
s − 1
(
μsW ′ + W ′|W ′|p−1 + ρW ). (4.5)
We start with two lemmas.
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a global solution of (4.4) on [s0,1) and W ′ remains bounded as s → 1−.
Proof. Let z0 be the greatest root of the function Q (z) := zp − (|μ| + 2|ρ|)z − |ρW (s0)|, z  0. Then
we claim that |W ′(s)|max{z0, |W ′(s0)|} for all s < 1 in its domain.
If for some s > s0, |W ′(s)| > |W ′(s0)|, then there exists a point s∗ ∈ (s0, s] such that |W ′(s∗)| =
supτ∈[s0,s] |W ′(τ )| and consequently
0 d
ds
∣∣W ′(s)∣∣∣∣∣∣
s=s∗
= W ′′(s∗) sgn
(
W ′(s∗)
)
= 1
s2∗ − 1
[
μs∗
∣∣W ′(s∗)∣∣+ ∣∣W ′(s∗)∣∣p + ρW (s∗) sgn(W ′(s∗))]
 1
s2∗ − 1
[−∣∣μW ′(s∗)∣∣+ ∣∣W ′(s∗)∣∣p − ∣∣ρW ′(s∗)∣∣(s∗ − s0) − ∣∣ρW (s0)∣∣]
 1
s2∗ − 1
[∣∣W ′(s∗)∣∣p − (|μ| + 2|ρ|)∣∣W ′(s∗)∣∣− ∣∣ρW (s0)∣∣].
So Q (|W ′(s∗)|) 0 and therefore |W ′(s)| |W ′(s∗)| z0. 
Lemma 4.2. Let W be a solution of (4.4) on (−1,1). Then W ′(s) is bounded.
Proof. The boundedness of W ′(s) as s → 1− is due to the nonlinear damping, as shown in the proof
of Lemma 4.1. Here we only need to show that W ′(s) remains bounded as s → −1+. The idea is
that if |W ′(s)| gets too large, the nonlinear term W ′(s)|W ′(s)|p−1 becomes dominant and |W ′| would
blow up before reaching s = −1 from the right side.
Pick up any point b ∈ (−1,1). Let z1 be the greatest root of the function
P (z) = zp−1/2− (μ| + 2|ρ|)z − ∣∣ρW (b)∣∣, z 0,
so that P (z) > 0 for all z > z1. We claim that
∣∣W ′(s)∣∣ K := max{[4/(p − 1)]1/(p−1), z1} for all s ∈ (−1,b].
Otherwise, assume |W ′(s0)| > K for some s0 ∈ (−1,b]. Then for any s ∈ (−1, s0], there exists an
s∗ ∈ [s,b] such that |W ′(s∗)| = supτ∈[s,b] |W ′(τ )| > K . Then
d
ds
∣∣W ′(s)∣∣∣∣∣∣
s=s∗
= W ′′(s∗) sgn
(
W ′(s∗)
)
= 1
s2∗ − 1
[
μs∗
∣∣W ′(s∗)∣∣+ ∣∣W ′(s∗)∣∣p + ρW (s∗) sgn(W ′(s∗))]
 1
s2∗ − 1
[−∣∣μW ′(s∗)∣∣+ ∣∣W ′(s∗)∣∣p − ∣∣ρW ′(s∗)∣∣(b − s∗) − ∣∣ρW (b)∣∣]
 1
s2∗ − 1
[∣∣W ′(s∗)∣∣p − (|μ| + 2|ρ|)∣∣W ′(s∗)∣∣− ∣∣ρW (b)∣∣]< 1
2(s2∗ − 1)
∣∣W ′(s∗)∣∣p .
So s = s∗ . That is, the maximum of |W ′| over [s,b] is attained at the left end-point s and
d ∣∣W ′(s)∣∣< 1
2
∣∣W ′(s)∣∣p < − 1 ∣∣W ′(s)∣∣p for all s ∈ (−1, s0]. (4.6)
ds 2(s − 1) 4(1+ s0)
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reaching s0 − 4(1 + s0)/[(p − 1)|W ′(s0)|p−1], which is greater than −1 since |W ′(s0)| > [4/(p −
1)]1/(p−1) . This contradiction completes the proof. 
Now according to Lemma 4.2 and Proposition 2.1, W (−1+) and W ′(−1+) both exist and satisfy
−μW ′(−1+) + W ′(−1+)∣∣W ′(−1+)∣∣p−1 + ρW (−1+) = 0. (4.7)
We are interested in the self-similar radial solution w of (1.14) which vanishes identically inside
the income light cone Γ := {|x| = −t, t < 0}, i.e.
w(t, x) ≡ wt(t, x) ≡ 0 for all (t, x) with |x| < −t, t < 0. (4.8)
In terms of the proﬁle function W , (4.8) reads
W (s) ≡ W ′(s) ≡ 0 on (−∞,−1).
Therefore we need to solve (4.4) for s > −1 with W (−1+) = 0 and W ′(−1+) given by (4.7). Precisely,
W ′(−1+) =
{
0, or ±μ1/(p−1) if μ > 0,
0 if μ 0. (4.9)
So the sign of μ plays an important role here. In fact, from the deﬁnition of μ, we see that μ > 0
(μ = 0, or μ < 0 resp.) if and only if p > pc (p = pc , or p < pc resp.), where we deﬁne the critical
value pc by
pc = (d + 1)/(d − 1). (4.10)
Therefore the sign of μ represents the relative strength of the nonlinearity in (1.14).
The following result is then immediate.
Theorem 4.3. If p < pc (or equivalently μ < 0), then the only self-similar radial solution of (1.14) satisfy-
ing (4.8) is the trivial solution.
Proof. By the above discussion, W (−1+) = W ′(−1+) = 0. Note that
∂ f
∂W ′
(−1,0,0) = μs + p|W
′|p−1
s − 1
∣∣∣∣
(s,W ,W ′)=(−1,0,0)
= μ
2
< 0.
Then by Theorem 2.2, the trivial solution is the only solution. 
On the other hand, the situation is strikingly different when μ > 0, as given by the following
theorem.
Theorem 4.4. If p > pc (or equivalently μ > 0), then there are two types of self-similar radial solutions of
(1.14) satisfying (4.8):
(1) for any given c ∈ R, there exists a unique self-similar radial solution w whose proﬁle function W satisﬁes
W (−1+) = W ′(−1+) = 0 and lim
s→−1+W
′(s)(s + 1)−μ/2 = c;
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tives ∇t,xw across the incoming light cone Γ .
Moreover the above two mutually exclusive cases include all self-similar radial solutions of (1.14) satisfy-
ing (4.8).
Proof. By (4.9), W ′(−1+) is either 0 or ±μ1/(p−1) . In the former case, ∇t,xw is continuous across
the incoming cone Γ . In the latter case ∇t,xw has a jump discontinuity across Γ .
If W ′(−1+) = 0, then fW ′ (−1,0,0) = μ/2 > 0 and Corollary 3.4 applies as long as we can ﬁnd a
function z(t) such that Assumption 3.3 is satisﬁed. This is trivial. Note that
∂ f
∂W ′
(s,W ,W ′) − ∂ f
∂W ′
(−1,0,0) = μ
2(s − 1) (s + 1) +
p
s − 1 |W
′|p−1.
Hence Assumption 3.3 is satisﬁed with z(t) ≡ 0.
If W ′(−1+) = ±μ1/(p−1) , then ∂ f
∂W ′ (−1,0,±μ1/(p−1)) = (1 − p)μ/2 < 0 so that Theorem 2.2 ap-
plies.
Now the local solutions in both cases are established. By Lemma 4.1, these local solutions can
be uniquely extended to (−1,1). In particular, w deﬁned by (1.16) is a self-similar radial solution
of (1.14) in {t < 0}. By Lions–Strauss theory, w can be uniquely extended to a global solution in the
space C((−∞,∞); H1loc(Rd) × L2loc(Rd)). In particular, by the ﬁnite speed of propagation
w(0, r) = W (0)
rα
and wt(0, r) = W
′(0)
rα+1
(4.11)
in Rd\{0}. Note that α + 1 = 1/(p − 1) < d/2, thus r−αW (0) ∈ H1loc(Rd) and r−α−1W ′(0) ∈ L2loc(Rd).
Since there are no nonzero elements in H1loc(R
d) and L2loc(R
d) supported at the origin, we conclude
that (4.11) holds in the whole space Rd .
To see that w is self-similar for all t ∈ R, we observe that wλ deﬁned in (1.15) is also a solution
of (1.14) and
wλ|t=0 = λαw(0, λx) = r−αW (0) and ∂t(wλ)|t=0 = λα+1wt(0, λx) = r−α−1W ′(0).
The uniqueness of Lions–Strauss theory then shows that w = wλ for all λ > 0. Thus we have estab-
lished the desired global self-similar radial solution in R1+d . 
Next we investigate the regularity of W (s) for s near −1. According to Theorem 2.3, W (s) in the
second case of Theorem 4.4 is C2 in a right neighborhood of s = −1 and the derivative W ′(s) has
a jump discontinuity at s = −1. To treat the ﬁrst case we note that Theorem 3.7 or 3.8 does not
apply directly since f (s,W ,W ′) is not C∞ in general unless p is an odd integer. Nonetheless, the
arguments used in the proof of Theorem 3.7 or 3.8 can be easily adapted to give the following result.
Theorem 4.5. Suppose μ > 0 and W (s) is a solution of (4.4) in a right neighborhood of s = −1 with
W (−1+) = W ′(−1+) = 0. Then W ∈ C∞((−1,−1+ δ)) and as s → −1+,
W (s) ∼ (s + 1) μ2 +1
∑
i, j∈Z+
Cij(s + 1)i+ j(p−1)
μ
2 . (4.12)
The asymptotic expansion of the nth order derivative of W (s) can be obtained by term-by-term differentiation
of (4.12) n times.
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First we rewrite (4.4) in terms of W (s),
W ′(s) = 1
1− s
[
μ
2
W (s) + (s + 1)(p−1) μ2 −1∣∣W (s)∣∣p−1W (s)
+ ρ(s + 1)− μ2 −1
s∫
0
(τ + 1) μ2 W (τ )dτ
]
. (4.13)
If W (0) = 0, then by the uniqueness, W (s) ≡ 0 and (4.12) holds with Cij = 0 for all i, j. Now we
assume that W (0) = 0, then |W (s)|p−1W (s) is a C∞ function of W (s) near W (0). Choose δ small
such that W (s) = 0 on (−1,−1 + δ). Therefore W ∈ C∞ on (−1,−1 + δ). Now use Taylor’s formula
and the preliminary estimate W (s) = W (0) + o(1) in (4.13), we obtain
W (s) = c00 + c10(s + 1) + c01(s + 1)
μ
2 (p−1) + o((s + 1)min{1,(p−1) μ2 }).
Inserting this improved estimate back into (4.13), we obtain
W (s) = c00 + c10(s + 1) + c20(s + 1)2 + c11(s + 1)
μ
2 (p−1)+1
+ c01(s + 1)
μ
2 (p−1) + c02(s + 1)μ(p−1) + o
(
(s + 1)min{2,(p−1)μ}).
Continue in this manner and (4.12) can be proved by induction. 
Now we are ready to give a complete description of singularity propagation along the incoming
light cone Γ for the self-similar radial solutions given in Theorem 4.4.
Corollary 4.6. Let p > pc (or equivalently μ > 0).
(1) If w is a nontrivial self-similar radial solution given in part (1) of Theorem 4.4, then for each t < 0,
w(t, ·),wt(t, ·) ∈ Hs+1 × Hs on |x| = −t ⇐⇒ s < μ
2
+ 1
2
.
(2) If w is the self-similar radial solution given in part (2) of Theorem 4.4, then for each t < 0,
w(t, ·),wt(t, ·) ∈ Hs+1 × Hs on |x| = −t ⇐⇒ s < 1
2
.
In both cases, at t = 0, w(0, x) = W (0)|x|−α and wt(0, x) = W ′(0)|x|−α−1 so that
w(0, ·),wt(0, ·) ∈ Hs+1 × Hs at x= 0 ⇐⇒ s < μ
2
+ 1
2
.
That is, the self-similar radial solution in case (2) exhibits a smoothing phenomenon at the focus (the tip of
cone Γ ), whereas the self-similar radial solutions in case (1) have the same Sobolev regularity all the way up
to the focus.
Proof. It is well known that the Fourier transform of a radial function g(r) in Rd is given by
gˆ(ξ) = (2π)
d/2
|ξ |(d−2)/2
∞∫
g(r)rd/2 J (d−2)/2
(
r|ξ |)dr0
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for any m > −1/2,
Jm(r) =
(
2
πr
)1/2
cos
(
r − mπ
2
− π
4
)
+ O (r−3/2) as r → ∞.
Therefore to determine the algebraic order of gˆ(ξ) as |ξ | → ∞, we only need to estimate
|ξ |−(d−1)/2
∞∫
0
g(r)r(d−1)/2eir|ξ | dr.
Recall that wt(t, r) = W ′(t/r)/rα+1 and we can easily verify that d−12 − (α + 1) = μ2 . So to determine
the Sobolev regularity of wt at |x| = −t , t < 0, we only need to estimate the integral
|ξ |−(d−1)/2
∞∫
−t
rμ/2W ′(t/r)ψ
(
r/(−t))eir|ξ | dr as |ξ | → ∞ (4.14)
where ψ is a smooth radial cut-off function in Rd , supported near the unit sphere and ψ = 1 in a
neighborhood of the unit sphere.
In case (1), for any ﬁxed t < 0, we introduce the change of variable τ = r + t and deﬁne g(τ ) =
ψ(r/(−t))W ′(t/r)/(1+ t/r)μ/2, τ > 0. So we need to estimate the integral
I
(|ξ |) := |ξ |− d−12
∞∫
0
τ
μ
2 g(τ )ei|ξ |τ dτ as |ξ | → ∞.
Note that g ∈ C∞ , g(0) = 0 and g vanishes outside of a small neighborhood of 0. Moreover, by
Theorem 4.5, g has the asymptotic expansion
g(τ ) ∼
∑
i, j∈Z+
ci jτ
i+ j(p−1) μ2 as τ → 0+
and the asymptotic expansion of the nth order derivative of g can be obtained by term-by-term
differentiation n times. Then it follows from Lemma 4.7 below that
I
(|ξ |)= [(μ
2
+ 1
)
e
π i
2 (
μ
2 +1)g(0) + o(1)
]
|ξ |− d−12 − μ2 −1 as |ξ | → ∞.
Thus wt(t, ·) ∈ Hs(|x| = −t) if and only if
−d − 1
2
− μ
2
− 1+ s < −d
2
⇐⇒ s < μ
2
+ 1
2
.
In case (2), we write eir|ξ | = ddr (eir|ξ |)/(i|ξ |). Then an integration by parts and Riemann–Lebesgue
lemma show that the integral in (4.14) is of order |ξ |−(d+1)/2 as |ξ | → ∞. Consequently wt(t, ·) ∈ Hs
on |x| = −t if and only if s < 1/2.
The regularity of w can be obtained similarly.
Finally, since w and w ′ at t = 0 are homogeneous functions of r, their Sobolev regularity at the
origin can be obtained by an application of Lemma 4.7. 
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b∫
0
tν g(t)eiλt dt =
N−1∑
n=0
An,ν g
(n)(0)λ−ν−1−n + O (λ−N) (4.15)
as λ → ∞, where An,ν = (n+ ν + 1)eπ i(n+ν+1)/2/n!.
Proof. The proof uses an integration-by-parts procedure due to Erdélyi [3].
For t > 0, we deﬁne h(0)ν (t;λ) = tνeiλt and
h(−n−1)ν (t;λ) = (−i)
n+1
n!
∞∫
0
σ n(t + iσ)νeiλ(t+iσ) dσ , n = 0,1, . . . ,N − 1.
Then it is easy to verify that ddt h
(−n−1)
ν (t;λ) = h(−n)ν (t;λ) and moreover,
∣∣h(−n−1)ν (t;λ)∣∣ tνλ−n−1 and h(−n−1)ν (0;λ) = (−1)n+1An,νλ−ν−n−1.
Then repeated integrations by parts yield (4.15). See [2,3] for more detail. 
5. Higher order equations
If the function f in (1.7) is independent of x, then (1.7) becomes a ﬁrst order ODE for x′ . So
our analysis applies to the ﬁrst order equation of the form x′ = 1t f (t, x). In fact, Theorem 1.1 and
all the other results in Sections 2 and 3 can be generalized to higher order equations with trivial
adjustments. For reader’s convenience, we list below the counterpart of Theorem 1.1 for higher order
equations without proof.
We consider the local solutions of the equation
x(m) = 1
t
f
(
t, x, . . . , x(m−1)
)
, m = 1,2, . . . , (5.1)
near t = 0. For simplicity, assume f is a smooth function of its arguments.
Similar to Proposition 2.1, if x(m−1)(t) stays bounded as t → 0+, then the one-sided limits
x(0+), x′(0+), . . . , x(m−1)(0+) exist. Denote them by c0, c1, . . . , cm−1 respectively. We must have
f (0, c0, . . . , cm−1) = 0. (5.2)
The following is an analogue to Theorem 1.1 for Eq. (5.1).
Theorem 5.1. Suppose that f is smooth and c0, . . . , cm−1 are real numbers satisfying (5.2). We consider local
solutions of (5.1) for t > 0 with the initial conditions
x(0+) = c0, x′(0+) = c1, . . . , x(m−1)(0+) = cm−1. (5.3)
Let γ = ∂ f(m−1) (0, c0, . . . , cm−1) and k = γ  be the smallest integer greater than or equal to γ .∂x
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(2) If γ > 0, then there are numbers cm, . . . , cm+k−2 and A, determined uniquely by c0, c1, . . . , cm−1 and f ,
such that for every solution x of (5.1), (5.3),
lim
t→0+
1
tγ
[
x(m−1)(t) −
m+k−2∑
j=m−1
c j
t j−m+1
( j −m+ 1)!
]
exists, if γ is not an integer;
lim
t→0+
1
tγ
[
x(m−1)(t) −
m+γ−2∑
j=m−1
c j
t j−m+1
( j −m+ 1)! − At
γ ln t
]
exists, if γ is an integer.
On the other hand, for any c ∈ R, there exists a unique solution x of (5.1), (5.3) on [0, δ] for some δ > 0,
satisfying
lim
t→0+
1
tγ
[
x(m−1)(t) −
m+k−2∑
j=m−1
c j
t j−m+1
( j −m+ 1)!
]
= c if γ is not an integer;
lim
t→0+
1
tγ
[
x(m−1)(t) −
m+γ−2∑
j=m−1
c j
t j−m+1
( j −m+ 1)! − At
γ ln t
]
= c if γ is an integer. (5.4)
Since the numbers cm, . . . , cm+k−2 play such an important role, we give an analogue of Lemma 3.1
for reader’s convenience. The proof is similar to Lemma 3.1.
Lemma 5.2. Let c0, . . . , cm−1 be real numbers satisfying (5.2) and γ > 0. Then there are unique numbers
cm, . . . , cm+k−2 and A such that, as t → 0+,
f
(
t,
m+k−2∑
j=0
c j
t j
j! , . . . ,
m+k−2∑
j=m−1
c j
t j−m+1
( j −m+ 1)!
)
−
m+k−2∑
j=m
c j
t j−m+1
( j −m)! = At
k + O (tk+1). (5.5)
Finally, we remark that all the other results in Sections 2 and 3, such as the relaxation of the
smoothness assumption on f , asymptotic expansions for solutions near t = 0, can be obtained in a
similar fashion.
Appendix A. An alternative proof of Theorem 1.1 part (1)
We will give an alternative proof of the ﬁrst part of Theorem 1.1, which does not rely on the
contraction mapping argument. Instead, we construct a sequence of approximate solutions with small
error terms and then use the monotonicity of f with respect to x′ to establish the convergence of
approximate solutions. The original idea of such construction is due to K. Miller [6].
First we note that if x is C2 on [0, δ), then letting t → 0+ in (1.7) yields
x′′(0) = ft(0, c0, c1) + fx(0, c0, c1)c1 + fx′ (0, c0, c1)x′′(0),
so that
x′′(0) = ft(0, c0, c1) + fx(0, c0, c1)
1− fx′ (0, c0, c1) =: c2. (A.1)
Proof of part (1) of Theorem 1.1. Since we are only concerned about local solutions, there is no loss
of generality in supposing that | fx| L and −L  fx′  0 everywhere.
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p(t) = c0 + c1t + c2t2/2 and (t) = p′′(t) − 1
t
f
(
t, p(t), p′(t)
)
.
Then it is easy to see that (t) → 0 as t → 0+. For each n ∈ N, choose tn > 0 such that |(t)| 1/n
on (0, tn]. Set
n(t) =
{
(t), 0< t  tn,
(tn), t > tn,
so that n ∈ C([0,∞)) and |n(t)| 1/n for all t > 0.
Now we construct approximate solutions {xn} of (1.7), (1.11).
For t ∈ [0, tn), let xn(t) = p(t).
For t  tn , deﬁne xn to be the solution of the initial value problem
x′′(t) = 1
t
f
(
t, x(t), x′(t)
)+ n(t), t > tn, (A.2)
x(tn) = x¯(tn) and x′(tn) = x¯′(tn). (A.3)
Note that the piecewise deﬁned xn patches well at t = tn so that xn ∈ C2([0,∞)) and satisﬁes (A.2)
for all t > 0.
For any n,m ∈ N, let xnm(t) = xn(t) − xm(t) and nm(t) = n(t) − m(t). Then
x′′nm(t) =
1
t
[
f
(
t, xn(t), x
′
n(t)
)− f (t, xm(t), x′m(t))]+ nm(t). (A.4)
Multiplying both sides of (A.4) by sgn(x′nm(t)), we have
x′′nm(t) sgn
(
x′nm(t)
)= 1
t
[
f
(
t, xn(t), x
′
n(t)
)− f (t, xn(t), x′m(t))] sgn(x′nm(t))
+ 1
t
[
f
(
t, xn(t), x
′
m(t)
)− f (t, xm(t), x′m(t))] sgn(x′nm(t))+ nm(t) sgn(x′nm(t))
 L
t
∣∣xnm(t)∣∣+
(
1
n
+ 1
m
)
. (A.5)
The inequality is due to the monotonicity of f in the third variable. Set δ = 1L and κnm =
sup[0,δ] x′′nm(t) sgn(x′nm(t)). Since xnm(0) = x′nm(0) = 0, we have
∣∣x′nm(t)∣∣=
t∫
0
x′′nm(τ ) sgn
(
x′nm(τ )
)
dτ  κnmt, (A.6)
∣∣xnm(t)∣∣
t∫
0
∣∣x′(τ )∣∣dτ  1
2
κnmt
2. (A.7)
Inserting these inequalities in (A.5) yields
κnm 
Lδ
2
κnm +
(
1
n
+ 1
m
)
⇒ κnm  2
(
1
n
+ 1
m
)
. (A.8)
844 J. Liang / J. Differential Equations 246 (2009) 819–844Using (A.6)–(A.8) in (A.4), we see that {x′′n} is a Cauchy sequence in C([0, δ]). Let x be the limit of {xn}
in the space C2([0, δ]) then obviously x satisﬁes (1.7), (1.11).
The uniqueness statement can be proved in a similar fashion. Let y ∈ C2((0, δ]) ∩ C1([0, δ]) be
another solution of (1.7), (1.11). Let z(t) = x(t) − y(t). Then by the monotonicity of f with respect to
the third variable, we have
z′′(t) sgn
(
z′(t)
)
 L
t
∣∣z(t)∣∣. (A.9)
Since z(0) = z′(0) = 0, |z(t)|/t is bounded. Let κ = sup[0,δ] z′′(t) sgn(z′(t)) and it follows that |z′(t)|
κt and |z(t)| κt2/2. Inserting these estimates in (A.9) yields κ  Lδκ/2. For δ < 1L , we have κ = 0
and consequently z(t) ≡ 0. 
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