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Abstract
Multirate digital signal processing and model re-
duction applications require computation of the fre-
quency truncated norm of a discrete-time system.
This paper explains how to compute the frequency
truncated norm of a discrete-time system. To this
end, a much-generalized problem of integrating a
transfer function of a discrete-time system given in
the descriptor form over an interval of limited fre-
quencies is also discussed along with its computa-
tion.
1 Introduction
The frequency truncated discrete-time system norm
of a linear discrete-time-invariant G (with the transfer
function G(z) in z-domain) defined as
‖G‖2[θ1,θ2] :=
1
2π
tr
∫ θ2
θ1
G∼(ejθ)G(ejθ) dθ, (1)
where the conjugate system G∼(z) := G∗(z¯−1) (∗ is
the adjoint operation and z¯ is complex conjugate of
z). The need for the frequency truncated discrete-
time system norm arises naturally in the multi-rate
discrete signal processing. For example, consider a
simple setup of multi-rate discrete signal processing
as shown in Figure 1. Here, the input discrete signal
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Figure 1: A setup for multi-rate discrete signal pro-
cessing
y is real and represented as the output of a system
G driven by the discrete white Gaussian noise with
∗The material in this paper was partially presented at 22th
International Symposium on Mathematical Theory of Net-
works and Systems (MTNS 2016), July 11-15, 2016, Minneapo-
lis, USA.
zero mean. The transfer function (in z-domain) of
G is represented by G(z). Hence, the power spectral
density of y is given by |G(ejθ)|2 for all frequencies
θ ∈ [−π, π]. χ is the analysis filter whose output
is down-sampled by a factor M . The down-sampled
output is again upsampled by a factor M followed by
a synthesis filter ̺. The reconstructed output u is
compared with the input signal y. The aim is to de-
sign both the analysis and synthesis filter given G(z)
in such a way that time averaged mean square error
J = lim
N→∞
1
2N + 1
N∑
n=−N
E(e2[n])
is minimised [9]. Here, E is the expectation operator.
Assume that the G is stable and G(ejθ) is dominant in
the frequency band [− π
M
, π
M
] that means |G(ejθ1)| >
|G(ejθ2)| if θ1 ∈ [− πM , πM ] and θ2 ∈ [−π, π]\[− πM , πM ].
In this case, optimal synthesis and analysis filter give
the error (see [9] for details)
J = ‖G‖2L2 −
1
2π
tr
∫ π
M
−
π
M
G∼(ejθ)G(ejθ) dθ. (2)
Here, ‖G‖L2 := ‖G‖[−π,π] represents the L2 norm of
the system. Thus, we can see that truncated system
norms naturally arises in multi-rate discrete signal
processing. For a general G(ejθ), computation of (1)
is needed [9].
It is further assumed that the discrete-time sys-
tem G in (1) is linear discrete-time-invariant (LDTI)
and its transfer function G(z) is a proper ratio-
nal transfer function with real coefficients. These
type of systems can be represented in state space as
G(z) = D + C(zI − A)−1B where A,B,C and D
are real matrices. For simplicity of exposition, it is
assumed that D = 0 throughout this paper. It will
be shown later in the paper that evaluation of the
frequency truncated discrete-time system norm is a
special case of the generalized problem of integration
of a transfer function given in the descriptor form i.e∫ θ2
θ1
C(ejθE −A)−1B dθ (3)
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where A,B,C, and E are real matrices. The above
integral is also helpful in the evaluation of the
frequency-domain controllability and the observabil-
ity Grammian of a system with transfer function
C(zI −A)−1B [10, 5, 8, 2].
An expression for the frequency truncated discrete-
time system norm for a stable discrete-time system
is given in [8, Theorem 3.8] which depends upon in-
vertibility of the A matrix. This paper provides a
modification which resolves this problem for a stable
discrete-time system. This paper further generalizes
the result of [8, Theorem 3.8] and provides an expres-
sion for (1) with minimal restriction on the system
poles. Integral of a transfer function (of a discrete-
time system) in the descriptor form and a numerically
viable expression for its computation is also given in
the paper. As a by-product, similar results for a con-
tinuous time system given in the descriptor form are
briefly mentioned.
Section 2 contains an expression for the frequency
truncated discrete-time system norm for a stable sys-
tem and Section 3 contains an expression for the fre-
quency truncated discrete-time system norm for a
generic case. Integration of a transfer function given
in the descriptor form is discussed in Section 3 and
a method for its computation is given in Section 4.
Section 5 contains results related to frequency trun-
cated norm of a continuous time system given in the
descriptor form.
Notation: R and C denote the set of real and com-
plex numbers respectively. R¯− denotes the closed
negative real axis (i.e. the negative real axis includ-
ing zero). Arg(z) denotes the principal argument i.e.
argument of the complex number z in (−π, π] and
wrap(θ) := Arg(ejθ) for all θ ∈ R. For square complex
matrices A and E, the matrix pencil (A,E) is called
regular if αE+βA is invertible for at-least one set of
complex numbers α and β. An eigenvalue λ ∈ C of a
matrix pencil (A,E) satisfies det(A − λE) = 0. We
define j :=
√−1. σ(A,E) denotes spectrum (the set
of eigenvalues) of the matrix pencil (A,E). A func-
tion f is defined on σ(A) if it follows definition 1.1
of [3]. If A ∈ Cn×n does not have any eigenvalues on
the R¯− then there is a unique logarithm Q = log(A)
whose all eigenvalues lie in the open horizontal strip
{z ∈ C|π < imag(z) < π} of the complex plane [3,
Theorem 1.31]. The Q is known as the principal log-
arithm. The Fre´chet derivative of a matrix function
f : Cn×n → Cn×n at A in the direction X is denoted
by Lf (Q,X) [3, §3.1].
2 Stable Case
A discrete-time system G is defined stable if A is
Schur (i.e., all eigenvalues of A are strictly inside the
unit circle in the complex plane). It is well known
that for a stable discrete-time system G, the squared
L2 norm is given by
‖G‖2L2 :=
1
2π
tr
∫ π
−π
G∼(ejθ)G(ejθ) dθ = trBTPB
(4)
where P is the unique solution of the discrete Lya-
punov equation
ATPA− P + CTC = 0. (5)
The frequency truncation discrete-time system norm
can be calculated by evaluating an anti-derivative (or
primitive)
∫
G∼(ejθ)G(ejθ) dθ first.
Theorem 2.1 Let discrete-time system G be stable
and strictly proper and G(ejθ) = C(ejθI − A)−1B
with A, B, C real matrices. Then, an anti-derivative∫
G∼(ejθ)G(ejθ) dθ equals
BTPBθ + 2 imag(BTP log(I − e−jθA)B)
where P is the unique solution of (5) and log denotes
the principal logarithm and θ ∈ [−π, π].
Proof. Consider function
f(z, θ) =
{
−jz−1 log(1− e−jθz) if z 6= 0
je−jθ if z = 0
For a given θ ∈ [−π, π], f(z, θ) is analytic in the
open unit disk around zero (in the complex plane) as
1 − e−jθz never lies on the closed negative real axis
R¯−. Clearly,
∂f(z, θ)
∂θ
= (ejθ − z)−1
is also analytic (for a given θ ∈ [−π, π]) in the open
unit disk around zero. Hence, it follows from [4,
Theorem 6.2.27] that f(A, θ) is an anti-derivative of
(ejθI −A)−1. Also, note that
G∼(ejθ)G(ejθ) = BT (I − ejθAT )−1PB
+BTPA(ejθI −A)−1B
=BTPB + ejθBT (I − ejθAT )−1ATPB
+BTPA(ejθI −A)−1B.
Now, using the anti-derivative of (ejθI − A)−1 and
the fact that integration (w.r.t. θ) of the complex
conjugate is the conjugate of integration, we have the
result.
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The proof of the Theorem 2.1 is essentially similar
to the proof of [8, Theorem 3.8] without the need for
inversion of the A matrix. Using [3, Theorem 1.31],
we have
‖G‖2[−π,π] = trBTPB = ‖G‖2L2 .
3 General case
In the previous section, the poles of a discrete-time
system must be in the unit circle. We know that inte-
gration of a meromorphic function is possible as long
as we are not integrating over a pole. Hence, systems
with poles on the unit circle as well as inside and
outside of the unit circle (apart from poles within
the limits of integration) would be a more general
case. This section is about the integration of a trans-
fer function given in the descriptor form (see (3)) for
the general case. This will further help in obtaining
an expression for the frequency truncated discrete-
time system norm in the general case. It is assumed
that eigenvalue of the matrix pencil (A,E) can lie on
the unit circle as well as inside and outside of the
unit circle. The result needs logarithm of matrices
as expected. However, there are few mathematical
technicalities which we have to take care.
The first issue is
∫
(ejθE − A)−1 dθ is a function
of two matrices E and A. Hence, the definition of
a matrix function given in [3] does not help here as
it is. If A or E matrix is invertible then
∫
(ejθE −
A)−1 dθ can be written as a function of EA−1 or
E−1A respectively. However, the situation is a little
complicated if both E and A are singular. Things
can be simplified if we assume that the matrix pencil
(A,E) is regular. To illustrate this further, assume
that the (A,E) is regular and α 6= 0 then
(zE −A)−1 = α(αE + βA)−1(z(I − βQ)− αQ)−1
whereQ := A(αE+βA)−1. Hence, we need
∫
α(z(I−
βQ)−αQ)−1 dθ which is a function of just one matrix
Q. If α = 0 then A is invertible. This case has been
discussed already.
The second issue is related to the principal log-
arithm of a matrix as it does not exist if eigenval-
ues of the matrix lie on the closed negative real axis
R¯
−. The critical task here is to choose the right anti-
derivative of α(z(I−βQ)−αQ)−1 such that the prin-
cipal logarithm is defined. Furthermore, Q can have
eigenvalues on the unit circle as well as inside and
outside of the unit circle. Hence, obtaining the right
anti-derivative is quite challenging. For example, as-
sume β = 0, α = 1 and A has at least one eigen-
value outside the unit circle. In this case, Q = A
and log(I − e−jθA) (which we obtained in the stable
case) is not a valid anti-derivative of (zI − A)−1 as
there exists a value of θ ∈ [−π, π] where eigenval-
ues of I − e−jθA lie on R¯−. In this work, the right
anti-derivative is obtained by the well-known tangent
half-angle substitution i.e.
ejθ =
1 + jt
1− jt = −
t− j
t+ j
(6)
Here t = tan( θ2 ). Selection of the right anti-derivative
is also an issue in [7] which was solved by taking j out
of the integrand whenever necessary. This technique
is also used here along with the half-angle substitu-
tion.
Theorem 3.1 Assume that a discrete-time system
K can be represented in the descriptor form as
K(z) = (zE − A)−1 with real matrices A and E.
Also, assume that θ1, θ2 ∈ (−π, π) and the matrix
pencil (A,E) is regular i.e. W := αE + βA is invert-
ible for at-least one set of complex numbers α and β.
If ejφ not an eigenvalue of (A,E) for any φ ∈ R and
wrap(φ) ∈ [θ1, θ2] then∫ θ2
θ1
K(ejθ) dθ
= lim
ǫ→0
1
j
A−1ǫ
(−ηI + log (Γ(θ2, ǫ)Γ(θ1, ǫ)−1)) (7a)
= lim
ǫ→0
1
j
(−ηI + log (Γ(θ1, ǫ)−1Γ(θ2, ǫ)))A−1ǫ (7b)
where Aǫ := A + αǫI, Eǫ := E − βǫI, ǫ ∈ C, η :=
log
(
tan(0.5θ2)−j
tan(0.5θ1)−j
)
and Γ(θ, ǫ) := (Eǫ+Aǫ) tan(0.5θ)−
j(Eǫ −Aǫ).
Proof. Assume that α 6= 0. Define
fd(z, θ) :=
{
1
jz
(
−η + log Ω(z,t)Ω(z,t1)
)
, z 6= 0
α
j (e
−jθ1 − e−jθ) z = 0
where t := tan( θ2 ) and t1 := tan(
θ1
2 ) and Ω(z, t) :=
t(1 − βz + αz) − j(1 − βz − αz) for a real t. If z
is an eigenvalue of Q := A(αE + βA)−1 then zα1−βz
is also an eigenvalue of (A,E). Hence, for all θ ∈
[θ1, θ2], fd(z, θ) is defined on σ(Q) as long as e
jφ not
an eigenvalue of (A,E) for any wrap(φ) ∈ [θ1, θ2] (see
Theorem A.1). Also,
∂fd(z, θ)
∂θ
= α
1
ejθ(1− βz)− αz .
Now, it follows from Theorem A.2 and [4, Theorem
6.2.27] that
∫ θ2
θ1
K(ejθ) dθ = W−1
∫ θ2
θ1
α(z(I − βQ)−
αQ)−1 dθ = W−1fd(Q, θ2). From [3, Theorem 3.8]
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and Theorem A.1, the Fre´chet derivative Lfd(Q,X)
of fd at Q in the direction X exists. Hence, fd(Q +
ǫαW−1) = fd(Q) + ǫLfd(Q,αW
−1) + o(|ǫα|‖W−1‖).
Hence, we have (7a). Equation (7b) follows from [3,
Theorem 1.13.c].
On the other hand, if α = 0 then A is invert-
ible and β 6= 0 by the regularity of (A,E). Hence,∫ θ2
θ1
K(ejθ) dθ = A−1
∫ θ2
θ1
(ejθEA−1 − I)−1 dθ. Define
for a complex z
fi(z, θ) :=
1
j
(
−η + log t(z + 1)− j(z − 1)
t1(z + 1)− j(z − 1)
)
where t := tan( θ2 ) and t1 := tan(
θ1
2 ). If z is an
eigenvalue of EA−1 then 1
z
is an eigenvalue of (A,E).
Hence, for all θ ∈ [θ1, θ2], fi(z, θ) is defined on all
eigenvalues of EA−1 as long as ejφ not an eigenvalue
of (A,E) for any wrap(φ) ∈ [θ1, θ2] (see Theorem
A.2). Now, it follows from Theorem A.2 and [4, Theo-
rem 6.2.27] that
∫ θ2
θ1
K(ejθ) dθ = A−1
∫ θ2
θ1
(ejθEA−1−
I) dθ = A−1fi(EA
−1, θ2). Equivalence to the limits
can be proved in a manner similar the α 6= 0 case.
Equation (7) can be extended for θ = π as shown
in the following result.
Corollary 3.2 Let k(z) be as in Theorem 3.1. As-
sume that θ1 ∈ (−π, π] and the matrix pencil (A,E)
is regular i.e. W := αE + βA is invertible for at-
least one set of complex numbers α and β. If ejφ
not an eigenvalue of (A,E) for any φ ∈ R and
wrap(φ) ∈ [θ1, π] then
∫ π
θ1
K(ejθ) dθ equals
lim
ǫ→0
1
j
A−1ǫ
(
ηfI − log
(
t1I − jΦ−(ǫ)Φ+(ǫ)−1
))
= lim
ǫ→0
1
j
(
ηfI − log
(
t1I − jΦ+(ǫ)−1Φ−(ǫ)
))
A−1ǫ
(8)
where t1 := tan(
θ1
2 ), Aǫ := A + αǫI, Eǫ := E − βǫI,
ǫ ∈ C, ηf := log(t1−j), Φ+(ǫ) = Eǫ+Aǫ and Φ−(ǫ) =
Eǫ −Aǫ.
Proof. Since −1 is not an eigenvalue of the matrix
pencil (A,E), E+A is invertible. Define t := tan( θ2 ),
Qǫ := AǫW
−1 and Q˜ := (I − βQǫ − αQǫ)(I − βQǫ +
αQǫ)
−1. Now,
log
(
tI − j(Eǫ −Aǫ)(Eǫ +Aǫ)−1
)
= log
(
tI − jQ˜
)
For sufficiently small |ǫ|, the above logarithm exits if
ejφ not an eigenvalue of (A,E) for any φ ∈ R and
wrap(φ) ∈ [θ1, π] (the proof is similar to the proof
Theorem A.1). Hence, [3, Theorem 11.3,Theorem
11.2] implies that
log
(
t− j
t1 − j
)
= log(t− j)− log(t1 − j)
log(Qt) = log(tI − jQ˜)− log(t1I − jQ˜).
where Qt := (tI − jQ˜)(t1I − jQ˜)−1. Now, using∫ π
θ1
K(ejθ) dθ = limθ→π
∫ θ2
θ1
K(ejθ) dθ the result fol-
lows from [7, Lemma 5(2)].
Similar results can be obtained if integral limits are
[−π, θ1] or [−π, π]. Note that if A is invertible then
(7) and (8) can be simplified by taking ǫ = 0. Oth-
erwise, (7) and (8) needs a proper limit. Section 4
contains other forms of (7) and (8) which are inde-
pendent of any limit. However, the current form is
useful in obtaining a simple expression for the fre-
quency truncated discrete-time system norm as ex-
plained in the following result.
Theorem 3.3 Suppose a discrete-time system G can
be represented in state-space as G(z) = C(zI−A)−1B
with real matrices A, B, and C. Define
Ah :=
[
A 0
CTC I
]
, Eh :=
[
I 0
0 AT
]
,
Ch :=
[
0 −BT ] , and Bh :=
[
B
0
]
.
Assume that θ1, θ2 ∈ (−π, π). If ejφ not an eigen-
value of A for any φ ∈ R such that wrap(φ) ∈
[θ1, θ2] ∪ [−θ1,−θ2] then∫ θ2
θ1
G∼(ejθ)G(ejθ) dθ =
1
j
Ch log
(
Γd(θ1)
−1Γd(θ2)
)
Bh
where Γd(θ) := (Eh +Ah) tan(0.5θ)− j(Eh −Ah).
Proof. The system G∼(z)G(z) can be expressed as
G∼(z)G(z) = zCh(zEh −Ah)−1Bh. Clearly,∫ θ2
θ1
G∼(ejθ)G(ejθ) dθ =
∫ θ2
θ1
Ch
(
Eh − e−jθAh
)−1
Bh dθ
=
∫
−θ2
−θ1
Ch
(
ejθAh − Eh
)−1
Bh dθ
Assume that λmax and λmin represents the maximum
and minimum absolute values of eigenvalues of A.
Now, det(Eh−µAn) = det(I−µA) det(AT −µI) 6= 0
if µ and 1/µ is not an eigenvalue of A. Hence, the
matrix pencil (Eh, Ah) is regular. It also shows that
the eigenvalues of (Eh, Ah) are eigenvalues of A and
A−1. This means, for any φ ∈ [θ1, θ2], if ejφ is not an
eigenvalue of (Ah, Eh) then e
−jφ not an eigenvalue of
4
(Ah, Eh). This implies e
jφ not an eigenvalue of A for
any φ ∈ [θ1, θ2] ∪ [−θ1,−θ2]. Note that limǫ→0(Eh +
ǫαI)−1Bh = Bh and ChBh = 0. Finally, equivalence
to the limit needed in (7b) can be proved in a manner
given in the proof of Theorem 3.1.
Note that the above result does not need any limits.
4 Computation
Equation (7) can be converted into another form (in-
dependent of ǫ) which uses exponential of matrices
and
ψ1(A) :=
∞∑
j=0
1
(j + 1)!
Aj (9)
The advantage is that both of these functions have
numerically accurate and reliable implementation [3,
§10.5, §10.7.4].
Theorem 4.1 Let ψ1 be as in (9). Using nota-
tions and conditions of Theorem 3.1, we have that∫ θ2
θ1
K(ejθ) dθ equals
1
j
W−1
(−αL(e−jθ2I − e−jθ1eY ) + βY ) (10)
where Yǫ := −ηI + log
(
Γ(θ1, ǫ)
−1Γ(θ2, ǫ)
)
, Y :=
limǫ→0 Yǫ = −ηI + log
(
Γ(θ2, 0)Γ(θ1, 0)
−1
)
and L :=
limǫ→0(e
Yǫ − I)−1Yǫ = ψ1(Y )−1.
Proof. Y = limǫ→0 Yǫ due to Theorem A.1.
Note that
(Eǫ +Aǫ)t− j(Eǫ −Aǫ) = (t− j)(Eǫ − e−jθAǫ)
(11)
where t := tan( θ2 ). Now,
exp
(−ηI + log (Γ(θ2, ǫ)Γ(θ1, ǫ)−1))) = eYǫ .
Using [3, Theorem 10.2,Theorem 1.17], we have
t1 − j
t2 − j
(
Γ(θ2, ǫ)Γ(θ1, ǫ)
−1)
)
= eYǫ
where ti := tan(
θi
2 ). Assume α 6= 0. Using (11), we
have
α(1 − eYǫ)EǫW−1 = α(e−jθ2I − e−jθ1eYǫ)AǫW−1
(1− eYǫ)α(E − βǫI)W−1 = αMAǫW−1
where W := αE + βA and Mǫ := e
−jθ2I − e−jθ1eYǫ .
Further, simplifying using αEW−1 = I − βAW−1,
Qǫ := AǫW
−1 = AW−1 + αǫW−1 and αEǫW
−1 :=
I − βQǫ, we have I − eYǫ = (αMǫ + (I − eYǫ)β)Qǫ.
Using [3, Theorem 1.13.a] and∫ θ2
θ1
K(ejθ)dθ = lim
ǫ→0
1
j
W−1Q−1ǫ Yǫ,
we have the result. Equivalence of L and ψ is stan-
dard [3, §10.7.4]. Note that L is invertible because it
has no zero eigenvalues.
If α = 0 then A is invertible and β 6= 0 by the
regularity of (A,E). Hence,
∫ θ2
θ1
K(ejθ) dθ = 1jA
−1Y .
Equation (8) can be also modified in a manner sim-
ilar to Theorem 4.1.
Corollary 4.2 Let ψ1 be as in (9). Using notations
and conditions of Corollary 3.2, we have that∫ π
θ1
K(ejθ) dθ =
1
j
W−1Lf
(
eY (α− β) + (e−jθ1α+ β)I)
where Yǫ := −ηfI + log
(
tI − jΦ−(ǫ)Φ+(ǫ)−1
)
, Y :=
limǫ→0 Yǫ = −ηfI + log
(
tI − jΦ−(0)Φ+(0)−1
)
and
Lf := limǫ→0(e
Yǫ − I)−1Yǫ = ψ1(Y ).
5 A brief note on the continu-
ous time system
Similar to Theorem 3.1 and Theorem 4.1, the results
of [7] can be extended to the continuous time descrip-
tor systems. These results are useful in the model
reduction applications [6]. The proof is similar to
Theorem 3.1 and Theorem 4.1.
Theorem 5.1 Let ψ1 be as in (9). Assume that a
continuous time system K can be represented in the
descriptor form as K(s) = (sE −A)−1 with real ma-
trices A and E. Also, assume that ω1, ω2 ∈ R and the
matrix pencil (A,E) is regular i.e. W := αE + βA is
invertible for at-least one set of complex numbers α
and β. If the matrix pencil (A,E) has no imaginary
eigenvalue jλ with λ ∈ [ω1, ω2] then∫ ω2
ω1
K(jω) dω = lim
ǫ→0
1
j
E−1ǫ log
(
Ω˜(ω2, ǫ)Ω˜(ω1, ǫ)
−1
)
= lim
ǫ→0
1
j
log
(
Ω˜(ω1, ǫ)
−1Ω˜(ω2, ǫ)
)
E−1ǫ
= −W−1
(
βL˜(ω2I − eY˜ ω1) + jαY˜
)
where Aǫ := A + αǫI, Eǫ := E − βǫI, ǫ ∈ C,
Ω˜(ω, ǫ) := ωEǫ + jAǫ, Y˜ǫ := log
(
Ω˜(ω2, ǫ)Ω˜(ω1, ǫ)
−1
)
Y˜ := limǫ→0 Y˜ǫ = log
(
Ω˜(ω2, 0)Ω˜(ω1, 0)
−1
)
and L˜ :=
limǫ→0(e
Y˜ǫ − 1)−1Y˜ǫ = ψ1(Y˜ )−1.
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6 Conclusions
Computation of the frequency truncated discrete-
time system norm arises in different signal process-
ing and model reduction applications. This paper
contains expressions for integral of the transfer func-
tion of a discrete-time system given in the descriptor
form. The result for the descriptor system is used in
obtaining the frequency truncated norm of a discrete-
time system in the general case. Simplified results in
case of stable systems are also given in the paper.
Similar results for the continuous time systems given
in the descriptor form, are also mentioned briefly.
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A Appendix
The results in this section explain when the func-
tions required in the proof of Theorem 3.1 are de-
fined. Note that an analytic function in domain D is
always defined at all z ∈ D.
Theorem A.1 Let α and β be any two complex
numbers and θ1, θ ∈ (−π, π). Define a complex func-
tion
fd(z, θ) :=
{
1
jz
(
−η + log Ω(z,t)Ω(z,t1)
)
, z 6= 0
α
j (e
−jθ1 − e−jθ) elsewhere
where η := log
(
tan(0.5θ)−j
tan(0.5θ1)−j
)
, t := tan( θ2 ) and t1 :=
tan( θ12 ) and Ω(z, t) := t(1−βz+αz)− j(1−βz−αz)
for a real t. Assume that α 6= 0. Then, fd(z, θ)
is analytic in C\Dˆ where Dˆ := {z ∈ C| αz1−βz =
ejθ,wrap(φ) ∈ [θ1, θ]}. Here, C\Dˆ is an open set.
Proof. It is straightforward to verify that η is well
defined.
It is now shown that C\Dˆ is an open set. Assume
β = 0, then the result is trivial. Assume β 6= 0
then g(z) := αz1−βz is continuous apart from the point
z = 1
β
. Since the set Y := {ejφ|φ ∈ [θ1, θ]} is closed
and g−1(Y ) does not contain z = 1
β
, continuity of g
in C\{0} implies that C\Dˆ is an open set.
To check whether log Ω(z,t)Ω(z,t1) is well defined or not,
first assume that 1 − βz 6= 0. Then, Ω(z, t1) = (t1 +
j)(−ejθ1(1−βz)+αz). Hence, Ω(z, t1) is invertible as
z /∈ Dˆ. Assume that the principal log does not exist
for a z /∈ Dˆ. This means
log
Ω(z, t)
Ω(z, t1)
=
t(1 + a)− j(1 − a)
t1(1 + a)− j(1− a) = −ρ
for all ρ ≥ 0. Here, a := αz1−βz . The above implies
that a must be on unit circle i.e. a = ejψ. If a = −1
(i.e. ψ = π) then it is trivial to see that the principal
log exist. On the other hand if a = ejψ and a 6= −1
then
(1 + a)t− j(1 − a)
(1 + a)t1 − j(1− a) =
t− tan ψ2
t1 − tan ψ2
= −ρ
iff tan ψ2 =
ρt1+t
ρ+1 . This means ψ ∈ [θ1, θ]. Hence,
z ∈ Dˆ. Contradiction. Therefore, the principal log
exists for all z /∈ Dˆ.
Now, assume 1 − βz = 0. Then, β 6= 0, z 6= 0 and
Ω(z, t1) = (t1 + j)αz. Hence, Ω(z, t1) is invertible as
α 6= 0. Also, log Ω(z,t)Ω(z,t1) = log(
t+j
t1+j
). It is straightfor-
ward to see that this logarithm exists.
The above analysis implies that
1
jz
(
−η + log Ω(z,t)Ω(z,t1)
)
is analytic on an open set
C\Dˆ apart from z = 0 where it has a removable sin-
gularity. Clearly, limz→0 fd(z, θ) = fd(0, θ). Hence,
fd(z, θ) is analytic in C\Dˆ (see e.g. [1, §16.20]).
The proof of the following result is similar to the
proof of Theorem A.1.
Theorem A.2 Let η be as in Theorem A.1 and
θ1, θ ∈ (−π, π). Define a complex function
fi(z, θ) :=
1
j
(
−η + log t(z + 1)− j(z − 1)
t1(z + 1)− j(z − 1)
)
where t := tan( θ2 ) and t1 := tan(
θ1
2 ). Now, fi(z, θ)
is analytic in C\D˜ where D˜ := {e−jφ|wrap(φ) ∈
[θ1, θ]}. Here, C\Dˆ is an open set.
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