Abstract-We introduce texture classification techniques to effectively diagnose osteoporosis in bone radiography data. Osteoporosis is an age-related systemic bone skeletal disorder characterized by low bone mass and bone structure deterioriation that results in increased bone fragility and higher fracture risk. Therefore, early diagnosis can effectively predict fracture risk and prevent the disease. Automated diagnosis from digital radiographs is very challenging since the scans of healthy and osteoporotic subjects show little or no visual differences, and their density histograms mostly overlap. We designed a system to separate healthy from osteoporotic subjects using highdimensional textural feature representations computed from radiographs. These features were then reduced using feature selection to obtain the more discriminant subset that was finally classified by our methods. The top performing approach yields 79.3% accuracy and 81% area under the ROC over 116 bone radiographs.
I. INTRODUCTION
Osteoporosis is a skeletal disorder characterized by decreased bone strength that may lead to susceptibility of fracture [1] . Aerial Bone Mineral Density (BMD) is computed in dual-energy X-ray absorptiometry (DXA) scans to diagnose osteoporosis [2] . However, BMD can predict fracture with only 60% accuracy. Analysis of trabecular bone microarchitecture can significantly improve the prediction rates, but this information requires bone biopsy with histomorphometric analysis. The task of obtaining trabecular bone microarchitecture information by noninvasive methods is a nontrivial scientific problem [3] . Previous approaches to evaluating bone structure on radiographs by 2D texture analysis were reported in [2] , [4] , [5] . Moreover, in [6] , [7] the authors propose to use 2D texture analysis to characterize 3D bone microarchitecture.
Diagnosis of osteoporosis using bone radiograph scans presents some challenges, mainly because images of osteoporotic and healthy subjects are visually very similar. Here we introduce a method for computer-aided diagnosis of osteoporosis in bone radiography data. Our premise is that the deterioration of trabecular bone microarchitecture can be captured by textural features. We first computed texture features based on wavelet decomposition, discrete Fourier and Cosine transforms, fractal dimension, statistical co-occurrence indices, and structural texture descriptors. We employed feature selection techniques that consider the individual feature predictive ability and inter-feature redundancy to find the most discriminant feature set. In the classification stage we employed Naive Bayes, Multilayer Perceptron, Bayes Network, Random Forests and Bagging models for diagnosis. The system produced a classification accuracy of 79.3% and a receiver operating characteristic area of 81% over 116 images. These results are particularly promising when we consider the level of difficulty of the specific dataset.
II. METHODS

A. Texture Features
In this stage we compute texture descriptors that can be used to form morphometric signatures for separation between groups of healthy and osteoporotic subjects. This is usually performed in a high-dimensional feature space to reduce the Bayes error rate in principle. Fig. 1 shows an image of a healthy and an osteoporotic subject, and their corresponding intensity histograms. It is difficult to distinguish between the two classes since these two figures are very similar and there is significant overlap between the two distributions. We describe our feature set next. 
1) Fractal Dimension:
We computed Fractal Dimension attributes that have shown promise in texture classification applications. A fractal is defined as a mathematical set whose Hausdorff dimension exceeds the fractal's topological dimension [8] . It has been shown that fractal dimension correlates well with a function's roughness. Therefore, we used fractal dimension to measure the roughness and granularity of the image intensity function. The topological dimension of this function is equal to 3, consisting of 2 spatial dimensions plus the intensity. We utilized the method of box counting to compute the fractal dimension explained as follows. Assuming a fractal structure with dimension D, we let N(ε) be the number of non-empty boxes of size ε required to cover the fractal support. Using the relation N(ε) ε (−D) , we can numerically estimate D from D = lim ε→0 log N(ε) − log ε by least squares fitting. For the case of grayscale images or continuous functions, we generated 8 binary sets using multiple Otsu thresholding, then computed the fractal dimension, area, and mean intensity for each point set as in [9] .
2) Wavelet Texture Descriptors: A multi-scale texture descriptor is usually very useful for classification. Gabor and wavelet transforms are both multi-scale spatial-spatial frequency filtering techniques. The discrete wavelet transform is frequently applied using tree or pyramid hierarchies for texture representation. Multi-band analysis offers advantages over the traditional discrete Fourier transform, but wavelet transform does not produce as exact a result as the Fourier transform.
a) Discrete Wavelet Frames: Discrete wavelet frames employ a filter bank for multi-scale decomposition. The Haar wavelet with a low-pass filter H(z) = (1 + z)/2 and a corresponding high-pass filter G(z) = (z − 1)/2 is frequently used because of its efficiency and computational simplicity. The largest filter kernels will have size 2 maxlevel , where the maxlevel is the number of multiresolution levels. At each level, we filter the image by using the filter combinations:
where H x is the low-pass filter along the x direction, and G y is the high-pass filter along the y direction. To produce the wavelet frame representation we compute the discrete wavelet transform for all possible signal shifts at multiple scales. The filters are used to decompose the image in subbands. We compute the orthogonal projections and residues for a full discrete wavelet expansion. We then compute energy, variance, entropy, and kyrtosis signatures to form the texture descriptor.
b) Wavelet Gabor Filter Bank: The Gabor filter is a linear filter that can extract relevant characteristics for multiple frequencies and orientations ( Fig. 2) , similarly to the human visual system. Gabor functions form a complete but non-orthogonal basis. In the spatial domain, a 2D Gabor filter is a Gaussian kernel function modulated by a sinusoidal plane wave. Gabor filters are often used for texture identification, and good results have been achieved. The filter has a real and an imaginary component representing orthogonal directions, defined in complex form as follows:
(1) and x = x cos θ + y sin θ , y = −x sin θ + y cos θ , λ is wavelength of the sinusoidal factor, θ is orientation of the normal to the parallel stripes of a Gabor function, ψ is phase offset, σ is standard deviation of the Gaussian envelope and γ is spatial aspect ratio. The filter dictionary can be produced by dilations and rotations of the mother Gabor wavelet.
3) Local Binary Patterns (LBP): For each pixel p in the image, we compare the intensity of p to the intensities of its eight neighbors. If the intensity of p is greater or equal to its ith (where i = 1, 2, ..., 8) neighbor, we set b i = 0, otherwise b i = 1. From these eight neighbors we construct an eight-digit Fig. 2 . The original scan and the Gabor texture components of a healthy subject using 4 scales and 6 orientations. While these maps pronounce the texture characteristics, visual interpretation is still particularly challenging. Therefore a machine learning technique is needed to distinguish healthy from osteoporotic subjects.
We use the histogram of these numbers as a texture descriptor [10] .
4) Discrete Fourier and Cosine Transforms: We utilize discrete Fourier transform and the discrete Cosine transform coefficients to capture spectral characteristics of texture. For example, fine texture has greater high frequency components, whereas coarse texture is represented by lower frequencies. We use the 8×8 coefficients corresponding to lower frequencies for classification.
5) Law's Texture Energy Masks: The texture energy is computed by a set of 5 × 5 convolution masks (level, edges, waves, spots, and ripples) to measure the amount of variation within a fixed-size window. We use the average level (intensity) feature to normalize intensity range and then we use the remaining 24 components to form the texture vector. Next, we calculate the mean, standard deviation, energy, skewness, kurtosis, and entropy for each component.
6) Edge Histogram:
We compute the intensity gradient magnitude |∇ f | and then calculate its histogram by
The GLCM calculates how the frequency of occurence of graylevel pairs (i, j) in horizontal, vertical, or diagonal pixel adjacencies on the image plane. Horizontal (0 • ), vertical (90 • ), and diagonal (−45 • , −135 • ) dimensions of analysis are denoted by P 0 , P 90 , P 45 , and P 135 , respectively. After we create the GLCMs, we compute contrast, correlation, energy and homogeneity measures.
B. Feature Selection
Feature selection aims to select relevant and informative features for classification. It is applied to improve classification performance, to reduce computational complexity, and to interpret data.
1) Correlation-based Feature Selection (CFS):
This method selects features that are highly correlated with the pattern classes, but have low correlation with the remaining features. The subset evaluation function is given by:
where Merit S is the merit of the selected feature set S,k r c f is the mean correlation between the features and class with f ∈ S, andr f f is the mean pairwise feature correlation. The numerator expresses predictive capacity, while the denominator expresses feature redundancy. a) Best First Search (BF): Searches the space of feature subsets by greedy hillclimbing that may include backtracking. Best first may search forward, or backward, or, consider all possible single feature additions and deletions at a given point using a bi-directional strategy.
b) Genetic Algorithm-based Search (GA): Genetic search works by having a population of variables representing feature sets and performs the operations of reproduction, cross-over and mutation in each generation to get the offspring that optimizes a feature set-related objective function.
2) Information Gain (IG): This function measures the information gain with respect to the class:
where H is the entropy of each class given by H(Class) = −p Class log p Class We select the attributes by individual ranking evaluation. 2) Multilayer Perceptron (MLP): A multilayer perceptron (MLP) is a feedforward artificial neural network system that maps input patterns onto class labels. An MLP has multiple layers of nodes that are fully connected to the next layer. Each node is a neuron with a nonlinear activation function. MLP utilizes backpropagation for supervised learning [11] , [12] . Because MLP has multiple layers of logistic regression models, it can distinguish data that are not linearly separable. In learning by backpropagation -that can be considered as an extension of the LMS algorithm-we adjust the connection weights, according to the amount of error in the output compared to the expected result.
3) Bayes Network (BN): A Bayes network, is a probabilistic graphical model that uses a directed acyclic graph to represent a set of random variables and their conditional dependencies. In a Bayesian network the joint probability density function can be written as the product of univariate conditional density functions dependent on their parent variables:
where pa(v) denotes the parents of v. In the graph, the parents are vertices directly connected to v by a single edge.
4) Bagging:
For a training set S with size k, Bagging generates j training subsets denoted as S i with size k < k, by sampling from S uniformly and with replacement. We denote the original set as A. In the training stage, we first have D = / 0 and j is the number of classifiers to train. Then for p = 1, 2, ..., j, we take a bootstrap sample S p from A to train classifier D p . Then we add the classifier D p to the current ensemble, D = D ∪ D p . We obtain the class label prediction for the input x by majority voting on the individual classifier decisions produced by D 1 , ..., D j [14] .
5) Random Forests (RF): Random forests are an ensemble learning method that constructs multiple decision trees from subsets of the training set and uses random feature selection for node splitting. RF decide the class after applying voting to the predicted classes by the individual trees for classification, or by calculating the mean prediction for regression. Random forests address the overfitting tendency of the decision trees and have shown robustness with respect to noise [13] .
III. EXPERIMENTS
In this section, we report experiments on the TCB challenge data, which include healthy and osteoporosis bone radiograph images. The TCB challenge data is publicly available online at http://www.univ-orleans.fr/i3mto/data. The experimental procedures involving human subjects were approved by the Institutional Review Board of the institution that provides the data. The dataset includes annotated images of 58 healthy and 58 osteoporotic subjects that display a region of interest in the trabecular bone.
In the feature computation stage we obtained a total of 723 texture-related features as described in Section IIA. We selected features using the approaches described in Section IIB that is correlation-based feature selection with best first search that we denote by CFS-BF, correlation-based feature selection with genetic algorithm search that we denote by CFS-GA, and information gain (IG).
We tested the following classifier models: Naive Bayes (NB), Multilayer Perceptron (MLP), Bayes Net (BN), Random Forests (RF). The performance validation measures that we utilized are True Positive Rate (TPR), True Negative Rate (TNR), Classification Accuracy (ACC), and Area Under the ROC Curve (AUC).
In Table I we observe that CFS-BF yields an overall better performance than no-feature selection, CFS-GA and IG. CFS-BF selected 6 features, generated by DCT (#29 feature), Law's texture energy masks (#129 and #166 features), LBP (#561 and #599 features) and Gabor filter (#636 feature). This means that CFS-BF effectively selects discriminant features from the complete set; because it selects only a few features, training time is reduced and simple classifiers can produce acceptable results without being affected by the curse of dimensionality.
In our experiments we first evaluated NB, BN, RF, MLP and Bagging techniques in a 10-fold cross-validation framework, to identify the classification technique of top performance. We note that Bagging produced the best AUC, which Table II . These experiments also indicate that CFS-BF yields better class separation than the other feature selection techniques. Among the tested classifiers, Bayes Network achieves the top performance with an ACC of 79.3% and AUC of 81%. These are promising results especially considering the significant statistical overlap of pixel intensity distributons between healthy and osteoporotic subjects. In Fig. 3 we display the ROC graphs comparing all approaches listed in Tables I and II . We observe that BN produced the largest area under the curve for the leaveone-out experiment and RF performed better than the other classifiers in 10-fold cross-validation. 
IV. CONCLUSIONS
We introduced texture-based descriptors and classification techniques to separate healthy from osteoporotic groups using bone radiographs. Despite the fact that there were little to no visual differences between the two classes, the top performing techniques yielded 79.3% ACC and 81% areaunder-the-curve of ROC. These results support the hypothesis that 2D texture analysis can contribute to identification of changes in trabecular bone microarchitecture. Hence the proposed system might be helpful for identification of individuals of high fracture risk and early intervention. Furthermore, we plan to test feature subdomain analysis techniques to improve the separability between the two classes.
