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Summary
The ﬁrst part of this thesis deals with random walks in random environment on the
d-dimensional lattice Zd, d ≥ 3. Such stochastic systems can be used to model the
random motion of a particle in an inhomogeneous medium. The eﬀects of irregularities
caused by impurities or defects of the medium are from a mathematical point of view
best described by randomizing the medium. In fact, randomness enters at two diﬀerent
levels: It governs the choice of the environment and also the movement of the particle.
In our case, the random environment is modeled by independent and identically
distributed random transition kernels (ωx(e))|e|=1, e∈Zd , x ∈ Zd, which are small isotropic
perturbations of the homogeneous simple random walk kernel p(x, x+·) ≡ 1/(2d). Given
an environment ω, one considers the random walk with transition kernel pω(x, x + ·) =
ωx(·). First, we investigate exit distributions of such walks from large balls. We show that
when the radius of the ball tends to inﬁnity, the exit measure is approximately given by
that of a simple random walk. More precisely, we transfer estimates on the total variation
distance between these two measures and smoothed versions thereof from smaller to
larger radii. Further, we compare the exit distributions on certain boundary portions.
Finally, under an additional assumption on the measure governing the environment, we
use the information on the spatial behavior to control mean sojourn times in large balls.
In the second part of the thesis, from page 91 onwards, we consider coagulation and
fragmentation processes. Fragmentation processes describe a memoryless evolution of
particles characterized by their masses, which split independently into (smaller) new par-
ticles. Conversely, coagulation or coalescent processes model the coagulation of particles,
where the rate at which a family merges depends only on the members involved. One
again assumes that the particles are determined by their masses, and that the system
develops in a Markovian way.
We study a ternary coalescent process where three particles of masses r, s, t > 0
coagulate at rate r + s + t + 3. Diﬀerent representations in terms of quantities related
to one-dimensional simple random walk and random binary forests are used to establish
various properties of this process. First we show that time reversal results in a fragmen-
tation process. Then we investigate asymptotic behavior. Starting from a ﬁxed number
of N particles of unit mass we let N tend to inﬁnity and obtain under an appropriate
rescaling a well-known binary coalescent process, the so-called standard additive coa-
lescent. Finally, we look at particle densities and solve the associated Smoluchowski
coagulation equations.
Zusammenfassung
Im ersten Teil der vorliegenden Dissertation beschäftigen wir uns mit Irrfahrten in einer
zufälligen Umgebung auf dem d-dimensionalen Gitter Zd, d ≥ 3. Damit kann die Diﬀu-
sion eines Teilchen in einem inhomogenen Medium, zum Beispiel einem porösen Gestein,
modelliert werden. Mathematisch können die Auswirkungen von Unregelmäßigkeiten im
Material am besten stochastisch beschrieben werden. Nicht mehr nur das Teilchen selbst
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führt eine zufällige Bewegung aus, sondern auch die Struktur der Umgebung wird durch
eine Wahrscheinlichkeitsverteilung beschrieben.
Wir modellieren die zufällige Umgebung durch eine Familie von gleichverteilten un-
abhängigen Übergangskernen (ωx(e))|e|=1, e∈Zd , x ∈ Zd. Von der zugrunde liegenden
Verteilung nehmen wir an, dass sie invariant ist unter orthogonalen Abbildungen, die
das Gitter Zd auf sich selbst abbilden. Weiter fordern wir, dass sie konzentriert ist
auf Übergangswahrscheinlichkeiten, die nur wenig von dem homogenen Übergangskern
p(x, x + ·) ≡ 1/(2d) der einfachen Irrfahrt abweichen. Für eine feste Umgebung ω be-
trachtet man nun die Irrfahrt mit Übergangswahrscheinlichkeiten pω(x, x+ ·) = ωx(·).
Zunächst untersuchen wir Austrittsmaße solcher Irrfahrten aus großen Kugeln. Wir
vergleichen sie mit der entsprechenden Austrittsverteilung der einfachen Irrfahrt. Genau-
er zeigen wir, wie sich Abschätzungen in der Variationsnorm für Kugeln eines bestimmten
Radius auf Kugeln größeren Radien übertragen lassen. Zudem erhalten wir für eine große
Klasse von Umgebungen lokale Informationen über die Massenverteilung des Austritts-
maßes. Unter einer zusätzlichen Annahme an die Verteilung der Umgebung kontrollieren
wir schließlich mittlere Aufenthaltszeiten in großen Kugeln.
Im zweiten Teil der Dissertation ab Seite 91 betrachten wir Fragmentations- und
Koagulationsprozesse. Erstere beschreiben das zeitliche Verhalten eines Teilchensys-
tems, in dem sich einzelne Teilchen unabhängig voneinander in kleinere Teilchen auf-
spalten können. Man nimmt zur Vereinfachung an, dass die Teilchen nur durch ihre
Massen bestimmt sind, und dass nur der gegenwärtige Zustand Einﬂuss auf das zukünf-
tige Verhalten hat (Markoﬀeigenschaft). Im Gegensatz dazu beschreiben Koagulations-
prozesse Systeme, in denen sich Teilchen zu einem neuen Teilchen zusammenschließen
können, wobei sich die Massen aufaddieren. Man nimmt wieder an, dass sich das Sys-
tem gedächtnislos verhält, die Teilchen durch ihre Masse bestimmt sind und dass die
Koagulationsraten nur von den sich vereinigenden Teilchenmassen abhängen.
Wir behandeln einen speziellen ternären Koagulationsprozess, bei dem sich drei
Teilchen der Massen r, s, t > 0 mit Rate r + s + t + 3 zu einem neuen Teilchen zusam-
menschließen. Wir zeigen, dass dieser Prozess verschiedene Darstellungen besitzt, die
eine Untersuchung wichtiger Eigenschaften ermöglichen. Zum Beispiel erhält man durch
Zeitumkehr einen Fragmentationsprozess. Weiter beweisen wir, dass ein System von
N Teilchen der Masse 1 für N → ∞ gegen einen bekannten binären Koagulations-
prozess konvergiert, den sogenannten standard additive coalescent. Im letzten Teil be-
trachten wir Teilchendichten und lösen die zugehörigen Koagulationsgleichungen von
Smoluchowski explizit.
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10 Introduction
0.1 The model
General description
Consider the integer lattice Zd with unit vectors ei, whose ith component equals 1. We
let P be the set of probability distributions on {±ei : i = 1, . . . , d}. Given a probability
measure µ on P , we equip Ω = PZd with its natural product σ-ﬁeld F and the product
measure Pµ = µ⊗Z
d
. Each element ω ∈ Ω yields transition probabilities of a nearest
neighbor Markov chain on Zd, the random walk in random environment (RWRE for
short), via
pω(x, x+ e) = ωx(e), e ∈ {±ei : i = 1, . . . , d}.
We write Px,ω for the quenched law of the canonical Markov chain (Xn)n≥0 with these
transition probabilities, starting at x ∈ Zd. The probability measure
P =
∫
Ω
P0,ω P(dω)
is commonly referred to as averaged or annealed law of the RWRE started at the origin.
Additional requirements
We study asymptotic properties of the RWRE in dimension d ≥ 3 when the underlying
environments are small perturbations of the ﬁxed environment ωx(±ei) = 1/(2d) corre-
sponding to simple or standard random walk. In order to ﬁx a perturbative regime, we
introduce the following condition.
• Let 0 < ε < 1/(2d). We say that A0(ε) holds if µ(Pε) = 1, where
Pε = {q ∈ P : |q(±ei)− 1/(2d)| ≤ ε for all i = 1, . . . , d} .
The perturbative behavior concerns the behavior of the RWRE when A0(ε) holds for
small ε. However, even for arbitrarily small ε, such walks can behave very diﬀerently
compared to simple random walk. This motivates a further centering restriction on µ.
• We say that A1 holds if µ is invariant under all orthogonal transformations ﬁxing
the lattice Zd, i.e. if O : Rd → Rd is any orthogonal matrix that maps Zd onto
itself, then the laws of (ω0(Oe))|e|=1 and (ω0(e))|e|=1 coincide.
If A1 holds, Pµ is called isotropic.
0.2 Informal description of the results
In the following, we write P instead of Pµ and denote by E the corresponding expectation.
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Exit laws from balls
In the main part of this work, we investigate the RWRE exit distribution from the ball
VL = {x ∈ Zd : |x| ≤ L} when the radius L is large. Assuming A1 and A0(ε) for small
ε, we show that the exit law of the walk, started from a point x with |x| ≤ L/5, is close
to that of simple random walk. More precisely, using the multiscale analysis introduced
in Bolthausen and Zeitouni [6], we prove that if the radius L tends to inﬁnity, then
(i) The diﬀerence of the two exit laws measured in total variation stays small as L
increases (but does not tend to zero, due to boundary eﬀects) (Theorem 1.1 (i)).
(ii) The distance between the two exit laws converges to zero if they are convolved
with an additional smoothing kernel on a scale increasing arbitrarily slowly with
L (Theorem 1.1 (ii)).
(iii) The RWRE exit measure of boundary portions of size ≥ (L/(logL)15)d−1 can be
bounded from above by that of simple random walk. Evaluated on segments of
size ≥ (L/(logL)6)d−1, the two measures agree up to a multiplicative error, which
tends to one as L increases (Theorem 1.2).
The ﬁrst two parts already appeared in [6], which serves as the basis for our work.
However, for reasons explained below, it was of great interest to ﬁnd a somewhat diﬀerent
approach.
Mean sojourn times
The results on exit laws can be used to prove transience of the RWRE (Corollary 1.1),
and they provide an invariance principle up to time transformation. Getting complete
control over time is a major open problem, and in that direction, we look in Section 8
at mean holding or sojourn times in balls. Our basic insight is that exceptionally small
or large times can only be produced by spatially atypical regions. Consequently, the
philosophy behind our approach is to derive statements on sojourn times from estimates
on exit laws. However, our results on exit distributions seem not quite suﬃcient to
handle the presence of strong traps, i.e. regions where the RWRE cannot escape for
a long time with high probability. We therefore make an additional assumption which
guarantees that the mass of environments producing very large times is suﬃciently small.
Let τL = inf{n ≥ 0 : Xn /∈ VL} be the ﬁrst exit time of the RWRE from the ball VL,
and denote by E0,ω the expectation with respect to P0,ω.
• We say that A2 holds if for large L,
P
(
E0,ω [τL] > (logL)
4L2
) ≤ L−8d.
Assuming this additional condition, we prove
(iv) For almost all environments, the normalized quenched mean time E0,ω[τL]/L
2 is
ﬁnally contained in a small interval around one, where the size of the interval
converges to zero if the disorder ε tends to zero (Proposition 1.2 and Theorem 1.3).
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We believe that A2 follows from A0(ε) and A1, even with a faster decay of the proba-
bility. It remains an open (and possibly challenging) problem to prove this. An example
where A2 trivially holds true is given in Remark 8.1.
0.3 Discussion of this work
The part on exit measures should be seen as a corrected and extended version of
Bolthausen and Zeitouni [6]. Most of the ideas can already be found there, and also
our proofs sometimes follow those of [6]. However, our focus lies more on Green's func-
tion estimates on goodiﬁed environments, which are developed in Section 4. Partly
based on (unpublished) notes of Bolthausen, this section is entirely new, and the results
obtained make the proofs of the main statements more transparent. The core statement
is Lemma 4.1, which gives a bound on the (coarse grained) RWRE Green's function, for
a large class of environments. As such estimates were only partially present in [6], the
authors had to repeatedly consider higher order expansions in terms of Green's functions
coming from simple random walk, which led to serious problems, for example in Sections
4.3 and 4.4 in [6].
The reason for developing a new approach was twofold: On the one hand, it seemed
diﬃcult to ﬁx these problems ad hoc. On the other hand, we aimed at establishing a
solid basis for future work on this topic, in particular in the direction of a central limit
theorem. Further new points of this work can be summarized as follows.
• We give either new proofs of the statements in [6] or we revise the old ones. For
example, the proofs leading to the main results on the exit measures in Sections 5
and 6 are based on our new techniques. These include the bounds on Green's
functions, the use of parametrized coarse graining schemes and the concept of
goodiﬁed environments, which goes back to [6] and is further elaborated here.
• The appendix is completely rewritten. In this part, the main corrections concern
the proof of the key Lemma 3.2 (Lemma 3.4 in [6]), where diﬀerent case had to
be considered. Also, we provide a lower bound on exit probabilities (Lemma 3.2
(iii)), which was already implicitly used in [6], but not proved.
• We obtain local estimates for the exit measures (Theorem 1.2). The global esti-
mates in total variation distance are extended to starting points |x| ≤ L/5.
• The results on the exit distributions are used to control the mean sojourn time of
the RWRE in balls, under an extra assumption on P.
To improve readability, we overview the main steps of this work in Section 1.5.
0.4 A brief history
The literature on random walks in random environment is vast, and we do by no means
intend to give a full overview here. Instead, we point at some cornerstones and focus
on results which are relevant for our particular model. For a more detailed survey, the
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reader is invited to consult the lecture notes of Sznitman [30], [32] and Zeitouni [38], [39],
and also the overview article of Bogachev [7].
Recall the general model deﬁned at the very beginning under General description.
We additionally assume that the environment is uniformly elliptic, i.e. there exists
κ > 0 such that P-almost surely, ωx(e) ≥ κ for all x, e ∈ Zd, |e| = 1. Note that in the
perturbative regime, this is automatically true.
The natural condition of uniform ellipticity can sometimes be relaxed to mere ellip-
ticity ωx(e) > 0 for x, e ∈ Zd, |e| = 1. Also, it often suﬃces to require P to be stationary
and ergodic instead of being i.i.d..
Dimension d = 1
Early interest in models of RWRE can be traced back to the 60's in the context of
biochemistry, where they were used as a toy model for DNA replication, cf. Chernov [9]
and Temkin [35]. Solomon [27] started a rigorous mathematical analysis in dimension
d = 1. He proved that if
E [log ρ] 6= 0, where ρ = ω0(−1)/ω0(1),
then the RWRE is P -almost surely transient, whereas in the case E [log ρ] = 0, the
walk is P -a.s. recurrent. Further, he obtained almost sure existence of the limit speed
v = limn→∞Xn/n,
v =

1−E[ρ]
1+E[ρ] if E[ρ] < 1
1−E[ρ−1]
1+E[ρ−1] if E[ρ
−1] < 1
0 otherwise
.
His results already reveal some surprising features of the model. For example, it can
happen that v = 0, but nonetheless the RWRE is transient (note that this is impossible
for a Markov chain with stationary increments, according to Kesten [18]). Also, if
v = E[ω0(1) − ω0(−1)] denotes the mean local drift, it is possible that |v| < |v|. Such
slowdown eﬀects, caused by traps reﬂecting impurities in the medium, come again to light
in limit theorems for the RWRE under both the quenched and the annealed measure.
In [20], Kesten, Kozlov and Spitzer proved that in the transient case under the annealed
law, both diﬀusive and sub-diﬀusive behavior can occur, depending on a critical exponent
connected to hitting times. However, the strongest form of sub-diﬀusivity appears in
the recurrent case with non-degenerate site distribution µ, for which Sinai [26] proved
that after n steps, the RWRE is typically at distance of order only (log n)2 away from
the starting point. His analysis shows that the walk spends most of the time at the
bottom of certain valleys. The limit law of Xn/(log n)
2 is given by the distribution of a
functional of Brownian motion, cf. Kesten [19] and Golosov [14]. Let us ﬁnally mention
that slowdown phenomena also show up when studying probabilities of atypical events
like large deviations, see e.g. [15], [11], [13].
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Dimensions d ≥ 2
While the one-dimensional picture is quite complete, many questions remain open in
higher dimensions, including a classiﬁcation into recurrent/transient behavior, existence
of a limit speed and invariance principles. The main diﬃculties come from the non-
Markovian character under the annealed measure and the fact that the RWRE is irre-
versible under the quenched measure as soon as d ≥ 2.
Let us illustrate one prominent open problem, the directional zero-one law. For an
element l from the unit sphere Sd−1, denote the event that the RWRE is transient in
direction l by
Al =
{
lim
n→∞
Xn · l =∞
}
.
Kalikow proved in [17] that P (Al ∪ A−l) ∈ {0, 1}. Is it also true that P (Al) ∈ {0, 1} ?
The answer is aﬃrmative in dimension d = 1, 2 ([27] for d = 1, Merkl and Zerner [25]
for d = 2), but unknown for higher dimensions. It is known that a limit speed v ∈ Rd
(possibly zero) exists if P (Al) ∈ {0, 1} for every l ∈ Sd−1, cf. Sznitman and Zerner [34].
Much progress has been made in characterizing models which exhibit ballistic behav-
ior, that is when the limit velocity v is an almost sure constant vector diﬀerent from zero.
Here Sznitman's conditions (Tγ), γ ∈ (0, 1], give a criterion for ballisticity and lead to
an invariance principle under the annealed measure P , see Sznitman [28], [29] and also
his lecture notes [32]. When d ≥ 4 and the disorder is small, a quenched invariance prin-
ciple has been shown by Bolthausen and Sznitman [4]. A stronger ballisticity condition
was given earlier by Kalikow [17]. However, as examples in Sznitman [31] demonstrate,
Kalikow's condition does not completely describe ballistic behavior in dimensions d ≥ 3.
A handy and complete characterization of ballisticity has still to be found. For recent
developments, see the work of Berger [1] and Berger, Drewitz, Ramírez [2]. In [2], it is
conjectured that in dimensions d ≥ 2, a RWRE which is transient in all directions l out
of an open subset U ⊂ Sd−1 is ballistic (for an i.i.d uniformly elliptic environment).
Turning to ballistic behavior in the perturbative regime, Sznitman shows in [31] that
for 0 < η < 5/2 in dimension d = 3 or for 0 < η < 3 in dimensions d ≥ 4, there exists
ε0 = ε0(d, η) such that if A0(ε) is fulﬁlled for some ε ≤ ε0 and the mean local drift
under the static measure satisﬁes
E[d(0, ω) · e1] >
{
ε5/2−η if d = 3
ε3−η if d ≥ 4 , where d(0, ω) =
∑
|e|=1
eω0(e),
then the RWRE is ballistic in direction e1, i.e. v · e1 6= 0. Moreover, a functional limit
theorem holds under P . In [5], Bolthausen, Sznitman and Zeitouni consider RWRE in
dimensions d ≥ 6 where the projection onto at least ﬁve components behaves as simple
random walk. Among other things, examples are constructed under A0(ε) for which
E[d(0, ω)] 6= 0, but v = 0 (d ≥ 7), and a quenched invariance principle is proved when
d ≥ 15. On the other hand, it can happen that E[d(0, ω)] = 0 but v 6= 0. As a further
remarkable result of [5], it can even happen that 0 6= v = −cE[d(0, ω)] for some c > 0,
which exempliﬁes that the environment acts on the path of the walk in a highly nontrivial
way. Large deviations of Xn/n are studied in Varadhan [36].
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Concerning non-ballistic behavior, much is known for the class of balanced RWRE
when P(ω0(ei) = ω0(−ei)) = 1 for all i = 1, . . . , d. One ﬁrst notices that the walk is a
martingale, which readily leads to limit speed zero. Employing the method of environ-
ment viewed from the particle, Lawler proves in [22] that for P-almost all ω, Xbn·c/
√
n
converges in P0,ω-distribution to a non-degenerate Brownian motion with diagonal co-
variance matrix. Moreover, the RWRE is recurrent in dimension d = 2 and transient
when d ≥ 3, see [38]. Recently, within the i.i.d. setting, diﬀusive behavior has been
shown in the mere elliptic case by Guo and Zeitouni [16] and in the non-elliptic case by
Berger and Deuschel [3].
Our study of random walks in random environment in the perturbative regime under
the isotropy condition A1 aims at a quenched central limit theorem, showing that in
dimensions d ≥ 3, the RWRE is asymptotically Gaussian, on P-almost all environments
ω. Such an invariance principle has already been shown by Bricmont and Kupiainen [8],
who introduced condition A1. However, it is of interest to ﬁnd a self-contained new
proof. A continuous counterpart of this model, isotropic diﬀusions in a random envi-
ronment which are small perturbations of Brownian motion, has been investigated by
Sznitman and Zeitouni in [33]. They prove transience and a full quenched invariance
principle in dimensions d ≥ 3.
0.5 Open problems for our model and ongoing work
As we already pointed out above, with respect to a central limit theorem one still needs
to ﬁnd ways to handle large times, which are in a certain sense excluded by Assumption
A2. In this direction, a more complete picture of exit laws could prove helpful, including
sharper estimates for the appearance of balls with an atypical exit measure. A further
task is to combine space and time estimates in the right way.
In the direction of a fully perturbative theory it would be desirable to replace the
isometry condition A1 by the requirement that µ is just invariant under reﬂections
mapping a unit vector to its inverse. Then the RWRE exit law from a ball should be
close to that of some d-dimensional symmetric random walk. The relaxed condition on
µ would, for example, include the class of walks that are balanced in one coordinate
direction, where time can be controlled much easier. This is work in progress.
Quite recently, Bolthausen and Zeitouni resumed working on the case of small isotropic
perturbations in dimension d = 2. One expects diﬀusive behavior as in dimensions d ≥ 3,
but there is no rigorous result yet. In principle, one might try to follow a similar multi-
scale approach for the exit measures as it is presented below. But the same perturbation
argument shows that unlike dimensions d ≥ 3, the disorder does not contract in leading
order. Therefore, one has to look closer at higher order terms. While for d ≥ 3, the
nonlinear terms in the perturbation expansion for the Green's function can be estimated
in a somewhat crude way once the right scales are found, it seems that in dimension
d = 2, at least terms up to order three have to be carefully taken into account.
71 Basic notation and main results
1.1 Basic notation
Our purpose here is to cover the most relevant notation which will be used throughout
this text. Further notation will be introduced later on when needed.
Sets and distances
We have N = {0, 1, 2, 3, . . .} and R+ = {x ∈ R : x ≥ 0}. For a set A, its complement
is denoted by Ac. If A ⊂ Rd is measurable and non-discrete, we write |A| for its d-
dimensional Lebesgue measure. Sometimes, |A| denotes the surface measure instead,
but this will be clear from the context. If A ⊂ Zd, then |A| denotes its cardinality.
For x ∈ Rd, |x| is the Euclidean norm. If A,B ⊂ Rd, we set d(A,B) = inf{|x −
y| : x ∈ A, y ∈ B} and diam(A) = sup{|x − y| : x, y ∈ A}. Given L > 0, let
VL = {x ∈ Zd : |x| ≤ L}, and for x ∈ Zd, VL(x) = VL + x. For Euclidean balls in Rd we
write CL = {x ∈ Rd : |x| < L} and for x ∈ Rd, CL(x) = x+ CL.
If V ⊂ Zd, then ∂V = {x ∈ V c ∩Zd : d({x}, V ) = 1} is the outer boundary, while in
the case of a non-discrete set V ⊂ Rd, ∂V stands for the usual topological boundary of
V and V for its closure. For x ∈ CL, we set dL(x) = L− |x|. Finally, for 0 ≤ a < b ≤ L,
the shell is deﬁned by
ShL(a, b) = {x ∈ VL : a ≤ dL(x) < b}, ShL(b) = ShL(0, b).
Functions
If a, b are two real numbers, we set a ∧ b = min{a, b}, a ∨ b = max{a, b}. The largest
integer not greater than a is denoted by bac. As usual, set 1/0 = ∞. For us, log is
the logarithm to the base e. For x, z ∈ Rd, the Delta function δx(z) is deﬁned to be
equals one for z = x and zero otherwise. If V ⊂ Zd is a set, then δV is the probability
distribution on the subsets of Zd satisfying δV (V ′) = 1 if V ′ = V and zero otherwise.
Given two functions F,G : Zd × Zd → R, we write FG for the (matrix) product
FG(x, y) =
∑
u∈Zd F (x, u)G(u, y), provided the right hand side is absolutely summable.
F k is the kth power deﬁned in this way, and F 0(x, y) = δx(y). F can also operate on
functions f : Zd → R from the left via Ff(x) = ∑y∈Zd F (x, y)f(y).
We use the symbol 1W for the indicator function of the set W . By an abuse of
notation, 1W will also denote the kernel (x, y) 7→ 1W (x)δx(y). If f : Zd → R, ||f ||1 =∑
x∈Zd |f(x)| ∈ [0,∞] is its L1-norm. When ν : Zd → R is a (signed) measure, ||ν||1 is
its total variation norm.
Let U ⊂ Rd be a bounded open set, and let k ∈ N. For a k-times continuously
diﬀerentiable function f : U → R, that is f ∈ Ck(U), we deﬁne for i = 0, 1, . . . , k,
∣∣∣∣Dif ∣∣∣∣
U
= sup
|β|=i
sup
U
∣∣∣∣∣ ∂i∂xβ11 · · · ∂xβdd f
∣∣∣∣∣ ,
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where the ﬁrst supremum is over all multi-indices β = (β1, . . . , βd), βj ∈ N, with |β| =∑d
j=1 βj. Let L > 0. Putting UL =
{
x ∈ Rd : L/2 < |x| < 2L}, we deﬁne
ML =
{
ψ : UL → (L/10, 5L), ψ ∈ C4(UL),
∣∣∣∣Diψ∣∣∣∣
UL
≤ 10 for i = 1, . . . , 4
}
.
We will mostly interpret functions ψ ∈ ML as maps from UL ∩ Zd ⊂ Rd. A typical
function we have in mind is the constant function ψ ≡ L.
Transition probabilities and exit distributions
Given (not necessarily nearest neighbor) transition probabilities p = (p(x, y))x,y∈Zd , we
write Px,p for the law of the canonical Markov chain (Xn)n≥0 on ((Zd)
N
,G), G the σ-
algebra generated by cylinder functions, with transition probabilities p and starting point
X0 = x Px,p -a.s. The expectation with respect to Px,p is denoted by Ex,p. We will often
consider the simple random walk kernel pRW(x, x± ei) = 1/(2d).
If V ⊂ Zd, we denote by τV = inf{n ≥ 0 : Xn /∈ V } the ﬁrst exit time from V , with
inf ∅ =∞, whereas TV = τV c is the ﬁrst hitting time of V . Given x, z ∈ Zd and p, V as
above, we deﬁne
exV (x, z; p) = Px,p (τV = z) .
Notice that for x ∈ V c, exV (x, z; p) = δx(z). For simple random walk, we write
piV (x, z) = exV
(
x, z; pRW
)
.
Given ω ∈ Ω, we set
ΠV (x, z) = exV (x, z; pω).
Here, ΠV should be understood as a random exit distribution, but we suppress ω in the
notation.
Coarse grained random walks
In order to transfer information about both exit measures and sojourn times from one
scale to the next, we work with coarse graining schemes.
Fix once for all a probability density ϕ ∈ C∞(R+,R+) with compact support in
(1, 2). Given a nonempty subset W ⊂ Zd, x ∈ W and mx > 0, the image measure
of the rescaled density (1/mx)ϕ(t/mx)dt under the mapping t 7→ Vt(x) ∩ W deﬁnes
a probability distribution on (ﬁnite) sets containing x. If ψ = (mx)x∈W is a ﬁeld of
positive numbers, we obtain in this way a collection of probability distributions indexed
by x ∈ W , a coarse graining scheme on W .
Now if p = (p(x, y))x∈W,y∈Zd is a collection of transition probabilities onW , we deﬁne
the coarse grained transitions belonging to (ψ, p) by
pCGψ (x, ·) =
1
mx
∫
R+
ϕ
(
t
mx
)
exVt(x)∩W (x, ·; p)dt, x ∈ W. (1)
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If p = pRW, we write pˆiψ instead of p
CG
ψ . Note that for every choice of W and ψ, pˆiψ
deﬁnes a probability kernel.
For the motion in the ball VL, we use a particular ﬁeld ψ, which we describe in
Section 2.1. There, we will also introduce a coarse grained RWRE transition kernel.
Further notation and abbreviations
For simplicity, we set Px = Px,pRW , Ex = Ex,pRW . Given transition probabilities pω
coming from an environment ω, we use the notation Px,ω, Ex,ω. In order to avoid double
indices, we usually write piL instead of piV , ΠL for ΠV and τL for τV if V = VL is the ball
of radius L around zero.
Many of our quantities will be indexed by both L and r, where r is an additional
parameter. While we always keep the indices in the statements, we normally drop both
of them in the proofs. We will often use the abbreviations d(y,B) for d({y}, B), Tx for
T{x} and P (A; B) for P (A ∩B).
Some words about constants, O-notation and large L behavior
All our constants are positive. They only depend on the dimension d ≥ 3 unless stated
otherwise. In particular, they do not depend on L, on ω or on any point x ∈ Zd, and
they are also independent of the parameter r which will be introduced in Section 2.
We use C and c for generic positive constants whose values can change in diﬀerent
expressions, even in the same line. If we use other constants like K,C1, c1, their values
are ﬁxed throughout the proofs. Lower-case constants usually indicate small (positive)
values.
Given two functions f, g deﬁned on some subset of R, we write f(t) = O (g(t)) if
there exists a positive C > 0 and a real number t0 such that |f(t)| ≤ C|g(t)| for t ≥ t0.
If a statement holds for L large (enough), this means that there exists L0 > 0
depending only on the dimension such that the statement is true for all L ≥ L0. This
applies analogously to the expressions δ (or ε) small (enough).
The reader should always keep in mind that we are interested in asymptotics when
L → ∞ and ε is a (arbitrarily) small positive constant. Even though some of our
statements are valid only for large L and ε suﬃciently small, we do not mention this
every time.
1.2 Main results on exit laws
We still need some notation. For x ∈ Zd, t > 0 and ψ : ∂Vt(x)→ (0,∞) deﬁne
Dt,ψ(x) =
∣∣∣∣(ΠVt(x) − piVt(x)) pˆiψ(x, ·)∣∣∣∣1 ,
Dt(x) =
∣∣∣∣(ΠVt(x) − piVt(x)) (x, ·)∣∣∣∣1 .
If ψ ≡ m is constant, we write Dt,m instead of Dt,ψ. We usually drop x from the notation
if x = 0. Further, let
D∗t,ψ = sup
x∈Vt/5
||(ΠVt − piVt) pˆiψ(x, ·)||1 ,
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D∗t = sup
x∈Vt/5
||(ΠVt − piVt) (x, ·)||1 .
With δ > 0, we set for i = 1, 2, 3
bi(L, ψ, δ) = P
({
(logL)−9+9(i−1)/4 < D∗L,ψ ≤ (logL)−9+9i/4
} ∩ {D∗L ≤ δ}) ,
and
b4(L, ψ, δ) = P
({
D∗L,ψ > (logL)
−3+3/4} ∪ {D∗L > δ}) .
The following technical condition will play a key role.
Let δ > 0 and L1 ≥ 3. We say that C1(δ, L1) holds if for all 3 ≤ L ≤ L1, all ψ ∈ML,
i = 1, 2, 3, 4,
bi(L, ψ, δ) ≤ 1
4
exp
(− ((3 + i)/4) (logL)2) .
Notice that if C1(δ, L1) is satisﬁed, then for any 3 ≤ L ≤ L1 and any ψ ∈ML,
P
({
D∗L,ψ > (logL)
−9} ∪ {D∗L > δ}) ≤ exp (−(logL)2) .
We can now formulate our results. Proposition 1.1, Theorem 1.1 and Corollary 1.1 are
in a similar form already present in [6]. See also our discussion in the introduction.
The main technical statement is
Proposition 1.1. Assume A1. There exists δ0 > 0 such that for any δ ∈ (0, δ0], there
exists ε0 = ε0(δ) > 0 with the following property: If ε ≤ ε0 and A0(ε) holds, then
(i) There exists L0 = L0(δ) such that for L1 ≥ L0,
C1 (δ, L1)⇒ C1
(
δ, L1(logL1)
2
)
.
(ii) There exist sequences ln, mn →∞ such that if L1 ≥ ln and L1 ≤ L ≤ L1(logL1)2,
m ≥ mn,
C1(δ, L1)⇒
(
P
(
D∗L,m > 1/n
) ≤ exp (−(logL)2)) .
As a direct consequence, we get
Theorem 1.1 (d ≥ 3). Assume A1.
(i) There exists δ0 > 0 such that for any δ ∈ (0, δ0], there exists ε0 = ε0(δ) > 0 with
the following property: If ε ≤ ε0 and A0(ε) holds, then for all L ≥ 1,
P (D∗L > δ) ≤ exp
(−(logL)2) .
(ii) There exists ε0 > 0 such that if A0(ε) is satisﬁed for some ε ≤ ε0, then for any
η > 0, we can ﬁnd Lη and a smoothing radius mη such that for m ≥ mη, L ≥ Lη,
P
(
D∗L,m > η
) ≤ exp (−(logL)2) .
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Remark 1.1. (i) In particular, part (i) of Proposition 1.1 tells us that if δ ≤ δ0, then
C1(δ, L) holds for all large L, provided A0(ε) is fulﬁlled for ε small enough, depending
only on δ (and the dimension). This follows immediately from the fact that given any
δ > 0 and any L1 ≥ 3, we can always ﬁnd ε > 0 such that A0(ε) implies C1(δ, L1).
(ii) As an easy consequence of part (ii) of the theorem, if one increases the smoothing
scale with L, i.e. if m = mL ↑ ∞ (arbitrary slowly) as L→∞, then
D∗L,mL → 0 P-almost surely.
(iii) One could deﬁne the smoothing kernel pˆiψ diﬀerently. However, our particular form
is useful for the induction procedure.
Our methods allow us to compare the exit measures in a more local way. For positive
t and z ∈ ∂VL, letWt(z) = Vt(z)∩∂VL. ThenWt(z) contains on the order of td−1 points.
The center z ∈ ∂VL will play no particular role, so we drop it from the notation. If we
choose our parameters according to Theorem 1.1 (i), we have good control over ΠL(x,Wt)
in terms of piL(x,Wt), provided x has a distance of order L from the boundary and t is
suﬃciently large. For the statement of the following theorem, we pick δ ∈ (0, δ0] and
L0(δ) according to Proposition 1.1, and choose the perturbation ε ≤ ε0 small enough
such that A0(ε) implies C1(δ, L0) (and then C1(δ, L) for all L ≥ L0, according to the
proposition).
Theorem 1.2. Assume A1. In the setting just described, if A0(ε) is fulﬁlled, then for
L ≥ L0, there exists an event AL ∈ F with P(AcL) ≤ exp(−(1/2)(logL)2) such that on
AL, the following holds true. If 0 < η < 1 and x ∈ VηL, then
(i) For t ≥ L/(logL)15 and every set Wt as above, there exists C = C(η) with
ΠL(x,Wt) ≤ CpiL(x,Wt).
(ii) For t ≥ L/(logL)6,
ΠL(x,Wt) = piL(x,Wt)
(
1 +O
(
(logL)−5/2
))
.
Here, the constant in the O-notation depends only on d and η.
From Proposition 1.1, we also obtain transience of the RWRE.
Corollary 1.1 (Transience). Assume A1. There exist ε0, ρ > 0 such that if A0(ε) is
satisﬁed for some ε ≤ ε0, then for P-almost all ω ∈ Ω, there exists m0 = m0(ω) ∈ N
with the following property: For integers m ≥ m0 and k ≥ 1,
sup
x:|x|≥ρm+k
Px,ω
(
TVρm <∞
) ≤ (2/3)k . (2)
In particular, the RWRE (Xn)n≥0 is transient.
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1.3 Main results on mean sojourn times
For the times, we propagate a condition similar to C1(δ, L). In this regard, we ﬁrst
introduce a monotone increasing function which will limit the normalized mean sojourn
time in the ball. Let 0 < η < 1, and deﬁne fη : R+ → R+ by setting
fη(L) =
η
3
dlogLe∑
k=1
k−3/2.
Note that η/3 ≤ fη(L) < η and therefore limη↓0 limL→∞ fη(L) = 0.
Recall that E0 is the expectation with respect to simple random walk starting at the
origin. We say that C2(η, L1) holds, if for all 3 ≤ L ≤ L1,
P (E0,ω [τL] /∈ [1− fη(L), 1 + fη(L)] · E0 [τL]) ≤ L−6d.
Our main technical result is
Proposition 1.2. Assume A1 and A2, and let 0 < η < 1. There exists ε0 = ε0(η) > 0
with the following property: If ε ≤ ε0 and A0(ε) holds, then
(i) There exists L0 = L0(η) > 0 such that for L1 ≥ L0,
C2(η, L1)⇒ C2(η, L1(logL1)2).
(ii)
lim
L→∞
Ld P
(
sup
x:|x|≤L3
sup
y∈VL(x)
Ey,ω
[
τVL(x)
]
/∈ [1− η, 1 + η] · L2
)
= 0.
By Borel-Cantelli and the Markov property, we immediately have
Corollary 1.2 (Quenched moments). In the framework of Proposition 1.2, for k ∈ N
and P-almost all ω ∈ Ω,
lim
L→∞
(
sup
x:|x|≤L3
sup
y∈VL(x)
Ey,ω
[
τ kVL(x)
]
/L2k
)
≤ 2kk! .
The bounds on the quenched moments for k = 2 are useful to prove
Theorem 1.3. Assume A1 and A2. Given 0 < η < 1, one can ﬁnd ε0 = ε0(η) > 0
such that if A0(ε) is satisﬁed for some ε ≤ ε0, then the following holds: There exist D1,
D2 ∈ [1− η, 1 + η] such that for P-almost all ω,
lim inf
L→∞
(
sup
x:|x|≤L3
sup
y∈VL(x)
Ey,ω
[
τVL(x)
]
/L2
)
= D1,
lim sup
L→∞
(
sup
x:|x|≤L3
sup
y∈VL(x)
Ey,ω
[
τVL(x)
]
/L2
)
= D2.
1.4 Perturbation expansion 13
Remark 1.2. (i) Given η and L1, we can always guarantee (by making ε smaller if
necessary) that A0(ε) implies C2(η, L1).
(ii) The factor L−6d in the deﬁnition of condition C2(η, L1), the factor Ld and also the
choice of L3 inside the probability in the statement of Proposition 1.2 (ii) are connected
to Assumption A2. If, for instance, one could prove that for some α > 1 and large L,
P
(
E0,ω [τL] > (logL)
4L2
) ≤ exp (−(logL)α) ,
then Proposition 1.2 (ii) would hold with Ld replaced by Lr for every r ∈ N.
(iii) In the last theorem, we strongly believe that D1 = D2.
1.4 Perturbation expansion
Our approach of comparing the behavior of the RWRE in space and time with that
of simple random walk is based on a perturbation argument. Namely, the resolvent
equation allows us to express Green's functions of the RWRE in terms of ordinary Green's
functions. More generally, let p = (p(x, y))x,y∈Zd be a family of ﬁnite range transition
probabilities on Zd, and let V ⊂ Zd be a ﬁnite set. The corresponding Green's kernel or
Green's function for V is deﬁned by
gV (p)(x, y) =
∞∑
k=0
(1V p)
k (x, y).
The connection with the exit measure is given by the fact that for z /∈ V , we have
gV (p)(·, z) = exV (·, z; p).
Now write g for gV (p) and let P be another transition kernel with corresponding Green's
function G for V . With ∆ = 1V (P − p), we have by the resolvent equation
G− g = g∆G = G∆g. (3)
In order to get rid of G on the right hand side, we iterate (3) and obtain
G− g =
∞∑
k=1
(g∆)k g, (4)
provided the inﬁnite series converges, which will always be the case in our setting, due
to A0(ε) and V being ﬁnite. A modiﬁcation of (4) turns out to be particularly useful.
Note that by (4),
G = g
∞∑
k=0
(∆g)k .
Replacing the rightmost g by g(x, ·) = δx(·) + 1V pg(x, ·) and reordering terms, we arrive
at
G = g
∞∑
m=0
(Rg)m
∞∑
k=0
∆k, (5)
where R =
∑∞
k=1 ∆
kp.
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1.5 A short reading guide
The key idea behind our results on exit laws from VL is to compare the RWRE exit
measure with that of simple random walk by means of the perturbation expansion
ΠL − piL = Gˆ1VL(Πˆ− pˆi)piL.
Here, Πˆ is a coarse grained RWRE transition kernel inside VL, pˆi is a coarse grained
simple random walk kernel, and Gˆ = Gˆ(Πˆ) is the Green's function associated to Πˆ.
Our coarse grained transition kernels are given by exit distributions from smaller balls
inside VL, and we obtain our results by transfering inductively estimates on smaller scales
to scale L. The coarse graining schemes deﬁned in Section 2 determine the radii of the
smaller balls. In the bulk of VL, we choose the radius sL = L/(logL)
3, but we reﬁne the
radii when approaching the boundary. Our schemes are parametrized by a real number
r, which determines the distance to the boundary ∂VL at which the reﬁnement stops.
We choose r equal to rL = L/(logL)
15 for the estimates involving a global smoothing,
and equals a large constant for the non- or locally smoothed estimates.
Besides the coarse graining schemes, Section 2 introduces the concept of good and
bad points and so-called goodiﬁed Green's functions. Roughly speaking, we call a
point x ∈ VL good if the exit measure on such a smaller ball around x is close to the
exit measure of simple random walk, in both a smoothed and non-smoothed way. If
inside VL all points are good, then the estimates on smaller balls can be transferred to a
(globally smoothed) estimate on the larger ball VL (Lemma 5.2), using some averaging
argument and an exponential inequality.
But bad points can appear, and in fact we have to distinguish four diﬀerent levels
of badness (Section 2.3). When bad points are present, it is convenient to goodify
the environment, that is to replace bad points by good ones. This important concept
is ﬁrst explained in Section 2 and then further developed in Section 4. However, for
the globally smoothed estimate, due to the additional smoothing step we only have to
deal with the case where all bad points are enclosed in a comparably small region - two
or more such regions are too unlikely (Lemma 2.1). Some special care is required for
the worst class of bad points in the interior of the ball. For environments containing
such points, we slightly modify the coarse graining scheme inside VL, as described in
Section 4.4. In Lemma 5.3, we prove the smoothed estimates on environments with bad
points and show that the degree of badness decreases by one from one scale to the next.
Concerning exit measures where no or only a local last smoothing step is added
(Section 6, Lemmata 6.1 and 6.2, respectively), bad points near the boundary of VL are
much more delicate to handle, since we have to take into account several possibly bad
regions. However, they do not occur too frequently (Lemma 2.2) and can be controlled
by capacity arguments.
All these estimates require precise bounds on coarse grained Green's functions, which
are developed in Section 4. Basically, we show that on environments with no bad points,
the coarse grained RWRE Green's function for the ball can be estimated from above by
the analogous quantity coming from simple random walk.
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Section 3 is devoted to technical bounds on hitting probabilities of both simple ran-
dom walk and Brownian motion, and to diﬀerence estimates of smoothed exit measures.
The reason for working sometimes with Brownian motion instead of a random walk is
of technical nature - some estimates are easier to prove for the former, as for example
Lemma 3.5 (iii). They can then be transferred to random walks via coupling arguments
provided in the appendix.
The statements from Sections 5 and 5 are ﬁnally used in Section 7 to prove the main
results on exit measures, including the proof of transience of the RWRE.
The object of interest in Section 8 is the mean sojourn time of the RWRE in the
ball VL. Employing the Markov property, we represent this quantity as a convolution
of a coarse grained RWRE Green's function Gˆ and mean sojourn times in smaller balls
ΛL(y),
Ex,ω [τL] =
∑
y∈VL
Gˆ(x, y)ΛL(y).
Again, multiscale analysis is used to transport time estimates on a smaller to a bigger
scale. It turns out that we need control over space and time on the next two lower
levels. This requires a stronger notion of good and bad points concerning both spatial
and temporal behavior. In Section 9, we prove our main results on mean sojourn times.
Finally, in the appendix we prove the main statements of Section 3, as well as a local
central limit theorem for the coarse grained simple random walk.
2 Coarse graining schemes and notion of badness
The purpose of this section is to introduce coarse graining schemes in the ball as well as
the concept of good and bad points. Also, we prove two estimates ensuring that we
do not have to consider environments with bad points that are widely spread out in the
ball or densely packed in the boundary region.
2.1 Coarse graining schemes in the ball
Once for all, deﬁne
sL =
L
(logL)3
and rL =
L
(logL)15
.
We will use particular coarse graining schemes indexed by a parameter r, which can
either be a constant ≥ 100, but much smaller than rL, or, in most of the cases, r = rL.
We ﬁx a smooth function h : R+ → R+ satisfying
h(x) =
{
x for x ≤ 1
2
1 for x ≥ 2 ,
such that h is strictly monotone and concave on (1/2, 2), with ﬁrst derivative bounded
uniformly by 1. Deﬁne hL,r : CL → R+ by
hL,r(x) =
1
20
max
{
sLh
(
dL(x)
sL
)
, r
}
. (6)
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Figure 1: The coarse graining scheme in VL. In the
bulk {x ∈ VL : dL(x) ≥ 2sL}, the exit distributions
are taken from balls of radii between (1/20)sL and
(1/10)sL. When entering ShL(2sL), the coarse grain-
ing radii start to shrink, up to the boundary layer
ShL(r), where the exit distributions are taken from
intersected balls Vt(x) ∩ VL, t ∈ [(1/20)r, (1/10)r].
Since we mostly work with r = rL, we use the abbreviation hL = hL,rL . We write ΠˆL,r
for the coarse grained RWRE transition kernel associated to (ψ = (hL,r(x))x∈VL , pω),
ΠˆL,r(x, ·) = 1
hL,r(x)
∫
R+
ϕ
(
t
hL,r(x)
)
ΠVt(x)∩VL(x, ·)dt,
and pˆiL,r for that coming from simple random walk, where Π is replaced by pi. For
convenience, we set ΠˆL,r(x, ·) = pˆiL,r(x, ·) = δx(·) for x ∈ Zd\VL. Notice that by the
strong Markov property, the exit measures from the ball VL remain unchanged under
these transition kernels, i.e.
exVL
(
x, ·; ΠˆL,r
)
= ΠL(x, ·) and exVL (x, ·; pˆiL,r) = piL(x, ·).
We denote by GˆL,r the (coarse grained) RWRE Green's function coming from ΠˆL,r, and
by gˆL,r the Green's function from pˆiL,r, everything in VL.
Remark 2.1. (i) Later on, we will also work with slightly modiﬁed transition kernels
Π˘ and p˘i, which depend on the environment. We elaborate on this in Section 4.4.
(ii) Due to the lack of the last smoothing step outside VL, we need to zoom in near
the boundary in order to handle non-smoothed exit distributions in Section 6. The
parameter r allows us to adjust the step size in the boundary region.
(ii) Note that for every choice of r,
hL,r(x) =
{
dL(x)/20 for x ∈ VL with rL ≤ dL(x) ≤ sL/2
sL/20 for x ∈ VL with dL(x) ≥ 2sL .
2.2 Good and bad points
We shall partition the grid points inside VL according to their inﬂuence on the exit
behavior. We say that a point x ∈ VL is good (with respect to L, δ > 0 and r, 100 ≤
r ≤ rL) if
• For all t ∈ [hL,r(x), 2hL,r(x)],
∣∣∣∣(ΠVt(x) − piVt(x))(x, ·)∣∣∣∣1 ≤ δ.
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• If dL(x) > 2r, then additionally∣∣∣∣∣∣(ΠˆL,r − pˆiL,r)pˆiL,r(x, ·)∣∣∣∣∣∣
1
≤ (log hL,r(x))−9 .
A point x ∈ VL which is not good is called bad. We denote by BL,r = BL,r(ω) the set
of all bad points inside VL and write BL = BL,rL for short. Furthermore, set B∂L,r =
BL,r ∩ ShL(rL) and B?L,r = BL,r ∪ BL = B∂L,r ∪ BL. Of course, the set of bad points
depends also on δ, but we do not indicate this.
Remark 2.2. (i) For the coarse graining scheme associated to r = rL, we have by
deﬁnition B?L,rL = BL. When performing the estimates in Section 6, we work with
constant r. In this case, B?L,r can contain more points than BL.
(ii) Assume L large. If x ∈ VL with dL(x) > 2r, then the function hL,r(x + ·), deﬁned
in (6), lies in Mt for each t ∈ [hL,r(x), 2hL,r(x)]. Thus, for all x ∈ VL, we can use
C1(δ, L1) to control the event {x ∈ BL,r}, provided 2hL,r(x) ≤ L1. We make use of this
in Lemma 2.1.
Goodiﬁed transition kernels
It is diﬃcult to obtain estimates for the RWRE in the presence of bad points. For all
environments, we therefore introduce goodiﬁed transition kernels ΠˆgL,r,
ΠˆgL,r(x, ·) =
{
ΠˆL,r(x, ·) for x ∈ VL\B?L,r
pˆiL,r(x, ·) for x ∈ B?L,r
. (7)
Furthermore, we write GˆgL,r for the corresponding (random) Green's function.
2.3 Bad regions in the case r = rL
The following lemma shows that with high probability, all bad points with respect to
r = rL are contained in a ball of radius 4hL(x). Let
DL =
{
V4hL(x)(x) : x ∈ VL
}
.
We will look at the events OneBadL = {BL ⊂ D for some D ∈ DL} and ManyBadL =
(OneBadL)
c. It is also useful to deﬁne the set of good environments, GoodL = {BL =
∅} ⊂ OneBadL.
Lemma 2.1. For large L1, C1(δ, L1) implies that for L with L1 ≤ L ≤ L1(logL1)2,
P (ManyBadL) ≤ exp
(
−19
10
(logL)2
)
.
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Figure 2: On environments ω ∈ OneBadL, all bad
points are enclosed in a ball V4hL(x)(x).
Proof: Set ∆ = 1VL(ΠˆL,rL − pˆiL,rL), pˆi = pˆiL,rL . For all x ∈ VL with dL(x) > 2rL, using
1
20
rL ≤ hL(x) ≤ sL ≤ L1/2,
P (x ∈ BL) = P
({||∆pˆi(x, ·)||1 > (log hL(x))−9} ∪ {||∆(x, ·)||1 > δ})
≤ P
 ⋃
t∈[hL(x),2hL(x)]
{
Dt,hL(x) > (log hL(x))
−9} ∪ {Dt(x) > δ}

≤ CsdL exp
(− (log(rL/20))2) ,
and a similar estimate holds in the case dL(x) ≤ 2rL. On the event ManyBadL, there
exist x, y ∈ BL with |x− y| > 2hL(x) + 2hL(y). But for such x, y, the events {x ∈ BL}
and {y ∈ BL} are independent, whence for L large
P (ManyBadL) ≤ CL2ds2dL
[
exp
(−(log(rL/20))2)]2 ≤ exp (−(19/10)(logL)2) .
2
The estimate is good enough for our inductive procedure, so we only have to deal
with the case where all bad points are enclosed in a ball D ∈ DL. However, inside D we
need to look closer at the degree of badness. We say that ω ∈ OneBadL is bad on level
i, i = 1, 2, 3, if the following holds:
• For all x ∈ VL, for all t ∈ [hL(x), 2hL(x)],
∣∣∣∣(ΠVt(x) − piVt(x))(x, ·)∣∣∣∣1 ≤ δ.
• For all x ∈ VL with dL(x) > 2rL, additionally∣∣∣∣∣∣(ΠˆL,rL − pˆiL,rL)pˆiL,rL(x, ·)∣∣∣∣∣∣
1
≤ (log hL(x))−9+9i/4 .
• There exists x ∈ BL(ω) with dL(x) > 2rL such that∣∣∣∣∣∣(ΠˆL,rL − pˆiL,rL)pˆiL,rL(x, ·)∣∣∣∣∣∣
1
> (log hL(x))
−9+9(i−1)/4 .
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If ω ∈ OneBadL is neither bad on level i = 1, 2, 3 nor good, we call ω bad on level 4. In
this case, BL(ω) contains really bad points. We write OneBad(i)L ⊂ OneBadL for the
subset of all those ω which are bad on level i = 1, 2, 3, 4. Observe that
OneBadL = GoodL ∪˙
4⋃˙
i=1
OneBad
(i)
L .
On GoodL, Πˆ
g
L,rL
= ΠˆL,rL and therefore Gˆ
g
L,rL
= GˆL,rL .
2.4 Bad regions when r is a constant
When estimating the non-smoothed quantity D∗L, we cannot stop the reﬁnement of the
coarse graining in the boundary region ShL(rL). Instead, we will choose r as a (large)
constant. However, now it is no longer true that essentially all bad points are contained
in one single region D ∈ DL. For example, if x ∈ VL such that dL(x) is of order logL,
we only have a bound of the form
P (x ∈ BL,r) ≤ exp
(−c(log logL)2) ,
which is clearly not enough to get an estimate as in Lemma 2.1. We therefore choose a
diﬀerent strategy to handle bad points within ShL(rL). We split the boundary region into
layers of an appropriate size and use independence to show that with high probability,
bad regions are rather sparse within those layers. Then the Green's function estimates
of Corollary 4.1 will ensure that on such environments, there is a high chance to never
hit points in B∂L,r before leaving the ball.
To begin with the ﬁrst part, ﬁx r with r ≥ r0 ≥ 100, where r0 = r0(d) is a constant
that will be chosen below. Let L be large enough such that r < rL, and set J1 = J1(L) =⌊
log(rL/r)
log 2
⌋
+ 1. We deﬁne layers Λ0 = ShL(2r) and Λj = ShL(r2
j, r2j+1), 1 ≤ j ≤ J1.
Then,
ShL(2rL) ⊂
⋃
0≤j≤J1
Λj ⊂ ShL(4rL).
Let j ∈ N. For k ∈ Z, consider the interval I(j)k = (kr2j, (k + 1)r2j] ∩ Z. We divide
Λj into subsets by setting D
(j)
k = Λj ∩ (Ik1 × . . .× Ikd), where k = (k1, . . . , kd) ∈ Zd.
Denote by Qj,r the set of these subsets which are not empty. Setting Nj,r = |Qj,r|, it
follows that
1
C
(
L
r2j
)d−1
≤ Nj,r ≤ C
(
L
r2j
)d−1
.
We say that a setD ∈ Qj,r is bad if B∂L,r∩D 6= ∅. As we want to make use of independence,
we partition Qj,r into disjoint sets Q(1)j,r , . . . ,Q(R)j,r , such that for each 1 ≤ m ≤ R we have
• d(D,D′) > 4 maxx∈Λj hL,r(x) for all D 6= D′ ∈ Q(m)j,r ,
• N (m)j,r =
∣∣∣Q(m)j,r ∣∣∣ ≥ Nj,r2R .
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Figure 3: The layers Λj, 0 ≤ j ≤ J1, with
Λ0 = ShL(2r). Subsets D
(j)
k ⊂ Λj containing
bad points are shaded.
Notice that R ∈ N can be chosen to depend on the dimension only. Then the events {D
is bad}, D ∈ Q(m)j,r , are independent. Further, if L1 ≤ L ≤ L1(logL1)2, it follows that
under C1(δ, L1),
P (D is bad) ≤ C(r2j)2d exp
(
− (log(r2j/20))2) ≤ exp(− (log r + j)5/3) = pj,r,
for all r ≥ r0 and j ∈ N, if r0 is big enough. Let Yj,r and Y (m)j,r be the number of bad
sets in Qj,r and Q(m)j,r , respectively. For r ≥ 5, we have pj,r ≤ (log r + j)−3/2 ≤ 1/2. A
standard large deviation estimate for Bernoulli random variables yields
P
(
Y
(m)
j,r ≥ (log r + j)−3/2N (m)j,r
)
≤ exp
(
−N (m)j,r I
(
(log r + j)−3/2
∣∣ pj,r)) ,
with I(x | p) = x log(x/p) + (1 − x) log((1 − x)/(1 − p)). By enlarging r0 if necessary,
we get I
(
(log r + j)−3/2 | pj,r
) ≥ 2R(log r + j)1/7 for r ≥ r0, whence
P
(
Yj,r ≥ (log r + j)−3/2Nj,r
)
≤ R max
m=1,...,R
P
(
Y
(m)
j,r ≥ (log r + j)−3/2N (m)j,r
)
≤ R exp (−(log r + j)1/7Nj,r)
≤ R exp
(
− 1
C
(log r + j)1/7
(
L
r2j
)d−1)
≤ exp (−(log r + j)1/7(logL)29) ,
for r0 ≤ r < rL, 0 ≤ j ≤ J1(L) and L large enough. In particular,∑
0≤j≤J1(L)
P
(
Yj,r ≥ (log r + j)−3/2Nj,r
) ≤ exp (−(logL)28) .
Therefore, setting
BdBadL,r =
⋃
0≤j≤J1(L)
{
Yj,r ≥ (log r + j)−3/2Nj,r
}
,
we have proved the following
Lemma 2.2. There exists a constant r0 > 0 such that if r ≥ r0 and L1 is large enough,
then C1(δ, L1) implies that for L with L1 ≤ L ≤ L1(logL1)2,
P (BdBadL,r) ≤ exp
(−(logL)28) .
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3 Some important estimates
In this section, we present various results on exit and hitting proababilities for both
simple random walk and Brownian motion.
3.1 Hitting probabilities
The ﬁrst two lemmata concern simple random walk.
Lemma 3.1. Let 0 < η < 1.
(i) There exists C = C(η) > 0 such that for all x ∈ VηL, y ∈ ∂VL,
C−1L−d+1 ≤ piL(x, y) ≤ CL−d+1.
(ii) There exists C = C(η) > 0 such that for all x, x′ ∈ VηL, y ∈ ∂VL,
|piL(x, y)− piL(x′, y)| ≤ C|x− x′|L−d.
(iii) Let 0 < l < L and x ∈ VL with l < |x| < L. Then
Px(τL < TVl) =
l−d+2 − |x|−d+2 +O(l−d+1)
l−d+2 − L−d+2 .
Proof: (i) piL(·, y) is harmonic inside VL. Applying a discrete Harnack inequality, as,
for example, provided by Theorem 6.3.9 in the book of Lawler and Limic [24], we see
that C−1piL(0, y) ≤ piL(·, y) ≤ CpiL(0, y) on VηL, for some C = C(d, η). Part (i) then
follows from Lemma 6.3.7 in the same book.
(ii) By the triangle inequality,
|piL(x, y)− piL(x′, y)| ≤ C|x− x′| max
u,v∈VηL:|u−v|≤1
|piL(u, y)− piL(v, y)|.
For u ∈ VηL, the function piL(u+ ·, y) is harmonic inside V(1−η)L. The claim now follows
from [24] Theorem 6.3.8, (6.19), together with (i).
(iii) This is Proposition 1.5.10 of [23]. 2
A good control over hitting probabilities is given by
Lemma 3.2. Let a ≥ 1 and x, y ∈ Zd with x /∈ Va(y). Then
(i)
Px
(
TVa(y) <∞
)
=
(
a
|x− y|
)d−2 (
1 +O(a−1)
)
.
(ii) There exists C > 0, independent of a, such that when |x− y| > 7a,
Px
(
TVa(y) < τL
) ≤ Cad−2 max{a, dL(y)}max{1, dL(x)}|x− y|d .
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(iii) There exists C > 0 such that for all x ∈ VL, y ∈ ∂VL,
C−1
dL(x)
|x− y|d ≤ piL(x, y) ≤ C
max{1, dL(x)}
|x− y|d .
This lemma will be proved in the appendix.
We need analogous results for Brownian motion in Rd. Denote by piBML (y, dz) the
exit measure of d-dimensional Brownian motion from CL, started at y ∈ CL. By a small
abuse of notation, we also write piBML (y, z) for the (continuous version of the) density
with respect to surface measure on CL, which is given by the Poisson kernel
piBML (y, z) =
1
dα(d)L
L2 − |y|2
|y − z|d , (8)
where α(d) is the volume of the unit ball. From this explicit form, we can directly read
oﬀ the analogous statements of Lemma 3.1 (i), (ii) and Lemma 3.2 (iii), with VL replaced
by CL. Let us now formulate and prove the analog of parts (i) and (ii) from the last
lemma. Denote by PBMx the law of standard d-dimensional Brownian motion, started at
x ∈ Rd. For the following statement, TCa(y) and τCL are deﬁned in the obvious way in
terms of Brownian motion.
Lemma 3.3. Let a > 0 and x, y ∈ Rd with x /∈ Ca(y). Then
(i)
PBMx
(
TCa(y) <∞
)
=
(
a
|x− y|
)d−2
.
(ii) Assume C2a(y) ⊂ CL. There exists K > 0 such that
PBMx
(
TCa(y) < τCL
) ≤ Kad−2 dL(y) dL(x)|x− y|d .
Proof of Lemma 3.3: (i) See for example the book of Durrett [12], (1.12).
(ii) Recall that the Green's function of Brownian motion for CL is given by
gBM(x, y) = Ad
((
1
|x− y|
)d−2
−
(
L
|x| |x? − y|
)d−2)
,
where Ad is an explicit constant, and for x 6= 0, x? = (L2/|x|2)x is the inversion of x
with respect to CL. Now, for a > 0 and x /∈ Ca(y), we have∫
Ca/2(y)
gBM(x, z)dz ≥ PBMx
(
TCa(y) < τCL
)
inf
v∈∂Ca(y)
∫
Ca/2(y)
gBM(v, z)dz.
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By Proposition 1 of [10], the inﬁmum on the right-hand side can be bounded from below
by c a2. Using the second upper bound on gBM(x, z) from the same proposition, we get
PBMx
(
TCa(y) < τCL
) ≤ c−1a−2 ∫
Ca/2(y)
gBM(x, z)dz ≤ K a
d−2 dL(y) dL(x)
|x− y|d .
2
Remark 3.1. Lemma 3.2 (ii) can be proved in the same way if |x|, |y| ≤ cL for some
c < 1, for example by using Proposition 8.4.1 of [24], which is based on a coupling
argument. Since we need an estimate including the case when x or y are near the
boundary, we give a self-contained proof in the appendix.
Probabilities of the above type will often be estimated by the following
Lemma 3.4. Let a > 0, l,m ≥ 1 and x ∈ Zd. Set Rl = Vl\Vl−1, α = max {||x| − l| , a}.
Then for some constant C = C(m) > 0
∑
y∈Rl
1
(a+ |x− y|)m ≤ C

ld−(m+1) for 1 ≤ m < d− 1
max{log(l/α), 1} for m = d− 1
αd−(m+1) for m ≥ d
.
Proof: If α > l, then the left-hand side is bounded by
Cld−1α−m ≤ C max{αd−(m+1), ld−(m+1)} .
If α ≤ l, we set Ak = {y ∈ Rl : |x− y| ∈ [(k − 1)α, kα)}. Then, for all k ≥ 1,
max
y∈Ak
1
(a+ |x− y|)m ≤ 2
mk−mα−m.
Since for kα ≤ l/10 we have |Ak| ≤ Cα(kα)d−2, the claim then follows from
∑
y∈Rl
1
(a+ |x− y|)m ≤ C
 ∑
1≤k≤bl/(10α)c
α(kα)d−2
(kα)m
+ Cld−1l−m
≤ Cαd−(m+1)
∑
1≤k≤bl/(10α)c
kd−(m+2) + Cld−(m+1).
2
3.2 Smoothed exit measures
We will compare exit laws of simple random walk with exit laws of Brownian motion.
Given a ﬁeld of positive real numbers ψ = (mx)x∈Rd , we deﬁne the smoothed exit law
from VL of simple random walk as
φL,ψ(x, z) = piLpˆiψ(x, z) =
∑
y∈∂VL
piL(x, y)
1
my
∫
R+
ϕ
(
t
my
)
piVt(y)(y, z)dt.
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Denoting by piBMCt(x)(x, dz) the exit measure of d-dimensional Brownian motion from Ct(x),
started at x, we let analogous to (1),
pˆiBMψ (x, dz) =
1
mx
∫
R+
ϕ
(
t
mx
)
piBMCt(x)(x, dz)dt.
Then deﬁne the smoothed Brownian exit measure from CL as
φBML,ψ(x, dz) = pi
BM
L pˆi
BM
ψ (x, dz) =
∫
∂CL
piBML (x, dy)
1
my
∫
R+
ϕ
(
t
my
)
piBMCt(y)(y, dz)dt.
By φBML,ψ(x, z) we denote the density of φ
BM
L,ψ(x, dz) with respect to d-dimensional Lebesgue
measure.
Lemma 3.5. Let ψ ∈ML. There exists a constant C > 0 such that
(i)
sup
x∈VL
sup
z∈Zd
∣∣(φL,ψ − φBML,ψ) (x, z)∣∣ ≤ CL−(d+1/4).
(ii)
sup
z∈Rd
∣∣∣∣DiφBML,ψ(·, z)∣∣∣∣CL ≤ CL−(d+i), i = 0, 1, 2, 3.
(iii)
sup
x,x′∈VL∪∂VL
sup
z∈Zd
|φL,ψ(x, z)− φL,ψ(x′, z)| ≤ C
(
L−(d+1/4) + |x− x′|L−(d+1)) .
For the proof, we refer to the appendix. The next proposition will be applied at the
end of the proof of Lemma 5.2. At this point, the invariance condition A1 comes into
play. We give a general formulation in terms of a signed measure ν. Let us introduce
the following notation. For x = (x1, . . . , xd) ∈ Zd, put
x(i) = (x1, . . . , xi−1,−xi, xi+1, . . . , xd) ,
x↔(i,j) = (x1, . . . , xi−1, xj, xi+1, . . . , xj−1, xi, xj+1, . . . , xd) , if i < j.
Proposition 3.1. Let l > 0. Consider a measure ν on Vl with total mass zero satisfying
(i) ν(x) = ν(x(i)) for all x and all i = 1, . . . , d.
(ii) ν(x) = ν(x↔(i,j)) for all x and all i, j = 1, . . . , d, i < j.
Then there exists C > 0 such that for y′ ∈ VL with Vl(y′) ⊂ VL and all z ∈ Zd, ψ ∈ML,∣∣∣∣∣∣
∑
y∈Vl(y′)
ν(y − y′)φL,ψ(y, z)
∣∣∣∣∣∣ ≤ C||ν||1
(
L−(d+1/4) +
(
l
L
)3
L−d
)
.
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Proof: Since the proof is the same for all y′ ∈ VL with Vl(y′) ⊂ VL, we can assume
y′ = 0. By Lemma 3.5 (i),∣∣∣∣∣∑
y
ν(y)φL,ψ(y, z)−
∑
y
ν(y)φBML,ψ(y, z)
∣∣∣∣∣ ≤ C||ν||1L−(d+1/4).
Taylor's expansion gives∑
y
ν(y)φBML,ψ(y, z)
=
∑
y
ν(y)
[
φBML,ψ(y, z)− φBML,ψ(0, z)
]
=
∑
y
ν(y)∇xφBML,ψ(0, z) · y +
1
2
∑
y
ν(y)y ·HxφBML,ψ(0, z)y +R(ν, 0, z),
(9)
where∇xφBML,ψ is the gradient,HxφBML,ψ the Hessian of φBML,ψ with respect to the ﬁrst variable,
and R(ν, 0, z) is the remainder term, which can be bounded by Lemma 3.5 (ii), namely
|R(ν, 0, z)| ≤ C||ν||1
(
l
L
)3
L−d.
Since ν satisﬁes property (i), the ﬁrst summand on the right side of (9) vanishes. Due
to the same reason, the second summand equals
1
2
d∑
i=1
∂2
∂x2i
φBML,ψ(0, z)
∑
y
ν(y)(yi)
2.
By property (ii), the sum over y does not depend on i, so a multiple of the Laplacian of
φBML,ψ remains. But for each v ∈ ∂CL, piBML (·, v) is harmonic in CL, thus also the Laplacian
vanishes. This proves the proposition. 2
4 Green's functions for the ball
One principal task of our approach aims at developing good estimates on Green's func-
tions for the ball of both coarse grained (goodiﬁed) RWRE as well as coarse grained
simple random walk. The main result is Lemma 4.1. For the coarse grained simple
random walk, the estimates on hitting probabilities of the last section together with
Proposition 4.2 yield the right control.
On a certain class of environments, we need to modify the transition kernels in order
to ensure that bad points are not visited too often by the coarse grained random walks.
This modiﬁcation will be described in Section 4.4.
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4.1 A local central limit theorem
Let m ≥ 1. Denote by pˆim the coarse grained transition probabilities on Zd belonging
to the ﬁeld ψ = (mx)x∈Zd , where mx = m is chosen constant in x. Notice that pˆim is
centered, and the covariances satisfy∑
y∈Zd
(yi − xi)(yj − xj)pˆim(x, y) = γmδi(j),
where for large m (recall the coarse graining scheme) 1/d < γm/m
2 < 4/d.
Proposition 4.1 (Local central limit theorem). Let x, y ∈ Zd. For m ≥ 1 and all
integers n ≥ 1,
pˆinm(x, y) =
1
(2piγmn)d/2
exp
(
−|x− y|
2
2γmn
)
+O
(
m−dn−(d+2)/2
)
.
For the corresponding Green's function gˆm,Zd(x, y) =
∑∞
n=0 pˆi
n
m(x, y) we obtain
Proposition 4.2. Let x, y ∈ Zd. There exists m0 > 0 such that if m ≥ m0, then
(i) For |x− y| < 3m,
gˆm,Zd(x, y) = δx(y) +O(m
−d).
(ii) For |x− y| ≥ 3m, there exists a constant c(d) > 0 such that
gˆm,Zd(x, y) =
c(d)
γm|x− y|d−2 +O
(
1
|x− y|d
(
log
|x− y|
m
)d)
.
Here, the constants in the O-notation are independent of m and |x− y|.
In our applications, m will be a function of L. Although these results look rather
standard, we cannot directly refer to the literature because we have to keep track of the
m-dependency. We give a proof of both statements in the appendix.
We will use the last proposition to estimate the Green's function for the ball VL,
gˆm(x, y) =
∑∞
n=0 (1VL pˆim)
n (x, y). Clearly, gˆm is bounded from above by gˆm,Zd , and more
precisely, the strong Markov property shows
gˆm(x, y) = Ex,pˆim
[
τL−1∑
k=0
1{Xk=y}
]
= gˆm,Zd(x, y)− Ex,pˆim
[
gˆm,Zd (XτL , y)
]
. (10)
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4.2 Estimates on coarse grained Green's functions
As we will show, the perturbation expansion enables us to control the goodiﬁed Green's
function GˆgL,r essentially in terms of gˆL,r. The boundary region ShL(r) turns out to be
problematic, since even for good x, we cannot estimate the variational distance between
the transition kernels by δ. We therefore work in this (and only in this) section with
slightly modiﬁed transition kernels Π˜L,r, p˜iL,r, Π˜
g
L,r in the enlarged ball VL+r, taking the
exit measure in ShL(r) from uncut balls Vt(x) ⊂ VL+r, t ∈ [hL,r(x), 2hL,r(x)]. More
precisely, setting hL,r(x) = (1/20)r for x /∈ CL, we let p˜iL,r be the coarse grained simple
random walk kernel under ψ˜ = (hL,r(x))x∈VL+r , that is
p˜iL,r(x, ·) = 1
hL,r(x)
∫
R+
ϕ
(
t
hL,r(x)
)
piVt(x)∩VL+r(x, ·)dt.
For the corresponding RWRE kernel, we forget about the environment on VL+r\VL and
set
Π˜L,r(x, ·) =
{
1
hL,r(x)
∫
R+ ϕ
(
t
hL,r(x)
)
ΠVt(x)(x, ·)dt for x ∈ VL
p˜iL,r(x, ·) for x ∈ VL+r\VL
.
For all good x ∈ VL we now have ||(Π˜L,r − p˜iL,r)(x, ·)||1 ≤ δ, while for x ∈ VL+r\VL,
the diﬀerence vanishes anyway. The goodiﬁed version of Π˜L,r is then obtained in an
analogous way to (7),
Π˜gL,r(x, ·) =
{
Π˜L,r(x, ·) for x /∈ B?L,r
p˜iL,r(x, ·) for x ∈ B?L,r
.
We write G˜L,r, g˜L,r and G˜
g
L,r for the corresponding Green's functions on VL+r. Note that
GˆL,r ≤ G˜L,r, gˆL,r ≤ g˜L,r, GˆgL,r ≤ G˜gL,r pointwise on VL+r × (VL+r\∂VL) . (11)
Since we do not have exact expressions for g˜L,r or G˜L,r, we will construct a (deterministic)
kernel ΓL,r that bounds the Green's functions from above. For x ∈ VL+r, set
d˜(x) = max
(
dL+r(x)
2
, 3r
)
, a(x) = min
(
d˜(x), sL
)
.
Further, let
Γ
(1)
L,r(x, y) =
d˜(x)d˜(y)
a(y)2(a(y) + |x− y|)d , Γ
(2)
L,r(x, y) =
1
a(y)2(a(y) + |x− y|)d−2 .
The kernel ΓL,r is deﬁned as the pointwise minimum
ΓL,r = min
{
Γ
(1)
L,r,Γ
(2)
L,r
}
. (12)
We cannot derive pointwise estimates on the Green's functions in terms of ΓL,r, but we
can use this kernel to obtain upper bounds on neighborhoods U(x) = Va(x)(x) ∩ VL+r.
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Call a function F : VL+r × VL+r → R+ a positive kernel. Given two positive kernels F
and G, we write F  G if for all x, y ∈ VL+r,
F (x, U(y)) ≤ G(x, U(y)),
where F (x, U) stands for
∑
y∈U∩Zd F (x, y). Further, we write F  1, if there is a constant
C > 0 such that for all x, y ∈ VL+r,
1
C
F (x, y) ≤ F (·, ·) ≤ CF (x, y) on U(x)× U(y).
We adopt this notation to positive functions of one argument: For f : VL+r → R+,
f  1 means that for some C > 0, C−1f(x) ≤ f(·) ≤ Cf(x) on any U(x) ⊂ VL+r.
Finally, given 0 < η < 1, we say that a positive kernel A on VL+r is η-smoothing, if for
all x ∈ VL+r, A(x, U(x)) ≤ η, and A(x, y) = 0 whenever y /∈ U(x).
Now we are in the position to formulate our main statement of this section. Recall
our convention concerning constants: They only depend on the dimension unless stated
otherwise.
Lemma 4.1.
(i) There exists a constant C1 > 0 such that
gˆL,r  C1ΓL,r and g˜L,r  C1ΓL,r.
(ii) There exists a constant C > 0 such that for small δ > 0,
GˆgL,r  CΓL,r and G˜gL,r  CΓL,r.
Remark 4.1. Thanks to (11), it suﬃces to prove the bounds for g˜L,r and G˜
g
L,r. For
later use, we keep track of the constant in part (i) of the lemma.
We ﬁrst prove part (i), which is a straightforward consequence of the estimates on
hitting probabilities in Section 3 and the next lemma.
Lemma 4.2. There exists C > 0 such that for all x ∈ VL+r and y ∈ VL with dL(y) ≥ 4sL,
g˜L,r(x, y) ≤ C
{ 1
s2L max{|x−y|,sL}d−2
, y 6= x
1 , y = x
.
Proof: If x = y, then the claim follows from transience of simple random walk. Now
assume x 6= y, and always dL(y) ≥ 4sL. Consider ﬁrst the case |x − y| ≤ sL. Let gˆm
be deﬁned as in the beginning of Section 4.1. Recall our coarse graining scheme. With
m = sL/20 we have
g˜(x, y) ≤ gˆm(x, y) + sup
v∈ShL(2sL)
Pv
(
TVsL (y) < τVL+r
)
sup
w:w 6=y,
|w−y|≤sL
g˜(w, y).
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Since
sup
v∈ShL(2sL)
Pv
(
TVsL (y) < τVL+r
)
< 1
uniformly in L, it follows from Proposition 4.2 that
g˜(x, y) ≤ C sup
w:w 6=y,
|w−y|≤sL
gˆm(w, y) ≤ C sup
w:w 6=y,
|w−y|≤sL
gˆm,Zd(w, y) ≤
C
sdL
.
If |x− y| > sL we use Lemma 3.2 (i) and the ﬁrst case to get
g˜(x, y) ≤ Px
(
TVsL (y) <∞
)
sup
w:w 6=y,
|w−y|≤sL
g˜(w, y) ≤ C
s2L|x− y|d−2
.
2
Proof of Lemma 4.1 (i): It suﬃces to prove the bound for g˜. First we show that
there exists a constant C > 0 such that for all y ∈ VL+r,
sup
x∈VL+r
g˜ (x, U(y)) ≤ C. (13)
At ﬁrst let dL+r(y) ≤ 6r. Then U(y) ⊂ ShL+r(10r). We claim that
sup
x∈VL+r
g˜ (x, ShL+r(10r)) ≤ C. (14)
for some C > 0. Indeed, if z ∈ ShL+r(10r), then p˜i(z, ·) is an (averaging) exit distribution
from balls Vl(z) ∩ VL+r, where l ≥ r/20. Using Lemma 3.1 (i), we ﬁnd a constant k1 =
k1(d) such that starting at any z ∈ ShL+r(10r), VL+r is left after k1 steps with probability
> 0, uniformly in z. This together with the strong Markov property implies (14). Next
assume 6r < dL+r(y) ≤ 6sL. Then U(y) ⊂ S(y) = ShL+r
(
1
2
dL+r(y), 2 dL+r(y)
)
. We
claim that
sup
x∈VL+r
g˜ (x, S(y)) ≤ C. (15)
For z ∈ S(y), p˜i(z, ·) is an averaging exit distribution from balls Vl(z), where l ≥
dL+r(y)/240. By Lemma 3.1 (i), we ﬁnd some small 0 < c < 1 and a constant k2(c, d)
such that after k2 steps, the walk has probability > 0 to be in ShL+r
(
1−c
2
dL+r(y)
)
,
uniformly in z and y. But starting in ShL+r
(
1−c
2
dL+r(y)
)
, Lemma 3.1 (iii) shows that
with probability > 0, the ball VL+r is left before S(y) is visited again. Therefore (15)
and hence (13) hold in this case. At last, let dL+r(y) > 6sL. Then dL(w) ≥ 4sL for
w ∈ U(y). Estimating
g˜(x,w) ≤ 1 + sup
v:v 6=w
g˜(v, w),
we get with part (i) that
sup
w∈U(y)
g˜(x,w) ≤ 1 + C
sdL
.
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Summing over w ∈ U(y), (13) follows. Finally, note that for any x ∈ VL+r,
g˜(x, U(y)) ≤ Px
(
TU(y) ≤ τVL+r
)
sup
w∈U(y)
g˜(w,U(y)).
Now g˜  CΓ follows from (13) and the hitting estimates of Lemma 3.2. 2
Let us now explain our strategy for proving part (ii). By version (5) of the pertur-
bation expansion, we can express G˜gL,r in a series involving g˜L,r and diﬀerences of exit
measures. The Green's function g˜L,r is already controlled by means of ΓL,r. Looking
at (5), we thus have to understand what happens if ΓL,r is concatenated with certain
smoothing kernels. This will be the content of Proposition 4.3.
We start with collecting some important properties of ΓL,r, which will be used
throughout this text. Deﬁne for j ∈ N
Lj = {y ∈ VL : j ≤ dL(y) < j + 1}, Ej = {y ∈ VL+r : d˜(y) ≤ 3jr}.
Lemma 4.3 (Properties of ΓL,r).
(i) Both d˜ and a are Lipschitz with constant 1/2. Moreover, for x, y ∈ VL+r,
a(y) + |x− y| ≤ a(x) + 3
2
|x− y|.
(ii)
ΓL,r  1.
(iii) For 0 ≤ j ≤ 2sL, x ∈ VL+r,∑
y∈Lj
(
max
{
1,
d˜(x)
a(y)
}
1
(a(y) + |x− y|)d
)
≤ C 1
j ∨ r .
(iv) For 1 ≤ j ≤ 1
3r
sL,
sup
x∈VL+r
ΓL,r(x, Ej) ≤ C log(j + 1),
and for 0 ≤ α < 3,
sup
x∈VL+r
ΓL,r (x, ShL (sL, L/(logL)
α)) ≤ C(log logL)(logL)6−2α.
(v) For x ∈ VL+r, in the case of constant r,
ΓL,r(x, VL) ≤ C max
{
d˜(x)
L
(logL)6,
(
d˜(x)
r
∧ logL
)}
.
In the case r = rL,
ΓL,rL(x, VL) ≤ C max
{
d˜(x)
L
(logL)6,
(
d˜(x)
rL
∧ log logL
)}
.
4.2 Estimates on coarse grained Green's functions 31
Proof: (i) The second statement is a direct consequence of the Lipschitz property, which
in turn follows immediately from the deﬁnitions of d˜ and a.
(ii) As for y′ ∈ U(y), 1
2
a(y) ≤ a(y′) ≤ 3
2
a(y) and similarly with a replaced by d˜, it suﬃces
to show that for x′ ∈ U(x), y′ ∈ U(y),
1
C
(a(y) + |x− y|) ≤ a(y′) + |x′ − y′| ≤ C (a(y) + |x− y|) . (16)
First consider the case |x− y| ≥ 4 max{a(x), a(y)}. Then
a(y) + |x− y| ≤ 2a(y′) + 2 (|x− y| − a(x)− a(y)) ≤ 2 (a(y′) + |x′ − y′|) .
If |x− y| ≤ 4a(y) then
a(y) + |x− y| ≤ 5a(y) ≤ 5a(y) + |x′ − y′| ≤ 10 (a(y′) + |x′ − y′|) ,
while for |x− y| ≤ 4a(x), using part (i) in the ﬁrst inequality,
a(y) + |x− y| ≤ a(x) + 3
2
|x− y| ≤ 7a(x) ≤ 14 (a(y′) + |x′ − y′|) .
This proves the ﬁrst inequality in (16). The second one follows from
a(y′) + |x′ − y′| ≤ 5
2
a(y) + a(x) + |x− y| ≤ 7
2
(a(y) + |x− y|) .
(iii) If j ≤ 2sL and y ∈ Lj, then a(y) is of order j ∨ r. By Lemma 3.4 we have∑
y∈Lj
1
(j ∨ r + |x− y|)d ≤ C min
{
1
j ∨ r ,
1
|dL+r(x)− (j + r)|
}
.
It remains to show that
max
{
1,
d˜(x)
j ∨ r
}
min
{
1
j ∨ r ,
1
|dL+r(x)− (j + r)|
}
≤ C 1
j ∨ r . (17)
If d˜(x) ≤ (j∨3r), this is clear. If d˜(x) > (j∨3r), (17) follows from | dL+r(x)−(j+r)| ≥
d˜(x)/2.
(iv) If d˜(y) ≤ 3jr, then dL(y) ≤ 6jr. Estimating Γ by Γ(1), we get
Γ(x, Ej) ≤ C
6jr∑
i=0
∑
y∈Li
d˜(x)
a(y)
1
(a(y) + |x− y|)d .
Now the ﬁrst assertion of (iv) follows from (iii). The second is proved similarly, so we
omit the details.
(v) Set B = {y ∈ VL : d˜(y) ≤ sL ∨ 2 d˜(x)}. For y ∈ VL\B, it holds that a(y) = sL and
|x− y| ≥ d˜(y). Therefore,
Γ (x, VL\B) ≤ Γ(1) (x, VL\B) ≤ d˜(x)
s2L
∑
y∈V2L
1
(sL + |y|)d−1 ≤ C
d˜(x)
L
(logL)6.
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Furthermore,
Γ (x,B) ≤
2sL∑
i=0
∑
y∈Li
d˜(x)
a(y)
1
(a(y) + |x− y|)d +
1
s2L
∑
y∈VL:
sL≤d˜(y)≤2 d˜(x)
1
(sL + |x− y|)d−2 .
Lemma 3.4 bounds the second term by C(d˜(x)/L)(logL)6. For the ﬁrst term, we use
twice part (iii) and once Lemma 3.4 to get
2sL∑
i=0
∑
y∈Li
d˜(x)
a(y)
1
(a(y) + |x− y|)d ≤ C
5r∑
i=0
1
i ∨ r + C min
{
d˜(x)
2sL∑
i=5r
1
i2
,
2sL∑
i=5r
1
i
}
.
This proves (v). 2
Proposition 4.3 (Concatenating). Let F,G be positive kernels with F  G.
(i) If A is η-smoothing and G  1, then for some constant C = C(d,G) > 0,
FA  CηG.
(ii) If Φ is a positive function on VL+r with Φ  1, then for some C = C(d,Φ) > 0,
FΦ ≤ CGΦ.
Proof: (i) As a is Lipschitz with constant 1/2, we can choose K = K(d) points yk out
of the set M = {y′ ∈ VL+r : U(y′) ∩ U(y) 6= ∅} such that M is covered by the union of
the U(yk), k = 1, . . . , K. Since A(y
′, U(y)) 6= 0 implies y′ ∈M , we then have
FA(x, U(y)) =
∑
y′∈M
F (x, y′)
∑
y′′∈U(y)
A(y′, y′′) ≤ η
K∑
k=1
F (x, U(yk))
≤ η
K∑
k=1
G(x, U(yk)).
Using G  1, we get G(x, U(yk)) ≤ C|U(yk)|G(x, y). Clearly |U(yk)| ≤ C|U(y)|, so that
FA(x, U(y)) ≤ CKη|U(y)|G(x, y).
A second application of G  1 yields the claim.
(ii) We can ﬁnd a constant K = K(d) and a covering of VL+r by neighborhoods U(yk),
yk ∈ VL+r, such that every y ∈ VL+r is contained in at most K many of the sets U(yk).
Using Φ  1, it follows that for x ∈ VL+r,
FΦ(x) =
∑
y∈VL+r
F (x, y)Φ(y) ≤ C
∞∑
k=1
F (x, U(yk))Φ(yk) ≤ C
∞∑
k=1
G(x, U(yk))Φ(yk)
≤ C
∞∑
k=1
∑
y∈U(yk)
G(x, y)Φ(y) ≤ CK
∑
y∈VL+r
G(x, y)Φ(y).
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2
In terms of our speciﬁc kernel ΓL,r, we obtain
Proposition 4.4. Let A be η-smoothing, and let F be a positive kernel satisfying
F  ΓL,r.
(i) There exists a constant C2 > 0 not depending on F and A such that
FA  C2ηΓL,r.
(ii) If additionally A(x, y) = 0 for x /∈ VL and A(x, U(x)) ≤ (log(a(x)/20))−9 for
x ∈ VL\E1, then there exists a constant C3 > 0 not depending on F and A such
that for all x, z ∈ VL+r,
FAΓL,r(x, z) ≤ C3η1/2ΓL,r(x, z).
Proof: (i) This is Proposition 4.3 (i) with G = Γ.
(ii) We set B = VL\E1 and split into
FAΓ = F1E1AΓ + F1BAΓ. (18)
Let x, z ∈ VL+r be ﬁxed, and consider ﬁrst F1E1AΓ(x, z). Using Γ  1, AΓ(y, z) ≤
CηΓ(y, z). As Γ(·, z)  1 and F1E1  Γ1E2 , we get by Proposition 4.3 ii)
F1E1AΓ(x, z) ≤ CηΓ1E2Γ(x, z).
Setting E12 = {y ∈ E2 : |y − z| ≥ |x− z|/2}, E22 = E2\E12 , we split further into
Γ1E2Γ = Γ1E12 Γ + Γ1E22 Γ.
If y ∈ E12 , then Γ(y, z) ≤ CΓ(x, z). By Lemma 4.3 (iv), Γ(x, E2) ≤ C. Together we
obtain
Γ1E12 Γ(x, z) ≤ CΓ(x, z).
If y ∈ E22 , then Γ(x, y) ≤ C a(z)
2
r2
Γ(x, z) and Γ(1)(y, z) ≤ C r2
a(z)2
Γ(1)(z, y), whence
Γ1E2\E22 Γ(x, z) ≤ CΓ(x, z)Γ(1)(z, E2) ≤ CΓ(x, z).
We therefore have shown that
F1E1AΓ(x, z) ≤ CηΓ(x, z).
To handle the second summand of (18), set σ(y) = min
{
η, (log a(y))−9
}
, y ∈ VL+r.
Clearly, 1BAΓ(y, z) ≤ Cσ(y)Γ(y, z) and F1B  Γ1VL . Furthermore, σ(·)Γ(·, z)  1, so
that by Proposition 4.3 ii)
F1BAΓ(x, z) ≤ CΓ1VLσΓ(x, z).
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Consider D1 = {y ∈ VL : |y − z| ≥ |x− z|/2}, D2 = VL\D1 and split into
Γ1VLσΓ = Γ1D1σΓ + Γ1D2σΓ.
If y ∈ D1, then Γ(y, z) ≤ C max
{
1, d˜(y)
d˜(x)
}
Γ(x, z), implying Γ1D1σΓ(x, z) ≤ Cη1/2Γ(x, z)
if we prove ∑
y∈VL
max
{
1,
d˜(y)
d˜(x)
}
Γ(x, y)σ(y) ≤ Cη1/2. (19)
To this end, we treat the summation over S1 = {y ∈ VL : dL(y) ≤ 2sL} and S2 = VL\S1
separately. If y ∈ S2, then a(y) = sL. Estimating Γ by Γ(1) and d˜(y), d˜(x) simply by L,
we get∑
y∈S2
max
{
1,
d˜(y)
d˜(x)
}
Γ(x, y)σ(y) ≤ C
(logL)3
∑
y∈V2L
1
(sL + |y|)d
≤ C log logL
(logL)3
. (20)
If y ∈ S1, we estimate Γ again by Γ(1) and split the summation into the layers Lj,
j = 0, . . . , 2sL. On Lj, σ(y) ≤ C min {η, (log(j + 1))−9}. Thus, by Lemma 4.3 (iii),∑
y∈S1
max
{
1,
d˜(y)
d˜(x)
}
Γ(x, y)σ(y)
≤ C
2sL∑
j=0
∑
y∈Lj
max
{
1,
d˜(x)
a(y)
}
min {η, (log(j + 1))−9}
(a(y) + |x− y|)d
≤ C
2sL∑
j=0
min {η, (log(j + 1))−9}
j ∨ r ≤ Cη
1/2.
Together with (20), we have proved (19). It remains to bound the term Γ1D2σΓ(x, z).
But if y ∈ D2, then
a(y) + |x− y| ≥ a(y) + 1
2
|x− z| ≥ a(z)− 1
2
|y − z|+ 1
2
|x− z| ≥ 1
4
(a(z) + |x− z|) ,
whence Γ(x, y) ≤ C a(z)2
a(y)2
max
{
1, d˜(y)
d˜(z)
}
Γ(x, z). Using Lemma 4.3 (i), we have
a(z)2
a(y)2
Γ(y, z) ≤ CΓ(z, y),
so that Γ1D2σΓ(x, z) ≤ Cη1/2Γ(x, z) follows again from (19). 2
Now we have collected all ingredients to ﬁnally prove part (ii) of our main Lemma 4.1.
Proof of Lemma 4.1 (ii): As already remarked, we only have to prove the statement
involving G˜g. The perturbation expansion (5) yields
G˜g = g˜
∞∑
m=0
(Rg˜)m
∞∑
k=0
∆k,
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where ∆ = 1VL+r(Π˜
g − p˜i), R = ∑∞k=1 ∆kp˜i. With the constants C1 of Lemma 4.1 (i) and
C2, C3 of Proposition 4.4 we choose
δ ≤ 1
16
(
1
C2 ∨ C21C23
)
.
From Lemma 4.1 (i) and Proposition 4.4 (i) with A = |∆|, η = δ we then deduce that
g˜|∆|  (C1/2)Γ, and, by iterating,
∞∑
k=1
g˜|∆|k−1  2C1Γ.
Furthermore, by part (ii) of Proposition 4.4 with A = |∆p˜i| and Lemma 4.1 (i),
∞∑
k=1
g˜|∆|k−1 |∆p˜i| g˜  (C1/2)Γ.
Repeating this procedure shows that for m ∈ N,
g˜(|R|g˜)m  C12−mΓ.
Finally, by a further application of Proposition 4.4 (i),
g˜
∞∑
m=0
(|R|g˜)m
∞∑
k=0
|∆|k  4C1Γ.
This proves the lemma. 2
4.3 Diﬀerence estimates
The results from the preceding section enable us to prove some diﬀerence estimates on
the coarse grained Green's functions, which will be used in the part on mean sojourn
times. The reader who is only interested in the exit measures may skip this section.
Lemma 4.4. There exists a constant C > 0 such that
(i)
sup
x,x′∈VL:|x−x′|≤sL
∑
y∈VL
|gˆL,r(x, y)− gˆL,r(x′, y)| ≤ C(log logL)(logL)3.
(ii) For δ > 0 small,
sup
x,x′∈VL:|x−x′|≤sL
∑
y∈VL
∣∣∣GˆgL,rL(x, y)− GˆgL,rL(x′, y)∣∣∣ ≤ C(log logL)(logL)3.
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Proof: (i) Set m = sL/20. Recall the deﬁnitions of pˆim and gˆm from Section 4.1. We
write∑
y∈VL
|gˆ(x, y)− gˆ(x′, y)|
≤
∑
y∈VL
|(gˆ − gˆm) (x, y)|+
∑
y∈VL
|gˆm(x, y)− gˆm(x′, y)|+
∑
y∈VL
|(gˆm − gˆ) (x′, y)| .
(21)
If x ∈ VL\ ShL(2sL), we have pˆi(x, ·) = pˆim(x, ·). Clearly, supx∈VL gˆm(x, ShL(2sL)) ≤ C.
Thus, with ∆ = 1VL (pˆim − pˆi), expansion (3) and Lemma 4.3 yield (remember gˆ  CΓ)∑
y∈VL
|(gˆm − gˆ)(x, y)| =
∑
y∈VL
|gˆm∆gˆ(x, y)|
≤ 2 gˆm(x, ShL(2sL)) sup
v∈ShL(3sL)
gˆ(v, VL) ≤ C(logL)3.
It remains to handle the middle term of (21). By (10),
gˆm(x, y)− gˆm(x′, y)
= gˆm,Zd(x, y)− gˆm,Zd(x′, y) + Ex′,pˆim
[
gˆm,Zd(XτL , y)
]− Ex,pˆim [gˆm,Zd(XτL , y)] .
Using Proposition 4.2, it follows that for |x− x′| ≤ sL,∑
y∈VL
∣∣gˆm,Zd(x, y)− gˆm,Zd(x′, y)∣∣ ≤ C(logL)3.
At last, we claim that∑
y∈VL
∣∣Ex′,pˆim [gˆm,Zd(XτL , y)]− Ex,pˆim [gˆm,Zd(XτL , y)]∣∣ ≤ C(log logL)(logL)3. (22)
Since |x − x′| ≤ m, we can deﬁne on the same probability space, whose probability
measure we denote by Q, a random walk (Yn)n≥0 starting at x and a random walk
(Y˜n)n≥0 starting at x′, both moving according to pˆim on Zd, such that for all times n,
|Yn − Y˜n| ≤ sL. However, with τ = inf{n ≥ 0 : Yn /∈ VL}, τ˜ the same for Y˜n, we cannot
deduce that |Yτ − Y˜τ˜ | ≤ sL, since it is possible that one of the walks, say Yn, exits VL
and then moves far away from the exit point, while staying close to both VL and the
walk Y˜n, which might still be inside VL. In order to show that such an event has a small
probability, we argue in a similar way to [24], Proposition 7.7.1. Deﬁne
σ(sL) = inf {n ≥ 0 : Yn ∈ ShL(sL)} ,
and analogously σ˜(sL). Let ϑ = σ(sL) ∧ σ˜(sL). Since |Yϑ − Y˜ϑ| ≤ sL,
σ(2sL) ∨ σ˜(2sL) ≤ ϑ.
4.3 Diﬀerence estimates 37
For k ≥ 1, we introduce the events
Bk =
{∣∣Yi − Yσ(2sL)∣∣ > ksL for all i = σ(2sL), . . . , τ} ,
B˜k =
{∣∣∣Y˜i − Y˜σ˜(2sL)∣∣∣ > ksL for all i = σ˜(2sL), . . . , τ˜} .
By the strong Markov property and the gambler's ruin estimate of [24], p. 223 (7.26),
Q
(
Bk ∪ B˜k
)
≤ C1/k
for some C1 > 0 independent of k. Applying the triangle inequality to
Yτ − Y˜τ˜ = (Yτ − Yϑ) +
(
Yϑ − Y˜ϑ
)
+
(
Y˜ϑ − Y˜τ˜
)
,
we deduce, for k ≥ 3,
Q
(∣∣∣Yτ − Y˜τ˜ ∣∣∣ ≥ ksL) ≤ 2C1/(k − 1).
Since |Yτ − Y˜τ˜ | ≤ 2(L+ sL) ≤ 3L, it follows that
EQ
[∣∣∣Yτ − Y˜τ˜ ∣∣∣] ≤ 3L∑
k=1
Q
(∣∣∣Yτ − Y˜τ˜ ∣∣∣ ≥ k) ≤ C(log logL)sL.
Also, for v, w outside and y inside VL,∣∣∣∣ 1|v − y|d−2 − 1|w − y|d−2
∣∣∣∣ ≤ C |v − w|(L+ 1− |y|)d−1 .
By Proposition 4.2, (22) now follows from summing over y ∈ VL.
(ii) Let x, x′ ∈ VL with |x− x′| ≤ sL and set ∆ = 1VL(Πˆg − pˆi). With B = VL\ ShL(2rL),
Gˆg = gˆ1B∆Gˆ
g + gˆ1Bc∆Gˆ
g + gˆ.
Replacing successively Gˆg in the ﬁrst summand on the right-hand side,
Gˆg =
∞∑
k=0
(gˆ1B∆)
kgˆ +
∞∑
k=0
(gˆ1B∆)
kgˆ1Bc∆Gˆ
g = F + F1Bc∆Gˆ
g,
where we have set F =
∑∞
k=0 (gˆ1B∆)
kgˆ. With R =
∑∞
k=1(1B∆)
kpˆi, expansion (5) gives
F = gˆ
∞∑
m=0
(Rgˆ)m
∞∑
k=0
(1B∆)
k = gˆ
∞∑
k=0
(1B∆)
k + gˆRF. (23)
Following the proof of Lemma 4.1 (ii), one deduces |F |  CΓ. By Lemma 4.3 (iv) and
(v), we see that for large L, uniformly in x ∈ VL,
|F1Bc∆Gˆg(x, VL)| ≤ CΓ(x, ShL(2rL)) sup
v∈ShL(3rL)
Γ(v, VL) ≤ C log logL.
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Therefore,∑
y∈VL
∣∣∣Gˆg(x, y)− Gˆg(x′, y)∣∣∣ ≤ C log logL+ ∑
y∈VL
|F (x, y)− F (x′, y)| .
Using (23) and twice part (i),∑
y∈VL
|F (x, y)− F (x′, y)|
≤
∑
y∈VL
∣∣∣∣∣gˆ
∞∑
k=0
(1B∆)
k (x, y)− gˆ
∞∑
k=0
(1B∆)
k (x′, y)
∣∣∣∣∣+ ∑
y∈VL
|gˆRF (x, y)− gˆRF (x′, y)| .
(24)
The ﬁrst expression on the right is estimated by
∑
y∈VL
∣∣∣∣∣∑
w∈VL
(gˆ(x,w)− gˆ(x′, w))
∞∑
k=0
(1B∆)
k (w, y)
∣∣∣∣∣ ≤ C(log logL)(logL)3,
where we have used part (i) and the fact that ||1B∆(w, ·)||1 ≤ δ. The second factor
of (24) is again bounded by (i) and the fact that for u ∈ VL,
∑
y∈VL
|RF (u, y)| =
∑
y∈VL
∣∣∣∣∣
∞∑
k=1
(1B∆)
k pˆiF (u, y)
∣∣∣∣∣
≤
∞∑
k=0
||1B∆(u, ·)||k1 sup
v∈B
||1B∆pˆi(v, ·)||1 sup
w∈VL
∑
y∈VL
|F (w, y)|
≤ C(logL)−9+6 = C(logL)−3.
Altogether, this proves part (ii). 2
4.4 Modiﬁed transitions on environments bad on level 4
We shall now describe an environment-depending second version of the coarse grain-
ing scheme, which leads to modiﬁed transition kernels Π˘L,r, Π˘
g
L,r, p˘iL,r on really bad
environments.
Assume ω ∈ OneBadL is bad on level 4, with BL(ω) ⊂ VL/2. Then there exists
D = V4hL(z)(z) ∈ DL with BL(ω) ⊂ D, z ∈ VL/2. On D, c rL ≤ hL,r(·) ≤ C rL.
By Lemma 4.1 and the deﬁnition of ΓL,r, it follows easily that we can ﬁnd a constant
K1 ≥ 2, depending only on d, such that whenever |x− y| ≥ K1hL,r(y) for some y ∈ BL,
we have
GˆgL,r(x,BL) ≤ CΓL,r(x,D) ≤
1
10
. (25)
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Figure 4: ω ∈ OneBadL bad on level 4, with BL ⊂
VL/2. The point x is good, so the coarse graining
radii do not change at x. The point y is bad. There-
fore, at y, the exit distribution is taken from the larger
set Vt(y)(y), where t(y) = K1hL,r(y).
On such ω, we let t(x) = K1hL,r(x) and deﬁne on VL,
Π˘L,r(x, ·) =
{
exVt(x)(x)
(
x, ·; ΠˆL,r
)
for x ∈ BL
ΠˆL,r(x, ·) otherwise
.
By replacing Πˆ by pˆi on the right side, we deﬁne p˘iL,r(x, ·) in an analogous way. Note
that p˘iL,r depends on the environment. We work again with a goodiﬁed version of Π˘L,r,
Π˘gL,r(x, ·) =
{
exVt(x)(x)
(
x, ·; ΠˆgL,r
)
for x ∈ BL
ΠˆgL,r(x, ·) otherwise
.
For all other environments falling not into the above class, we change nothing and
put Π˘L,r = ΠˆL,r, Π˘
g
L,r = Πˆ
g
L,r, p˘iL,r = pˆiL,r. This deﬁnes Π˘L,r, Π˘
g
L,r and p˘iL,r on all
environments. We write G˘L,r, G˘
g
L,r, g˘L,r for the Green's functions corresponding to Π˘L,r,
Π˘gL,r and p˘iL,r.
Some properties of the new transition kernels
The following observations can be read oﬀ the deﬁnition and will be tacitly used below.
• On environments which are good or bad on level at most 3, the new kernels agree
with the old ones, and so do their Green's functions, i.e. GˆL,r = G˘L,r and Gˆ
g
L,r =
G˘gL,r. On GoodL with the choice r = rL, we have equality of all four Green's
functions.
• If ω is not bad on level 4 with BL ⊂ VL/2, then
1VL(Π˘L,r − Π˘gL,r) = 1VL(ΠˆL,r − ΠˆgL,r) = 1B?L,r(Πˆ− pˆi).
This will be used in Sections 5.2 and 6.
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• In contrast to pˆiL,r, the kernel p˘iL,r depends on the environment, too. However,
Π˘L,r, Π˘
g
L,r and p˘iL,r do not change the exit measure from VL, i.e. for example,
exVL
(
x, ·; Π˘gL,r
)
= exVL
(
x, ·; ΠˆgL,r
)
.
• The old transition kernels are ﬁner in the sense that the (new) Green's functions
G˘, G˘g, g˘ are pointwise bounded from above by Gˆ, Gˆg and gˆ, respectively. In
particular, we obtain with the same constants as in Lemma 4.1,
Lemma 4.5.
(i)
g˘L,r  C1ΓL,r.
(ii) For δ > 0 small,
G˘gL,r  CΓL,r.
For the new goodiﬁed Green's function, we have
Corollary 4.1. There exists a constant C > 0 such that for δ > 0 small,
(i) On OneBadL, if BL ∩ ShL(rL) = ∅ or for general BL in the case r = rL,
sup
x∈VL
G˘gL,r(x,BL) ≤ C.
On OneBadL, if BL 6⊂ VL/4, then, with t = d(BL, ∂VL),
sup
x∈VL/5
G˘gL,r(x,BL) ≤ C
(
sL ∧ (t ∨ rL)
L
)d−2
.
(ii) On (BdBadL,r)
c
, supx∈V2L/3 G˘
g
L,r
(
x,B∂L,r
) ≤ C(log r)−1/2.
(iii) For ω ∈ OneBadL bad on level at most 3 with BL ∩ ShL(rL) = ∅, or for ω bad on
level 4 with BL ⊂ VL/2, putting ∆ = 1VL(Π˘L,r − Π˘gL,r),
sup
x∈VL
∞∑
k=0
∣∣∣∣∣∣∣∣(G˘gL,r1BL∆)k (x, ·)∣∣∣∣∣∣∣∣
1
≤ C.
Proof: (i) The set BL is contained in a neighborhood D ∈ DL. As G˘g  CΓ, we have
G˘g (x,BL) ≤ CΓ(2)(x,D). (26)
From this, the ﬁrst statement of (i) follows. Now let x be inside VL/5, and BL 6⊂ VL/4.
If the midpoint z of D can be chosen to lie inside VL\ Sh(rL), a(·)/hL(z) and hL(z)/a(·)
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are bounded on D. Then, the second statement of (i) is again a consequence of (26). If
z ∈ Sh(rL), we have
G˘g (x,BL) ≤ CΓ(1)(x,D) ≤ C
2rL∑
j=0
∑
y∈Lj∩D
L
a(y)Ld
≤ CL−d+1
2rL∑
j=0
rd−1L
j ∨ r ≤ C(logL)
(rL
L
)d−1
.
(ii) Recall the notation of Section 2.4. In order to bound supx∈V2L/3 G˘
g(x,B∂L,r), we look
at the diﬀerent bad sets Dj,r ∈ Qj,r of layer Λj, 0 ≤ j ≤ J1. Estimating G˘g by Γ(1), we
have
G˘g (x,Dj,r) ≤ C(r2j)d−1L−d+1.
On (BdBadL,r)
c, the number of bad sets in layer Λj is bounded by
C(log r + j)−3/2(L/(r2j))
d−1
.
Therefore,
G˘g
(
x,B∂L,r ∩ Λj
) ≤ C(log r + j)−3/2.
Summing over 0 ≤ j ≤ J1, this shows
G˘g
(
x,B∂L,r
) ≤ C(log r)−1/2.
(iii) Assume ω ∈ GoodL or ω is bad on level i = 1, 2, 3. Then 1BL∆ = 1BL(Πˆ − pˆi).
Further, if BL ∩ ShL(rL) = ∅, we have ||G˘g1BL∆(x, ·)||1 ≤ Cδ. By choosing δ small
enough, the claim follows. If ω is bad on level 4 and BL ⊂ VL/2, we do not gain a factor
δ from ||1BL∆(y, ·)||1. However, thanks to our modiﬁed transition kernels, using (25),
||1BL∆G˘g1BL(y, ·)||1 ≤ 1/5 (recall that G˘g ≤ Gˆg pointwise), so that (ii) follows in this
case, too. 2
Remark 4.2. All δ0 > 0 and L0 appearing in the next sections are understood to be
chosen in such a way that if we take δ ∈ (0, δ0] and L ≥ L0, then the conclusions of
Lemmata 4.1, 4.4, 4.5 and Corollary 4.1 are valid.
5 Globally smoothed exits
The aim here is to establish the estimates for the smoothed diﬀerence D∗L,ψ which are
required to propagate condition C1 (δ, L). For the entire section, we choose r = rL. We
start with an auxiliary statement which will be of constant use.
Lemma 5.1. Let ψ ∈ML and set ∆ = 1VL(ΠˆgL,rL − pˆiL,rL). Then, for some C > 0,
sup
x∈VL
sup
z∈Zd
|∆φL,ψ(x, z)| ≤ C(logL)−12L−d.
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Proof: Using ∆φ = ∆pˆiφ and the fact that ∆pˆi(x, ·) sums up to zero,
|∆φ(x, z)| =
∣∣∣∣∣ ∑
y∈VL∪∂VL
∆pˆi(x, y) (φ(y, z)− φ(x, z))
∣∣∣∣∣
≤ ||∆pˆi(x, ·)||1 sup
y:|∆pˆi(x,y)|>0
|φ(y, z)− φ(x, z)|.
For x ∈ VL\ ShL(2rL), we have by deﬁnition ||∆pˆi(x, ·)||1 ≤ C(logL)−9. Further, notice
that |∆pˆi(x, y)| > 0 implies |y − x| ≤ sL. Bounding |φ(y, z) − φ(x, z)| by Lemma 3.5
(iii), the statement follows for those x. If x ∈ ShL(2rL), we simply bound ||∆pˆi(x, ·)||1
by 2. Now we can restrict the supremum to those y ∈ VL with |x − y| ≤ 3rL, so the
claim follows again from Lemma 3.5 (iii). 2
5.1 Estimates on goodiﬁed environments
The following Lemma 5.2 compares the goodiﬁed smoothed exit distribution with that
of simple random walk. In particular, it provides an estimate for D∗L,ψ on GoodL. Here
we will work with the transition kernels ΠˆL,rL , Πˆ
g
L,rL
and pˆiL,rL . For the goodiﬁed exit
measure from VL we write
ΠgL = exVL
(
x, ·; ΠˆgL,r
)
.
Lemma 5.2. Assume A1. There exist δ0 > 0 and L0 > 0 such that if δ ∈ (0, δ0] and
L ≥ L0, then for ψ ∈ML,
P
(
sup
x∈VL
||(ΠgL − piL)pˆiψ(x, ·)||1 ≥ (logL)−(9+1/6)
)
≤ exp (−(logL)7/3) .
Proof: Clearly, the claim follows if we show
sup
x∈VL
sup
z∈Zd
P
(|(Πg − pi)pˆiψ(x, z)| ≥ (logL)−(9+1/5)L−d) ≤ exp (−(logL)5/2) . (27)
Using the abbreviations φ = pipˆiψ, ∆ = 1VL(Πˆ
g − pˆi), we start with the perturbation
expansion
(Πg − pi)pˆiψ = Gˆg∆φ.
Set S = ShL(2L/(logL)
2) and write
Gˆg∆φ = Gˆg1S∆φ+ Gˆ
g1Sc∆φ. (28)
Using Gˆg  CΓ, Lemma 4.3 (iv) (with r = rL) and Lemma 5.1 yield the estimate
|Gˆg1S∆φ(x, z)| ≤ sup
x∈VL
Gˆg(x, S) sup
y∈VL
|∆φ(y, z)| ≤ (logL)−19/2L−d
for L large. It remains to bound |Gˆg1Sc∆φ(x, z)|. With B = VL\ ShL(2rL),
Gˆg = gˆ1B∆Gˆ
g + gˆ1Bc∆Gˆ
g + gˆ.
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By replacing successively Gˆg in the ﬁrst summand on the right-hand side,
Gˆg1Sc∆φ =
( ∞∑
k=0
(gˆ1B∆)
kgˆ +
∞∑
k=0
(gˆ1B∆)
kgˆ1Bc∆Gˆ
g
)
1Sc∆φ
= F1Sc∆φ+ F1Bc∆Gˆ
g1Sc∆φ, (29)
where F =
∑∞
k=0 (gˆ1B∆)
kgˆ. With R =
∑∞
k=1(1B∆)
kpˆi, expansion (5) shows
F = gˆ
∞∑
m=0
(Rgˆ)m
∞∑
k=0
(1B∆)
k .
From the proof of Lemma 4.1 (ii) we learn that |F |  CΓ. By Lemma 4.3 (iv), (v) and
again Lemma 5.1, we see that for large L, uniformly in x ∈ VL and z ∈ Zd,
|F1Bc∆Gˆg1Sc∆φ(x, z)| ≤ CΓ(x, ShL(2rL)) sup
v∈ShL(3rL)
Γ(v, Sc ∩ VL) sup
w∈VL
|∆φ(w, z)|
≤ (logL)−11L−d.
Thus, the second summand of (29) is harmless. However, with the ﬁrst summand one
has to be more careful. With ξ = gˆ
∑∞
k=0(1B∆)
k1Sc∆φ, we have
F1Sc∆φ = ξ + gˆ
∞∑
m=0
(Rgˆ)mRξ = ξ + F1B∆pˆiξ.
Clearly, |F1B∆pˆi(x, y)| ≤ C(logL)−3, so it remains to estimate ξ(y, z), uniformly in y
and z. Set N = N(L) = dlog logLe. For small δ, the summands of ξ with k ≥ N are
readily bounded by
sup
y∈VL
sup
z∈Zd
∞∑
k=N
|gˆ(1B∆)k1Sc∆φ(y, z)| ≤ C(logL)6
∞∑
k=N
δk(logL)−12L−d
≤ (logL)−10L−d.
Now we look at the summands with k < N . Since the coarse grained walk cannot bridge
a gap of length L/(logL)2 in less than N steps, we can drop the kernel 1B. Deﬁning
S ′ = ShL (3L/(logL)2), we thus have
gˆ(1B∆)
k1Sc∆φ = gˆ1S′∆
k1Sc∆φ+ gˆ1S′c∆
k1Sc∆φ.
The ﬁrst summand is bounded in the same way as Gˆg1S∆φ from (28). Further, we can
drop the kernel 1Sc in the second summand. Therefore, (27) follows if we show
sup
x∈VL
sup
z∈Zd
P
(∣∣∣∣∣
N∑
k=1
gˆ1S′c∆
kφ(x, z)
∣∣∣∣∣ ≥ 12(logL)−(9+1/5)L−d
)
≤ exp (−(logL)5/2) .
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For j ∈ Z, consider the interval Ij = (jNsL, (j + 1)NsL] ⊂ Z. We divide S ′c ∩ VL into
subsets Wj = (S
′c ∩ VL) ∩ (Ij1 × . . .× Ijd), where j = (j1, . . . , jd) ∈ Zd. Let J be the
set of those j for which Wj 6= ∅. Then we can ﬁnd a constant K depending only on the
dimension and a disjoint partition of J into sets J1, . . . , JK , such that for any 1 ≤ l ≤ K,
j, j′ ∈ Jl, j 6= j′ =⇒ d(Wj,Wj′) > NsL. (30)
For x ∈ VL, z ∈ Zd, we set
ξj = ξj(x, z) =
∑
y∈Wj
N∑
k=1
gˆ(x, y)∆kφ(y, z),
and further t = t(d, L) = (1/2)(logL)−(9+1/5)L−d. Assume that we can prove∣∣∣∣∣∑
j∈J
E [ξj]
∣∣∣∣∣ ≤ t2 . (31)
Then
P
(∣∣∣∣∣∑
j∈J
ξj
∣∣∣∣∣ ≥ t
)
≤ P
(∣∣∣∣∣∑
j∈J
ξj − E [ξj]
∣∣∣∣∣ ≥ t2
)
≤ K max
1≤l≤K
P
(∣∣∣∣∣∑
j∈Jl
ξj − E [ξj]
∣∣∣∣∣ ≥ t2K
)
.
Due to (30), the random variables ξj − E [ξj], j ∈ Jl, are independent and centered.
Hoeﬀding's inequality yields, with ||ξj||∞ = supω∈Ω |ξj(ω)|,
P
(∣∣∣∣∣∑
j∈Jl
ξj − E [ξj]
∣∣∣∣∣ ≥ t2K
)
≤ 2 exp
(
−cL
−2d(logL)−(18+2/5)∑
j∈Jl ||ξj||
2
∞
)
(32)
for some constant c > 0. In order to control the sup-norm of the ξj, we use the estimates
gˆ(x,Wj) ≤ CΓ(2)(x,Wj) ≤ CN
dsdL
s2L(sL + d(x,Wj))
d−2 = CN
d
(
1 +
d(x,Wj)
sL
)2−d
,
and, by Lemma 5.1 for y ∈ Wj,
∣∣∆kφ(y, z)∣∣ ≤ Cδk−1k(logL)−12L−d. Altogether we
arrive at
||ξj||∞ ≤ C
(
1 +
d(x,Wj)
sL
)2−d
Nd(logL)−12L−d,
uniformly in z. If we put the last display into (32), we get, using d ≥ 3 in the last line,
P
(∣∣∣∣∣∑
j∈Jl
ξj − E [ξj]
∣∣∣∣∣ ≥ t2K
)
≤ 2 exp
(
−c (logL)
6−2/5
N4
∑C(logL)3/N
r=1 r
−d+3
)
≤ 2 exp
(
−c(logL)
3−2/5
N3
)
.
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It follows that for L large enough, uniformly in x and z,
P
(∣∣∣∣∣∑
j∈J
ξj
∣∣∣∣∣ ≥ 12(logL)−(9+1/5)L−d
)
≤ exp (−(logL)5/2) .
It remains to prove (31). We have∣∣∣∣∣∑
j∈J
E [ξj]
∣∣∣∣∣ ≤ ∑
y∈S′c
gˆ(x, y)
∣∣∣∣∣∑
y′∈VL
E
[
N∑
k=1
∆kpˆi(y, y′)
]
φ(y′, z)
∣∣∣∣∣ .
Now (31) follows from the estimates gˆ(x, S ′c) ≤ C(logL)6 and
sup
y∈S′c
∣∣∣∣∣∑
y′∈VL
E
[
N∑
k=1
∆kpˆi(y, y′)
]
φ(y′, z)
∣∣∣∣∣ ≤ C(logL)−18L−d,
which in turn follows from Proposition 3.1 applied to ν(·) = E
[∑N
k=1 ∆
kpˆi(y, y + ·)
]
. 2
Remark 5.1. The reader should notice that for y ∈ S ′c, the signed measure ν fulﬁlls
the requirements (i) and (ii) of Proposition 3.1. Indeed, after N = dlog logLe steps away
from y, the coarse grained walks are still in the interior part of VL, where the coarse
graining radius did not start to shrink. Due to A1, we thus deduce that (i) and (ii) hold
true for the signed measure E[
∑N
k=1(1VL(Πˆ − pˆi))kpˆi(y, y + ·)]. Replacing Πˆ by Πˆg does
not destroy the symmetries of this measure, so that Proposition 3.1 can be applied to ν.
5.2 Estimates in the presence of bad points
In the following lemma, we estimate D∗L,ψ on environments with bad points. We work
with the modiﬁed kernels Π˘, Π˘g, p˘i from Section 4.4. Recall that the exit measures
under these kernels do not change, e.g. ΠgL = exVL(x, ·; Π˘gL,r). Again, we make the choice
r = rL for the coarse graining scheme.
Lemma 5.3. In the setting of Lemma 5.2, for i = 1, 2, 3, 4,
P
(
sup
x∈VL/5
||(ΠL − piL)pˆiψ(x, ·)||1 > (logL)−9+9(i−1)/4; OneBad(i)L
)
≤ exp (−(logL)7/3) .
Proof: By the triangle inequality,
||(Π− pi)pˆiψ(x, ·)||1 ≤ ||(Π− Πg)pˆiψ(x, ·)||1 + ||(Πg − pi)pˆiψ(x, ·)||1. (33)
The second summand on the right is estimated by Lemma 5.2. For the ﬁrst term we
have, with ∆ = 1VL(Π˘− Π˘g),
(Π− Πg)pˆiψ = G˘g1BL∆Πpˆiψ.
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Note that since we are on OneBadL, the set BL is contained in a small region. First
assume that BL ⊂ ShL(L/(logL)10). Then supx∈VL/5 G˘g(x,BL) ≤ C(logL)−10 by Corol-
lary 4.1, which bounds the ﬁrst summand of (33). Next assume ω bad on level 4 and
BL 6⊂ VL/2. Then supx∈VL/5 G˘g(x,BL) ≤ C(logL)−3 by the same corollary, which is good
enough for this case.
It remains to consider the cases ω bad on level at most 3 with BL 6⊂ ShL(L/(logL)10),
or ω bad on level 4 with BL ⊂ VL/2. We put φ = pipˆiψ and expand
(Π− Πg)pˆiψ =
(
G˘g1BL∆Π
)
pˆiψ =
∞∑
k=1
(
G˘g1BL∆
)k
Πgpˆiψ
=
∞∑
k=1
(
G˘g1BL∆
)k
φ+
∞∑
k=1
(
G˘g1BL∆
)k
(Πg − pi)pˆiψ
= F1 + F2.
By Corollary 4.1,
||F1(x, ·)||1 ≤
∞∑
k=0
||(G˘g1BL∆)k(x, ·)||1 sup
v∈VL
G˘g(v,BL) sup
w∈BL
||∆φ(w, ·)||1
≤ C sup
w∈BL
||∆φ(w, ·)||1.
Proceeding as in Lemma 5.1,
||∆φ(w, ·)||1 ≤ ||∆pˆi(w, ·)||1 sup
w′: |∆pˆi(w,w′)|>0
||φ(w′, ·)− φ(w, ·)||1.
If ω is not bad on level 4, we have on BL the equality ∆ = Πˆ−pˆi. Since BL∩ShL(2rL) = ∅,
this gives supw∈BL ||∆pˆi(w, ·)||1 ≤ C(logL)−9+9i/4 for every i = 1, 2, 3, 4. For the second
factor in the last display, Lemma 3.5 (iii) yields the bound C(logL)−3. We arrive at
||F1(x, ·)||1 ≤ C(logL)−12+9i/4. For F2, we obtain once more with Corollary 4.1,
||F2(x, ·)||1 ≤ C sup
y∈VL
||(Πg − pi)pˆiψ(y, ·)||1.
This term is again estimated by Lemma 5.2, and the lemma is proved. 2
6 Non-smoothed and locally smoothed exits
Here, we aim at bounding the total variation distance of the exit measures without
additional smoothing (Lemma 6.1), as well as in the case where a kernel of constant
smoothing radius s is added (Lemma 6.2). We use the transition kernels Π˘, Π˘g and p˘i.
Throughout this section, we work with constant parameter r. We always assume
L large enough such that r < rL. The right choice of r depends on the deviations δ
and η we are shooting for and will become clear from the proofs. In either case, we
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choose r ≥ r0, where r0 is the constant from Section 2.4. The value of r will then also
inﬂuence the choice of the perturbation ε0 in Lemma 6.1 and the smoothing radius l in
Lemma 6.2, respectively.
We recall the partition of bad points into the sets BL, BL,r, B∂L,r, B?L,r and the
classiﬁcation of environments into GoodL, OneBadL and BdBadL,r from Section 2.
The bounds for ManyBadL (Lemma 2.1) and for BdBadL,r (Lemma 2.2) ensure that
we may restrict ourselves to environments ω ∈ OneBadL ∩(BdBadL,r)c. For such envi-
ronments, we introduce two disjoint random sets Q1L,r(ω), Q
2
L,r(ω) ⊂ VL as follows:
• If BL(ω) ⊂ VL/2, set Q1L,r(ω) = BL(ω) and Q2L,r(ω) = B∂L,r(ω).
• If BL(ω) 6⊂ VL/2, set Q1L,r(ω) = ∅ and Q2L,r(ω) = B?L,r(ω).
Of course, on GoodL, we have Q
1
L,r(ω) = ∅ and Q2L,r(ω) = B∂L,r(ω).
Lemma 6.1. There exists δ0 > 0 such that if δ ∈ (0, δ0], there exist ε0 = ε0(δ) > 0
and L0 = L0(δ) > 0 with the following property: If ε ≤ ε0 and L1 ≥ L0, then A0(ε),
C1(δ, L1) imply that for L1 ≤ L ≤ L1(logL1)2,
P
(
sup
x∈VL/5
||ΠL − piL)(x, ·)||1 > δ
)
≤ exp
(
−9
5
(logL)2
)
.
Proof: We choose δ0 > 0 according to Remark 4.2 and take δ ∈ (0, δ0]. The right choice
of ε0 and L0 will be clear from the course of the proof. From Lemmata 2.1 and 2.2 we
learn that if we take L1 large enough and L with L1 ≤ L ≤ L1(logL1)2, then under
C1(δ, L1)
P (ManyBadL ∪BdBadL,r) ≤ exp
(
−9
5
(logL)2
)
.
Therefore, the claim follows if we show that on OneBadL ∩(BdBadL,r)c, we have for all
suﬃciently small ε and all large L, x ∈ VL/5,
||(Π− pi)(x, ·)||1 ≤ δ.
Let ω ∈ OneBadL ∩(BdBadL,r)c. We use the partition of B?L,r into the sets Q1, Q2
described above. With ∆ = 1VL(Π˘− Π˘g), we have inside VL
Π = G˘g1Q1∆Π + G˘
g1Q2∆Π + Π
g.
By replacing successively Π in the ﬁrst summand on the right-hand side, we arrive at
Π =
∞∑
k=0
(
G˘g1Q1∆
)k
Πg +
∞∑
k=0
(
G˘g1Q1∆
)k
G˘g1Q2∆Π.
Since with ∆′ = 1VL(Π˘
g − p˘i), Πg = pi + G˘g∆′pi, we obtain
Π− pi
=
∞∑
k=1
(
G˘g1Q1∆
)k
pi +
∞∑
k=0
(
G˘g1Q1∆
)k
G˘g1Q2∆Π +
∞∑
k=0
(
G˘g1Q1∆
)k
G˘g∆′pi
= F1 + F2 + F3. (34)
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We will now prove that each of the three parts F1, F2, F3 is bounded by δ/3. If Q
1 6= ∅,
then Q1 = BL ⊂ VL/2 and Q2 = B∂L,r. Using Corollary 4.1 in the second and Lemma 3.1
(ii) in the third inequality,
||F1(x, ·)||1 ≤
∞∑
k=0
||(G˘g1BL∆)k(x, ·)||1 sup
y∈VL
G˘g(y,BL) sup
z∈BL
||∆pi(z, ·)||1
≤ C sup
z∈VL/2
||∆pi(z, ·)||1 ≤ C(logL)−3 ≤ C(logL0)−3 ≤ δ/3 (35)
for L0 = L0(δ) large enough, L ≥ L0. Regarding F2, we have in the case Q1 6= ∅ by
Corollary 4.1 (ii)
||F2(x, ·)||1 ≤ C sup
y∈V2L/3
G˘g(y,B∂L,r) ≤ C(log r)−1/2.
On the other hand, if Q1 = ∅, then BL is outside VL/3, so that by Corollary 4.1 (i), (ii)
||F2(x, ·)||1 ≤ 2G˘g(x,B∂L,r ∪ BL) ≤ C
(
(logL)−3 + (log r)−1/2
)
.
Altogether, for all L ≥ L0, by choosing r = r(δ) and L0 = L0(δ, r) large enough,
||F2(x, ·)||1 ≤ C
(
(logL0)
−3 + (log r)−1/2
) ≤ δ/3. (36)
It remains to handle F3. Once again with Corollary 4.1 (iii) for some C3 > 0,
||F3(x, ·)||1 ≤ C3 sup
y∈V2L/3
∣∣∣∣∣∣G˘g∆′pi(y, ·)∣∣∣∣∣∣
1
.
We have by deﬁnition of ∆′,
G˘g∆′pi = G˘g1VL\B?L,r∆
′pi + G˘g1BL∆
′pi, (37)
and ∆′ vanishes on BL except for the case ω bad on level 4 with BL ⊂ VL/2. In this case,
we use Corollary 4.1 (i) and Lemma 3.1 (ii) to obtain
||G˘g1BL∆′pi(y, ·)||1 ≤ C(logL)−3 ≤ C−13 δ/12 (38)
for L0 large enough, L ≥ L0. Concerning the ﬁrst term of (37), we note that on VL\B?L,r,
∆′pi = (Πˆ − pˆi)pˆipi. Therefore, if z ∈ VL\
(B?L,r ∪ ShL(2rL)), we obtain ||∆′pi(z, ·)||1 ≤
C(logL)−9. Since G˘g(y, VL) ≤ C(logL)6, it follows that
sup
y∈V2L/3
∣∣∣∣∣∣G˘g1VL\(B?L,r∪ShL(2rL))∆′pi(y, ·)∣∣∣∣∣∣1 ≤ C(logL)−3 ≤ C−13 δ/12 (39)
for L large. Recall the deﬁnition of the layers Λj from Section 2.4. For z ∈ Λj\B?L,r,
1 ≤ j ≤ J1, we have ||∆′pi(z, ·)||1 ≤ C(log r + j)−9. By Lemma 4.3 (iii), G˘g(y,Λj) ≤ C
for some constant C, independent of r and j. Therefore,
sup
y∈V2L/3
∣∣∣∣∣∣G˘g1⋃J1
j=1 Λj\B?L,r
∆′pi(y, ·)
∣∣∣∣∣∣
1
≤ C(log r)−8 ≤ C−13 δ/12, (40)
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if r is chosen large enough. Finally, for the ﬁrst layer Λ0, there is a constant C0 satisfying
sup
y∈V2L/3
∣∣∣∣∣∣G˘g1Λ0\B?L,r∆′pi(y, ·)∣∣∣∣∣∣1 ≤ C0 supz∈Λ0 ||∆′(z, ·)||1.
Now we take ε0 = ε0(δ, r) small enough such that for ε ≤ ε0, supz∈Λ0 ||∆′(z, ·)||1 ≤
C−10 C
−1
3 δ/12. We have shown that ||F3(x, ·)||1 ≤ δ/3, and the lemma is proven. 2
Remark 6.1. As the proof shows, we do not have to assume C1(δ, L1) for the desired
deviation δ. We could instead assume C1(δ′, L1) for some 0 < δ′ ≤ δ0. However, L1 has
to be larger than L0, which depends on δ. This observation will be useful in the next
lemma.
Lemma 6.2. There exists δ0 > 0 with the following property: For each η > 0, there
exist a smoothing radius l0 = l0(η) and L0 = L0(η) such that if L1 ≥ L0, l ≥ l0 and
C1(δ, L1) holds for some δ ∈ (0, δ0], then for L1 ≤ L ≤ L1(logL1)2 and ψ ≡ l,
P
(
sup
x∈VL/5
||(ΠL − piL)pˆiψ(x, ·)||1 > η
)
≤ exp
(
−9
5
(logL)2
)
.
Proof: The proof is based on a modiﬁcation of the computations in the foregoing lemma.
Let δ0 be as in Lemma 6.1. We ﬁx an arbitrary 0 < δ ≤ δ0 and assume C1(δ, L1) for
some L1 ≥ L0, where L0 = L0(η) will be chosen later. In the following, good and bad
is always to be understood with respect to δ. Again, for L1 ≤ L ≤ L1(logL1)2,
P (ManyBadL ∪BdBadL,r) ≤ exp
(
−9
5
(logL)2
)
.
For ω ∈ OneBadL ∩(BdBadL,r)c, we use the splitting (34) of Π − pi into the parts
F1, F2, F3. For the summands F1 and F2, we do not need the additional smoothing by
pˆiψ, since by (35)
||F1(x, ·)||1 ≤ C(logL)−3 ≤ η/3,
and by (36)
||F2(x, ·)||1 ≤ C
(
(logL)−3 + (log r)−1/2
) ≤ η/3,
if L ≥ L0 and r, L0 are chosen large enough, depending on d and η. We turn to F3.
With (38), (39) and (40) we have (recall that ∆′ = 1VL(Π˘
g − p˘i))
||F3pˆis(x, ·)||1 ≤ C
(
sup
y∈V2L/3
∣∣∣∣∣∣G˘g1VL\Λ0∆′pi(y, ·)∣∣∣∣∣∣
1
+ sup
z∈Λ0
||∆′pipˆiψ(z, ·)||1
)
≤ C
(
(logL)−3 + (log r)−8 + sup
z∈Λ0
||∆′pipˆiψ(z, ·)||1
)
≤ η/6 + C1 sup
z∈Λ0
||∆′pipˆiψ(z, ·)||1, (41)
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if L ≥ L0 and r, L0 are suﬃciently large. Regarding the second summand of (41), set
m = 3r and deﬁne for K ∈ N
ϑK(z) = min {n ∈ N : |Xzn − z| > Km} ∈ [0,∞],
where Xzn denotes simple random walk with start in z. By the invariance principle for
simple random walk, we can choose K so large such that
max
z∈VL: dL(z)≤m
Pz (ϑK(z) ≤ τL) ≤ η
24C1
uniformly in L ≥ L0, where C1 is the constant from (41). If z ∈ Λ0, z′ ∈ VL ∪ ∂VL with
∆′(z, z′) 6= 0, we have dL(z′) ≤ m and |z− z′| ≤ m. Thus, using Lemma 10.2 (iii) of the
appendix with ψ ≡ l,
C1 sup
z∈Λ0
||∆′pipˆiψ(z, ·)||1
≤ C1 sup
z∈Λ0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∑
z′∈VL∪∂VL:
∆′(z,z′) 6=0
∆′(z, z′)
 ∑
w∈∂VL:
|z′−w|>Km
pi(z′, w) +
∑
w∈∂VL:
|z′−w|≤Km
pi(z′, w)
 (pˆiψ(w, ·)− pˆiψ(z, ·))
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
1
≤ η
6
+ C(K + 1)m
log l
l
≤ η/3,
if we choose l = l(η, r) large enough. This proves the lemma. 2
7 Proofs of the main results on exit laws
Proof of Proposition 1.1: We take δ0 small enough and, for δ ≤ δ0, we choose
L0 = L0(δ) large enough according to Remark 4.2 and the statements of Sections 5, 6.
(ii) is a consequence of Lemma 6.2, so we have to prove (i). Let L1 ≥ L0, and assume
that C1(δ, L1) holds. Then, for i = 1, 2, 3 and L1 ≤ L ≤ L1(logL1)2, ψ ∈ ML, using
Lemma 2.1,
bi(L, ψ, δ) ≤ P
(
D∗L,ψ > (logL)
−9+9(i−1)/4)
≤ P (ManyBadL) + P
(
D∗L,ψ > (logL)
−9+9(i−1)/4; OneBadL
)
≤ exp
(
−19
10
(logL)2
)
+ P
(
D∗L,ψ > (logL)
−9+9(i−1)/4; OneBadL
)
.
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For the last summand, we have by Lemmata 5.2, 5.3, under C1(δ, L1),
P
(
D∗L,ψ > (logL)
−9+9(i−1)/4; OneBadL
)
≤ P (D∗L,ψ > (logL)−9; GoodL)+ 4∑
j=1
P
(
D∗L,ψ > (logL)
−9+9(i−1)/4; OneBad(j)L
)
≤ exp (−(logL)7/3)+ i∑
j=1
P
(
D∗L,ψ > (logL)
−9+9(i−1)/4; OneBad(j)L
)
+
4∑
j=i+1
P
(
OneBad
(j)
L
)
≤ 4 exp (−(logL)7/3)+ CLdsdL exp (− ((3 + i+ 1)/4) (log(rL/20))2) .
Therefore, by enlarging L if necessary,
P
(
D∗L,ψ > (logL)
−9+9(i−1)/4; OneBadL
) ≤ 1
8
exp
(− ((3 + i)/4) (logL)2) ,
and
bi(L, ψ, δ) ≤ 1
4
exp
(− ((3 + i)/4) (logL)2) .
For the case i = 4, notice that
b4(L, ψ, δ) ≤ P
(
D∗L,ψ > (logL)
−9/4)+ P (D∗L > δ) .
The ﬁrst summand can be estimated as the corresponding terms in the case i = 1, 2, 3,
while for the last term we use Lemma 6.1. 2
As Theorem 1.1 now follows immediately, we turn to the proof of the local estimates.
Here, the results from Section 4 play again a key role.
Proof of Theorem 1.2: As usual, we mostly drop L as index, so always pi = piL,
Πˆ = ΠˆL and so on. For the whole proof, we let r = rL. Choose δ0 and L0 as in
Proposition 1.1. Recall the deﬁnition of GoodL from Section 2. By Proposition 1.1, we
ﬁnd δ, ε > 0 and L0 > 0 such that under A0(ε) and A1, condition C1(δ, L) holds true
for all L ≥ L0. We put AL = GoodL and note that similar to Lemma 2.1, if L ≥ L0,
P(AcL) ≤ exp
(−(1/2)(logL)2) .
For the rest of the proof, take ω ∈ AL. On such environments, Gˆ equals Gˆg by our choice
r = rL. Now let us prove part (i). Observe that Wt can be covered by K|Wt|r−(d−1)
many neighborhoods V3r(y), y ∈ ShL(r), as deﬁned in Section 4.2, where K depends on
the dimension only. In particular, Γ(x,Wt) ≤ C(t/L)d−1. Applying Lemma 4.1 (ii), we
deduce that
ΠL(x,Wt) = Gˆ
g(x,Wt) ≤ C(t/L)d−1.
From Lemma 3.1 (i) we know that if x ∈ VηL, then for some constant c = c(d, η),
pi(x, z) ≥ cL−(d−1).
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Figure 5: On the proof of Theorem 1.2 (ii). There,
t ≥ L/(logL)6 > l = L/(logL)17/2. If the walk exits
VL through ∂VL\Wt+6l, it cannot enter Ul(Wt) in one
step with pˆil.
Together with the preceding equation, this shows (i).
(ii) Set l = (logL)13/2r and consider the smoothing kernel pˆiψ with ψ ≡ l ∈Ml. Let
Ul(Wt) = {y ∈ Zd : d(y,Wt) ≤ 2l}.
We claim that
Π(x,Wt)− pi(x,Wt+6l) ≤ (Π− pi) pˆiψ(x, Ul(Wt)), (42)
pi(x,Wt−6l)− Π(x,Wt) ≤ (pi − Π) pˆiψ(x, Ul(Wt−6l)). (43)
Concerning the ﬁrst inequality,
Πpˆiψ(x, Ul(Wt)) ≥
∑
y∈Wt
Π(x, y)pˆiψ(y, Ul(Wt)) = Π(x,Wt),
since pˆiψ(y, Ul(Wt)) = 1 for y ∈ Wt. Also,
pipˆiψ(x, Ul(Wt)) =
∑
y∈Wt+6l
pi(x, y)pˆiψ(y, Ul(Wt)) ≤ pi(x,Wt+6l),
since pˆiψ(y, Ul(Wt)) = 0 for y ∈ ∂VL\Wt+6l. This proves (42), while (43) is entirely
similar. In the remainder of this proof, we often write |F |(x, y) for |F (x, y)|. If we show
|(pi − Π) pˆiψ| (x, Ul(Wt)) ≤ O
(
(logL)−5/2
)
pi(x,Wt), (44)
then by (42),
Π(x,Wt) ≤ pi(x,Wt+6l) +O((logL)−5/2)pi(x,Wt)
= pi(x,Wt) + pi(x,Wt+6l\Wt) +O((logL)−5/2)pi(x,Wt)
= pi(x,Wt)
(
1 +O
(
max{l/t, (logL)−5/2}))
= pi(x,Wt)
(
1 +O((logL)−5/2)
)
.
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On the other hand, by (43) and still assuming (44),
Π(x,Wt) ≥ pi(x,Wt−6l)−O((logL)−5/2)pi(x,Wt) = pi(x,Wt)
(
1−O((logL)−5/2)) ,
so that indeed
Π(x,Wt) = pi(x,Wt)
(
1 +O
(
(logL)−5/2
))
,
provided we prove (44). In that direction, set B = VL\ ShL(5r) and write, with ∆ =
1VL(Πˆ
g − pˆi),
(pi − Π)pˆiψ = Gˆg∆pipˆiψ = Gˆg1B∆pipˆiψ + Gˆg1ShL(5r)∆pipˆiψ. (45)
Looking at the ﬁrst summand we have
|Gˆg1B∆pipˆiψ|(x, Ul(Wt)) ≤ (Gˆg1B|∆pˆi|pi)(x,Wt+6l).
Following the proof of Proposition 4.4 (ii), we deduce
Gˆg1B|∆pˆi|Γ(x, z) ≤ C(logL)−5/2Γ(x, z).
Together with pi  CΓ and pi(x, z) ≥ c(d, η)L−(d−1) this yields the bound
Gˆg1B|∆pˆi|pi(x,Wt+6l) ≤ C(logL)−5/2Γ(x,Wt) ≤ C(logL)−5/2pi(x,Wt).
To obtain (44), it remains to handle the second summand of (45), i.e. we have to bound
|Gˆg1ShL(5r)∆pipˆiψ|(x, Ul(Wt)).
We abbreviate S = ShL(5r) and split into
Gˆg1S∆pipˆiψ(x, Ul(Wt))
=
∑
y∈S
Gˆg(x, y)
∑
z∈∂VL
∆pi(y, z)(pˆiψ(z, Ul(Wt))− pˆiψ(y, Ul(Wt)))
=
∑
y∈S
Gˆg(x, y)
∑
z∈Wt+6l
∆pi(y, z)(pˆiψ(z, Ul(Wt))− pˆiψ(y, Ul(Wt)))
−
∑
y∈S
Gˆg(x, y)
∑
z∈∂VL\Wt+6l
∆pi(y, z)pˆiψ(y, Ul(Wt)).
First note that since pˆiψ(y, z
′) = 0 if |y − z′| > 2l,∣∣∣∣∣∣
∑
y∈S
Gˆg(x, y)
∑
z∈∂VL\Wt+6l
∆pi(y, z)pˆiψ(y, Ul(Wt))
∣∣∣∣∣∣
≤ (Gˆg1U2l(Wt)∩S|∆pi|)(x, ∂VL\Wt+6l).
For y ∈ U2l(Wt) ∩ S, we apply Lemma 3.2 (iii) together with Lemma 3.4 and obtain
|∆pi|(y, ∂VL\Wt+6l) ≤ sup
y′: d(y′,U2l(Wt)∩S)≤r
pi(y′, ∂VL\Wt+6l) ≤ C r
l
≤ C(logL)−13/2.
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Since Gˆg  Γ and pi(x, z) ≥ cL−d−1, Gˆg(x, U2l(Wt) ∩ S) ≤ Cpi(x,Wt), and thus
(Gˆg1U2l(Wt)∩S|∆pi|)(x, ∂VL\Wt+6l) ≤ C(logL)−13/2pi(x,Wt).
It remains to bound∣∣∣∣∣∣
∑
y∈S
Gˆg(x, y)
∑
z∈Wt+6l
∆pi(y, z)(pˆiψ(z, Ul(Wt))− pˆiψ(y, Ul(Wt)))
∣∣∣∣∣∣ .
Set D1(y) = {z ∈ Wt+6l : |z − y| ≤ l(log l)−4}. If D1(y) 6= ∅, then d(y,Wt) ≤ 7l. Using
Lemma 10.2 (iii) for the diﬀerence of the smoothing steps and the usual estimate for Gˆg,∑
y∈S
Gˆg(x, y)
∑
z∈D1(y)
|∆pi(y, z)||pˆiψ(z, Ul(Wt))− pˆiψ(y, Ul(Wt))|
≤ C t
d−1
Ld−1
(log l)−3 ≤ C(logL)−5/2pi(x,Wt).
The region Wt+6l\D1(y) we split into B0(y) = {z ∈ Wt+6l : |z − y| ∈ (l(log l)−4, t]}, and
Bi(y) = {z ∈ Wt+6l : |z − y| ∈ (it, (i+ 1)t]}, i = 1, 2, . . . , b2L/tc.
Furthermore, let
Si = {y ∈ S : Bi(y) 6= ∅}, i = 0, 1, . . . , b2L/tc.
Then
∑
y∈S
Gˆg(x, y)
∑
z∈Wt+6l\D1(y)
|∆pi(y, z)| ≤ C
b2L/tc∑
i=0
Gˆg(x, Si) sup
y∈Si
|∆pi|(y,Bi(y)).
If i ≥ 1 and y ∈ Si, then by Lemma 3.2 (iii)
|∆pi|(y,Bi(y)) ≤ sup
y′:|y′−y|≤r
pi(y′, Bi(y)) ≤ C rt
d−1
(it)d
≤ C r
idt
,
while in the case i = 0, using the same lemma and additionally Lemma 3.4,
sup
y′:|y′−y|≤r
pi(y′, Bi(y)) ≤ C r
∑
z∈∂VL
1
((1/2)l (log l)−4 + |y − z|)d
≤ C r(log l)
4
l
≤ C(logL)−5/2.
For the Green's function, we use the estimates
Gˆg(x, S0) ≤ C t
d−1
Ld−1
, Gˆg(x,∪i≥(1/10)L/tSi) ≤ C,
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while for i = 1, 2, . . . , b(1/10)L/tc, it holds that |Si| ≤ Cr(it)d−2t, whence
Gˆg(x, Si) ≤ C i
d−2td−1
Ld−1
.
Altogether, we obtain
b2L/tc∑
i=0
Gˆg(x, Si) sup
y∈Si
|∆pi|(y,Bi(y))
≤ C
(logL)−5/2 td−1
Ld−1
+
r
t
td−1
Ld−1
b(1/10)L/tc∑
i=1
1
i2
+ td−1
Ld−1
r
L

≤ C(logL)−5/2 t
d−1
Ld−1
.
This ﬁnishes the proof of part (ii). 2
Let us ﬁnally show how to obtain transience of the RWRE.
Proof of Corollary 1.1: Fix numbers ρ ≥ 3, α ∈ (0, (4ρ)−1) to be speciﬁed below.
With these parameters and n ≥ 1, we set
qn,α,ρ = pˆiψ,
where ψ = (mx)x∈Zd is chosen constant in x, namely mx = αρ
n. Deﬁne
An =
⋂
|x|≤ρn3/2
⋂
t∈[αρn,2αρn]
{
Dt,ψ(x) ≤ (log t)−9
}
.
By Proposition 1.1 (i), there exists ε0 > 0 such that given ε ∈ (0, ε0], A0(ε) implies that
for n large enough, we have
P (Acn) ≤ Cαdρ(d+1)n
3/2
exp
(− (log (αρn))2) .
Therefore, for any choice of α, ρ it holds that
∞∑
n=1
P (Acn) <∞,
whence by Borel-Cantelli
P
(
lim inf
n→∞
An
)
= 1. (46)
We denote the coarse grained RWRE transition kernel by
Qn,α,ρ(x, ·) = 1
αρn
∫
R+
ϕ
(
t
αρn
)
ΠVt(x)(x, ·)dt.
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If n is large enough and |x| ≤ ρn3/2 , we have on An
||(Qn,α,ρ − qn,α,ρ) qn,α,ρ(x, ·)||1 ≤ (log(αρn))−9 ≤ C(α, ρ)n−9.
Now assume |x| ≤ ρn+1. For N ﬁxed, n large and ω ∈ An, it follows that for 1 ≤M ≤ N∣∣∣∣∣∣((Qn,α,ρ)M − (qn,α,ρ)M) qn,α,ρ(x, ·)∣∣∣∣∣∣
1
≤ C(α, ρ)Mn−9. (47)
For ﬁxed ω, let (ξk)k≥0 be the Markov chain running with transition kernel Qn,α,ρ.
Clearly, (ξk)k≥0 can be obtained by observing the basic RWRE (Xk)k≥0 at randomized
stopping times. Then
Px,ω (ξN−1 ∈ Vρn+1+2αρn)
≤ (Qn,α,ρ)N−1 qn,α,ρ (x, Vρn+1+4αρn)
≤
∣∣∣∣∣∣((Qn,α,ρ)N−1 − (qn,α,ρ)N−1) qn,α,ρ(x, ·)∣∣∣∣∣∣
1
+ (qn,α,ρ)
N (x, V2ρn+1).
Using Proposition 4.1, we can ﬁnd N = N(α, ρ) ∈ N, depending not on n, such that
for any x with |x| ≤ ρn + 1, it holds that (qn,α,ρ)N(x, V2ρn+1) ≤ 1/10. With (47), we
conclude that for such x, n ≥ n0(α, ρ,N) large enough and ω ∈ An,
Px,ω (ξN−1 ∈ Vρn+1+2αρn) ≤ C(α, ρ)Nn−9 + 1/10 ≤ 1/5. (48)
On the other hand, if x is outside Vρn−1+2αρn ,
Px,ω (ξM ∈ Vρn−1+2αρn for some 0 ≤M ≤ N − 1)
≤
N−1∑
M=1
(Qn,α,ρ)
M qn,α,ρ (x, Vρn−1+4αρn)
≤
N−1∑
M=1
∣∣∣∣∣∣((Qn,α,ρ)M − (qn,α,ρ)M) qn,α,ρ(x, ·)∣∣∣∣∣∣
1
+
N∑
k=2
(qn,α,ρ)
k (x, V2ρn−1).
If ρn − 1 ≤ |x|, then (qn,α,ρ)k (x, V2ρn−1) = 0 as long as k ≤ (1 − 3/ρ)/(2α). By ﬁrst
choosing ρ large enough, then α small enough and estimating the higher summands
again with Proposition 4.1, we deduce that for such x and all large n,
∞∑
k=1
(qn,α,ρ)
k (x, V2ρn−1) ≤ 1/10.
Together with (47), we have for large n, ω ∈ An and ρn − 1 ≤ |x| ≤ ρn + 1,
Px,ω (ξM ∈ Vρn−1+2αρn for some 0 ≤M ≤ N − 1) ≤ C(α, ρ)N2n−9 + 1/10 ≤ 1/5. (49)
Let B be the event that the walk (ξk)k≥0 leaves Vρn+1+2αρn before reaching Vρn−1+2αρn .
From (48) and (49) we deduce that Px,ω (B) ≥ 3/5, provided n is large enough, ω ∈ An
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Figure 6: On a set of environments with mass 1, the
RWRE started at any x with |x| ≥ ρn − 1 leaves
the ball Vρn+1 before hitting Vρn−1 with probability at
least 3/5. This implies transience of the RWRE.
and ρn−1 ≤ |x| ≤ ρn + 1. But on B, the underlying basic RWRE (Xk)k≥0 clearly leaves
Vρn+1 before reaching Vρn−1 . Hence if ω ∈ {lim inf An}, there exists m0 = m0(ω) ∈ N
such that
Px,ω
(
τVρn+1 < TVρn−1
)
≥ 3/5
for all n ≥ m0, x with |x| ≥ ρn − 1 (of course, we may now drop the constraint
|x| ≤ ρn + 1). From this property, transience easily follows. Indeed, for m,M, k ∈ N
satisfying M > m ≥ m0 and 0 ≤ k ≤M + 1−m, set
hM(k) = sup
x:|x|≥ρm+k−1
Px,ω
(
TVρm < τVρM
)
.
Then hM solves the diﬀerence inequality
hM(k) ≤ 2
5
hM(k − 1) + 3
5
hM(k + 1)
with boundary conditions hM(0) = 1, hM(M + 1−m) = 0. Further, by either applying
a discrete maximum principle or by a direct computation, we see that hM ≤ hM , where
hM is the solution of the diﬀerence equality
hM(k) =
2
5
hM(k − 1) + 3
5
hM(k + 1) (50)
with boundary conditions hM(0) = 1, hM(M + 1−m) = 0. Solving (50), we get
hM(k) =
1
1− (3/2)M+1−m +
1
1− (2/3)M+1−m
(
2
3
)k
.
Letting M →∞, we deduce that for |x| ≥ ρm+k,
Px,ω
(
TVρm <∞
) ≤ lim
M→∞
hM(k) =
(
2
3
)k
. (51)
Together with (46), this proves that for almost all ω ∈ Ω, the random walk is transient
under P·,ω. 2
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8 Mean sojourn times in the ball
Using the results about the variational diﬀerence of the exit measures and the estimates
of Section 4, we provide in this section the basis for the proof of Proposition 1.2, which
then leads to Theorem 1.3. Recall that we work under Assumption A2.
8.1 Preliminaries
Given three real numbers a ≤ b and R, we write [a, b] · R for the interval [aR, bR].
Recall the deﬁnition of hL and the corresponding coarse graining scheme on VL from
Section 2.1. In this part, we take a closer look at movements in balls Vt(x) inside VL,
where t > 0 is large. As in Section 2.1, we let
st =
t
(log t)3
and rt =
t
(log t)15
.
We transfer the coarse graining schemes on VL in the obvious way to Vt(x). We write
Πˆxt for the transition probabilities in Vt(x) belonging to ((h
x
t (y))y∈Vt(x), pω), where h
x
t (·)
stands for ht,rt(·−x), which is deﬁned in (6). The kernel pˆixt is deﬁned similarly, with pω
replaced by pRW.
For the corresponding Green's functions we use the expressions Gˆxt and gˆ
x
t . If we do
not keep x as an index, we always mean x = 0 as before. Notice that for y, z ∈ Vt(x),
we have pˆixt (y, z) = pˆit(y − x, z − x) and gˆxt (y, z) = gˆt(y − x, z − x). Plainly, this is in
general not true for Πˆxt and Gˆ
x
t .
We will readily use the fact that for simple random walk starting in y ∈ VL(x)
(cf. [24], Proposition 6.2.6),
L2 − |y|2 ≤ Ey
[
τVL(x)
] ≤ (L+ 1)2 − |y|2. (52)
Deﬁne the coarse grained RWRE sojourn times
ΛL(x) = 1VL(x)
1
hL(x)
∫
R+
ϕ
(
t
hL(x)
)
Ex,ω
[
τVt(x)∩VL
]
dt,
and the analog for simple random walk,
λL(x) = 1VL(x)
1
hL(x)
∫
R+
ϕ
(
t
hL(x)
)
Ex
[
τVt(x)∩VL
]
dt.
We will also consider the corresponding quantities Λxt , λ
x
t for balls Vt(x). For example,
Λxt (y) = 1Vt(x)(y)
1
hxt (y)
∫
R+
ϕ
(
s
hxt (y)
)
Ey,ω
[
τVs(y)∩Vt(x)
]
ds.
We often let kernels operate on mean sojourn times from the left. As an example,
GˆL,rΛL(x) =
∑
y∈VL
GˆL,r(x, y)ΛL(y).
The basis for our inductive scheme is established by
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Lemma 8.1. For environments ω ∈ Pε, x ∈ Zd,
Ex,ω [τL] = GˆL,rΛL(x).
In particular,
Ex [τL] = gˆL,rλL(x).
Proof: We take a probability space (Ξ,A,Q) carrying independently for each x ∈ VL
a family of independent real-valued random variables (ξ
(n)
x )n∈N, distributed according
to 1
hL(x)
ϕ
(
t
hL(x)
)
dt. For the sake of convenience set ξ
(n)
x = 1 for all x ∈ Zd\VL and
all n ∈ N. Deﬁne the ﬁltration Gn = σ
(
X0, . . . , Xn, ξ
(0)
X0
, . . . , ξ
(n−1)
Xn−1
)
. Here, Xn is the
projection on the nth component of the ﬁrst factor of
(
Zd
)N × Ξ. Then (Xn,Gn) is a
Markov chain on
((
Zd
)N × Ξ,G ⊗ A,Px,ω⊗Q) with transition kernel pω and starting
point x. With T0 = 0, and iteratively
Tn+1 = inf
{
m > Tn : Xm /∈ Vξ(Tn)XTn
(XTn)
}
∧ τL,
one shows by induction that Tn is a stopping time with respect to Gk. Moreover, in VL,
the coarse grained chain running with transition kernel Πˆ(ω) can be obtained from Xn
by looking at times Tn, that is by considering (XTn)n≥0. Denote by E˜x,ω the expectation
with respect to P˜x,ω = Px,ω⊗Q. Then, using the strong Markov property in the next to
last equality,
Ex,ω [τL] =
∑
z∈VL
Ex,ω
[ ∞∑
n=0
1{z}(Xn)1{n<τL}
]
=
∑
z∈VL
E˜x,ω
[ ∞∑
n=0
1{z}(Xn)1{n<τL}
]
=
∑
z∈VL
E˜x,ω
[ ∞∑
n=0
Tn+1−1∑
k=Tn
1{z}(Xk)
]
=
∑
z∈VL
E˜x,ω
[ ∞∑
n=0
(∑
y∈VL
1{y} (XTn)
)
Tn+1−1∑
k=Tn
1{z}(Xk)
]
=
∑
y∈VL
∞∑
n=0
E˜x,ω
[
1{y} (XTn) E˜x,ω
[∑
z∈VL
Tn+1−1∑
k=Tn
1{z} (Xk)
∣∣ GTn
]]
=
∑
y∈VL
∞∑
n=0
E˜x,ω
[
1{y} (XTn)
]
ΛL(y) = GˆL,rΛL(x).
2
Note that the proof of the statement does not depend on the particular form of the
coarse graining scheme.
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8.2 Good and bad points
As in our study of exit laws, we introduce the terminology of good and bad points, but
now with respect to both space and time. It turns out that we need simultaneous control
over two levels, which is reﬂected in a stronger notion of goodness.
Space-good and space-bad points
We say that x ∈ VL is space-good, if
• x ∈ VL\BL, that is x is good in the sense of Section 2.2.
• If dL(x) > 2sL, then additionally for all t ∈ [hL(x), 2hL(x)] and for all y ∈ Vt(x),
 For all t′ ∈ [hxt (y), 2hxt (y)], ||(ΠVt′ (y) − piVt′ (y))(y, ·)||1 ≤ δ.
 If t− |y − x| > 2rt, then additionally∣∣∣∣∣∣(Πˆxt − pˆixt )pˆixt (y, ·)∣∣∣∣∣∣
1
≤ (log hxt (y))−9.
A point x ∈ VL which is not space-good is called space-bad. The set of all space-bad
points inside VL is denoted by BspL . We classify the environments into GoodspL = {BspL = ∅}
and BadspL = {BspL 6= ∅}. Notice that BL ⊂ BspL and GoodspL ⊂ GoodL. As an immediate
consequence of the deﬁnition,
Lemma 8.2. There exists C > 0 such that if δ > 0 is small, then on GoodspL ,
(i) GˆL,rL  CΓL,rL.
(ii) If x ∈ VL with dL(x) > 2sL, then for all t ∈ [hL(x), 2hL(x)],
Gˆxt  CΓt,rt(· − x, · − x).
Proof: (i) Since GoodspL ⊂ GoodL, we have Gˆ = Gˆg on GoodspL , and Lemma 4.1 can be
applied.
(ii) Take x and t as in the statement. On GoodspL , the kernel Gˆ
x
t coincides with its
goodiﬁed version, since within Vt(x), there are no bad points. The claim now follows
again from Lemma 4.1. 2
Lemma 8.3. If L1 is large enough, then C1(δ, L1) implies that for L1 ≤ L ≤ L1(logL1)2,
P(BadspL ) ≤ exp
(−(2/3)(logL)2) .
Proof: One can proceed as in the proof of Lemma 2.1. We omit the details. 2
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Time-good and time-bad points
We will also judge points inside VL according to their inﬂuence on the time the RWRE
spends in the ball. Remember the deﬁnitions of fη and condition C2(η, L1) from Sec-
tion 1.3. We ﬁx 0 < η < 1. For points in the bulk, we again shall control two levels. We
say that a point x ∈ VL is time-good if the following holds:
• For all x ∈ VL, t ∈ [hL(x), 2hL(x)],
Ex,ω
[
τVt(x)
] ∈ [1− fη(sL), 1 + fη(sL)] · Ex [τVt(x)]
• If dL(x) > 2sL, then additionally for all t ∈ [hL(x), 2hL(x)], y ∈ Vt(x) and for all
t′ ∈ [hxt (y), 2hxt (y)],
Ey,ω
[
τVt′ (y)
] ∈ [1− fη(st), 1 + fη(st)] · Ey [τVt′ (y)] .
A point x ∈ VL which is not time-good is called time-bad. We denote by BtmL = BtmL (ω)
the set of all time-bad points inside VL. Recall the deﬁnition DL from Section 2. We let
OneBadtmL = {BtmL ⊂ D for some D ∈ DL}, ManyBadtmL = (OneBadtmL )c, and GoodtmL =
{BtmL = ∅} ⊂ OneBadtmL .
Important remark
The second point in the deﬁnition of time-good provides control over coarse grained
mean times on the preceding level, which will be crucial for the proof of Lemma 8.6. Let
us look at the ﬁrst point. If x ∈ VL is time-good and dL(x) > rL, then by deﬁnition of
the coarse-graining,
ΛL(x) ∈ [1− fη(sL), 1 + fη(sL)] · λL(x).
If x ∈ VL is time-good and dL(x) ≤ rL, then at least
ΛL(x) ≤ (1 + fη(sL)) Ex
[
τVrL (x)
]
.
Due to (52), this implies
ΛL(x) ≤ C(logL)−6L2 for all time-good x ∈ VL.
However, time-bad points could possibly be very bad and give rise to a sojourn time
which is visible on many subsequent larger scales. For example, assume that all transition
probabilities inside a ball of radius L have the tendency to push the walker towards the
center of the ball (see Figure 7). Then the mean sojourn time will be of order exp(cL)
for some c > 0. The probability of such an event should however be exponentially small
in the volume Ld. Of course, between this extreme case and a well-behaved environment,
there are many intermediate conﬁgurations. One needs to show that very (time-)bad
environments do not occur too often, which seems to be a challenging problem. This is
the point where Assumption A2 helps out. It allows us to concentrate on the event
NotTooBadtmL =
{
ω ∈ Ω : ΛL(x) ≤ (logL)−2L2 for all x ∈ VL
}
. (53)
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Figure 7: A trap: Starting at the origin, the walker is
pushed back to the center, no matter in which direction
he walks. On average, he needs time of order exp(cL)
to leave the ball.
Lemma 8.4. If A2 holds, then for L suﬃciently large,
P ((NotTooBadtmL )
c) ≤ (1/2)L−6d.
Proof: First notice that with
EL =
{
ω ∈ Ω : for all x ∈ VL,with t = 2hL(x), Ex,ω
[
τVt(x)
] ≤ (logL)−2L2}
we have EL ⊂ NotTooBadtmL . As 2hL(x) ≤ sL/10 < (logL)−3L, the complement of EL
is bounded under A2 by P(EcL) ≤ CLdL−8d.
2
Remark 8.1. (i) On a certain class of environments, we can easily bound the mean
time the RWRE spends the a ball. Fix a unit vector e ∈ {ei}di=1 from the canonical basis
of Zd. We consider an environment ω ∈ Pε such that for each x ∈ Zd, ωx(e) = ωx(−e),
i.e. the environment is balanced in direction e. In such a case,
Mn = (Xn · e)2 −
n−1∑
k=0
(ωXk(e) + ωXk(−e))
is a P0,ω-martingale with respect to the ﬁltration generated by the walk (Xn)n≥0. By the
stopping theorem, E0,ω [Mn∧τL ] = 0. Since ωXk(e) + ωXk(−e) ≥ 1/d− 2ε > 0, it follows
that
E0,ω [n ∧ τL] ≤ (1/d− 2ε)−1 E0,ω
[
(Xn∧τL · e)2
]
.
Therefore,
E0,ω [τL] ≤ d
1− 2εd(L+ 1)
2,
and A2 is trivially satisﬁed.
However, for measures µ which are invariant under rotations, the class of such en-
vironments has positive measure under Pµ only if µ is supported on the subset of sym-
metric transition probabilities {q ∈ Pε : q(+ei) = q(−ei) for all i = 1, . . . , d}, implying
ωx(e) = ωx(−e) for all unit vectors e and x ∈ Zd almost surely. In this case, |Xn|2 − n
is a quenched martingale, and L2 ≤ E0,ω [τL] ≤ (L+ 1)2 for almost all environments.
(ii) Before proceeding, let us mention that Assumption A2 can be expressed in terms of
hitting probabilities. For example, if there exists ρ > 0 such that for L large,
P
(
inf
x∈VL
Px,ω
(
τL ≤ (logL)3L2
) ≥ ρ) ≥ 1− L−8d,
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then A2 holds. Indeed, on the event {infx∈VL Px,ω (τL ≤ (logL)3L2) ≥ ρ},
E0,ω [τL] ≤ (logL)3L2 +
∞∑
k=1
P0,ω
(
τL > k(logL)
3L2
)
(logL)3L2.
By the Markov property it follows that on this event,
P0,ω
(
τL > k(logL)
3L2
) ≤ (1− ρ)k,
whence for large L,
E0,ω [τL] ≤ (1/ρ)(logL)3L2 ≤ (logL)4L2.
Let us continue by showing that we can forget about environments with space-bad
points or widely spread time-bad points.
Lemma 8.5. If L1 is large, then C1(δ, L1), C2(η, L1) imply that for L with L1 ≤ L ≤
L1(logL1)
2,
P (BadspL ∪ManyBadtmL ) ≤ (1/2)L−6d.
Proof: We have P (BadspL ∪ManyBadtmL ) ≤ P (BadspL ) + P (ManyBadtmL ). The ﬁrst sum-
mand is bounded by Lemma 8.3. For the second, it follows from the deﬁnition of
time-badness, f and (52) that if x ∈ BtmL and L is large, then either
Ex,ω
[
τVt(x)
]
/∈ [1− fη(t), 1 + fη(t)] · Ex
[
τVt(x)
]
for some t ∈ [hL(x), 2hL(x)] ∩ N, or, if dL(x) > 2sL,
Ey,ω
[
τVt′ (y)
]
/∈ [1− fη(t′), 1 + fη(t′)] · Ey
[
τVt′ (y)
]
for some y ∈ V2hL(x)(x), t′ ∈ [hxhL(x)(y), 2hx2hL(x)(y)] ∩ N.
Now notice that for all x ∈ VL, we have hL(x) ≥ rL/20. Moreover, if dL(x) > 2sL,
then hL(x) = sL/20, whence for all y ∈ Vt(x), t ∈ [hL(x), 2hL(x)], it follows that
hxt (y) ≥ r(sL/20)/20. We conclude that under C2(η, L1),
P (x ∈ BtmL ) ≤ sL (rL/20)−6d + CLdssL
(
rsL/20/20
)−6d
,
and therefore
P (ManyBadtmL ) ≤ CL4d+2
(
rsL/20/20
)−12d ≤ (1/3)L−6d.
2
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8.3 Estimates on mean times
It remains to deal with environments ω ∈ GoodspL ∩OneBadtmL ∩NotTooBadtmL . In con-
trast to the estimates on exit measures, we treat all these environments at once. The
main statement of this section, Lemma 8.8, can therefore be seen as the analog for so-
journ times of both Lemmata 5.2 and 5.3 . In the following, we will always assume that δ
and L are such that Lemma 8.2 can be applied. We start with two auxiliary statements.
Here, the diﬀerence estimates on the coarse grained Green's functions from Section 4.3
play a crucial role.
Lemma 8.6. Let 0 ≤ α < 3 and x, y ∈ VL−2sL\BtmL with |x − y| ≤ (log sL)−α sL. On
GoodspL ,
|ΛL(x)− ΛL(y)| ≤ C(log log sL)(log sL)−αs2L.
Proof: The claim follows if we show that for all t ∈ [(1/20)sL, (1/10)sL],∣∣Ex,ω [τVt(x)]− Ey,ω [τVt(y)]∣∣ ≤ C(log log t)(log t)−αt2.
Set t′ = (1− 20(log t)−α) t. Then Vt′(x) ⊂ Vt(x)∩ Vt(y). Further, let B = Vt′−2st(x). By
Lemma 8.1,
Ex,ω
[
τVt(x)
]
= Gˆxt 1BΛ
x
t (x) + Gˆ
x
t 1Vt(x)\BΛ
x
t (x). (54)
Since x ∈ VL−2sL\BtmL , it follows that Λxt (z) ≤ C(log t)−6t2, for all z ∈ Vt(x). Moreover,
since ω ∈ GoodspL , we have by Lemma 8.2 Gˆxt  CΓt,rt(· − x, · − x). Thus, Lemma 4.3
(iv) yields
Gˆxt 1Vt(x)\BΛ
x
t (x) ≤ CΓt,rt (0, Vt\Vt′−2st) (log t)−6t2 ≤ (log t)−αt2.
for L (and therefore also t) suﬃciently large. Concerning Ey,ω
[
τVt(y)
]
, we split again into
Ey,ω
[
τVt(y)
]
= Gˆyt 1BΛ
y
t (y) + Gˆ
y
t 1Vt(y)\BΛ
y
t (y).
As above, the second summand is bounded by (log t)−αt2. For z ∈ B, we have hxt (z) =
hyt (z) = (1/20)st. In particular, Πˆ
x
t (z, ·) = Πˆyt (z, ·), and also Λxt (z) = Λyt (z). Since both
x and y are contained in B ⊂ Vt(x) ∩ Vt(y), the strong Markov property gives
Gˆyt (y, z) = Gˆ
x
t (y, z) + b(y, z),
where
b(y, z) = Ey,Πˆyt (ω)
[
Gˆyt (τB, z); τB <∞
]
− Ey,Πˆxt (ω)
[
Gˆxt (τB, z); τB <∞
]
.
Therefore, ∣∣Ex,ω [τVt(x)]− Ey,ω [τVt(y)]∣∣
≤ 2(log t)−αt2 +
∑
z∈B
(∣∣∣Gˆxt (x, z)− Gˆxt (y, z)∣∣∣+ |b(y, z)|)Λxt (z).
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The quantity Λxt (z) is estimated as above. For the sum over |b(y, z)|, we notice that if
w ∈ Vt(y)\B, then t− |w − y| ≤ C(log t)−αt. We can use twice Lemma 4.3 (v) to get∑
z∈B
|b(y, z)| ≤ sup
v∈Vt(x)\B
Gˆxt (v,B) + sup
w∈Vt(y)\B
Gˆyt (w,B) ≤ C(log t)6−α.
Finally, for the sum over the Green's function diﬀerence, we recall that Gˆxt coincides
with its goodiﬁed version, so we may apply Lemma 4.4. Doing so O ((log t)3−α) times
gives ∑
z∈B
∣∣∣Gˆxt (x, z)− Gˆxt (y, z)∣∣∣ ≤ C(log log t)(log t)6−α.
This proves the statement. 2
Lemma 8.7. Set ∆ = 1VL(ΠˆL,rL − pˆiL,rL). On GoodspL ∩OneBadtmL ∩NotTooBadtmL ,
sup
x∈VL
∣∣∣GˆL,rL∆gˆL,rLΛL(x)∣∣∣ ≤ C(logL)−5/3L2.
Proof: We have
Gˆ∆gˆΛL(x) = Gˆ∆pˆigˆΛL(x) + Gˆ∆ΛL(x) = A1 + A2.
By Lemma 8.2, Gˆ = Gˆg  CΓ. Therefore, with B1 = VL−2rL , we bound A1 by
|A1| ≤
∣∣∣Gˆ1B1∆pˆigˆΛL(x)∣∣∣+ ∣∣∣Gˆ1Bc1∆pˆigˆΛL(x)∣∣∣
≤
∣∣∣∣∣ ∑
v∈B1,w∈VL
Gˆ(x, v)∆pˆi(v, w)
∑
y∈VL
(gˆ(w, y)− gˆ(v, y)) ΛL(y)
∣∣∣∣∣+ C(logL)−2L2
≤ C(logL)−5/3L2,
where in the next to last inequality we have used the bound on ΛL(y) coming from (53),
Lemma 4.3 (iv), (v) and in the last additionally Lemma 4.4. For the term A2, we let
U(BtmL ) = {v ∈ VL : |∆(v, w)| > 0 for some w ∈ BtmL }
and deﬁne B = VL−5sL\U(BtmL ). We split into
A2 = Gˆ1B∆ΛL(x) + Gˆ1Bc∆ΛL(x).
Lemma 4.3 (iv) and an analogous application of Corollary 4.1 with U(BtmL ) instead of
BL yield
Gˆ(x, U(BtmL ) ∪ ShL(5sL)) ≤ C log logL.
Since ΛL(y) ≤ (logL)−2L2, this estimates the second summand of A2. For the ﬁrst one,
Gˆ1B∆ΛL(x) ≤ CΓ(x,B) sup
v∈B
|∆ΛL(v)| .
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Since Γ(x,B) ≤ C(logL)6, the claim follows we show that for v ∈ B,
|∆ΛL(v)| ≤ C(logL)−8L2, (55)
which, by deﬁnition of ∆, in turn follows if for all t ∈ [hL(v), 2hL(v)],∣∣(ΠVt(v) − piVt(v))ΛL(v)∣∣ ≤ C(logL)−8L2.
Notice that on B, hL(·) = (1/20)sL. We now ﬁx v ∈ B and t ∈ [(1/20)sL, (1/10)sL]. Set
∆′ = 1Vt(v)(Πˆ
v
t − pˆivt ) and B′ = Vt−2rt(v). By expansion (3),(
ΠVt(v) − piVt(v)
)
ΛL(v) = Gˆ
v
t 1B′∆
′piVt(v)ΛL(v) + Gˆ
v
t 1Vt(v)\B′∆
′piVt(v)ΛL(v). (56)
Since piVt(v) = pˆi
v
t piVt(v), we get∣∣∣Gˆvt 1B′∆′piVt(v)ΛL(v)∣∣∣ ≤ Gˆvt (v,B′) sup
w∈B′
||∆′pˆivt (w, ·)||1 sup
y∈∂Vt(v)
ΛL(y)
≤ C(log sL)6 sup
w∈B′
(log hvt (w))
−9(logL)−6L2
≤ C(logL)−9L2.
Here, in the next to last inequality we have used the fact that v is space-good, all
y ∈ ∂Vt(v) are time-good, and Lemma 4.3 (v). The last inequality follows from the
bound hvt (w) ≥ (1/20)rsL/20. For the second summand of (56), Lemma 4.3 (iv) gives
Gˆvt (v, Vt(v)\B′) ≤ C, whence∣∣∣Gˆvt 1Vt(v)\B′∆′piVt(v)ΛL(v)∣∣∣ ≤ C sup
w∈Vt(v)\B′
∣∣∆′piVt(v)ΛL(w)∣∣ .
Fix w ∈ Vt(v)\B′. Set η = d(w, ∂Vt(v)) ≤ 2rt +
√
d and choose yw ∈ ∂Vt(v) such that
|w − yw| = η. With
I(yw) =
{
y ∈ ∂Vt(v) : |y − yw| ≤ (logL)−5/2sL
}
,
we write
∆′piVt(v)ΛL(w)
=
∑
y∈∂Vt(v)
∆′piVt(v)(w, y) (ΛL(y)− ΛL(yw))
=
∑
y∈I(yw)
∆′piVt(v)(w, y) (ΛL(y)− ΛL(yw))
+
∑
y∈∂Vt(v)\I(yw)
∆′piVt(v)(w, y) (ΛL(y)− ΛL(yw)) . (57)
For y ∈ I(yw), Lemma 8.6 yields |ΛL(y)− ΛL(yw)| ≤ C(logL)−7/3s2L. Therefore,∑
y∈I(yw)
∣∣∆′piVt(v)(w, y)∣∣ |ΛL(y)− ΛL(yw)| ≤ C(logL)−8L2.
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It remains to handle the second term of (57). To this end, let U(w) = {u ∈ Vt(v) :
|∆′(w, u)| > 0}. Using for y ∈ ∂Vt(v)\I(yw) the simple bound |ΛL(y)− ΛL(yw)| ≤
ΛL(y) + ΛL(yw) ≤ C(logL)−6L2,∣∣∣∣∣∣
∑
y∈∂Vt(v)\I(yw)
∆′piVt(v)(w, y) (ΛL(y)− ΛL(yw))
∣∣∣∣∣∣
≤ C(logL)−6L2 sup
u∈U(w)
piVt(v) (u, ∂Vt(v)\I(yw)) .
If u ∈ U(w) and y ∈ ∂Vt(v)\I(yw), then
|u− y| ≥ |y − yw| − |yw − u| ≥ (logL)−5/2sL − 3rt ≥ (1/2)(logL)−5/2sL.
For such u, we get by Lemma 3.2 (ii) and Lemma 3.4
piVt(v) (u, ∂Vt(v)\I(yw)) ≤ Crt
∑
y∈∂Vt(v)\I(yw)
1
|u− y|d ≤ Crt(logL)
5/2(sL)
−1
≤ C(logL)−9.
This bounds the second term of (57). We have proved (55) and hence the lemma. 2
Now it is easy to prove
Lemma 8.8. There exists L0 = L0(η) such that for L ≥ L0 and environments ω ∈
GoodspL ∩OneBadtmL ∩NotTooBadtmL ,
E0,ω [τL] ∈ [1− fη(L), 1 + fη(L)] · E0 [τL] .
Proof: By Lemma 8.1 and perturbation expansion (3), with ∆ = 1VL(Πˆ− pˆi),
E0,ω [τL] = GˆΛL(0) = gˆΛL(0) + Gˆ∆gˆΛL(0) = A1 + A2.
Set B = VL−rL\BtmL . The term A1 we split into
A1 = gˆ1BΛL(0) + gˆ1VL\BΛL(0).
Since gˆ(0, VL\B) ≤ C and ΛL(x) ≤ (logL)−2L2, the second summand of A1 can be
bounded by O ((logL)−2) E0[τL]. The main contribution comes from the ﬁrst summand.
First notice that
gˆ1BλL(0) = E0 [τL]
(
1 +O
(
(logL)−6
))
.
Further, we have for x ∈ B,
ΛL(x) ∈
[
1− fη
(
(logL)−3L
)
, 1 + fη
(
(logL)−3L
)] · λL(x).
Collecting all terms, we conclude that
A1 ∈
[
1−O ((logL)−2)− fη ((logL)−3L) , 1 +O ((logL)−2)+ fη ((logL)−3L)]
× E0 [τL] .
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Lemma 8.7 bounds A2 by O((logL)
−5/3) E0[τL]. Since for L suﬃciently large,
fη(L) > fη
(
(logL)−3L
)
+ C(logL)−5/3,
we arrive at
E0,ω [τL] = A1 + A2 ∈ [1− fη(L), 1 + fη(L)] · E0 [τL] .
2
9 Proofs of the main results on sojourn times
Proof of Proposition 1.2: (i) From Lemmata 8.4, 8.5 and 8.8 we deduce that for large
L0, if L1 ≥ L0 and L1 ≤ L ≤ L1(logL1)2, we have under C1(δ, L1) and C2(η, L1)
P (E0,ω [τL] /∈ [1− f(L), 1 + f(L)] · E0 [τL])
≤ P (BadspL ∪ManyBadtmL ) + P ((NotTooBadtmL )c)
+ P ({E0,ω [τL] /∈ [1− f(L), 1 + f(L)] · E0[τL]}
∩GoodspL ∩OneBadtmL ∩NotTooBadtmL )
≤ L−6d.
By Proposition 1.1, if δ > 0 is small, C1(δ, L) holds underA0(ε) for all large L, provided
ε ≤ ε0(δ). This proves part (i) of the proposition.
(ii) We take L0 from part (i). By choosing ε small enough, we can guarantee that
C2(η, L0) holds. Then, by what we just proved, C2(η, L) holds for all L ≥ L0. Recall-
ing (52), we therefore have for large L ≥ L0
P
(
sup
x:|x|≤L3
sup
y∈VL(x)
Ey,ω
[
τVL(x)
]
/∈ [1− η, 1 + η] · L2
)
≤ CL3d P
(
sup
y∈VL
Ey,ω [τL] /∈ [1− η, 1 + η] · L2
)
≤ CL3d P (E0,ω [τL] < (1− η) · L2)+ CL3d P( sup
y∈VL
Ey,ω [τL] > (1 + η) · L2
)
≤ CL−3d + CL4d P (E0,ω [τL] > (1 + η) · L2) ≤ L−d.
2
Proof of Corollary 1.2: First let k = 1. Using Proposition 1.2 (ii) and Borel-Cantelli,
we obtain for P-almost all ω
lim sup
L→∞
sup
x:|x|≤L3
sup
y∈VL(x)
Ey,ω
[
τVL(x)
]
/L2 ≤ 2. (58)
For the rest of the proof, take an environment ω satisfying (58). Assume k ≥ 2. Then
Ey,ω
[
τ kVL(x)
]
=
∑
l1,...,lk≥0
Py,ω
(
τVL(x) > l1, . . . , τVL(x) > lk
)
≤ k!
∑
0≤l1≤...≤lk
Py,ω
(
τVL(x) > lk
)
.
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By the Markov property, using the case k = 1 and induction in the last step,∑
0≤l1≤...≤lk
Py,ω
(
τVL(x) > lk
)
=
∑
0≤l1≤...≤lk−1
Ey,ω
[ ∞∑
l=0
PXlk−1 ,ω
(
τVL(x) > l
)
; τVL(x) > lk−1
]
≤ sup
z∈VL(x)
Ez,ω
[
τVL(x)
] ∑
0≤l1≤...≤lk−1
Ey,ω
[
τVL(x) > lk−1
]
≤ 2kL2k,
if L = L(ω) is suﬃciently large. 2
Proof of Theorem 1.3: Both statements are proved in the same way, so we restrict
ourselves to the lim sup. Set τVL(x) = τVL(x)/L
2 and
B1 =
{
lim sup
L→∞
sup
x:|x|≤L3
sup
y∈VL(x)
Ey,ω
[
τVL(x)
] ∈ [1− η, 1 + η]} .
By Proposition 1.2 and Borel-Cantelli it follows that P (B1) = 1 if ε ≤ ε0. Moreover,
on B1 the conclusion of Corollary 1.2 holds true. Corollary 1.1 tells us that for small
enough ε, on a set B2 of full measure the RWRE satisﬁes (2) and is therefore transient.
Let B = B1 ∩B2 and deﬁne
ξ =
{
lim supL→∞ supx:|x|≤L3 supy∈VL(x) Ey,ω
[
τVL(x)
]
for ω ∈ B
0 for ω ∈ Ω\B .
Choose an bijective enumeration function g : Zd → N with g(0) = 0 and g(x) < g(y)
whenever |x| < |y|. Let N denote the collection of all P-null sets in F and set F ′n =
σ (N , Zn, Zn+1, . . .), where Zk : Ω→ P , Zk(ω) = ωg−1(k), is the projection on the g−1(k)-
th component. Let T = ∩nF ′n be the (completed) tail σ-ﬁeld. We show that ξ is
measurable with respect to T , implying that ξ is P-almost surely constant. Take ω ∈ B.
We claim that for each ﬁxed ball Vl around the origin, Tl its hitting time,
ξ(ω) = lim sup
L→∞
sup
x:|x|≤L3
sup
y∈VL(x)\Vl
Ey,ω
[
τVL(x); Tl =∞
]
︸ ︷︷ ︸
=ξl(ω)
. (59)
But then also
ξ(ω) = lim
l→∞
ξl(ω).
Since ξl depends only on the random variables ωx with |x| > l, ξ is in fact measurable
with respect to T , provided the above representation holds true. Therefore, we only
have to prove (59). Obviously, ξ(ω) ≥ ξl(ω). For the other direction, by the Markov
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property in the ﬁrst inequality,
Ey,ω
[
τVL(x)
]
= Ey,ω
[
τVL(x); τVL(x) ≤ L
]
+ Ey,ω
[
τVL(x); τVL(x) > L
]
≤ 2L−1 + Ey,ω
[
EXL,ω
[
τVL(x)
]
; τVL(x) > L
]
≤ 2L−1 + Ey,ω
[
EXL,ω
[
τVL(x); Tl <∞
]
; τVL(x) > L
]
+ Ey,ω
[
EXL,ω
[
τVL(x); Tl =∞
]
; τVL(x) > L
]
.
Clearly,
Ey,ω
[
EXL,ω
[
τVL(x); Tl =∞
]
; τVL(x) > L
] ≤ sup
y∈VL(x)\Vl
Ey,ω
[
τVL(x); Tl =∞
]
,
so ξ(ω) ≤ ξl(ω) will follow if we show that
lim sup
L→∞
sup
x:|x|≤L3
sup
y∈VL(x)
Ey,ω
[
EXL,ω
[
τVL(x); Tl <∞
]
; τVL(x) > L
]
= 0. (60)
By Cauchy-Schwarz in the ﬁrst and Corollary 1.2 in the last inequality, for large L,
Ey,ω
[
EXL,ω
[
τVL(x); Tl <∞
]
; τVL(x) > L
]
≤ Ey,ω
[
EXL,ω
[
τ 2VL(x)
]1/2
PXL,ω (Tl <∞)1/2 ; τVL(x) > L
]
≤ sup
z∈VL(x)
Ez,ω
[
τ 2VL(x)
]1/2
Ey,ω
[
PXL,ω (Tl <∞)1/2
]
≤ 3 Ey,ω
[
PXL,ω (Tl <∞)1/2
]
.
For the probability inside the expectation, note that as a consequence of (2), for each
ϑ > 0 we can choose K = K(ω, l) such that
sup
z:|z|≥K
Pz,ω (Tl <∞) ≤ ϑ2/81.
Therefore, replacing the probability by 1 on {|XL| < K},
Ey,ω
[
PXL,ω (Tl <∞)1/2
]
≤ ϑ/9 + Py,ω (|XL| < K) .
Using again (2), there exists K ′ = K ′(ω,K) such that
sup
y:|y|≥K′
Py,ω (|XL| < K) ≤ sup
y:|y|≥K′
Py,ω (TK <∞) ≤ ϑ/9.
On the other hand, for each ﬁxed K ′ > 0 and K > 0, transience also implies
sup
y∈VK′
Py,ω (|XL| < K) ≤ ϑ/9,
if L is large enough. Altogether, we have shown that for L suﬃciently large,
sup
x:|x|≤L3
sup
y∈VL(x)
Ey,ω
[
EXL,ω
[
τVL(x); Tl <∞
]
; τVL(x) > L
] ≤ ϑ.
Since ϑ can be chosen arbitrarily small, this shows (60) from which we deduce (59). 2
71
10 Appendix
10.1 Some diﬀerence estimates
In this section we collect some diﬀerence estimates of (non)-smoothed exit distributions
needed to prove Lemma 3.5 (i) and (iii). The ﬁrst technical lemma compares the exit
measure on ∂VL of simple random walk to that on ∂CL of standard Brownian motion.
Lemma 10.1. Let β, η > 0 with 3η < β < 1. For large L, there exists a constant
C = C(β, η) > 0 such that for A ⊂ Rd, Aβ = {y ∈ Rd : d(y, A) ≤ Lβ} and x ∈ VL with
dL(x) > L
β, the following holds.
(i) piL(x,A) ≤ piBML
(
x,Aβ
) (
1 + CL−(β−3η)
)
+ L−(d+1).
(ii) piBML (x,A) ≤ piL(x,Aβ)
(
1 + CL−(β−3η)
)
+ L−(d+1).
Proof: (i) Set L′ = L+Lη, L′′ = L+2Lη and denote byAβ′ the image ofAβ on ∂CL′ under
the map y 7→ (L′/L)y. With xˆ = (L′/L)x, using the Poisson kernel representation (8)
in the second equality,
piBML
(
x,Aβ
)
= piBML′
(
xˆ, Aβ′
)
=
∫
Aβ′
((L′)2 − |xˆ|2) |x− y|d
((L′)2 − |x|2) |xˆ− y|dpi
BM
L′ (x, dy).
Since |x| ≤ L+ 1− Lβ and 0 < η < β < 1, an evaluation of the integrand shows
piBML
(
x,Aβ
) ≥ piBML′ (x,Aβ′ ) (1− C(β, η)L−(β−η)) (61)
for some positive constant C(β, η). By [37], Corollary 1, for each k ∈ N there exists a
constant C1 = C1(k) > 0 such that for each integer n ≥ 1, one can construct on the same
probability space a Brownian motion Wt with covariance matrix d
−1Id as well as simple
random walk Xn, both starting in x and satisfying (with Q denoting the probability
measure on that space)
Q
(
max
0≤m≤n
|Xm −Wm| > C1 log n
)
≤ C1n−k. (62)
Choose k > (2/5)(d+ 1) and let C1(k) be the corresponding constant. The following ar-
guments hold for suﬃciently large L. By standard results on the oscillation of Brownian
paths,
Q
(
sup
0≤t≤L5/2
∣∣Wbtc −Wt∣∣ > (5/2)C1 logL) ≤ (1/3)L−(d+1). (63)
With
B1 =
{
sup
0≤t≤L5/2
∣∣Xbtc −Wt∣∣ ≤ 5C1 logL} ,
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we deduce from (62) and (63) that
Q (Bc1) ≤ (2/3)L−(d+1).
Let τ ′ = inf {t ≥ 0 : Wt /∈ CL′} and B2 = {τ ′ ∨ τL′′ ≤ L5/2}. We claim that
Q (Bc2) ≤ (1/3)L−(d+1). (64)
By the central limit theorem, one ﬁnds a constant c > 0 with Q
(
τL′′ ≤ (L′′)2
) ≥ c for L
large. By the Markov property, we obtain Q
(
τL′′ > L
5/2
) ≤ (1−c)L1/3 . A similar bound
holds for the probability Q
(
τ ′ > L5/2
)
, and (64) follows. Since piBML is unchanged if the
Brownian motion is replaced by a Brownian motion with covariance d−1Id, we have
piBML′ (x,A
β
′ ) ≥ Q
(
XτL ∈ A, Wτ ′ ∈ Aβ′
)
(65)
≥ Px (XτL ∈ A)−Q
(
XτL ∈ A, Wτ ′ /∈ Aβ′ , B1 ∩B2
)
− L−(d+1).
Let U =
{
z ∈ Zd : d(z, (∂CL′\Aβ′ )) ≤ 5C1 logL
}
. Then
Q
(
XτL ∈ A, Wτ ′ /∈ Aβ′ , B1 ∩B2
)
≤ Px (XτL ∈ A, TU < τL′′) .
By the strong Markov property,
Px (XτL ∈ A, TU < τL′′) ≤ Px (XτL ∈ A) sup
y∈A
Py (TU < τL′′) .
Further, there exists a constant c > 0 such that for y ∈ A and z ∈ U , we have |y − z| ≥
cLβ and dL′′(z) ≤ dL′′(y) ≤ 2Lη. Therefore, an application of ﬁrst Lemma 3.2 (ii) and
then Lemma 3.4 yields
Py (TU < τL′′) ≤ CL2η
∑
z∈U
1
|y − z|d ≤ CL
2η(logL)L−β ≤ CL−(β−3η),
uniformly in y ∈ A. Going back to (65), we arrive at
piBML′
(
x,Aβ′
)
≥ piL(x,A)
(
1− CL−(β−3η))− L−(d+1).
Together with (61), this shows (i).
(ii) The ideas are the same as in (i), so we only sketch the proof. Set L′ = L − Lη,
L′′ = L+Lη. Denote by A′ the image of A on ∂CL′ under y 7→ (L′/L)y. Similar to (61),
one ﬁnds
piBML (x,A) ≤ piBML′ (x,A′)
(
1 + C(β, η)L−(β−η)
)
.
With B1, B2, τ
′ and Wt, Q deﬁned as above, PBMx the law of Wt conditioned on W0 = x,
piL(x,A
β) ≥ PBMx (Wτ ′ ∈ A′)−Q
(
Wτ ′ ∈ A′ , XτL /∈ Aβ, B1 ∩B2
)− L−(d+1).
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Then, with U =
{
z ∈ Rd : d(z, (∂CL\Aβ)) ≤ 5C1 logL
}
, τ ′′ = inf {t ≥ 0 : Wt /∈ CL′′},
Q
(
Wτ ′ ∈ A′ , XτL /∈ Aβ, B1 ∩B2
) ≤ PBMx (Wτ ′ ∈ A′) sup
y∈A′
PBMy (TU < τ
′′) .
Using the hitting estimates for Brownian motion from Lemma 3.3, one obtains for y ∈ A′
PBMy (TU < τ
′′) ≤ CL−(β−3η).
Altogether, (ii) follows. 2
We write pˆiBMψ (x, z) for the density of pˆi
BM
ψ (x, dz) with respect to d-dimensional
Lebesgue measure, i.e. for ψ = (mx)x∈Rd ,
pˆiBMψ (x, z) =
1
mx
ϕ
( |z − x|
mx
)
piBMC|z−x|(0, z − x). (66)
Lemma 10.2. There exists a constant C > 0 such that for large L, ψ = (my) ∈ ML,
x, x′ ∈ {(2/3)L ≤ |y| ≤ (3/2)L} ∩ Zd and any z, z′ ∈ Zd,
(i) pˆiψ(x, z) ≤ CL−d.
(ii) pˆiBMψ (x, z) ≤ CL−d.
(iii) |pˆiψ(x, z)− pˆiψ(x′, z)| ≤ C|x− x′|L−(d+1) logL.
(iv) |pˆiψ(x, z)− pˆiψ(x, z′)| ≤ C|z − z′|L−(d+1) logL.
(v) |pˆiBMψ (x, z)− pˆiBMψ (x′, z)| ≤ C|x− x′|L−(d+1).
(vi) |pˆiBMψ (x, z)− pˆiBMψ (x, z′)| ≤ C|z − z′|L−(d+1).
(vii) |pˆiψ(x, z)− pˆiBMψ (x, z)| ≤ L−(d+1/4).
Corollary 10.1. In the situation of the preceding lemma,
(i)
|pˆiψ(x, z)− pˆiψ(x′, z)|
≤ C min{|x− x′|L−(d+1) logL, |x− x′|L−(d+1) + L−(d+1/4)} .
(ii)
|pˆiψ(x, z)− pˆiψ(x, z′)|
≤ C min{|z − z′|L−(d+1) logL, |z − z′|L−(d+1) + L−(d+1/4)} .
Proof. Combine (iii)-(vii).
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Remark 10.1. The condition on x and x′ in the lemma is only to ensure that both
points lie in the domain of ψ.
Proof of Lemma 10.2: (i), (ii) This follows from the deﬁnition of pˆiψ, pˆi
BM
ψ together
with Lemma 3.1 (i) and the explicit form of the Poisson kernel (8), respectively.
(iii), (iv) We can restrict ourselves to the case |x − x′| = 1 as otherwise we take a
shortest path connecting x with x′ inside {(2/3)L ≤ |y| ≤ (3/2)L} and apply the result
for distance 1 O (|x− x′|) times. We have
pˆiψ(x, z)− pˆiψ(x′, z)
=
(
1− mx
mx′
)
pˆiψ(x, z) +
1
mx′
∫
R+
(
ϕ
(
t
mx
)
− ϕ
(
t
mx′
))
piVt(x)(x, z)dt
+
1
mx′
∫
R+
ϕ
(
t
mx′
)(
piVt(x)(x, z)− piVt(x′)(x′, z)
)
dt
= I1 + I2 + I3.
Using the fact that ψ ∈ ML and part (i) for pˆiψ(x, z), it follows that |I1| ≤ CL−(d+1).
Using additionally the smoothness of ϕ and, by Lemma 3.1 (i), |piVt(x)(x, z)| ≤ CL−(d−1),
we also have |I2| ≤ CL−(d+1). It remains to handle I3. By translation invariance of
simple random walk, piVt(x)(x, z) = piVt(0, z − x). In particular, both (iii) and (iv) will
follow if we prove that∣∣∣∣∫
R+
ϕ
(
t
mx
)
(piVt(0, z − x)− piVt(0, z − x′)) dt
∣∣∣∣ ≤ CL−d logL (67)
for x, x′ with |x − x′| = 1. By deﬁnition of ML, mx ∈ (L/10, 5L). We may therefore
assume that L/10 < |y − z| < 10L for y = x, x′. Due to the smoothness of ϕ and the
fact that the integral is over an interval of length at most 2, (67) will follow if we show∣∣∣∣∫ 10L
L/10
(piVt(0, z − x)− piVt(0, z − x′)) dt
∣∣∣∣ ≤ CL−d logL.
We set J = {t > 0 : z − x ∈ ∂Vt} and J ′ = {t > 0 : z − x′ ∈ ∂Vt′}, where
t′ = t′(t) =
∣∣∣∣t(z − x)|z − x| − (x′ − x)
∣∣∣∣ .
J is an interval of length at most 1, and J ′ has the same length up to order O(L−1).
Furthermore, |J∆J ′| is of order O(L−1), and ∣∣ d
dt
t′
∣∣ = 1 + O(L−1). Using that both
piVt(0, z − x) and piVt(0, z − x′) are of order O(L−(d−1)), it therefore suﬃces to prove∣∣∣∣∫
J∩J ′
(
piVt(x)(x, z)− piVt′ (x′)(x′, z)
)
dt
∣∣∣∣ ≤ CL−d logL. (68)
Write V for Vt(x) and V
′ for Vt′(x′). By a ﬁrst exit decomposition,
piV (x, z) ≤ piV ′(x, z) +
∑
y∈V \V ′
Px (Ty < τV ) piV (y, z).
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By Lemma 3.1 (ii), we can replace piV ′(x, z) by piV ′(x
′, z) + O(L−d). For y ∈ V \V ′
we have by Lemma 3.2 (ii) piV (y, z) = O(|y − z|−d) and Px (Ty < τV ) = O(L−(d−1)),
uniformly in t ∈ J ∩ J ′. Further, using |x− x′| = 1, we have with r = |z − x|⋃
t∈J∩J ′
(V \V ′) ⊂ Vr(x)\Vr−2(x′) ⊂ x+ Shr(3),
and for any y ∈ Shr(3), it follows by a geometric consideration that∫
J∩J ′
1{y∈V \V ′}dt ≤ C |y − z|
L
.
Altogether, applying Lemma 3.4 in the last step,∫
J∩J ′
piV (x, z)dt
≤
∫
J∩J ′
piV ′(x
′, z)dt+O(L−d) + CL−(d−1)
∑
y∈x+Shr(3)
1
|y − z|d
|y − z|
L
≤
∫
J∩J ′
piV ′(x
′, z)dt+ CL−d logL.
The reverse inequality, proved in the same way, then implies (68).
(v) We can assume |x− x′| ≤ 1. Then the claim follows from∣∣pˆiBMψ (x, z)− pˆiBMψ (x′, z)∣∣
=
1
d alpha
∣∣∣∣ 1mxϕ
( |z − x|
mx
)
1
|z − x|d−1 −
1
mx′
ϕ
( |z − x′|
mx′
)
1
|z − x′|d−1
∣∣∣∣ .
(vi) This is proved in the same way as (v).
(vii) Fix α = 2/3, β = 1/3, and let 0 < η < 1/40. Set A = CLα(z) and A
Z = A ∩ Zd.
By part (iv), we have
pˆiψ(x, z) ≤ 1|AZ| pˆiψ
(
x,AZ
)
+ CL−(d+1−α) logL. (69)
Further,
pˆiψ
(
x,AZ
)
=
1
mx
∫ 10L
L/10
ϕ
(
t
mx
)
piVt(x)
(
x,AZ
)
dt. (70)
By Lemma 10.1 (i), it follows that for t ∈ (L/10, 10L)
piVt(x)
(
x,AZ
) ≤ piBMVt(x) (x,Aβ) (1 + CL−(β−3η))+ CL−(d+1),
where Aβ = CLα+Lβ(z) and the constant C is uniform in t. If we plug the last line
into (70) and use part (ii) and (vi), we arrive at
pˆiψ
(
x,AZ
) ≤ pˆiBMψ (x,Aβ) (1 + CL−(β−3η))+ CL−(d+1)
≤ pˆiBMψ (x,A)
(
1 + CL−(β−3η)
)
+ CL−dL(d−1)α+β
≤ |A| · pˆiBMψ (x, z) + CLdαL−(d+β−3η).
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Notice that in our notation, |A| is the volume of A, while |AZ| is the cardinality of AZ.
From Gauss we have learned that |A| = |AZ| + O (L(d−1)α). Going back to (69), this
implies
pˆiψ(x, z) ≤ pˆiBMψ (x, z) + L−(d+1/4),
as claimed. To prove the reverse inequality, we can follow the same steps, replacing the
random walk estimates by those of Brownian motion and vice versa. 2
10.2 Proof of Lemma 3.5
Proof of Lemma 3.5: (i) Set α = 2/3, β = 1/3 and η = d(x, ∂VL). Choose y1 ∈ ∂VL
such that |x − y1| = η. First assume η ≤ Lβ. The following estimates are valid for L
large. Write
φL,ψ(x, z) =
∑
y∈∂VL:
|y−y1|≤Lα
piL(x, y)pˆiψ(y, z) +
∑
y∈∂VL:
|y−y1|>Lα
piL(x, y)pˆiψ(y, z) = I1 + I2.
For I2, notice that |y − y1| > Lα implies |y − x| > Lα/2. Using Lemmata 10.2 (i), 3.2
(iii) in the ﬁrst and Lemma 3.4 in the second inequality, we have
I2 ≤ CηL−d
∑
y∈∂VL:
|y−y1|>Lα
1
|x− y|d ≤ CηL
−(d+α) ≤ L−(d+1/4). (71)
For I1, we ﬁrst use Lemma 10.2 part (iii) to deduce
pˆiψ(y, z) ≤ pˆiψ(y1, z) + CL−(d+1−α) logL.
Therefore by part (vii),
I1 ≤ pˆiψ(y1, z) + L−(d+1/4) ≤ pˆiBMψ (y1, z) + 2L−(d+1/4).
From the Poisson formula (8) we deduce much as in (71) that∫
y∈∂CL:|y−y1|>Lα
piBML (x, dy) ≤ L−1/4.
Using Lemma 10.2 (ii) in the ﬁrst and (v) in the second inequality, we conclude that
pˆiBMψ (y1, z) ≤ pˆiBMψ (y1, z)
∫
y∈∂CL:|y−y1|≤Lα
piBML (x, dy) + CL
−(d+1/4)
≤
∫
y∈∂CL:|y−y1|≤Lα
piBML (x, dy)pˆi
BM
ψ (y, z) + CL
−(d+1/4)
≤ φBML,ψ(x, z) + CL−(d+1/4).
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Now we look at the case η > Lβ. We take a cube U1 of radius L
α, centered at y1, and set
W1 = ∂VL∩U1. Then we can ﬁnd a partition of ∂VL\W1 into disjoint setsWi = ∂VL∩Ui,
i = 2, . . . , kL, where Ui is a cube such that for some c1, c2 > 0 depending only on d,
c1L
α(d−1) ≤ |Wi| ≤ c2Lα(d−1).
For i ≥ 2, we ﬁx an arbitrary yi ∈ Wi. Let W βi = {y ∈ Rd : d(y,Wi) ≤ Lβ}. Applying
ﬁrst Lemma 10.2 (iii) and then Lemma 10.1 (i) gives
φL,ψ(x, z) ≤
kL∑
i=1
piL(x,Wi)pˆiψ(yi, z) + L
−(d+1/4)
≤
kL∑
i=1
piBML (x,W
β
i )pˆiψ(yi, z)
(
1 + L−1/4
)
+ L−(d+1/4). (72)
As theW βi overlap, we reﬁne them as follows: Set W˜1 = W
β
1 ∩∂CL, and split ∂CL\W˜1 into
a collection of disjoint measurable sets W˜i ⊂ ∂CL∩W βi , i = 2, . . . , kL, such that ∪kLi=1W˜i =
∂CL and |(W βi ∩ ∂CL)\W˜i| ≤ C1Lα(d−2)+β for some C1 = C1(d). By construction we can
ﬁnd constants c3, c4 > 0 such that |W˜i| ≥ c3Lα(d−1) and, for i = 2, . . . , kL,
inf
y∈Wβi
|x− y| ≥ c4 sup
y∈W˜i
|x− y|,
which implies by (8) that
sup
y∈Wβi
piBML (x, y) ≤ c−14 inf
y∈W˜i
piBML (x, y).
For i = 1, . . . , kL we then have
piBML (x,W
β
i ) ≤ piBML (x, W˜i)
(
1 + C1c
−1
3 L
β−α) ≤ piBML (x, W˜i) (1 + L−1/4) .
Plugging the last line into (72),
φL,ψ(x, z) ≤
kL∑
i=1
piBML (x, W˜i)pˆiψ(yi, z)
(
1 + L−1/4
)
+ L−(d+1/4).
A reapplication of Lemma 10.2 (iii), (vii) and then (ii) yields
φL,ψ(x, z) ≤
kL∑
i=1
∫
W˜i
piBML (x, dy)pˆiψ(y, z) + L
−(d+1/4)
≤
kL∑
i=1
∫
W˜i
piBML (x, dy)pˆi
BM
ψ (y, z)
(
1 + L−1/4
)
+ L−(d+1/4)
= φBML,ψ(x, z) + CL
−(d+1/4).
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The reverse inequality in both the cases η ≤ Lβ and η > Lβ is obtained similarly.
(ii) Let ψ = (my)y ∈ML and z ∈ Zd. For y ∈ Rd with L/2 < |y| < 2L we set
g(y, z) =
1
my
ϕ
( |z − y|
my
)
piBMC|z−y|(0, z − y). (73)
Then
φBML,ψ(x, z) =
∫
∂CL
piBML (x, dy)g(y, z).
Choose a cutoﬀ function χ ∈ C∞ (Rd) with compact support in {x ∈ Rd : 1/2 < |x| < 2}
such that χ ≡ 1 on {2/3 ≤ |x| ≤ 3/2}. Setting mv = 1 for v /∈ {L/2 < |x| < 2L}, we
deﬁne
g˜(y, z) = g(Ly, z)χ(y), y ∈ Rd.
By (8) we have the representation
g˜(y, z) =
1
dαmLy
|z − Ly|−d+1ϕ
( |z − Ly|
mLy
)
χ(y).
Notice that g˜(·, z) ∈ C4 (Rd), with g˜(y, z) = 0 if |z − Ly| /∈ (L/5, 10L) or |y| /∈ (1/2, 2).
The Poisson integral u(x, z) = φBML,ψ(x, z), x = Lx, solves the Dirichlet problem{
∆xu(x, z) = 0 , x ∈ C1
u(x, z) = g˜(x, z), x ∈ ∂C1 . (74)
where ∆x is the Laplace operator with respect to x. Moreover, by Corollary 6.5.4 of
Krylov [21], u(·, z) is smooth on C1. Write
|u(·, z)|k =
k∑
i=0
∣∣∣∣Diu(·, z)∣∣∣∣
C1
.
Theorem 6.3.2 in the same book shows that for some C > 0 independent of z
|u(·, z)|3 ≤ C|g˜(·, z)|4.
A direct calculation shows that supz∈Rd |g˜(·, z)|4 ≤ CL−d. Now the claim follows from∣∣∣∣DiφBML,ψ(·, z)∣∣∣∣CL = L−i∣∣∣∣Diu(·, z)∣∣∣∣C1 .
(iii) Let x, x′ ∈ VL ∪ ∂VL. Choose x˜ ∈ VL next to x and x˜′ ∈ VL next to x′. Then
|x˜− x| = 1 if x ∈ ∂VL and x˜ = x otherwise. By the triangle inequality,
|φL,ψ(x, z)− φL,ψ(x′, z)|
≤ |φL,ψ(x, z)− φL,ψ(x˜, z)|+ |φL,ψ(x˜, z)− φL,ψ(x˜′, z)|+ |φL,ψ(x˜′, z)− φL,ψ(x′, z)| .
(75)
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By parts (i) and (ii) combined with the mean value theorem, we get for the middle term
|φL,ψ(x˜, z)− φL,ψ(x˜′, z)|
≤ ∣∣φL,ψ(x˜, z)− φBML,ψ(x˜, z)∣∣+ ∣∣φBML,ψ(x˜, z)− φBML,ψ(x˜′, z)∣∣+ ∣∣φBML,ψ(x˜′, z)− φL,ψ(x˜′, z)∣∣
≤ C (L−(d+1/4) + |x− x′|L−(d+1)) .
If x ∈ ∂VL, then φL,ψ(x, z) = pˆiψ(x, z), so that we can write the ﬁrst term of (75) as
|φL,ψ(x, z)− φL,ψ(x˜, z)| =
∣∣∣∣∣ ∑
y∈∂VL
piL(x˜, y) (pˆiψ(y, z)− pˆiψ(x, z))
∣∣∣∣∣ .
Set A = {y ∈ ∂VL : |x− y| > L1/4}. Then by Lemmata 3.2 (iii) and 3.4,
piL(x˜, A) ≤ C
∑
y∈A
1
|x− y|d ≤ CL
−1/4.
For all y ∈ ∂VL, we have by Lemma 10.2 (i) that |pˆiψ(y, z) − pˆiψ(x, z)| ≤ CL−d. If
y ∈ ∂VL\A, then part (iii) gives |pˆiψ(y, z)− pˆiψ(x, z)| ≤ CL−(d+3/4) logL. Altogether,
|φL,ψ(x, z)− φL,ψ(x˜, z)| ≤ CL−(d+1/4).
The third term of (75) is treated in exactly the same way. 2
10.3 Proof of Lemma 3.2
We start with an auxiliary lemma, which already includes the upper bound of part (iii).
Lemma 10.3. Let x ∈ VL, y ∈ ∂VL, and set t = |x− y|.
(i)
Px (XτL = y) ≤ C dL(x)−d+1.
(ii)
Px(XτL = y) ≤ C
max{1, dL(x)}
|x− y| maxx′∈∂Vt/3(y)∩VL Px′(XτL = y).
(iii)
Px(XτL = y) ≤ C
max{1, dL(x)}
|x− y|d .
Proof: (i) We can assume that s = dL(x) ≥ 6. If s′ = bs/3c, then ∂Vs′(x) ⊂ VL−s′ .
Using Lemma 3.1 (iii), we compute for any y′ ∈ VL with |y − y′| = 1,
Py′
(
T∂Vs′ (x) < τL
) ≤ Py′ (TVL−s′ < τL) ≤ Cs−1.
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By Lemma 3.2 (i) it follows that uniformly in z ∈ ∂Vs′(x),
Pz (Tx < τL) ≤ Pz (Tx <∞) ≤ C(s′)−d+2 ≤ Cs−d+2.
Thus, by the strong Markov property at T∂Vs′ (x),
Py′ (Tx < τL) ≤ Cs−d+1.
Since by time reversibility of simple random walk
Px (XτL = y) =
∑
y′∈VL,
|y′−y|=1
Px (XτL = y, XτL−1 = y
′) =
1
2d
∑
y′∈VL,
|y′−y|=1
Py′ (Tx < τL) ,
the claim is proved.
(ii) We may assume that t = |x−y| > 100d and dL(x) < t/100. Choose a point x′ outside
VL such that Vt/10(x
′) ∩ VL = ∅ and |x− x′| ≤ dL(x) + t/10 +
√
d. Then |x− x′| ≤ t/5.
Furthermore, since |x′ − y| ≥ 4t/5,(
Vt/4(x
′) ∪ ∂Vt/4(x′)
) ∩ Vt/3(y) = ∅.
We apply twice the strong Markov property and obtain
Px(XτL = y) ≤ Px
(
τVt/4(x′) < TVt/10(x′)
)
max
z∈∂Vt/3(y)∩VL
Pz(XτL = y).
Evaluating the expression in Lemma 3.1 (iii) shows
Px
(
τVt/4(x′) < TVt/10(x′)
)
≤ Cmax{1, dL(x)}
t
,
which concludes the proof of part (ii).
(iii) By (ii) it suﬃces to prove that for some constant K and for all l ≥ 1
max
z∈∂Vl/3(y)∩VL
Pz(XτL = y) ≤ Kl−d+1. (76)
Let c1 and c2 be the constants from (i) and (ii), respectively. Deﬁne η = 3
−dc−12 and
K = max{3d(d−1)cd−12 , c1η−d+1}. For l ≤ 3dc2 there is nothing to prove since Kl−d+1 ≥ 1.
Thus let l > 3dc2, and choose l0 with l0 < l ≤ 2l0. Assume that (76) is proved for all
l′ ≤ l0. We show that (76) also holds for l. For z with dL(z) ≥ ηl, it follows from (i)
that
Pz(XτL = y) ≤ c1η−d+1l−d+1 ≤ Kl−d+1.
If 1 ≤ dL(z) < ηl, then by (ii) and the fact that l/3 ≤ l0
Pz(XτL = y) ≤ c2
max{1, dL(z)}
|z − y| maxz′∈∂Vt/9(y)∩VL Pz(XτL = y)
≤ c23ηK (l/3)−d+1 ≤ Kl−d+1.
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If dL(z) < 1, then again by (i)
Pz(XτL = y) ≤ c23l−1K (l/3)−d+1 ≤ Kl−d+1.
This proves the claim. 2
Proof of Lemma 3.2: (i) follows from Proposition 6.4.2 of [24].
(ii) We consider diﬀerent cases. If |x− y| ≤ dL(y)/2, then dL(x) ≥ dL(y)/2 and thus by
Lemma 3.2 (i)
Px
(
TVa(y) < τL
) ≤ Px (TVa(y) <∞) ≤ C( a|x− y|
)d−2
≤ Ca
d−2 dL(y) dL(x)
|x− y|d .
For the rest of the proof we assume that |x− y| > dL(y)/2. Set a′ = dL(y)/5. First we
argue that in the case 1 ≤ a ≤ a′, we only have to prove the bound for a′. Indeed, if
dL(y)/6 ≤ a < a′, we get an upper bound by replacing a by a′. For 1 ≤ a < dL(y)/6,
the strong Markov property together with Lemma 3.2 (i) yields
Px
(
TVa(y) < τL
) ≤ max
z∈∂(Zd\Va′ (y))
Pz
(
TVa(y) < τL
)
Px
(
TVa′ (y) < τL
)
≤ C
(
a
a′ − 1
)d−2
(a′)d−2 dL(y) max{1, dL(x)}
|x− y|d
≤ Ca
d−2 dL(y) max{1, dL(x)}
|x− y|d .
Now we prove the claim for a = dL(y)/5. We take a point y
′ ∈ ∂VL closest to y. If
|x− z| ≥ |x− y|/2 for all z ∈ Va(y′), then by Lemma 10.3 (iii)
max
z∈Va(y′)
Px (XτL = z) ≤ C 2d
max{1, dL(x)}
|x− y|d .
As a subset of Zd, Va(y′) ∩ ∂VL contains on the order of dL(y)d−1 points. Therefore, by
Lemma 3.1 (i), we deduce that there exists some δ > 0 such that
min
x′∈Va(y)
Px′ (XτL ∈ Va(y′)) ≥ δ.
We conclude that
ad−1 max{1, dL(x)}
|x− y|d ≥ cPx (XτL ∈ Va(y
′)) ≥ cPx
(
XτL ∈ Va(y′), TVa(y) < τL
)
= c
∑
x′∈Va(y)
Px
(
XTVa(y) = x
′, TVa(y) < τL
)
Px′ (XτL ∈ Va(y′))
≥ c δ · Px
(
TVa(y) < τL
)
. (77)
On the other hand, if |x− z| < |x− y|/2 for some z ∈ Va(y′), then
|x− y| ≤ |x− z|+ |z − y′|+ |y′ − y| ≤ 2 dL(y) + |x− y|/2
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and thus
dL(y)/2 < |x− y| ≤ 4 dL(y). (78)
If dL(x) ≥ 4 dL(y)/5, we use Lemma 3.2 (i) again. For dL(x) < 4 dL(y)/5, we get by
Lemma 3.1 (iii)
Px
(
TVa(y) < τL
) ≤ Px (TVL−4 dL(y)/5 < τL) ≤ Cmax{1, dL(x)}dL(y) .
Together with (78), this proves the claim in this case. Altogether, we have proved the
bound for 1 ≤ a ≤ dL(y)/5. It remains to handle the case max{1, dL(y)/5} ≤ a. If
z ∈ V6a(y), we have that
|x− y| ≤ |x− z|+ 6a
and thus, using |x− y| > 7a,
|x− y| ≤ 7|x− z|.
Therefore Lemma 10.3 (iii) yields
max
z∈V6a(y)
Px (XτL = z) ≤ C
max{1, dL(x)}
|x− z|d ≤ 7
dC
max{1, dL(x)}
|x− y|d .
Again by Lemma 3.1 (i), we ﬁnd some δ > 0 such that
min
x′∈Va(y)
Px′ (XτL ∈ V6a(y)) ≥ δ.
A similar argument to (77), with Va(y
′) replaced by V6a(y), ﬁnishes the proof of (ii).
(iii) It only remains to prove the lower bound. Let t = |x − y|. First assume t ≥ L/2.
Then Lemma 3.1 (iii) gives
Px
(
TV2L/3 < τL
)
≥ cdL(x)
t
,
and the claim follows from the strong Markov property and Lemma 3.1 (i). Now assume
t < L/2. Let x′ ∈ VL such that Vt(x′) ⊂ VL and y ∈ ∂Vt(x′). If dL(x) > t/2, there is
by Lemma 3.1 (i) a strictly positive probability to exit the ball Vt/2(x) within V2t/3(x
′).
Since by the same lemma,
inf
z∈V2t/3(x′)
Pz (τL = y) ≥ ct−(d−1), (79)
we obtain the claim in this case again by applying the strong Markov property. Finally,
assume dL(x) ≤ t/2. Then a careful evaluation of the expression in Lemma 3.1 (iii)
shows
Px
(
TVL−2t/3 < τL
)
≥ cdL(x)
t
,
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and
Px (τL = y) ≥ Px
(
τL = y, TL−2t/3 < τL, TV2t/3(x′) < τL
)
≥ cdL(x)
t
Px
(
τL = y |TL−2t/3 < τL, TV2t/3(x′) < τL
)
×Px
(
TV2t/3(x′) < τL |TL−2t/3 < τL
)
.
By a simple geometric consideration and again Lemma 3.1 (i), the second probability
on the right side is bounded from below by some δ > 0, and the ﬁrst probability has
already been estimated in (79). 2
10.4 Proofs of Propositions 4.1 and 4.2
Since pˆim(x, y) = pˆim(0, y − x), it suﬃces to look at pˆim(x) = pˆim(0, x) and gˆm,Zd(x) =
gˆm,Zd(0, x). Recall the deﬁnition of γm from Section 4.1.
Proof of Proposition 4.1: For bounded m, that is m ≤ m0 for some m0, the result is
a special case of [24], Theorem 2.1.1. Also, for n ≤ n0 and all m, the statement follows
from Lemma 10.2 (i). We therefore have to prove the proposition only for large n and
m. To this end, let Bm = [−√γm pi, √γm pi]d, and for θ ∈ Bm set
φm(θ) =
∑
y∈Zd
eiθ·y/
√
γm pˆim(y).
The Fourier inversion formula gives
pˆinm(x) =
1
(2pi)dγ
d/2
m
∫
Bm
e−ix·θ/
√
γm [φm(θ)]
ndθ.
We decompose the integral into
(2pi)dγd/2m n
d/2pˆinm(x) = I0(n,m, x) + . . .+ I3(n,m, x),
where, with β =
√
n θ,
I0(n,m, x) =
∫
Rd
e−ix·β/
√
nγme−|β|
2/2dβ,
I1(n,m, x) =
∫
|β|≤n1/4
e−ix·β/
√
nγm
(
[φm(β/
√
n)]n − e−|β|2/2
)
dβ,
I2(n,m, x) = −
∫
|β|>n1/4
e−ix·β/
√
nγme−|β|
2/2dβ,
I3(n,m, x) = n
d/2
∫
n−1/4<|θ|, θ∈Bm
e−ix·θ/
√
γm [φm(θ)]
ndθ.
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By completing the square in the exponential, we get
I0(n,m, x) = (2pi)
d/2 exp
(
− |x|
2
2nγm
)
.
For I1 and |β| ≤ n1/4, we expand φm in a series around the origin,
φm(β/
√
n) = 1− |β|2/2n+ |β|4O (n−2) ,
log φm(β/
√
n) = −|β|2/2n+ |β|4O (n−2) . (80)
Therefore,
[φm(β/
√
n)]n = e−|β|
2/2
(
1 + |β|4O (n−1)) ,
so that
|I1(n,m, x)| ≤ O
(
n−1
) ∫
|β|≤n1/4
e−|β|
2/2|β|4dβ = O (n−1) .
Similarly, I2 is bounded by
|I2(n,m, x)| ≤ C
∫ ∞
n1/4
rd−1e−r
2/2dr = O
(
n−1
)
.
Concerning I3, we follow closely [6], proof of Proposition B1, and split the integral
further into
n−d/2I3(n,m, x) =
∫
n−1/4<|θ|≤a
+
∫
a<|θ|≤A
+
∫
A<|θ|≤mα
+
∫
mα<|θ|, θ∈Bm
= (I3,0 + I3,1 + I3,2 + I3,3) (n,m, x),
where 0 < a < A and α ∈ (0, 1) are constants that will be chosen in a moment,
independently of n and m. By (80), we can ﬁnd a > 0 such that for |β| ≤ a√n,
log φm(θ) ≤ −|θ|2/3 (recall that β =
√
n θ). Then
|I3,0(n,m, x)| ≤ C
∫ ∞
n−1/4
rd−1e−nr
2/3dr = O
(
n−(d+2)/2
)
.
As a consequence of Lemma 3.1 (i) and of our coarse graining, it follows that for any
0 < a < A, one has for some 0 < ρ = ρ(a,A) < 1, uniformly in m,
sup
a≤|θ|≤A
|φm(θ)| ≤ ρ.
Using this fact,
|I3,1(n,m, x)| ≤ CAdρn = O
(
n−(d+2)/2
)
.
To deal with the last two integrals is more delicate since we have to take into account
the m-dependency. First,
|I3,2(n,m, x)| ≤
∫
A<|θ|≤mα
|φm(θ)|n dθ.
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We bound the integrand pointwise. Since pˆim(·) is invariant under rotations preserving
Zd, it suﬃces to look at θ with all components positive. Assume θ1 = max {θ1, . . . , θd}.
Set M = b2pi√γm/θ1c and K = b5m/Mc. Notice that pˆim(x) > 0 implies |x| < 2m. By
taking A large enough, we can assume that on the domain of integration,M ≤ m. First,
φm(θ) =
∑
(x2,...,xd)
exp
(
i√
γm
d∑
s=2
xsθs
)
K∑
j=1
−2m+jM−1∑
x1=−2m+(j−1)M
exp
(
ix1θ1√
γm
)
pˆim(x).
Inside the x1-summation, we write for each j separately
pˆim(x) = pˆim(x)− pˆim(x(j)) + pˆim(x(j)),
where x(j) = (−2m+ (j − 1)M,x2, . . . , xd). By Corollary 10.1,
∣∣pˆim(x)− pˆim(x(j))∣∣ ≤ C ∣∣∣∣x1 + 2m− (j − 1)Mm
∣∣∣∣1/2m−d.
Thus, ∣∣∣∣∣∣
−2m+jM−1∑
x1=−2m+(j−1)M
exp
(
ix1θ1√
γm
)(
pˆim(x)− pˆim(x(j))
)∣∣∣∣∣∣ ≤ Cθ−3/21 m−d+1,
and ∣∣∣∣∣∣
K∑
j=1
−2m+jM−1∑
x1=−2m+(j−1)M
exp
(
ix1θ1√
γm
)(
pˆim(x)− pˆim(x(j))
)∣∣∣∣∣∣ ≤ Cθ−1/21 m−d+1.
On our domain of integration, 0 <
(
θ1/
√
γm
) ≤ Cmα−1 < 2pi for large m. Therefore,∣∣∣∣∣∣
K∑
j=1
pˆim(x
(j))
−2m+jM−1∑
x1=−2m+(j−1)M
exp
(
ix1θ1√
γm
)∣∣∣∣∣∣ ≤ CKm−d
∣∣∣∣∣1− exp
(
iθ1M/
√
γm
)
1− exp (iθ1/√γm)
∣∣∣∣∣
≤ C|θ|m−d,
and altogether for suﬃciently large A, m and n,∫
A<|θ|≤mα
|φm(θ)|n dθ ≤ Cn1
∫
A<|θ|≤mα
(
1√|θ| + |θ|m
)n
dθ = O
(
n−(d+2)/2
)
.
For I3,3 we again assume all components of θ positive and θ1 = max{θ1, . . . , θd}. Since
pˆim(x) =
x1∑
y=−2m
(pˆim(y, x2, . . . , xd)− pˆim(y − 1, x2, . . . , xd)) ,
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we have
|φm(θ)|
≤ Cmd−1
∣∣∣∣∣
2m∑
x1=−2m
exp
(
ix1θ1√
γm
) x1∑
y=−2m
(pˆim(y, x2, . . . , xd)− pˆim(y − 1, x2, . . . , xd))
∣∣∣∣∣
≤ Cmd−1
2m∑
y=−2m
|pˆim(y, x2, . . . , xd)− pˆim(y − 1, x2, . . . , xd)|
∣∣∣∣∣
2m∑
x1=y
exp
(
ix1θ1√
γm
)∣∣∣∣∣ .
The sum over the exponentials is estimated by Cm/|θ|, so that again with Corollary 10.1,
|φm(θ)| ≤ C2m1/2|θ|−1.
Hence, for α close to 1 and large n, m,∫
mα<|θ|, θ∈Bm
|φnm(θ)| dθ ≤ Cn2mn/2+α(d−n) = O
(
n−(d+2)/2
)
.
2
For Proposition 4.2, we still need a large deviation estimate.
Lemma 10.4 (Large deviation estimate). There exist constants c1, c2 > 0 such that for
|x| ≥ 3m
pˆinm(x) ≤ c1m−d exp
(
− |x|
2
c2nm2
)
.
Proof: Write P for P0,pˆim and E for the expectation with respect to P, and denote by
Xjn the jth component of the random walk Xn under P. For r > 0,
∑
y:|y|≥r
pˆinm(y) ≤
d∑
j=1
P(|Xjn| ≥ d−1/2r)
= 2dP(X1n ≥ d−1/2r).
We claim that
P(X1n ≥ d−1/2r) ≤ exp
(
− r
2
8dnm2
)
.
By the martingale maximal inequality for all t, λ > 0,
P(X1n ≥ λ) ≤ e−tλ E
[
exp(tX1n)
]
= e−tλ
(
E
[
exp(tX11 )
])n
.
Since X11 ∈ (−2m, 2m) and x→ etx is convex, it follows that
exp(tX11 ) ≤
1
2
(2m−X11 )
2m
e−2tm +
1
2
(2m+X11 )
2m
e2tm.
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Therefore, using the symmetry of X11 ,
E
[
exp
(
tX1n
)] ≤ (1
2
e−2tm +
1
2
e2tm
)n
= coshn(2tm) ≤ e2nt2m2 ,
and
P(X1n ≥ d−1/2r) ≤ e−td
−1/2re2nt
2m2 .
Putting t = r/(4
√
d nm2) we get
P(X1n ≥ d−1/2r) ≤ exp
(
− r
2
8dnm2
)
.
From this it follows that
pˆinm(x) =
∑
y:|y|≥|x|−2m
pˆin−1m (y)pˆim(x− y) ≤
c1
md
exp
(
− (|x| − 2m)
2
8d(n− 1)m2
)
≤ c1
md
exp
(
− |x|
2
c2nm2
)
.
2
Proof of Proposition 4.2: (i) follows from Proposition 4.1. For (ii), we set
N = N(x,m) =
|x|2
γm
(
log
|x|2
γm
)−2
.
We split gˆm,Zd(x) into
gˆm,Zd(x) =
∞∑
n=1
pˆinm(x) =
bNc∑
n=1
pˆinm(x) +
∞∑
n=bNc+1
pˆinm(x).
For the ﬁrst sum on the right, we use the large deviation estimate from Lemma 10.4,
bNc∑
n=1
pˆinm(x) ≤ c1m−d
bNc∑
n=1
exp
(
− |x|
2
c2 nm2
)
= O
(|x|−d) .
In the second sum, we replace the transition probabilities by the expressions obtained
in Proposition 4.1. The error terms are estimated by
∞∑
n=bNc+1
O
(
m−dn−(d+2)/2
)
= O
(
|x|−d
(
log
|x|2
γm
)d)
.
Putting tn = 2γmn/|x|2, we obtain for the main part
∞∑
n=bNc+1
1
(2piγmn)d/2
exp
(
− |x|
2
2γmn
)
=
|x|−d+2
2pid/2γm
∞∑
n=bNc+1
t−d/2n exp(−1/tn)(tn − tn−1)
=
|x|−d+2
2pid/2γm
∫ ∞
0
t−d/2 exp(−1/t)dt+O (|x|−d) .
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This proves the statement for |x| ≥ 3m with
c(d) =
1
2pid/2
∫ ∞
0
t−d/2 exp(−1/t)dt.
2
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Part 2: Coagulation and Fragmentation Processes

On a ternary coalescent process
Erich Baur

Abstract
We present a coalescent process where three particles merge at each coagulation
step. Using a random walk representation, we prove duality with a fragmentation
process, whose fragmentation law we specify explicitly. Furthermore, we give a
second construction of the coalescent in terms of random binary forests and study
asymptotic properties. Starting from N particles of unit mass, we obtain under
an appropriate rescaling when N tends to innity a well-known binary coalescent,
the so-called standard additive coalescent.
Subject classications: 60J25; 60J65.
Key words: coagulation, fragmentation, additive coalescent, random forest, Brow-
nian excursion, ladder epochs.
0 Introduction
Generally speaking, a stochastic coalescent is a Markov process describing the coagu-
lation of particles characterized by their size only. The rate at which particles merge
depends just on the members involved. Conversely, fragmentation processes describe a
Markovian evolution of particles which split independently into new particles (branch-
ing property). The goal of this paper is to study the stochastic coalescent with ternary
coagulation kernel
(r; s; t) = r + s+ t+ 3; r; s; t > 0;
to which we will simply refer to as ternary coalescent or ternary coalescent process. Here,
three particles of sizes (masses) r; s; t coagulate into a new particle of size r+s+t at rate
r + s + t + 3. Although at rst glance, the kernel  may look somewhat arbitrary (for
example, it is not scale invariant), the corresponding process enjoys rather interesting
properties. Similar to the additive coalescent, that is the coalescent where two particles
with masses s, t merge at rate ~(s; t) = s + t, the state chain of the ternary coalescent
admits dierent representations. In the spirit of Bertoin [5], we show how it can be
obtained by looking at excursion intervals of a one-dimensional conditioned random
walk. As a by-product of our representation, we establish duality with a fragmentation
Institut für Mathematik, Universität Zürich, Winterthurerstrasse 190, CH-8057 Zürich, Switzerland.
Email: erich.baur@math.uzh.ch.
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process via time-reversal. We stress that this is a unusual feature, because the branching
property normally fails when time is reversed in a coalescent process. Section 7 of
Bertoin [6] gives a brief overview over cases where such a duality relation has been
proven. See also Chapter 5.5 in Pitman's lecture notes [19] for further discussions.
Using the same construction, we study asymptotic properties of the ternary coales-
cent starting from N particles of unit mass. Properly rescaled in space and time, we
observe in the limit N !1 the so-called standard additive coalescent, which has been
obtained by Evans and Pitman in [12] as the weak limit n!1 of the (binary) additive
coalescent, started at time  (1=2) lnn with n atoms of size 1=n. Here, Bertoin's char-
acterization [4] of the dual fragmentation process connected to the standard additive
coalescent by time-reversal plays a pivotal role. We emphasize that even though  is a
ternary coagulation kernel, we end up in the limit with a binary coagulation process.
We also highlight a second construction of the ternary coalescent involving random
binary forests, following the ideas of Pitman in [18]. In a nal remark, we point out that
this representation could instead be used to work out our results. Moreover, we outline
a possible extension of the results to certain k-ary coalescent processes.
The rest of this paper is organized as follows. In the rst section, we describe
the semigroup of the ternary coalescent and derive some further properties. We nish
this part by computing the one-dimensional statistics for the underlying state chain
starting from an odd number of particles of unit mass. Its special form already hints
at a connection to hitting times of a one-dimensional nearest neighbor random walk,
which we elaborate in the next section. There we prove duality via time-reversal with
a fragmentation process, using an explicit construction of the coalescent in terms of
ladder epochs. In the third part, we turn our attention to random binary trees and nd
a second interpretation of the ternary coalescent which is based on random binary forests.
Finally we use again the random walk representation to study asymptotic properties of
the coalescent in the last section.
1 Some basic properties
Throughout this text, let
N = f1; 2; : : :g; Z = f: : : ; 1; 0; 1; : : :g; Z+ = N [ f0g:
The coalescent process will take values in the space of decreasing numerical sequences
with nitely many non-zero terms
S# = fs = (s1; s2; : : :) : s1  s2  : : :  0; sk = 0 for k suciently largeg :
We may think of elements of a sequence s 2 S# as (sizes of) atoms or particles and
simply identify s with its non-zero components. If we write s = (s1; : : : ; sl), the non-
zero components of s are precisely given by s1; : : : ; sl. If s = (s1; s2; : : :) 2 S# and
1  i < j < k, we use the notation sijk for the sequence in S# obtained from s by
merging its ith, jth and kth terms, that is one removes si, sj, sk and rearranges the
remaining elements together with the sum si + sj + sk in decreasing order.
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Let us dene the object of our interest. Recall the kernel  from the introduction.
Denition 1.1. The ternary coalescent with values in S# and kernel  is a continuous
time Markov process X = (X (t); t  0) with state space S#0 for an appropriate subset
S#0 of S#, and jump rates
q(s; ) =
X
1i<j<k; sk>0
(si; sj; sk)sijk :
This denition can be adapted in an obvious way to other coagulation kernels, leading
to dierent stochastic coalescent models, for example the additive coalescent with kernel
~(s; t) = s+ t.
Before looking at concrete realizations, we collect in this section some basic properties
which can be read o from the kernel  and the very denition of jump-hold processes
of the above type. Denote by X = (X (t); t  0) the ternary coalescent, started from
a nite conguration r = (r1; : : : ; rN) 2 S#, where N = 2n + 1, n 2 Z+. We write
M = r1 + : : : + rN for the total mass in the system. For every k = 0; : : : ; n + 1, let
Tk be the instant of the kth coagulation, with the convention T0 = 0, Tn+1 = 1. The
state chain or skeleton chain X 0 of the coalescent process is given by X 0k = X (Tk),
k = 0; : : : ; n. We use the expression #(t) for the number of particles at time t, whereas
J(t) = maxfk 2 Z+ : Tk  tg stands for the number of jumps up to time t. Note that
#(t) = N   2J(t).
1.1 State chain and semigroup
Proposition 1.1. In the preceding notation, the following holds true.
(i) The sequence k = Tk   Tk 1, k = 1; : : : ; n, of the waiting times between two
coagulations is a sequence of independent exponential variables with respective pa-
rameters
(k) =
1
2
(M +N + 2  2k)(N + 1  2k)(N   2k):
In particular, the sequences fTkg0kn and fX 0kg0kn are independent.
(ii) The sequence fX 0kg0kn is a Markov chain with transition probabilities
P
 X 0l+1 = sijk j X 0l = s = si + sj + sk + 3(l + 1) ;
where 0  l < n, 1  i < j < k  N 2l, and s = (s1; : : : ; sN 2l) 2 S# is a generic
nite conguration with total mass s1 + : : :+ sN 2l = M such that P(X 0l = s) > 0.
Proof: Let 0  l < n, and put L = N  2l. By construction, the time l+1 between the
lth and the (l+1)th coagulation given X 0l = s = (s1; : : : ; sL) is exponentially distributed
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with parameterX
1i<j<kL
(si + sj + sk + 3)
= 3

L
3

+
1
6
0B@ LX
i;j;k=1
(si + sj + sk)  3
LX
i=1
si   3
LX
i;j=1;
i6=j
(2si + sj)
1CA
=
1
2
(M + L)(L  1)(L  2) = (l + 1):
Therefore, the waiting times fkg1kn do not depend on the states fX 0kg1kn. The
rest follows from the construction of our process. 2
We turn to a description of the semigroup. Recall that X starts from X (0) = r =
(r1; : : : ; rN). In the following,   denotes the Gamma function.
Proposition 1.2. In the notation above, consider a partition  of f1; : : : ; Ng into N 2l
(non-empty) blocks B1; : : : ; BN 2l, each of odd cardinality. Denote by 0(N   2l) the
event that the N   2l atoms of X 0l result from the coagulation of particles fri : i 2 Bjg,
j = 1; : : : ; N   2l. Then, with rBj =
P
i2Bj ri,
P (0(N   2l)) =
l!
(1)   (l)
N 2lY
j=1
 
 
(rBj + jBjj+ 2)=2

(jBjj   1)!
 
 
(rBj + 3)=2

((jBjj   1)=2)!
:
Proof: The rst coagulation involves three particles with labels in the block Bj with
probability X
i<i0<i002Bj
ri + ri0 + ri00 + 3
(1)
=
(rBj + jBjj)(jBjj   1)(jBjj   2)
2(1)
:
Now consider an arbitrary sequence (k1; : : : ; kl) taking values in f1; : : : ; N   2lg such
that for every j = 1; : : : ; N   2l, jfi  l : ki = jgj = (jBjj   1)=2. Using the Markov
property of X 0, we see that the probability that for all i = 1; : : : ; l, the ith coagulation
aected only particles formed from initial particles with labels in Bki equals
1
(1)   (l)
N 2lY
j=1
 
 
(rBj + jBjj+ 2)=2

 
 
(rBj + 3)=2
 (jBjj   1)! :
Observe that the number of such sequences (k1; : : : ; kl) is
l
(jB1j   1)=2; : : : ; (jBN 2lj   1)=2

=
l!
((jB1j   1)=2)!    ((jBN 2lj   1)=2)! :
This proves the statement. 2
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In the setting of the proposition, denote by (t) the event that X (t) has N   2l
atoms, each resulting from the merging of fri : i 2 Bjg, j = 1; : : : ; N   2l. Since the
sequence of coagulation times and the skeleton chain X 0 are independent,
P ((t)) = P (Tl  t < Tl+1; 0(N   2l)) = P (#(t) = N   2l)P (0(N   2l)) :
In particular, the semigroup of X is described by the preceding proposition and the
distribution of the number of particles at time t, which is computed in the following
lemma.
Lemma 1.1. In the notation above, for l = 0; : : : ; n and t  0,
P (#(t) = N   2l) =
l+1X
j=1
(j)e (j)t
(l + 1)
l+1Y
k=1;k 6=j
(k)
(k)  (j) :
Proof: We use
P (#(t) = N   2l) = P (Tl+1 > t)  P (Tl > t) :
Note that Tk is distributed according to
Pk
i=1 (i)
 1ei, where (i) is as in the statement
of Proposition 1.1, and e1; e2; : : : is a sequence of independent standard exponential
variables. As a general fact, a sum of k independent exponential variables with pair-
wise distinct parameters (i) > 0 follows the hypoexponential distribution, that is the
probability distribution with density
f(x) =
kX
i=1
(i)e (i)x
kY
j=1;j 6=i
(j)
(j)  (i) :
Integrating the density and regrouping terms result in the statement of the lemma. 2
1.2 The monodisperse case
We turn to the situation where X (0) = r = (1; : : : ; 1), that is the coalescent process
is started from the monodisperse conguration consisting of N = 2n + 1 atoms of unit
mass. In this case, the total mass M equals N , so the rates (i) simplify to
(i) = (N + 1  i)(N + 1  2i)(N   2i): (1)
If s = (s1; : : : ; sm) 2 S# we denote by (s) the number of dierent m-tuples that can
be built from the elements si (recall that by our convention si > 0). To put it into a
formula, if fslig1ip is a maximal family of pairwise disjoint non-zero elements from the
sequence s, and ki = jfj = 1; : : : ;m : sj = sligj, we dene
(s) =

m
k1; : : : ; kp

:
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In other words, the ranking map
rk :
1[
m=1
Nm  ! S#
which orders (r1; : : : ; rm) 2 Nm decreasingly satises jrk 1(s)j = (s) for each s 6=
(0; : : :) 2 S#. As a corollary of Proposition 1.2, the one-dimensional statistics for X 0
look as follows.
Corollary 1.1. Let 0  l  n and s = (s1; : : : ; sN 2l) 2 S# with si 2 N odd for all i,
and s1 + : : :+ sN 2l = N . Then, in the situation described above,
P (X 0l = s) = (s)
N
N   2l

N
l
 1 N 2lY
i=1
1
si

si
si+1
2

:
Proof: The starting conguration is given by (r1; : : : ; rN) with ri = 1 for each i. Thus,
if X 0l has N   2l atoms of the sizes s1  : : :  sN 2l, then there is a partition  of
f1; : : : ; Ng into N   2l blocks B1; : : : ; BN 2l of cardinality jBjj = sj, such that the
atoms of X 0l evolved from merging the particles fri : i 2 Bjg. Denote this event by
0(N   2l). Since
(1)   (l) = N !(N   1)!
(N   l)!(N   2l   1)! ;
we obtain from Proposition 1.2 (note that here rBj = jBjj = sj)
P (0(N   2l)) =
(N   1  2l)!
(N   1)!

N
l
 1 N 2lY
i=1
(si   1)!

si
si+1
2

:
The number of such partitions  is given by
(s)
(N   2l)!

N
s1; : : : ; sN 2l

:
By multiplying the last two expressions together, we arrive at the stated expression. 2
As the reader may already check at this stage, X 0l has the same distribution as the
decreasingly ranked sequence of N   2l independent copies i of the rst hitting time
of  1 of a simple random walk, conditioned on 1 + : : : + N 2l = N (see Section 2.3
for a denition of these quantities). Indeed, if (k) denotes the kth order statistic of
1; : : : ; N 2l, then for s = (s1; : : : ; sN 2l) 2 S#
P
 
((N 2l); : : : ; (1)) = (s1; : : : ; sN 2l) j 1 + : : :+ N 2l = N

= (s)P ((1; : : : ; N 2l) = (s1; : : : ; sN 2l) j 1 + : : :+ N 2l = N) ;
and an application of Lemma 2.1 arms that the last expression coincides with that
obtained in the corollary. The connection between random walks and the ternary coa-
lescent will become much clearer in the next section.
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2 Duality with fragmentation via random walks
Our intention of this section is to prove duality of the ternary coalescent with a frag-
mentation process. Let us begin with an informal description of such processes.
Conversely to the phenomenon of coagulation of particles, one often observes in
nature or science processes of fragmentation. In these systems, particles are broken into
smaller pieces as time passes. As an example, one may think of DNA fragmentation
in biology or fractures in geophysics. Just as for coalescent processes, one needs to
impose constraints on such systems to make them mathematically tractable. First, one
assumes that the process has no memory in the sense that the future does only depend
on the present state and not on the past. Second, one supposes that a particle is entirely
characterized by its size, that is by a real number, and third, one requires the system to
fulll the branching property, which means that particles split independently.
Naively, one might rst guess that a coalescent process can always be turned into a
fragmentation process by reversing time. However, even though the memoryless property
is preserved under time reversal, the branching property is typically not fullled. In fact,
there are only few examples known where a duality relation holds (see [6] Section 7 for
an overview).
In view of our informal characterization, it is natural to call a Markov process with
values in S# a ternary fragmentation process, if each particle splits at a certain rate
according to some dislocation law into three smaller pieces, where both the rate and the
dislocation law depend only on the particle size s, and the sizes of the newly formed
elements sum up to s. Ranked in decreasing order, these three particles together with
the ones that did not split form the next state of the process. In particular, dierent
particles split independently.
For our ternary coalescent starting from N = 2n + 1 atoms of unit mass, we shall
prove
Theorem 2.1. Reversing the coalescent chain fX 0kg0kn in time results in the state
chain of the fragmentation process, whose dynamics are given in Proposition 2.2.
We will derive our result from an explicit construction of the skeleton chain X 0 in
terms of (lengths of) excursion intervals of a conditioned random walk. This represen-
tation will also be useful for studying asymptotic properties in the last section.
2.1 From congurations to paths to mass partitions
We rst show how subsets of f0; 1; : : : ; 2ng can be identied with certain paths of nearest
neighbor walks on Z of length 2n + 1. The excursion intervals above two consecutive
(new) minima of such paths partition the space Z=(2n+ 1)Z into discrete arcs. Taking
the ranked sequence of their lengths, we obtain the main object of our interest.
To begin with, dene the conguration space Cn to be the set of all subsets of
f0; : : : ; 2ng which have cardinality less or equal to n. We often represent x 2 Cn by
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the vector (x(i))0i2n, where
x(i) =

1 ; i 2 x
0 ; i =2 x :
Under this identication, we may regard x as a mass distribution. We use the terminol-
ogy that a site i is occupied by a mass if x(i) = 1 and vacant otherwise. The number of
occupied sites (the cardinality of the subset x) is denoted by
jxj = jfi 2 f0; : : : ; 2ng : x(i) = 1gj :
We identify a conguration x 2 Cn with a path of a nearest neighbor walk of length 2n+1
on Z in the following way. Starting from the origin at time zero, the walk goes one step
up if site 0 is occupied, i.e. x(0) = 1, and down otherwise, then above if x(1) = 1, down
if x(1) = 0 and so on, up to time 2n. More precisely, the corresponding path S(x) is
given by S(x)0 = 0 and for 1  j  2n+ 1,
S(x)j = 2
 
j 1X
i=0
x(i)
!
  j:
Notice that by denition, S(x)2n+1 = 2(jxj n) 1. Clearly, the mapping Cn 3 x 7! S(x)
is one-to-one.
As we show next, the excursion intervals of such a path provide us with an element
'1(x) in the space of cyclically ordered partitions of Z=(2n+ 1)Z into discrete arcs,
P2n+1 = fs = (s1; : : : ; sm) : there exist a1 < a2 < : : : < am  2n+ 1;
m; ai 2 N; such that for 1  i  m  1; si = [ai; ai+1) \ N;
sm = ([am; 2n+ 1) [ [0; a1)) \ Z+g :
Take x 2 Cn, and let M =  S(x)2n+1. With m(x) = min0j2n+1 Sj(x), dene the rst
time at which S(x) reaches m(x) + k, k = 0; : : : ;M   1,
mk(S(x)) = inf fj  0 : Sj(x) = m(x) + kg :
For i = 1; : : : ;M , put ai = mM i(S(x)). We construct a sequence s = (s1; : : : ; sM) 2
P2n+1 by setting si = [ai; ai+1)\N for i = 1; : : : ;M 1, sM = ([aM ; 2n+ 1) [ [0; a1))\Z+.
In other words, if we look for k = 0; : : : ; 2n at the shifted path k(S(x)) dened by
k(S(x))i =

S(x)i+k   S(x)k ; 0  i  2n+ 1  k
S(x)i+k (2n+1) + S(x)2n+1   S(x)k ; 2n+ 1  k < i  2n+ 1 ;
then the element s corresponds to the M successive excursion intervals of mM 1S(x)
above two consecutive (new) minima. The length jsij of such an interval is also referred
to as a ladder epoch. We let '1(x) = s and dene '2 as the function which sends
2.2 Random evolution 101
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
(17,-3)
b b b b b b b
× × × ×
Figure 1: The black dots represent the conguration x = f0; 4; 7; 8; 9; 11; 12g  C8. The
corresponding path S(x) starts at zero and ends in  3 at time 17. It is periodically
extended up to time 20 to better recognize the excursion intervals '1(x). They are
visualized by the dashed line above the x-axis, where the crosses mark the endpoints
of the intervals, i.e. '1(x) = (s1; s2; s3) with s1 = [3; 4) \ N, s2 = [4; 7) \ N, s3 =
([7; 17) [ [0; 3)) \ Z+.
s = (s1; : : : ; sm) 2 P2n+1 to its arc lengths fjsijg1im, arranged in decreasing order.
In this way, we obtain an element in the space of mass partitions
P#2n+1 =
(
s = (s1; : : : ; sm) : s1  s2  : : :  sm ;m; si 2 N;
mX
i=1
si = 2n+ 1
)
:
By lling up with an innite sequence of zeros, we will often identify mass partitions
with elements in S#. To summarize our construction, the concatenation map '
' = '2  '1 : Cn '1 ! P2n+1 '2 ! P#2n+1  S#:
sends congurations x 2 Cn via their path representations to partitions of Z=(2n + 1)Z
and then to mass partitions.
2.2 Random evolution
Our purpose here is to randomize the input of the map ' : Cn ! P#2n+1 to obtain (a
sequence of) random mass partitions. More precisely, we construct two Markov chains
on Cn running from time zero up to n as follows. Let X = fXkg0kn be the Markov
chain with X0 = ; and transition probabilities
pX(x; y) =
 1
2n+1 jxj ; x  y and ynx = fig for some i 2 f0; : : : ; 2ngnx
0 ; otherwise
:
In words, (X0; : : : ; Xl) is obtained by occupying successively l sites from f0; : : : ; 2ng,
chosen uniformly at random. From the point of view of sets, Xl is uniformly distributed
on the space of all l-subsets of f0; : : : ; 2ng. By identifying with the random path S(Xl),
we will also think of Xl as simple random walk up to time 2n+1, conditioned to end at
position  2(n  l)  1.
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Let Y = fYkg0kn be the Markov chain with Y0 being uniformly distributed on the
space of all n-subsets of f0; : : : ; 2ng and transition probabilities
pY (x; y) =
 1
jxj ; y  x and xny = fig for some i 2 f0; : : : ; 2ngny
0 ; otherwise
:
In words, (Y0; : : : ; Yl) is obtained by removing successively l masses chosen uniformly at
random from the starting conguration Y0. In terms of sets, Yl is uniformly distributed
on the space of all (n   l)- subsets of f0; : : : ; 2ng. As above, Yl can be identied with
simple random walk up to time 2n + 1, conditioned to end at  2l   1. Note that by
construction, we have the duality relation
(X0; : : : ; Xn)
d
= (Yn; : : : ; Y0): (2)
2.3 Realization of the skeleton chains
We are not interested in X and Y themselves, but rather in '(X) = f'(Xk)g0kn and
'(Y ). As we will show in Proposition 2.3, the former is the state chain of the ternary
coalescent starting from N = 2n + 1 atoms of unit mass. The latter is characterized
by Proposition 2.2 as the state chain of a fragmentation process starting from a single
particle of mass N .
We need some preparation. Recall that simple random walk on Z is the Markov chain
S = fSmgm0 with S0 = 0 and Sm = 1 + : : : + m, where 1; 2; : : : are independent
random variables with P(i = 1) = 1=2. For k 2 Z, the rst hitting time of k is
denoted by
Hk = inffm  1 : Sm = kg:
The following result on the distribution of Hk is classical.
Lemma 2.1. Let k 2 Z, k 6= 0, and m 2 N. Then
P (Hk = m) =
(
jkj
m
 
m
(m+jkj)=2

2 m ; k = m[mod 2]
0 ; k 6= m[mod 2] :
Moreover, if m = 2n+ 1 and k is a xed odd number, as n!1,
P (Hk = m)  1
2
r
1
n3
:
Proof: Clearly, for the probability to be dierent from zero the numbers k and m must
have the same parity. Then, using the hitting time theorem (see for example [14]) in the
rst equality,
P(Hk = m) =
jkj
m
P(Sm = k) =
jkj
m

m
(m+ jkj)=2

2 m:
The second statement follows from Stirling's formula for the factorial. 2
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Before looking at '(X) and '(Y ) in detail, let us give an indication that the former
is the skeleton chain of the ternary coalescent. Recall Corollary 1.1 and the connection
between X 0 and hitting times. Let N = 2n + 1, 0  l  n, and take N independent
copies i of the hitting time H 1. Denote by (k) the kth order statistic of 1; : : : ; N 2l.
Proposition 2.1. '(Xl) is distributed according to ((N 2l); : : : ; (1)) conditionally on
1+ : : :+N 2l = N , i.e. the one-dimensional distributions of '(X) and X 0 started from
N atoms of mass one agree.
Proof: We identify Xl with simple random walk S(Xl) up to time N , conditioned to
end at  (N   2l). For notational simplicity, let us write S instead of S(Xl). Also recall
the denitions of k(S) and mk(S) from Section 2.1. By Theorem 1 of [8], if  is a
uniform random variable on f0; : : : ; N 2l 1g independent of S, then the chain m (S)
has the law of S conditioned on H (N 2l) = N . Moreover, the index m is uniformly
distributed on f0; : : : ; N   1g and independent of the chain m (S). Denote by kXl the
shifted conguration dened by kXl(i) = Xl(i+ k[mod N ]). Clearly, '(Xl) = '(kXl)
for each k. From Theorem 1 of [8] we thus infer that for (s1; : : : ; sN 2l) 2 S#,
P ('(Xl) = (s1; : : : ; sN 2l)) = P ('(mXl) = (s1; : : : ; sN 2l))
= P
 
((N 2l); : : : ; (1)) = (s1; : : : ; sN 2l) j 1 + : : :+ N 2l = N

:
2
For the moment, we leave '(X) aside and rst turn to '(Y ). In the sequel it is
convenient to use the notion of multisets, which we distinguish from normal sets by
using double braces. For example, ffa; b; c; cgg contains the elements a, b each with
multiplicity 1 and the element c with multiplicity 2. The cardinality of this multiset is
4, the order of elements is irrelevant, as for sets.
Let 1; 2; 3 be three independent copies of the hitting time H 1. To state the
transition mechanism of '(Y ) in a concise way, we dene a family  = (s; s  3 odd)
of probability laws, supported on

s = fR = ffr1; r2; r3gg : ri 2 N odd; r1 + r2 + r3 = sg ;
by setting
s(R) = P (ff1; 2; 3gg = R j 1 + 2 + 3 = s) : (3)
More explicitly, applying Lemma 2.1 results in the expression
s(R) = 
s
3r1r2r3

r1
r1+1
2

r2
r2+1
2

r3
r3+1
2

s
s+3
2
 1
; (4)
where  is the number of triplets (ri; rj; rk) that can be formed from R = ffr1; r2; r3gg,
 =
8<:
6 ; jfr1; r2; r3gj = 3
3 ; jfr1; r2; r3gj = 2
1 ; jfr1; r2; r3gj = 1
:
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Proposition 2.2. '(Y ) = f'(Yk)g0kn is a Markov chain. Its transition mechanism
from time l  n  1 to l + 1 is described as follows.
(a) Conditionally on '(Yl) = s = (s1; : : : ; s2l+1) 2 P#2n+1, select an index  2 f1; : : : ; 2l+
1g according to the law
P ( = i j '(Yl) = s) = si   1
2(n  l) :
(b) Given '(Yl) = s and  = i, split si according to the law si into three numbers and
rank them together with sm, m 2 f1; : : : ; 2l+1gnfig, in decreasing order to obtain
a new mass partition.
Proof: Fix l 2 f0; : : : ; n  1g. We write '(Y )0:i for the vector ('(Y0); : : : ; '(Yi)). The
Markov property will follow from
(i) '(Y )0:l and '(Yl+1) are conditionally independent given '1(Yl).
(ii) '1(Yl) and '(Yl+1) are conditionally independent given '(Yl).
Indeed, assuming (i) and (ii), we have for r0:l+1 = (r0; : : : ; rl+1) 2 P#2n+1  : : :P#2n+1,
P ('(Y )0:l+1 = r0:l+1)
=
X
u:'2(u)=rl
P ('(Y )0:l = r0:l j '1(Yl) = u)P ('(Yl+1) = rl+1 j '1(Yl) = u)
 P ('1(Yl) = u)
= P ('(Yl+1) = rl+1 j '(Yl) = rl)P ('(Y )0:l = r0:l) :
For (i), the key step is to show that the conditional law of '(Y )0:l given Yl only depends
on '1(Yl). In that direction, we work conditionally on '1(Yl) = s
 = (s1; : : : ; s2l+1)
and denote by Nk(i) = jYk \ sij the number of sites of the arc si which are occupied
by Yk. Write Nk for the family fNk(i)g1i2l+1. Let il denote the unique index such
that the singleton Yl 1nYl  sil . In other words, il is the unique index i such that
Nl 1(i) = Nl(i)+1. Then '1(Yl 1) results from '1(Yl) = s by merging the arcs sil , sil+1
and sil+2 (with the convention that indices of arcs are taken modulo 2l+1). By iteration,
we realize that the sequence N0:l = (N0; : : : ; Nl) determines '1(Y )0:l and therefore also
'(Y )0:l. Hence it now suces to check that the conditional distribution of N0:l given
Yl only depends on '1(Yl) = s
, which is straightforward from the dynamics and the
observation that for every i = 1; : : : ; 2l+1, the arc si has exactly (jsij+1)=2 sites which
are not occupied by Yl.
We are now able to prove (i). Take t 2 P#2n+1 with P ('1(Yl) = s; '(Yl+1) = t) > 0.
Then
P ('(Y )0:l = r0:l; '1(Yl) = s; '(Yl+1) = t)
=
X
x2' 1
1
(s);
y2' 1(t)
P ('(Y )0:l = r0:l j Yl = x; Yl+1 = y)P (Yl = x; Yl+1 = y) :
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Since Y is a Markov chain, it follows that for x; y 2 Cn with P(Yl = x; Yl+1 = y) > 0,
P ('(Y )0:l = r0:l j Yl = x; Yl+1 = y) = P ('(Y )0:l = r0:l j Yl = x) :
Plugging this into the above formula and using the conditional independence of '(Y )0:l
and Yl given '1(Yl), we deduce that for x 2 ' 11 (s),
P ('(Y )0:l = r0:l j '1(Yl) = s; '(Yl+1) = t) = P ('(Y )0:l = r0:l j Yl = x) :
Similarly, one sees that the right hand side equals P('(Y )0:l = r0:l j '1(Yl) = s), and
(i) follows. We turn to (ii) and the description of the transition mechanism. We keep
the conditioning on '1(Yl) = s
. Note that Yl+1 evolves from Yl by removing uniformly
at random one of the n   l masses. By identifying Yl with S(Yl), this amounts to
switching one of the upward steps chosen uniformly at random into a downward step.
More precisely, under our conditioning, the ith arc si is picked with probability
number of upward steps over si
total number of upward steps
=
(jsij   1)=2
n  l ; (5)
then one of the upward steps over si is selected with uniform probability and changed
into a downward step. Up to a vertical shift in space, S(Yl) restricted to the arc si obeys
the law of simple random walk conditioned on H 1 = jsij (with an obvious modication
for the last arc s2l+1). Given an upward step over si is switched, S(Yl+1) restricted to
si can therefore be seen as simple random walk conditioned on H 3 = jsij. In terms of
'(Y ), we deduce that '(Yl+1) is obtained by rst picking the ith arc si with probability
given in (5), then splitting its length according to jsij into three numbers r1; r2; r3
corresponding to the rst three ladder epochs of simple random walk conditioned on
H 3 = jsij, and nally ranking them together with the numbers jsjj, j 6= i, in decreasing
order. In particular, we realize that for predicting '(Yl+1) out of '1(Yl), the additional
information given by '1(Yl) compared to '(Yl), namely the location of the arcs, is
irrelevant. Hence also (ii) holds. 2
Let us now characterize '(X).
Proposition 2.3. '(X) = f'(Xk)g0kn is a Markov chain. Its transition mechanism
from time l  n  1 to l + 1 is described as follows.
(a) Conditionally on '(Xl) = s = (s1; : : : ; s2(n l)+1) 2 P#2n+1, select an index  out of
the set of all 3-subsets of f1; : : : ; 2(n  l) + 1g according to the law
P ( = fi; j; kg j '(Xl) = s) = si + sj + sk + 3
(2n+ 1  l)2(n  l)(2(n  l)  1) :
(b) Given '(Xl) = s and  = fi; j; kg, rank the sum r = si + sj + sk together with the
numbers sm, m 2 f1; : : : ; 2(n   l) + 1gnfi; j; kg, in decreasing order to obtain a
new mass partition.
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Figure 2: The transition mechanism from '(Y1) to '(Y2), where n = 6. Here, at time 1
the chain Y is in the conguration state Y1 = f1; 2; 6; 8; 9g. Then the mass at position
8 is removed. For the corresponding path, this means that the upward step at time 8 is
changed into a downward step. The new path S(Y2) coincides up to time 8 with the old
path S(Y1) and is then indicated by the dashed line. The excursion interval [6; 13) is
broken into three intervals [6; 9), [9; 12), [12; 13). Therefore, '1(Y2) = (s1; s2; s3; s4; s5)
with s1 = [1; 6) \ N, s2 = [6; 9) \ N, s3 = [9; 12) \ N, s4 = [12; 13) \ N, s5 = [0; 1) \ Z+
and '(Y2) = (5; 3; 3; 1; 1).
Proof: From the duality (2) it follows that '(X) is obtained by reversing '(Y ) in time.
In particular, the Markov property carries over from '(Y ) to '(X).
It remains to look at the transition mechanism. The step from l = n 1 to n is obvious
from the construction of X and '. Now x l 2 f0; : : : ; n  2g, and let M = 2(n  l)+ 1.
We work conditionally on '(Xl) = s = (s1; : : : ; sM) 2 P#2n+1. By construction, '(Xl+1)
is obtained from '(Xl) by summing up three numbers si,sj,sk, where i,j,k are pairwise
distinct, and rearranging the sum together with sm, m 6= i; j; k, in decreasing order.
Write s = (s1; : : : ; sM) for the partition '1(Xl), and let  be uniformly distributed on
f0; : : : ;M   1g, independent of Xl. By the random walk representation and Theorem 1
of [8], the law of the cyclically ordered arc lengths (js1+ j; : : : ; jsM+ j) (indices are taken
modulo M) agrees with the law of the M subsequent ladder epochs of simple random
walk conditioned on H M = 2n + 1. In particular, the law of (js1+ j; : : : ; jsM+ j) is
invariant under permutations and therefore equals the law of
 
s(1); : : : ; s(M)

, where
 is a permutation of f1; : : : ;Mg, chosen uniformly at random and independently of
Xl. Note that this can also be deduced directly from the fact that Xl is uniformly
distributed on the space of all l-subsets of f0; : : : ; 2ng. The probability that si,sj,sk
are replaced by their sum is given by the probability that the arcs s 1(i)+ , s 1(j)+ ,
s 1(k)+ merge. This is the case if and only if the arcs adjoin each other and the singleton
Xl+1nXl is contained in that arc which is followed in clockwise order by the other two.
More formally, the arcs merge if and only if there is a permutation  of the indices i; j
and k such that Xl+1nXl  s 1((i))+ , and  1((j)) =  1((i)) + 1,  1((k)) =
 1((i)) + 2 (both equalities are taken modulo M). Given Xl+1nXl  s 1(i)+ , the
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probability that s 1(i)+ , s 1(j)+ , s 1(k)+ merge is therefore
2
M   1 
1
M   2 :
The probability that Xl+1nXl  s 1(i)+ is
number of vacant sites in s 1(i)+ at time l
total number of vacant sites at time l
=
(si + 1)=2
2n+ 1  l :
Altogether, given '(Xl) = s,
P
 
s 1(i)+ ; s 1(j)+ ; s 1(k)+ merge

=

(si + sj + sk + 3)=2
2n+ 1  l

2
M   1 
1
M   2 ;
which is the probability in (a) in the case l < n  1. 2
Theorem 2.1 now easily follows. Indeed, from the last proposition we see that '(X)
is equal in law to the skeleton chain fX 0kg0kn started from N particles of unit mass.
By the duality relation (2), reversing '(X) in time yields the process '(Y ), which is the
state chain of a fragmentation process.
3 Random binary forest representation
In this section, we give a second construction of the skeleton chain of the ternary coa-
lescent in terms of random binary forests. The connection between random forests and
coalescent processes was rst observed by Pitman in [18]. In our description, we are
guided by Chapter 5.2.3 of Bertoin [7].
3.1 Basic denitions on graphs
We rst collect some basic notions on graphs which will useful for our purpose.
A (undirected) graph is a pair G = (V;E), where V is a nite set and E  fU 
V : jU j = 2g. The elements of V are called vertices, the elements of E edges. The size
of a graph is the number of vertices jV j. A subgraph of a graph G = (V;E) is a graph
H = (V 0; E 0) with V 0  V and E 0  E.
Now let G = (V;E) be a graph. Two vertices v; w are adjacent, if fv; wg 2
E. The degree of a vertex v is the number of vertices adjacent to v. A sequence
(v1; e1; v2; : : : ; vm; em; vm+1) such that m  0 vi 6= vj for i 6= j and ei = fvi; vi+1g 2
E for 1  i  m is called a path, or also a v1-vm+1-path. A cycle is a sequence
(v1; e1; : : : ; vm; em; v1) such that m  2, (v1; e1; : : : ; vm 1; em 1; vm) is a path and em =
fvm; v1g 2 E. We say that two vertices v; w are connected, if there exists a v-w-path.
If there is a v-w-path for any v; w 2 V , we say that the graph G is connected. The
maximal connected subgraphs of G are its connected components. A connected graph
without a cycle (as a subgraph) is called a tree. In a tree, a leaf is a vertex of degree
equals 1, while the vertices of degree greater than 1 are called internal vertices.
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We are interested in a special family of trees. A binary tree is either a tree consisting
of a single vertex only, called the root of the tree, or a tree where exactly one vertex has
degree 2, which we then call the root of the tree, and all the other vertices have degree
3 or they are leaves. The height of a vertex v in a binary tree is the number of edges of
the (unique) v-r-path, where r is the root of the tree. If v is not a leaf, then there are
exactly two vertices w;w0 adjacent to v with height strictly bigger than that of v, the
children of v. We call the pair ffv; wg; fv; w0gg the outgoing edges (from v). Finally, a
binary forest is a graph such that its connected components are binary trees. The leaves
or internal vertices of such a forest are then all those of its tree components.
Observe that a binary forest on N vertices with m tree components has N m edges,
(N +m)=2 leaves, and (N  m)=2 internal vertices.
Remark 3.1. In the literature, a binary tree in our sense is often called a (rooted)
full labeled binary tree. The term full reects the fact that every vertex other than
the leaves has two children, and labeled stresses that the vertices are distinguishable.
However, we will use the term labeled to indicate a labeling of internal vertices.
3.2 Dynamics
Our concern here is to describe the dynamics on the space of binary forests, which will
lead to another representation of the ternary coalescent.
As before let N = 2n+1. We consider V = f1; 2; : : : ; Ng as a set of vertices. Given a
binary forest on V , we enumerate its tree components according to the increasing order
of their roots.
We will assign additional labels to all internal vertices of such a forest. A labeling of a
binary forest on V with m tree components is a bijective map from the set of (N  m)=2
internal vertices into f1; : : : ; (N  m)=2g. A labeled binary forest on V is then a binary
forest together with a labeling. Note that internal vertices are double-labeled, by V and
by the labeling just described. The set of all labeled binary forests on V with m tree
components is denoted by F(m;N). Clearly, F(m;N) is empty if m is an even number.
For every 1  k  n, we dene a map R : F(2k  1; N)  ! F(2k+1; N) as follows.
For each  2 F(2k   1; N), select the internal vertex with the highest label and delete
both outgoing edges (and the label, since the vertex is now a leaf). We obtain a labeled
binary forest with 2k + 1 trees, which we denote by R().
As the reader might already guess, the map R will be the building block of the
fragmentation mechanism - it breaks the tree with the highest label into three (new)
trees. The reverse dynamic will correspond to the coagulation mechanism: Out of a
binary forest with at least three trees, pick one leaf and connect it by adding edges to
two distinct roots from other tree components. Then, three trees have merged into one
(new) tree, and the selected leaf has become an internal vertex. Before underlying this
procedure with randomness, let us analyze the map R in detail.
Lemma 3.1. For every 1  k  n, the map R : F(2k   1; N)  ! F(2k + 1; N) is
surjective. More precisely, for every  2 F(2k + 1; N),
jf~ 2 F(2k   1; N) : R(~) = gj = (n+ k + 1)k(2k   1):
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Figure 3: From left to right (right to left) one step in the coagulation (fragmentation)
mechanism is shown. For simplicity, only the labeling of the internal vertices is depicted.
On the left, the leaf with number 6 on the right is chosen as well as two roots from
dierent tree components. They are connected by two edges visualized by the dashed
lines on the right side.
Proof: Let  2 F(2k + 1; N). In order to construct a generic ~ 2 R 1(), pick a leaf i
from  . Write (i) for the root of the tree component containing i. Then select two roots
j 6= j0 dierent from (i), add the edges fi; jg, fi; j0g and label the vertex i with the
number n k+1. Out of three components, we have obtained a new labeled binary tree
with root (i), which is part of a forest with 2k 1 trees. Clearly, this forest is contained
in R 1(). Moreover, dierent choices of i; j; j0 give rise to dierent forests. To nish
the proof, note that there are n + k + 1 possible choices for a leaf i, and 2k(2k   1)=2
possible choices for distinct roots fj; j0g. 2
Remark 3.2. Applying the map R at most n times destructs a labeled binary forest
into its single vertices. Due to the recursive structure of trees, this method enables one
to compute various combinatorial quantities. For example, using jF(N;N)j = 1 and
iteratively the identity
jF(2k   1; N)j = (n+ k + 1)k(2k   1) jF(2k + 1; N)j
provided by Lemma 3.1, one obtains for k = 2; : : : ; n+ 1
jF(2k   1; N)j = 2
k (n+1)n (2n+ 1)! (2n  1)! (k   2)!
(n+ k)! (k   1)! (2k   3)! :
In the case k = 1,
jF(1; N)j = 2
 n(2n)!(2n+ 1)!
(n+ 1)!
= 2 n(2n+ 1)!n!Cn;
where Cn = (2n)!=((n + 1)!n!) is the nth Catalan number. Since there are n! dierent
labelings of internal vertices, we deduce that the number of binary trees on V is given
by 2 n(2n+ 1)! Cn.
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3.3 From forests to mass partitions
Denote by Rk the kth concatenation of R, where R0 is the identity map. We randomize
the input by endowing the space F(1; N) with the uniform probability measure and
interpret the maps Rk as random variables
Rk : F(1; N)  ! F(2k + 1; N); k = 0; : : : ; n:
In words, Rk() is the forest with 2k+1 tree components which arises from  2 F(1; N)
by picking the k internal vertices with the highest labels and deleting their outgoing
edges. By induction, we deduce from Lemma 3.1 that Rk obeys the uniform law on the
space F(2k + 1), for each k. We then consider the random variables
jRkj# : F(1; N)  ! P#2n+1; k = 0; : : : ; n;
where for a tree  2 F(1; N), jRkj#() = s = (s1; : : : ; s2k+1) 2 P#2n+1 is the sequence of
the sizes of the tree components, ranked in decreasing order.
Turning back to the ternary coalescent, let X 0k, k = 0; : : : ; n, denote the skeleton
chain started from N particles of unit mass. Its connection to the sizes of the tree
components is given by
Proposition 3.1. The sequence of random variables fjRn kj#g0kn is the state chain
of the ternary coalescent, that is jRnj#; jRn 1j#; : : : ; jR0j# d= (X 00; : : : ;X 0n) :
Proof: For each tree  2 F(1; N), the forest Rn() has no edges, so jRnj# = (1; : : : ; 1) =
X 00. Note that given jRlj# = s = (s1; : : : ; s2l+1) for some 1  l  n, the mass partition
jRl 1j# is obtained from s by replacing three elements si,sj,sk, where i,j,k are pairwise
distinct, by their sum. Furthermore, observe that the random variables Rk, l  k 
n, are measurable with respect to the sigma-eld generated by Rl. In particular, by
Proposition 2.3, the claim follows if we show that for every 0  l < n, for every s =
(s1; : : : ; s2(n l)+1) 2 P#2n+1 and for every 3-subset fi; j; kg  f1; : : : ; 2(n  l) + 1g,
P
 jRn l 1j# = sijk j Rn l; jRn lj# = s = si + sj + sk + 3
(2n+ 1  l)2(n  l)(2(n  l)  1) :
Take a forest  2 F(2(n   l) + 1; N). We work conditionally on Rn l =  . By our
observation above, Rn l 1 is uniformly distributed on the set of (2n+1  l)(n  l)(2(n 
l) 1) forests which can be obtained from  in the way described in Lemma 3.1. We write
1; : : : ; 2(n l)+1 for the tree components of  . For every 3-subset fa; b; cg  f1; : : : ; 2(n 
l) + 1g, the probability that the leaf i is picked in a and the roots are chosen from b
and c is therefore
jaj+ 1
2
 1
(2n+ 1  l)(n  l)(2(n  l)  1) :
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Hence the probability that Rn l 1 evolves from  by merging the trees a, b and c,
that is the probability that the leaf i is picked in either a, b or c and connected to the
roots of the other two components is
jaj+ jbj+ jcj+ 3
(2n+ 1  l)2(n  l)(2(n  l)  1) :
2
As a consequence of Theorem 2.1, the time-reversed process fjRkj#g0kn is a frag-
mentation chain with dislocation law .
Remark 3.3. Adapting the proof of Corollary 5.7 in [7] to our situation, we nd another
way to prove Corollary 1.1, based on the binary forest representation. Namely, with
m = 2(n  l) + 1 and s = (s1; : : : ; sm) 2 P#2n+1, there are
1
m!

2n+ 1
s1; : : : ; sm

=
(2n+ 1)!
m! s1!    sm!
possibilities to partition the set of vertices f1; : : : ; 2n + 1g into non-empty disjoint sets
Ei, i = 1; : : : ;m, such that jEij = si and minEi < minEj for i < j  m. Without
labeling internal vertices, the number of binary tree structures which can be attached
to Ei is jF(1; si)j=((si  1)=2)!. Having chosen a binary tree structure for each Ei, there
are l! possible ways to label the l internal vertices. Recall that the tree components of
a forest are enumerated in increasing order of their roots. It follows that the number of
binary forests  2 F(m; 2n+ 1) with tree components i such that jij = si is given by
(2n+ 1)! l!
m!
mY
i=1
jF(1; si)j
si!
 
si 1
2

!
:
Since Rn l is uniformly distributed on F(m; 2n + 1), we deduce from Proposition 3.1
that
P (X 0l = (s1; : : : ; sm)) =
(s)
jF(m; 2n+ 1)j
(2n+ 1)! l!
m!
mY
i=1
jF(1; si)j
si!
 
si 1
2

!
;
where (s) has been dened in Section 1.2. Plugging in the values for jF(m; 2n + 1)j
and jF(1; si)j from Remark 3.2 results in the expression obtained in Corollary 1.1.
3.4 Encoding forests by paths
We conclude our discussion of binary forests by illustrating a direct connection to the
random walk representation. Here, it is more convenient to consider (rooted unlabeled)
plane trees and forests. In a plane forest vertices are regarded as indistinguishable, but
the set of children for each vertex is ordered, as well as the set of roots of the dierent
tree components. The ordering induces serveral natural enumerations of the vertices.
For example, one of them is provided by the order in which the vertices are visited by a
depth-rst search, see Figure 4. More on this can be found in Chapter 6.2 of Pitman [19].
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We will look at (full) binary plane forests. To relate them to the binary forests
considered above, note that the number of binary plane forests on N vertices with k tree
components is equal to
2(N k)=2k!
N !((N   k)=2)! jF(k;N)j;
since there are 2(N k)=2 possible orderings of the children of the internal vertices of a
forest in F(k;N), k! orderings of the roots, but neither vertices are labeled nor there
is an additional identication of internal vertices. Clearly the ternary coalescent with
a monodisperse initial conguration can also be realized on the space of binary plane
forests, with the same dynamics.
There are various possibilities to code plane trees and forests by discrete functions.
For a (nite) plane tree  on N vertices, one common way is to look at its Lukasiewicz
path fxlg0lN . Denoting by v0; : : : ; vN 1 the vertices of  listed in the order of a
depth-rst search and by k(v) the number of children of vertex v, one denes
xj =
j 1X
i=0
(k(vi)  1); 0  j  N:
Note that x0 = 0, xN =  1, and
xj   xj 1 = k(vj 1)  1; 1  j  N: (6)
It is easy to see that there is a bijection between Lukasiewicz paths and rooted plane
trees. A sequence of such trees may then by encoded by gluing together the correspond-
ing Lukasiewicz paths, retaining the relationship (6). In other words, the coding of the
next tree starts if a new minimum is attained.
Turning to random trees, it follows from Proposition 1.4 of Le Gall [15] that a
Galton-Watson tree with ospring distribution (k) = 1=2(0(k) + 2(k)), conditioned
to have total progeny size N , is distributed according to a tree chosen uniformly at
random among the set of all binary plane trees on N vertices. Further, the corresponding
Lukasiewicz path tree is distributed as the path of simple random walk on Z up to time
N , conditioned on H 1 = N (see Corollary 1.6 of [15]).
We then realize that for an integer 0  l  n, the path of simple random walk up
to time N , conditioned on H (2l+1) = N , encodes a forest distributed uniformly over
all binary plane forests on N vertices with 2l + 1 tree components. In particular, the
sequence of the sizes of the tree components is distributed as the sequence of the ladder
epochs of the conditioned random walk path, if both are put in random uniform order,
say. However, the sequence of coding functions induced by the above dynamics on the
space of binary forests is not directly related to the sequence of paths of the random
walk representation. In this sense, the connection between the two representations is
only static.
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Figure 4: On the left side a binary plane forest on 11 vertices with 3 tree components
is shown, where the vertices are enumerated by a depth-rst search. The corresponding
Lukasiewicz path is depicted on the right side. The crosses indicate where the coding of
a new tree starts.
4 Asymptotics of the ternary coalescent
Having concrete realizations at hand, we are now able to investigate asymptotic prop-
erties of the ternary coalescent process. Let us write X [N ] = (X [N ](t); t  0) for the
coalescent with kernel  started from the monodisperse conguration (1; : : : ; 1) consist-
ing of N = 2n + 1 atoms of unit mass, and put X 0[N ]k = X [N ](Tk), k = 0; : : : ; n. The
number of particles at time t  0 is denoted by #[N ](t), and the number of jumps up to
time t by J [N ](t).
We will consider the space of mass partitions with total mass bounded by 1,
S1 =
(
s = (s1; s2; : : :) : s1  s2  : : :  0;
1X
i=1
si  1
)
;
and the subset S1  S1 of sequences with
P1
i=1 si = 1. We equip S1 with the uniform
distance. The induced topology coincides with that of pointwise convergence and turns
S1 into a compact space. The l1-distance induces a ner topology. However, if (sn; n 2
N) is some sequence in S1 converging pointwise to s 2 S1, then the convergence does
also hold in the l1-sense, as it can be easily deduced from Scheé's lemma. Therefore,
on S1 all these types of convergence are equivalent.
We turn to our main result of this section. Recall that the standard additive coa-
lescent X = (X(t); t 2 R) is the unique additive coalescent process such that for each
t 2 R, X(t) has the law of the ranked sequence a1  a2  ::: of the atoms of a Poisson
random measure on (0;1) with intensity measure (da) = e tda=p2a3, conditioned
on
P1
i=1 ai = 1. We refer to [3] and [12] for background.
Theorem 4.1. As n!1, the S1-valued process
t 7! 1
N
X [N ](et=N3=2); t 2 R;
converges in the sense of nite-dimensional distributions towards the standard additive
coalescent.
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Here, the multiplication with 1=N is meant element-wise. At rst glance the conver-
gence may look surprising, since the standard additive coalescent is a binary coalescent
that arises as a limit of additive coalescent processes as follows (Evans and Pitman [12]).
Let X[n] = (X[n](t); t  0) be the stochastic coalescent with binary coagulation kernel
~(r; s) = r + s; r; s > 0;
started from the monodisperse conguration with n atoms, each of mass 1=n. Then, as
n!1, the time-shifted processes (X[n](t+(1=2) lnn); t   (1=2) lnn) converge weakly
to X.
However, our convergence result concerns only the nite-dimensional laws. For the
one-dimensional distributions, one might expect a result in this direction if one compares
the one-dimensional statistics of the skeleton chains of the ternary and the additive
coalescent X[n]. The states of the additive coalescent can be expressed in terms of
independent standard Borel variables (see for example (30) in [12]), which have a tail
behavior similar to that of the hitting time Hk. For the nite-dimensional laws, an
analysis of the rst hitting time distribution shows that a true ternary coagulation
step, i.e. the event that three particles merge which are all of a size comparable to n,
only occurs with negligible probability. Therefore, under the rescaling, the process looks
more like a binary coalescent.
Let us briey comment on the scaling in the theorem. To obtain a limit for the
normalized sequence of masses, the number of atoms must be of order
p
n. We refer
to Lemma 4.2 for a better understanding. As Lemma 4.1 shows, if the process X [N ]
runs for time t=N3=2, then the amount of particles has typically reduced from N to
about
p
N=t. Note that when approximating the standard additive coalescent with the
processes X[n] starting from n atoms of mass 1=n, the macroscopic picture appears at
times t + (1=2) lnn, at which there are about
p
n=et particles. Here, roughly speaking,
the standard Borel law plays the role of the hitting time distribution. Precise statements
can be found in the books of Pitman [19], Chapter 10.3, and Bertoin [7], Chapter 5.3.
We shall present three dierent ways to obtain convergence for the rescaled ternary
coalescent of which we discuss two in detail. The rst more general method will lead
to one-dimensional convergence in Proposition 4.2. It relies on the observation that
the distribution of the hitting time Hk is in the domain of attraction of a stable(1=2)
law. Then a size-biased reordering is used to construct the limiting mass partition. The
second method resulting in nite-dimensional convergence (and therefore in the proof
of the theorem) is more specialized to our situation. It is based on the identication
of congurations with mass partitions via paths, as described in Section 2.1. Since
the two methods do not rely on each other, the reader in a hurry may safely skip
Section 4.2. In a closing remark we outline a possible third way to establish nite-
dimensional convergence, using the random binary forest representation.
4.1 Number of particles
In order to relate the behavior of X [N ] to that of its skeleton chain, we prove a limit
theorem for the number of particles. As just remarked, it will become clear later why
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we choose the spatial scale factor N 1=2.
Lemma 4.1. For every t > 0, as n!1,
#[N ](t=N3=2)p
N
! 1
t
in probability:
Proof: Using the relation #[N ]() = N   2J [N ](), the claim will follow once we show
that
J [N ](t=N3=2)p
N
  (
p
N   t 1)
2
! 0 in probability: (7)
Remember that J [N ](t=N3=2) = maxfk 2 Z+ : N3=2Tk  tg, where Tk is the kth coag-
ulation time given by Tk
d
=
Pk
i=1 (i)
 1ei, the rates (i) = (i; N) are as in (1) and
e1; e2; : : : is a sequence of independent standard exponential variables. Heuristically,
replacing Tk by its expectation
Pk
i=1 (i)
 1, the number of jumps J [N ](t=N3=2) should
roughly behave as the maximal k such that N3=2
Pk
i=1 (i)
 1  t. We will show that
with the choice kn = n  t 1
p
N=2,
N3=2
knX
i=1
(i) 1 = t+ o(1); (8)
where we agree that the sum runs from 1 to the largest integer below kn. First note that
N3=2
knX
i=1
(i) 1 = N3=2
knX
i=1
1
(N + 1  i)(N + 1  2i)(N   2i)
= N3=2
 
knX
i=1
1
(N   i)(N   2i)2
!
+O(n 1=2):
Furthermore, some simple computations show that for each " > 0,
knX
i=1
1
(N   i)(N   2i)2 =
Z kn
0
dx
(N   x)(N   2x)2 +O(n
 2)
=
1
N(N   2kn) +O(n
 2+")
=
t
N3=2
+O(n 2+"):
Altogether, we obtain (8). Moreover, since
Var
 
N3=2Tkn

= N3
knX
i=1
(i) 2 = O(n 1=2);
we deduce that N3=2Tkn ! t in probability. From this (7) readily follows. 2
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4.2 Mass partitions induced by Poisson measures
We shall now prove one-dimensional convergence of the ternary coalescent process. First
let us recall some basic facts about mass partitions obtained from Poisson measures, as
provided in Section 2.2.3 of Bertoin [7]. Consider a measure  on (0;1) such thatZ 1
0
(1 ^ x)(dx) <1 and ((0;1)) =1: (9)
Let M be a Poisson random measure on (0;1) with intensity . From (9) it follows
that M has almost surely a countably innite number of atoms, which we may rank in
decreasing order,
a1  a2  : : : > 0:
Under condition (9), we further have
& =
1X
i=1
ai <1 almost surely.
In our situation,  will be non-atomic, which implies that the atoms ai are almost surely
distinct. Furthermore,  will be of a form that guarantees the existence of a continuous
density of &,
P(& 2 dx) = (x)dx; x > 0;
with  > 0 on (0;1).
Given some xed x > 0, we want to transform the atoms (a1; a2; : : :) into a random
mass-partition with total mass 1 by looking at (a1=x; a2=x; : : :) conditioned on
P1
i=1 ai =
x. In order to dene the singular conditioning in a proper way, it is useful to look rst
at a size-biased reordering (ai ; i 2 N) of (a1; a2; : : :). This means that conditionally on
(a1; a2; : : :), we choose an index 1
 according to
P (1 = k j (a1; a2; : : :)) = ak=
1X
i=1
ai; k 2 N; (10)
set a1 = a1 , remove a

1 from the sequence and repeat (10) with this new sequence to
obtain 2, set a2 = a2 , and so on. In the following, Propositions 2.3 and 2.4 from [7]
play a major role, so we summarize them for convenience in the next statement.
Proposition 4.1. (i) Consider for each n 2 N [ f1g a random mass partition S(n)
with total mass equals one almost surely, and a size-biased reordering S(n) of S(n).
Then, as n ! 1, convergence in distribution of S(n) to S(1) in S1 is equivalent
to convergence of S(n) to S(1) in the sense of nite-dimensional distributions.
(ii) In the setting from above, for xed x > 0, the conditional law of (a1; a

2; : : :) given
& 2 [x; x + "] has a weak limit in the sense of convergence of nite-dimensional
distributions as " # 0, denoted by Px, which is determined by the following Markov-
type property:
Px (a1 2 dy) =
y(x  y)
x(x)
(dy); 0 < y < x;
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and the conditional distribution of (a2; a

3; : : :) under Px given a1 = y is Px y.
Under Px,
P1
i=1 a

i = x almost surely.
Having Proposition 4.1 in mind, we call a random sequence (a1; a2; : : :) that results
from the decreasing rearrangement of (ai ; i 2 N) under Px the ranked sequence of the
atoms of a Poisson random measure on (0;1) with intensity , conditioned onP1i=1 ai =
x. We leave it to the reader to check that (a1; a

2; : : :) is then a size-biased reordering of
(a1; a2; : : :), in the sense from above.
Let 1; 2; : : : be a sequence of independent copies of H 1. Recall that by Lemma 2.1,
as l!1,
P (1 = 2l + 1)  1
2
r
1
l3
: (11)
For k 2 Z+, let 2k+1 = 1+: : :+2k+1, and denote by S(2k+1;N) a random mass partition
distributed as the rearrangement in decreasing order of 1=N; : : : ; 2k+1=N , conditionally
on 2k+1 = N . As a special case of Corollary 2.2 in [7] we have
Lemma 4.2. Fix b > 0. Then S(2k+1;N) converges in distribution on S1 as k, n!1
with k  bn1=2 to the ranked sequence (a1; a2; : : :) of the atoms of a Poisson random
measure on (0;1) with intensity (da) = b 1=2a 3=2da, conditioned on P1i=1 ai = 1.
Proof: For k  n, denote by (1;N ; : : : ; 2k+1;N) a (2k + 1)-tuple distributed as a size-
biased reordering of (1; : : : ; 2k+1) given 2k+1 = N . It easily follows that for l =
0; : : : ; n  k,
P
 
1;N = 2l + 1

=
(2k + 1)(2l + 1)
N
P (1 = 2l + 1 j2k+1 = N)
=
(2k + 1)(2l + 1)
N
P (1 = 2l + 1) P (2k = N   (2l + 1))P (2k+1 = N) :
If we x a 2 (0; 1), b > 0 and let l; k; n tend to innity with l  an, k  b n1=2, we obtain
from (11)
(2k + 1)(2l + 1)
N
P (1 = 2l + 1)  b  1=2a 1=2n 1: (12)
Setting gk = 8
 1k2, we see again by (11) that for k !1,
(2k + 1)P (1 > gk)  1:
Moreover, since k  b n1=2, we have as k, n!1
gk
N
 4b
2

:
It then follows from the theory of stable laws (see Breiman [10], Chapters 9 and 14) that
2k+1
N
! & in distribution as k; n!1;
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where & =
P1
i=1 ai and (a1; a2; : : :) is the ranked sequence of the atoms of a Poisson ran-
dom measure on (0;1) with intensity b 1=2a 3=2da. In particular, & is stable(1=2) and
has a smooth density (x) = P(& 2 dx)=dx, which is strictly positive on (0;1). Using
l  an, we infer from Gnedenko's local limit theorem (see Gnedenko, Kolmogorov [13],
p. 236) that
P (2k = N   (2l + 1))
P (2k+1 = N)
 (1  a)
(1)
:
Together with (12) this shows
P
 
1;N = 2l + 1
  a(1  a)
n(1)
b 1=2a 3=2:
In particular, 1;N=N converges weakly as n, k !1 with k  bn1=2 towards the law
a
(1  a)
(1)
b 1=2a 3=2da; a 2 (0; 1):
Now observe that given 1;N = 2l + 1 for some l = 0; : : : ; n  k, we have equality in law 
2;N ; : : : ; 

2k+1;N
 d
=
 
1;N (2l+1); : : : ; 

2k;N (2l+1)

:
By iterating the argument from above, we may therefore deduce from the second part
of Proposition 4.1 that the limit law of
 
1;N=N; : : : ; 

2k+1;N=N

in the sense of nite-
dimensional distributions as n, k !1 with k  bn1=2 is given by the law of a size-biased
reordering (a1; a

2; : : :) of (a1; a2; : : :), where the latter sequence is as in the statement.
Also, we have that
P1
i=1 a

i = 1 almost surely. From the rst part of the same Propo-
sition it then follows that the (ranked) random mass partition S(2k+1;N) converges in
distribution to the ranked sequence of atoms (a1; a2; : : :), conditioned on & = 1. 2
For the skeleton chain X 0[N ], we derive the following consequence.
Corollary 4.1. Fix b > 0. If n, k ! 1 with k  bn1=2, then (1=N)X 0[N ]n k converges in
distribution on S1 to the ranked sequence (a1; a2; : : :) of the atoms of a Poisson random
measure on (0;1) with intensity (da) = b 1=2a 3=2da, conditioned on P1i=1 ai = 1.
Proof: This follows from Proposition 2.1 together with the last lemma. 2
Combining the corollary with the weak convergence result for the number of particles,
we easily obtain one-dimensional convergence.
Proposition 4.2. Fix t > 0. Then
1
N
X [N ](t=N3=2)
converges in distribution on S1 to the ranked sequence (a1; a2; : : :) of the atoms of a
Poisson random measure on (0;1) with intensity
t 1p
2a3
da; a > 0;
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conditioned on
P1
i=1 ai = 1. In particular, the one-dimensional distributions of the
process
t 7! 1
N
X [N ](et=N3=2); t 2 R;
converge to those of the standard additive coalescent.
Proof: Let kn = n   J [N ](t=N3=2). Then X [N ](t=N3=2) = X 0[N ]n kn , so we may show
convergence for (1=N)X 0[N ]n kn . From Lemma 4.1 it follows that as n!1,
knp
n
! t
 1
p
2
in probability: (13)
Furthermore, we know from Corollary 4.1 that if ln is a deterministic sequence of integers
with ln 
p
nt 1=
p
2, then we have the asserted convergence for (1=N)X 0[N ]n ln .
It therefore remains to argue that we may replace ln by the random sequence kn.
To this end, recall that S1 is a compact metric space, so by Prohorov's theorem (see
Billingsley [9], Section 6) the space of probability measures on S1 is relatively com-
pact, and we only have to show convergence on S1 in the sense of nite-dimensional
distributions. Since all our random mass partitions lie in S1 almost surely, this leads to
convergence in distribution on S1. Denote by x[N ]i the ith component of (1=N)X 0[N ]n kn .
Finite-dimensional convergence on S1 is equivalent to say that for each j 2 N,
x
[N ]
1 ; x
[N ]
1 + x
[N ]
2 ; : : : ; x
[N ]
1 + : : :+ x
[N ]
j

converges in distribution towards (a1; a1 + a2; : : : ; a1 + : : : + aj), where (a1; a2; : : :) is
distributed as the rearrangement in decreasing order of (ai ; i 2 N) under P1, see Propo-
sition 4.1 (i). This follows if we show that for all j 2 N and i  0, as n ! 1,
E
"
exp
 
 
jX
i=1
i

x
[N ]
1 + : : :+ x
[N ]
i
!#
! E
"
exp
 
 
jX
i=1
i (a1 + : : :+ ai)
!#
: (14)
Denote by f : S1 ! (0; 1] the function
f(s) = exp
 
 
jX
i=1
i (s1 + : : :+ si)
!
; s = (s1; s2; : : :) 2 S1:
Note that f((1=N)X [N ](t))  f((1=N)X [N ](s)) almost surely whenever t  s. By (13)
we can nd deterministic sequences of integers l n and l
+
n such that l
 
n  l+n 
p
nt 1=
p
2
and the probability of the event fl n  kn  l+n g tends to 1 as n ! 1. But on this
event, we have by monotonicity
f

1
N
X 0[N ]
n l n

 f

1
N
X 0[N ]n kn

 f

1
N
X 0[N ]
n l+n

:
The expectations of the outer quantities converge to the right side of (4.2). This nishes
the proof. 2
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4.3 Convergence of ladder epochs
Aldous and Pitman have shown in [3] that the exponential time change
F (t) = X(  ln t); t > 0;
with F (0) = (1; 0; : : :) transforms the standard additive coalescent into a fragmentation
process which is self-similar with index  = 1=2. In [4], Bertoin has given an explicit con-
struction of this fragmentation process in terms of ladder epochs of Brownian excursion
with drift, and our result on nite-dimensional convergence for the ternary coalescent
will be based on this identity.
Let us introduce some notation. We denote by C[0; 1] the space of continuous real-
valued paths on [0; 1], endowed with the uniform topology. For an arbitrary path ! 2
C[0; 1], its ladder time set is given by
L(!) =

s 2 [0; 1] : !(s) = inf
[0;s]
!

:
Since L(!) is a closed set, there exists a unique decomposition of [0; 1]nL(!) into a
countable union of disjoint (open) intervals. We denote by G(!) the ranked sequence of
their lengths. By lling up with zeros, we may always interpret G(!) as a mass partition
in S1. Note that G(!) 2 S1 if and only if L(!) has Lebesgue measure zero.
The construction of the dual fragmentation process F in [4] can be summarized as
follows. Let  = ((s); 0  s  1) be a positive Brownian excursion. For every t  0,
consider the excursion dragged down with drift t, that is t(s) = (s)   st, 0  s  1,
and its ladder time set L(t), which has almost surely Lebesgue measure zero. Then,
the law of (G(t); t  0) and (F (t); t  0) coincide.
In light of our representation of the ternary coalescent in terms of ladder epochs, it
seems natural to establish convergence of these objects. In this direction, the main step
is to prove convergence of the underlying random paths, with the origin placed at the
rst instant when their minimum is attained, towards a Brownian excursion with drift.
To begin with, take a process (Jn(t); t  0) distributed as (J [N ](t=N3=2); t  0), and
independently of this a Markov chain fXlg0ln as dened in Section 2.2. Let us rst
x t > 0, and write Jn = Jn(t). Remember that given Jn, we may identify XJn with
simple random walk up to time N , conditioned to end at  (2(n  Jn) + 1),
S(XJn)j = 2
 
j 1X
i=0
XJn(i)
!
  j; 0  j  2n+ 1:
By linear interpolation, we dene the corresponding continuous random path Sn;t on the
unit interval,
Sn;t(s) = 2
0@bNsc 1X
i=0
XJn(i) + (Ns  bNsc)XJn(bNsc)
1A Ns; 0  s  1:
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We shall now prove convergence of the nite-dimensional laws of the C[0; 1]-valued pro-
cess (N 1=2Sn;t; t > 0). The limiting object (Bbrt 1 ; t > 0) is distributed as
(Bbrt 1 ; t > 0)
d
=
 
(Bbr(s)  st 1; 0  s  1); t > 0 ; (15)
where Bbr is a standard Brownian bridge on the unit interval. In particular, for each
xed t, the distribution of Bbrt 1 on C[0; 1] is that of a Brownian bridge from 0 to  t 1.
Lemma 4.3. The C[0; 1]-valued process
 
N 1=2Sn;t; t > 0

converges in the sense of
nite-dimensional distributions as n!1 to  Bbrt 1 ; t > 0.
Proof: Let us x t > 0 as above and rst prove one-dimensional convergence. For
0  s  1, dene
Wn(s) = 2
0@bNsc 1X
i=0
Xn(i) + (Ns  bNsc)Xn(bNsc)
1A Ns;
Dn(s) = 2
0@bNsc 1X
i=0
(Xn(i) XJn(i)) + (Ns  bNsc) (Xn(bNsc) XJn(bNsc))
1A :
We may then express Sn;t as Sn;t = Wn  Dn.
The process Wn() is linear interpolation of simple random walk up to time N , con-
ditioned to end at  1. We deduce from a conditioned version of Donsker's invariance
principle (see Dwass and Karlin [11]) that (N 1=2Wn(s); 0  s  1) converges weakly in
C[0; 1] to the standard Brownian bridge Bbr.
Concerning the drift part Dn, we let
D(1)n (s) =
bNsc 1X
i=0
(Xn(i) XJn(i)) ;
D(2)n (s) = 2(Ns  bNsc) (Xn(bNsc) XJn(bNsc)) ;
so that Dn = 2D
(1)
n + D
(2)
n . Now x s 2 [0; 1]. A moment's thought reveals that
conditioned on Jn = n  k for some k 2 f0; : : : ; ng, the random variable D(1)n (s) follows
the hypergeometric distribution. More precisely,
P
 
D(1)n (s) = j j Jn = n  k

=
 bNsc
j
 
N bNsc
k j
 
N
k
 ;
where maxf0; k + bNsc  Ng  j  minfk; bNscg. As a consequence,
E

D(1)n (s) j Jn = n  k

= k
bNsc
N
; Var
 
D(1)n (s) j Jn = n  k
  k: (16)
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Let kn = n   Jn. Choosing " > 0 arbitrarily small, we have for large n by the law of
total probability
P
 
N 1=2jDn(s)  2knsj > "


bpnt 1cX
k=0
P
 
N 1=2jD(1)n (s)  E[D(1)n (s)j > "=3 j kn = k

P(kn = k)
+ P
 
kn 
p
nt 1

= o(1);
where the last line follows from (13), (16) and Chebyshev's inequality. Since by (7),
N 1=22kns converges in probability to t 1s, so does N 1=2Dn(s). In particular, the nite-
dimensional laws of (N 1=2Dn(s); 0  s  1) converge to those of (t 1s; 0  s  1).
Moreover, Dn(s) is increasing in s, and a similar computation entails that for  large
enough, as n!1,
P
 
N 1=2Dn(1)  

= o(1):
By Theorem 8.4 of Billingsley [9], we conclude that the distributions of N 1=2Dn() form
a tight sequence. It follows that (N 1=2Dn(s); 0  s  1) converges in probability to
(t 1s; 0  s  1). Applying now Theorem 4.4 from [9] together with the continuous
mapping theorem nishes the proof of the one-dimensional convergence.
The arguments obviously extend to nite-dimensional distributions. Indeed, the
bridge term Wn is the same for all t, and the drift term Dn converges in probability, for
each t. Therefore, nite-dimensional convergence follows again from Theorem 4.4 of [9].
2
As for discrete paths, we introduce for v 2 [0; 1] the shift operator  on C[0; 1],
(v!)(s) =

!(s+ v)  !(v) ; 0  s  1  v
!(s+ v   1)  !(v) + !(1)  !(0) ; 1  v < s  1 :
Dene H : C[0; 1]! [0; 1] as the rst time when the global minimum is attained,
H(!) = inf

s 2 [0; 1] : !(s) = inf
[0;1]
!

:
Clearly, H is not continuous on the whole space, but it is so restricted to the subset of
paths which uniquely attain their minimum. It is well-known and also implied by the
subsequent Lemma 4.4 that the distribution of Bbrt 1 is fully supported on this subset.
Further, the shift operator is continuous as a map  : C[0; 1] [0; 1]! C[0; 1], (!; v) =
v!. Setting H! = H(!)!, it then follows from the above lemma and the continuous
mapping theorem that for n!1, 
N 1=2HSn;t; t > 0
!  HBbrt 1 ; t > 0
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in the sense of nite-dimensional distributions. Recall (Bbrt 1(s); 0  s  1)
d
= (Bbr(s) 
st 1; 0  s  1), where Bbr is a Brownian bridge (the same for all t). Denoting by  a
standard Brownian excursion, it has been proven by Vervaat in [20] that
HB
br d= :
Since u  v = w for w = u + v[mod 1], we have H = H  v pathwise for every
0  v  1. Therefore, if  denotes the almost surely unique instant when Bbr attains
its minimum,
HB
br
t 1
d
= H  
 
Bbr   st 1; 0  s  1
= H
 
HB
br   st 1; 0  s  1
d
= Ht 1 : (17)
Here, as above, t 1(s) = (s)  st 1 is the Brownian excursion dragged down with drift
t 1. Since t 1 attains its minimal value almost surely at the endpoint, we have proven
the following
Corollary 4.2. In the notation above,
 
N 1=2HSn;t; t > 0

converges in the sense of
nite-dimensional distributions as n!1 to (t 1 ; t > 0).
The convergence of the ternary coalescent is now easy to establish. As last prepara-
tion, let us recall a technical result. Call a point x 2 [0; 1] a local minimum of ! 2 C[0; 1],
if there exists  > 0 such that for all y 2 [maxfx   ; 0g;minfx + ; 1g], !(x)  !(y).
The following statement is true for all real t.
Lemma 4.4. With probability one, all local minima of ("t(s); 0  s  1) are distinct.
Proof: By (17), we may show the statement for (Bbrt (s); 0  s  1) instead. Since for
the time-reversed process, it holds that
(Bbr(1  s)  (1  s)t; 0  s  1) d= (Bbr(s) + st  t; 0  s  1);
it suces to show that for some 1=2  r < 1, (Bbrt (s); 0  s  r) has almost surely
distinct local minima. However, if Fr denotes the ltration generated by the canonical
process x on C[0; 1] up to time r < 1, Q denotes the law of Bbrt and, for a moment, P is
Wiener measure and p the Gaussian transition kernel, it is well-known that Q is locally
absolute continuous with respect to P,
QjFr =
p1 r(xr; t)
p1(0; t)  PjFr :
Since the local minima of Brownian motion on [0; 1] are distinct almost surely (see for
example Theorem 2.11 in the book of Mörters and Peres [16]), the lemma is proven. 2
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Proof of Theorem 4.1: In view of Bertoin's result in [4], the claim follows if we show
that the nite-dimensional laws of
t 7! 1
N
X [N ](t=N3=2); t > 0;
converge to those of (G("t 1); t > 0). Remember the map ' constructed in Section 2.1
sending congurations to mass partitions. With Jn(t) = J
[N ](t=N3=2) dened as above,
we have already seen that
1
N
'(XJn(t)); t  0

d
=

1
N
X [N ](t=N3=2); t  0

:
Let t > 0, and assume that conditionally on Jn,
1
N
'(XJn(t)) = (s1; : : : ; s2(n Jn(t))+1);
where Nsi 2 f1; 3; 5; : : : ; Ng with
P
si = 1. Then by construction of both ', G and
linear interpolation,
G(N 1=2HSn;t) = (g1; : : : ; g2(n Jn(t))+1);
with gi = si   1=N for all i. Thus, the theorem follows if we show nite-dimensional
convergence of (G(N 1=2HSn;t); t > 0) to (G("t 1); t > 0). It is easy to check that
G : C[0; 1] ! S1 is continuous on the subset of those paths which attain their local
minima at unique points. By Lemma 4.4, the distribution of "t 1 assigns mass one to this
subset. Therefore, Corollary 4.2 and the continuous mapping theorem yield convergence
of the nite-dimensional distributions on S1, and since G("t 1) 2 S1 with probability
one, we obtain nite-dimensional convergence on S1. 2
Concluding remarks
(i) For the proof of Theorem 4.1 we used the random walk representation. Let us
point out another possibility to derive convergence, using the random binary forest
representation. Following the construction in Section 3, the state chain of the ternary
coalescent starting from N particles of unit mass can be realized in reversed time by
deleting successively pairs of outgoing edges from a random tree uniformly distributed
over all binary plane trees on N vertices. Such a random tree can be seen as a Galton-
Watson tree with ospring distribution (k) = 1
2
(0(k)+2(k)), conditioned to have total
population size N . One nds oneself in the setting of Theorem 23 (in the sublattice case)
of Aldous [2]. In particular, if  [N ] denotes the uniform binary plane tree on N vertices,
where mass 1=N is assigned to each vertex and the edges are rescaled to have length
1=
p
N , then  [N ] converges weakly as N !1 to the Brownian continuum random tree
(CRT) introduced in [1]. By splitting the skeleton of this tree into subtrees according
to a Poisson process of cuts with some intensity t  0 per unit length, Aldous and
Pitman [3] derived from the CRT an S1-valued fragmentation process of ranked masses
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of tree components, indexed by the intensity t. Further, they showed that the time
change t 7! e t turns this process into the standard additive coalescent. Similar to [3],
it should be possible to approximate the Poisson process of marks on the CRT by the
process of deleting edges from the binary plane tree. This would lead to another proof
of Theorem 4.1.
(ii) Recall the random walk representation introduced in Section 2. Fix an integer k
of size at least 3, and dene the conguration space Ckn as the set of all subsets of
f0; : : : ; (k 1)ng with cardinality less or equal to n. Now identify a conguration x 2 Ckn
with a path of a walk that goes up k   2 steps if a site is occupied and one step down
otherwise, i.e. S(k)(x)0 = 0 and for 1  j  (k   1)n+ 1,
S(k)(x)j = k
 
j 1X
i=0
x(i)
!
  j:
By imposing an analogous dynamics, i.e. by occupying successively n sites chosen
uniformly at random from f0; : : : ; (k   1)ng, the sequence of ladder epochs of the cor-
responding new paths is now a realization of the state chain of the k-ary coalescent
process with kernel k(r1; : : : ; rk) = r1 + : : :+ rk + k=(k   2), started from (k   1)n+ 1
particles of unit mass. As for the case k = 3, running this process backwards in time
yields a fragmentation process. Moreover, Kemperman's formula applies also to rst
hitting times of such asymmetric random walks, so that their distributions can easily be
computed. With some minor modications, and under a dierent rescaling of time, one
again obtains convergence of the nite-dimensional laws of this k-ary coalescent process
towards those of the standard additive coalescent.
Not surprisingly, there is an analogous random (k   1)-ary forest representation of
this process. Indeed, when glueing (full) (k 1)-ary trees by picking uniformly at random
one leaf and k  1 roots from dierent components, in a similar way to Section 3 for the
case k = 3, the ranked sequence of the tree sizes is another realization of the state chain
of the k-ary coalescent with kernel k.
This remark shows that our ternary coalescent process is only one particular process
out of a family of k-ary coalescents that can be studied by the same means.
Acknowledgments
I am grateful to Jean Bertoin for introducing me to the topic and for helpful advice.
Further I would like to thank two anonymous referees for their valuable comments.
References
[1] Aldous, D. J.: The Continuum Random Tree I. Ann. Probab. 19(1) (1991),
1-28.
[2] Aldous, D. J.: The Continuum Random Tree III. Ann. Probab. 21(1) (1993),
248-289.
126 REFERENCES
[3] Aldous, D. J., Pitman, J.: The standard additive coalescent. Ann. Probab.
26(4) (1998), 1703-1726.
[4] Bertoin, J.: A fragmentation process connected to Brownian motion. Probab.
Theory Related Fields 117(2) (2000), 289-301.
[5] Bertoin, J.: Eternal additive coalescents and certain bridges with exchangeable
increments. Ann. Probab. 29(1) (2001), 344-360.
[6] Bertoin, J.: Dierent aspects of a random fragmentation model. Stochastic
Processes and their Applications 116(3) (2006), 345-369.
[7] Bertoin, J.: Random Fragmentation and Coagulation Processes. Cambridge
Studies in Advanced Mathematics, No. 102 (2006).
[8] Bertoin, J., Chaumont, L., Pitman, J.: Path transformations of rst passage
bridges. Elect. Comm. in Probab. 8 (2003), 155-166.
[9] Billingsley, P.: Convergence of Probability Measures.Wiley-Interscience (1968).
[10] Breiman, L.: Probability. Addison-Wesley, Reading, Massachusetts (1968).
[11] Dwass, M., Karlin, S.: Conditioned limit theorems. Ann. Math. Stat. 34(4)
(1963), 1147-1167 .
[12] Evans, S. N., Pitman, J.: Construction of Markovian coalescents. Ann. Inst.
H. Poincaré, Probab. Statist. 34(3) (1998), 339-383.
[13] Gnedenko, B. V., Kolmogorov, A. N.: Limit Distributions for Sums of Inde-
pendent Random Variables. Addison-Wesley, Reading, Massachusetts (1968).
[14] Kemperman, J. H. B.: The passage problem for a stationary Markov chain. Sta-
tistical Research Monographs, Vol. I, The University of Chicago Press, Chicago
(1961).
[15] Le Gall, J.-F.: Random trees and applications. Probability Surveys 2 (2004),
245-311.
[16] Mörters, P., Peres, Y.: Brownian motion. Cambridge University Press (2010).
[17] Perman, M., Pitman, J., Yor, M.: Size biased sampling of Poisson point pro-
cesses and excursions. Probab. Theory Related Fields 92(1) (1992), 21-39.
[18] Pitman, J.: Coalescent Random Forests. J. Combin. Theory Ser. A 85(2)
(1999), 165-193.
[19] Pitman, J.: Combinatorial Stochastic Processes. École d'été de Probabilités de
St. Flour. Lecture Notes in Mathematics 1875, Springer (2006).
[20] Vervaat, W.: A relation between Brownian bridge and Brownian excursion.
Ann. Probab. 7(1) (1979), 141-149.
Hydrodynamic limit of a ternary coalescent process
and solution to Smoluchowski's coagulation equations
Erich Baur

Abstract
We study the hydrodynamic behavior of a particular ternary stochastic coales-
cent which admits a representation in terms of hitting times of simple random walk.
For monodisperse initial congurations we obtain explicit limits of the particle con-
centrations and show that they provide a solution to Smoluchowski's coagulation
equations.
Subject classications: 60K35; 82C23.
Key words: Smoluchowski coagulation equations, hydrodynamic limit, ternary
coalescent, hitting times.
0 Introduction
The purpose of this note is to discuss the hydrodynamic limit for the ternary coalescent
process introduced in [3], that is the stochastic coalescent with ternary coagulation kernel
(k; l;m) = k + l +m+ 3; k; l;m > 0:
This process describes the merging of particles in a medium as time passes. More
specically, consider an odd number N = 2n + 1 of particles (or atoms) with strictly
positive masses. Then, three particles of masses k; l;m, say, coalesce into a single particle
of mass k+ l+m at rate (k; l;m). After n steps, only one big particle is left over, and
the system remains in this state.
We henceforth assume that at time zero, the system consists out of N masses of
size one. The hydrodynamic behavior concerns the evolution in time of the concentra-
tion of particles of mass k when N tends to innity. In [3], the ternary coalescent was
constructed by means of ladder epochs of a conditioned simple random walk. This repre-
sentation allows us to compute limits for the concentrations which solve Smoluchowski's
coagulation equations for the ternary coagulation kernel .
Institut für Mathematik, Universität Zürich, Winterthurerstrasse 190, CH-8057 Zürich, Switzerland.
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128 0 INTRODUCTION
In 1916, Smoluchowski [11] introduced a mean-eld model to study the evolution in
time of the concentration of particles ct(k) carrying a certain (discrete) mass k = 1; 2; : : :,
where two particles of masses l, m, say, merge into a single atom of mass l +m when
colliding. He derived the system of equations ((67) on page 584 in [11])
d
dt
ct(k) =
1
2
X
l<k
ct(l)ct(k   l)~(l; k   l)  ct(k)
1X
l=1
ct(l)~(k; l); (1)
where ~ is a positive symmetric rate kernel determined by physical quantities like radius
of operation or diusivity constant.
In our model, three particles are involved in a coagulation event. Taking into account
a monodisperse initial conguration, the natural generalization of the equations for a
nonnegative symmetric ternary kernel as in our case reads (k 2 N)8>>>>>><>>>>>>:
d
dt
ct(k) =
1
6
X
l;m2N
l+m<k
ct(l)ct(m)ct(k   l  m)(l;m; k   l  m)
  1
2
ct(k)
1X
l;m=1
ct(l)ct(m)(k; l;m);
c0(k) = 1fk=1g:
(2)
Here, the term with prefactor 1=6 on the right side reects the creation of particles of
mass k out of three particles of smaller sizes, an eect that increases the concentration,
whereas the term with prefactor 1=2 stands for the depletion of particles of mass k after
coagulation with two other particles. The factors 1=6 and 1=2 are due to the symmetry
of the kernel .
Both (1) and (2) fall into the category of innite-dimensional nonlinear evolution
equations. In general, such systems are not exactly solvable, and existence or not-
existence of (local) solutions depend on the initial data as well as on the form of the
coagulation kernel. In case of system (1), explicit solutions can for example be computed
for the kernels ~(i; j) = 1, ~(i; j) = i+j and ~(i; j) = ij, and also for linear combinations
of these three types, see Spouge in [12]. In the monodisperse setting, a probabilistic
interpretation of the solutions for these three fundamental models was given in terms
of branching processes, see e.g. Deaconu and Tanré in [6]. The overview of Aldous [1]
includes further references.
Our approach to approximate the equations (2) by a nite particle system has already
proven successful for a wide class of binary coagulation kernels, the model there being
the Marcus-Lushnikov coalescent. Norris [10] gives a general statistical derivation of the
equations. Extensions to k-nary coagulation kernels can be found in Kolokoltsov [9]. A
detailed probabilistic treatment leading to explicit solutions of the coagulation equations
for (sub)multiplicative and additive binary kernels is given in the book of Bertoin [4].
This source also served as the guiding line for our work.
The rest of this note is organized as follows. In the next part we dene the ternary
coalescent and state the main result. Afterward we collect some statements about the
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coalescent that appeared in [3]. Then we prove a limit law for the total concentration
of particles as well as a joint limit law for the sizes of a pair of atoms. This enables us
to prove the main result. We nish with some general remarks.
1 The hydrodynamic behavior
Throughout this text, let N = f1; 2; : : :g, Z = f: : : ; 1; 0; 1; : : :g.
1.1 Denition of the stochastic coalescent and main result
The state space of the coalescent process will be a subset of the space
S# = fs = (s1; s2; : : :) : s1  s2  : : :  0; sk = 0 for k suciently largeg ;
endowed with the uniform distance. The components of a sequence s 2 S# are commonly
interpreted as particle (or atom) sizes. Zeros represent no particles, so we usually drop
them from notation and write s = (s1; : : : ; sm) if the strictly positive elements of s 2 S#
are given by s1; : : : ; sm. If s = (s1; s2; : : :) 2 S# and 1  i < j < k, sijk denotes the
sequence in S# obtained from s by merging its ith, jth and kth terms, that is one removes
si, sj, sk and rearranges the remaining elements together with the sum si + sj + sk in
decreasing order. The following denition is from [3].
Denition 1.1. The ternary coalescent with values in S# and kernel  is a continuous
time Markov process X = (X (t); t  0) with state space S#0 for an appropriate subset
S#0 of S#, and jump rates
q(s; ) =
X
1i<j<k; sk>0
(si; sj; sk)sijk :
We use the notation X [N ] = (X [N ](t); t  0) to indicate the coalescent started from
N = 2n+ 1 atoms (1; : : : ; 1) of mass one. For t  0 and k 2 N, put
c
[N ]
t (k) =
1
N
ni 2 N : X [N ]i (t=N2) = ko ;
where X [N ]i denotes the ith component of X [N ]. Let us briey comment on the scaling.
Since we look for particle concentrations per unit volume, we scale space by the factor
1=N . Concerning time, note that at all times t there should be on the order of N particles
in the system. Therefore, in any nite time interval the number of mergings of a tagged
particle should be of constant order. Since there are on the order of N2 possibilities for
a particle to coalesce, this leads to rescale the coagulation kernel by 1=N2, that is to
look at time t=N2.
In the limit N ! 1, c[N ]t (k) will converge towards a deterministic quantity ct(k)
which we introduce next. In this direction, let 0 < p < 1, q = 1   p, and dene a
generalized binomial probability law p supported on the odd positive integers,
p(k) =
1
k

k
(k + 1)=2

p(k+1)=2q(k 1)=2; k 2 N odd: (3)
130 1 THE HYDRODYNAMIC BEHAVIOR
Note that p is the law of the rst hitting time
H 1() = inffm  1 : m =  1g
of a random walk  = fmgm0 on Z with 0 = 0 and independent increments satisfying
P(i   i 1 = 1) = q, P(i   i 1 =  1) = p, for i 2 N. One can check that p admits
nite moments if and only if p > 1=2. In this case, its mean is given by (2p  1) 1.
The reason why the following two functions play an important role will be clear from
Lemma 1.2. For t  0, set
 (t) = ln

2
2 + t

+ t:
Note that  (t) is smooth and strictly increasing in t, with  (0) = 0. We denote its
inverse by '(s) =   1(s), s  0. Finally, let
p(t) =
2 + '(t)
2(1 + '(t))
(4)
and dene
ct(k) =
p(t)(k)
1 + '(t)
:
Note that for even k, ct(k) = 0 for all t, while for odd k,
ct(k) =
 
k
(k+1)=2

(1 + '(t))k

2 + '(t)
2(1 + '(t))
(k+1)=2
'(t)
2(1 + '(t))
(k 1)=2
:
Remark 1.1. The initial condition already tells us that necessarily ct(k) = 0 for all
even k and all t  0. In terms of the stochastic coalescent, this is reected in the fact
that no particles of even size appear.
Our goal is to prove the following
Theorem 1.1. Let t  0, and k 2 N. For every p 2 N, as n!1,
c
[N ]
t (k)! ct(k) in Lp:
Furthermore, (ct(k); k 2 N; t  0) solves Smoluchowski's coagulation equations (2) for
the kernel  with initial condition c0(k) = 1fk=1g.
1.2 Properties of the ternary coalescent
We recall some facts about X [N ] from [3]. To this end, let us introduce some additional
notation. For every k = 0; : : : ; n + 1, let Tk be the instant of the kth coagulation, with
the convention T0 = 0, Tn+1 = 1. The number of particles present at time t  0 is
denoted by #[N ](t), and number of jumps up to time t by J [N ](t). Note that when time
passes, #[N ](t) decreases by steps of 2 from N to 1, and the coalescent attains n dierent
states, which are given by X [N ](Tk), k = 0; : : : ; n.
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Lemma 1.1. In the preceding notation, the following holds true.
(i) The sequence k = Tk   Tk 1, k = 1; : : : ; n, of the waiting times between two
coagulations is a sequence of independent exponential variables with respective pa-
rameters
(k) = (N + 1  k)(N + 1  2k)(N   2k):
In particular, the sequences fTkg0kn and fX [N ](Tk)g0kn are independent.
(ii) The sequence fX [N ](Tk)g0kn is a Markov chain with one-dimensional distribu-
tions given by
P
 X [N ](Tl) = s = P  ((N 2l); : : : ; (1)) = (s1; : : : ; sN 2l) j 1 + : : :+ N 2l = N ;
where 0  l  n, s = (s1; : : : ; sN 2l) 2 S#, the i are N   2l independent copies
of the hitting time H 1 = inffm  1 : m =  1g of simple random walk  =
fmgm0 on Z starting from the origin, and (k) denotes the kth order statistic of
1; : : : ; N 2l.
Proof: The rst statement is Proposition 1.1 (i) in [3], and the second follows from the
remark below Corollary 1.1 in the same paper. 2
Note that the random variables i in part (ii) of the lemma are distributed according
to 1=2. However, one could take any law p since the conditional distribution of the i
given their total sum does not depend on the parameter 0 < p < 1.
1.3 The total concentration of particles per unit volume
Similarly to Lemma 5.1 in [3] we prove a weak limit law for the number of particles
when N tends to innity, but here with spatial scaling 1=N and time scaling 1=N2, as
it was already motivated above. Recall the denitions of  and its inverse ' from the
beginning.
Lemma 1.2. For every t  0, as n!1,
1X
k=1
c
[N ]
t (k) =
#[N ](t=N2)
N
! 1
1 + '(t)
in probability.
Proof: Since #[N ]() = N   2J [N ](), the statement is equivalent to
J [N ]( (t)=N2)
N
 

t
2(t+ 1)

! 0 in probability as n!1;
for each t  0. In order to prove that, we make use of the identity
J [N ]( (t)=N2) = maxfk  0 : N2Tk   (t)g:
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Note that Tk
d
=
Pk
i=1 (i)
 1ei, where e1; e2; : : : is a sequence of independent standard
exponential variables and the rates (i) = (i; N) are from Lemma 1.1 (i). We x t  0
and put
kn =

t
t+ 1

n:
We claim that
N2
knX
i=1
(i) 1 =  (t) +O(n 1); (5)
where the sum is meant to run from 1 to the largest integer below kn. First,
N2
knX
i=1
(i) 1 = N2
knX
i=1
1
(N + 1  i)(N + 1  2i)(N   2i)
= N2
 
knX
i=1
1
(N   i)(N   2i)2
!
+O(n 1):
We may replace the sum by
knX
i=1
1
(N   i)(N   2i)2 =  
1
4
Z kn
0
dx
(x N)(x N=2)2 +O(n
 3):
A computation of the integral gives
 1
4
Z kn
0
dx
(x N)(x N=2)2
=
1
N2

ln

N   2kn
N   k

+ ln

N   1
N   2

+
1
N

1
N   2k  
1
N   2

:
Plugging in the denition of kn, this implies
N2
knX
i=1
(i) 1 = t+ ln

2
2 + t

+O(n 1);
which is (5) by denition of  . Bounding the sum over (i) 2 by a constant times N 5,
we obtain for the variance
Var
 
N2Tkn

= N4
knX
i=1
(i) 2 = O(n 1):
This proves that N2Tkn !  (t) in probability. Now, the claim of the lemma easily
follows. 2
For the statement of the next lemma, we denote by (
[N ]
1 (t); 
[N ]
2 (t)) a pair of atoms
chosen uniformly at random and without replacement from the non-zero components of
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X [N ](t). More precisely, if t  0, the conditional law of ([N ]1 (t); [N ]2 (t)) given X [N ](t) =
(s1; : : : ; sm) is that of (s(1); s(2)), where  is a permutation of the numbers f1; : : : ;mg
chosen uniformly at random and independently of the state X [N ](T(N m)=2). Using the
connection of the ternary coalescent to hitting times, we obtain the following joint limit
theorem.
Lemma 1.3. Let t  0. As n!1,

[N ]
1 (t=N
2); 
[N ]
2 (t=N
2)

! (1; 2) in distribution;
where (1; 2) is a pair of independent random variables, each with law p(t).
Proof: Let (i; i 2 N) be a sequence of independent random variables with law 1=2. By
Lemma 1.1 (ii), conditionally on #[N ](t=N2) = k  3, the pair ([N ]1 (t=N2); [N ]2 (t=N2))
has the same distribution as (1; 2) given 1+ : : :+ k = N . From (3) we know how this
distribution looks like, and it is easy to see that given
#[N ](t=N2) =

1
1 + '(t)
+ o(1)

N with o(1)! 0 as N !1;
the pair (
[N ]
1 (t=N
2); 
[N ]
2 (t=N
2)) converges in law towards a pair (1; 2) of independent
random variables with law p(t). In combination with Lemma 1.2, the claim follows. 2
1.4 Solution to Smoluchowski's coagulation equations
This part is devoted to the proof of Theorem 1.1. Let us rst give the intuitive reasoning
behind the convergence. From Lemma 1.2 we know that the total particle concentration
at time t=N2 behaves as (1+'(t)) 1. Put M = (1+'(t)) 1N and assume M is an odd
positive number. By Lemma 1.1 (ii), X [N ](t=N2) conditioned to have exactly M non-
zero elements is distributed according to the ranked sequence of M independent copies
i of the hitting time H 1 of simple random walk, conditionally on 1 + : : : + M = N .
Given their total sum equals N , each i should be on average of size N=M = 1 + '(t).
By Lemma 1.3, as n tends to innity, the inuence of the conditioning vanishes if the
law of the i is changed to p(t), where p(t) is dened in (4). Note that the mean of p(t)
is precisely 1 + '(t). The concentration of particles with mass k at time t=N2 should
therefore converge to (1 + '(t)) 1p(t)(k) = ct(k).
Proof of Theorem 1.1: Since all quantities are bounded, we only have to establish
convergence in L2, say. It is convenient to interpret the coalescent X [N ] as the ranked
cardinalities of a partition-valued process on the set f1; : : : ; Ng. We label the N particles
of unit mass from the starting conguration X [N ](0) by r1; : : : ; rN . Then, at time t,
X [N ](t) consists out of N   2J [N ](t) atoms which result from the coagulation of particles
fri : i 2 B[N ]j (t)g, where B[N ]j (t), j = 1; : : : ; N   2J [N ](t), is a (random) partition of
f1; : : : ; Ng into non-empty subsets of odd cardinality. We denote by C [N ]i (t) the set
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B
[N ]
j (t) that contains the index i. Now x t  0, and write Ci = C [N ]i (t=N2). For every
k 2 N,
E
h
c
[N ]
t (k)
i
=
1
Nk
E
"
NX
i=1
1fjCij=kg
#
=
1
k
P (jC1j = k) ;
where in the last equality we have used the fact that the Ci are identically distributed.
The probability on the right is given by the probability that the mass of an atom from
X [N ](t=N2), picked uniformly at random among the non-zero components, is equal to k.
Thus Lemma 1.3 shows that as n!1, with p(t) as above,
E
h
c
[N ]
t (k)
i
! p(t)(k)
k
:
Furthermore,
E

c
[N ]
t (k)
2
=
1
N2k2
E
"
NX
i;j=1
1fjCij=kg1fjCj j=kg
#
=
N   1
Nk2
P (jC1j = k; jC2j = k) + 1
Nk
P (jC1j = k) :
Using again Lemma 1.3, we see that
E

c
[N ]
t k
2
!

p(t)(k)
k
2
:
Altogether, this proves L2-convergence. It remains to argue that the limit solves the
equations (2). First note that since p(t) is a probability distribution,
1X
k=1
ct(k) =
1
1 + '(t)
: (6)
Next, using that p(t) has mean (2p(t)  1) 1 = 1 + '(t),
1X
k=1
kct(k) = 1: (7)
We therefore obtain for the part in (2) reecting the disappearance of particles of
mass k
 1
2
ct(k)
1X
l;m=1
ct(l)ct(m)(k + l +m+ 3) =  1
2
ct(k)

2
1 + '(t)
+
k + 3
(1 + '(t))2

:
The part which stands for the creation of particles of mass k  3 is given by
1
6
X
l+m<k
ct(l)ct(m)ct(k   l  m)(k + 3) = (k + 3)
6(1 + '(t))3
P (H 3 = k) ;
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where H 3 is the rst hitting time of  3 of a random walk  = fmgm0 on Z with
0 = 0 and i.i.d. increments P(i   i 1 = 1) = 1   p(t), P(i   i 1 =  1) = p(t). By
Kemperman's formula [8], for odd k,
P(H 3 = k) =
3
k
P(k =  3) = 3
k

k
(k + 3)=2

p(t)(k+3)=2(1  p(t))(k 3)=2
=
3(k   1)(1 + '(t))(2 + '(t))
(k + 3)'(t)
ct(k):
Putting everything together, it remains to verify that for all positive integers k,
d
dt
ct(k) =
1
2

(k   1)(2 + ')
'(1 + ')2
  2
(1 + ')
  (k + 3)
(1 + ')2

ct(k):
This can directly be checked by dierentiating ct(k), using that the derivative of '
satises
'0(t) =
2 + '(t)
1 + '(t)
:
2
1.5 Some remarks
 As (7) shows, the mass is preserved over time, i.e. gelation does not occur. This
phenomenon describes the emergence of particles formed by an innite number of
smaller particles, an event which is not incorporated into the equations (2). It
can for example be observed when studying the multiplicative binary coagulation
kernel ~(k; l) = kl.
 It is easy to see that there is a unique (dierentiable) solution to (2) which preserves
the mass. Namely, if (~ct(k); k 2 N; t  0) is any solution of (2), we note that due
to the initial conguration, the total concentration of particles ~Ct =
P1
k=1 ~ct(k)
satises ~C0 = 1. Further, it follows from the equations that ~Ct is non-increasing
in time and solves the ODE
f 0(t) =  f 2(t)  f 3(t); t  0;
f(0) = 1:
In agreement with (6), the unique solution to this equation is given by (1+'(t)) 1.
Together with
P1
k=1 k~ct(k) = 1, this determines recursively all ~ct(k).
 A common method to solve systems like (1) or (2) is to consider generating func-
tions (for the concentrations). One obtains a nonlinear PDE which can sometimes
be solved explicitly by the method of characteristics. Then one can try to use a
Lagrange inversion formula to retrieve the concentrations. See e.g. Bertoin [5],
where (binary) coagulation equations with limited aggregations are studied.
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