Introduction
Human individuals, social organizations and societies are alike in that their knowledge of past events is to some extent maintained and brought to bear on their behavior. On the individual level we know quite a bit of how this is accomplished. Studies of learning and forgetting are almost ancient. We have come to simulate short-term and long-term memories and are able to describe how some of the information is coded in the process. Chemical and neurophysiological studies of the brain are producing increasingly detailed insights. However, on the social level we know close to nothing. It is interesting to observe that Kenneth Boulding (1966) who put forth the proposition that "behavior depends on the image" which organisms have about their environment stops short of generalizing the notion to social phenomena, presumably because social organizations and societies are not nearly as solid and stable in structure as biological organisms or mechanical devices are. It seems difficult to maintain the wholistic concept of an image when its material basis is in constant flux. Additional barriers to such attempted generalizations may lie in the belief of the supremacy of individual cognition over social processes.
It is not the task of this paper to ascertain the reasons for this notable lack of knowledge, rather, to explore concepts that would overcome it and to point to some phenomena that might thereby become transparent. And because this is in a sense a step into no-man's land, I will have to devote more space than normally required to introductory topics, that is, to questions regarding memory, information retrieval by computers, etc., leaving only little space for elaborating the properties of different kinds of information storage and retrieval in society.
Social Memory
The concept of memory comes to us from psychology where it serves certain functions in explaining human cognitive behavior and from biology where it has in addition a clear location and physiological reference. In society, the function of maintaining past information and its material base is less clearly identifiable. Nevertheless, certain obvious functional similarities have suggested an extension of the notion of memory into this domain. For example, many authors have likened the libraries of social organizations to the memories of living organisms and the electronic search for stored items of information to an individual's attempt to recall from his past experiences. Others have suggested that the growth of sharing scientific information across national boundaries is a process toward the development of a terrestrial mind, which may assume control functions similar to those of the brain within a biological organism. Unfortunately, most of these verbal analogies merely relabel well known phenomena. Except for the intellectual puzzlement this might create, there seems little to be gained by calling an organization's network of communication its nervous system and the decision making elite of a country the nerve centers of its brain. Analogies should be judged by their productivity in facilitating the transfer of knowledge between two empirical domains. If the homomorphism between the two domains is not well established, which is quite usual in verbal discourses, then analogies are susceptable to two kinds of errors: errors of commission appear when irrelevant information is imposed on the target domain and errors of ommission appear when the information that is transferred covers only a part of what it pertains to. For example, with an organismic conception of memory in mind researchers are more likely to look for and find information storage phenomena that are highly centralized as libraries are and that use semi-permanent storage media as in the form of written records. Memory phenomena that are distributional or transient in character are thereby omitted. It is because of the uncontrollable nature of these errors that I prefer to start with a general definition of memory and not with analogies of this kind. The clearest definition of memory and a test for whether a system -any system -exhibits this property can be found by Ashby. Being concerned with the analysis of a black box, it is only natural that he takes the position of an external observer who wishes to understand and to predict from what he observes rather than that of an introspective participant. Memory, he argues, becomes manifest whenever the behavior of a system is influenced by events that lie sometimes back in the past and information about them must have therefore been retained within the system in some way. More formally and in his own words:
... if earlier events Ei,E2,.. .,Ε^ leave traces Tj/I^,.. .JV respectively, which persist; and if later the remainder of the system produces behaviours Bi,B 2 ,..., Bj< corresponding to the value of T, then the various behaviours may be related to, or explained by, either (1) the present value of T, in which case there is no need for the invocation of any "memory ", or It is clear from this definition that "memory" cannot be attributed to the system being analyzed. Rather, it is manifest in the observer -object relation, that is, in the observer's inability to obtain full information about a system of interest and his need to fully explain and to predict.
... to invoke "memory" in a system as an explanation of its behaviour is equivalent to declaring that one cannot observe the system completely. The properties of "memory" are not those of the simple "thing" but the more subtle "coding". (Ashby, 1956; !16) ... suppose I am in a friend's house and, as a car goes past outside, his dog rushes to a corner of the room and cringes. To me the behaviour is causeless and inexplicable. Then my friend says, "He was run over by a car six months ago." The behaviour is now accounted for by reference to an event of six months ago. If we say that the dog shows "memory" we refer to much the same fact -that his behaviour can be explained, not by reference to his state now but to what his state was six months ago. If one is not careful one says that the dog "has" memory, and then thinks of the dog as having something, as he might have a patch of black hair. One may then be tempted to start looking for the thing; and one may discover that this "thing" has some very curious properties. Clearly "memory" is not an objective something that a system either does or does not possess; it is a concept that the observer invokes to fill in the gap caused when part of the system is unobservabie. The fewer the observable variables, the more will the observer be forced to regard eventos of the past as playing a part in the system's behaviour. Thus "memory" in the brain is only partly objective. No wonder its properties have sometimes been found to be unusual or even paradoxical. (Ashby, 1956; 117) Informally, we are likely to speak of an organism as having a "memory" whenever we find functional reasons for that organism to be incompletely observable and whenever the "memorized" information is physically or chemically localizable at least in principle. But in using this notion, we are neither able to prevent imaginary functional reasons to cover observational inadequacies nor are we able to go beyond the biological concepts which might not be appropriate in explaining social phenomena of memory. Ashby's definition, on the other hand, leaves room to discover the unusual.
For example, it might seem far fetched to attribute the possession of memory to an object in motion because an understanding of its trajectory requires reference to more than one of its preceeding locations in space. But we know very well that the circumstances that have set an object in motion may continue to determine its path for some time to come. Without the knowledge of the prime mover, it is only natural to be lead to an explanation of motion in the nature of the object being observed. Physicists would not shy away from saying that objects maintain their direction and their momentum. And this is nothing other than an explanation involving the possession of memory. As Gerard (1963) once pointed out, it is perfectly legitimate to say that the callous hand of a worker memorizes past manual labor just as the shape of a deformed tree may be said to memorize the direction of the wind to which it had been exposed. In all these cases the mechanisms underlying the maintenance of past information is clear and simple. Social phenomena too are often seen as determined not by the present conditions alone but also by "historical forces" which is another way of saying that past events shape through some existing mechanism what is observable at present. It is the underlying processes by which traces of past events are maintained and brought to bear on the behavior of a system which I would consider as constituting its memory. These processes need be neither simple nor obvious but this should not prevent one from trying to uncover them.
Perhaps the term "social" memory still requires special attention here. I see such memories contrasted with organic and with artificial memories. Clearly small groups, social organizations and societies contain human individuals who carry with them experiences that are stored in their respective brains. Notwithstanding the motivation for and the consequences of storing information individually, the process of memorizing past information from individual storage is essentially governed by the psychological laws of the human organism, not by social considerations. Similarly, many small groups and virtually all larger social organizations and societies incorporate in addition innumerable technical devices for storing information. For example, currencies and other accounting devices such as filing systems, libraries and, not to forget, computerized data banks. These devices are essentially man-made and follow in behavior the laws of information processing technology which are not social either. To be sure, organic and artificial memories may have considerable social consequences. For example, the slow decay of ethnic prejudices due to a lack of reinforcement may influence the direction collective actions toward minorities may take. Or the increased efficiency with which computers retrieve and analyze data from the past may affect not only the pace of life of many people but also social structure. But social consequences of this kind do not themselves constitute memory. Their net memory effect is then reducable to the underlying organic or technical processes which are not my primary concern.
I want to go beyond this traditional approach which is so much rooted in psychological or in engineering assumptions and assigns to the fabric of society the mere passive existence of a channel through which memorized information surfaces. I want to include as explanations for the memory of a system the peculiar symbiosis between men and machines, the social conventions that place individuals into social structures and above all the social processes of communication. These are all processes that go beyond the scope of the individual or of man's creations and are super-individual in character. I would say that a system possesses social memory if its history determined behavior can be explained neither by the psychological processes of its human constituents nor by the technological processes of the machines being used, but by reference to the underlying super-individual processes. It is presumably because these processes have so slowly grown and because our own social behaviors take involuntary part in it that we know so little about the social forms of memorizing information. But in order to understand the behavior of larger social aggregates we might not be able to omit accounts of social memory.
The problem now before us is to identify the presence of memory by conformity of a situation with the formal definitions and to examine the structure of the processes that account for the way information about past events is maintained and brought to bear on the given situation. We thus study neither a particular class of objects, people or social groups nor some of their behavior, rather we seek explanations of the quality "possessing of memory" in the very structure of the system to which this can be attributed. Social memory then is a form of explanation of behavior which is reducable neither to the psychological processes of organic memories nor to the technical processes of artificially designed mechanisms. Social memory explains history determined behavior by reference to structural features of society.
Information Retrieval by Computers
Mechanical devices have the analytical advantage of being structurally transparent in the sense that the assembly of their parts and the processes they thereby embody are rationally planned and under the conscious control of a designer. It is for this reason that it has always been appealing to learn from the way machines operate that bear functional resemblance to the behaviors of interest and to attempt a translation of technical knowledge into the domain of the objects that need a better understanding. For example the knowledge about electronic computers which have been used to replace certain cognitive tasks in production and managment has also been used to shed light on human cognition itself (See for example Miller, Galanter and Pibram, 1960) . In view of this analytical advantage let me review the major conceptions of artificial memories as reflected in the information retrieval literature.
Literature on information retrieval is concerned with the principles for designing devices that store information and respond to user's requests by making the desired information available. Because the information which such devices provide upon request is a subset of the information given to it beforehand, information retrieval devices may be described as a kind of selection aid. There are two principal inputs, the user's current request and past information which tends to be too voluminous to be examined in its entirety, and one subsequent output, the information provided. Graphically, information retrieval devices may be depicted as follows:
The development of information retrieval devices has taught their designers first of all that past information needs to be unitized into items which can be manipulated separately and are thereby regarded as logically distinct. Such items may be whole books, research reports, tapes of lectures on television shows, even sentences or words qualify. Secondly, substantive information of data of the kind a user may need to solve a given problem is representable only indirectly through class-markers indexes or by certain properties. To obtain such representations involves processes of classification and indexing which usually rely on an individual's ability to comprehend the data in question. The existence of automatic indexing and abstracting devices should thereby not be ignored. The use of the Linnean System of classification in biology is a classical example. Indexing medical records for computer processing, coding research results into machine readable form, applying thesauri on the words in political documents, all involve classification and indexing. Classification and indexing is also the primary determinant of the structure of the stored information. Properties that are not represented in the available indices, relationships that do not appear as explicit links can not be operated upon and are therefore neither searchable nor retrievable intentionally. The structure of the stored information is therefore crucial in determing the kind of information that can be brought to bear on a given problem.
Thirdly, because items of information are usually too numerous to be examined in their entirety, search procedures are employed to work through the volume of stored information in such a way that irrelevant items are by-passed rather quickly. In computers, search procedures are intimately connected with the way information is classified and indexed. Most systems of classification are hierarchical in nature, allowing the search to proceed from the most general to the most specific class-markers. Fourthly, and this is in a sense the complement to classification and indexing, the original data, the substantive information which is indirectly represented within a system must in some way be reconstituted and this invokes processes of retrieval. Retrieval may be accomplished in numerous ways. The image of a book page may be reproduced on a screen for a researcher to read, the tape of an interview may be replayed for a secondary analysis, and it is also conceivable that field documents become available for examination in their original form. The page number of a book, the name of a tape, or the color code of a file are aids to locate records which allow a user in turn to retrieve substantive information or data.
The prototype of most information retrieval devices and the one that has served as a model for most computer applications in the field is found in almost all traditional libraries. A library stores information in the form of publications, that is, books, documents, maps, films, tapes, etc. These are the items of information which are separately numbered, independently catalogued and individually available to a user. As its holdings grow in number, a sequential search through all stored items quickly approaches practical time limitations. Even moderately sized libraries therefore provide the user with a search aide: the subject matter catalogue which lists all items of information according to a classification of their contents and provides references to their location. In order to make use of this device, the user must be familiar with the system of classification, particularly, he must understand what each class-marker represents. The search procedure is then manifest in the interaction between the user and the catalogue, the user providing sequential judgements of relevance, the catalogue determining the order in which these are applied. Once class-markers are judged relevant for a problem at hand, the publications so indexed have to be located according to the references the catalogue provides. The retrieval of information from located items may begin with an examination of the table of content of a book, and with reading the proportion that is actually needed. But the latter procedures are very much outside the concern of a library. They involve distinctions finer than the items stored. Although the use of a library card catalogue is certainly much more complex than I can describe, it illustrates the principal features: item differentiation, classification and indexing, search procedures, and retrieval of information. Literature search by computers is not much different from the above except that the system of classification and the procedures employed must be more rigidly defined and avoid intuitive judgements which are crucial otherwise.
I must emphasize that these conceptualizations are neither natural nor the exclusively only ones. For example, regarding the distinction of past information into separate items, it is quite possible to think of knowledge wholistically, as an organic web of propositions about the world. The fact that such a conception does not lend itself to efficient computation merely reveals the technological bias of information retrieval conceptions.
Classification and indexing is not a conceptual necessity either. It should be regarded as a way of packaging substantive information into easily representable items which may be convenient to the digital nature of computers. But information from the past can also be regarded as a continuous stream, like a many dimensional movie. In this connection one is reminded of Bar HiUel's (1964) useful distinction between data providing systems and reference providing systems. Most of the existing devices search only for references to literature according to a variety of categories among which subject matter categories are the most prominent ones. The user then gets a kind of overview over the literature which might contain what he is looking for. However, the recognized goal of information retrieval is to provide information directly and in the form it is needed. This is not an easy matter. Question-answering systems (answering such questions as: What was the score of the last match between X team and Υ team, or, which chemical analyst can break A into Β plus a residual set of components) are still very limited in scope. As Bar Hillel has pointed out the requirements to achieve the two kinds of aims are somewhat conflicting and the respective usefulness of either system depends in part on how much one knows about the problem to be solved. One must come to the conclusion that the conceptions developed in the information retrieval literature are far from being unambiguous, perfect and final. They may nevertheless offer useful explanatory aids to approach problems of information retrieval in society.
Whether information retrieval devices of the kind discussed above constitute memory by themselves is an interesting though somewhat academic question. The answer depends of course on whether such devices do not merely respond to a user's request but have some impact on some behavior. However, it is always so that in the coupling of a user to a suitable information retrieval device either more past information is utilized for solving a current behavioral problem or past information is brought to bear on current behavior in timelier ways. For example, successful solutions to research and development problems are more likely forthcoming with than without the aid of a computerized information retrieval system. The computer system above cannot do much other than selecting from what is stored. But when this enables a researcher to consider for his decision a longer history of the events that lead up to the present situation can the man-machine combination be regarded as possessing a memory. Similarly, a library alone may well be regarded as an intellectual graveyard unless something is being done with the information therein stored. An organization in government or in business which makes use of an adequate library is less likely to repeat previous mistakes in dealing with its environment than one without such a storage facility. Information retrieval devices can thus make a large system more history determined. They themselves offer only one part of an explanation of memory. maintenance It is the user who behaves as a function of both the current situation and information provided from the past. Information retrieval devices store information about past events and respond to the user's request by making past information selectively available. Memory then becomes manifest in the man-machine interaction which the user typically initiates.
Without making a commitment to the terminology of information retrieval devices, one can distinguish at least the following processes:
(1) Acquisition, that is, processes by which information enters an organism or organization. In human terms this would include selective attention and perception. In the information retrieval literature this would include classification and indexing though the motivations for acquiring certain information are rarely discussed in this literature. (2) Storage and maintenance including the decay of past information within an organism or organization. Again in human terms this could involve processes of reinforcement and forgetting. Social organizations tend to devote much time and energy to keeping files in order and information retrievable. In digital computers the problem is virtually eliminated because of the either-or character of its storage media.
(3) Search, that is, processes that operate on stored information so as to select what is relevant to a given situation, or problem. (4) Retrieving, that is, processes by which information is reconstituted or reconstructed and made available. The most obvious example is of course the reading of documents for what is encoded in them.
These distinctions exclude processes by which something becomes recognized to be a problem requiring past information for its solution and processes of decision making involving available information. But I believe these are not so central to the concern with memory and are well understood isolated from this concern.
In the following I will elaborate on three ways information is stored and retrieved within the fabric of society; as temporal memory, as structural memory and as special memory. After these forms have been described I will differentiate between hierarchical and associative search procedures in society. As I argued above, the lack of literature on the subject matter can make this treatise merely scratch the surface of what needs to be done.
Temporal Memory
When one thinks of stored information, one is too easily lead to think of books, of punchcards, of records, of magnetic tapes, and the like. Here information is stored in a medium which bears certain specially coded characters. In these examples, it is respectively the alphabet, an arrangement of holes, the curves of a spiral grove, and the direction in magnetism of ferromagnetic particles. Such media can be manipulated without retrieving the information therein contained. But many social processes that maintain information exhibit no records whatsoever. Consider how folktales, myths and songs in illiterate societies or rumors are passed along from one person to another without ever being written down. True, the individuals involved have an organic memory of their own and will remember at least for a short time. However, the fact that a society maintains information of this kind beyond the life span of its individuals may just be due to its being continously transmitted. The individuals do not need to remember the information as long as they pass it on or as long as it always travels at least somewhere.
Memory is then explainable by the very process of transmission during which information is retained in a temporal code.
Actually, there are even some computers that store temporally coded information. One such species consists of several mercury filled tubes, about one meter in length. At one end information is transferred to the mercury in the form of ultrasonic impulses and by means of a kind of loudspeaker these impulses then travel through the mercury to the other end where they are picked up by means of a kind of microphone. From there the impulses are electromagnetically transmitted to the starting point. This process is repeated indefinitely until the circular process is interrupted. While the information is circulating, it can be intercepted before or after each passage through the tube. A closer examination of this device reveals that its over-all memory is actually the result of very many inf initesimally small transmission delays in the mercury atoms. Each such atom passes on what it receives to its next neighbor. But before it does respond, it must be induced to do so by the very impulses it is to transmit. For the short time period until a mercury atom responds, it maintains the impulses it receives. For each atom, the capacity to so store information is extremely small or virtually zero, but the net effect of a long chain can be sufficient to maintain a significant quantity of temporally coded information. Furthermore, the sequences of operations which are applied on the input information and thereby transform it from one moment into another adds up to an identity transformation. Only if this is the case can the information be maintained for some time. If it does not add up to an identity transformation, the information trapped in the reverberating circuit becomes progressively polluted by noise or systematically distorted. Just for fun, I once tried to catch information within a closed circuit television system by focussing the camera onto its own monitor. A quick hand movement introduced between the two became repeated over and over again until it was eaten up by the tremendous noise to which such a system is susceptible. I might add that it was not easy to find a suitable camera position in this case which would not either successively magnify or reduce the image in question. But this is a peculiarity of the technology. The principle of information storage seems thereby demonstrated.
The fact that these technical devices store information whenever a sequence of transmission (1) involves small delays and (2) adds up to an identity transformation points to the possibility that social forms of organizations might also possess temporal memories on the ground that they are held together by processes of communication among individuals. This need not be so by design but as a consequence of the fact that individual members communicate with each other. Transmission delays are the norm in human communication and accurate transmission which might not always be achieved is nevertheless a possibility.
For a society to memorize its folktales, myths, songs and even its rumors, there is no reason to assume that they need to be recorded or stored in their entirety in the minds of human individuals except for the very short delays required to translate, to reproduce or to react to what each receives. With the model of a temporal memory in mind one is inclined to suggest that such information is either not individually remembered at all or rapidly forgotten by the individuals involved unless it is restored by repeated tellings. For the reality of this process there exists some evidence. In order to explain how the cultural heritage of a people is maintained there seems to be no reason to assume that its contents must be written down nor is it necessary to assume that the individuals involved share it or understand the larger meanings of it. Cultural heritage may well be regarded as a body of past information which has survived the interaction with the individual problems of every day life and is found to be in a continous process of transmission from one individual to another including from one generation to the next. It is maintained not because it is useful for society -a possibility that need not be denied -but because the existing channels of interpersonal communication continue to let it circulate repeatedly.
The way the contents of a temporal memory can be erased provides an important test for the existence of temporal storage. By erasing the contents of such a memory I do not mean the successive distortion of information in the process of transmission. This phenomena will be returned to below. But there is also the possibility or danger of a temporal memory to be erased at once. For example, when the power supply to the mercury computer is cut off the information that circulates within it ceases to exist completely. Temporal social memories behave no different. When communications processes between individuals are completely interrupted for a period in time that exceeds the transmission delays, temporally coded information ceases to remain memorized as may be seen to have been the case with American blacks who were prevented by their white masters to maintain that body of information which was so central to their identity before they became slaves. In society, complete interruption of all communication processes is very unlikely. However, with regard to selective content areas, this may well be accomplished, particularly where there exist strong social restrictions against transmitting certain kinds of information or where an authoritarian government can prevent certain kind of messages to be exchanged. I should like to add that serious consideration has been given to hypotheses suggesting that the memory of animals and man might be based on a similar principle. Various brainwaves seem to indicate a continuous activity and the delayed firing of neurons in response to impulses from other neurons is an established fact. However, after electro-convulsive shock therapy, or after an epileptic seizure, a patient's brain is often electrically completely inactive for a period of several minutes but long term memory is not thereby destroyed as would have to be expected if all information would be stored in temporal code. Thus a reverberating circuit cannot be the exclusive basis for organic memory. Man's short-term memory, on the other hand, may well conform to this principle of information storage.
With reference to social phenomena one can entertain the similar hypothesis suggesting that individuals have no memory of their own except for a complex information delay function and that history is stored entirely in the social fabric connecting them with each other. In view of our knowledge of human organic memory, which is almost always involved, this hypothesis cannot be supported in its generality. But our knowledge about processes of communication and about the way certain information can irrecoverably drop out of the stream of transmission -the cultural heritage was taken as example -suggests that temporal memories are significant in explaining a large class of social phenomena.
Retrieval from temporal memory involves interception of the flow of information and because of the temporal code implied in the transmission processes, the possibility of retrieving information in this way tends to be limited to specified locations within the communication network and to certain points in time. In the mercury computer, for example, information is unobtainable while it travels through the mercury tube. To intercept it one must await the beginning of the message to appear at the exit point of the mercury tube. Also in social organizations, many linear processes are set up in such a way that they maintain the information about their initiation until a condition for termination is needed. These terminating conditions are then the natural or regular interception points. The postal service which transports mail between geographically distant places provides an obvious example of such an arrangement. Of course, of some pieces of mail records are kept and the written addresses cannot be ignored for routing the mail through the right channels. But this is of no concern here. Once a letter is posted, processes are initiated that take their due course without the possibility of their being interrupted or monitored by the sender or by the receiver until it reaches its designation. What the postal service maintains is the frequency and time ordering of the posted mail. Responses to a provocative television program or to a local disaster or ethnic habits involving written communications are irretrievably memorized by the postal service until they reach the destinations: television stations, government officials or friends respectively.
Any process of transmission is of course susceptible to disturbances from extraneous sources and because information in temporal memory is always in the process of transmission, disturbances may successively destroy the stored information. The noise in the closed circuit television mentioned above is an example of this phenomena. Additions to and deletions from the cultural heritage through encounters with new problems and techniques of coping with an environment is another. In either case, information decays as it is transmitted. But the two examples also demonstrate that such decay is not necessarily undesirable. In the case of the mercury computer this may well lead to wrong conclusions. But, if the cultural heritage of a society would not slowly adjust to changing circumstances, that society might soon find itself unduly constrained by a history of events that is not any more relevant for coping with current social problems. Evidently in the absence of clearly stated aims it is impossible to decide whether the decay of information from temporal memory is purposive.
Negative feedback which we know to be essential for all purposeful activity of man offers numerous examples for the systematic loss of temporally stored information. First of all, feedback means circular flows of information: actions result in consequences, some evidence of these consequences are feedback to actor, available evidence modifies further actions, etc. The information inside such a circular process, including possible errors or extraneous variations, is somewhat protected against outside interferences. Secondly, negative feedback means that the circulating information becomes increasingly correlated with given goals: actions become increasingly effective, errors become less and less frequent. It follows that negative feedback has the tendency of selectively weeding out undesirable information and maintaining only information that is desirable or, in the special case of a perfect regulator with a fixed goal, no information at all. Therefore, while one cannot infer purpose from the decay of information one can anticipate a certain loss of information when the flow is governed by purpose. On the other hand, positive feedback in the information flow has the tendencies of amplifying temporally coded information selectively, possibly beyond recognition, the mushrooming of a rumor being a case in point.
As a last point, one might consider on what the quantity of information depends that a temporal memory can hold. Obviously crucial is (a) the information storage capacity of the transmission delays involved, and (b) the net arrangement of these delays. In the case of the mercury computer the delays are extremely short and the amount of information that an atom can store is infinitesimally small. But the chainlike arrangement of these small delays accounts for the fact that individual capacities are additive and result in a storage capacity that is sufficient for the purpose. In society, the longest transmission delays are probably caused by human communicators. But what accounts for social memory is primarily their arrangements into networks of communications which are governed by laws of social organization. One might not yet be able to quantify the information which a temporal social memory may store, but one can say that this quantity is positively affected by the length of the existing communication devices and by the length of the delays (with the individuals life span providing the upper limit). I'd like to note that the reverberating circuits of society usually maintain much more temporally stored information than one is willing to give it credit for. Consider only the long half life of national and ethnic prejudices, ideological outlooks and governmental stereotypes or the long range consequences of corporate actions within the fabric of society. The current ecological crisis exemplifies that nature's temporal memory too is likely to be underestimated in its information storage capacity: collective actions taken a long time ago have slowly yielded threatening consequences by adding one slight change to another and by setting in motion causal chains that have affected nearly all species and features of the physical terrain. Notwithstanding difficulties of information retrieval, an environment memorizes many of the actions that social organizations initiate, most likely not in their original form, but until all of their chain effects are worn out. And this may involve time periods of considerable duration. As may be imagined, the retrieval of this conceivable wealth of information is generally severely restricted. It must be intercepted when, where and in the form it is transmitted. Therefore, one barrier is limited access. In addition to the examples given above one might mention the well known observational difficulties that cultural anthropologists experience when a society prescribes for its members the occasions at which the transmission of cultural heritage is regarded as proper. Prescriptions regarding "who is allowed to tell what to whom" amount to designating specialized storage areas whose location must be known to be tabbed. Or, consider the difficulties of retrieving information about an ongoing advertising campaign. No agency can gain information about success or failures unless and until the market "is willing" to respond visibly whether in the form of sales or in the form of reactions to the appeals being made. Often the signs are too weak to be recognised, remain hidden for some time or are confined to a locality where on does not expect them to reverberate.
A second barrier lies in mapping the intercepted information into a form comparable with the original. In the mercury computer the transformations are designed to add up to and identity mapping through which all information is maintained. This can hardly be achieved in society. Themes of a once popular song may become incorporated in folk literature from where they may be picked up and transformed into an advertising slogan, which subsequently modifies consumer behavior, which in turn effects the design of a class of products, etc. If this is indeed a chain of influences with information added, deleted and transformed, the problem is to recognize what is relevant in whatever form information is intercepted. Purposive organizations are of course constantly engaged through research or other methods of monitoring their environment in trying to gain insights about what their own cause of action does ultimately to themselves. To accomplish this aim requires modes of the environment through which the effects of an organization's behavior is transmitted. Because such models are rarely available, incomplete, or too simplistic the wealth of information that is temporally stored within the fabric of society is difficult to retrieve in fact.
Let me summarize the principle features of this method of storing information. Its defining feature is that past information is retained not in the form of spacially coded physical records rather in sequential or circular processes of transmission that involve many small delays. The net effect of such a process is that temporal patterns of variation at some input are maintained for a long period of time, particularly when the flow of information is circular. Social organizations possess temporal memory by virtue of the fact that its members communicate with each other, affect each other's behavior or participate in long chains of consequences. Information is maintained as long as it is being passed around. Naturally, processes of transmission are particularly susceptible to disturbances such as noise, additions, deletions or super impositions of information. The maintenance of a temporal memory may require protective efforts against possible influences by extraneous sources. The retrieval of temporally stored information involves intercepting the transmission process. Interception is possible only at particular times typically yielding only the transforms of the original information which must be interpreted. In society, the limited access and the difficulties of decoding intercepted information present the main barriers against utilizing temporally stored information. The resistance against intercepting ongoing information flows seems to increase with the increasing complexity and purposiveness of the network of communication storing it. Intelligence departments and research operations in government and industry are manifestations of these difficulties. Temporal memories may have a life of their own. When information is not intercepted in time it may get irretrievably lost. When it is not protected against disturbances it may evolve into something unrecognizable. When it is not controlled it may come back as a threat. When communication is interrupted for a sufficient period in time, the whole memory may be destroyed.
Memory involving Records
Another very basic and fundamentally different way of storing information relies on semi-permanent changes in a medium which thereby carries into the present some information about its past history. Most obviously, this method of storing information is employed intentionally whenever someone commits his thoughts to writing, whenever something is recorded on film, and whenever data are punched on Hollorith cards or read into the core memory of a computer. In these examples, information is stored spacially, i.e., by a spacial arrangement of physical characteristics and with the knowledge that it can be reproduced when needed. What is maintained over time is a record of past events. That records of this kind are the pillars on which much of modern information technology is built needs no lengthy demonstration. Also that much of the workings of society -from bookkeeping to art -relies on physical records is quite evident. However, the principle of memory involved is restricted neither to an intentional process of recording nor to the more or less faithful reproduction of the information from the past and in fact, the mere spacial representation of an event alone does not constitute memory as will be seen below. Allegedly, Ralph Gerard taught his students about memory in biological organisms by pointing out that "linseed oil remembers... because, if linseed oil is exposed to oxygen for a period of time and then put away for 10 years, its oxidation rate when returned to the air will be proportional to how long it had been originally exposed" (Pribram in Kimble, 1965: 9-10). But upon careful examination of the case, one will immediately recognize that linseed oil "remembers" neither by free will nor without the help of some outside observer who knows the function relating exposure time to oxidation rate. Suppose the observer employs a measuring instrument which incorporates the known oxidation function and indicates upon contact with any linseed oil how long it had been exposed. It is then not entirely rhetorical to suggest that it is not the linseed oil that remembers but the instrument because the information thereby provided is primarily about the linseed oil's past history and only secondarily about the instrument, though the latter cannot be ignored either. The truth is that this form of memory is mutually conditioned. Neither the linseed oil nor the measuring instrument remembers by itself. But the combination of the two has this effect. And that something is memorized in the process is possible only because the transformation of linseed oil under oxygen exposure is matched by a measuring instrument which incorporates the inverse of this transformation.
Thus, in memories involving records, the arranging of physical characteristics in a medium and the retrieving of information from it are complementary processes. In the terminology of the communication researcher: encoding transformation account for the way records come about or events find themselves represented in a medium, and decoding transformation account for the way information about some antecedent conditions of the given record are retrieved. In technical devices for memorizing past information by this principle, the two transformations are invertible and one-to-one so that their proper combination becomes an identity mapping up to a small error. For example, the functions incorporated in machines for cutting a record (disk) and for playing it back are invertible, the error becoming manifest in acoustical noise. The two transformations involved in shooting a movie and in screening it are similarly related. In society encoding and decoding transformations are less perfectly related. Consider what is lost between writing and reading a book, between applying the make-up on a woman's face and responding to it, between burying a person and interpreting the surviving evidence on his grave. How encoding and decoding transformations are related to each other has social significance in the sense that the combination, and not either transformation alone, determines what can, should or is in fact memorized and what cannot, should not or is in fact not memorized in society.
Encoding and decoding transformations are of course also the basic processes involved in making and using symbols. Symbols are often defined as spacially coded signs and symbolic behavior is said to be basic to man. The concern with social memories involving records is therefore intrinsically linked to the concern with language, meaning and communication -not with the media through which it is exposed, rather with how a medium is transformed, how the transformed medium is maintained and how it is utilized at a later point in time; -not with the syntax of the record, rather with the mappings of events into a particular spacial configurations and how these configurations are later transformed into the behavior of social aggregates. In other words, the concern with social memories involving records is a concern for the social processes that underly the transmissions of history through semi-permanent physical media in the broadest sense.
A not so obvious example for spacial social memories -the obvious ones would involve the traditional means of communication -may be taken from the social scientist's operational vocabulary. Sociologically, generations are said to define themselves in conjunction with certain significant events the experience of which is shared by and have lasting effects on the values, life styles or political orientations of a majority of similar aged individuals. Age groups which have suffered through the depression are easily identificable by certain attitudes towards the economy and towards government. Age groups who were drawn into the civil rights movement, into the peace corps, and participated in the politicization of campuses are marked differently by their collective experiences. In both cases, the effects may last for a long time if not for life and constitute in a sense a semi-permanent record which individuals carry around and exhibit to others whether they want it or not. I should like to say that the way information is maintained in the generational division of society is not entirely reducable to the properties of the individual's organic memory. First of all, information about the events that are deemed central circulates among the "similar minded" people which points to the properties of a temporal social memory. But most importantly, information about these events become selectively reinforced and perhaps transformed so as to become self-defining vis-a-vis another generation. And this process turns out labels, names and self serving social classifications. Labeling of individuals involves defining the socially significant physical or behavioral characteristics that are regarded as information bearing about social classifications and is nothing but a kind of record making process which is called encoding. Identifying a person with the generation, class or type to which he belongs then involves the proper decoding of these characteristics. If valid, the social memory processes also allow competent social scientists to retrieve to a degree better than chance a considerable amount of stored information from the individuals that conform to the operational indices of the generation in question.
Labeling, classification, typing is of course a universal in all societies and I would suggest that it is an operationally advantageous way of retrieving stored information. Labeling is a feature of social memory involving records. Consider the often permanent irreversibly progressive labeling of individuals as a function of their association with a social institution. Uniforms are the most obvious physical signs which tell the informed of what kind the bearer is. Even without a uniform names of titles or of positions, or names for the nature of an employment do much the same. For example, a professor must have passed successfully through several educational levels and be recognized by a university as a contributor to an established academic discipline. The label professor, just as most other labels of individuals, serves as a record of its holder's past experiences and indicates certain accomplishments. In addition, the university as an institution carefully sees to it that it is applied only to individuals satisfying the prescribed conditions. Anyone familiar with the educational system within which the label is applied and protected against misuse is thereby able to decode some of the individual's institutionalized past experiences. In "coupling" a professor with someone who knows what a professor is, past information about the bearer of that label becomes effectively available just as the coupling of oxidized linseed oil with a proper measuring instrument provides information about the oil's history.
So far, examples have concerned memories in which the combination of physical records and proper decoding function makes the encoded information available to an individual user. But there are also many examples in which the information that is thereby retrieved becomes embedded into a process that reproduces superindividual behavior. Consider the social role as a sociological concept. Role taking too involves a kind of labeling or self-labeling of persons by virtue of their individual aspirations, qualifications, and capabilities or responsibilities to behave in a set way. Current theory suggests that social roles are definable only through their proper complements. Accordingly, the role of a teacher can only be defined in contrast to the role of a student and the role of a salesman is only meaningful when complemented by a potential buyer. In this way, when someone who sees himself in the role of a driver recognizes in another person's uniform a policeman waving the car to the side, he has already decoded the information provided by the uniform and gesture. Suppose he follows the command, it may now be the policeman's turn to recognize the driver as a long-haired hippy which "tells" him exactly what to do, etc. What follows is the acting out of two roles. Each decodes from his own vantage point what he can see in the other and incorporates this information into the premises for subsequent actions. To the extent the roles are normatively defined, the unfolding interaction sequence reproduces a behavior which society has acquired a long time ago. It is unique not to each individual involved but to the combination of their roles, each bearing complementary role markings. The combination of roles in interaction memorizes an interaction sequence and thus constitutes a social memory of superindividual information. One might speculate on the function of a memory in society that involves socializing individuals to assume different sets of roles. First of all, since the behavior of a combination of individuals depends largely on how they decode each other's markings, by facilitating the combination of some or by restricting the combination of other roles (amounting in fact to individual encoding and decoding transformations) different joint behavior will result. Thus, A to B may be like father to son, A to C may be like policeman to criminal, A to D may be like subordinate to superior, C to D to X to Υ may be like the members of a Board of Directors, etc. So that each combination of individuals (each with their respective role set) may recall a different social behavior from the society's past. This allows a society first of all to exhibit considerable flexibility in activating information from the past. Secondly, by regulating the assignment of roles normatively, it enables a social organization to be somewhat independent of the individuals carrying out its behavior. Individuals may be replaced according to whether they fit into a complex network of roles. Organizations can thus memorize advantageous organizational forms beyond the life of its individual members. Thirdly, there is no need to assume that the information thereby retrieved must fit into any single individual's head. A society which employs such a mode of storing information in a certain domain can afford its members to be myopic in that domain, leaving intellectual facilities for other activities.
Although this paper is not concerned with processes of acquiring past information, these processes and those of information retrieval may build upon each other in ongoing processes of communication. In its most simple form human communication involves encoding meanings into physical patterns or signs that are conveyed to be decoded by an addressee. In ongoing communicational exchanges the meanings of expressions are created and modified in the course of interactions so that the communication participants as well as the external observers who try to understand what a particular expression means will have to incorporate into their interpreta-tion the history of the exchanges that led up to it. What A says to B is presumably a response to what B said to A before which was presumably a response to what A had said to B earlier, etc., so that the meaning of what A says to B cannot be decoded without considering the sequence of interactions that preceeded it. This clearly exemplifies the effects of a social memory and when one is concerned with what the patterns of sound mean one is concerned with records, with spacially coded information though the temporal aspect cannot be completely separated from it.
Whenever encoding and decoding functions are not invertible and one-to-one, some information will be lost irretrievably and this may occur either in the process of encoding or in the process of decoding or in both. For example, unintentional records tend to provide information only about those events that are sufficiently forceful to leave their marks in a durable medium. Deserted fields and burned out villages may indicate the extent of a recent war but do not record the experiences of those who died in the process. The loss here occurs already in the process of encoding. Records may also decay over time or they may be overwritten by more recent events which means that information may not any more be decodable in full. Social memories are particularly susceptible to losses incurred from mismatching encoding and decoding transformations. Wrong interpretations of available data, improper behavior resulting from combinations of non-complementary roles in interaction, incorrect identification of symptoms, etc. exemplify such losses together with the notion that they are undesirable. The latter is often regulated by institutions that are set up to guard against such losses, for example, the institution of Science, the various institutions protecting social conduct. However, such losses may well be important when past information comes of age in the sense of being not any more relevant to the present problems.
References to information losses imply quantitative notions and while the analogy to the noise in temporal memories is appealing, quantities of information contained in records may have to be obtained differently. Considering the above examples of information losses, the approach will have to consider the encoding and decoding transformations that respectively account for how records are made and how information about the antecedent conditions is retrieved from them. Chiefly, processes of encoding must be selective among the possible ways given events can be represented in a medium else information cannot be regarded as recorded. Similarly, processes of decoding must be selective among the given record's possible antecedents (or rather among the possible representations or consequences of these antecedent) else no information is obtained from the record. This selective aspect of information is well considered in semantic theories of information which provide a suitable starting point for quantifying memories involving records. With this possible quantification in mind I would say, just as I did for temporal memories, social memories involving records are larger than one is likely to give it credit. There is the enormously large category of unintentional records. All man-made things may be said to carry at least the marks of their maker and for the specialist they convey in addition information about their time and place of origin, the functions or dysfunctions they served, etc. Webb et al. (1966) recently discovered and wrote about the wealth of social science data that is in our physical surroundings: the wear on the footsteps of public buildings can indicate the frequency of their use, the gravestones tell stories about the growth, wealth and problems of a community, families, diseases, accidents. Social bookkeeping of transactions, birth and death records all contribute the physical basis of a vast memory which can be tabbed with some effort by developing proper decoding transformations. The advantage of such a memory is that information may be retrieved from it unobtrusively. The situation is even more obvious when one looks at the ever increasing volume of written documents that technologically advanced societies leave behind: literature, actual accounts of events, operational records of business and industry and scientific findings increase exponentially. For the literary scholar, historian, manager or natural scientist respectively, this poses increasingly severe problems of information retrieval. For the social scientist who wishes to understand the behavior of social organizational forms (including that of individuals or institutions engaged in storing and retrieving information), this poses the problem of understanding the "historical forces" that shape current behavior as social memories with all of its flaws, limitations and facilitating devices.
Though I feel that the characteristics of a social memory involving physical records should have been demonstrated on more different and perhaps less obscure situations, let me summarize at this point: The defining feature of this kind of memory is that past information is encoded spacially and in a medium that persists in time. Physical records can be treated separately. They may be created intentionally i.e. with the view of their future use, or they may consist merely of the traces of social events or physical correlates thereof. The encoding transformation that accounts for the way a record comes about may describe causal links, conventions or processes that are part of more complex social phenomena. Memories involving physical records become manifest in the proper combination of at least two time-distinct transformations. Encoding processes must be matched at a later point in time with the complementary decoding processes else past information cannot be reproduced. When the two transformations are not invertible and one-to-one past information may not be recoverable in detail. It is the combinations of encoding and decoding transformations (not the record as such) which determine how much and what kind of information can be maintained in a memory involving physical records. In society, records need not be written in a conventional medium. Past information may be "written" on a person's face, carried in uniforms or similar social markings, in the form of particular gestures or encoded into an architectural space. Interaction among individuals with its successive encoding and decoding processes may reproduce past information about which neither individual is aware.
In order to understand how historical events shape current social behaviors, it is important to account for how and which records are made and maintained in a social organizational form and what information they carry, as well as how and which records are interpreted and what information is obtained through them.
Structural Memory
Storing information in the form of physical records and retrieving it by decoding probably constitutes the most widely understood memory in society. As I argued above, libraries are the prototypes of this kind of memory, the design of recording equipement and most information retrieval systems conform to this paradigm, and when sociologists talk about symbolic processes they have similar conceptions in mind. Surprisingly, in biological organisms and perhaps also in social organizations this method of retaining past information for future use is by far not the prevailing one. Of course there is messenger RNA, there are blood cells and there are hormones which function as records in biological processes that thrive on past information. But this is not the only way a species (as distinct from an organism) acquires and maintains information. Earlier I argued that much of the past information available to a brain cannot be stored in temporal code. A similar argument can be made against the exclusiveness of memorizing by physical records. Neurophysiologists have not been able to find the equivalence of filing systems in the brain and records of the kind that we know exists in biological organisms seem to be limited to lower levels of cognition. In trying to examine the ways past information is retained in society one might start asking questions as to how organisms do store that information which enables them to react appropriately to the environments in which they live. Evidently, adaptation is a form of learning in which an organism improves in its way of coping with the problems it is faced with and in the process of adaptation, information about its environment is incorporated in its mode of behavior. Again, how such information is acquired is not my concern here, but how it is manifest within the organism is what has to be discussed to establish it as distinct from temporal memory and from memory involving records.
Let me cite Heinz von Foerster, who argued in essence for the necessity of a structural memory in biological organisms:
Let me confess that I am a man who is weak in properly carrying out multiplications. It takes me a long time to multiply a two or three digit number, and, moreover, when I do the same multiplication over and over again most of the time I get a different result. This is very annoying, and I wanted to settle this question once and for all by making a record of all correct results. Hence, I decided to make myself a multiplication table with two entries, one on the left (X) and one at the top (Y) for the two numbers to be multiplied, and with the product (XY) being recorded at the intersection of the appropriate rows and columns (Table 15) . In other words, this multiplication table must be accommodated on a book-shelf which is 10 15 cm long, that is, about 100 times the distance between the sun and the earth, or about one light-day long. A librarian, moving with the velocity of light, will, on the average, require a 1/2 day to look up a single entry in the body of this table.
This appeared to me not to be a very practical way to store the information of the results of all ten-digit multiplications. But, since I needed this information very dearly, I had to look around for another way of doing this. I hit upon a gadget which is about 5 χ 5 χ 12 in in size, contains 20 little wheels, each with numbers from zero to nine printed on them. These wheels are sitting on an axle and are coupled to each other by teeth and pegs in an ingenious way so that, when a crank is turned an appropriate number of times, the desired result of a multiplication can be read off the wheels through a window. The whole gadget is very cheap indeed and, on the average, it will require only 50 turns of the crank to reach all desired results of a multiplication involving two ten-digit numbers.
The answer to the question of whether I should "store" the information of a 10 10 χ 10 10 multiplication table in the form of a 81/2 χ 11 in book 6 billion miles thick, or in the form of a small manual desk computer, is quite obvious, I think. However, it may be argued that the computer does not "store" this information but calculates each problem in a separate set of operations. My turning of the crank does nothing but give the computer the "address" of the result, which I retrieve at once -without the "computer" doing anything -by reading off the final position of the wheels. If I can retrieve this information, it must have been put into the system before. But how? Quite obviously, the information is stored in the computer in a structural fashion. In the way in which the wheels interact, in cutting notches and attaching pegs, all the information for reaching the right number has been laid down in its construction code, or, to put it biologically, in its genetic code, (von Foerster 1965: 388-390) It is certainly true that the desk calculator, which does the job of von Foerster's monstrous multiplication table, does not learn like an organism does. It incorporates just one recursive procedure which it has "acquired" by the will of a designer. And yet, one must point out that an organism which has inherited its structure from a previous generation is not entirely free to alter it either. The structure that an organism possesses restricts its behavior to a certain presumably advantageous class. Unlike the behavior of organisms, the desk calculator is also a deterministic device with inputs and outputs unambiguously fixed. But, considering the sizable volume of matter required to store and retrieve information in the form of physical records and the wealth of behaviors that an organism is capable of acquiring, it is not unreasonable to suggest that biological organisms do incorporate much of its knowledge and wisdom about the world structurally, that is, in the form of procedures for generating information about past instances or for responding appropriately to recurrent situations and not in the form of physical records.
The arguments in favor of a structural memory for explaining human behavior are well developed in recent linguistic theory. The speakers of a language are obviously capable of using many more sentences than they could have been exposed to in the past. Language acquisition and language use must therefore be an inductive and generative process respectively. A child learns the rules of grammar from a few instances and its knowledge of the language becomes manifest in the use of recursive procedures for generating proper sentences. It follows that the knowledge about a language that enables a native speaker to participate in linguistic activity cannot be thought of as stored in the form of a list of the sentences to which he had been exposed. Rather, it must be explained in terms of a set of operating procedures that the speaker is structurally capable of using.
Computer programmers are particularly aware of the difference between a memory involving records and a structural memory. In computing some function one is often confronted with the alternative of either storing that function extensively by putting its constitutive values in core storage or developing an algorithm for generating these values when needed. The former method demands considerable amounts of core memory space but hardly any time for access, the latter requires hardly any core but time for processing. Organisms may not have this option. When someone is given the sequence of numbers 1,2,4,8, he is likely able to continue with 16, 32, 64, etc. not because he had previous exposure to such a sequence but presumably because the first four numbers suggest to him the hypothesis that each number is twice the value of its predecessor. This is nothing but a function for generating all such values from an initial one. Computer programmers would never dream of using a table of values when an algorithm can do the job and psychological experiments have shown over and over again that numbers in which the subject can recognize a generating function, a relationship, or a similarity can be remembered better than those that appear at random. A structural memory seems to be more economical than the one involving records. How generative procedures relate to the structure of machines and by analogical extension to the structure of organisms and social organizations is well understood in automata theory. The representation of a computer program in terms of a flow chart indicates the order in which the basic operations are to be performed and the diagram of immediate effects of the same program indicates which variable is to be transformed into which other variable, starting from some input and ending at some internal state and output. Both represent a process structurally, the former by depicting the transfer of control from one process to another, the latter by depicting the processes of communication involved. Both point to the design of machines that perform in the way prescribed.
Social organizations too are structurally describable: the charting of material flows from one process to another throughout a company provides some such description just as it is the case with the organizational chart for a military unit, with the communication network among the individuals of a small working group, or with an account of the roles the members of a family assume vis-a-vis each other. Each imply in different ways the classes of behavior that a business organization, a military unit, a working group or a family is respectively capable of exhibiting. Each gives an account of how such organizations can behave in given environments. While the structure of a machine is largely the result of a designer's choice, it is widely recognized that the structure of a social organization is not alone a characteristic of its members. Rather, it reflects to a significant degree the organization's interaction with its environment. Organizations grow according to the resources available to them in their respective environments and adjust in response to the threats that such environments impose. What is being acquired are effective procedures for coping with an environment -not with any environment rather with the one that the organization had to face in the past and, by induction may have to face in the future. Structures that allow an organization to take full advantage of the given opportunities and to counter recurrent threats clearly constitute a kind of organizational experience. And when such structures guide, constrain or in any way affect future organizational behavior, they in the technical sense memorize the past properties of an environment structurally. On the organizational level of the family, for example, the way individuals organize themselves to form a coherent family unit is rarely entirely independent of the personality characteristics of its members. But this may also be explained as a means of maximizing their joint economic opportunities and of protecting each other against such disturbances as caused by unemployment, illness or by the psychological disorders of some of its family members. Observable interpersonal communication, the network of influences and of power, the division of labor, etc. then presumably reflect past experiences of this sort and guide joint efforts for coping with similar problems in the future. Apparent failures in encounters with a family's environment that result in changes of the family structure must be said to add to or to readjust the structural memory that the family possesses.
The increasing organizational sophistication which can be seen in the natural history of any organization that survives in interaction with its environment equals in effect an increase in structural memory -not so much about the environment per se, rather about the way the environment has frustrated or facilitated the achievement of organizational objectives. Complex social organizations are therefore the most obvious embodiments of structural information. Consider how the system of laws and legal procedures has grown in the United States. Each addition or modification can be seen as a response to a perceived threat whether it occurred in the form of a new crime or invention, in the form of an apparent inconsistency, or because the feeling of justice had changed. Consider how a bureaucratic organization grows by adopting more and more rules to cover all possible incidences it is assigned to handle. Or consider the social experiences that a modern army incorporates in its forms of organization: there are organizational traditions that can be traced back to the experiences of Napoleon's hierarchically organized army fighting another hierarchically organized army. The extensive use of technology since World War I has left its marks in the organization of smaller, more specialized and at the same time more autonomous units requiring more sophisticated methods of communication and coordination. Usually, any slight resistance against adjustments to environmental changes may put on organization at a distinct disadvantage which is immediately obvious in the case of war. For example, when a traditional army fights guerrilla forces that are well integrated into the population, as was the case during the American involvement in Vietnam, material superiority helps only little because much of the past information on which such an army is built has become invalid. Structural changes are then required through which other means of coping with the new situation may become possible. And in the process of organizational adjustments to the changed conditions, past information is incorporated structurally and is projected into the future procedurally. I might point here to a possible confusion because an army heavily relies on written rules, regulations and instructions much as organizations in government, industry and in education do. However, the crucial difference is that a memory involving records represents information about past events whereas a structural memory represents information of how to collectively cope with environmental features successfully. To evoke computer analogies again, the difference is analogous to the difference between data and a program for manipulating them. The routines of everyday joint living, the conventions in court, the modes of operation in a corporation, the religious rituals and public ceremonies that people engage in when attempting to solve certain problems collectively are all procedures that may or may not be written down. But they do pertain to how individuals relate to each other and if they have survived the selective forces of evolution, they represent some aspects of the environment structurally.
Again one might ask how structurally stored information can be retrieved. Interception does not apply because one is not concerned with transmitted information. Decoding does not apply because the antecedent conditions that find their representation in the structure of an organization are unimportant when compared to their behavioral consequences. The answer is simple: structurally stored information can be retrieved by triggering it: in a computer, the work of an algorithm becomes manifest as soon as the specified conditions for its application are met (energy always assumed available). In society, legal procedures are initiated when someone becomes a suspect and someone else is sufficiently concerned about this possibility. The application for admission to a university is acted upon as soon as the completed set of forms are received at the right place, etc. In all these cases procedures are invoked that require individuals to organize themselves for the purpose of executing them. Past information in structural memory is retrieved by triggering it by the right conditions. Triggering structurally memorized information is not to be confused with stimulus-response type reactions. Organizations that possess such a memory are often organizationally rich enough to have options (unlike the desk calculator discussed above). There is the possibility of mutually exclusive triggers competing with each other. There is the possibility of structural ambiguities which may come out in the corruption of legal institutions or in the multiplicity of ways given situations can be handled. Because the execution of procedures involving coordinated activity involves time, there is the possibility that one trigger affects the sensitivity or ability to respond to a succeeding trigger, etc. In spite of this lack of determinacy, I don't think there is any other unambiguous way of retrieving information from structural memory.
It might be important to recognize that the human members of a social organization tend to talk about their mode of interaction, verbalize the relationships that link them with a whole and give thereby clues as to what a structural memory may contain. But, what individuals say need not correspond to what they do when the situation arises. Even in a more formal context, it is true that all laws are put in writing, but not all of them are enforced in fact. Verbal accounts of existing structural memories may therefore not be trusted. It is of course always possible to observe and to describe how individuals, social groups and institutions communicate with each other over time and deduce from this structural description how the whole may behave in a given environment. But the structures that are observed at any one point in time are also always only those in current use, that is, the ones triggered by the given circumstances and not necessarily the ones effective in the future. This turns the argument back to where I started that triggering is the basic form of information retrieval from structural memory. One might also raise questions as to how past information can get lost in structural memories. Most obviously, since structural social memory is so intrinsically linked to the existence of social organizations, anything that makes an organization vanish beyond the time of immediate reconstructability is also destructive of its structural memory. But the more prominent forms of information loss are overwriting, variation and drift. Overwriting occurs when new organizational forms replace old ones whether because of changed environmental conditions or because of the adoption of more efficient methods to cope with an unaltered environment. The variation of existing structures may have numerous causes, individual role interpretation and corruption, to mention only two. Here reference to an original structure may be maintained while the actual behavior varies within limits around this "ideal". Drift occurs when the acquired structures are not subject to periodic checks by the environment and become subject to more or less systematic changes towards a balance with the internal characteristics of the organization. Unfortunately I cannot elaborate on these details here.
Let me again summarize what a structural memory entails. In it information from the past is neither represented spacially in the form of an arrangement of marks in a physical medium nor is it represented temporally in the process of continuous transmission. The defining feature of a structural memory is that past information is represented in the organization of interacting parts into a dynamic whole. In comparing a multiplication table with a desk calculator I tried to show that the structure of the latter embodies a behavior (an algorithm) that enables it to represent generatively all values contained in the former. They are thus isomorphous of each other. One is capable of representing the other without loss however in entirely different ways. The evolutionary advantage of a structural memory over a spacial one is that the former requires much less storage space. On all levels of social organization, structure, that is, the way its members are related to each other or the communication networks through which individual activities are coordinated and directed, limits how an organization can behave. To the extent this structure is explainable as an adaptive response to the opportunities and threats of an organization's past environment, the organization must be said to memorize certain characteristics of the environment structurally and project the fruits of this past interaction with the environment into the future procedurally.
Past information is retrievable from structural memory by triggering it with the appropriate conditions and where it is stored. While there may be other ways of gaining access to structurally stored information, its procedural manifestation is the best indicator of its presence. Numerous properties of structural memories are linked to the way information enters and becomes available when needed.
To be continued in the next issue of Communications

