In the paper very efficient, linear in number of arcs, algorithms for determining Hummon and Doreian's arc weights SPLC and SPNP in citation network are proposed, and some theoretical properties of these weights are presented. The nonacyclicity problem in citation networks is discussed. An approach to identify on the basis of arc weights an important small subnetwork is proposed and illustrated on the citation networks of SOM (self organizing maps) literature and US patents.
Citation Networks
In a given set of units U (articles, books, works, . . . ) we introduce a citing relation R ⊆ U × U uRv ≡ v cites u which determines a citation network N = (U, R).
In Table 1 some characteristics of real life citation networks are presented. Most of these networks were obtained from the Eugene Garfield's collection of citation data [10, 12] produced using HistCite Software (formerly called HistComp -compiled Historiography program) [11] . All of these networks are the result of searches in the Web of Science and are used with the permission of ISI of Philadelphia, www.isinet.com. These networks in Pajek's format are available from Pajek's web site [19] .
In Table 1 : n = |U| is the number of vertices; m = |R| is the number of arcs; m 0 is the number of loops; n 0 is the number of isolated vertices; n C is the size of the largest weakly connected component; k C is the number of nontrivial weakly connected components; h is the depth of network (minimum number of levels); ∆ in is the maximum input degree; and ∆ out is the maximum output degree. The last three columns contain the numbers of strongly connected components (cyclic parts) of size 2, 3 and 4.
A citing relation is usually irreflexive, ∀u ∈ U : ¬uRu, and (almost) acyclic -no vertex is reachable from itself by a nontrivial path, or formally ∀u ∈ U∀k ∈ IN + : ¬uR k u. In the following we shall assume that it has this property. We shall postpone the question how to deal with nonacyclic citation networks till the end of the theoretical part of the paper.
For a relation Q ⊆ U × U we denote by Q inv its inverse relation, uQ inv v ≡ vQu, and by Q(u) = {v ∈ U : uQv} the set of successors of unit u ∈ U. If Q is acyclic then also Q inv is acyclic. This means that the network N inv = (U, R inv ), uR inv v ≡ u cites v, is a network of the same type as the original citation network N = (U, R). Therefore it is just a matter of 'taste' which relation to select. Since the set of units U is finite and R is acyclic we know from the theory of relations that:
• The set of units U can be topologically ordered -there exists a surjective mapping (permutation) i : U → 1..|U| with the property
• Let Min R = {u ∈ U : R inv (u) = ∅} be the set of minimal elements and Max R = {u ∈ U : R(u) = ∅} the set of maximal elements. Then Min R = ∅ and Max R = ∅.
• Every unit u ∈ U and every arc (u, v) ∈ R belong to at least one path from Min R to Max R:
To simplify the presentation we transform a citation network N = (U, R) to its standard form N ′ = (U ′ , R ′ ) (see Figure 1 ) by extending the set of units U ′ := U ∪ {s, t}, s, t / ∈ U with a common source (initial unit) s and a common sink (terminal unit) t, and by adding the corresponding arcs to relation R
This eliminates problems with networks with several connected components and/or several initial/terminal units. In the following we shall assume that the citation network N = (U, R) is in the standard form. Note that, to make the theory smoother, we added to R ′ also the 'feedback' arc (t, s), thus destroying its acyclicity.
Analysis of Citation Networks
An approach to the analysis of citation network is to determine for each unit / arc its importance or weight. These values are used afterward to determine the essential substructures in the network. In this paper we shall focus on the methods of assigning weights w : R → IR + 0 to arcs proposed by Hummon and Doreian [14, 15] :
• node pair projection count (NPPC) method:
• search path link count (SPLC) method: w l (u, v) equals the number of "all possible search paths through the network emanating from an origin node" through the arc (u, v) ∈ R, [14, p. 50 ].
• search path node pair (SPNP) method: w p (u, v) "accounts for all connected vertex pairs along the paths through the arc (u, v) ∈ R", [14, p. 51 ].
Computing NPPC weights
To compute w d for sets of units of moderate size (up to some thousands of units) the matrix representation of R can be used and its transitive closure computed by Roy-Warshall's algorithm [9] . The quantities |R ⋆ (v)| and |R inv ⋆ (u)| can be obtained from closure matrix as row/column sums. An O(nm) algorithm for computing w d can be constructed using Breath First Search from each u ∈ U to determine |R inv ⋆ (u)| and |R ⋆ (v)|. Since it is of order at least O(n 2 ) this algorithm is not suitable for larger networks (several ten thousands of vertices).
Search path count method
To compute the SPLC and SPNP weights we introduce a related search path count (SPC) method for which the weights N(u, v), uRv count the number of different paths from s to t (or from Min R to Max R) through the arc (u, v) .
To compute N(u, v) we introduce two auxiliary quantities: let N − (v) denotes the number of different s-v paths, and N + (v) denotes the number of different v-t paths. Every s-t path π containing the arc (u, v) ∈ R can be uniquely expressed in the form
where σ is a s-u path and τ is a v-t path. Since every pair (σ, τ ) of s-u / v-t paths gives a corresponding s-t path it follows:
This is the basis of an efficient algorithm for computing the weights N(u, v) -after the topological sort of the network [9] we can compute, using the above relations in topological order, the weights in time of order O(m). The topological order ensures that all the quantities in the right side expressions of the above equalities are already computed when needed. The counters N(u, v) are used as SPC weights w c (u, v) = N(u, v).
Computing SPLC and SPNP weights
The description of SPLC method in [14] is not very precise. Analyzing the table of SPLC weights from [14, p. 50] we see that we have to consider each vertex as an origin of search paths. This is equivalent to apply the SPC method on the extended network
It seems that there are some errors in the table of SPNP weights in [14, p. 51] . Using the definition of the SPNP weights we can again reduce their computation to SPC method applied on the extended network N p = (U ′ , R p )
in which every unit u ∈ U is additionaly linked from the source s and to the sink t.
Computing the numbers of paths of length k
We could use also a direct approach to determine the weights w p . Let L − (u) be the number of different paths terminating in u and L + (u) the number of different paths originating in u. Then for uRv it holds
The procedure to determine L − (u) and L + (u) can be compactly described using two families of polynomial generating functions
where h(u) is the depth of vertex u in network (U, R), and h
counts the number of paths of length k to u, and p + (u, k) counts the number of paths of length k from u.
Again, by the basic principles of combinatorics
otherwise and both families can be determined using the definitions and computing the polynomials in the (reverse for P + ) topological ordering of U. The complexity of this procedure is at most
In real life citation networks the depth h is relatively small as can be seen from the Table 1 . The complexity of this approach is higher than the complexity of the method proposed in subsection 3.3 -but we get more detailed information about paths. May be it would make sense to consider 'aging' of references by L − (u) = P − (u; α), for selected α, 0 < α ≤ 1.
Vertex weights
The quantities used to compute the arc weights w can be used also to define the corresponding vertex weights t
They are counting the number of paths of selected type through the vertex u.
Implementation details
In our first implementation of the SPNP method the values of L − (u) and L + (u) for some large networks (Zewail and Lederberg) exceeded the range of Delphi's LargeInt (20 decimal places). We decided to use the Extended real numbers (range = 3.6 × 10 −4951 .. 1.1 × 10 4932 , 19-20 significant digits) for counters. This range is safe also for very large citation networks.
To see this, let us denote
where
A similar inequality holds also for N + (u). From both it follows
where H = h(t) and ∆ = max(∆ in , ∆ out ). Therefore for H ≤ 1000 and ∆ ≤ 10000 we get N(u, v) ≤ ∆ H−1 ≤ 10 4000 which is still in the range of Extended reals. Note also that in the derivation of this inequality we were very generous -in real-life networks N(u, v) will be much smaller than ∆ H−1 . Very large/small numbers that result as weights in large networks are not easy to use. One possibility to overcome this problem is to use the logarithms of the obtained weights -logarithmic transformation is monotone and therefore preserve the ordering of weights (importance of vertices and arcs). The transformed values are also more convenient for visualization with line thickness of arcs.
Properties of weights 4.1 General properties of weights
Directly from the definitions of weights we get
, U A ∩ U B = ∅ be two citation networks, and
′ ) the corresponding standardized networks of the first network and of the union of both networks. Then it holds for all u, v ∈ U A and for all p, q ∈ R A t (1)
, and w
(1)
where t (1) and w (1) is a weight on network N 1 , and t (2) and w (2) is a weight on network N 2 . This means that adding or removing components in a network do not change the ratios (ordering) of the weights inside components.
Let N 1 = (U, R 1 ) and N 2 = (U, R 2 ) be two citation networks over the same set of units
NPPC weights
In an acyclic network for every arc (u, v) ∈ R hold
Close to the source or sink the weights w d are small, since the sets R ⋆ (u) (and R inv ⋆ (u)) are monotonic along the paths in a sense
The weights w d are larger in the 'middle' of the network. A more uniform (but less sensitive) weight would be
SPC weights
For the flow N(u, v) the Kirchoff's node law holds:
For every node v in a citation network in standard form it holds incoming flow = outgoing flow = t c (v)
Proof:
2 From the Kirchoff's node law it follows that the total flow through the citation network equals N(t, s). This gives us a natural way to normalize the weights
.n ∧ u < v} be the complete acyclic directed graph on n vertices then the value of N(u, v; ⇀ Kn ) is maximum over all citation networks on n units. It is easy to verify that N(1, n;
and in general N(i, j;
From this result we see that the exhaustive search algorithm proposed in Hummon and Doreian [14, 15] can require exponential time to compute the arc weights w.
Nonacyclic citation networks
The problem with cycles is that if there is a cycle in a network then there is also an infinite number of trails between some units. There are some standard approaches to overcome the problem:
• to introduce some 'aging' factor which makes the total weight of all trails converge to some finite value;
• to restrict the definition of a weight to some finite subset of trails -for example paths or geodesics. The other possibility, since a citation network is usually almost acyclic, is to transform it into an acyclic network
• by identification (shrinking) of cyclic groups (nontrivial strong components), or
• by deleting some arcs, or
• by transformations such as the 'preprint' transformation (see Figure 2 ) which is based on the following idea: Each paper from a strong component is duplicated with its 'preprint' version. The papers inside strong component cite preprints.
Large strong components in citation network are unlikely -their presence usually indicates an error in the data. An exception from this rule is the citation network of High Energy Particle Physics literature [20] from arXiv. In it different versions of the same paper are treated as a unit. This leads to large strongly connected components. The idea of preprint transformation can be used also in this case to eliminate cycles.
First Example: SOM citation network
The purpose of this example is not the analysis of the selected citation network on SOM (selforganizing maps) literature [12, 24, 23] , but to present typical steps and results in citation network analysis. We made our analysis using program Pajek.
First we test the network for acyclicity. Since in the SOM network there are 11 nontrivial strong components of size 2, see Table 1 , we have to transform the network into acyclic one. We decided to do this by shrinking each component into a single vertex. This operation produces some loops that should be removed. Now, we can compute the citation weights. We selected the SPC (search path count) method. It returns the following results: the network with citation weights on arcs, the main path network and the vector with vertex weights.
In a citation network, a main path (sub)network is constructed starting from the source vertex and selecting at each step in the end vertex/vertices the arc(s) with the highest weight, until a sink vertex is reached.
Another possibility is to apply on the network N = (U, R, w) the critical path method (CPM) from operations research.
First we draw the main path network. The arc weights are represented by the thickness of arcs. To produce a nice picture of it we apply the Pajek's macro Layers which contains a sequence of operations for determining a layered layout of an acyclic network (used also in analysis of genealogies represented by p-graphs). Some experiments with settings of different options are needed to obtain a right picture, see left part of Figure 3 . In its right part the CPM path is presented. We see that the upper parts of both paths are identical, but they differ in the continuation. The arcs in the CPM path are thicker.
We could display also the complete SOM network using essentially the same procedure as for the displaying of main path. But the obtained picture would be too complicated (too many vertices and arcs). We have to identify some simpler and important subnetworks inside it.
Inspecting the distribution of values of weights on arcs (lines) we select a threshold 0.007 and determine the corresponding arc-cut -delete all arcs with weights lower than selected threshold and afterwards delete also all isolated vertices (degree = 0). Now, we are ready to draw the reduced network. We first produce an automatic layout. We notice some small unimportant components. We preserve only the large main component, draw it and improve the obtained layout manually. To preserve the level structure we use the option that allows only the horizontal movement of vertices.
Finally we label the 'most important vertices' with their labels. A vertex is considered important if it is an endpoint of an arc with the weight above the selected threshold (in our case 0.05).
The obtained picture of SOM 'main subnetwork' is presented in Figure 4 . We see that the SOM field evolved in two main branches. From CARPENTER-1987 the strongest (main path) arc is leading to the right branch that after some steps disappears. The left, more vital branch is detected by the CPM path. Further investigation of this is left to the readers with additional knowledge about the SOM field.
As a complementary information we can determine Kleinberg's hubs and authorities vertex weights [17] . Papers that are cited by many other papers are called authorities; papers that cite many other documents are called hubs. Good authorities are those that are cited by good hubs and good hubs cite good authorities. The 15 highest ranked hubs and authorities are presented in Table 2 . We see that the main authorities are located in eighties and the main hubs in nineties. Note that, since we are using the relation uRv ≡ u is cited by v, we have to interchange the roles of hubs and authorities produced by Pajek.
An elaboration of the hubs and authorities approach to the analysis of citation networks complemented with visualization can be found in Brandes and Willhalm (2002) [8] .
Second Example: US patents
The network of US patents from 1963 to 1999 [21] is an example of very large network (3774768 vertices and 16522438 arcs) that, using some special options in Pajek, can still be analyzed on PC with at least 1 G memory. The SPC weights are determined in a range of 1 minute. This shows that the proposed approach can be used also for very large networks.
The obtained main path and CPM path are presented in Figure 5 . Collecting from the United States Patent and Trademark Office [22] the basic data about the patents from both paths, see Table 3 -6, we see that they deal with 'liquid crystal displays'.
But, in this network there should be thousands of 'themes'. How to identify them? Using the arc weights we can define a theme as a connected small subnetwork of size in the interval k .. K (for example, between k = 1 3 h and K = 3h) with stronger internal cohesion relatively to its neighborhood.
To find such subnetworks we use again the arc-cuts. We select a treshold t and delete all arcs with weight lower than t. In the so reduced network we determine (weakly) connected components. The components of size in range k..K, we call them (k, K)-islands, represent the themes since:
• they are connected and of selected size,
• all arcs linking them to their outside neighbors have weight lower than t, and
• each vertex of an island is linked with some other vertex in the same island with an arc with a weight at least t.
We discard components of size smaller than k as 'noninteresting'. The components of size larger then K are too large. They contain several themes. To identify them we repeat the procedure on the network of these components with a higher threshold value t ′ . Recently we developed an algorithm, named Islands [7] , that by 'continuosly' changing the threshold identifies all maximal (k, K)-islands.
We determined for SPC weights all (2,90)-islands in the US Patents network. The reduced network of islands has 470137 vertices, 307472 arcs and for different k: C 2 =187610, C 5 =8859,C 30 =101, C 50 =30 islands. The detailed island size frequency distribution is given in Table 7 and presented in a log-log scale in Figure 6 that shows that it obeys the power law.
The main island has 90 vertices and contains middle parts of the main path and the CPM path. They also have a short common part. Again, the greedy strategy of the main path leads to a less vital branch. Considering the basic data about the patents from Table 3 -5, we see that also the main island deals with 'liquid crystal displays'. Apr 12, 1977 Inukai, et al. P-cyanophenyl 4-alkyl-4'-biphenylcarboxylate, method for preparing same and liquid crystal compositions using same Sep 24, 1996 Minor, et al. Pentafluoropropane compositions For additional illustration of results obtained by Islands algorithm we selected two smaller islands at lower levels -see Figure 8 (50 vertices) and Figure 9 (38 vertices). Retreiving the basic data about some patents in these islands from United States Patent and Trademark Office, see Table 8 and Table 9 , we can label the corresponding theme of the first island as 'producing a foam'. The theme of the second island deals initially with 'fiber optics', but in the upper part it switches to 'bag pack system'.
Conclusions
In the paper we proposed an approach to the analysis of citation networks that can be used also for very large networks with millions of vertices and arcs.
On test cases, the methods SPC, SPLC, NPPC produced almost the same results. Since the method SPC has additional 'nice' properties it could be considered as a 'first choice' -but, to make a grounded recommendation, additional experiences should be gained from the analyses of real-life large citation networks.
The granularity of the results strongly depends on the range for 'interesting themes' k .. K -varying these two parameters we get larger or smaller sets of themes.
Instead of arc-cuts we could consider also vertex-cuts with respect to p-cores on SPC weights [6] with a p-function p(v, W ) = max( The subnetworks approach only filters out the structurally important subnetworks thus providing a researcher with a smaller manageable structures which can be further analyzed using more sophisticated and/or substantial methods.
