There is evidence that the right hemisphere is involved in processing self-related stimuli. Previous brain imaging research has found a network of right-lateralized brain regions that preferentially respond to seeing one's own face rather than a familiar other. Given that the self is an abstract multimodal concept, we tested whether these brain regions would also discriminate the sound of one's own voice compared to a friend's voice. Participants were shown photographs of their own face and friend's face, and also listened to recordings of their own voice and a friend's voice during fMRI scanning. Consistent with previous studies, seeing one's own face activated regions in the inferior frontal gyrus (IFG), inferior parietal lobe and inferior occipital cortex in the right hemisphere. In addition, listening to one's voice also showed increased activity in the right IFG. These data suggest that the right IFG is concerned with processing self-related stimuli across multiple sensory modalities and that it may contribute to an abstract self-representation.
The concept of the 'self ' is highly prominent in philosophical and social psychological discourse. Recently, cognitive neuroscientists have begun to explore the neural basis of selfrepresentation or how the brain gives rise to the self. Much of this work has focused on recognition of the self-face, the most obvious embodied representation of the self. A growing body of neuroimaging literature points towards selective activation of a right fronto-parietal network during tasks of self-recognition or self-other discrimination (Sugiura et al., 2005; Uddin et al., 2005a; Platek et al., 2006; Devue et al., 2007) . Other forms of self-recognition, such as recognition of one's own voice, have received relatively less attention. In one positron emission tomography (PET) study of voice recognition, hearing the self-voice activated right inferior frontal sulcus and right parainsular cortex (Nakamura et al., 2001 ). An important question remains unresolved regarding the degree of abstraction of self-representation mechanisms in the brain. It is unknown whether there is an overlap in neural structures supporting representation of various aspects of the self across different sensory modalities, such as visual and auditory. Are there regions that support multimodal representations of the self, much like the regions involved in various other types of multimodal cognitive processes? Indeed, there are several studies demonstrating that some areas in the inferior frontal gyrus (IFG) and ventral premotor cortex are active not only for one's own body and action representations, but also for the sounds and visual aspects associated with that body part. For example, areas in the premotor cortex that are most active for the representation of hand actions are also most active for observation of hand actions (Gallese et al., 1996; Iacoboni et al., 1999; Aziz-Zadeh et al., 2006) as well as the sounds of hand actions (Kohler et al., 2002; Aziz-Zadeh et al., 2004; Kaplan and Iacoboni, 2007) . This is also true for the mouth (Gazzola et al., 2006) . By converging information from different modalities onto a single representation, it has been postulated that these multimodal 'mirror' areas are important for abstract representation (Kohler et al., 2002) . Thus by bringing in together multimodal information from one's own face and voice, it could be that these areas in the IFG are also important for abstract representation of the self.
Here we used event-related fMRI to test whether such multimodal self-representation exists in the brain. We scanned participants while they viewed four types of stimuli: the self-face, a familiar-other face, the self-voice and a familiarother voice.
MATERIALS AND METHODS Subjects
Twelve right-handed subjects (six males, six females, mean age 26.6 AE 4) were recruited and compensated for their participation. Subjects gave informed consent according to the guidelines of the UCLA Institutional Review Board. All participants were screened to rule out medication use, head trauma, and history of neurological or psychiatric disorders, substance abuse or other serious medical conditions.
Stimuli and task
Stimuli were individually tailored to each subject. Each subject was asked to bring someone they see on a daily basis, of the same race and gender. This person served as the 'familiar control' for each subject. The face stimuli were static color images constructed from pictures of the subjects' own face and the face of a gender-matched highly familiar other acquired on a Kodak 3400C digital camera. We took four pictures of the face of each subject and each subjects' friend. Subjects were asked to choose their own familiar control, a personal friend or colleague they encounter on a daily or almost daily basis. Images were edited using Adobe Photoshop 7.0 to remove external features (hair, ears) and create a uniform gray background.
Voices were recorded through a Shure AXS-3 microphone and digitized at 44.1 kHz. Each subject was recorded speaking the following four neutral sentences: 'The weather is cloudy', 'The door is open', 'The lights are on' and 'The keys are in the bag'. Due to conduction through the bones of the head, one's own voice often sounds different on a recording than it does when heard naturally (Tonndorf, 1972) . It has been shown that the effect of bone conductance is in part to accentuate low-frequency aspects of the voice (Maurer and Landis, 1990) . To make the voice of one's self sound more natural, we applied an equalization filter to each recording that increased frequencies below 1000 Hz by 2 dB and decreased frequencies above 1000 Hz by 2 dB. This kind of filtering leads people to rate a recording of their own voice as sounding more like themselves (Shuster and Durrant, 2003) . We then removed any DC offset and normalized each of the recordings to have the same peak volume of 0 dB.
The software package presentation (Neurobehavioral Systems Inc., Albany, CA, http://www.neuro-bs.com/) was used to present stimuli and record responses. Face stimuli were presented through magnet-compatible goggles (Resonance Technology Inc., Los Angeles, CA) and responses were recorded using two buttons of an MRI compatible response pad. During each 5 min, 12 s functional run, we presented both faces and voices of self and other. In each functional scan, subjects saw 16 pictures of their own face, 16 pictures of their familiar friend's face, 16 recordings of their own voice and 16 recordings of their familiar friend's voice. The stimuli were presented in a randomized order that was optimized to provide temporal jitter and maximize blood oxygen level dependent (BOLD) signal discrimination between the four stimulus categories (Dale, 1999) . Pictures and voices were presented for 2 s each, and there was at least a 1 second gap between stimuli. Subjects pressed a button with their right index finger if the image or voice was 'self' and another button with their right middle finger if the image or voice was 'other'.
Image acquisition
Images were acquired using a Siemens Allegra 3.0 T MRI scanner. Two sets of high-resolution anatomical images were acquired for registration purposes. We acquired an magnetization prepared rapid acquisition gradient echo (MP-RAGE) structural volume (TR ¼ 2300, TE ¼ 2.93, flip angle ¼ 88) with 160 sagittal slices, each 1 mm thick with 0.5 mm gap and 1.33 mm Â 1.33 mm in-plane resolution. We also acquired a T2-weighted coplanar volume (TR ¼ 5000, TE ¼ 33, flip angle ¼ 908) with 36 transverse slices covering the whole brain, each 3 mm thick with 1 mm gap, a 128 Â 128 matrix and an in-plane resolution of 1.5 mm Â 1.5 mm.
Each functional run involved the acquisition of 155 EPI volumes (gradient-echo, TR ¼ 2000, TE ¼ 25, flip angle ¼ 908), each with 36 transverse slices, 3 mm thick, 1 mm gap and a 64 Â 64 matrix yielding an in-plane resolution of 3 mm Â 3 mm. A functional run lasted 5 min and 12 s, and each subject completed four functional runs.
Data processing and statistical analysis
Analysis was carried out using FEAT (FMRI Expert Analysis Tool) Version 5.1, part of FSL (FMRIB's Software Library, www.fmrib.ox.ac.uk/fsl). After motion correction, images were temporally high-pass filtered with a cutoff period of 75 s and smoothed using a 8 mm Gaussian FWHM algorithm in 3D. The BOLD response was modeled using a separate explanatory variable (EV) for each of the four stimulus types (self-face, other-face, self-voice, other-voice). For each stimulus type, the presentation design was convolved with a gamma function to produce an expected BOLD response. The temporal derivative of this timecourse was also included in the model for each EV. Data were then fitted to the model using FSL's implementation of the general linear model. Each subject's statistical data was then warped into a standard space based on the MNI-152 atlas. We used FLIRT (FMRIB's Linear Image Registration Tool) to register the functional data to the atlas space in three stages. First, functional images were aligned with the high-resolution coplanar T2-weighted image using 6 degrees of freedom rigid-body warping procedure. Next, the coplanar volume was registered to the T1-weighted MP-RAGE using 6 degrees of freedom rigid-body warp. Finally, the MP-RAGE was registered to the standard MNI atlas with 12 degrees of freedom affine transformation.
Mixed effects higher-level analysis was carried out using FLAME (FMRIB's Local Analysis of Mixed Effects) (Behrens et al., 2003) . For our whole-brain analysis, statistical images were thresholded using clusters determined by Z > 2.3 and a corrected cluster size significance threshold of P ¼ 0.05 (Worsley et al., 1992; Friston et al., 1994; Forman et al., 1995) . Since our goal was to examine the multimodal responses within regions previously shown to be sensitive to self faces, we did a region of interest (ROI) analysis on the three brain areas we found to discriminate self from other in our previous study (Uddin, 2005a) . The three ROIs that showed significantly greater signal changes for self faces compared with familiar faces in our previous Self face and voice recognition SCAN (2008) study were in the right inferior frontal cortex, the right inferior parietal lobe and the right inferior occipital gyrus.
Restricting our analysis to only those significant voxels from the previous study, we accepted voxels from the current study if they also reached P < 0.05 in the present study. We also calculated percent signal change for each stimulus type within these three ROIs.
RESULTS

Behavioral data
All participants were able to identify their own face and their own voice with high accuracy. Mean accuracy was 99% for face stimuli and 94% for voice stimuli. Mean response time for picture stimuli was 770 ms with a standard error of 37 ms. Mean response time for vocal stimuli was 1740 ms with a 72 ms standard error. A paired sample t-test confirmed that response time for the vocal condition were significantly slower, P < 0.001.
Imaging data
Pictures and voices vs rest. Looking at the pictures of faces produced robust activations throughout the brain, including much of the occipital lobe, parietal cortex and frontal cortex. Listening to the voices produced large activations throughout the temporal lobes and frontal lobes, as well as the cerebellum. These activations are shown in Figure 1 . Pictures: Self minus other. Whole-brain analysis revealed greater signal changes in the occipital lobe bilaterally, and in the inferior parietal lobe on the right side for viewing self faces compared with viewing a familiar other face. Replicating our previous result, our ROI analysis found significantly greater signal for self faces compared with a familiar other in all three ROI from our previous paper. These results are shown in Figures 2 and 3.
Pictures: other minus self. Whole-brain analysis showed significantly greater signal in the superior temporal sulcus, the superior temporal gyrus and the inferior temporal gyrus bilaterally.
Voices: self minus other. Whole-brain analysis did not reveal any significant signal changes for this analysis. However, ROI analysis showed that hearing one's own voice compared with the voice of a familiar other led to significantly greater signal changes in the anterior part of the IFG. This is shown in Figure 4 .
Voices: other minus self. Whole-brain analysis did not reveal any significant signal changes for this analysis.
Peak coordinates for ROI analyses are shown in Table 1 .
DISCUSSION
We replicated our previous result that viewing one's own face leads to greater signal changes in a fronto-parietal network including the IFG, the inferior occipital gyrus and the inferior parietal lobe (Uddin et al., 2005a) . In addition, the right IFG also showed greater signal change when hearing one's own voice compared to hearing a friend's voice. Thus the preference for self-related stimuli in the right IFG is not restricted to visual stimuli. This result is consistent with the theory that right prefrontal cortex supports an abstract self representation. An advantage of right hemisphere for self-recognition is fairly well supported in the literature. Behavioral studies have found a left-hand response time advantage for selfface discriminations (Keenan et al., 1999; Platek et al., 2004) . In addition, Keenan et al. (2001) showed patients their own face morphed into a famous face while undergoing the Wada test, and found a bias towards reporting self faces when the left hemisphere had been anesthetized. Theoret et al. (2004) used transcranial magnetic stimulation (TMS) over motor cortex to produce motor evoked potentials in the hand while subjects saw masked pictures of themselves or others. Seeing one's own face led to increased motor cortex excitability in the right hemisphere. Another TMS study using self-descriptive adjectives as stimuli showed greater right hemisphere motor facilitation (MolnarSzakacs et al., 2005) , and repetitive transcranial magnetic stimulation (rTMS) to the right inferior parietal lobule Self face and voice recognition SCAN (2008)can disrupt self-face recognition (Uddin et al., 2006) . However, both hemispheres of a split-brain patient are able to recognize their own face (Uddin et al., 2005b) . Neuroimaging studies of self-recognition are also generally consistent with our data. Devue et al. (2007) found activations in right IFG and the right insula when participants viewed their own face compared with a gendermatched colleague. Interestingly, they did not find a difference in activity in the IFG for viewing one's own body. It may be that the body shape is not as prominent a cue for self concept as one's face or voice. Sugiura et al. (2005) found greater activations for self faces in the right frontal operculum, right temporal-occipital-parietal junction and in the left fusiform gyrus. In a subsequent study, Sugiura et al. (2006) showed self-preferential activity in the network including the right IFG not only for faces but also for moving body parts, although self-related activity was greater for faces. They argue that the right inferior frontal cortex supports an amodal, conceptual self representation.
In the only other neuroimaging study known to us in which self voices were directly compared to familiar voices, Nakamura et al. (2001) used PET to study voice recognition and found self-preferential activity in the inferior frontal sulcus and parainsular cortex on the right side. The coordinates of the peak activation in that study (42, 44, 2) are within a centimeter of the peak found in the present study (44, 38, 2) .
There have been few studies to directly compare self discriminations across sensory modalities. Platek et al. (2004) found that smelling one's own odor facilitated the visual identification of one's own face, as did hearing one's own name. This cross-modal priming effect suggests a convergence in the brain for stimuli identified as self. Our data show that this convergence may occur in the right inferior frontal cortex.
It is possible that the other self-sensitive brain regions may also prefer self in the auditory modality but we did not have the statistical power to find it. However, we did not see any sub-threshold activation for self in our other two a-priori ROIs, and they were not activated above baseline by hearing voices in general. Self-related activity for faces was much more robust and widespread than it was for voices. Differences in the pattern of activation for the two sensory modalities may be related to differences in the difficulty of the identification task. While classification of stimuli was highly accurate with both visual and auditory stimuli, response time to auditory stimuli were significantly longer. This may indicate that the voice task was more difficult or may be related to the fact that while a face can be recognized instantaneously, a voice stimulus unfolds over time. In addition, while we did filter the stimuli to increase lower frequencies and make it more naturalistic, there are still likely to be differences between the way one sounds on a recording and the way one hears their own voice when speaking.
It is notable that the inferior frontal lobe has also been implicated in cross-modal representations of actions (Pizzamiglio et al., 2005; Gazzola et al., 2006; Kaplan and Iacoboni, 2007) . As others have pointed out (Sugiura et al., 2006) , the brain mechanisms responsible for tracking contingencies between motor plans and their various sensory consequences would be well-positioned to identify sounds and sights that are habitually self-produced. Indeed, the inferior frontal lobe is known to be part of the mirror neuron system, which is believed to play a role in mapping observed others onto the self (Iacoboni et al., 1999; Gallese, 2003; Rizzolatti and Craighero, 2004) . We have suggested that if these neurons are sensitive to similarity between an observed agent and the self, then they will be most active when the agent observed is one's own self (Uddin et al., 2005a , Uddin et al., 2007 Iacoboni, 2008) .
Our present data confirm the hypothesis that the frontoparietal mirror neurons system is sensitive to the visual presentation of one's own face, and find a specific cross-modal preference for self in the right IFG. Sensorimotor systems that respond across sensory modalities may form the basis for abstract concepts (Gallese and Lakoff, 2005) . We suggest that the right IFG may be crucial for an abstract conceptual representation of self. 
