Resolution of singularities is a subject with important applications, and which has a rich history. In many case one wants to transform a singular variety into a non-singular one, and then several technical hurdles can be taken.
For many years partial results added to a growing amount of information, crowned by Hironaka's resolution of singularities in characteristic zero in 1964. It had a great impact on many branches of mathematics. Below we mention only some of the many who contributed to this, and we give some references.
It seemed that the topic was getting very complicated. Hironaka's ingenuous proof had many applications, but is was complicated to understand ne details of his proof. Generalizing that method to varieties in positive characteristic has failed up to now : Resolution of singularities in positive characteristic has been a topic to which many years of intensive research have been devoted, and up to now the status is not yet clear. For the general question of resolution of singularities in positive ch ar acteristic there seems neither a fully veri ed theorem nor a counterexample. The algorithms involved in Hironaka's theory were di cult to understand in more complicated situation. It seemed that we reached more or less the limits of the developments .
Until a totally new idea came about. In 1995 Johan de Jong approached the problem from a di erent angle. The idea of the proof is surprisingly easy. For applications this is su cient in several cases. His approach is very geometric, and hence it works many cases, in mixed characteristic, in positive characteristic. And, without much e ort it gives a new, easy proof of a weaker form of Hironaka's theorem. In this way several new applications become available, we shall mention some of these. It is a radical new idea in a eld which seemed to be in an impasse. Belo w we explain the di erence in the methods, but for the moment let us remark a striking di erence.
In the approach taken by Hironaka resolving singularities in characteristic zero, singularities of a variety are studied closely, invariants are de ned, and methods are applied (blowing up, algorithms involved) in order to improve the situation, in t he sense that 1 2 FRANS OORT the given invariants get \better". The algorithm then should terminate, resulting in the construction of a regular variety. A big advantage of this process developed by Hironaka (and many others) is the fact that usually it is very explici t, it is canonical in a certain sense and once it works, the result is in its strongest form.
In the approach by Johan de Jong, singularities in the beginning are completely ignored, the variety is bered by curves, certain operations are performed, possibly many more singularities are created, until this bering is in a manageable form. Induct ion on the dimension allows us to assume the base space is regular, and only then, nally, attention is paid to the singularities. But these are like normal crossings singularities of an algebraic curve, and an easy, explicit blowing up nishes the jo b. To summarize: \we can easily resolve singularities of curves, hence we can resolve singularities of a family of a nodal curve over a regular base, so rst transform the original variety (by an alteration) into such a bering." As the method is geomet ric, it applies in all possible situations. -However in the process certain choices have to be made, so it seems this method does not result in a \canonical" resolution. Also, during the process sometimes we have to exten! d the function eld (we shall explain where this is necessary).
This survey on the method of alterations as explained in 14] is written for those who want to have a rst impression about the general idea: we give a brief sketch of the proof of obtaining non-singular varieties by alterations. We hope and expect that this is accessible for everyone who has basic mathematical knowledge. Everyone in need for more precise statements and proofs, we refer to 13], 14], 3], 6]. Everyone interested in a description of the proof, or in certa in application of the method of alterations we refer to the nice and precise survey by Berthelot, see 4] .
In this survey we mainly work with varieties over a eld, avoiding the terminology of schemes where possible. An apology: we have simpli ed statements, and we only sketch ideas of the proofs. This is a simpli ed survey, not a research paper.
Here is the basic idea of the construction by De Jong:
For a given variety of dimension d we produce a morphism f : X ! Y with dimY = d ? 1, and all bres of f are curves (here we might have to apply a modi cation to X). After an alteration on the base (also using induction, i.e. supposing that the theorem is already true for varieties of dimension d ? 1) we arrive at a (new) morphism f : X ! Y where Y is regular, and all bres are curves wit h only ordinary nodes as singularities. Then an explicit (and easy) method of resolution of singularities nishes the job (repeated blowing up X removes all singularities, this is easy for curves, not much more di cult for families of nodal curves over a regular base having ce rtain properties, such as the fact that degenerations takes only place over a strict normal crossings divisor).
Suggestions to the reader: (0) In case you want to have a rst encounter with these new ideas, if you want to see how alterations can be constructed, you can read the de nitions (1.1) and (1.2) below, explaining what is meant by \modi cation" and \alteration", and follow the 5 steps in Section 2 leading to an insight in the proof of the Theorem (1.5) which says that any ALTERATIONS CAN REMOVE SINGULARITIES. 3 variety can be altered into a non-singular variety.
(1) In case you have experience in algebraic geometry, e.g. you know enough about stable curves, you can read read De nition (1.2), and construct a proof of Theorem (1.5) below. You will soon nd out that the strategy is clear; some technicalities you will have to ll in. (2) If you are interested in the ne points of the mechanism of alterations, e.g. the precise description of the theorem, the arithmetic case, alterations of families of curves, and applications, please read the original papers. They are written in a cl ear style, and they are easy to follow for those who have a basic understanding of the language of schemes.
What are the di erences between the results obtained by the methods developed by Hironaka (and many people using that approach) on the one hand and by the alteration method on the other hand?
The result by Hironaka gives the strongest possible result for varieties in characteristic zero. It is not know whether it also applies in several other situations. Especially for varieties moving in a family (the \relative situation") it i s not clear how to apply this method. -In this approach one focuses from the beginning on the singularities of one variety, and tries to remove them stepwise by blowing up. The method as proposed by De Jong is more geometric, it can be used over an arbitrary eld, or in a relative situation. -In this approach at rst a geometric procedure is applied (which has nothing to do with singularities, actually it even mig ht create new singularities, it might blow up in a regular point), until a nice situation is reached (a bering with nodal curves over a regular variety), and only then the process of blowing up in singular points is carried out (which in this case is co mpletely elementary). It might very well be that a combination of the two approaches nally proves to give the strongest results, the best approach.
1. Some definitions and the main results. This paper can be used to obtain a rst impression of the subject. For more detailed de nitions and a discussion on come concepts used we refer to the appendix.
A variety will in the sense explained in 11], or in 21], or in 16], or in 24]. In particular it will be irreducible. We shall use the terminology non-singular or regular in the usual sense. We say that a variety X is complete if the projection X V ! V on the second factor is a closed morphism (in the Zariski topology) for every variety V . Note that: a variety X over the complex numbers is complete if and only if the set of Crational points X(C ) is compact in the classical topology, see 19], Th. 2 on page 85. Any projective variety is complete.
Here are the two basic de nitions:
1.1. De nition: Let X be a variety. A modi cation of X is a morphism of varieties ' : X 0 ! X which is birational and proper.
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This implies that the morphism ' gives an inclusion of function elds K(X 0 ) K(X) which is an equality K(X 0 ) = K(X), there exists a non-empty Zariski open set U X such that the restriction ' 0 U 0 : U 0 ! U is an isomorphism, and for every point x 2 X the bre X 0 x is complete. A (surjective) birational morphism between projective varieties is a modi cation. Sometimes a word like: \blowing up", \dilatation", \quadratic transformation", \Cre-mona transformation" is used to indicated this or a closely related concept. Here are two typical examples of a modi cation.
Let X be a variety, and let X ! X be its normalization (e.g. see HAG], I.3.9A on page 20, and Exc. I.3.17 on page 23), this is a modi cation; in case X = C is an algebraic curve, it follows that C is a regular curve, the morphism gives the resolution of singularities . However an algebraic surface which is normal need not be regular.
Let X be a variety, Z X be a proper subvariety, and let X 0 ! X be a blowing up of X along Z, see HAG], pp. 28 -30, page 163 and Proposition II.7.14.
A generically bijective morphism between projective varieties in characteristic zero is a modi cation. Note that a bijective morphism in positive characteristic need not be birational (it can be purely inseparable without giving an isomorphism on the function elds); one might encounter such examples when trying to resolve singularities in positive characteristic.
De nition:
Let X 0 and X be varieties. An alteration is a morphism ' : X 0 ! X which is dominant, proper and generically nite.
\Dominant" means that the image '(X 0 ) is dense in X, i.e. '(X 0 ) contains an open, dense subset of X. We see that dominant + proper implies that ' is surjective (say, on geometric points). An alteration gives an inclusion of function elds K(X 0 ) K(X) (which is a nite extension), and there is a non-empty Zariski open set U X such that the restriction ' 0 : U 0 ! U is a nite morphism. For every point x 2 X the bre X 0 x is complete.
Suppose X 0 and X are projective varieties of the same dimension, and ' : X 0 ! X is a surjective morphism. Then it is an alteration. A modi cation is an alteration, but not necessarily conversely. A nite covering which is not birational is an alteration, which is not a modi cation. A purely inseparable morphism which is not an isomorphism is an alteration, which is not a modi ca tion.
An alteration ' : X 0 ! X can be factored as X 0 ?! X 00 ?! X;
such that is a nite alteration, and is a modi cation: if X 0 is normal, take for X 00 the normalization of X in K(X 0 ); even if X 0 is not normal such a factorization exists (and it is called the "Stein factorization", compare 11], III.11.5). The terminology \alteration" was invented by Johan de Jong, in pre-13] it appeared for the rst time.
Terminology: we speak of resolution of singularities of X if we consider a modi cation ' : X 0 ! X with X 0 non-singular; for a morphism ' which is only known to be an alteration we shall not use the word \resolut ion". ALTERATIONS CAN REMOVE SINGULARITIES. 5 1.3. Theorem (Hironaka 1964, see 12] , the strong form of resolution of singularities): Let K be eld of characteristic zero. Let X be a variety over K. There exists a modi cation ' : X 0 ! X such that for X U := X? Sing(X) the induced morphism ' 0 : U 0 ! U is an isomorphism, and X 0 is a non-singular variety.
Here Sing(X) is the (closed) set of singular points of X. We see that the strong form consists of blowing up a (possibly) singular variety in an ideal concentrated in the singular locus in such a way that the blown up variety is non-singular.
We shall speak of resolution of singularities in the \weak sense" of X if ' : X 0 ! X is a modi cation with X 0 regular (without requiring that the centre of the blowing up is only centered in Sing(X)).
1.4. Theorem (De Jong 1995, 13] , Theorem 4.1): Let K be a eld, and let X be a variety over K. There exists a alteration ' : X 0 ! X where X 0 is a non-singular variety. If the eld K is perfect, the a lteration can be chosen to be separable. Actually a much stronger theorem can be proved, please see below for a precise formulation. Also note that there is no restriction on K (e.g. this can be a eld of positive characteristic, it need not be algebraically closed, etc.).
In the construction of X 0 certain choices will be made, these will be arbitrary in a certain sense, and the degree of ' will depend on such choices.
Suppose you happen to start with a non-singular X, the construction given in 13] might produce a completely di erent X 0 . Also, when starting with a singular X, it might be that the morphism ' : X 0 ! X thus constructed need not be nite above non-singular points of X. In this section we give a strongly simpli ed form of the proof of Theorem (1.5). We split up the proof in steps. A star attached to a step means that in that phase of the proof a nite extension of the function eld might be involved, i.e. the alteration constructed need not be a modi cation. In steps without a star only modi cations are used. In each new situation the new variety (dominating the previous one) again will be denoted by X. In rst reading this section might give you the a vo r of the proof.
A much stronger version of the theorem is recorded in (3.1), and it is a rewarding exercise to follow the steps below, and to ll in details in more re ned situations.
Our description is not a proof, certain details are omitted, it is nothing more than a simpli cation of the proof of 13], Theorem (4.1). We do not provide precise references in the steps below. In our description we slip over several important te chnical details.
We start with a eld K and a variety X over K. Actually we need more, this step can be carried out in such a way that moreover the smooth locus of f is dense in every irreducible component of every geometric bre, i.e. there are no \multiple components" in geometric bres. This is a classical, geometric idea! -Assume dim(X) = d, assume X P N (remember we work over k, an algebraically closed eld), using Bertini's theorem we see that we can nd a linear subvariety L P Here comes the main idea of the argument of De Jong: some of the bres of f might have very bad singularities. We want to replace these by nodal curves (curves with only normal crossings as singularities). As we know that some moduli spaces of curves carry such families, after an alteration of Y we can extend an open part of the parametrization f : X ! Y to a nodal curve C ! Y , actually in such a way that X and C are birational over Y . But that is not su cient, we nee d moreover that the birational map : C ! X thus obtained, which is a morphism 0 over a dense open U Y , actually is a morphism. The central idea is to equip X ! Y with enough sections, these corresponding with s ections making C ! Y into a stable pointed curve, which eventually will ensure that 0 does not blow up points in C, resulting in the conclusion that is a morphism! 2.3. Step 3 . After applying alterations to X and to Y we arrive at a morphism f : X ! Y as in Step 2, and mutually di erent sections 1 ; ; n 2 X(Y ) such that every geometric component C 0 of every geometric bre of f meets at least three of these sections in the smooth locus of f, i.e. in C 0 \ Sm(f).
There is a \multi-section" in the situation of Step 2 having this property. After an alteration on Y and on X this becomes a union of sections.
Stable pointed curves (following Deligne & Mumford, Knudsen) . An algebraic curve is called nodal if it is complete, connected and if the singularities of C are not worse than ordinary double points. Its arithmetic genus is given by g = dim k H 1 (C; O C ): Suppose C is a nodal curve of genus g over a eld k, and let P 1 ; ; P n 2 C(k) with 2g ? 2 + n > 0; we write P = fP 1 ; ; P n g ; this is called a stable n-pointed curve if: the points are mutually di erent, i < j =) P i 6 = P j , none of these marked points is singular, P i 6 2 Sing(C), and Aut(C; P) is a nite group; under the previous conditions (and k algebraically closed) this amounts to the condition that for every regular rational irreducible component
Families of curves are called stable n-pointed if all geometric bres are stable n-pointed in the sense just de ned, the markings given by sections.
Among the vast amount of literature we only mention: 9], here we nd how stable curves can be used in order to compactify the moduli space of curves; see: 15], De nition 1.1, where stable pointed curves, and families and moduli spaces of t hese are studied.
In 15] the terminology "pointed stable curves" is used, however we think we should make a distinction between pointed curves which are stable (as we de ned above, and which was de ned by Knudsen) , and stable curves which moreover have some marked points.
2.4.
Step 4 . Here we also use induction on the dimension of the base. After an alteration on the base we arrive at a regular variety Y , a family g : C ! Y of stable n-pointed curves, which is a morphism of proje ctive varieties, which over a non-empty Zariski-open set U Y coincides with f jU : X 0 U ! U with the sections i . Moreover the birational morphism 0 : C U ! X 0 U extends to a modi cation : C ! X 0 .
Here is the heart of the proof. We indicate some of the ideas. Any family of curves which is stable over a non-empty set of the base can be extended to a stable curve after an alteration of the base. This follows by 9], one could consult 8] (the precise statement we need follows from that paper), or we can use 10], where a tautological family of nodal curves is constructed over a moduli space related with stable pointed curves with a level structure. The markings of the family X 0 ! Y and of the stable n-pointed curve C ! Y correspond under the birational transformation thus de ned. Now we want to show this extends to a morphism C ! Y .
Then we apply induction on the dimension of the base: we suppose that the theorem we want to prove is valid for all varieties having dimension less than dimX, after an 8 FRANS OORT alteration of the base we can suppose Y is regular and the strict transform of X has all the previous properties.
Then we take the closure T X Y C of the graph of 0 : C U ! X U , and we apply the " attening lemma", see (5.3) below, arriving at X; T, and C at over Y . All we have to show (modulo some technicalit ies) is that no point of a bre of C ! Y is blown up to a component of a bre of X ! Y . Using the markings, and studying carefully the geometry we show that indeed 0 extends to a morphism (as in the \three point lemma" , see 4.18 -4.20 of 13]).
2.5.
Step 5. In all steps before we can take into account degenerations, and we moreover can assume that the degeneration of the nodal curve C ! Y takes place over a strict normal crossings divisor. We blow up in codimension 2 com ponents of Sing(X) X. After a nite number of such operations we arrive at a situation where X is regular in codimension 2. Analyzing singularities of X (which can only be caused by nodal singular points in bres), an explicit blowing u p produces a regular X arriving at a regular X mapping via an alteration to the variety X we obtained in Step 1. Using the method of
Step 1 this nishes (a sketch of) the proof of Theorem(1.4). ii) the variety X 1 is projective and non-singular, and iii) the eld extension (k(X)) Resolution of singularities in characteristic zero for varieties of arbitrary dimension was rst proved by Hironaka, 12] . There is a vast literature describing and expanding Hironaka's celebrated theorem, we mention: 23], 5].
Resolution of singularities of algebraic varieties in positive characteristic, of or schemes in mixed characteristics seems unsolved in general. We mention 1], 2] solving the two dimensional cases. It might be (and we hope) that the method announced and partially carried out in 22] results in a nal result on the question of resolution of singularities in positive characteristic.
As already recorded, the method of De Jong (or a variant of it) proves (again) weak resolution of singularities in characteristic zero, see 3], 6].
For a more detailed history of the subject, and for various details involved in the proofs by Hironaka, and by De Jong, see the volume \Resolutions of singularities", proceedings to appear in connection with the Obergurgl (Austria) conference in Septemb er 1997.
Appendix.
In this appendix we discuss in more details some concepts used above.
5.1. Varieties. Let K be a eld. A variety "de ned over" K in the sense of 24] (in the language of schemes) is a separated scheme of nite type over K with is irreducible and reduced, and hence integral, and wh ich stays integral after extension of the base eld. For a discussion about these concepts, see HAG], II.4, and see RedBook], II.3-4. We will adopt this de nition in this paper.
However, one could de ne a variety over K as an integral separated scheme of nite type over K (as we nd in 13], 2.9). A variety in this sense can become reducible or non-reduced after extending the base eld. E.g. an algebraic extension K L gives X = Spec(L), an integral scheme over K (a variety in the sense of 13]), which does not stay integral af ter suitable base extension when L : K] > 1; it is not \a variety de ned over K" in the sense of 24].
If S is a scheme, and S 0 := S red , then the natural morphism S 0 ! S is dominant, proper and nite. We see that for the theory of alterations it does not make much di erence which de nition is taken (either a \variety over K" in the s ense of 13] or a \variety de ned over K" as used in more classical literature).
5.2. Morphisms. The terminology \smooth" will only be used in a relative situation, a morphism can be smooth. The terminology \regular", or \non-singular", will be used in the absolute sense, a variety can be regular, and it means that f or every point P in the variety the local ring at P is a regular local ring. If a morphism X ! Spec(K) is smooth, then X is regular (but please do not use the terminology \a smooth variety", that can be misleading and confusing). we have arrived at a at morphism.
5.4. Tautological families of nodal curves. The moduli spaces of of stable npointed rational curves (for n 3) as de ned by Knudsen are ne moduli spaces. However, for any g > 0, and for any n 0 (if g = 1, then n 1), there exists a stable n-pointed curve of genus g which has a non-trivial automorphism. This explains that fact that the moduli space M g;n for g > 0 does not carry a \tautological family". Hence in order to extend families of stable curves to a complete base, we use curves with a level structure. By a generalization of a lemma of Serre, see 8], Lemma 3.5.1, we know that an automorphism of a stable curve inducing the identity on the m-torsion of its Jacobian (i n characteristic not dividing m), and m 3, is the identity. However we do not know a good moduli functor for level structures on stable curves, see the discussion in 7], 18], 10]. But ! for m 3 there does exist a tautological nodal family over that moduli space, see 10] , and this shows that any family of nodal curves can be extended after an alteration of the base to a nodal family over a complete base, and that is what we need in the proof!
