Abstract. We give an axiomatic characterization of which actions arise from set intersection and union, inspired by work of Rothschild and Yalcin [1] on those actions arising from just intersection. This class of actions is closely related to a class of single-sorted algebras, which was treated by Margolis et al. in [2], albeit in another guise (hyperplane arrangements).
Introduction
In [1] the actions arising from intersection are shown to be the idempotent, commutative actions. In section 2, we review this result and then introduce an analogous result for actions arising from intersection and union, which we call ±-actions.
This problem is closely related to the problem of axiomatizing a certain class of single-sorted algebras we call set bands, which we discuss in Section 5. It turns out that the class of set bands is exactly the quasivariety generated by a certain 3-element algebra. This quasivariety was studied and axiomatized in [2] , but with the motivation coming from hyperplane arrangments. Here we present an additional motivation coming from set intersection and union.
The ±-action problem was solved after observing the connection with the single-sorted set bands problem, and adapting the solution of Margolis et al. in [2] to the action case. Section 4 contains this argument, the proof of our main theorem, Theorem 2.
In Section 3, we review some general results on axiomatization and representation problems, which are needed for the proof of Theorem 2. In particular, the classes of ±-actions and set bands are both described using a certain operation which takes as input a set X and outputs an algebra F (X), the "full" ±-action or set band on X. We observe that whenever F turns disjoint unions into products, the quasivariety generated by algebras of the form F (X) is in fact generated by the single algebra F (1), and draw some useful conclusions.
Actions
An action is a pair of sets, C and S, and a function f : C × S → C. We view an action as a structure in a two-sorted signature. A term of sort C in this signature has the form f (. . . f (f (c, s 1 ), s 2 ) . . . , s n ), which we abbreviate cs 1 s 2 . . . s n .
Denote by S * the set of words in S (i.e. finite sequences of elements of S, including the empty sequence). Given c ∈ C and w ∈ S * , cw is a term of sort C. For all w ∈ S * , let f w : C → C be the function c → cw. We say w is an identity operation if f w is the identity function, and w is a constant operation (with value d) if f w is the constant function f w (c) = d for all c ∈ C.
One intuitive interpretation of actions has been given by philosophers studying conversational dynamics (as in [1] , for example). Given an action C×S → C, we can think of C as the contexts that a conversation can have, and S as the sentences which, when asserted, change the context. A natural class of concrete models can be described by taking both the contexts c ∈ C and the sentences s ∈ S to be sets of possible worlds. Then asserting s in context c corresponds to cutting down the set of possible worlds by intersection c ∩ s.
With this motivation, Rothschild and Yalcin pointed out in [1] that the actions which can be expressed using set intersection are exactly the idempotent, commutative actions. In detail, an action C × S → C is called idempotent when css = cs and commutative when cs 1 s 2 = cs 2 s 1 . When the elements of C and S can be identified with subsets of some set in such a way that cs = c ∩ s, then we say that the action can be expressed using set intersection. Theorem 1 (Rothschild, Yalcin). An action f : C × S → C is idempotent and commutative iff it can be expressed using set intersection.
Proof. It's easy to check that any action expressible using set intersection is idempotent and commutative. To see the other direction, one may identify an element c ∈ C with O(c) = {cs | s ∈ S * }, the orbit of c, and identify s ∈ S with F (s) = {c | cs = c}, the fixed points of
c) so ds = c and ct = d for some s, t ∈ S * . From ds = c we get dst = ct and so dst = d. But dst = dts by commutativity, and dt = ctt = ct = d by idempotence (and commutativity), so dst = dts = ds = c. Thus, c = d. F is not necessarily 1-1 as written but could trivially be made so without messing anything up: say add {s} to F (s). Finally we can check that O(cs) = O(c)∩F (s). Let cst ∈ O(cs). Of course cst ∈ O(c).
Further csts = csst = cst, so cst ∈ F (s). Now let ct ∈ O(c) ∩ F (s). Then cts = ct, and so cst = ct. So ct ∈ O(cs).
Seeing that such a tidy characterization came about looking at intersection, it's reasonable to think about what happens if we also allow union into the mix. Given a set X, we form an action F (X) called the full ±-action on X by setting
An action is a ±-action if it is isomorphic to a subalgebra of the full ±-action on some set X. In other words, a ±-action is an action C × S → C where each element of C can be identified with a subset c of some set and each element of S can be identified with a pair (s − , s + ) of disjoint subsets of that set, such that c(s
The requirement that s
− and s + be disjoint is not important; see the discussion preceding Proposition 17.
Returning to the motivation from conversational dynamics, ±-actions could be used to model conversations in which asserting sentences doesn't just remove possibilities, but also adds others back in.
Our goal is to axiomatize the class of ±-actions. It's a bit more complicated than the set intersection case. For example, an equational theory can't do the job (see Remark 14). However, there is a reasonable characterization of ±-actions which translates into a Horn clause axiomatization.
An action is previous redundant if it satisfies csws = cws for all c ∈ C, s ∈ S, and w ∈ S * . Note that idempotence is a special case of previous redundant, when w is the empty word. Previous redundant is so called because from the point of view of the second s, the previous s is redundant and can be removed.
An n-step link between c and d is a sequence c = a 0 , a 1 , . . . , a n−1 , a n = d of elements of C and a sequence w 1 , . . . , w n of words in S * such that for each i = 1, . . . , n, a i−1 and a i are fixed points of w i , i.e. a i−1 w i = a i−1 and a i w i = a i . A strong link between c and d is an n-step link, for some n ≥ 0, such that additionally cw i = dw i for all i = 1, . . . , n. Every c ∈ C is trivially strongly linked to itself (by a 0-step link). A strong link between c and d is nontrivial if c = d.
Note that there is a 1-step link between any two elements c and d, taking w 1 to be the empty word (or any identity operation). However, no identity operation can appear in a nontrivial strong link.
Note also that any nontrivial strong link must be at least two steps. Indeed, if there is a 1-step link between c and d, then there is w ∈ S * such that cw = c and dw = d. But if this link is strong, then c = cw = dw = d. Theorem 2. An action is a ±-action if and only if it is previous redundant and all strong links are trivial.
We will prove this theorem in Section 4. For now, we present an action which is previous redundant but contains nontrivial strong links.
Example 3. Let C = {c, d, e}, let S = {s, t}, and put cs = ds = d, ct = dt = c, and es = et = e. Letting a 0 = c, a 1 = e, a 2 = d, and w 1 = t, w 2 = s we get a 2-step link bewteen c and d, and in fact this is a nontrivial strong link, since cs = ds and ct = dt. To see that this action is previous redundant, consider the equation xywy = xwy with x ∈ C, y ∈ S, and w ∈ S * . If x = e, then both sides are e. Otherwise, both sides are c or d in accordance with whether y is t or s.
Axiomatization and representation problems
The problem addressed in this paper fits into a general class of axiomatization and representation problems. Suppose we are interested in a class of structures K. Then we have an axiomatization problem: Find a set of axioms T (often of a desirable form) which characterizes the structures in K up to isomorphism. Having selected a candidate set of axioms T , we are faced with a representation problem: Show that every "abstract" model of T is isomorphic to one of the "concrete" structures in K.
Familiar examples include Cayley's theorem, which says that every abstract group is isomorphic to a subgroup of the full permutation group on some set, and Stone's theorem, which says that every abstract Boolean algebra is isomorphic to an algebra of sets.
In this section we make some general observations about these problems, which will be useful in the special case of ±-actions. We assume that reader is familiar with the basic definitions of first-order logic (see [3] , for example).
Definition 4. Let Σ be a signature, and let K be a class of Σ-structures.
• K is elementary is there is a first-order Σ-theory T such that K is the class of models of T .
• K is pseudo-elementary if there is a signature Σ ′ ⊇ Σ and a first-order Σ ′ -theory T ′ such that K is the class of reducts to Σ of models of T ′ .
We will primarily consider classes with universal axiomatizations and Horn clause axiomatizations.
Definition 5. A universal sentence is a sentence of the form ∀x ϕ(x), where ϕ is quantifier-free. A universal theory is a set of universal sentences.
Definition 6. A Horn clause is a formula of the form
where ϕ 1 , . . . , ϕ n and ψ are atomic. A Horn clause theory is a set of Horn clauses. Identifying the Horn clause θ(x) with its universal closure ∀x θ(x), every Horn clause theory is a universal theory.
Note that every atomic formula is a Horn clause, taking the left hand side of the implication to be the empty conjunction.
It is easy to check that every sentence which is equivalent to a universal sentence is preserved under substructure, and every sentence which is equivalent to a Horn clause is preserved under substructure and product. It is a well-known theorem of model theory that the converse statements are true. For a reference for Theorem 7, see See Theorem 6.6.7 and Exercise 9.2.1 in [3] .
Theorem 7. Let K be a pseudo-elementary class of Σ-structures.
• K is closed under substructure if and only if K can be axiomatized by a universal theory in Σ.
• K is closed under substructure and product if and only if K can be axiomatized by a Horn clause theory in Σ. In particular, in either of these cases, K is elementary.
The knowledge that a class K is (pseudo-)elementary can be used to reduce the representation problem for K to the case of finitely generated structures.
Proposition 8. Let K be a pseudo-elementary class which is closed under substructure, and let T be a universal theory. If every finitely generated model of T is in K, then every model of T is in K.
Proof. By Theorem 7, K is elementary, axiomatized by a universal theory T K . Given a model A |= T , we need to show that A |= T K .
Let ψ ∈ T K . Write ψ as ∀x ϕ(x), with ϕ quantifier-free. We will show that for all tuples a from A, A |= ϕ(a).
Let B a be the substructure of A generated by a. Then B a |= T , since T is universal, and B a ∈ K, since it is finitely generated. Hence B a |= ϕ(a), and since ϕ is quantifier-free, A |= ϕ(a).
In the examples of Cayley's theorem and Stone's theorem, as well as in our case of ±-actions, the class K is the class of substructures of some "full" structures. Then the representation problem becomes the problem of embedding each model of T into one of these full structures.
When the full structures are obtained from sets by a construction which turns disjoint unions of sets into products of structures (e.g. in the case of Boolean algebras, but not in the case of groups), the class K is controlled by the full structure on the one element set, in a way we will now make precise.
Fix a function F associating to each set X a structure F (X), such that (1) If there is a bijection between X and Y , then there is an isomorphism between F (X) and F (Y ), and (2) F turns disjoint unions of sets into products of structures, i.e.
F ( i∈I X i ) ∼ = i∈I F (X i ). Call the structures in the image of F full, and let K be the class of (structures isomorphic to) substructures of full structures.
Proposition 9. Let F be and K be as defined above, and let 1 be the one element set { * }.
(1) The class K is closed under substructure and product. (2) Every structure A ∈ K embeds canonically into a product of copies of F (1), indexed by the set of homomorphisms from A to F (1).
A ֒→
If K is pseudo-elementary, then it is elementary, axiomatized by the Horn clause theory of the structure F (1).
: First, observe that for all X, X can be expressed as an Xindexed disjoint union of copies of 1: X = x∈X 1. So F (X) ∼ = F ( x∈X 1) ∼ = x∈X F (1). Hence every structure A in K embeds into a product of copies of F (1).
For the canonical embedding, note that if A embeds into some product of copies of F (1), then for every pair of distinct elements a and b in the same sort of A, one of the coordinate maps ϕ : A → F (1) separates a and b, i.e. ϕ(a) = ϕ(b). Then if A is in K, the map A → ϕ∈Hom(A,F (1)) F (1) which is ϕ on the component indexed by ϕ is an embedding, since each of these separating maps appears in the product.
(3): By Theorem 7, any pseudo-elementary class closed under substructure and product is axiomatizable by a Horn clause theory.
Let ϕ be a Horn clause. If ϕ is true in every structure in K, then clearly it is true of F (1). Conversely, if ϕ is true of F (1), then since every A in K is isomorphic to a substructure of a product of copies of F (1), and Horn clauses are preserved under substructures and products, ϕ is true of A.
We have avoided the language of category theory above, as it is not necessary for our presentation, but it's worth observing how Proposition 9 fits into a categorical framework.
Proposition 10. Let K be the category whose objects are structures in K and whose arrows are homomorphisms. The function F can be extended to a functor F : Set op → K. Then the functor Hom K (−, F (1)) is left-adjoint to F , and the canonical embedding from Proposition 9 is the unit map of this adjunction.
Axiomatization of ±-actions
We will now apply the generalities of the last section to the axiomatization of ±-actions.
Proposition 11. The class of ±-actions is pseudo-elementary.
Proof. We introduce an additional sort W and additional binary relations ∈ : W ×C, ∈ − : W ×S, and ∈ + : W ×S. Then let T be the theory which asserts extensionality, i.e.
and appropriate morphicness ∀w : W ∀c : C ∀s : S (w ∈ cs ↔ ((w ∈ c ∧ w ∈ − s) ∨ w ∈ + s)).
Now, every ±-action can clearly be expanded to become a model of T .
Conversely, given a model of T , we may embed its reduct into the full ±-action on W by associating to c ∈ C the set {w ∈ W | w ∈ c} and to s ∈ S the pair ({w ∈ W | w ∈ − s}, {w ∈ W | w ∈ + s}). This is 1-1 by extensionality and is a morphism by the second portion of T . So T witnesses that the class of ±-actions is pseudo-elementary.
It is straightforward to verify that the operation F which takes a set X to the full ±-action on X turns disjoint unions of sets into products of algebras. Thus Proposition 9 applies and we have:
Corollary 12. The class of ±-actions is axiomatized by the Horn clause theory of F (1). Now F (1) = (C, S), where, naming 0 = ∅, we have C = {0, 1} and S = {(1, 0), (0, 0), (0, 1)}.
The canonical embedding described in Proposition 9 takes on a particularly nice form for ±-actions. Let (C, S) be a ±-action, and define H = Hom((C, S), F (1)). Then, by examing the composition
we obtain the map
An equation is an atomic formula t 1 (x) = t 2 (y). Note that previous redundant can be expressed by infinitely many equations, obtained by varying the natural number n (the length of the word w) in the schema below:
∀c : C ∀s : S ∀w 1 , . . . , w n : S (csw 1 . . . w n s = cw 1 . . . w n s).
Proposition 13. The previous redundant equations axiomatize the equational theory of ±-actions.
Proof. That the ±-actions are previous redundant follows from the fact that F (1) is previous redundant, as we check in the proof of Theorem 2 below.
In the other direction, first note that the only terms in sort S are single variables, and since there are ±-actions in which |S| > 1, the only equation in sort S which is universally true on ±-actions is the tautology s = s.
So let cs 1 · · · s n = dt 1 · · · t m be some equation in sort C that is universally true in ±-actions. First we note that c must be the same variable as d. Otherwise, in F (1), put c = 0, d = 1, and put all S-variables equal to (1, 0). Then the two sides are different.
By repeatedly applying previous redundant on each side, we may assume that among the s i each variable occurs only once, and similarly for the t j .
Next, we observe that the two sides must have the same S-variables and hence the same length. Otherwise, without loss of generality, let s i be a variable that doesn't occur among the t j . Again in F (1), put s i = (0, 0), put all other S-variables equal to (1, 0), and put c = d = 1. Then the two sides are different.
So we are looking at an equation like cs 1 · · · s n = ct 1 · · · t n . We now show that s n = t n , then s n−1 = t n−1 , and so on down to s 1 = t 1 .
If s n = t n , then we could put s n = (0, 0) and t n = (0, 1) and the two sides would be different. By induction, assume s i = t i for i > k, and suppose for contradiction that s k = t k . We can put s i = t i = (1, 0) for i > k and put s k = (0, 0) and t k = (0, 1). Then
Hence the equation cs 1 · · · s n = dt 1 · · · t n is a tautology, from which the original equation follows by applications of previous redundant.
Remark 14. Unlike actions expressed using set intersection (Theorem 1), the class of ±-actions does not have an equational axiomatization. This is demonstrated by Example 3, which shows that the condition that all strong links are trivial does not follow from previous redundant.
However, by Corollary 12, we expect to find a Horn clause axiomatization of the class of ±-actions, and, indeed, the condition that all strong links are trivial is expressed by infinitely many Horn clauses, obtained by varying the natural number n (the length of the n-step link) and the lengths of the words w i ∈ S * in the schema below:
∀c, d, a 0 . . . , a n : C ∀w 1 , . . . , w n :
In the proof of Theorem 2, we will use two auxiliary actions, (C, S * ), and (C, S), constructed from an action (C, S).
Recall that S * is the set of words in S. Note that there is a natural action of S * on C, and that the action (C, S) embeds into the action (C, S * ).
Lemma 15. If (C, S) is a previous redundant action in which all strong links are trivial, then so is (C, S * ).
Proof. Any word w ∈ (S * ) * is equivalent to a word w ′ ∈ S * . Then any pair of elements in C which are strongly linked in (C, S * ) are also strongly linked in (C, S), and hence all strong links are trivial in (C, S * ). For previous redundant, if c ∈ C, s ∈ S * , and w ∈ (S * ) * , then csws = cws by n applications of previous redundant in (C, S), where n is the length of the word s.
Define a binary relation ∼ on C by c ∼ d if and only if there exists s ∈ S such that s is not an identity operation and c = cs and d = ds. ∼ is a symmetric relation, so its reflexive and transitive closure ≈ is an equivalence relation. Explicitly, we have c ≈ d if and only if for some n ≥ 0 there exist a 0 , . . . , a n ∈ C and s 1 , . . . , s n ∈ S such that c = a 0 , d = a n , a i−1 s i = a i−1 , and a i s i = a i for i = 1, . . . , n.
This definition is very similar to the definition of an n-step link, but here we require the witnesses s i to be in S, not S * , and we exclude identity operations.
Lemma 16. For any previous redundant action (C, S), ≈ is a congruence, i.e. (C, S) inherits the structure of an action. Moreover, (C, S) is a ±-action.
Proof.
To show that (C, S) is a ±-action, we first note that for all s ∈ S, s is either an identity operation or a constant operation on C. Indeed, if s is an identity operation on C, then the same is true on C. If not, then for all a, b ∈ C, as ∼ bs by idempotence, so as = bs in C, and s is a constant operation.
We define an embedding ψ : (C, S) → F (C S) as follows:
s → (C ∪ {s}, ∅) if s ∈ S and s is an identity operation s → ({s}, {d}) if s ∈ S and s is a constant operation with value d
This map is clearly injective on C, and the dummy element s is included in ψ(s) for all s to ensure that it is injective on S.
Now if c ∈ C and s ∈ S is an identity operation, then
Proof of Theorem 2. First, we check that F (1) is previous redundant and that all strong links in F (1) are trivial. This implies (by Corollary 12) that these conditions are true in every ±-action.
To check previous redundant, let c ∈ C, s ∈ S, w ∈ S * . If s = (1, 0), then csws = cw = cws, since s acts as the identity on C. If s = (0, 0), then csws = 0 = cws, and if s = (0, 1), then csws = 1 = cws.
To check that all strong links are trivial, we just need to see that 0 and 1 are not strongly linked in F (1). If they were, then in particular there would be a 1-step link between them, but we have already seen that all 1-step links are trivial.
Conversely, we would like to show that every previous redundant action (C, S) in which all strong links are trivial is a ±-action. By Proposition 8, it suffices to consider finitely generated actions. But any finitely generated previous redundant action is actually finite, because any term in the generators is equivalent to one in which no generator appears more than once. We may thus proceed by induction on |C|.
Our plan is to embed (C, S) into a product of ±-actions, making it a ±-action itself. To do this, we observe that if, for every pair of distinct elements in the same sort of (C, S), there is a homomorphism to some ±-action separating these elements, then the product of all these maps is an injective map to the product of these ±-actions.
First, we separate elements of the S sort. Define a map ϕ : (C, S) → F (S) by c → ∅ for all c ∈ C and s → ({s}, ∅) for all s ∈ S. Then for all c ∈ C and s ∈ S, ϕ(c)ϕ(s) = ∅ = ϕ(cs), so ϕ is a homomorphism, and ϕ is injective on S.
In the base case, when |C| = 1, the map described above is injective on all of (C, S), and we're done. So let |C| > 1 and let c = d in C be two elements to separate.
Case 1: There exists w ∈ S * such that cw = dw, and w is not an identity operation.
We define a map ϕ : (C, S) → (C, S * ) by c → cw for c ∈ C and s → sw for s ∈ S. This is a homomorphism, since for all c ∈ C and s ∈ S, ϕ(c)ϕ(s) = cwsw = csw = ϕ(cs) by previous redundant. Since cw = dw, ϕ(c) = ϕ(d).
By Lemma 15, (C, S * ) is a previous redundant action in which all strong links are trivial, and the image of ϕ is a subalgebra (Cw, Sw) ⊆ (C, S * ), so the same is true of (Cw, Sw). We claim that |Cw| < |C|. Then we are done by induction, since (Cw, Sw) is a ±-action. By definition Cw ⊆ C. Suppose for contradiction it were all of C. Then for all c ∈ C, c = dw for some d ∈ C, so cw = dww = dw = c, and w is an identity operation on C, contradiction.
Case 2: For all w ∈ S * , either cw = dw, or w is an identity operation. First, we embed (C, S) into (C, S * ). By Lemma 16, the map q : (C, S * ) → (C, S * ) is a homomorphism to a ±-action. We'll be done if we show that q separates c and d, i.e. that c ≈ d.
Suppose for contradiction that c ≈ d. This is witnessed by sequences c = a 0 , a 1 , . . . , a n = d in C and w 1 , . . . , w n in S * such that for all i, a i−1 w i = a i−1 , a i w i = a i , and w i is not an identity operation. But then cw i = dw i , so this data would also witness that c and d are strongly linked, contradicting the fact that c = d.
We conclude this section by considering two other classes of actions similar to the ±-actions. It is natural to ask what changes if, in the definition of the full ±-action, the sets s − and s + are not required to be disjoint. Intuitively, if an element x is in s + , it doesn't matter whether it is in s − . Thus there are three choices: to require that no element of s + appears in s − , to require that they all do, or to not make any reuirement. We have chosen the first option to make the presentation simpler, but we now show that all three choices are equivalent.
Formally, we have two new constructions F ′ and F ′′ , of actions from sets, defined by
, where
with the operation defined in either case just as for ±-actions:
It is easy to check once again that F ′ and F ′′ turn disjoint unions of sets into products of actions, so Proposition 9 applies. Let K ′ and K ′′ be the classes of structures isomorphic to substructures of actions of the form F ′ (X) or F ′′ (X), respectively.
Proposition 17. Let K be the class of ±-actions, and let K ′ and K ′′ be defined as above. Then
Proof. By Proposition 9, K, K ′ , and K ′′ are the classes of structures generated under product and substructure by F (1), F ′ (1), and F ′′ (1), respectively.
We have
, and F ′′ (1) = (C ′′ , S ′′ ), where
′′ follows from the observation that F (1) embeds in F ′′ (1) (in the obvious way). In the other direction, since in F ′′ (1), (0, 1) and (1, 1) act on C in the same way, we can embed F ′′ (1) in a ±-action in a way that separates them with a dummy element:
Set bands
Our problem involves two sorts we've been calling C and S (for Contexts and Sentences). However, there is a closely related singlesorted problem.
Given a set X, we form a structure (F (X), ·), called the full set band on X, in the signature with a single binary operation, by setting
In general, a binary operation is called a set band if it isomorphic to a subalgebra of the full set band on some set X. To understand the motivation for this definition, imagine taking a ±-action f : C × S → C and then mushing C and S together into one sort by identifying c with (∅, c). We should like to define multiplication so that (∅, c)(s − , s + ) = (∅, f (c, s)) and associativity holds. Since f (c, s) = (c ∩ s − ) ∪ s + , this yields the natural choice we made for the second coordinate of the product. As for the first coordinate, note that ((∅, c)(s − , s + ))(t − , t + ) is supposed to equal (∅, (((c∩s − )∪s + )∩t − )∪t + ) which can be rewritten (∅, (c ∩ s
). So if we are going to have an associative operation, then we should put s − ∩ t − as the first coordinate of the product st.
We jot down without proof (due to the similarity with the ±-actions) a few of the key results about set bands.
Proposition 18. Set bands are associative, idempotent, and right regular (sts = ts), and these form the equational theory of set bands.
Associative, idempotent binary operations are also called bands, and as we're dealing with set intersection and union, the name "set band" is appropriate. Right regular (and idempotence) correspond to the previous redundant axiom for ±-actions.
We note that once again F turns disjoint unions into products, and so the set bands are the subalgebras of the products of the algebra F (1). Hence they are also closed under subalgebras and products.
In [2] , Margolis et al. study the quasivariety of algebras generated (under subalgebra and product) by the three-element algebra F (1), with the superficial difference that the order of multiplication is reversed (so their bands are left regular instead of right regular). They identify these algebras, which are exactly the set bands, as the subalgebras of the "hyperplane face monoids". This quasivariety is shown to be axiomatized by associativity, idempotence, left regularity, and a schema of Horn clauses which is called (CC) in [2] .
The statement and proof of Theorem 2 adapt easily to the case of set bands. The condition that all strong links are trivial is superficially different from the axiom (CC) of [2] , but, of course, it is equivalent modulo the other axioms.
In detail, we say that two elements c, d of an algebra (S, ·) are strongly linked when for some natural number n there exist a 0 , . . . , a n and s 1 , . . . , s n in S such that c = a 0 , d = a n , and for i = 1, . . . , n, a i−1 s i = a i−1 , a i s i = a i , and cs i = ds i , and we say that the strong link between c and d is trivial when c = d.
Theorem 19. Set bands are axiomatized by associativity, idempotence, right regularity, and the condition that all strong links are trivial.
