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Abstract 
The domination number y(G) and the irredundance number ir(G) of a graph G have been 
considered by many authors. It is well known that ir(G) < y(G) holds for all graphs G. In this 
paper we investigate the concept of irredundance perfect graphs which deals with those graphs 
that have all their induced subgraphs H satisfying ir(H) = y(H). We give a characterization of 
those graphs G for which ir(H) = y(H) for every induced subgraph H of G with ir(H) = 2 in 
terms of 30 forbidden induced subgraphs. A sufficient condition for ir(G) = y(G) for a graph 
G with ir(G) < 4 is given in terms of three forbidden subgraphs. This result strengthens 
a conjecture due to Favaron (1986) which states that if a graph G does not contain these three 
forbidden subgraphs, then ir(G) = y(G). 
1. Introduction 
For graph theory terminology not presented here, we follow [8]. We will write ulu 
to indicate that u is adjacent to v and u + u when u is not adjacent to u. In what 
follows, let G = (V, E) be a graph. 
The open neighbourhood N(u) of a vertex u in G is the set of vertices {u E VI uu E E} 
and the closed neighbourhood N[u] of v is the set N(o)u {u}. The open (closed) 
neighbourhood of a set X of vertices, denoted by N(X) (N[X]) is the union of 
the open (closed) neighbourhoods N(u)(N[u]) of vertices u in X. For x E X, if 
N[x] - N [X - (x}] = 8, then x is said to be redundant in X. Equivalently, x is 
redundant in X if and only if N [x] s N [X - {x}]. A set X containing no redundant 
vertex is called irredundant. If X is irredundant and x E X, the set 
N[x] - N[X - {x}] . IS called the set of private neighbours of x and is denoted by 
PN(x, X), or simply by PN(x) if X is clear from the context. The irredundance number 
of G, denoted by ir(G), is the minimum cardinality taken over all maximal irredundant 
sets of vertices of G. An irredundant set of cardinality ir(G) is called an ir-set. 
If X and Y are subsets of V, X dominates Y if and only if Y E N[X]. In particular, if 
X dominates V, then X is called a dominating set of G. We note the equivalent 
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definition: X is a dominating set of G if and only if each vertex of V - X is adjacent to 
some vertex of X. The minimum cardinality among all dominating sets of G is called 
the domination number of G and is denoted by y(G). A dominating set of cardinality 
y(G) is called a y-set. For a comprehensive bibliography of papers on dominating sets 
in graphs we refer the reader to the excellent bibliography compiled by Hedetniemi 
and Laskar [28]. 
The notation of an irredundant set was introduced and first studied by Cockayne 
et al. [lo]. Since then, results on irredundance have been presented by others, Bange 
et al. [2], Bertossi and Gori [3], Bollobh and Cockayne [4,5], Brewster et al. [6,7], 
Cockayne et al. [9], Cockayne and Mynhardt [ll, 123, Damaschke [13], Domke et al. 
[ 141, Farley and Proskurowski [15], Farley and Schacham [ 161, Favaron [ 17,181, 
Fellows et al. [19], Fricke [20,21], Hattingh [23], Hattingh and Henning [24-261, 
Hedetniemi et al. [27], Hedetniemi et al. [29], Hujter [30], Jacobson and Peters [31], 
Laskar and Pfaff [32,33] and Pfaff et al. [34]. 
Every minimal dominating set is maximal irredundant, so ir(G) 6 y(G) for all 
graphs G. In this paper we investigate the concept of irredundance perfect graphs 
which deals with those graphs that have all their induced subgraphs H satisfying 
ir(H) = y(H). We give a characterization of those graphs G for which ir(H) = y(H) for 
every induced subgraph H of G with ir(H) = 2 in terms of 30 forbidden induced 
subgraphs. A sufficient condition for ir(H) = y(H) for every induced subgraph H of 
a graph G with ir(H) < 4 is given in terms of three forbidden subgraphs. 
2. Domination perfect graphs 
Motivated by the concept of perfect graphs in the chromatic sense, .Sumner and 
Moore [36] defined a graph G to be domination perfect if y(H) = i(H) for every 
induced subgraph H of G, where i(H) is the minimum cardinality among all maximal 
independent sets of H. As a consequence of a theorem due to Allan and Laskar [ 11, we 
have the following theorem. 
Theorem 1 (Allan and Laskar Cl]). Every K1, s-free graph is domination perfect. 
Sumner and Moore [36] established that it is not necessary to check every induced 
subgraph of a graph in order to determine if it is domination perfect. 
Theorem 2 (Sumner and Moore [36]). A graph is domination perfect if and only if 
y(H) = i(H) every induced subgraph H of G with y(H) = 2. 
Zverovich and Zverovich [37] offered a finite-forbidden-induced subgraph charac- 
terization of domination perfect graphs. Although Fulman [22] showed that this 
characterization is not correct, it remains an open problem to provide a forbidden- 
induced subgraph characterization of domination perfect graphs. For a survey on the 
concept of domination perfect graphs we refer the reader to [35]. 
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3. Irredundance perfect graphs 
It is well known [4] that for any graph G, ir(G) < y(G) and that there exist graphs 
for which this inequality is strict. For example, the Slater tree 7’r in Fig. 1 is a tree for 
which ir(T,) = 4, while y(T,) = 5. (The set {a, b, c, d} is a maximal irredundant set of 
T,.) Bollobis and Cockayne [4] noted that a necessary and sufficient forbidden 
subgraph list characterizing graphs G having ir(G) = y(G) is impossible to obtain. 
This is easy to see since, as pointed out by Jacobsen and Peters [31], the addition of 
a new vertex adjacent to all vertices of a graph G produces a graph G’ containing G as 
an induced subgraph with ir(G’) = y(G’) = 1. The first result involving forbidden 
subgraphs that implies equality of the parameter ir and y was the following presented 
by Laskar and Pfaff [32]. 
Theorem 3 (Laskar and Pfaff [32]). If G is a chordal graph that does not contain the 
graphs T1 and G1 in Fig. 1 as induced subgraphs, then ir(G) = y(G). 
Motivated by the concept of domination perfect graphs, we now define a graph G to 
be irredundance perfect if ir(H) = y(H) for every induced subgraph H of G. An 
immediate corollary of Theorem 3 now follows from the fact that ir(T,) = 4 while 
y(T,) = 5 and ir(G,) = 2 while y(G,) = 3 for the graphs T1 and Gi in Fig. 1. 
Corollary 1. A chordal graph G is irredundance perfect ifand only ifG does not contain 
the graphs T, and G1 in Fig. 1 as induced subgraphs. 
Corollary 2. A tree T is irredundance perfect ifand only if T does not contain the tree T, 
in Fig. 1 as an induced subgraph. 
The problem that naturally arises is: Provide a forbidden subgraph characteriza- 
tion of the entire class of irredundance perfect graphs. Such a characterization appears 
a b fklx 
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Fig. 1. Forbidden subgraphs for Theorem 3. 
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hard to obtain. In what follows, we therefore restrict our attention to those graphs 
G that have ir(H) = y(H) for every induced subgraph H of G with ir(H) = 2. If 
ir(H) = 1, then y(H) = 1; hence the restriction to the case ir(H) = 2. In view of 
Theorem 2, a characterization of such graphs G may prove to be useful in providing 
a characterization of irredundance perfect graphs. 
The following result of Bollobb and Cockayne [4] will prove to be useful. 
Theorem 4 (Bollobas and Cockayne [43). Let X be a maximal irredundant set of 
vertices in a graph G. If u is a vertex of G not dominated by X, then for some x E X, 
PN(x) c N(u). Furthermore, for each such x E X, ifxl, x2 E PA/(x), x1 # x2, then either 
~~1x2 or, for i = 1,2, there exists yi E X - {x} such that PN(yi) c N(.xi). 
Let 9 be the set {F,, F2, . . . , F,} of graphs Fi(i = 1,2, ,.. ,6) shown in Fig. 2 
together with the set of all (nonisomorphic) graphs obtainable from the graph F7 in 
Fig. 2 by adding any combination (the presence or absence) of the edges 
be, bg, bh, eg, eh, gh, provided that at least one of bg and eg is an edge and at least one 
of bh and eh is an edge. 
Theorem 5. Each induced subgraph H of a graph G with ir(H) = 2 has y(H) = 2 ifand 
only if G does not contain any member of 9 as an induced subgraph. 
Proof. The necessity follows from the fact that ir(F) = 2 while y(F) = 3 for each 
FEY. 
Next we consider the sufficiency. Suppose G does not contain any member of g as 
an induced subgraph. Let H be an induced subgraph of G with ir(H) = 2 and let 
I = { fi, f2} be an ir-set of H. We show that ir(H) = y(H). If this is not the case, then 
y(H) > 2. Let U be those vertices of H not dominated by 1. Since y(H) > 2, it follows 
that U # 0. If u E U, then, by Theorem 4, there exists5 E I such that PAr(h) E N(u). 
For each u E U, let f(u) be any suchf;. Thus PN(f(u)) c N(u). However,f(u) # N(u), so 
FI FZ 1”3 F4 F5 F6 F7 
Fig. 2. Forbidden subgraphs for Theorem 5. 
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f(u) # PN(f(u)). Consequently, f(u) E N[Z - {f(u)}], so f(u) is adjacent to the other 
vertex of I, i.e., fi Ifi, so fi $ PN(f,) for i = 1,2. Let F = {f(u) 1 u E U}. 
Claim 1. F = {fl ,fz}. 
Proof. Suppose 1 F 1 = 1, say F = {fl}. Then fi =f(u) and PN(f,) E N(u) for all 
u E U. Let g1 E PN(f,). Then U c N(gr). If g1 is not adjacent to some vertex of 
PN(f,), then, by Theorem 4, PN(f,) c N(g,) and it follows that {fr,gr) is a dom- 
inating set of H, producing a contradiction. On the other hand, if PN(f,) c N [gl], 
then { f2, g1 } is a dominating set of H, once again producing a contradiction. Hence 
1 F 1 = 2, i.e., F = I. 0 
For i = 1,2, let gi E PN(1;:). Since PN(fr) n PN(f,) = 0, g1 # gz. Let I’ = {gl,g2). 
Note that I’ does not dominate H. Let W = V(H) - N[Z’] # 8. 
Claim 2. F G N(w)for all w E W. 
Proof. We show first that w E N(F). If u E U, then u is dominated by I’ since, by 
Theorem 4, PN(f,) E N(u) or PN(f,) G N(u), so g,lu or g,lu. Thus, U G N[Z’] 
and therefore U A W = 0. Moreover, it is evident that F c N[Z’], so F n W = 0. 
It follows that w E N(F) - F. If w E PN(fi), then, since w f gr, it follows from 
Theorem 4 that PN(fi) c N(w); in particular, wig,, producing a contradiction. 
Hence w 4 PN(f,). Similarly, w 4 PN(f2). We deduce that N(w) n F = {fl,f2}. 0 
Claim 3. N(W) n U = 8. 
Proof. Suppose that wlu for some w E W and u E U. Then g1 E PN(fi, F u {w)), 
g+PN(fz,Fu(w}) d an u E PN(w, F u {w}). It follows that F u {w} is irredundant 
in H, which contradicts the maximality of F. ??
We now consider two possibilities. 
Case 1: Suppose that (PN(f,)) and (PN(f2)) are both complete. Since { fi , g2) is 
not a dominating set of H, there exists a vertex u1 E U such that u1 f g2. Thus, by 
Theorem 4, PN(1;) c N(u,). Similarly, there exists a vertex u2 E U such that u2 + g1 
and PN(f,) c N(u2). We now consider the subgraph H, of H induced by the 
set { fi,f2, g1 ,g2, ui, u2, w} where w E W. By Claims 2 and 3, w is adjacent only to 
f, and f2 in HI. 
Claim 4. Zf g1 + g2, then H contains a member of 9 as an induced subgraph. 
Proof. Zf u 1 ) u2, then HI z F 1, and there is nothing left to prove. Assume, then, that 
u11u2. Since {ul,f2} is not a dominating set of H, there exists a vertex r, E U such 
that rI + ul. Similarly, since {u2,fi} is not a dominating set of H, there exists a vertex 
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r2 E U such that r2 + u2. By Claim 3, rr f w and r2 + w. If rl = r2, then Hi z F3 or 
H1 z F4. On the other hand, if ri # r2, then consider the graph 
Hz = (V(H,) u {rI, r2} ). Its structure is shown in Fig. 3, where a dotted line means 
that the corresponding edge may or may not be in H2 and where at least one of rigi 
and rig2 (i = 1,2) must be an edge. If rl f u2, then H2 - r2 z F3 or H2 - rz z F4. If 
r2 k ul, then H2 - rl z F3 or Hz - rl z F4. Finally, if r1_Lu2 and r2_Lu1, then H2 
can be obtained from the graph F, in Fig. 2 by adding some combination (the 
presence or absence) of the edges bg, bh, eg, eh, gh, where at least one of bg and eg is an 
edge and at least one of bh and eh is an edge. That is to say, Hz E 9. ??
Claim 5. If g11g2, then H contains a member of 9 as an induced subgraph. 
Proof. Since g1 and g2 are arbitrary vertices of PN(fi) and PN(f2), respectively, we 
may assume that every vertex of PN(fr) is adjacent to every vertex of PN(f2), for 
otherwise, g1 and g2 may be chosen so that gr + g2 and the result follows from Claim 
4. If u1 f u2, then HI z F2, and there is nothing left to prove. Assume, then, that 
ul_Lu2. As in the proof of Claim 4, there must exist vertices rl, r2 E U such that rl f u1 
andr2+~2.ByClaim3,rlfwandr2fw.Ifrl=rz,thenHl~F,orH1~FFg.On 
the other hand, if rl # r2, then consider the subgraph H2 = ( V(Hl) u {rl, r,}). If 
rl f u2, then H2 - r2 z F5 or H2 - r2 z F6. If r2 + ul, then H2 - rl z F5 or 
H2 - rl 2 F6. Finally, if rllu2 and r21ul, then H2 can be obtained from the graph 
F, in Fig. 2 by joining b and e with an edge, and adding some combination (the 
presence or absence) of the edges bg, bh, eb, eh, gh, where at least one of bg and bh is an 
edge and at least one of eg and eh is an edge. That is to say, H E 9. 0 
Since H does not contain any member of 9 as an induced subgraph, we deduce 
from Claims 4 and 5 that Case 1 cannot occur. 
Case 2: Suppose that (PN(j,)) or (PN(f,)) is not complete. We may assume, 
without loss of generality, that (PN(f,)) is not complete. Furthermore, since gl is an 
arbitrary vertex of PN(f,), we may assume that there exists hl E PN(f,) such that 
gl + hl. Thus, by Theorem 4, PN(f,) c N(gl). In particular,g,lg,. Since {fl,gl> is 
not a dominating set of H, there exists a vertex u2 E U such that u2 k gl. Thus, by 
Theorem 4, PN(f,) c N(u2). If PN(f,) c N[gz], then since {fl, g2) is not a dom- 
inating set of H, there exists a vertex ul E U such that ul + g2. On the other hand, if 
Fig. 3. The subgraph Hz. 
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there exists a vertex hz E PN(f2) such that g2 + h2, then, by Theorem 4, 
PN(f,) c N(g2). However, since {f2,g2} is not a dominating set of H, there once 
again exists a vertex ui E U such that ur f g2. By Theorem 4, PN(f,) E N(u,). We 
now consider the subgraph Hi of H induced by the set (fr,f*, gl,g2,u1,u2, w} where 
w E W. By Claims 2 and 3, w is adjacent only to fi and j2 in HI. If u1 + u2, then 
H E F2, contrary to the hypothesis. Thus u11u2. Proceeding now in a similar manner 
as in the proof of Claim 5 (begining with the third sentence), we may show that 
H contains a member of 9 as an induced subgraph, contrary to hypothesis. Hence 
Case 2 cannot occur. 
Since both Cases 1 and 2 cannot occur, we deduce that y(H) = 2, proving the 
theorem. ??
We believe that it is not necessary to check every induced subgraph of a graph in 
order to determine if it is irredundance perfect. 
Conjecture 1. A graph G is irredundance perfect if and only if k(H) = y(H) for every 
induced subgraph H of G with ir(H) < 4. 
Favaron [ 181 provided a sufficient condition for ir = y in terms of six forbidden 
subgraphs. 
Theorem 6 (Favaron [18]). Zfa graph G has no induced subgraph isomorphic to one of 
the six graphs Gi shown in Fig. 4, then G is irredundance perfect. 
In [18] Favaron posed the following conjecture. 
Conjecture 2 (Favaron [18]). If a graph G has no induced subgraph isomorphic to 
Gr, G2 or G3 in Fig. 4, then G is irredundance perfect. 
The following result strengthens the above conjecture of Favaron. 
Gl GZ G3 G4 G5 G-3 
Fig. 4. Forbidden subgraphs for ‘Theorem 6. 
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Theorem 7. Zf a graph G contains no induced subgraph isomorphic to G1, G2 or G3 in 
Fig. 4, then ir(H) = y(H) for every induced subgraph H of G with ir(H) < 4. 
Proof. If ir(H) = 1, then y(H) = 1. If ir(H) = 2, then it follows immediately from 
Theorem 5 that y(H) = 2 since each graph in 9 contains G1, G2 or G3 as an induced 
subgraph. Hence, in what follows we assume that ir(H) = 3 or ir(H) = 4 for otherwise 
there is nothing left to prove. 
Let Z = (f&, . . . ,fm> be an ir-set of H where m = 3 or m = 4. We show that 
ir(H) = y(H). If this is not the case, then y(H) > m. Let U be those vertices of H not 
dominated by I. Since y(H) > m, it follows that U # 8. If u E U, then, by Theorem 4, 
there exists J E 1 such that PN(J) E N(u). Furthermore, since J + u, it is evident that 
J $ PN(f;). For each u E U, define I, = (J E Z ( PN(1;:) c N(u)}. Let F be a subset of 
Z of smallest cardinality such that I, n F # 8 for each u E U. 
Claim 6. 1 F 1 3 2. 
Proof. Suppose 1 F ( = 1, say F = {Jr}. Then PN(f,) E N(u) for all u in U. Let g1 E 
PN(f,), so U c N(gl). If PN(f,)$N[gi], then, by Theorem 4, PN(J) c N(gi) for 
some i with 2 < i < m. Since A _+ gi, it is evident that 5 # PN(1;:), so Jlfi for some 
fj E I - (fi}. It follows that (I - (A}) u {gl} is a dominating set of H of cardinality 
ir(H), whence ir(H) = y(H), producing a contradiction. On the other hand, if 
PN(fi) z NM then U - LfdN {sd . IS a d ominating set of H, once again produ- 
cing a contradiction. Hence 1 F 1 2 2. Cl 
For notational convenience, let F = { fi,fi, . . . ,fi} and let Z - F = { fi+ I, . . . ,fi} if 
m > r. For i = 1 2 , , . . . , m, let gi E PN(f,). The minimality of F implies the existence of 
vertices ul, u2 E U with PN(f;) c N(ui) f or i =, 1,2 but such that PN(f,)$N(uz) and 
PN(&)$N(ul). Let g1 E PN(f,) be chosen so that g1 f u2 and let g2 E PN(f,) be 
chosen so that g2 + ul. Let Hi = ({fi,fi,g1,g2,u1,u2}). 
We show firstly that (F) is an empty graph. If this is not the case, then for 
notational convenience, we may assume that filf2. If u1 f u2, then HI z G1 or 
HI r G2, while if u11u2 and g11g2, then HI E GJ. Hence, ul_Lu2 and g1 _+ g2 for 
otherwise we have a contradiction. So H, z C6. For i = 1,2, iff;lIfj for somej with 
3 <j < m, then ({J;.,fj, g1,g2, u,,u2}) z G1, producing a contradiction. Hence, 
f;: + fj for all i and j with 1 d i < 2 and 3 < j < m. If H contains an induced subgraph 
isomorphic to Gi(l ,< i < 3), then we will write Gi < H. 
Claim 7. If ir(H) = 3, then G1 < H. 
Proof. Suppose ir(H) = 3. Then Z = { fi, f2, f3} and f3 is isolated in (I), so f3 E Z - F. 
Let I’ = {glrg2,f3}. Note that I’ does not dominate H. Let IV’ = V(H) - N[Z’] # 0. 
Then I’ dominates u;= 1 PN(L), for if this were not the case, then there would exist 
a vertex g E PN(J) (1 < i < 2) with g f g1 and g + g2. By Theorem 4, it follows that 
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PN( f3) c N(g) which is impossible since f3 E PN( f3) and f3 _t g. If u E U, then u is 
dominated by I’ since, by definition of F, PN(f,) c N(u) or PN(f,) E N(u), so ulg, 
or ulg,. Hence I’ dominates u”=i PN(fi)u U. It follows that N(w)nZ = {f;,fi} 
for all u’ E w’. Let w E w’. If N(w) n U # 0, then it is evident that Z u {w} is irredun- 
dant in H contradicting the maximality of 1. Hence N(w) n U = 8. Thus 
(jf;,g,,g+,,az,+ 2 Gi. 0 
Since Claim 7 produces a contradiction, k(H) = 4 and Z = { fi, f2, f3, f4). We 
establish next that f31f4. 
Claim 8. Zff3 ) f4, then G, < H. 
Proof. If f3 k f4, then f3 and f4 are isolated in (I), so I - F = { f3, f4}. Let 
I’ = {gl,g2,f3,f4}. Note that I’ does not dominate H. Let w = V(H) - N[Z’] # 8. 
Then I’ dominates uf= 1 PN(fi), for if this were not the case, then there would exist 
a vertex g E PN(J) (1 Q i d 2) with g + g1 and g + g2. By Theorem 4, it follows that 
PN(fj) s N(g) (3 < j d 4), which is impossible sincefj E PN(,fi) and g + fi forj = 3,4. 
Furthermore, since F = { fi, fi}, {g1,g2) dominates U. Hence I’ dominates uf=, 
PN(fi)u U. It follows that N(w)nZ = { fl,f2} for all M: E w’. Let w E IV’. If 
N(w) n U # 8, then it is evident that Z u {w) is irredundant in H, contradicting the 
maximality of I. Hence N(w)n U = 0, so ({fi,g1,g2,u1,u2,w}) = Cl. ??
Since Claim 8 produces a contradiction, f3 If4. Hence (I ) r 2K2 and fj $ PN (fi) 
(j = 3,4). Let gj E PN(fj) (j = 3,4). If gilg for 1 < i d 2 and g E PN(f,)u PN(f,), 
then (I u {gi,gj) ) E Gi, contrary to assumption. Hence, gi + g for ail i (i = 1,2) and 
all g E PN( f3) u PN( f4). Furthermore, since g1 + g2, it now follows from Theorem 
4 that PN(fi) G N[gi] for i = 1,2. We now prove three claims. 
Claim 9. ZfZ - F = { f3,fd}, then Cl < H. 
Proof. Let I’ = (gr, g2, f3,f4}, and let w’ = V(H) - N [I’] # 8. Necessarily I’ domin- 
ates uf= i PN(A) u U. It follows that N(w) n Z = { ,fi, fi) for all w E w’. Let w E w’. 
If \Ulgj (3 <j d 4), then ({ fi,f3,f4,glrgj, w)) z Cl. On the other hand, if u’ + g3 
and w + g4, then N(w) n U = 0, for otherwise, Z u {\Y) is irredundant in H, contradic- 
ting the maximality of I. In particular, w * u, and wfuz, so 
({.fi,g1,g2,u1,u*,w}) z Gr. 0 
Claim 10. Zf Z - F = ( f4}, then G, < H or G2 < H. 
Proof. Suppose, firstly, that PN( f3)$ N [gj]. Then, by Theorem 4, and since g1 + g3 
and g2 )g3, it follows that PN(f,) c N(g3). Let I’ = {g1,g2,g3,f3} and let 
w’ = V(H) - N[Z’] # 0. Necessarily I’ dominates uf= 1 PN(1;:) u U. It follows that 
1 N(w) n Z 1 2 2 and N(w) n Z G { fi,f2, f4} for each MI E w’. Let w E w’. Then w is 
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adjacent to at least one of fi and fi, say wlf,. If w + g4, then N(W) n U = 0 (for 
otherwise, Zu {w} is irredundant in H), whence ({fi,gl,gz,ul,uz, w}) E Gi, while if 
wlg4, then ({fi&,gi,g3,g4,w}) E Gi. Hence, if PN(.L)$N[gJ, then G1 < H. 
Suppose, next, that PN(f,) E N[g3]. Let I” = {gl,gz,g3,f4} and let 
IV” = V(H) - N[l"] # 8. Necessarily, I” dominates uf= 1 PN(J) u U. It follows that 
IN(w)nZl > 2 and N(w)nZ 5 {fi,fi,f3) f or each WE W”. Let WE IV”. If wkfi, 
then wlfz and wlfs, so ({fi,fi,f3,g1,g3,w)) z Gi,while if w +fi, then wlfi and 
wl_&, SO ((.f~,.f&,g2,g3, w}) z G1. Assume, then, that wlfi and wl_&. If w f g4, 
then N(w) n U = 8, whence ( (fi,g1,g2,u1,u2, w}) z Gi. Suppose, on the other 
hand, that wl g4. Then either w _+ f3, in which case ( { fi ,f3,f4, gi , g4, w> ) g Gi, or 
wl_&. Suppose wlf3. Now since-f3 E F, there exists u3 E U such that PN(f,) c N(u3). 
If gilu3, then ({fr,f3,f4,g1,g3,u3)) z Gi. If gi f u3, then either w _+ u3, 
in which case ({fi,f3,g1,g3,u3,w}) 2 Gi, or w_Lu3, in which case 
({f~,.f3,f4,g3,u3,w)) z G,.HenceifPN(f,) c N[g3], then Gi < Hor G, < H. Cl 
Claim 11. Zf Z = F, then Gl,Gz or G3 is an induced subgraph of H. 
Proof. Let I’ = {g1,g2,g3,g4} and let IV’ = V(H) - N [I’] # 0. It is evident that U is 
dominated by I’. If g + g3 for some g E PN(f3) - {g3}, then, since g1 & g and g2 _+ g, 
it follows from Theorem 4 that PN(f,) E N(g), so gig,. Also if g ) g4 for some 
g E PN(f,) - {g4), then glg3. It follows that I’ dominates uf=i PN(f;). Hence 
1 N(w) n Z 1 2 2 for all w E IV’. Furthermore, N( IV’) n U = 0, for otherwise if wlu for 
some w E IV’ and u E U, then Z u {w} is irredundant in H, which contradicts the 
maximality of I. Consider nowf3,f4 E F. The minimality of F implies the existence of 
vertices u3,u4 E U with PN(fi) 5 N(Ui) for i = 3,4 such that PN(f,)qfN(u,) and 
PN(f,)$ N(u3). Let g3 E PN(f3) be chosen so that g3 f u4 and let g4 E PN(f4) be 
chosen so that g4 f u3. Let H2 = ( { f3,f4, g3, g4, u3, u4) ). If u3 _+ u4, then H2 r Gi or 
H2 z G2, while if u3_l_u4 and g31g4, then H2 z G3. Assume, then, that u31u4 and 
g3 + g4, for otherwise the proof of Claim 11 is complete. So H2 z C6. Let 
w E W’. Then, by an earlier observation, 1 N(w) n Z 1 3 2 and N(w) n U = 0. Since 
HI E Hz, we may assume, without loss of generality, that w_Lf,. Then 
({fi,gl,g2,ai,uz,w}) z G1. This completes the proof of Claim 11. 0 
Since each of Claims 9-l 1 produce a contradiction, we deduce that (F) is an empty 
graph. Since each f~ F does not belong to PN(f), there is therefore somef’ E Z - F 
with flf’. Before proceeding further, we show that ( F ( = 2. 
Claim 12. ) F ) = 2. 
Proof. Suppose to the contrary that ) F I > 2. Then, necessarily, F = { fi,f2,f3} and 
f41f; for i = 1,2,3. We now consider the subgraph HI. If u11u2, then HI z G1 
or HI 2 Gz, while if u1 + u2 and g1 f g2, then ({fi,f2Jkg~~g2~ui>> = G1. 
Hence u1 f u2 and g11g2, for otherwise we have a contradiction. But now 
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((fi,f3,f4,sl,s2,u23) z GI> once again producing a contradiction. Hence 
F = U-iJ2). 0 
We show next that there is no vertex of 2 - F that is adjacent to both fi and f2. If this 
is not the case, then for notational convenience, we may assume thatf,IfJ andf,lf,. 
As in the proof of Claim 12, we may show that u1 + u2 and g,lg*. 
Claim 13. (g,,g2} dominates PN(f,) u PiV(j,). 
Proof. Suppose to the contrary, that there exists g E PN(f,) u PN(f,) with g + g1 
and g If: g2. Without loss of generality, we may assume that g E PN(f,). Then 
({fi,f3,g1,g2,gru1}) z G2, a contradiction. 0 
Let I’ = (I - {fi,f2})u {g1,g2}. Note that I’ does not dominate H. Let 
IV’ = V(H) - N[Z’] # 8. Since F = (_fl,f2}, t i 1s evident that each vertex of U is 
adjacent to g1 or g2, so U n w’ = 0. This, together with Claim 13, implies that 
N(w) n 1 = {f1,f2} for all WE IV. Let WEW). If WlUl, then 
({fi,f2,fkg2,u1,w}> z G2, while if wlu 2, then ({fi,_f2,f3,gl,u2,w}) = G2, pro- 
ducing a contradiction. Hence w * u1 and w f u2. Hence (V(H,)u {w,f3}) is as 
shown in Fig. 5. 
Claim 14. {g,, g2} dominates PN(f3). 
Proof. Suppose, to the contrary, that there exists g3 E PN(f,) with g1 + g3 and 
92 k 93. If 93 -t w, then <{f~,f2,f3,gl,g3,w)) E G2, while if g31_w, then either 
93 k ~1, in which case ({f2,f3,glrg2,g3,u1}) z G1, or g31u1, in which case 
( { f2,f3, g2,g3, ~1, w) > z G2. Hence we arrive at a contradiction. 0 
Let I* = (1 - {fi,f3})~ {gl, 92). Note that I* does not dominate H. Let 
W* = V(H) - N[Z*] # 0. Since F = {f,,f,}, and since {gl, g2} dominates PN(f,) 
“1 u “2 g, Q2 f, w f, 
f3 
Fig. 5. An induced subgraph of H 
118 M.A. Henning/ Discrete Mathematics 142 (1995) 107-120 
by Claim 14, it follows that I* dominates ur=i PhT(f;.) u U. This means that 
N(w*) n I = {f2,f3} for all w* E W*. Let w* E W*. If w* + ul, then 
({fi,f3,gl,g2,u,,w*}) r Gi, while if w*&, then either w*_Lw, in which case 
({Si,f3,gi,u2,w,w*}) 2 G~,orw* + w, in whichcase ((f2,g1,g2,u1,w,w*}) E GZ. 
Hence we arrive at a contradiction. We deduce, therefore, that f1 andf2 are adjacent to 
no common vertex of I - F. For notational convenience, we may assume that filf3 
andf,lf,. Thenfi f f4 andfi _+ f3. (Note that F = {fl,f2) and I - F = {f&j.) If 
f31f4, then (1 u {g ,,ul}) E Gi, a contradiction. Hence f3 +f4. If ull_uz, then 
Hi g G1 or Hi E G2, while if g11g2, then (Iv {gl,g2}) 2 Gi. Hence u1 f u2 and 
g1 _+ g2, for otherwise we have a contradiction. Thus (V(H,) u {f3,f4)) E 2P4. 
Claim 15. {gl} dominates PN(f,) and {g2} dominates PN(f,). 
Proof. Let I’ = {f3,f4,g1,g2} and let IV’ = V(H) - N[I’] # 8. If N(w)nZ’ = 
(f1,f2}forsomewE W’,theneitherwlu1,inwhichcase({fi,f2,f3,gl,u1,w}) z G2, 
orwf. ul,inwhich case({fi,J2,g1,g2,u1,w}) z Gi. HenceN(w)nI’# {fi,f2) for 
any w E IV’, for otherwise we have a contradiction. It follows that w E PN(f;:) 
(1 $ i < 2) for each w E IV’. Let w’ E IV’. Without loss of generality, we may assume 
that w’ E PN(f,). Then, since g1 + w’ and g1 _+ g2, it follows from Theorem 4 that {gl) 
dominates PN(f,) or PN(f,). If, however, gllg,, then (I u {g1,g4}) E Gi, a contra- 
diction. Hence g1 f g4, so (gi } dominates PN(f,). Now let I” = (fi,f4,g1,g2} and 
let W” = V(H) - N[Z”] # 8. If N(w) n I” = {f2,f3} for some w E IV”, then 
VU {gi,w}) = G i, a contradiction. Hence N(w) n I” # {f2,f3} for any w E IV”. It 
follows that w E PN(f,) for all w E IV”, so PN(f2)$N[g2]. Hence, since gi _+ g2, it 
follows from Theorem 4 that PN(f,) c N(g2) or PN(f,) c N(g2). If, however, g2.1g,, 
then (I u {g2, g,>) 2 Gi, a contradiction. Hence {g2} dominates PN(f,). 0 
Let J = {fi,f2,gl,g2} and let S = V(H) - N[J] # 0. Then by Claim 15, J domin- 
ates uF=i PN(J). It is also evident that J dominates U. It follows that 
N(s)nl = {f3,f4} for all SE S. Let SES. Then (Iu {g,,s}) r Gi, a contradiction. 
We deduce, therefore, that our initial assumption that y(H) > k(H) is incorrect. 
Hence k(H) = y(H), completing the proof of Theorem 7. ??
We close with the remark that if Conjecture 1 is true, then, by Theorem 7, so too is 
Conjecture 2. 
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