As Deep Convolutional Neural Networks (DCNNs) have shown robust performance and results in medical image analysis, a number of deep-learning-based tumor detection methods were developed in recent years. Nowadays, the automatic detection of pancreatic tumors using contrast-enhanced Computed Tomography (CT) is widely applied for the diagnosis and staging of pancreatic cancer. Traditional hand-crafted methods only extract low-level features. Normal convolutional neural networks, however, fail to make full use of effective context information, which causes inferior detection results. In this paper, a novel and efficient pancreatic tumor detection framework aiming at fully exploiting the context information at multiple scales is designed. More specifically, the contribution of the proposed method mainly consists of three components: Augmented Feature Pyramid networks, Self-adaptive Feature Fusion and a Dependencies Computation (DC) Module. A bottom-up path augmentation to fully extract and propagate low-level accurate localization information is established firstly. Then, the Self-adaptive Feature Fusion can encode much richer context information at multiple scales based on the proposed regions. Finally, the DC Module is specifically designed to capture the interaction information between proposals and surrounding tissues. Experimental results achieve competitive performance in detection with the AUC of 0.9455, which outperforms other state-of-the-art methods to our best of knowledge, demonstrating the proposed framework can detect the tumor of pancreatic cancer efficiently and accurately.
I. INTRODUCTION
Since the Convolutional Neural Network was applied to visual data analysis [1] , there has been great progress in deep learning, computer vision and medical image processing. There is the potential to apply deep-learning-based approaches on medical image analysis, such as the tumor detection of pancreatic cancer. Pancreatic cancer is one of a malignant tumor diseases with around 7% in 5-year survival rates [2] [3] . The pancreas is a small organ located in the deep of human body, so that the difficulty of detection is significantly increased. Furthermore, missing the optimal time for radical surgery is the major cause of cancer death. CT imaging, a medical monitoring technology, which collects information of the tumor location, size and morphology, is helpful for the diagnosis and staging of pancreatic cancer compared with ultrasound imaging and Magnetic Resonance Imaging (MRI) [4] . Nevertheless, manually diagnosing requires doctors with rich clinical experience, because the quality of CT images varies between different CT scanners or operators, and pathological texture features are hard to be distinguished. Therefore, there is a growing need of studying on proposing a robust deep-learning-based algorithm for accurate pancreatic tumor detection.
Kishor achieved detection of pancreatic cancer in 2015 [5] . A K-means clustering approach was utilized firstly to group the region of interests (ROIs). Then, A Haar wavelet transformation and threshold were adopted to classify images. His algorithm could be briefly deployed for the computer-aided system, whereas the performance of segmentation and classification might be seriously influenced by cancer pathological features. Li utilized saliency maps and densely-connected convolutional networks for pancreatic ductal adenocarcinoma diagnosis in 2019 [6] . The high-level features were extracted and mapped to different types of pancreatic cysts. A larger training dataset might improve the performance. An approach for pancreatic tumor characterization inspired by the radiologists' inspiration and label proportion was illustrated by Sarfaraz [7] . He designed a 3D CNN-based graph-regularized sparse multi-task framework with a proportion-SVM to avoid the limited labeled data. It achieved sensitivity in diagnosing Intraductal Papillary Mucinous Neoplasms, but deep learning approaches such as Generative Adversarial Networks may show better performance [8] .
Following the above consideration, an advanced framework for detecting human pancreatic tumor via CT images is proposed. Feature Pyramid Networks (FPN) utilize a topdown path with lateral connections to propagate semantic features in low levels, whereas the propagation through a long way increases the difficulty of exploiting accurate localization information [9] . Therefore, a bottom-up Augmented Feature Pyramid aiming at shortening the information path and propagating low-level features is created at first. Secondly, Self-adaptive Feature Fusion to adaptively encode and integrate context information at multiple scales based on the proposals is designed, because the size of tumor is relatively small and nonuniform. Thirdly, inspired by the Non-local Neural Networks [10] , we employ a Dependencies Computation Module to compute dependencies and acquire interaction information with surrounding tissues. The expressiveness of features is enhanced by calculating the dependencies ranging from local to global. Subsequently, evaluation is illustrated and applied. The results achieve competitive performance compared with other deep-learning-based approaches. 
II. METHODS
The novel and efficient tumor detection framework we proposed is illustrated in Fig. 1 . The network utilizes FPN combined with Faster R-CNN [11] as the backbone and the contribution of the proposed method consists of three components: Augmented Feature Pyramid networks, Selfadaptive Feature Fusion and a Dependencies Computation Module. Firstly, we feed the preprocessed CT images into the pre-trained ResNet-101 for feature extraction [12] , and then build the feature pyramid via up-sampling and lateral connections. Secondly, in order to enhance the entire feature hierarchy for improving detection performance, a bottomup path is established to make low-level localization information propagation more efficient. Thirdly, we employ a Region Proposal Network (RPN) on each level to generate proposals [11] , and then use Self-adaptive Feature Fusion to enlarge the corresponding ROIs and encode richer context information at multiple scales. Besides, we conduct the Dependencies Computation Module to capture dependencies with surrounding tissues of each proposal. Finally, detection results are predicted via a Score Prediction layer and a Box Regression layer, respectively.
A. Augmented Feature Pyramid Networks
In the process of feature extraction, DCNNs can extract semantic information. Meanwhile, high-level feature maps strongly respond to global features, which are beneficial to detect large objects [13] . The tumor, however, is relatively small in CT images, thus the consecutive pooling layers may lose the important spatial details of feature maps. In addition, the low-level accurate localization information is essential for tumor detection, but the information propagation path in FPN, which consists of more than 100 layers, affects the transmission effect. To this end, we build a bottom-up Augmented Feature Pyramid. As shown in Fig. 1 , firstly, we generate {P 2, P 3, P 4, P 5} based on FPN. Then, the augmented path is established from the level P 2, and P 2 is directly used as S2, without any processing. Next, a 3 × 3 convolutional operator with stride 2 is conducted on a higher resolution feature map S i to reduce the map size. The downsampled feature map is then merged with a coarser feature map P i+1 by element-wise sum. In addition, we employ another 3 × 3 convolutional operator on each fused feature map to generate S i+1 for following feature map generation. This process is iterated until the level P 5 is used. In this way, we can acquire a new Augmented Feature Pyramid consisting of {S2, S3, S4, S5}.
B. Self-adaptive Feature Fusion
After acquiring the proposed regions by RPN, ROIs are assigned to one certain level according to their size, and the subsequent operations are performed on the same level, resulting in some useful information from other levels are discarded. In this case, instead of using a regression function to make predictions directly on the assigned proposals, we design a Self-adaptive Feature Fusion module, which aggregates hierarchical feature maps from multiple levels, to make full use of context information at multiple scales. Formally, the ROI with width w and height h is assigned to the level S k of the Augmented Feature Pyramid for each proposal by:
In Eq. 1, C is the ImageNet pre-training size 224 [14] , and k 0 is set to 5, representing the coarsest level S 5 . S max is 4, representing the level S 4 . S min is 3, representing the level S 3 . As shown in Fig. 2 , given an input ROI B, the predicted bounding box in red fails to cover the entire area of the B R tumor, especially the edge response, which results in information loss. To tackle this problem, we enlarge the width and height of ROI by the factor S w = 1.2 and S h = 1.2 to create a new region R in blue. The new region R contains richer context information, especially the responses about edges, which are strong indicators to accurate localization. Furthermore, as high-level features have larger receptive fields and capture more semantic information, low-level features have higher resolution and contain accurate localization details, which are complementary to abstract features. Both of them can help improve the detection performance, therefore, the regions B and R are mapped to the level S k−1 and S k+1 , so that region B and R get three feature maps from three different scales, respectively. We employ 14×14 ROI pooling over these maps to uniform the size. These descriptors are concatenated together and dimensions are reduced by 1×1 convolutional operators. Finally, the B based descriptor is used for score prediction, and the R based descriptor is used for bounding box regression.
C. Dependencies Computation Module
In clinical practice, doctors pinpoint tumors through CT images by analyzing the global context information, local geometry structures, shape variations, and especially the spatial relations with surrounding tissues. In this case, we employ the Dependencies Computation Module to compute the response at a position, which is a weighted sum of the features at all positions on the enlarged region R. This operation can enable the network to pay more attention to the interactions and dependencies ranging from local to global, which is one of the most useful information for tumor detection. Specifically, given an input x, the entire Dependencies Computation Module is defined as follows:
In Eq. 2 and Eq. 3, i is the index of the chosen position, j is the index of all other positions. The dependencies between any two positions are calculated via φ(
are matrices implemented by 1×1 convolutional operators to reduce the number of channels. As the shape of the input feature R is 14×14×512, the shape of three corresponding outputs is 14×14×256. At last, we use an addition operator to fuse it with the original feature, which denotes:
where y i is calculated in Eq. 2, x i is the original input. W z is a 1×1 convolution layer used to restore the shape back to 14×14×512.
III. EXPERIMENTS AND RESULTS

A. Dataset
The model is trained by a dataset of pancreatic CT images provided by The Affiliated Hospital of Qingdao University. The dataset contains 2890 CT images, in which 2650 images are for training, and 240 images are for testing. There is no overlap between the training set and the test set, and all the images are labeled by three experienced doctors with accurate bounding boxes. The diameter distribution of the tumor in the dataset is illustrated in Fig. 3 . The diameter ranges from 15 to 104 pixels, and most of them are between 20 and 80 pixels. We preprocess these images and conduct data augmentation, including horizontal flip, vertical flip and diagonal flip before training.
B. Experiment Setup
The proposed method is implemented in Python using Tensorflow. During the training process, we set the batch size to 1, the momentum is 0.9 and weight decay is 0.0001, the learning rate is 0.001 for the first 30K iterations, 0.0001 for the next 20K and 0.00001 for the last 10K. For each mini-batch, we sample 512 ROIs with positive-to-negative ratio 1:1. For anchors, according to the tumors' diameter distribution illustrated in Fig. 3 , we choose 5 scales with box areas of 16 2 , 32 2 , 64 2 , 128 2 , 256 2 , and 5 anchor ratios of 1:1, 1:1.5, 1.5:1, 1:2 and 2:1. The hardware settings are Intel (R) Core i7-9800X CPU, Nvidia GeForce RTX2080 Ti GPU and 32GB memory on Ubuntu 64bits Linux desktop. 
Methods
Sensitivity Specificity Accuracy SSD512 [19] 0.4238 0.9088 0.6411 FPN + Faster R-CNN [9] 0.6984 0.8584 0.7416 YOLO-v3 [20] 0.7697 0.5849 0.7423 Mask R-CNN [17] 0.7244 0.8247 0.7500 Faster R-CNN [11] 0.4877 0.9131 0.7538 DetNet [15] 0.6932 0.9032 0.7695 RetinaNet [18] 0.8245 0.5238 0.7726 Cascade R-CNN [16] 0.6309 0.9113 0.7981 Our Method 0.8376 0.9179 0.9018
C. Results and Discussion
Example results of tumor detection are shown in Fig. 4 , the localization is relatively accurate and the corresponding probability score is high as well. In order to evaluate the detection performance, the proposed method is compared with classical object detection algorithms, including DetNet [15] , Cascade R-CNN [16] , Mask R-CNN [17] , FPN [9] , Faster R-CNN [11] , RetinaNet [18] , SSD512 [19] and YOLO-v3 [20] .
These algorithms are trained and tested using the same pancreatic CT dataset without additional modifications. The Intersection Over Union (IOU) between predicted bounding box B p and the corresponding ground-truth bounding box B gt is calculated for each result, which is defined as follows:
Furthermore, the detection results whose IOU are higher than 0.5 are regarded as valid results. As shown in Table I , the proposed method achieves the best 0.8376, 0.9179 and 0.9018 in Sensitivity, Specificity and Accuracy, respectively, outperforming other methods by a notable margin. The corresponding Receiver Operating Characteristics (ROC) curves in Fig. 5 show that our proposed method is superior to other methods with the Area Under Curve (AUC) of 0.9455. In addition, in order to evaluate the proposed method more accurately, Free-Response Receiver Operating Characteristics (FROC) is used to compute the Sensitivity at 7 FP/scan rates. Our proposed method achieves an average score of 0.901, the corresponding results are documented in Table II . Extensive ablation experiments are conducted to analyze the effects of the proposed components and their combinations in our method. The results are documented in Table III , the Augmented Feature Pyramid networks and Self-adaptive Feature Fusion can significantly improve the accuracy in individual cases. Finally, the detection accuracy can be significantly improved from 0.7416 to 0.9018 by the combinations of these three proposed components.
IV. CONCLUSION
In this paper, we study on how to accurately detect the tumor of pancreatic cancer, which is of great significance for the diagnosis in clinical practice. We establish an Augmented Feature Pyramid to propagate low-level accurate localization information. We also design Self-adaptive Feature Fusion to capture richer context information at multiple scales. Finally, we compute the relation information of the features via the Dependencies Computation Module. Comprehensive evaluations and comparisons are completed, and our proposed method achieves promising performance. In the future, we will continue studying on the staging of pancreatic cancer to assist the doctor's clinical diagnosis.
