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The layered compound KCu3As2O7(OD)3, comprising distorted kagome´ planes of S = 1/2 Cu
2+
ions, is a recent addition to the family of type-II multiferroics. Previous zero field neutron diffrac-
tion work has found two helically ordered regimes in KCu3As2O7(OD)3, each showing a distinct
coupling between the magnetic and ferroelectric order parameters. Here, we extend this work to
magnetic fields up to 20 T using neutron powder diffraction, capacitance, polarization, and high-field
magnetization measurements, hence determining the H − T phase diagram. We find metamagnetic
transitions in both low temperatures phases around µ0Hc ∼ 3.7 T, which neutron powder diffrac-
tion reveals to correspond to a rotation of the helix plane away from the easy plane, as well as a
small change in the propagation vector. Furthermore, we show that the sign of the ferroelectric
polarization is reversible in a magnetic field, although no change is observed (or expected on the
basis of the magnetic structure) due to the transition at 3.7 T. We finally justify the temperature
dependence of the polarization in both zero-field ordered phases by a symmetry analysis of the free
energy expansion.
PACS numbers: 75.85.+t, 75.25.-j, 75.30.Kz, 75.10.Jm
I. INTRODUCTION
Multiferroic materials display a coexistence
of two or more ferroic orders, most commonly
(anti)ferromagnetism and ferroelectricity1–4. If the
two are also strongly coupled, the scope for potential
technological applications is vast, ranging from data
storage to sensing4. The requirement of strong coupling
is fulfilled in so-called type-II (improper) multiferroics2,
where the ferroelectric polarization is induced by a
magnetic order which breaks the inversion symmetry;
in most cases, this corresponds to some form of heli-
cal order. The discovery of multiferrocity driven by
helical order in TbMnO3 in 2003
5 triggered a wide-
ranging search for other material realisations, which
has thus far yielded several other candidates, including
RMn2O5
6, MnWO4
7–9, Ni3V2O8
10–12, RbFe(MoO4)2
13,
LiCuVO4
14, LiCu2O2
15–17, CuO18, CuCl2
19,20, CuBr2
21,
and FeTe2O5Br
22. The aim of realizing type-II multifer-
rocity at room temperature has proven elusive, however,
because magnetic frustration, an important ingredient
in generating helical order, also reduces the magnetic
ordering temperature. Here, we will focus on the
recently discovered Cu2+-mineral KCu3As2O7(OD)3,
where the spins reside on a kagome lattice of corner
sharing triangles. Despite having an ordering tempera-
ture of only 7.1 K, KCu3As2O7(OD)3 displays several
interesting features, including a switchable ferroelectric
polarization in applied magnetic field, a metamagnetic
transition, and, uniquely, a crossover between improper
and (pseudo-)proper multiferroicity23.
KCu3As2O7(OD)3 is a member of a large fam-
ily of hydroxide minerals that contain kagome
lattices of S = 1/2 spins generated by planes
of edge-sharing Cu2+-octahedra [Fig. 1(a)].
Other members of this family include volbor-
thite, Cu3V2O7(OH)2 · 2H2O24, herbertsmithite,
α-Cu3Zn(OH)6Cl2
25, kapellasite, β-Cu3Zn(OH)6Cl2
26,
vesignieite, BaCu3V2O8(OH)2
27,28, haydeeite, α-
Cu3Mg(OH)6Cl2
29, barlowite, Cu4(OH)6FBr
30, and
edwardsite Cd2Cu3(SO4)2(OH)6 · 4H2O31. While most
of these attracted interest due to their potential rel-
evance to spin liquid physics, KCu3As2O7(OD)3 was
shown to order magnetically at a high ordering tem-
perature TN1 = 7.05 K relative to its Curie-Weiss
constant θCW = +14 K. On cooling below TN1, several
additional Bragg peaks appear in the neutron powder
diffraction pattern, indexed by a single incommensurate
propagation vector k = (kx 0 kz), with kx ' 0.77
and kz ' 0.11 ' (1 − kx)/2. The intensity of these
peaks grows on cooling, except for a discontinuity at
TN2 = 5.5 K, which coincides with a shoulder in the
specific heat at the same temperature. Below this
second transition, refinement of the magnetic structure
indicates that a coplanar spin helix model involving two
irreducible representations is valid, with the plane of the
helix tilted by around Φ = 30◦ out of the ab plane [Fig.
1(b)]. The structure in the intermediate regime (phase
1) could not be refined on the basis of our previous data,
but was thought to be similar to the helical structure
in phase 2, the two perhaps only differing in the Φ of
the two Cu sites or the ellipticity of the envelope of the
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2helix.
Remarkably, the ferroelectric polarization P (T ) shows
different temperature dependences in phases 1 and 2; be-
low TN1, P (T ) is observed to grow close to linearly, while
the magnetic order parameter η shows a (TN1−T )β tem-
perature dependence with β ∼ 0.4. This was specula-
tively interpreted as indicating an order parameter cou-
pling of the form Pη2, characteristic of an improper mul-
tiferroic. Upon reaching TN2, however, this behaviour
changes; both P (T ) and η show power law behaviour
with P (T ) ∝ √TN − T , implying either a real or effective
bilinear coupling Pη, as expected for a proper or pseudo-
proper ferroelectric, respectively. This interpretation of
the nature of the order parameter coupling is reinforced
by the temperature dependence of the dielectric constant
ηr, which shows the expected step-like behaviour at TN1
followed by a divergent peak at TN2.
While the origin of this crossover between improper
and (pseudo-)proper behaviours was not possible to ex-
plain on the basis of the magnetic structure, the mi-
croscopic origin of phase 2 could be elucidated using a
Heisenberg Hamiltonian containing five exchanges; two
between nearest neighbors in the kagome plane, two be-
tween next nearest neighbors, and one between planes.
To simultaneously reproduce the magnetic structure and
the observed spin wave spectrum both nearest neighbor
terms are required to be ferromagnetic, with the stronger
coupling lying along the b axis. The frustration respon-
sible for the helical state originates from the antiferro-
magnetic further neighbor couplings along the 〈100〉 and
〈110〉 directions. The signs of the exchanges were quali-
tatively justified based on the geometry of the exchange
pathways, which involve a ∼ 90◦ hydroxide bridge for the
nearest neighbor interactions, and a nearly 180◦ bridge
involving two oxygens for the further neighbor interac-
tions [Fig. 1(a)].
In this simple model, Dzyaloshinskii-Moriya terms D,
allowed for all exchanges except Jab, were not considered.
For a single bond connecting coplanar spins, a component
of D perpendicular to the bond makes the angle between
the spins tend towards pi/2, as well as generating an ef-
fective easy-plane anisotropy, whereas components in the
plane cause a canting away from coplanarity (here, away
from the mean Φ). Neither effect could be observed in
Ref. [23]. On the other hand, the finite Φ between the
plane of the helix and the ab plane suggests the presence
of an additional weak anisotropy, most likely the sym-
metric anisotropic exchange. In the present material, this
could act to align the spins either along or perpendicular
to the Cu1–O4 direction or the Cu2–O1–O4 plane, as-
suming the assignment of singly occupied orbitals made
in [32] is correct. Indeed, the experimentally determined
spin arrangement is compatible with the moment lying in
a plane perpendicular to the Cu1–O4 and Cu2–O3 bonds
[Fig. 1(a)].
This paper is organized as follows: in section II, we
will briefly summarize the sample synthesis and experi-
mental methods employed, then, in section III, we will
FIG. 1. (a) The structure of KCu3As2O7(OD)3 in the ab
plane. Only Cu1 (blue), Cu2 (black), and selected O atoms
(orange) are plotted for clarity. The helix plane (light gray
shaded circles) lies close to the planes defined by, respec-
tively, Cu1 and O3, and Cu2, O1, and O4 (dashed lines). (b)
The magnetic structure described by the superspace group
B21′(αβ0)0s shown in the same view as (a). The angle be-
tween the ab plane and the helix plane is defined as Φ.
move on to the determination of the phase diagram of
KCu3As2O7(OD)3 from capacitance, polarization, and
magnetization measurements. The nature of the tran-
sitions will be clarified with reference to the magnetic
structures determined from neutron powder diffraction
in applied magnetic field in section IV. In the Discussion
(section V), we will cover in more detail the symmetry of
the low temperature phase, and, via Landau theory, its
implications on the temperature dependence of the po-
larization and the order of the upper magnetic transition.
We will also qualitatively consider the effect of allowed
exchange anisotropies. We will conclude in Section VI.
II. EXPERIMENTAL
For the present measurements we used the same sam-
ples as in our previous studies23. These were prepared
by combining KH2AsO4 and Cu(OH)2 in a dilute KOD
solution inside a sealed PTFE container, then heat-
ing to 220 ◦ for 24 hours32. The deuteration, which
was determined to be around 94 % from previous neu-
tron diffraction measurements, appeared to be lower in
the present samples from the enhanced incoherent back-
ground (σinc = 81 barns for
1H). It is possible that some
of this is due to adsorption, as well as exchange of D to
H aided by the relatively porous structure.
The magnetization curves were measured on a SQUID
VSM magnetometer (Quantum Design) up to 7 T. The
low field data were supplemented by high field magneti-
zation measurements up to 38 T at 1.4 K and 4.2 K in
a pulsed magnet at the International MegaGauss Science
Laboratory, University of Tokyo. The time evolution of
the magnetization was recorded on both increasing and
3decreasing the magnetic field during a total time of 8 ms.
For both sets of electrical measurements, the powder
was compressed to a pellet of 3 mm diameter and thick-
ness 0.68 mm. The pellet was coated on both side with
silver-epoxy to make two parallel conducting electrodes.
The measurements were all carried out in a cryomagnet
with a base temperature of 2 K and a maximum field
of 8 T. For the capacitance measurement the electrodes
were connected to an LCR meter (Agilent E4980A) at
four points. The complex impedance was measured at
a frequency of 10kHz. The complex circuit model was
approximated by an a parallel equivalent circuit consist-
ing of a capacitor and a resistance. The polarization
was determined by integration of the pyroelectric cur-
rent obtained by an electrometer (Keithley 6517A). The
magnetoelectric annealing was performed before the py-
roelectric current by cooling down the sample from 25 to
2K while simultaneously applying both an electric field
of −294 kVm−1 and the desired magnetic field. At 2 K,
the poling electric field was removed. Then the sample
was heated at a constant rate of 3 K min−1 and the pyro-
electric current curves under various magnetic fields from
0 to +8 T in steps of 1 T were recorded.
In preparation for neutron diffraction experiments, the
powder samples were compressed into pellets of diame-
ter 13 mm, which were wrapped in Al foil and stacked
to a height of 20 mm inside a vanadium can of 15 mm
diameter. The pelletization was performed to avoid reori-
entation of grains in the magnetic field. Neutron diffrac-
tion patterns were collected on the D20 instrument33,34
at Institut Laue Langevin in Grenoble, France, using
λ = 2.41 A˚ neutrons from a PG(002) monochromator at
takeoff angle θm = 42
◦. This configuration yields max-
imum flux at the expense of resolution, particularly at
scattering angles 2θ  θm. A 9 T split-coil cryomag-
net was used to access temperatures between 1.65 K and
20 K and fields between 0 and 8 T; patterns were taken
at several different fields at 1.65 K and 10 K and for a
range of temperatures at 3 T and 6 T. Patterns at se-
lected fields were also measured at 6 K. The data were
normalized to monitor counts and corrected for detector
efficiency using vanadium data, and the magnetic contri-
butions isolated by subtracting the datasets in the mag-
netically ordered phase from those at 10 K, where only
short range order is present. Each subtraction had to be
carried using the 10 K dataset collected at the same field
as the low temperature one, as the cryomagnet was found
to move slightly on application of a magnetic field, result-
ing in a corresponding change in background and overall
diffraction peak amplitude. The relative intensities of
the nuclear Bragg peaks from the sample remained the
same, however, indicating that no reorientation of the
powder took place. The nearly constant widths of the
magnetic Bragg peaks furthermore implied that the sam-
ple responded homogeneously to the applied magnetic
field, within resolution. Rietveld refinements of the mag-
netic diffraction was performed in FULLPROF35, and
magnetic superspace analysis was performed using the
ISODISTORT36 software.
III. PHASE DIAGRAM
FIG. 2. (top) The magnetization of KCu3As2O7(OD)3 mea-
sured up to 7 T at a range of temperatures spanning both
ordered phases and the paramagnetic phase. A step-like
increase followed by a change in slope is observed around
µ0Hc ∼ 3.7 T for the data in the ordered phases. (bottom)
The derivative of the magnetization. We take the peak posi-
tion to correspond to µ0Hc.
A common feature of type-II multiferroics (and in-
deed magnetically frustrated materials in general) is
rich field-temperature phase diagrams e.g. [12]. As
a first step towards establishing the phase diagram of
KCu3As2O7(OD)3, we consider the magnetization M(H)
data taken at various temperatures in the range 2− 8 K.
At 8 K, above both transitions, M(H) increases smoothly
and linearly from 0 to 7 T, albeit with a slight change
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FIG. 3. High-field magnetization M(H) of
KCu3As2O7(OD)3 measured at 1.4 and 4.2 K, both in
phase 2. The step observed at Hc in low-field magnetization
measurements (Figure 2) is reproduced, as shown by the peak
in the derivative (right axis). A transition to a field-induced
ferromagnetic phase occurs at µ0Hs = 10.4 and 11.7 T at 4.2
and 1.4 K, respectively.
in slope. Cooling to 6 K< TN1 (in phase 1), the slope of
M(H) shows an initial decrease with respect to the 8 K
data, before inflecting at µ0Hc = 3.8(2) T (Hc for short).
The derivative dM/dH shows this inflection more clearly;
taking the peak position in dM/dH as the transition
field, we see that Hc(T ) first increases, then decreases
with decreasing temperature, arriving at 3.70(5) T by
2 K. Simultaneously, below TN2, the inflection point be-
comes step-like, indicating a possible metamagnetic tran-
sition.
To identify whether any further transitions occur at
higher field, we turn to the pulsed field magnetization
data, measured to µ0H = 38 T [Fig. 3]. Firstly, the
inflection corresponding to the metamagnetic transition
appears at fields consistent with Hc measured from the
low field. At higher field, the magnetization continuously
increases until saturation is reached at µ0Hs = 11.7 T at
1.4 K and 10.4 T at 4.2 K, as given by the minimum in the
second derivative d2M/dH2. The saturated moment of
1.11 µB is close to the 1.09 µB expected from the g = 2.18
extracted from fits of the magnetic susceptibility χ32.
The next question we address is how the transitions
at TN1 and TN2 shift in applied magnetic field, partic-
ularly beyond Hc. We therefore continue by extending
our previous zero field capacitance measurements up to
µ0H = 8 T. The data taken at 1 T is shown in Fig-
ure 4, and broadly resembles that shown for zero field in
our previous work; the main features observed are a step
around TN1 and a rounded peak at TN2, the latter consid-
erably less sharp than the same feature at zero field. We
note that the low T capacitance also does not fall to zero
at low temperature, a consequence of the instrumental
background. This background was not subtracted from
the data, as the relative changes in the capacitance pro-
vide all the relevant information for the determination of
the phase diagram.
Increasing the field to 2 T, the TN2 feature becomes
even more rounded, and shifts downward in temperature.
The TN1 feature, on the other hand, becomes sharper,
and exhibits a jump in magnitude at the metamagnetic
transition. This may signal a change in the order of the
transition beyond Hc, which is also consistent with the
hysteresis observed upon cooling and warming at 8 T.
At this field, the transition temperatures are furthermore
reduced to TN1 = 4.3 and TN2 = 5.0 K, respectively.
Using the critical fields determined from dM/dH and
the transitions temperatures from the capacitance mea-
surements, we may construct the phase diagram of
KCu3As2O7(OD)3, shown in Figure 5. In addition to
the two previously known zero-field phases, we identify
two additional phases above Hc, as well as a field-induced
ferromagnetic phase above Hs. We will henceforth refer
to the phase above phase 1 as phase 3, and that above
phase 2 as phase 4.
To investigate how the multiferroic behaviour of
KCu3As2O7(OD)3 is modified by a magnetic field, we
now turn to the electrical polarization P (T ) measured
on a sample poled in an electric field of −294 kVm−1
[Fig. 4]. The zero field polarization strongly resembles
that measured previously; when the field is increased,
both the linear and square root regimes of P (T ) persist
up to 3 T in phase 1, but the slope of the former becomes
shallower and the eventual saturation polarization at 2 K
smaller. In phase 1, the polarization appears to change
sign at Hc, while P in phase 2 remains negative until
4.5 T, well beyond Hc. In both phases, the polarization
evolves smoothly with field; there is no clear evidence of a
jump at the transition field. This implies that there is no
sharp change in either the direction or the magnitude of
the polarization on crossing Hc. That said, the magneto-
dielectric susceptibility χme (P = 0χmeH) of phases 1
and 2 does appear to differ, given the different crossover
fields H(P = 0). At high field, in phases 3 and 4, it
appears that the linear regime of P (T ) between TN1 and
TN2 is recovered, despite the apparent first-order nature
of the upper transition. Below TN2, however, P (T ) ap-
pears to lose its
√
TN2 − T dependence, becoming linear
instead. At 8 T, P (T ) is nearly flat below TN2.
In summary, capacitance and magnetization measure-
ments have allowed us to identify a total of four phases in
the phase diagram of KCu3As2O7(OD)3 up to 8 T. The
transition between the paramagnetic state and phase 1,
TN1, is strongly suppressed by a field, and appears to
change order beyond the critical field Hc. TN2, on the
other hand, remains, broadening considerably in the ca-
pacitance data. The absolute polarization of a poled sam-
ple reduces smoothly in both zero-field phases upon ap-
plication of a magnetic field, with that of phase 1 chang-
ing sign before phase 2. This implies that the metamag-
5FIG. 4. (left) Temperature dependence of the capacitance C(T ), proportional to the dielectric constant 0(T ), measured at
field between µ0H = 1 T and 8 T. Two features are evident at µ0H = 1 T: a step around TN1 ∼ 7 K and a sharper feature at
TN2 ∼ 5.5 K. The former becomes more peaked as the field is increased, with a step-like increase in its magnitude atHc, while the
latter is damped, becoming a broad shoulder by 8 T. This implies that the upper transition becomes more first-order in nature
on increasing H. Finally, the phase boundaries, as extracted from peak and saddle point positions (dashed lines) are shown
in the (H,T,C = 2.618 pF) plane. (right) Temperature dependence of the polarization P (T ) of KCu3As2O7(OD)3 measured
for applied magnetic fields in the range µ0H = 0 T to 8 T. The sample was poled with an electric field E = −294 kVm−1.
The sign of the polarization changes from negative to positive at around 5 T in phase 2 and 3 T in phase 1. Furthermore, the
temperature dependence in phases 1 and 2 goes from linear H = 0 to superlinear (H ∼ Hc), then back to linear (H > Hc),
and sublinear (H < Hc) to linear (H > Hc), respectively. The phase boundaries extracted from the C(T ) measurements are
shown in the (H,T, P = 0) plane (shaded gray).
netic transition at Hc probably does not involve a sudden
change in the direction of the polarization. We will now
turn to the effect of the magnetic field on the magnetic
structure, as probed by neutron diffraction.
IV. MAGNETIC STRUCTURE
To lay the groundwork for the remaining discussion, we
recall some details on the magnetic structure and its re-
finement. Analysis of our previous neutron diffraction re-
sults indicates a single incommensurate propagation vec-
tor lying in the Brillouin zone B plane k = (kx 0 kz; kx '
0.77, kz ' 0.11) (kx ' 1− 2kz) below TN1 = 7.05(5) K.
The group of operators that leave the propagation vector
invariant is Gk = {E, 2}, generating two irreducible rep-
resentations Γ1 and Γ2 (in Basireps notation). The for-
mer corresponds to a spin-density wave with the moments
along b on the Cu1 site and in an arbitrary direction on
the Cu2 site, but with the a and c components antipar-
allel and b components parallel between sites related by
the mirror plane. The latter, on the other hand, has the
Cu1 moments rotating in the ac plane, while the Cu2
moments have opposite constraints to the Γ1 case. The
points groups for both of these structures is 2/m1′, which
is non-polar, and therefore cannot generate the observed
ferroelectric polarization; two irreducible representations
must be invoked for both phases 1 and 2. The approach
taken in our previous work was to add the irreducible
representations with either pure real or imaginary basis
function coefficients; this results in a helical structure for
Γ1 + iΓ2 (or vice versa), and an amplitude modulated
structure for Γ1 + iΓ1 or Γ2 + iΓ2. This approach was
justified on the basis of the irreducible representations
belonging to the same exchange multiplet i.e. they have
identical exchange energies in the absence of anisotropic
terms in the Hamiltonian37,38.
Here, we rephrase the problem of the magnetic struc-
ture from the standpoint of superspace groups generated
by the space group, incommensurate modulation, and
time reversal symmetry; this was done using the ISODIS-
TORT software. There are three possible superspace
groups for the superposition of both irreducible repre-
sentations, now relabelled mB1 and mB2 (in Miller-Love
notation), of which P 1¯1′(αβγ)0s represents a general-
ized spin density wave and B21′(αβ0)0s describes a gen-
eralized spin helix. The former contains the inversion
operation, which is incompatible with the observed fer-
roelectricity. We may therefore identify the latter with
our previously determined magnetic structure. Although
the B21′(αβ0)0s group does not constrain the moments
on the Cu1 and Cu2 sublattices to be coplanar or the
envelope of the helix to be circular, we choose to enforce
both for our refinements given the statistics of our data.
6FIG. 5. Magnetic phase diagram of KCu3As2O7(OD)3 deter-
mined from capacitance (black and grey circles) and low- and
high-field magnetization (grey squares and grey diamonds, re-
spectively) measurements. The red dashed line corresponds
to the field at which the polarization changes sign in either
phases 1/3 and 2/4. F indicates the saturated ferromagnetic
phase and P the high-temperature paramagnetic regime.
In addition, we make the assumption that the moments
on the Cu1 and Cu2 sites are the same; our previous re-
finement, where this constraint was not applied, indicates
that this assumption is well founded. To implement all
of these constraints on the refinement, the Fourier com-
ponents were transformed to spherical coordinates. This
necessitated using the A2/m setting of the space group,
where the a and c axes, which the polar and azimuthal
angles θ and φ are defined with respect to, are orthogo-
nal. Overall, these simplifications result in only four free
parameters for each fit: the ordered moment µord, the
azimuthal angle φ (which is related to the angle between
the ab plane and the helix plane by Φ = φ − β), and
the components of the propagation vector k = (kx 0 kz).
Despite the simplicity of the model, the agreement with
the magnetic scattering obtained by subtraction of zero
field datasets taken at 1.65 K and 10 K is excellent, as
can be seen in Figure 6. Indeed, releasing all of the above
constraints of the yield only a marginal improvement in
χ2 (χ2 = 1.88 versus χ2 = 1.89). This fit does show that
the peak intensities are not sensitive to a tilt of the helix
planes about the mean Φ on the two Cu sites, however.
Regarding Φ in the coplanar fits, the value we extract
from the present fits to the zero field data at 1.65 K is
somewhat smaller (Φ ∼ 25◦ versus 35◦) than that deter-
mined at the same temperature and zero magnetic field
in our previous study. We also note that we find an-
other local minimum in the fit with Φ rotated nearly
90◦ from its determined plane, i.e. lying close to the
ac plane. This, however, reproduces the intensity of the
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FIG. 6. The difference of neutron diffraction patters taken at
1.65 K and 10 K with the Rietveld refinement (red) to the
model described in the text. Asterisks mark the positions of
intense nuclear Bragg reflections and green tick-marks mag-
netic reflections. (inset) The magnetic field dependence of the
scattering in a narrow angular range around the (000)+ and
(001)− peaks at 1.65 K.
(001)+ peak poorly, even when all fitting parameters are
released (χ2 = 1.97 versus χ2 = 1.89).
To investigate the changes in magnetic structure on
crossing Hc, we now focus on the field scan between
H = 0 and 8 T at 1.65 K [Figure 7]. When the mag-
netic field is increased towards Hc, the intensity of the
(000) + k = (000)+ peak decreases slightly, while that of
(001)− does not change significantly. The x-component
of the propagation vector kx is reduced from 0.7708(6)
at 0 T to 0.7672(4) at µ0H = 3 T< Hc, while 1 − 2kz
remains flat. There is no strong broadening of either
peak which would indicate that the sample responds in-
homogeneously to the effective random field. Refining
the patterns according to the model above, we find that
the aforementioned changes result from a slight decrease
in both Φ and µord. On passing through the transition
at Hc, both µord and Φ show step-like drops, but the
coplanar helical model still fits well. It thus appears that
the transition represents a flop of the helix from Φ = 25◦
to close to, or in, the ab plane if it is assumed that the
entire sample undergoes the transition. Furthermore, the
slopes of both kx and 1− 2kz versus H become steeper,
with both approaching the nearest commensurate value,
3/4. Unfortunately, it is not clear whether the propaga-
tion vector locks into the commensurate wave-vector, as
data at fields higher than 8 T is not available.
As the transition at Hc appears to only involve a ro-
tation of the (mean) helix plane, the symmetry of the
high field phase 4 is identical to that of phase 2; i.e. the
magnetic space group remains B21′(αβ0)0s. As such, we
7FIG. 7. The magnetic field (a-c) and temperature (d-f) evolution of the spin helix model parameters kx, 1 − 2kz, Φ, and
µord measured at fields between 3 T and 6 T and for a range of temperatures from 1.65 K to 10 K. The 1.65 K constant
temperature data show a slight decrease in all parameters until the transition at µ0Hc = 3.7 T is reached, at which point Φ
drops rapidly towards 0◦ and kx approaches the nearest commensurate value 3/4. At 6 K, however, there does not seem to be
a discontinuity in Φ at the transition.The constant field data in phase 1 indicate a possible “lock-in” of the propagation vector
at TN2(3 T) = 4.95 K, shown by a sharp change in slope. The angle Φ between the ab plane and that of the helix shows no
change moving across TN2 (the shaded region delimits the transitions at 3 T and 6 T), however. At higher field, in phase 3,
Φ shows a strong T-dependence below TN1, before saturating below TN2. This similar to the H < Hc case. In both phases 1
and 3, application of a field appears to make the transition at TN1 considerably more first-order in nature, consistent with the
growth of the peak in the capacitance measurements.
expect no change in the polarization direction, and only
a small reduction in its absolute magnitude due to the
smaller value of the ordered magnetic moment. The same
appears to be true of the transitions between phases 1
and 3; the magnetic structures both above and below Hc
are well fitted by the helical model, although the change
in Φ on crossing Hc is less evident [Fig. 7(b)]. This
is consistent with our measurements of P , which do not
present any obvious discontinuities at Hc anywhere below
TN1, thus suggesting that the change of sign is due to the
growth of one chiral magnetic domain at the expensive of
the other. We finally note that we do not detect any ad-
ditional intensity at nuclear positions at any field, despite
the expected adoption of a conical structure following the
metamagnetic transition (which involves a ferromagnetic
component with additional propagation vector k2 = 0).
That said, the changes involved may not be visible given
the relatively small change in the ordered moment and
the large intensity of the nuclear peaks, which render the
error bars in the subtracted data very large.
Turning to the temperature-scan at 3 T, close to Hc,
we find that the moment shows a step at the upper tran-
sition TN1. This behaviour is in contrast with the zero
field data, where the transition appears continuous. This
change of critical behavior appears to correlate with the
capacitance, which becomes peaked rather than step-like
at 3 T (see previous section). Both of these features
can be interpreted as the transition becoming more first-
order in nature. At TN2, the incommensurate propa-
gation vector ”locks in” to its base temperature value
k = (0.7682(4) 0 0.1108(4)). Similar behavior was not
observed crossing TN2 at zero field, where the change
instead appears continuous. Moving to 6 T, beyond Hc,
the temperature dependences of the ordered moment and
8kx, 1−2kz is similar to that at 3 T, while Φ shows a steep
drop with temperature in phase 3.
Given the above, the changes in magnetic structure
responsible for the jump in magnetization below TN2 ap-
pears to be consistent with a transition involving the re-
orientation of the helix plane and formation of a conical
structure. Simultaneously, the transition at TN1 goes
from weak to strong first-order and the propagation vec-
tor “locks in” at TN2. We reiterate that our interpreta-
tion relies on the assumptions described in the opening
of this section; that the magnetic structure is describable
as a coplanar helix with a circular envelope and equal
moments on both Cu sites, and that the pattern is repre-
sentative of the global magnetic structure, given we are
using powder samples.
V. DISCUSSION
A. Anisotropy and Metamagnetic Transition
The metamagnetic transitions observed in both bulk
and neutron diffraction measurements suggests the pres-
ence of anisotropic terms in the Hamiltonian. The two
main candidates for these, in order of expected magni-
tude, are the Dzyaloshinskii-Moriya (DM, antisymmet-
ric) exchange, followed by the symmetric anisotropic ex-
change. The former term is allowed on both Cu-Cu near-
est neighbour bonds, with D = (Dx, Dy, Dz) and D
′ =
(D′x, 0, D
′
z), respectively, as well as on one of the next-
nearest neighbour Ja bond, where Da = (Dx,a, 0, Dz,a).
In related kagome materials, both dominant in-plane39
and out-of-plane40 DM vectors have been observed, with
estimated magnitudes typically around D ∼ 0.1J . Sur-
prisingly, in the case of the zero-field helical structure of
KCu3As2O7(OD)3, the transformation of the DM vector
by the mirror and inversion operations results in zero net
DM energy for all but the b-axis component Dy (neglect-
ing the weak symmetry-breaking induced by the polar
magnetic ground state). If this component is finite, how-
ever, a uniform canting towards b results, incompatible
with the absence of a ferromagnetic moment in the or-
dered state.
Beyond the DM term, the symmetric anisotropic ex-
change tensors have 6 (J), 4 (J ′), 4 (Ja), and 6 (Jab)
allowed non-zero elements, respectively. Despite the fact
that the symmetric exchange anisotropy is a second or-
der term with expected magnitude Γ ∼ 0.01J , Γ > 0.05J
have been reported in the monoclinic kagome system
BaCu3V2O8(OH)2
39 and the chain material LiCuVO4
41.
Here, we expect tensor components which tilt the easy
plane of the spins away from the ab plane to play a par-
ticularly important role, given the experimental magnetic
structure. Foremost among these is the off-diagonal com-
ponent Γxz on the leading exchange Ja.
To illustrate how the symmetric anisotropic exchange
affects the magnetic structure, and to crudely estimate
the Γxz required to reproduce the observed spin flop tran-
sition field Hc, we extend the model discussed in [23] with
this term. The classical energies per unit cell of the zero
field ground state Egs and the flopped conical state Ec
are then expressed as
Egs =4S
2[2J cosα+ J ′ + (Ja + Jab) cos 2α]...
+ 4ΓxzS
2 sin 2α (1)
and
Ec =4S
2[2Ja1 + J
′ + (Ja + Jab)a2]...
+ 4ΓxzS
2 sin θ cos θ sin 2α− 6gµBHxS cos θ, (2)
respectively, where
a1 = sin
2 θ cosα+ cos2 θ
a2 = sin
2 θ cos 2α+ cos2 θ, (3)
the exchange parameters are as defined in [23], α is
the pitch angle of the helix (α = pikx/2), θ is the cone
angle, Hx is a magnetic field within the easy plane de-
fined by the total exchange tensor, and the physical con-
stants have their usual meaning. Firstly, the closed form
solutions for the pitch angle, critical field, and satura-
tion field derived from these equations are cumbersome,
and all quantities were therefore evaluated numerically.
Starting from Γxz = 0, the saturation field from the ex-
change parameters alone is Hs = 7.3 T, smaller than the
experimental value of 11.7 T at 1.4 K. When Γxz < 0,
a spin flop transition appears at a field Hc ∝
√|Γxz|,
saturation is both shifted up in field and smeared out,
and the helix plane is tilted by Φ = 45◦ away from ab,
similar to experiment. A negative slope in kx versus µ0H
is also found, consistent with neutron diffraction refine-
ments [Fig. 7(a)]. However, in order to reproduce the ex-
perimentally observed Hc, Γxz is required to be at least
Ja/3 ∼ 1 meV= 11.604 K, considerably larger than ex-
pected. For such a large Γxz, the hump in dM/dH at
saturation is entirely absent, and M and kx at 10 T are
only 0.8µB and 0.69, well below the experimental values.
Given the above, it is clear that additional anisotropic
terms are required to yield the correct field-dependence
of M and kx. Since a full determination of the anisotropic
Hamiltonian requires a detailed knowledge of the g-
tensors and excitation spectra, and given the number of
allowed anisotropic terms involved in the current case,
we defer this to a future publication.
B. Symmetry and Landau Theory
The sequence of magnetic structures observed experi-
mentally in KCu3As2O7(OD)3 do not follow the typical
pattern for a helical multiferroic with anisotropy i.e. an
anisotropy-induced amplitude modulated phase followed
9TABLE I. Magnetic and structural irreducible representations for the full group of symmetry operators in the space group
C2/m1′. Here,  = exp (ipikx), and ¯ = ∗, and τ is the time reversal operator.
2y 1¯ {1| 12 12 0} {1|1 0 0} {1|0 1 0} {1|0 0 1} τ
mB1(η1, η
∗
1)
(
0 1
1 0
) (
0 1
1 0
) (
 0
0 ¯
) (
2 0
0 ¯2
) (
1 0
0 1
) (
2 0
0 ¯2
) ( −1 0
0 −1
)
mB2(η2, η
∗
2)
(
0 1
1 0
) (
0 −1
−1 0
) (
 0
0 ¯
) (
2 0
0 ¯2
) (
1 0
0 1
) (
2 0
0 ¯2
) ( −1 0
0 −1
)
Γ−1 (Py) 1 -1 1 1 1 1 1
Γ−2 (Pxz) -1 -1 1 1 1 1 1
by cycloid at lower temperature16,42,43. Instead, the up-
per transition leads directly to the mutiferroic phase,
like in CuCl2
20, CuBr2
21, and RbFe(MoO4)2
13. While
this requires involvement of both irreducible represen-
tations, mB1 and mB2, of the space group and propa-
gation vector (as discussed above), these belong to the
same exchange multiplet of the pure Heisenberg Hamil-
tonian, which is rotationally invariant. Thus, given that
the spin-orbit coupling is weak for Cu2+, the transition
is only weakly first order.
To understand the zero-field temperature-dependence
of the polarization below the upper transition, we use the
full transformation properties of the displacement and
both magnetic irreducible representations (Table 1) to
write down the Landau free energy expansion
F = αη1η
∗
1 + α
′η2η∗2 + ζP
2
y + γPy(η1η
∗
2 + η
∗
1η2) + ...,
(4)
where α, α′, ζ and γ are coupling coefficients, and the tri-
linear invariant arises because the product of mB1 and
mB2 (and their order parameters η1 and η2) transforms
as the displacement irreducible representation Γ−1 , cor-
responding to the y-component of the polarization Py
[Table 1]. The form of the magneto-electric coupling is
thus similar to that in CuCl2, CuBr2
44, FeTe2O5Br
22,
and Ni3V2O8
11. Minimising the above with respect to
Py yields
∂F
∂Py
= 2ζPy + γ(η1η
∗
2 + η
∗
1η2) = 0. (5)
The polarization is then
Py = − γ
2ζ
(η1η
∗
2 + η
∗
1η2). (6)
The appearance of polarization along y is consisent with
an inverse DM45 or spin supercurrent46 mechanism, gen-
erating two components P1 ∝ rij × (Si × Sj) and P2 ∝
rij · (Si × Sj). The former is the related to the cycloidal
component of the magnetic structure, while the latter is
due to the coupling between the spin helicity and the
macroscopic ferroaxial structural rotation allowed in the
parent C2/m space group (ferroaxial mechanism47).
If the order parameters η1 and η2 grow with power laws
η1 = (TN1 − T )β1ψ1 and η2 = (TN1 − T )β2ψ2 (ψ1 and
ψ2 are the basis functions defined in [23]) below TN1,
the polarization grows as a power law with the expo-
nent β1 + β2. Thus, if β1,2 are close to 0.5 – despite
the weak first-order nature of the upper transition, the
temperature-dependence of the ordered moment suggests
β = 0.4(1) – we generate the linear T -dependence of
P (T ) observed experimentally. The transition at TN2
could then be interpreted as one of the irreducible repre-
sentations freezing, resulting in an effective bilinear cou-
pling, as in a pseudo-proper multiferroic48,49. This is
apparently consistent with the kink in the magnetic or-
der parameter observed at TN2 in [23]. The effect of the
freezing on the magnetic stucture may manifest as an
increase in the ellipticity of the helix, or adoption of a
non-coplanar state. As stated in Section 3, however, no
evidence for this scenario is observed in the diffraction
data. Neither is any evidence observed for a rotation of
the helix plane about the c axis, which would yield the
general superspace group P11′(αβγ)0s (and correspond-
ingly, a general direction of P).
VI. CONCLUSION
We have determined the H − T phase diagram of the
type-II multiferroic KCu3As2O7(OD)3 in magnetic fields
of up to 20 T using capacitance, polarization, magneti-
zation, and neutron diffraction measurements. The two
additional phases found above a metamagnetic transi-
tion at µ0Hc ∼ 3.7 T are closely related to their zero
field counterparts, which are in turn very similar to each
other. In phase 2, this transition appears to involve the
rotation of the zero-field coplanar helix from Φ ∼ 25◦
out of the plane into the ab plane (neglecting the ef-
fects of powder averaging). Because the reorientation
of the helix plane does not change the magnetic symme-
try, we may ascribe the change of sign of the electrical
polarization in magnetic field to changing populations
of two chiral magnetic domains with opposite polariza-
tion. On the other hand, the transition at TN1 appears
to change from weakly to strongly first order as H is
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increased towards Hc. From the presence of the metam-
agnetic transition and the crystal symmetry, it appears
that anisotropic terms beyond the leading antisymmetric
Dzyaloshinskii-Moriya term must be included for a con-
sistent description of the H − T phase diagram. Finally,
the temperature-dependence of the zero-field polarization
in phase 1 is qualitatively explained as originating from
a trilinear coupling between the polarization and the or-
der parameters of both irreducible representations partic-
ipating in the magnetic structure. While the transition
at TN2 may represent either a freezing of one of these
order parameters or a reduction in the magnetic symme-
try, single crystal polarization or neutron diffraction mea-
surements will be required to distinguish between these
scenarios.
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