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FMM is a partitional probabilistic algorithm that is commonly
used in cluster analysis [1–17]. Parameters of the FMM are
usually determined via the EM algorithm [18] from complete
data. It is shown that when the mechanism that describes thea
ters and Information, Cairo
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lsevieroccurrences of missing values in the data is missing at random
(MAR), maximum likelihood inferences about parameters of
the FMM that represents the data can be made from complete
data [19]. In other words, the likelihood is simply the density of
the complete data, which is a function of the FMM parameters
[20]. Missing data are considered MAR if the probability of
having missing values in a certain dimension of the data de-
pends on values of the other complete dimensions but not on
the true values of missing values [21]. However, determining
FMM parameters using only complete data requires the data
size to be large in order to obtain good ﬁtting of the data dis-
tribution [22]. Due to practical problems in factorising the like-
lihood, it is commonly maximized iteratively via the EM
algorithm for complete data. It is shown that the EM algo-
rithm can be used in determining parameters of a multivariate
normal distribution from incomplete data [21]. Missing values
in the data are estimated using multivariate regression. The
complete data with the residual covariances of the estimated
values are then used in estimating the mean and the covariance
matrix of the multivariate normal distribution. The regression
186 A.R. Abascoefﬁcients and the residual covariances are estimated from the
current model parameters such that the likelihood is
maximized.
The EM algorithm is modiﬁed such that it can determine
parameters of a mixture of multivariate normal distributions
from incomplete data [23]. Missing values and some other
statistics are estimated in the E-step from each model com-
ponent as they are come from that component. These values
with the observed ones are then used in the M-step to deter-
mine the parameters of that model. However, accuracy of the
estimated values is limited due to the small number of esti-
mators (kernels) used in the estimation of missing values.
The number of these estimators equals to the number of
components in the FMM. This in turn affects the accuracy
of the leaned FMM parameters and hence its clustering re-
sults. This problem can be overcome if missing values in
the data are estimated with high accuracy ﬁrst, and then
FMM parameters are learned via the EM algorithm. The
computational complexity of the modiﬁed EM algorithm
[23] is reduced during the EM iterations by incorporating
two types of auxiliary binary indicator matrices correspond-
ing to the observed and unobserved components of each
datum [24]. The resulting EM algorithm is compared with
a new proposed Data Augmentation (DA) computational
algorithm for learning normal mixture models when the data
are missing at random [24]. Experimental results show that
DA imputation has considerable promising accuracy in the
prediction of missing values when compared to the EM
imputation, especially when the missing rate increases. How-
ever, both algorithms impute missing values using mixture
model parameters and hence their imputations are sensitive
to the prior information about density functions of mixture
components and the size of data that are fully observed. A
supervised classiﬁcation method, called robust mixture dis-
criminant analysis (RMDA), is proposed to handle label
noised data [25]. The RMDA algorithm uses only fully ob-
served data to learn mixture model parameters, and then
uses the resulting mixture model to estimate labels and detect
noisy ones. However, imputations made by the RMDA algo-
rithm are sensitive to prior information about density func-
tions of mixture components, the size of data that are fully
observed and assumptions such as all the uncertain labels
are in one feature.
In this paper, a new algorithm for determining FMM
parameters from incomplete data is proposed. The proposed
algorithm is a combination of the Incremental General Regres-
sion Neural Network (IGRNN) [26] and the EM algorithm
[18]. It estimates missing values in the data using the IGRNN
and then uses the EM algorithm to determine FMM parame-
ters. Performance of the proposed algorithm is investigated
against the use of the modiﬁed EM algorithm [23] in learning
FMM from incomplete data. The motivation of this investiga-
tion is to test the effect of the accuracy of the estimated values
of missing data from both algorithms on the clustering behav-
iour of the resulting mixture models. This paper is organised as
follows. Section 2 describes the modiﬁed EM algorithm [23].
Section 3 describes the proposed algorithm. Section 4 describes
experiments that are carried out to compare both of the de-
scribed algorithms. Section 5 discusses the results obtained
from experiments. Section 6 concludes the paper and summa-
rises its ﬁndings.2. The modiﬁed EM algorithm [23]
The modiﬁed EM algorithm [23] is proposed for determining
parameters of a mixture of multivariate normal distribution
from incomplete data provided that missing values are Missing
At Random (MAR) [21]. We refer to this algorithm as the
EMH algorithm in the rest of this paper. The EMH algorithm
is described as follows.
Suppose that X= {x1,x2, . . .,xn} is a data set that is com-
posed of n patterns and d dimensions such that each pattern
is represented as xi = [xi1,xi2, . . .,xid]
T. This data set is assumed
to be generated randomly from a mixture of K multivariate dis-
tributions with unknown mixing coefﬁcients p(c), where
c= 1, 2, . . .,K. Let the probability density component of xi
from the kth multivariate distribution be p(xi Œk). The com-
monly used distribution is the Gaussian N(l,R), where l,R
are the mean and the covariance matrix, respectively [23]. This
distribution is preferred to other distributions for the EM algo-
rithm because it has a small number of parameters that need to
be estimated and also computing its derivative is simple. The
density of xi can be written as pðxiÞ ¼
PK
c¼1pðcÞpðxijcÞ, wherePK
c¼1pðcÞ ¼ 1; 0 6 pðcÞ 6 1, for c= 1,2, . . .,K.
When X contains MAR missing values, the pattern xi can
be denoted as xi = (xi,obs,xi,mis), where xi,obs stands for the
observed values, and xi,mis stands for the missing values for
pattern xi. In ﬁtting the FMM, there are two types of missing
values that have to be considered; one is the values of the
cluster membership dimensions for each pattern zi = [zi1,
zi2, . . .,ziK]
T, where i= 1,2, . . .,n and the other is the missing
values in the data matrix X. Each value in the cluster mem-
bership vector zij represents the probability by which a cer-
tain pattern xi in the data matrix X is generated from the
jth component in the FMM. In the EM algorithm, zi is
approximated by the posterior probabilities when xi is fed
to the model. In the E-step, all z^i’s are determined besides
some statistical moments necessary for the M-step using ob-
served values for each pattern. While in the M-step, the
new estimates of the FMM parameters are determined using
the observed data and the statistical moments determined in
the E step. Both the E and the M steps are alternated until
convergence. For more details and description of this algo-
rithm see [23].
3. The proposed algorithm for determining FMM parameters
from incomplete data
The Incremental General Regression Neural Network
(IGRNN) [26] is proposed for estimating missing values in nu-
meric data sets. It is shown that the IGRNN produces highly
accurate estimations for missing values in the case of a data set
that has strong correlations among its dimensions [26]. In this
Section, it is proposed to combine this algorithm with the EM
algorithm [18] for determining FMM parameters from incom-
plete data. First, the proposed algorithm estimates missing val-
ues in the data set using the IGRNN. Second, it estimates
parameters of the FMM that can be used in clustering the data
using the resulting complete data and the EM algorithm. The
proposed algorithm is referred to as the IGRNNEM algorithm
in the rest of this paper. The IGRNNEM algorithm is de-
scribed as follows:
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Figure 1 Comparing performances of the IGRNNEM (solid line) and the EMH (dashed line) in clustering incomplete data that contains
different amounts of noisy patterns using the ﬁrst data set. Different amounts of missing values that are MCAR are used: (a) 10%, (b)
20%, (c) 30%, (d) 40%, and (e) 50%. Vertical bars represent the standard deviations of the errors from three different experiments.
Using incremental general regression neural network for learning mixture models from incomplete data 1873.1. The IGRNNEM algorithm
Step 1. The IGRNN algorithm [26] is proposed to estimate
missing values when correlations among dimensions
of the data are large. Suppose a data set of size n
patterns that contains a group of fully observed
dimensions X and a dimension Y that contains miss-
ing values. In this algorithm, estimating missing val-
ues in Y requires all data patterns that have missingvalues on that dimension to be sorted according to
how close they are to complete data patterns in
the sub-space that is composed of X dimensions.
Patterns that contain missing values are sorted in a
descending order according to their closeness to
complete patterns.
Step 2. The estimation of the missing value in the ﬁrst pattern
is y^ðxÞ is computed as a weighted average of all
observed values yi along the Y dimension, where each
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Figure 2 Comparing performances of the IGRNNEM (solid line) and the EMH (dashed line) in clustering incomplete data that contains
different amounts of noisy patterns using the second data set. Different amounts of missing values that are MCAR are used: (a) 10%, (b)
20%, (c) 30%, (d) 40%, and (e) 50%. Vertical bars represent the standard deviations of the errors from three different experiments.
188 A.R. Abasobserved value is weighted exponentially according to
its Euclidean distance from y along X dimensions as
shown in Eq. (1).y^ðxÞ ¼
Pn
i¼1yi exp  D
2
i
2r2
 
Pn
i¼1 exp  D
2
i
2r2
  ð1Þwhere D2i : is the Euclidean distance between pattern ðy^; xÞ
and pattern (yi,xi) and it is computed as shown by Eq. (2),
r: is a smoothing parameter and it is determined empir-
ically as shown in [26].
D2i ¼ ðx xiÞTðx xiÞ ð2Þ
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Figure 3 Comparing performances of the IGRNNEM (solid line) and the EMH (dashed line) in clustering incomplete data that contains
different amounts of noisy patterns using the ﬁrst data set. Different amounts of missing values that are MAR are used: (a) 10%, (b) 20%,
(c) 30%, (d) 40%, and (e) 50%. Vertical bars represent the standard deviations of the errors from three different experiments.
Using incremental general regression neural network for learning mixture models from incomplete data 189Step 3. After estimating its missing value, the pattern is
added to the complete ones and then used in estimat-
ing missing values in the next incomplete patterns in
the sorted group.
Step 4. Steps 2 and 3 are repeated until all missing values in
the data set (bY , X) are estimated.
Step 5. The resulting complete data set is fed to the EM algo-
rithm [18] to estimate parameters of the FMM as fol-
lows. In the E-step, compute the following quantities
for each model component c in the FMM. The posterior probabilities vector zi for all feature vectors
in the data set.
z^ic ¼
bPðcÞpðy^i; xijhcÞPK
j¼1
bPðjÞpðy^j; xjjhjÞ
ð3Þ
where
PK
c¼1PðcÞ ¼ 1, and 0 6 P(c) 6 1, pðy^i; xijhkÞ ¼
Nðy^i; xi; lk;RkÞ; where lk and Rk are the mean and the covari-
ancematrix of the kth component in theFMM.The total density
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Figure 4 Comparing performances of the IGRNNEM (solid line) and the EMH (dashed line) in clustering incomplete data that contains
different amounts of noisy patterns using the second data set. Different amounts of missing values that are MAR are used: (a) 10%, (b)
20%, (c) 30%, (d) 40%, and (e) 50%. Vertical bars represent the standard deviations of the errors from three different experiments.
190 A.R. Abasof ðy^i; xiÞ from the FMM is then computed as pðy^i; xiÞ ¼PK
c¼1PðcÞpðy^i; xijhcÞ.
Step 6. In the M-step, compute parameters of each compo-
nent c in the FMM.bPðcÞ ¼ 1
N
XN
j¼1
z^jc ð4Þl
_
c ¼ 1
NP
_ðcÞ
XN
j¼1
zjcðy^j; xjÞ ð5Þ
R
_
c ¼ 1
NP
_
ðcÞ
XN
j¼1
zjcðy^j; xjÞðy^j; xjÞT  l_cl_Tc ð6ÞStep 7. After convergence, save the resulting FMM. This
FMM could be used in clustering the data set ðbY ;X Þ.
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Figure 5 Comparing performances of the IGRNNEM (solid line) and the EMH (dashed line) in clustering incomplete data that contains
different amounts of noisy patterns using the Iris data set. Different amounts of missing values that are MCAR are used: (a) 10%, (b)
20%, (c) 30%, (d) 40%, and (e) 50%. Vertical bars represent the standard deviations of the errors from three different experiments.
Using incremental general regression neural network for learning mixture models from incomplete data 1914. Experimental results and discussion
The IGRNNEM algorithm is compared with the EMH
algorithm in estimating parameters of the FMM for clustering
incomplete data. Different mechanisms of missing values are
used in the comparison such as Missing Completely At Ran-
dom (MCAR) and Missing At Random (MAR) [21]. Also,the comparison is made using different percentages of missing
values in multiple dimensions and different percentages of
noisy patterns in the data set. The added noise comes from a
multivariate normal distribution whose parameters are
N(0, 0.1*R), where the mean is at the origin of the space and
the covariance matrix is 10% of the data covariance matrix.
The noise is added randomly to the patterns. Four data sets
are used in the comparison. The ﬁrst and the second data sets
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Figure 6 Comparing performances of the IGRNNEM (solid line) and the EMH (dashed line) in clustering incomplete data that contains
different amounts of noisy patterns using the Wine data set. Different amounts of missing values that are MCAR are used: (a) 10%, (b)
20%, (c) 30%, (d) 40%, and (e) 50%. Vertical bars represent the standard deviations of the errors from three different experiments.
192 A.R. Abasare artiﬁcial data sets while the third and the fourth data sets
are true data sets.
4.1. The ﬁrst and the second data sets
Both data sets are similar to the ﬁrst and the second data sets
that are used in [26]. Both data sets have 150 patterns and four
dimensions. Each data set is generated from three clearly sep-arated Gaussian shaped clusters such that 50 patterns are gen-
erated from each cluster. Cluster centres of the ﬁrst data set are
represented by the following vectors: l1 = [2 2 2 2]
T,
l2 = [4 4 4 4]
T, and l3 = [6 6 6 6]
T, while cluster centres of
the second data set are represented by the following vectors:
l1 = [2 2 2 2]
T, l2 = [2 2 6 2]
T, and l3 = [2 2 2 6]
T. Covari-
ance matrices of all clusters are similar (Ri = 0.5I4, i= 1:3),
where I4 is the identity matrix of order four. Missing values
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Figure 7 Comparing performances of the IGRNNEM (solid line) and the EMH (dashed line) in clustering incomplete data that contains
different amounts of noisy patterns using the Iris data set. Different amounts of missing values that are MAR are used: (a) 10%, (b) 20%,
(c) 30%, (d) 40%, and (e) 50%. Vertical bars represent the standard deviations of the errors from three different experiments.
1 http://www.ics.uci.edu/mlearn/MLRepository.html.
Using incremental general regression neural network for learning mixture models from incomplete data 193are put in the third and in the fourth dimensions of each data
set. These data sets compare the clustering performances of
FMM’s resulting from both algorithms in the extreme cases
of correlations among data dimensions [26].
4.2. The third data set
This data set is the Iris data set that is commonly used in sta-
tistical experiments since it was used in [27]. The data contains
150 patterns. Each pattern is a vector in four dimensions. The
patterns are representing three clusters such that every clustercontains 50 patterns. The missing values are put in the third
and in the fourth dimensions.
4.3. The fourth data set
This data set is the Wine data set that is a well-known data set
for statistical analysis. Both of this data set and the Iris data
set can be obtained from the UCI machine learning reposi-
tory.1 The data contains 178 patterns. Each pattern is a vector
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Figure 8 Comparing performances of the IGRNNEM (solid line) and the EMH (dashed line) in clustering incomplete data that contains
different amounts of noisy patterns using the Wine data set. Different amounts of missing values that are MAR are used: (a) 10%, (b)
20%, (c) 30%, (d) 40%, and (e) 50%. Vertical bars represent the standard deviations of the errors from three different experiments.
194 A.R. Abasin a 13-dimension space. The patterns represent three clusters,
which contain 59, 71, and 48 patterns, respectively. The miss-
ing values are put in the sixth and in the seventh dimensions.
When missing values are MCAR, they are randomly scattered
in the speciﬁed dimensions for each data set. Meanwhile, when
missing values are MAR, they are randomly scattered in the
speciﬁed dimensions for each data set restricted by the value
of the second dimension of each pattern. The value of the sec-
ond dimension of any pattern that has missing values should
be greater than either 3 in the ﬁrst data set, 1.5 in the second
data set, 2.99 in the Iris data set, or 1.85 in the Wine data set.Since the EM algorithm converges to a local maximum for
the likelihood function, the algorithm in both of the algorithms
compared is initialised using 20 different random initialisa-
tions. After convergence, the results of the run that produces
the maximum likelihood are selected as the parameters of the
mixture model that represents the data. The convergence is
achieved when the percentage difference in the likelihood
between iterations ðt; t 10Þ is less than or equal 0.01. This
condition overcomes the EM problem of slow convergence
near the local maximum of the likelihood function. The
FMM resulting from the EM algorithm in both of the
Using incremental general regression neural network for learning mixture models from incomplete data 195algorithms compared is evaluated by computing the Mis-
Clustering Error (MCE). Each pattern is allocated to the
cluster that has the maximum posterior probability given that
pattern, and the number of incorrectly clustered patterns (Nr)
is computed. The MCE is then computed such that
MCE= Nr/N, where N is the total number of patterns.
Figs. 1–8 (see, the Appendix) show the results of the exper-
iments. Each ﬁgure shows the mean of the results obtained
from three different experiments, in which different groups
of patterns are selected to have missing values. The error bars
represent the standard deviation of the results multiplied by
±0.1. Figs. 1 and 3 show that the IGRNNEM algorithm pro-
duces smaller MCE and hence more accurate results than the
EMH algorithm when correlations among all dimensions of
the data set are large. Meanwhile, Figs. 2 and 4 show that both
algorithms produce large MCE and hence inaccurate results
but the IGRNNEM is the worst when correlations among
all dimensions of the data set are too small. Figs. 5 and 7 show
that the IGRNNEM algorithm generally produces smaller
MCE and hence more accurate results than the EMH algo-
rithm in the case of the Iris data set. This data set has moderate
correlations among its dimensions. Finally, Figs. 6 and 8 show
that the IGRNNEM algorithm produces smaller MCE and
hence more accurate results than the EMH algorithm in the
case of the Wine data set although the error is slightly high.
In this data set, most of the correlations among dimensions
are small but dimensions 6 and 7, which contain missing
values, have moderate correlations with some of the other
dimensions.
The above results show that the IGRNNEM algorithm
produces smaller MCE and hence more accurate estimations
for the missing values than the EMH algorithm when correla-
tions among all dimensions or at least among dimensions that
contain missing values and some of the other dimensions of the
data are at least moderate. This is because the IGRNNEM
algorithm uses more estimators (kernels) than the EMH algo-
rithm. Therefore, the mixture model resulting from the IGRN-
NEM algorithm ﬁts the data better than that resulting from
the EMH algorithm as more accurate data are contributing
in ﬁtting the model. On the other hand, both algorithms
produce large errors in estimating missing values and therefore
ﬁtting of the mixture models are bad when correlations among
dimensions of the data are small. In this case, the EMH algo-
rithm produces better results than the IGRNNEM algorithm
although its error level is high. This is because of that the
EMH algorithm depends on local correlations among data
dimensions given each cluster in estimating missing values in
the data and hence in estimating parameters of the model
component that represent that cluster. Local correlations can
be better than the overall correlations among dimensions of
the data provided that the shape of each cluster is not a circle,
a sphere, or a hyper-sphere. These shapes results in too small
correlations among dimensions given each cluster. This result
agrees with conclusions of the recently published work that
is based on local tuning of the General Regression Neural
Networks [28].5. Conclusions
Finite mixture model method is a well-known method in clus-
ter analysis. Parameters of the ﬁnite mixture are commonlyestimated using the expectation maximization algorithm. As
this algorithm requires complete data, a modiﬁed version of
it is proposed earlier [23] to deal with incomplete data. In this
paper, a new algorithm is proposed to estimate parameters of
the ﬁnite mixture model from incomplete data. A comparison
study of the proposed algorithm and the algorithm proposed
in [23] in clustering incomplete data is given. It is shown that
the proposed algorithm produces more accurate results than
the other algorithm when correlations among all dimensions
or at least among dimensions that contain missing values
and some of the other dimensions of the data are at least
moderate.
On the other hand, both algorithms produce bad results
when correlations among dimensions of the data are small.
The proposed algorithm is the worst if the cluster shapes are
not circles, spheres, or hyper-spheres.
Appendix A. Results of experiments
This appendix contains Figs. 1–8 that show the results of
experiments carried out in this paper.
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