Under mild regularity assumption on m(x) and on the distribution of X we show that the corresponding confidence interval has asymptotically (i.e., for sample size tending to infinity) level α, and that the probability that the length * Running title: Confidence intervals for Poisson regression
Introduction
Let (X, Y ) be a IR d × IR-valued random variable. In regression analysis the dependency of the value of Y on the value of X is studied, e.g. by considering the so-called regression function m(x) = E{Y |X = x}. Usually in applications there is little or no a priori knowledge on the structure of m and therefore nonparametric methods for analyzing m are of interest. For a general introduction to nonparametric regression see, e.g., Györfi et al. (2002) and the literature cited therein. In this paper we are interested in the special case that Y takes on with probability one only values in the set of nonnegative integers IN 0 , and we assume that the conditional distribution of Y given X = x is a Poisson distribution, i.e., we assume P{Y = y|X = x} = m(x) y y! · e −m(x) (y ∈ IN 0 , x ∈ IR d ).
In case of a linear function m this is the well-known generalized linear model (cf. McCullagh and Nelder (1983)) with Poisson likelihood. In the sequel we do not want to make any parametric assumption on m. In this situation we want to use the observed value of X to make some inference about the value of Y , in particular we are interested in constructing confidence intervals for Y given X = x.
To do this we assume that a sample (X 1 , Y 1 ), . . . , (X n , Y n ) of the distribution of (X, Y )
is given, where (X, Y ), (X 1 , Y 1 ), (X 2 , Y 2 ), . . . are independent and identically distributed.
In a first step we use the given data D n = {(X 1 , Y 1 ), . . . , (X n , Y n )} to construct an estimate m n (x) = m n (x, D n ) of m(x) and estimate the above conditional probabilities of Y=y given X = x bŷ P n {Y = y|X = x} = m n (x) y y! · e −mn(x) .
Of course, any of the standard nonparametric regression estimates (like local polynomial kernel estimates, least squares estimates, or smoothing spline estimates) could be used to estimate the regression function m at this point. However, we are not so much interested in good estimates of m but instead in good estimates of P{Y = y|X = x}. Our main aim is to construct estimates such that the integrated L 1 distance between P{Y = y|X = x} andP n {Y = y|X = x} converges to zero. Since convergence of the L 1 distance between densities to zero is equivalent to convergence to zero of the total variation distance between the corresponding distributions (cf., e.g., Devroye and Györfi (1985) ), this automatically implies that the level of confidence regions of Y given X = x based onP n {Y = y|X = x} converges in the average and for sample sizes tending to infinity to the nominal value (cf.
Corollary 1 below).
We define regression estimates with this property similarly to Fan, Farmen and Gijbels (1998) by maximizing a localized log-likelihood function with respect to polynomials.
This kind of estimate can be considered as an adaptation of the famous local polynomial kernel regression estimate (cf., e.g., Fan and Gijbels (1996) ) to Poisson regression. The main result of this paper is that we show (under some mild conditions on the underlying distribution) almost sure convergence to zero of the integrated L 1 distance between P{Y = y|X = x} and its estimate (1). In the proof of the main results we use ideas developed in empirical process theory for the analysis of local-likelihood density estimates as described in Chapter 4 of van de Geer (2000) (see also Le Cam (1970 , 1973 , Birgé (1983) and Birgé and Massart (1993) ) and apply them to Poisson regression.
The definition of the estimate is given in Section 2, the main results are described in Section 3, an outline of the proof of the main theorem is given in Section 4, and Section 5 contains the proofs.
Definition of the estimate
We define the estimate by maximizing a localized version of the log-likelihood-function
of a Poisson distribution. To define such a localized log-likelihood function, let
the indicator function of a set A and u is the Euclidean norm of u ∈ IR d ), and let h n > 0 be the so-called bandwidth, which we will choose later such that
The localized log-likelihood of a function g :
We estimate m(x) by maximizing L loc (g|x) with respect to functions of the form
More precisely, let M ∈ IN 0 , β n > 1 and set
The bound on the coefficients in the definition of
for all g ∈ G M,βn . Later we will choose β n such that
With this notation we define our estimate by
(Here z 0 = arg max z∈D f (z) is the value at which the function f : D → IR takes on its maximum, i.e., z 0 ∈ D satisfies f (z 0 ) = max z∈D f (z).) For notational simplicity we assume here and in the sequel that the maximum above does indeed exist. In case that it does not exist, it is easy to see that the results below do also hold if we define the value of the estimate at point x as the value of a functionĝ x ∈ G M,βn which satisfies
provided n > 0 is chosen such that n → 0 (n → ∞).
Main results
In the next theorem, we formulate our main result which concerns convergence to zero of the integrated L 1 distance between the conditional Poisson distribution and its estimate.
. . be independent and identically distributed
and
for some constant C lip (m) ∈ IR, i.e., assume that X is bounded a.s. and m is Lipschitz continuous with Lipschitz constant C lip (m).
Define the kernel function K :
for someK : IR + → IR + which is monotone decreasing, left-continuous and satisfies for some r, R, b, B > 0
Choose β n , h n > 0 such that
for any constant c > 0, and
Define the estimateP n {Y = y|X = x} as above. Then
By a discrete version of Scheffe's theorem (which follows, e.g., from the proof of The-
therefore under the assumptions of Theorem 1 the integrated total variation distance between P{Y = ·|X = x} andP n {Y = ·|X = x} converges to zero almost surely. This can be used to construct asymptotic confidence intervals for Y given X = x. Let α ∈ (0, 1).
Assume that given X we want to find an interval I(X) of the form I(X) = [0, u(X)], which is as small as possible and satisfies
To construct such a confidence interval we choose the smallest value u n (x) ∈ IR such that
and set I n (x) = [0, u n (x)]. From Theorem 1 we can conclude
Corollary 1 Under the assumptions of Theorem 1 we have
Proof. By (8) we have
Because of
and Theorem 1 yield the assertion.
Next we investigate whether the length u n (X) of the confidence interval I n (X) converges to the optimal length u(X), where for x ∈ IR d we define u(x) as the smallest natural number which satisfies
If the case
Therefore, in general we cannot expect that u n (X) converges to u(X). Instead we show below, that the probability that u n (X) deviates from u(X) by more than one converges to zero.
Corollary 2 Under the assumptions of Theorem 1 we have
Proof. Set
Since m is bounded away from zero and infinity on [0, 1] d we can conclude that u(x) is bounded and that
From this we conclude that
From this we get
By (7) and Theorem 1 we have
which implies the assertion.
Remark 1.
We would like to stress that in the above results there is no assumption on the distribution of X besides X ∈ [0, 1] d a.s. In particular it is not required that X have a density with respect to the Lebesgue-Borel measure.
Remark 2. If we assume that the regression function is bounded by some constant L and that we know this bound (this assumption is not required in the results above), we can construct a strong pointwise consistent estimate m n (x) of m, i.e. an estimate which
which is bounded by L, too (the last property can be ensured by truncation of the esti- 
Outline of the proof of Theorem 1
In the proof of Theorem 1 we observe first that it suffices to show that the integrated Hellinger distance
between the two conditional discrete distributions converges to zero almost surely. Then we bound this integrated Hellinger distance from above by some constant times
Using the Lipschitz continuity of m we approximate this term by
By definition of the estimate and concavity of the log-function, the empirical version
h n of the nominator above is always greater than or equal to zero. Therefore it suffices to show that the difference between the nominator above and its empirical version is asymptotically small, which we prove by using results of empirical process theory.
Proofs
Proof of Theorem 1. In the first step of the proof we observe that
follows from
For the sake of completeness we repeat a proof of this well-known fact (cf., e.g., Devroye and Györfi (1985) ). Observe that for a, b > 0
and conclude from this and the Cauchy-Schwarz inequality
(which follows from another application of the Cauchy-Schwarz inequality) the assertion of the first step follows.
In the second step of the proof we show
whereP
By Lemma 4.2 and Lemma 1.3 in van de Geer (2000) we get
where in E Dn {·|X = x} we take the expectation only with respect to Y for fixed X = x and fixed D n . By integrating this inequality with respect to P X we get (11).
In the third step of the proof we show
The first expectation on the left-hand side of (12) can be written as
, where φ n,x (u) = E Dn log P x {Y |X} + P x {Y |X}
Because of m n (x) =ĝ x (x) we have
We will show in Lemma 1 below that there exists c n > 0 with
(i.e., such that φ n,x is Lipschitz continuous with Lipschitz constant c n independent of x).
Using this, we can bound the absolute value of the left-hand side of (12) by
where we have used in the first inequality that the set of all x with
has P X -measure zero (for a related argument see, e.g., the last step in the proof of Lemma 24.5 in Györfi et al. (2002)), and where the second inequality follows from K((x−u)/h n ) = 0 for x − u > R · h n .
In the fourth step of the proof we show
for n sufficiently large (i.e., whenever log( Let n be such that log(β n )/(M + 1) d ≥ log( m ∞ ). By concavity of the log function we have
for all a, b > 0 which implies
by definition ofĝ x . This proves (13) .
In the fifth step of the proof we set
and show that
implies the assertion.
From step 2 we conclude
By step 3 we have
so by step 1 the assertion of Theorem 1 follows from lim sup
Set
In step 4 we have shown
and (15) follows from
But this in turn is implied by (14) , since
In the sixth (and final) step of the proof we show (14) . Let H n be the set of all functions
Let k n = log n be the smallest integer greater than or equal to log n. Then
where
For arbitrary > 0 we get for n sufficiently large (because of (4)- (6)) by Markov inequality
Since log
the last term is summable for each > 0. Application of the Borel-Cantelli lemma yields
Similarly we get
So it remains to show
To do this, we apply Theorem 9.1 in Györfi et al. (2002) and Lemma 2 below. From these we get for an arbitrary > 0
By the assumptions of Theorem 1 we have
Using this we get 4 .
Because of
the right-hand side above is summable for each > 0. Application of the Borel-Cantelli lemma yields (17) . The proof of Theorem 1 is complete.
Lemma 1 Let φ n,x be defined as in the third step of the proof of Theorem 1 and assume that the assumptions of Theorem 1 are satisfied. Then there exists c n > 0 with
Proof. The functions in G M,βn are bounded in absolute value by β n and are Lipschitz continuous on [0, 1] d with Lipschitz constant bounded by c 15 · β n log β n for some constant c 15 depending on M . In addition, the function f (z) = z k · e −z satisfies
from which we can conclude that the function
is The function in (18) is always greater than or equal to 0.5. In this range the derivative of the log-function is bounded, and since with f 1 and f 2 also f 1 · f 2 is Lipschitz continuous with Lipschitz constant bounded by
we can conclude that
is on [0, 1] d continuous with Lipschitz constant bounded by
From this we conclude that φ n,x is on [0, 1] d Lipschitz continuous with Lipschitz constant bounded by
With (5) we get the assertion.
To formulate our next lemma we need the notion of covering numbers. Let x 1 , . . . , , x n ∈ IR d and set x n 1 = (x 1 , . . . , x n ). Define the distance 
Let N ( , F, x n 1 ) denote the size k of the smallest -cover of F w.r.t. the distance d 1 , and set N ( , F, x n 1 ) = ∞ if there does not exist any -cover of F of finite size.
Lemma 2 Assume that the assumptions of Theorem 1 are satisfied. Set k n = log n and let H n,1 be the set of all functions h :
for some constants c 22 , c 23 ∈ IR.
Proof. Let H n,2 be the set of all functions h n,2 :
for some u ∈ [0, 1] d , and let H n,3 be the set of all functions h n,3 : It is easy to see that for y ≤ k n the derivative of ψ(z) = z y e −z /(y!) is on [0, β n ] bounded in absolute value by some constant times k n β kn n , which implies .
Putting together the above results we get the assertion.
