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Abstract The division of the auditory cortex into vari-
ous ®elds, functional aspects of these ®elds, and neuro-
nal coding in the primary auditory cortical ®eld (AI) are
reviewed with stress on features that may be common to
mammals. On the basis of 14 topographies and clustered
distributions of neuronal response characteristics in the
primary auditory cortical ®eld, a hypothesis is developed
of how a certain complex acoustic pattern may be en-
coded in an equivalent spatial activity pattern in AI,
generated by time-coordinated ®ring of groups of neu-
rons. The auditory cortex, demonstrated speci®cally for
AI, appears to perform sound analysis by synthesis, i.e.
by combining spatially distributed coincident or time-
coordinated neuronal responses. The dynamics of
sounds and the plasticity of cortical responses are con-
sidered as a topic for research.
Key words Auditory cortex á Brain mapping á
Coincidence coding á Sound-pattern representation á
Topographical coding
Abbreviations AI primary auditory cortical ®eld á AII
second auditory cortical ®eld á AAF anterior auditory
cortical ®eld á AC auditory cortex á CF characteristic
frequency á EE excitation by contralateral and
ipsilateral ear á EI excitation by contralateral
and inhibition by ipsilateral ear
Introduction
From a functional point of view, neocortical areas re-
sponding predominantly to sound may be called auditory
cortex (AC). In ferrets, however, by early deprivation
of auditory input, the cortical area normally occupied
by the primary AC has been shown to be taken over by
the visual system and processes visual information
(Pallas 1990; Pallas et al. 1990; Roe et al. 1990);
conversely, the visual cortex is invaded by the auditory
system in blind mole rats (Bronchti et al. 1989; Heil et al.
1991). These examples demonstrate that what we call
AC is not de®ned on the cortical level by some inde-
pendent intrinsic factors, but rather by the pattern of
input connections and type of sensory inputs provided
by the thalamus. In addition, the functional speci®city of
the various auditory cortical ®elds in mammals seems to
be determined by their input from thalamic nuclei of the
medial geniculate complex and other thalamic and
extrathalamic nuclei (Winer 1992; de Ribaupierre 1997;
Rouiller 1997). Hence, the auditory cortex itself and its
parcellation into several ®elds, and functional implica-
tions from this parcellation such as responsiveness and
robustness of neuronal responses to tones, clicks, and
complex sounds, and orderly topographical representa-
tions of neuronal response characteristics (e.g. Woolsey
1960; Goldstein and Knight 1980; Brugge and
Reale 1985; Clarey et al. 1992; Winer 1992; de Ribau-
pierre 1997; Rouiller 1997) can be understood only if
one considers subcortical, especially thalamic, process-
ing and the many loops of the neuronal networks be-
tween thalamus and cortex.
Today, we are not far beyond the stage of collecting
anatomic evidence and investigating physiological cir-
cumstances, and are only beginning to perform physio-
logical experiments that may elucidate the quality and
quantity of contributions of more than ten thalamic and
extrathalamic input sources to the neuronal activity
patterns in the auditory cortical ®elds.
Auditory cortical ®elds
Common to all mammals studied so far is the presence
of a so-called primary auditory ®eld (AI) which is
characterized by a strong reciprocal connection with the
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well-tuned responses to tone bursts, and a tonotopy that
largely re¯ects the gradient of cochlear frequency rep-
resentation (e.g. Aitkin 1990; Merzenich and Schreiner
1992; Clarey et al. 1992). In marsupials, only AI seems
to exist as a well-de®ned auditory cortical area (Gates
and Aitkin 1982; Aitkin et al. 1986). Eutherian mam-
mals have further auditory ®elds besides AI, de®ned by
their connectivity and neuronal response patterns. The
number of ®elds increases from three or four in insecti-
vores, to four to seven in rodents, and six to more than
eight in carnivores and primates (Merzenich and
Schreiner 1992; compare Fig. 5 in Stiebler et al. 1997,
this volume) and, therefore, seems to depend on the
relative size of the cortical surface reached at a certain
evolutional level. However, attempts to infer from the
number of auditory cortical ®elds of a species its phy-
logeny or its ability to perceive, dierentiate, and rec-
ognize sounds will probably fail because the acoustical
ecology and the importance of sound communication
may have been strong determinants for the evolution of
the AC and its parcellation into ®elds of functional
signi®cance. Good examples are nine specialized audi-
tory cortical ®elds of the echolocating mustache bat,
Pteronotus parnellii (e.g., Suga 1988, 1994; Horikawa
and Suga 1991; compare Liu and Suga 1997, this vol-
ume) compared to the three or four ®elds that may be
suggested from mappings in the big brown bat, Eptesicus
(Jen et al. 1989; Dear et al. 1993; compare Shen et al.
1997, this volume). The use of the number and func-
tional speci®city of auditory cortical ®elds as a measure
of the auditory competence and specialization of a spe-
cies is extremely impeded by the fact that complete maps
of auditory cortices seem to exist only for nine mam-
malian species: the macaque monkey (Merzenich and
Brugge 1973; Morel et al. 1993), owl monkey (Imig et al.
1977; Morel and Kaas 1992), cat (Merzenich et al. 1975;
Reale and Imig 1980), guinea pig (Redies et al. 1989),
Mongolian gerbil (Thomas et al. 1993), rat (Horikawa
et al. 1988), house mouse (Stiebler 1987; Stiebler et al.
1997; this volume), mustache bat (e.g., Suga and Jen
1976; Horikawa and Suga 1991), and the FM-bat,
Carollia perspicillata (Eiermann and Esser 1996). De-
terminations of auditory cortical ®elds in other mam-
mals suer from several shortcomings, such as:
1. Incomplete delimitations of the outer borders of
the AC and/or of the inner borders between the cortical
®elds in individual animals by using a rather crude
sampling technique, an inadequate set of sound stimuli,
and/or averaging procedures across several individuals
(the latter should not be applied because details of
functional representation in the auditory cortex are in-
dividualized).
2. Use of inadequate laboratory animal strains with
various, often unknown degrees of hearing loss.
3. Use of inadequate anesthesia or inadequate han-
dling of non-anesthetized animals so that the detection
of auditory cortical ®elds beyond AI may have been
impossible because neurons in such ®elds are sensitive to
anesthetics and very labile in their responsiveness to
sound. For example, guinea pigs were found to have two
(Hellweg et al. 1977) or up to six auditory ®elds (Redies
et al. 1989), rats were described as having two (Sally and
Kelly 1988) or four ®elds (Horikawa et al. 1988), and
house mice, depending on the strain, may have three not
well-de®ned (Willott et al. 1993) or ®ve clearly distinct
®elds (Stiebler et al. 1997, this volume).
It is important that the extension of the AC and its
parcellation into functional ®elds is studied by high-
resolution mapping techniques in many more mammals
including humans (compare Langner et al. 1997, this
volume) and also to re-map mammals of which data
about the functional parcellation of the auditory cortex
are incomplete such as the dog (Tunturi 1962), the ferret
(Kelly et al. 1986; Shamma et al. 1993), the rabbit
(McMullen and Glaser 1982), and horseshoe bats
(Ostwald 1984; Radtke-Schuller and Schuller 1995).
In all the mammals mentioned before except marsu-
pials, horseshoe and mustache bats, at least one other
auditory ®eld with a regular tonotopy is found besides
AI. This ®eld always lies next to AI [it is called anterior
auditory ®eld (AAF) if it lies rostral to AI], has a clear
tonotopy, and often shows a frequency gradient running
in opposite direction compared to AI (Winer 1992;
compare Fig. 5 in Stiebler et al. 1997, this volume).
These two central ®elds of the AC are surrounded by
several ®elds, sometimes collectively called ``secondary
auditory cortex''. One of these ®elds lying ventral of AI
is named ``second auditory cortical ®eld'' (AII) in a
number of mammals (see Fig. 5 in Stiebler et al. 1997,
this volume). At the outer borders of the ®elds of the
secondary auditory cortex, multi-sensory association
areas are located in which neurons receive visual or so-
matosensory in addition to auditory input (Berman
1961; Irvine and Huebner 1979; Toldi et al. 1986; Clarey
and Irvine 1990; Hofstetter and Ehret 1992; Barth et al.
1993; Di et al. 1994).
Functional characterization of auditory cortical ®elds
General considerations
It is both astonishing and confusing that more than 50
years of physiological research on the AC was not en-
ough for a comprehensive characterization of the pri-
mary auditory ®eld, to say nothing of all the other ®elds
in any mammal. Beyond studies on frequency repre-
sentation, there are only rather incidental contributions
on sound processing in non-primary auditory cortical
®elds such as the anterior auditory ®eld (Irvine and
Huebner 1979; Phillips and Irvine 1982; Orman and
Phillips 1984; Phillips and Orman 1984; Schreiner and
Cynader 1984; Schreiner and Urbas 1986, 1988; Tian
and Rauschecker 1994; Phillips et al. 1995; Rauschecker
et al. 1995). A further three studies including non-pri-
548mary auditory ®elds can be found in this volume
(Horikawa et al. 1997; Hosokawa et al. 1997; Schulze
et al. 1997). There is only one mammalian species, the
mustache bat, in which neuronal response features and
the possible functional signi®cance of many auditory
cortical ®elds have been elucidated, but only in the be-
havioral context of echolocation (reviews in Suga 1988,
1994; Horikawa and Suga 1991). These studies on the
mustache bat AC will not be reviewed here because ex-
tensive reviews are available (references above). They are
exemplary for several reasons:
1. A large part, if not the whole AC, is included in these
studies.
2. The studies have a common theoretical framework ±
the physics, physiology and ecology of echolocation ±
which de®nes the demands on the processing capa-
bility of the auditory cortex.
3. Since the sound to be processed and the behavioral
context belonging to it are well de®ned, the AC is
asked the ``right'', i.e., biologically signi®cant ques-
tions.
4. The knowledge about the important questions is used
as a guide in systematic tests of neuronal response
behavior and coding of information-bearing sound
parameters and parameter combinations.
5. Taken together, the studies lead to a number of
predictions for the functioning of sound processing in
auditory cortical ®elds of other mammals such as: (a)
sound is processed in parallel in the auditory cortical
®elds; (b) neurons in every auditory cortical ®eld have
a preference for responding to a ®eld-speci®c Gestalt
aspect of the sound, e.g., they respond preferentially
to a combination of certain sound parameters that
together contain biologically signi®cant information
as the basis for auditory perception and response
control of the species (Riquimaroux et al. 1991);
(c) most auditory cortical ®elds contain well-ordered
topographies in the responsiveness of their neurons
representing certain dimensions of the sound Gestalt.
The mustache bat example suggests that sound pro-
cessing in auditory cortical ®elds cannot be understood
as a sound analysis in the sense that single sound pa-
rameters are resolved and re-encoded in certain neuronal
response parameters but rather as a synthesis which
combines subcortical codes of sound parameters to a
new code representing parameter combinations that
bear biologically signi®cant information on an evolu-
tionary and/or a learned basis. As a consequence of this
reasoning, a statement of King (1995) can be put as a
question: are we ``asking the auditory cortex the right
questions'' when we look for neuronal response patterns
in auditory cortical ®elds? One main problem of audi-
tory cortical research is that for almost all mammals,
and especially those like the cat that are research animals
by tradition, we do not know the answer to this question
(i.e. we do not know the right questions). Even for the
mustache bat we do not know if social communication
sounds are considered instead of echolocation calls.
Preliminary studies have begun on this species to eluci-
date how the auditory cortical ®elds, characterized as
being specialized for echolocation, process communica-
tion calls (Ohlemiller et al. 1994, 1996). Since the bat has
only one auditory cortex to process all kinds of sounds,
it is evident that some or all auditory cortical ®elds must
work in several behavioral contexts, not only in the
highly speci®c case of echolocation. It will be exciting to
see the AC of this bat functioning in its second mode,
the processing of communication sound, which is the
mode common to all mammals.
The primary auditory cortical ®eld
The topography of neuronal response characteristics on
the cortical area occupied by the AI has been subject of
many electrophysiological, high-resolution mapping stu-
dies, predominantly in the cat (e.g. Schreiner 1995). The
main results for the cat are based on single-unit and
multi-unit recordings and are summarized schematically
in Fig. 1. In the AI of the cat, the characteristic frequency
(CF) of the neurons (the frequency with the lowest re-
sponse threshold at the tip of the excitatory tuning curve)
increases from caudal to rostral, re¯ecting the cochlear
tonotopy. Thus, at a given caudorostral location, there is
an approximately dorsoventrally oriented stripe of neu-
rons, all with similar CFs. This isofrequency stripe oers
room for more or less systematic variations of neuronal
response characteristics. Figure 1 indicates that the iso-
frequency stripes have basically three zones in which, on
average, the neurons have certain common response
characteristics or common gradients along which certain
response properties vary rather systematically.
Somewhere in the center of the isofrequency stripes,
i.e. in the central part of the AI, there are patches of
neurons (Fig. 1) with:
1. Lowest response thresholds to tone bursts (highest
sensitivity) (Schreiner et al. 1992; Heil et al. 1992, 1994;
Phillips et al. 1994; Sutter and Schreiner 1995).
2. Very non-monotonic (peaked) rate-intensity func-
tions (spike rate as a function of sound pressure level)
(Schreiner and Mendelson 1990; Schreiner et al. 1992;
Heil et al. 1994; Clarey et al. 1994; Phillips et al. 1994;
Sutter and Schreiner 1995).
3. Smallest dynamic ranges of the rate-intensity
functions (Schreiner et al. 1992; Heil et al. 1992, 1994).
4. Shortest tone-response latencies (Mendelson et al.
1997, this volume).
5. Preferences to downward frequency sweeps and
slow speeds of frequency modulation (Heil et al. 1992;
Mendelson et al. 1993).
6. Sharpest frequency tuning expressed by the 20-dB
bandwidth (Heil et al. 1992) or 40-dB bandwidth
(Schreiner and Mendelson 1990; Schreiner and Sutter
1992) of their excitatory tuning curve.
According to the references mentioned under items
1±6 above, the following shifts of response characteris-
549tics occur: immediately dorsal and ventral of the central
patches (Fig. 1), neurons tend to have high tone-re-
sponse thresholds, monotonic rate-intensity functions,
large dynamic ranges, and preferences for fast speeds of
frequency modulation. At farther dorsal and ventral
locations, tone-response thresholds and dynamic ranges
are variable but tend to be higher than in the center of
the AI. Also, rate-intensity functions are variable there
but usually less sharply peaked compared to the center
of the AI. Tone-response latencies gradually increase
from the center of the AI towards more dorsal and
ventral locations (Fig. 1). The sharpness of tuning de-
creases only towards more dorsal locations. Further,
neurons in the dorsal and ventral part of the AI prefer
upward frequency sweeps (Fig. 1).
In addition to these average response gradients run-
ning from the center of the AI both through the dorsal
and ventral, or only through the dorsal, part of the AI,
there are further topographies in the AI and dierences
between the three parts of the AI:
1. It has long been known that the response patterns
to binaural stimuli are not arbitrarily distributed along
the isofrequency stripes (Fig. 1). Clusters of neurons
being excited by both ears and summing up their re-
sponses (EE) alternate with clusters of neurons that are
most often inhibited by the ipsilateral ear and excited by
the contralateral ear (EI) (Imig and Adria Â n 1977; Mid-
dlebrooks et al. 1980; Reale and Kettner 1986). Neurons
showing binaural summation occupy larger cortical ar-
eas than those showing binaural inhibition (Fig. 1).
2. The binaural interaction patterns mentioned above
may be related to the function of sound localization.
Neurons preferring tones from the central, ipsilateral or
contralateral sound ®eld have been shown to be clus-
tered at certain positions on isofrequency stripes (Rajan
et al. 1990; Clarey et al. 1994). The sizes and sequences
of clusters are rather irregular and are not shown in
Fig. 1.
3. In the ventral part, the scatter of CFs of neigh-
boring neurons (Fig. 1) seems to be much larger than in
the central and dorsal part (Schreiner and Sutter 1992).
Fig. 1 Pictograph of seven topographies and clustered distributions of
neuronal response characteristics in the cat primary auditory cortical
®eld (AI) as listed in the text. The diagram shows the AI in a surface
view. All through the AI, the tonotopic gradient, the best-studied and
clearest topography, which is de®ned by the local characteristic
frequency (CF) of the neurons, extends from low CFs (left)t oh i g h
CFs (right). Along this frequency axis, narrow stripes can be found in
which the CFs of most of the neurons are very similar (isofrequency
stripes). In the ventral part of the AI, such isofrequency stripes are less
well de®ned (the CFs of the neurons are more variable locally)
compared to the central and dorsal part. This is indicated by the
irregular boundaries of the ventral part of the isofrequency stripe
shown. It is important to note that all the topographies shown (1-6)
and the excitation by contralateral and ipsilateral ear (EE) and
excitation by contralateral and inhibition by ipsilateral ear (EI)
clusters are superimposed on every isofrequency stripe that can be
considered. For better visibility, these topographies have been placed
side by side. All topographies are drawn as areas of changing width
along the dorsoventral extent of the AI. The necks of these areas are
always in the central part of the AI. This means that, at the neck, the
tone-response threshold (1) is lowest, the monotonicity (2) of the rate-
intensity function is lowest (the function is very peaked), the dynamic
range (3) is lowest, the tone-response latency (4) is shortest, the
preferred speed of frequency modulation (5) in a sound is lowest, and
the width of the excitatory tuning curve (6) is smallest. The average
values of the neuronal response characteristics in the six topographies
increase from the neck both towards the dorsal and ventral border of
the AI as indicated by the widths of the respective areas. The
irregularities of the shapes of these areas symbolize a large variability
in the dorsoventral gradients seen between individual cortices and
within the AI of one individual if conditions at dierent isofrequency
stripes are compared. Superimposed on these dorsoventral gradients
are clusters of neurons alternating in their binaural response between
EE and EI. The direction of frequency sweeps preferred by most
neurons in the dorsal, central and ventral AI is also shown. For
further explanations, see text
5504. In the dorsal part of the AI, 35% of all neurons
have excitatory tuning curves with more than one peak
or even two or three separate frequency-response areas.
This is a signi®cantly higher occurrence rate for multi-
peaked tuning curves compared with the central and
ventral AI (Sutter and Schreiner 1991).
5. Neurons in the dorsal part of the AI seem to be
inappropriate to encode perceptually relevant charac-
teristics of frequency resolution and spectral ®ltering
(critical band measurements), while such properties are
found in the central and ventral AI (Ehret and Schreiner
1997, this volume).
The above-listed 11 topographies and clustered distri-
butions of neuronal response characteristics are all
based on studies of the cat. These data are supported by
contributions from other animals. The spatial distribu-
tion of tone-response latency along an isofrequency
stripe in the guinea pig anterior ®eld of the AC is very
similar to that of the cat with shortest latencies repre-
sented somewhat ventral of the center and a gradient of
increasing latencies towards more dorsal and ventral
locations (Tanaka et al. 1994). Neurons with EE or EI
binaural interaction patterns are clustered along an
isofrequency stripe in the ferret (Kelly and Judge 1994),
rat (Kelly and Sally 1988), and mustache bat (Liu and
Suga 1997, this volume).
Finally,thefollowingtopographieshavebeenreported
for the AI of other mammals but not yet for the cat:
1. Neurons in a special area of the tonotopy of the
mustache bat AI, called the Doppler-shifted, constant-
frequency processing area, respond best to the main
frequency component of the bat's echolocation call. This
area can be regarded as an enlarged isofrequency stripe
in which sound intensity is represented in a circular to-
pography (ampliotopy) re¯ecting the peak positions of
the neurons' rate-intensity functions (Suga 1977; Suga
and Manabe 1982; see also Liu and Suga 1997, this
volume).
2. Neurons responding preferentially to either short-
or long-duration tones are organized in horizontal
stripes in the AC of the little brown bat (Galazyuk and
Feng 1997).
3. In Mongolian gerbils, responses to the periodicity
of amplitude-modulated tones are represented in an
orderly way in the AI according to preferred (best)
modulation frequencies (Schulze and Langner 1997, this
volume). Best-modulation frequencies of neurons de-
crease with a shift of neuronal location from dorsal to
ventral on an isofrequency stripe (compare Fig. 5 in
Stiebler et al. 1997, this volume). Thus, tonotopy and
periodotopy, the latter being the neuronal correlate for
pitch perception (e.g. Langner 1992), are organized in
orthogonal orientation to each other in the primary AC.
Representation of pitch as a distinct quality of percep-
tion has been shown to exist in the human (primary) AC
(Winkler et al. 1995), and it is organized in a map of
periodotopy orthogonal to the tonotopic gradient
(Langner et al. 1997, this volume).
These 14 more or less regular topographies or clus-
tered distributions of neuronal response characteristics
on isofrequency stripes in the AI, together with the
tonotopy itself, certainly express much of the sound-
processing potential of the AI as a function of the loci in
this auditory cortical ®eld. Again, the evident and emi-
nent question arises: what can we infer from this
knowledge for our understanding of how the AC works,
i.e., how sound is encoded at the auditory cortical level?
In the following section, some evidence for a tentative
answer is presented.
Approaching the neuronal code for sound
in the auditory cortex
Static aspects
The previously mentioned orderly spatial representa-
tions of neuronal response characteristics in the AI of
the cat (cf. Fig. 1) and other mammals must not be seen
as spatially separated and independent of each other.
Because all topographies occur in every isofrequency
stripe they are all superimposed. Since the topographies
are highly variable in shape, both along the frequency
map of the AI and among individual animals of a spe-
cies, the superposition of the topographies demonstrated
in the AI creates non-arbitrary, locally speci®c combi-
nation patterns of neuronal response characteristics in
every animal's AI. The result is that in every AI all
possible combinations of neuronal response character-
istics that can occur following the general rules of rep-
resentations shown in Fig. 1 will be realized at a certain
location or at several locations along the isofrequency
stripes. The exact locations within the geometry of the
AI, where neuronal response characteristics of a given
combination can be found, will, however, be individu-
alized.
One also has to consider that the various types of
spatial representations of neuronal response character-
istics may not be independent from each other with re-
gard to the mechanisms of development of response
types in the ascending auditory system and the AC itself.
For example, the type of rate-intensity function (degree
of non-monotonicity), which re¯ects the response
strength of a neuron as a function of sound pressure
level, seems to be coupled with the type of binaural in-
teraction patterns (EE, EI) and response preference for
azimuth angles (Imig et al. 1990; Semple and Kitzes
1993a, b; Clarey et al. 1994). Another case is the corre-
lation between sharpness of frequency tuning, tone-re-
sponse threshold, and the degree of non-monotonicity of
rate-intensity functions (Schreiner and Mendelson 1990;
Schreiner et al. 1992; Sutter and Schreiner 1995). Also,
broadly tuned neurons or those with multi-peaked tun-
ing curves in the dorsal part of the AI have longer tone-
response latencies than sharply tuned neurons in the
central and ventral AI (Mendelson et al. 1997, this
551volume). These examples clearly indicate that the local
combinations of neuronal response characteristics in the
AI come about in a non-arbitrary way. They are, how-
ever, not exactly predetermined for a given spot in
the AI.
If we wish to estimate the probability of response
generation at a certain spot in the AI, we have to know
the local status of combinations of topographies of
neuronal response characteristics and the relationship
among them in the AI under investigation. Provided that
this knowledge were available, we would be able to
predict whether a certain sound would lead to a response
at the given spot. Going from one spot to the next across
the whole AI, we would end up with a complete picture
of the spatial distribution of spots at which responses to
a certain sound are expected to occur. The instantaneous
acoustical Gestalt of a given sound would be represented
quite accurately by a sound-speci®c spatial distribution
of ``hot'' spots in the AI. Since we do not know the
topographies of the 14 or more neuronal response
characteristics for any single spot on an individual AI,
not to mention for several or many spots, this inductive
way to the understanding of how sound is encoded in the
AI by building up a complete picture from millions of
pieces of experimental evidence will fail for practical
reasons. The idea, however, that a given sound pattern
may be encoded by an equivalent spatial pattern of hot
spots in the AI (and in any other auditory cortical ®eld)
is very promising and in various ways the subject of
many recent research eorts.
The ®rst prerequisite for the search for correlations
between sound patterns and spatial response represen-
tation is the complete knowledge of what aspects of
sound are responsible for the generation of action po-
tentials in auditory cortical neurons. Only very recently
it was found (Heil and Irvine 1996; Heil 1997a) that the
time of occurrence of the ®rst action potential of a re-
sponse in the AI and, therefore, the ®rst-spike latency is
a function of the rate of change of the peak pressure of
the sound stimulus. This relationship seems to hold for
most neurons in the AI and has important consequences
for the coordination of action-potential timing in pop-
ulations of neurons of the AI (Heil 1997b). This mech-
anism ensures the exact synchronization of ®rst spikes of
neurons across the AI to the onset of sounds or to rapid
transients, which is necessary condition for a spatial
activity code of sound-pattern representation in the AI.
The timing of spikes of auditory cortical neurons in re-
sponse to transients has been shown to be suciently
precise for a temporal resolution better than 1 ms
(Phillips and Hall 1990) so that a sucient synchroni-
zation eect in populations of neurons can occur if a
common trigger, such as the rate of change of peak
pressure in the sound stimulus, is available.
Synchronous, or better coincident and time-coordi-
nated ®ring of neurons in the AI to certain sound stimuli
(click trains, noise and tone bursts, amplitude-modu-
lated noise and tone bursts), has been demonstrated for
neurons in close vicinity and up to 2 mm away from
each other (Eggermont 1994; deCharms and Merzenich
1996). The strong coordination of spike timing is present
not only for transient sounds but also for the durations
of longer sounds (deCharms and Merzenich 1996).
These multi-electrode approaches and evaluations of
spatiotemporal relationships of ®ring in the AC strongly
support the hypothesis that a given sound pattern is
encoded by an equivalent spatial pattern of hot spots in
the AI, whereby the pattern of hot spots is generated and
de®ned by the coincidentally or time-coordinated ®ring
of the groups of neurons at the spots. In short, the AI
appears to perform sound analysis by synthesis, i.e. by
combining spatially distributed coincident or time-co-
ordinated neuronal responses. Potential information
carried by the acoustical patterns of sounds is trans-
formed into eective information laid down in spatial
activity patterns of the AC to be used by the brain if the
eective information ®ts to the brain's context.
The fact that neurons in the AI can synchronize their
action potentials to stimulus repetition rates or rates of
amplitude modulation only for rates often far below
50 Hz (Schreiner and Urbas 1988; Eggermont 1994;
Gaese and Ostwald 1995; Kowalski et al. 1996; Schulze
and Langner 1997, this volume) is no longer an
argument against a code based on spatially distributed
time-coordinated ®ring of groups of neurons for sound
patterns with rapid transients and modulations such as
most animal calls and human speech. As Schulze and
Langner (1997, this volume) propose (supported by
Langner et al. 1997, this volume), synchronization to
low repetition rates in sounds is the direct time-domain
code for rhythm, while rapid amplitude modulations
and high repetition rates in sounds ± properties that
are responsible for the generation of the pitch percept ±
are encoded by orderly spatial representations in the AI
(see previous section).
The hypothesis that a given sound pattern is encoded
by the equivalent spatial pattern of hot spots in the AI is
based mainly on data of topographies of neuronal re-
sponse characteristics of the cat and recent demonstra-
tions of time-coordinated ®ring of groups of neurons at
dierent spots in the AI. Further comparative studies in
other mammals and auditory cortical ®elds beyond the
AI are necessary to provide a broader basis and to test
whether this hypothesis is applicable in general.
Dynamic aspects
So far, we have looked mainly on static aspects of the
neuronal code for sound in the AC. We have argued that
a sound pattern is encoded by equivalent spatial patterns
of hot spots in the AI. This hypothesis implicates that a
sound pattern can be de®ned as a combination of
properties being static or existing as a whole (the
acoustical Gestalt) over a certain period of time. We
know that most sounds are dynamic for various sound
properties. The question is: how can the AC encode
dynamics of the sound, or how can the static model of
552sound-pattern representation in the AI be extended to
cover acoustical signals that vary over longer periods of
time? At ®rst view, it seems clear what we can expect to
happen in the AC if it has to encode a time-varying
acoustical pattern: the spatial distribution of hot spots in
the AI will shift according to the shifts in the topogra-
phies of the neuronal response characteristics induced by
the related shifts of the sound properties. Certain dy-
namics in a given sound pattern would be encoded in the
equivalent dynamics of the hot-spot pattern in the AI.
Problems arise from our decision about when statics
have to change to dynamics. In other words: what are
the time periods over which an acoustical Gestalt can be
considered as static? In terms of the neuronal code, this
question deals with the integration times of cortical
neurons, a topic of general relevance (compare Ko È nig
et al. 1996) that has only recently been addressed in
various ways in experimental studies of the AC.
If the neurons in the AI of the cat can synchronize
their action potentials to stimulus repetition rates or
amplitude modulation rates of up to about 50 Hz
(Schreiner and Urbas 1988), the integration times
roughly calculated as 1/rate would be 20 ms minimum.
Since most AI neurons in the cat and other mammals
synchronize best of rates around 10 Hz (Schreiner and
Urbas 1988; Eggermont 1991; Gaese and Ostwald 1995;
Kowalski et al. 1996; Schulze and Langner 1997, this
volume), the usual integration times in the AI are
around 100 ms. An integration time greater than 100 ms
has been demonstrated in another experiment in which a
linear frequency sweep had a gap of 100 ms (Sugita
1997). A number of cat AI neurons did not respond if
the sweep had this gap and they did not respond to a
noise of the gap duration, but they responded well to the
sweep and the noise ®lling the gap. Thus, these neurons
demonstrate temporal integration over a stimulus du-
ration of more than 100 ms. Integration times of AI
neurons in the order of 100 ms could be the result of
intrinsic oscillations of the AC which have periods of
nearly 100 ms in the cat (Eggermont 1992) and between
25 ms and 100 ms in the guinea pig (Fukunichi and
Murai 1995).
It is interesting to note that the integration time does
not simply indicate the duration between bursts of ac-
tion potentials of the given neuron but rather re¯ects a
rhythm between excitation and inhibition in the AC. A
spatial distribution pattern of excitation in the AI, for
example generated by binaural or two-tone stimuli, is
followed by a spatial pattern of inhibition whereby the
strength of inhibition is highest at the spot of the pre-
viously highest excitation (Horikawa et al. 1997, this
volume; Hosokawa et al. 1997, this volume). It seems
that a certain period after the excitation maximum at a
given spot in the AI, the spot is cleared from excitation
so that the following excitation can emerge as a distinct
peak of activity at the same spot. The ``reset'' of audi-
tory cortical activity will be time coordinated at all hot
spots in the AI that are activated coincidentally or time
coordinated by a certain combination of sound proper-
ties over the whole duration of the sound pattern. This
mechanism of periodical reset of neuronal activity,
the eectiveness of the reset depending on the strength
of the previous excitation, may provide the timing for
the sampling of one spatial pattern of hot spots after the
other and thus for the encoding of the dynamics of
sound patterns in the AI. Further research eorts will
have to focus on the temporal dynamics of coding in the
AC in order to clarify the concept of a periodic sampling
of spatial activity patterns in the AI and probably other
auditory cortical ®elds.
Aspects of plasticity
Plasticity of behavioral responses to sounds can be ob-
served when the behavioral state of an animal changes
(e.g. from sleep to waking, from non-attentive to at-
tentive) or when learning changes the signi®cance of a
certain sound pattern. With regard to the hypothesis of
sound-pattern representation in the AI put forward in
the previous paragraphs, one can ask how behavioral
states and learning in¯uence the topographies of neu-
ronal response characteristics, the coincidental and time-
coordinated ®ring of groups of neurons at certain spots
in the AI, the spatial pattern of hot spots associated with
listening to a certain acoustical pattern, and the dy-
namics of sampling over the hot-spot patterns.
The responsiveness of neurons in the AI of the rat to
tones at their speci®c characteristic frequency can be
increased by electrical stimulation in the basal forebrain
a short period (30±50 ms) before the tone presentation.
This facilitation eect by the time-coordinated coupling
of the two stimuli is mediated by cholinergic projections
to the AC (Hars et al. 1993; Edeline et al. 1994a,b).
Cholinergic in¯uence on neurons in the cat AI also leads
to plasticity of frequency-response areas and sharpness
of frequency tuning (Ashe et al. 1989; McKenna et al.
1989). These studies indicate that topographies of neu-
ronal response characteristics in AI such as the widths of
tuning curves, degrees of monotonicity, and dynamic
ranges can change by the action of the brain cholinergic
system. Since this and other neurotransmitter systems
such as the dopaminergic and serotonergic systems are
associated with functions of regulation of attention,
learning and memory (e.g. Levin et al. 1992; McCormick
1992; Marrocco et al. 1994; Aigner 1995; Buhot 1997;
Schultz 1997), learning-induced plasticity in the AC can
be expected and has actually been demonstrated. Tone-
response habituation and classical and operant condi-
tioning change the response thresholds of neurons, the
shapes of the frequency response areas and sharpness of
tuning of neurons in the AC (e.g. Condon and Wein-
berger 1991; Recanzone et al. 1993; Weinberger 1995;
Bakin et al. 1996; Ohl and Scheich 1996, 1997). Also, the
size of isofrequency stripes in the AI (Recanzone et al.
1993), the response strength to certain frequencies, and
the timing of the response maximum can change owing
to learning (Ohl and Scheich 1996, 1997). Finally, the
553strength of the time-coordinated coupling of action po-
tentials between groups of neurons in the AI can be
increased in a behavioral auditory task mainly during
the time while the task is performed (Ahissar et al. 1992).
The above-mentioned ®ndings, many of them sum-
marized by Ahissar and Ahissar (1994), clearly indicate
the potentially profound in¯uence of behavioral states
and of acoustical learning on many topographies of
neuronal response characteristics and the time-coordi-
nated ®ring of groups of neurons, and thus on the gen-
eration of the spatial patterns of hot spots in the AI.
That is, the neuronal code for a given sound pattern in
the AI can be expected to change as a function of the
animal's attention to and experience with a certain
sound. Whether such expected changes of activity pat-
terns directly re¯ect related changes in the perception of
the sound, as the case of sound processing in the audi-
tory cortical ®elds of the echolocating mustache bat
suggests, must remain open. Studies, in which small lo-
cal lesions are introduced in areas of learning-based re-
sponse patterns and response-pattern changes, are
necessary to estimate the signi®cance of the spatial hot-
spot pattern in the AI for the dierential perception of a
learned sound pattern.
Most studies on auditory plasticity used only pure
tones as stimuli, so that the eects of changes in neu-
ronal response patterns found may be much too large
and non-representative for complex sounds which are
expected to generate a spatially diverse activity pattern
in the AI, not a single focal activity on the isofrequency
stripe related to the tone frequency. This calls for studies
in which complex sounds of biological relevance are
used to investigate the plasticity of auditory cortical
topographies and distributions of neuronal activity. The
®rst approaches are in progress (Braun and Scheich
1997, this volume).
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