The average dissipation curve of an attenuative layered earth medium by Chun, Joong Hee
Scholars' Mine 
Doctoral Dissertations Student Theses and Dissertations 
1972 
The average dissipation curve of an attenuative layered earth 
medium 
Joong Hee Chun 
Follow this and additional works at: https://scholarsmine.mst.edu/doctoral_dissertations 
 Part of the Engineering Commons, and the Geophysics and Seismology Commons 
Department: Geosciences and Geological and Petroleum Engineering 
Recommended Citation 
Chun, Joong Hee, "The average dissipation curve of an attenuative layered earth medium" (1972). 
Doctoral Dissertations. 1864. 
https://scholarsmine.mst.edu/doctoral_dissertations/1864 
This thesis is brought to you by Scholars' Mine, a service of the Missouri S&T Library and Learning Resources. This 
work is protected by U. S. Copyright Law. Unauthorized use including reproduction for redistribution requires the 
permission of the copyright holder. For more information, please contact scholarsmine@mst.edu. 
THE AVERAGE DISSIPATION CURVE 
OF 
AN ATTENUATIVE LAYERED EARTH MEDIUM 
by 
JOONG HEE CHUN, 1937-
A DISSERTATION 
Presented to the Faculty of the Graduate School of the 
UNIVERSITY OF MISSOURI-ROLLA 
In Partial Fulfillment of the Requirements for the Degree 










A feasible method of estimating the attenuative properties of a 
layered earth medium from a reflection seismogram has been developed. 
An average attenuation factor of n layers in the least squares sense 
is designated as S and its usefulness in real applications is investi-
gated. 
Techniques of extracting dissipation factors from both noise 
free and noisy reflection seismic traces are discussed. In order to 
describe the change of the factors with an increase of depth, an 
average dissipation curve the form of which is similar to the average 
velocity of layered medium is also introduced. 
Both the S and the average dissipation curves are estimated using 
real seismic data. The result reveals that dissipation factor of each 
individual layer obtained shows highly fluctuating characteristics. 
However, both S and the average dissipation curve exhibit reasonably 
reliable statistical regularity. 
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I. INTRODUCTION 
A reflection seismogram contains much information concerning sub-
surface geological conditions, and there are three basic parameters 
which are used for the interpretation of the same. These are: ( 1) the 
seismic wave travel time which is a function of travel distance and the 
velocity, (2) reflectivities which are functions of acoustic impedances 
of two adjacent layers, and (3) the dissipation factor which is a com-
plicated function of the physical and chemical state of the subsurface 
material. 
Of the three, primarily the travel time and the velocity are used 
for the interpretation of geological structure. Attenuation information 
which has great potential as an indicator of underground rock properties 
has for the most part been neglected for interpretation purposes. This 
may be attributed not only to the lack of understanding of the mechanism 
of the attenuation of seismic energy in a solid, but also to the diffi-
culties involved in the extraction of the dissipation factor from a 
field seismogram. 
The objective of this research is to develop techniques of estima-
ting the average dissipation curve of a layered earth medium from a 
field reflection seismogram. 
In the formulation of the attenuative property the following 
assumptions are made: 
1) the earth may be presented as a series of horizontal, isotropic, 
and homogeneous layers, 
2) each layer is a time invariant linear low pass filter for the 
seismic signal, and 
2 
3) the input signal is frequency band limited. 
The general characteristics of lowpass earth filters are reviewed 
and the attenuative property of both noise free and noisy reflection 
seismograms are investigated with the aid of a hypothetical attenuative 
layered earth model. 
Techniques of extracting dissipation factors from reflection 
seismograms are discussed. In the case for the noisy seismogram, the 
dissipation factors obtained are treated as random variables and their 
statistical properties have been investigated. 
In order to describe the over-all attenuative property of n layers 
with one parameter, an average attenuation factor in the least squares 
sense designated B is introduced. A continuous form of the average 
dissipation factors, the form of which is similar to the average 
velocity of layered medium, is also introduced. 
Both the B and the average dissipation curves are estimated using 
factors obtained from the analysis of real seismic data taken from off-
shore Louisiana. The result reveals that the variance of individual 
dissipation factors is too large and thus any estimate of their real 
values are unreliable. However, the average attenuation factor B is 
relatively stable and the range of Q, (- 1/B), values obtained from 
B is approximately 60 to 100. If the mathematical form of the average 
-b dissipation curve is assumed as aT (where Tis the travel time), 
then the range of coefficient a is from 0.033 to 0.066, and that of 
b is from 0.65 to 0.80. 
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II. ATTENUATION OF SEISMIC WAVES IN AN .~ELASTIC MEDIUM 
At present there is no one satisfactory theory of seismic wave 
attenuation in rock or rock like material. However, it is believed 
that it is a complicated function of grain size, porosity, fluid and 
gas saturation, permeability, cohesion power between grains, tempera-
ture, pressure, and perhaps the past history of the rock. (See Born (2), 
Ferrero, et al. (6), and Paterson (21) .) Whatever function or functions 
it may be, by using the concept of a two port network, it is possible 
to express the attenuation property in terms of a transfer function or 
transfer characteristic depending upon its linearity or nonlinearity 
respectively. 
Experimental results and theoretical studies by Futterman (7), 
Gutenberg (8), McDonal, et al. (19), Savage, et al. (24), Wuenschel (31), 
and many others support the linear attenuation theory. If the assump-
tion of linearity is true, then all the concepts of linear networks 
are directly applicable to the study of rock attenuation parameters. 
When a seismic signal propagates through an absorptive seismic 
medium, the characteristics of the input signal change continuously 
with travel distance because of the energy absorption of the seismic 
medium. Consider a simple two port network in a homogeneous, isotropic, 
and unbounded medium as shown in Fig. 2-1. If the medium is linear in 
nature, the output signal can be expressed as a convolution of the input 
signal and impulse response of the seismic medium, that is, 
00 
u(x, t) f g(x,t-T) f(T) dT. (2.1) 
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f (t) 0 )I g(x,t) I > 0 u(x,t) 
A )I G(x,w) I B U (x ,w) F(w) 0 > 0 
A source 
D receiver 
X the distance between source and receiver 
f ( t) input signal in the time domain 
u(x,t): output signal in the time domain 
g(x,t): impulse response of the earth filter 
T the travel time from the source to receiver 
F(w) Fourier transform of f(t) 
U(x,w): Fourier transform of u(x,t) 
G(x,w): Fourier transform of g(x,t) 
Fig. 2-1. A Simple Two Port Network 
1 2 ..... X 
lf!(w) f- lf!(w) 1---------- lf!(w) 
(a) H(x,w) 
1 2 ..... T 
~ ¢(w) I-- ¢(w) 1---------- ¢(w) ...... 
(b) H(T,w) 
Fig. 2-2. The Transfer Function of the Earth Filter Expressed 




In general a seismogram is a record which is a function of record-
ing time at a fixed point in space. Therefore, it is often more con-
venient to use the travel time T as a variable instead of the travel 
distance. Since the seismic wave propagation velocity V is assumed to 
be a constant for a given seismic medium, the travel distance x is 
proportional to the travel timeT. Thus, functions which are expressed 
in terms of travel distance can be expressed in terms of the travel 
timeT, i.e., U(x,w) + U(T,w), G(x,w) + G(T,w), and H(x,w) + H(T,w). 
Similarly, the earth filter defined in Eq. (2.4) is expressed in terms 
of travel time as 
H(T,w) T [¢(w)] ' (2.5) 
where ¢(w) is the unit travel time transfer function of the earth and 
T is an integer multiple of the unit travel time oT. This filter is 
depicted in Fig. 2-2(b). 
Even though the exact mathematical expression of the earth filter 
is unknown, most experimental and theoretical studies reveal that earth 
materials behave as a lowpass filter for the propagation of seismic 
waves. See, for example, the review article of Knopoff (11). 
For this research a low pass filter behavior is assumed and the 
filter is defined as one whose amplitude response is an even function 
of frequency which satisfies the following inequality, 
(2.6) 
for all 0 < w. < ~ • This is also expressible in terms of the unit 
- J k 




If the natural logarithm is taken of each member of the inequality 
(2.7) and the resultant normalized by 1/T, the inequality 
(2.8) 
is obtained. 
In order to provide an example of a lowpass filter, one of the 
most commonly discussed will be presented and its characteristics will 
be briefly investigated. 
If the amplitude response of the unit travel time transfer func-
tion is assumed to be of the form 
i¢(w)j -y(w) e ' (2.9) 
where y(w) is a real valued function of frequency defined for all 
positive frequencies, then the amplitude response of the earth filter 
is 
jH(T,w)j -y(w)T = e . (2.10) 
If the quantity Tis assumed to be known then the character of jH(T,w)! 
can be determined completely from the properties of y(w). The necessary 
condition for jH(T,w)! as defined in Eq. (2.10) to be a lowpass filter 
is obtained by substituting Eq. (2.9) into (2.8) and multiplying each 
member by -1. This results in 
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0 < y(w.) < y(wk) 
- J (2 .11) 
for all 0 < w < w 
- j k. 
From (2.11), it is possible to conclude that if y(w) is a positive 
valued and monotonic increasing function then the exponential filter 
defined by Eq. (2.10) is a lowpass filter. 
Similarly whenever the amplitude response of the earth filter is 
defined in terms of the unit distance transfer function as 
H(x,w) 11/JCw) ( -a(w)x e ' (2 .12) 
the necessary condition for the filter to be a lowpass filter is 
0 < a(w.) < a(wk) 
- J 
for 0 < w. < wk. 
- J 
(2.13) 
The exponential form of the earth filter was suggested by Futterman 
(7), Gutenberg (8), McDonal, et al., (19), Savage, et al. (24), 
Knopoff (10), and others. However, there exists some minor disagree-
ment concerning the exact mathematical expression, but the majority of 














2Qc ' (2.16) 
-1 
where Q is a dimensionless quantity called the specific dissipation 
factor, c is the phase velocity, and z is a positive quantity of the 
range 0.5-2.0. The term y shown in Eq. (2.15) is a temporal attenuation 
factor defined as 
y = (2.17) 
Since a and y both satisfy the lowpass criterion, it is reasonable to 
conclude that the most commonly discussed exponential form filters are 
just particular types of lowpass filters. However, for the exponen-
tial form, it is not necessary to restrict the expressions of a and y 
as they are defined in Eqs. (2.16) and (2.17). Any real functions of 
frequency which satisfy the inequalities (2.11) and (2.13) are accept-
able as the exponents. 
When the earth filter is expressed in terms of a spatial attenua-
tion factor, some care is needed to determine whether it is a lowpass 
filter or not. In Eq. (2.16), if the velocity c is allowed to be inde-
pendent of frequency then a will satisfy inequality (2.13) and the 
filter defined in Eq. (2.14) is a lowpass one. However, if the velocity 
is a function of frequency then a defined in Eq. (2.14) does not 
satisfy the lowpass filter criterion unless the phase velocity c c (w) 
satisfies the following inequality. 
(2 .18) 
for all 0 < w. < wk. 
- J 
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The value of Q is substantially independent of frequency and the 
attenuative behavior of solids tends to obey z = 1.0 and that of liquids 
obeys z = 2.0 (Knopoff (11)). 
Even though field and laboratory measurements of IH(T,w)l or 
IH(x,w)l vary over a wide frequency range, the employed techniques of 
analysis are essentially the same. One of the most common is as follows: 
1) take the natural logarithm of IH(T,w)l or IH(x,w)! , and 2) study 
-ln!H(T,w)j or -ln!H(x,w)! as a function of frequency. One of the 
advantages of taking the logarithm of the amplitude spectrum is that 
the effect of travel time or travel distance can be more easily com-
pensated in the logarithmic form. This may be shown by taking the 
logarithm of the absolute value of both members of Eq. (2.4) and (2.5). 
These become 
ln IH(x,w)j = x ln I~Cw) I (2.19) 
and 
ln IH(T,w) I T ln I¢Cw)l (2.20) 
respectively. The x and T terms can be eliminated more easily than 
those appearing in Eq. (2.4) and (2.5) because they are now simple 
multipliers. 
Many experimental results of the values of IH(x,w)i or !H(T,w)j 
have been analyzed based on the assumption the earth filter is of an 
exponential form. Therefore a or y are presented as functions of 
frequency (See Collins (5), McDonal (19), Knopoff (11), and etc.). 
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If the earth filter is assumed not to be of an exponential nature 
then most of the values of a and y presented in the literature should 
be redesignated as -ln j~(w) j or -ln I¢Cw)/ because a andy are defined 
only for the special cases I~Cw) I = 
experimental results of -ln I~Cw) I 
-a 
e I¢Cw) I 
or -ln /¢(w) I 
and -y e . If available 
are re-examined without 
any prior assumption concerning the exact form of the earth filter, it 
would be generally concluded that they are functions whose values 
increase with increasing frequency. The above may be described mathe-
matically as 
0 < -ln I~Cw) I < -ln /~Cwk) / (2.21) 
and 
(2.22) 
for all 0 S wj < wk. 
Since inequalities (2.21) and (2.22) obtained from experimental 
results are of the same form as those for the lowpass filter defined 
in inequality (2.7), the assumption that the earth does act as a low-
pass filter for the propagation of seismic waves is reasonable. For 
this research it is assumed that this is true. 
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III. ATTENUATION OF SEISMIC WAVES IN k~ ANELASTIC LAYERED MEDIA 
If it is assumed that the layered earth is a system of linear 
lowpass filters connected in cascade, it is possible to write an ex-
pression for its transfer function. Neglecting multiple reflections, 
a schematic diagram of a normal plane wave incident to a layered earth 
and its equivalent network is shown in Fig. 3-1. In the figure, 6X. 
l 
is the thickness of the ith layer, 6T. is one way travel time in the ith 
l 
layer, H.(T,w) is the one way transfer function of the ith layer, and 
l 
K. is the ith interface reflection coefficient. 
l 
The reflection and downward and upward transmission coefficients 




Pi+lvi+l - PiVi 
Pi+lvi+l + pivi ' 








where p. is the density of the ith layer, and V. is the velocity of the 
l l 
ith layer. For clarity of explanation, the figure is drawn as if there 
is a finite distance between A and B but in actuality it is zero. 
The following formulation is essentially the same as that for 
Trorey's model (28) except for the type of earth transfer function 
(See Appendix A). As shown in Fig. 3-1, the reflection from the first 












X1 ,6T1 ,H1 (T,w) e-iw6TlH1 (T,w) 
Kl I I 
-v 
, I Kl I 
x2,6T2 ,H2(T,w) (l-Kl)e-iw6TzH2(T,w) 
K 2 
I L , I K2 I 
K 
n-1 
I K I 
t , L n-1 I 
X ,6T ,H (T,w) 
n n n 
(1-K )e-iwi'1TnH (T,w) 
n n 
K 
n I I K I J, I !!__ I 
dowmv-ard response 
Fig. 3-1. Absorptive Layered Earth Model and its 
















that of the second interface as 
-i2WT 
U2 (T,w) = F(w)(l-K1 )K2 (l+K1 )e 
2 [H1 (T,w)H2 (T,w)]
2 
, (3.5) 
and that of the nth interface as 












M = K 
n n 
S (T, w) 
n 
n-1 
IT (1-K. 2) 
j=l J 
n 2 
IT [H. (T ,w)] 
j=l J 
the expression for the nth reflection becomes 
where 
U (T, w) 
n 
= F(w) M 
n 













S (T, w) 
n 
two way total transfer function of the nth reflection, 
and 
n 
T = L 6.T. = n j=l J 
total one way travel time of the nth reflection. 
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The amplitude spectrum of the nth reflection is 
lu (T,w)! 
n I M II F (w) II S (T, w)! n n (3 .10) 
Throughout this discussion, a restriction will be imposed on the 
numerical value of 6T. such that each 6T. is always equal to an integer 
J J 
multiple of the unit travel time oT. 
In order to present an example of the impulse response of an 
attenuative layered earth model, a hypothetical distribution of Q vs. 
time is generated as shown in Fig. 3-2(a). For this model, it is 
assumed that OT is equal to 1 millisecond and the one-way travel time 
6T. in each layer is equal to SOoT. It is also assumed that the 
J 
mathematical expression of the amplitude response of each layer is the 
same and is of the form 
6T. 
IHj(T,w)l = exp(-~ w) 2Q. 
J 
for j = 1,2, ... ,20. 
(3.11) 
If the earth filter is causal, the phase response of H.(T,w), 
J 
which will be denoted as 8(w), is obtained by means of the Hilbert 
transform as discussed in Appendix A. Thus the complex form of an 




exp [-~ + i8. (w) j 2Q. J 
J 
(3 .12) 
The impulse response of the jth layer h.(T,t) is expressed in terms 
J 
of the inverse Fourier transform of H.(T,w) 
J 
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0 0.5 1.0 1.5 2.0 
Two Way Time (sec) 
(b) Unit Impulse Response 
Fig. 3-2 Hypothetical Q-model and its Unit Impulse Response 
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is obtained. As before the impulse response s (T,t) of n layers can be 
n 
expressed as the inverse Fourier transform of S (T,w), that is 
n 
-1 
s (T,t) ="""f_ [S (T,w)]. 
n ..:Jf n (3.15) 
An equally spaced discrete form of S.(T,w) is generated with the 
J 
assumption that the Nyquist frequency is equal to 250 cps, and the 
frequency sampling rate is equal to 250/64 cycles per sample. Thus, 
the length of S.(T,w) series from -250 cps to 250 cps is 128 samples. 
J 
The inverse Fourier transform of Eq. (3.15) is computed using the fast 
Fourier transform (FFT). Since the Nyquist frequency of S.(T,w) is 
J 
equal to 250 cps, the sampling rate of the time series s.(T,t) is equal 
J 
to 2 milliseconds per sample. Therefore, the time length of s.(T,t) 
J 
Each s.(T,t) is computed by assuming that 
J 
series is 256 milliseconds. 
the reflection coefficients of the first layer through the (j-l)th 
interface are all zero and that of the jth interface is equal to unity. 
This permits a pure s.(T,t) to be obtained that is free from the effects 
J 
of the reflectivity. In order to illustrate the characteristic change 
of the impulse response with respect to travel time, the first 100 
milliseconds of each s.(T,t) are presented beginning at its correspond-
] 
ing two way time in Fig. 3-2(b). 
In order to create an example of an attenuative reflection seismo-
gram model, a hypothetical reflectivity function is generated and is 
19 
as shown in Fig. 3-3(a). If each reflectivity placed at every 100 
milliseconds in Fig. 3-3(a) is assumed to be that of each interface 
of the Q-model shown in Fig. 3-2(a), then this new model can be con-
sidered as an attenuative and layered reflection model. The impulse 
response of the jth reflector is the same as the two way unit impulse 
response s.(T,t) of j layers which is normalized by the reflectivity 
J 
Mj and is delayed by its corresponding two way travel time 2Tj. Thus, 
the impulse response of this attenuative and layered reflection model 
is expressible as 
n 
O(t) = L: 
j=l 
M. S.(T,t-2T.) , 
J J J 
(3.16) 
and is depicted in Fig. 3-3(b). 
In general a reflection seismogram is considered as the output 
of the convolution between a source function and the impulse response 
of a layered system. Such an example is shown in Fig. 3-S(a). Here 
the impulse response shown in Fig. 3-3(b) is convolved with the Ricker 
wavelet shown in Fig. 3-4(a). For purposes of comparison the reflection 
seismogram without attenuation is presented in Fig. 3-S(b). This was 
obtained by the convolution of the reflectivity function shown in 
Fig. 3-3(a) and the source function shown in Fig. 3-4(a). Even if the 
duration of the wavelet is less than the time interval between reflec-
tivities, reflections shown in Fig. 3-S(a) to a certain degree overlap. 
This is because the duration of the impulse response associated with 
each reflection is longer than the two way interval travel time 26T .. 
J 
Although the reflected signals shown in Fig. 3-S(a) overlap, it is 











0 0.5 1.0 1.5 2.0 
Two Way Time(sec.) 
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Figure 3-3. Hypothetical Reflectivity Function With 
and Without Attenuation 
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Figure 3-4. The Ricker Wavelet and its Amplitude 
Spectrum 
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non-overlapping reflections by simply increasing the value of 6T. 
J 
in such a manner that all meaningful portions of each reflected signal 
lie within 26T .. 
J 
Assume there exists a reflection seismogram such that each 26T. 
J 
is longer than the duration of each primary reflection. If each re-
fleeted signal is analyzed separately, the undistorted amplitude 
spectrum of each reflected signal is obtainable. 
A. The Interval Attenuation Function (IAF) and The Ratio Technique 
One of the most commonly employed techniques of extracting the 
interval attenuation factor is by means of the ratio technique. It 
assumes that the amplitude response of the earth filter is of an 
exponential form. This technique has been applied successfully in the 
study of attenuation properties of the upper and lower mantle of the 
earth (See Kovach and Anderson (14)). The application can be extended 
to the generalized n layer attenuative earth in the following manner. 
I u. (T, w) I 
]_ 
2 2 IM.IIF(w) I!H1 (T,w) I ••.••• !H. (T,w) I ]_ ]_ 
lui_1 (T,w)l 
I H. (T ,w) 1 2 
]_ 
(3.17) 
where i = 2,3, ... n. 
As can be seen in Eq. (3.17), the effect of the source and i-1 
transfer functions are cancelled. 
If the natural logarithm is taken of both members of Eq. (3.17), 
the result is 
24 
ln 
I u. (T ,w) I 
l ln (3 .18) jui-1 (T,w)l 
Thus in Eq. (3.18) the reflectivity term ln!M./M. 1 1 becomes an l l-
addend instead of a multiplier as it was in Eq. (3.17) and when 
lniU.(T,w)/U. 1 (T,w)l values are plotted as ordinates vs. w, the graph l l-
is the same as that of 2 ln!H.(T,w)l vs. w except that the entire curve 
l 
is shifted along the ordinate by an amount equal to lniM./M. 1 1. l l-
If a least squares straight line is fitted to the graph of 
lniU.(T,w)/U. 1 (T,w) I vs. w within the frequency range of WL to wu and l l-
the equation of this line is expressed as a.w+b. then the slope a. is 
l l l 
the same as that obtained by plotting 2 lniH.(T,w)l vs. w. This slope 
l 
a. will be designated as the interval attenuation function (IAF) of the 
l 
ith layer. 
The IAF defined in the above has the following properties: 
(1). It is independent of the reflectivities because the re-
flectivity term ln!M./M. 1 1 in Eq. (3.18) is a common constant l l-
for all frequencies and therefore it does not affect the 
slope a. of the straight line. 
l 
(2). It is always a negative valued function because it is the 
slope of the amplitude spectrum of the earth filter whose 
value decreases with increasing frequency by the lowpass 
hypothesis. 
(3) . It is a function of the travel time T and is expressed as 
a. = -d . .6T. 
l l l 
(3 .19) 
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where d. is a positive constant. This will be referred to 
~ 
as interval dissipation factor in the least squares sense. 
(4) . The IAF ~s a function of the lower and upper limits of the 
frequency range used for the curve fitting. 
In the derivation of the quantity a. the only assumption is that 
~ 
the earth is a lowpass filter. Thus, so long as the earth behaves in 
this manner, the quantity d. defined in Eq. (3.19) is a positive value 
~ 
and represents the average rate of attenuation per frequency within the 
frequency range of wL to WU· Therefore, d. can be used as an attenua-
~ 
tion parameter for a certain limited frequency band. However, one of 
the disadvantages of using d. is that whenever the specific attenuation 
~ 
law is given, it is difficult to express in terms of other parameters 
wT 
except when the earth filter is given as exp(- ZQ). For example, if 
the amplitude response of the earth filter is given as Eq. (2.15) and 
(2 .17) then d. is equal to 1/Q. if and only if the z of Eq. (2 .17) is 
~ ~ 
equal to unity. However, if z is not equal to 1 then the relationship 
between d. and Q. is not unique. This is further complicated because 
~ ~ 
di is a function of wL and wU. However, if z, wL, and wU are fixed, 
increasing the value of 1/Q. always increases the value of d .. 
~ ~ 
B. The Cumulative Attenuation Function and the Average Attenuation 
Factor 
When the natural logarithm is taken of both members of Eq. (3.10) 
the result is 
i 
ln I U. (T, w) I 
~ 
= lnjM.! + lnjF(w) I + 2 2: jH. (T,w) !. 
~ j=l J 
(3. 20) 
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If the least squares straight line is fitted to the data of the 
graph of ln!Ui(T,w)! vs. w, and the straight line equation is expressed 
as A.w +B., the slope A. is expressible as 






where af is the slope of the least squares fit to the source function 
ln!FCw)l vs. w. The term A. will be designated as the cumulative 
l 
attenuation function (CAF) for the ith layer. The CAF is similar in 
nature to the IAF in that it is the sum of a constant af and the IAFs. 
The index i in Eq. (3.21) is associated only with the summation 
and thus it is possible to express A. in terms of A. 1 , that is l l-
A. = A. l + a. 
l l- l 
(3.22) 
The term a. is always a negative quantity by the definition of IAF 
l 
and therefore the inequality 
A. < A. l 
l l-
is true for all possible indicies of i. 
(3.23) 
Consequently, when A.'s are 
l 
plotted as ordinates versus corresponding values of one way travel 
time T as shown in Fig. 3-6 9 the graph must be a monotonic decreasing 
function of time. 
If it is desired to represent a monotonically decreasing or 
increasing function of time by only one parameter within a certain 
limited time interval, the most commonly used is the average slope of 
the least squares straight line within the interval. 
Provided the equation of the least squares straight line fit of 
















A. and the Least Squares Straight Line fit ST + s 
B~sed on the Attenuation Information Shown in 
Fig. 3-2 (a). 
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have the following properties: 
(1). The slope B of the line is completely determined by the 
relative values of ai because af is a common constant for 
all A.'s and thus B is independent of the property of the 
1 
source function. 
(2) . S is always a negative quantity as it is the slope of the 
least squares fit of a monotonic decreasing function. 
(3). S is a measurement of the average attenuation factor of 
a layered system in the least squares sense. 
(4). The intersection of the line is governed by value of af 
and all the IAF a.'s. 
1 
Utilizing a unit impulse source function and the attenuation in-
formation from the Q model of Fig. 3-2(a), a straight line fit of the data 
and the resulting CAF is presented in Fig. 3-6. 
Another form of the averaged attenuation factor of a layered 










and assumes that the earth filter is of the form exp(- 2Q w). 
(3.24) 
6T. 
It is possible to redefine D in terms of a. by the replacement of 
1 
1 
with -a. and thus Qi 1 
D (3.25) 
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The characteristic difference of D and B can be visualized more 
easily from Fig. 3-6. As can be seen in the figure, D is the slope of 
the straight line that passes through two end points [0,0] and [An,Tn] 
while the S is the slope of the least squares straight line fit of n 
points. Although the numerical values of D and -S may differ, both 
represent a means of expressing the averaged dissipation factor of n 
layers. 
It is expected that for the ideal situation and for the case where 
no error is encountered in the measurement of each a., both D and S may 
1 
be of equal importance in the description of the attenuative properties 
of the layered medium. However, if there are errors in the measurement 
of each a., D and S behave differently because of their distinctively 
1 
different statistical properties. These are discussed in detail in the 
next chapter. 
IV. THE PROPERTY OF ATTENUATION FACTORS EXTRACTED 
FROM A NOISY SEISMOGRAM 
30 
The characteristics of a field reflection seismogram are consider-
ably more complicated than the non-overlapping synthetic reflection 
seismogram investigated in the previous chapter. 
Field seismograms are in general composites of many overlapping 
wavelets and may contain varying amounts of noise depending upon both 
the geological conditions of the area and the shot environment during 
the time of the recording. Therefore, before any attempt is made to 
extract attenuation parameters from the real seismogram, it is desir-
able to investigate some characteristics of an overlapping reflection 
synthetic seismogram. 
An attenuative layered model which will produce the desired type 
of seismogram can be constructed from the model shown in Fig. 3-1 
by considering that the two way travel time of each layer is smaller 
than the duration of each reflection. 
An example of overlapping reflection seismogram is constructed 
using the same techniques and the identical seismic information, except 
the reflectivity function. The new function is presented in Fig. 4-l(a) 
and it is made assuming that the two way time of each layer is equal 
to 20 milliseconds and the numerical value of each reflectivity is 
obtained from the outcome of a random number generating computer sub-
routine. The unit impulse response of this layered medium is obtained 
by incorporating the reflectivity function shown in Fig. 4-l(a) and 
the impulse response of each reflector obtained from the Q-model shown 
in Fig. 3-2(a). This attenuation incorporated reflectivity function 
is presented in Fig. 4-l(b). The synthetic seismogram presented in 
0 0.5 1.0 1.5 2.0 
Two Way Time (sec) 
(a) Reflectivity 
0 0.5 1.0 1.5 2.0 
Two Way Time 
(b) Reflectivity with Attenuation 
Figure 4-1. Hypothetical Reflectivity and Attenuation 
Incorrorated Reflectivity Function 
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(a) Synthetic Seismogram \vith Attenuation 
0 0.5 1.0 1.5 2.0 
Two Way Time (sec) 
(b) Synthetic Seismogram without Attenuation 
Figure 4-2. Synthetic Seismograms of Overlapping Reflections 
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Fig. 4-2(a) was obtained by convolving the Ricker wavelet and the 
attenuation incorporated reflectivity function shown in Fig. 4-l(b). 
The synthetic seismogram without attenuation presented in Fig. 4-2(b) 
was obtained in the same manner but the reflectivity function shown 
in Fig. 4-l(a) was utilized. 
It is almost impossible to obtain an undistorted amplitude 
spectrum of the nth reflection from this overlapping seismogram be-
cause the reflection cannot be analyzed separately even if its onset 
time 2Tn and duration Td are known. However, reflections which are 
located within the nth time interval, from 2T to 2T + Td, may be 
n n 
considered as the sum of the nth reflection and incomplete wavelets 
whose onset times occur earlier than 2T or within the nth time inter-
n 
val. If noise is defined as undesired signal, then all segments of 
wavelets included in the nth time interval may be considered as such. 
Furthermore, in order to formulate a more realistic field seismogram 
all multiples and ambient noise which lie within the time interval are 
also considered as noise. Let n (t) be defined as the sum of incom-
n 
plete wavelets, multiples, and ambient noise. The time series within 
the nth time interval is then expressed as 
u (T, t) 
n 
u (T,t) + n (t) 
n n 
The Fourier transform of this is 
U (T,w) = F(w) S (T,w) M + N (w) 
n n n n 





n J [Re U (T,w)] 2 + [Im U (T,w)] 2 n n (4. 3) 
Let 
lu (T,.w) I = jF(w) I js (T,w) I w (w) 









The term W (w) is a real positive function of w because ju (T,w) I 
n n 
is positive by the definition of the amplitude spectrum. Eq. (4.4) then 
represents the amplitude spectrum of the nth time interval expressed as 
the product of the amplitude spectrum of the nth reflection whose 
reflectivity is W (w) rather than a constant IM I. Thus it is possible 
n n 
to relate lu (T,w) I and ju (T,w)! as defined by Eq. (3.10) and (4.4), 
n n 
respectively, by considering ju (T,w)l as a special case of lu (T,w)j. 
n n 
For conven1ency of explanation, W (w) is rewritten as 
n 
W (w) = c R (w) , 
n n n 
(4.6) 
where R (w) is a positive function of w and C is a positive constant. 
n n 
Taking the natural logarithm of both members of Eq. (4.4) gives 
lnlu (T,w) I = lniFCw)j + lniS (T,w)l + ln W (w). 
n n n 
( 4. 7) 
This is rewritten in terms of Eq. (4.6) to obtain 
lnju (T,w)j 
n 
lnjF(w)! + lnjs (T,.w)j + ln C + ln R (w). (4.8) 
n n n 
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Because ln R (w) is a complicated function of the generally un-
n 
known parameters F(w), S (T,w), and N (w), it shall be considered as a 
n n 
random function. Further, each random frequency function ln R.(w) for 
l 
i = 1,2,3, ..• n is assumed to be produced by sources of an identical 
nature under the same conditions. 
By defining a discrete random frequency function J(wk) as 
1 < k < m, 
m + 1 < k < 2m, 
2m + 1 < k < 3m, 
, (n-l)m+ 1 < k < nm, ( 4. 9) 
where m is the number of sample points between WL to wU, then J(wk) 
may be considered to be a random function produced by a single source. 
Let the random variable n be the amplitude of the function J(w) 
at w = w and assume that it has a continuous range of variation. If k 
the range variable of n is y then the probability density of n at 
w = wk is expressed symbolically as 
(4 .10) 
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The additional assumption that the probability density of P
11
(y,wk) 
is the same for all wk will be made. Accordingly, Eq. (4.10) may be 
written as 
(4.11) 
where P (y) is the probability density function of the random variable 
n 
n and is independent of w. (For a detailed discussion of stationarity, 
see Lee (16) p. 136). 
To avoid confusion due to unclear terminology, a few definitions 
of statistical terms which are used frequently are presented in 
Appendix B. These definitions given in Appendix B are applicable to 
the previously defined random variable n in the following manner: 
Let n .. (where i = 1,2, ... ,n, and j = 1,2, ... ,m) be random samples l,J 
from a random variable n each having the same distribution as n and 
let ln R.(w.) be the values assumed by the sample. Throughout this 
l J 
discussion random samples n .. are assumed to be independent random l,J 
samples even if there is no proof to support their independency. 
A. The Interval Attenuation Function in the Presence of Noise 
If Y.(w) is defined as the ratio of the logarithm of amplitude 
l 






I U. (T, w) l 
l 
lui_1 (T,w) I 
2,3, ... ,n. 
(4 .12) 
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= 2 ln I H. (T, w) I + ln --1 - + ln --=1=---c;--::-
l ci-1 Ri-1 (w) 




2 lniH.(T,w.)l + ln 1 
1 J c. 1 1-
R. (w.) 
+ ln 1 J 
R. 1 (w.) ' 1- J 
(4 .13) 
(4.14) 





= 2 lnjH.(T,w.)l + ln - 1-+ n .. - n. l. 
1 J c. 1 l ,] 1- ,J 1-
(4.15) 
The last two terms are considered to be the random variable ~ and 
Y. (w.) becomes 
l J 
c. 
Y.(w.) = 2 ln!H.(T,w.)j + ln -c 1 +~. 1 .. l J 1 J . 1 l- 'l ,J 1-
(4.16) 
According to the statistical terms defined in Appendix B, this may be 
regarded as a statistic. It should be noted that the expectation of 
~ is always zero because the random variable ~ is the difference of 
two independent random variables which have probability function 
identical to that of n; thus, the probability density function of ~ 
becomes the autocorrelation function of the probability density function 
of the random variable n. Since any autocorrelation function is an 
even function, the expectation of ~ is always zero. 
If the variance of the random variable n is assumed as 
v(n) 2 a (4.17) 
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then the variance of the random variable ~ becomes 
V(~) (4 .18) 
Eq. (4.16) is a typical model to which the method of least 
squares is applicable. This is because the random variable ~ has pro-
perties such that its expectation is zero and its variance is a constant 
for all possible indices i and j . (For a more detailed discussion of 
the applicability of the method of least squares, see Meyer (20) 
p. 277). 
If the least squares straight line is fitted to the graph of Y.(w.) 
~ J 
A 
vs. w. and the equation of the line is expressed as a.w +b., then the 
J ~ ~ 
A A 










Y. (w.) L (w.) 
~ J J 







m 1 L: Y.(w.) 
m j=l ~ J 
1 m 
L: w. , A 
m • 1 J J= 
m - 2 
L: (w. - w) , and 
j=l J 
The expectation and variance of a. and b. are given as 
~ ~ 
E (a.) = a. 
~ ~ 
2 













V(b.) = r.l + _g:_J 
l m A. (4.24) 
Therefore if all assumptions are valid approximations then a. is 
l 
an unbiased linear estimate of a. and its closeness to the true a 
l i 
depends on the variance V(a.). As can be seen in Eq. (4.22), the 
l 
variance of a. is proportional to the variance of n and inversely pro-
l 
portional to the sum of the squares of the meaningful frequency band 
width. Thus the wider the frequency band width and the smaller cr2 , 
the better are the results. 
B. The Cumulative Attenuation Function in the Presence of Noise 
The discrete form of Eq. (4.8) is 
1 n I U . (T , w . ) I 
l J 
= lnjF(w.)j + lnls.(T,w.)j + ln C.+ ln R
1
.(wJ.) 
J l J l 
(4 .25) 
which when written in terms of the random variable n becomes 
i 
ln I U. (T ,w. ) I 
l J 
lnjF(w.)j + 2 L !Hk(T,w.)! + ln c.+ n ... 
J k=l J l l ,J 
(4. 26) 
The CAF for the ith layer in the presence of noise can be defined as 
the slope of the least squares straight line fit of the curve 
lnlu. (T,w.) I vs. w .• This is described mathematically as 
l J J 
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m 
A. 2: ln I U. (T ,w. ) I L(w.) 
l. j=l l. J J 
i m 
a£ + 2: ak + 2: n .. L(w.) 
k=l j=l l.,J J 
= A. + E. 
l. l. (4.27) 
where E. is a random variable which represents the slope of the least 
l. 
squares straight line fit of the random series ln R.(w.). The expecta-
l. J 
tion of E. is equal to zero and the variance is the same as that of 
l. 
A.. The expectation and variance of the latter are respectively. 
l. 






l. 2I (4.29) 
A comparison between Eq. (4.22) and Eq. (4.29) reveals that the variance 
of the CAF A. is half of that of the IAF a .. This is because two random 
l. l. 
series which have identical statistical properties are involved for 
the derivation of ~- while only one series is used for A .. 
l. l. 
The relationship between the IAF and CAF is established by writing 
the CAF of the (i-l)th layer as 
i-1 m 
A. 1 l.- a£+ 2: ak + 2: n. 1 . L(w.) , l.- ,] J k=l j=l 




In the presence of noise, it is expected that the CAF is no longer 
a monotonic decreasing function with an increase in time as it was 
defined by inequality (3.23). Instead it is now a function which has 
many peaks and toughs with a decreasing trend. The deviation of each 
A. from the true A. depends on the numerical value of E •• 
l l l 
C. Comparison Between D and B in the Presence of Noise 
The average dissipation factor D in the presence of noise is 
obtained by substituting Eq. (4.19) into Eq. (3.25) and is 
n 
- L: a. 




The justification for setting the beginning index of the summation at 
2 instead of 1 is that the interval attenuation function of the first 
layer a 1 is not obtainable by the ratio technique. The absence of a 1 
in the definition of D is not a serious problem if D is redefined as 
the average dissipation factor from the second to the nth layer. 







n "' "' 
- L: [A. - A. 1 ] i=2 l 1-
n 














and a comparison of Eq. (4.32) and Eq. (4.34) shows that the averaged 
dissipation factor D obtained using the IAF's a. is the same as that 
l 
obtained from the two CAP's An and A1 . 
As D is a function of the random variables An and A1 , it is also 
/\ 
a random variable. The expectation and the variance of D are respective-
ly 




I' 2 1 ] 2 V(D) a [ x- . n (4.36) 
L: LIT. 
i=2 l 
In the presence of noise S be defined as the slope of the least 
squares straight line fit of data set [A.,T.] and it is hereafter 
l l 
denoted as S. The parameter S is e~pressed as 
n 
S == L: Ai L(Ti) 
i=l 
n 1 
=- L: T. , and lJ 
n i:::;l ~ 
The e~pectation and variance of S are respectively 







A comparison with Eq. (4.35) and (4.38) shows that both D and B are 
" unbiased estimates of D and B. In general -B and D have different values, 
but when n=2, they are equal. When n is greater than 2, then -B , D 
and their closeness to the true B and D values depend on the former 
parameters' variances. Therefore it is of interest to compare these. 
Let the ratio of V(D) and V(S) be VR which is expressed as 
(T - T ) 2 
n 1 
n (4.40) 
2 I (T. - T) 2 
i=l l 
It can be seen from Eq. (4.40) that the ratio VR is equal to 1 when 
n = 2, but for n larger than 2, VR is less than unity. This implies 
that B always has a smaller variance than D. Consequently, it should 
have a better statistical regularity than D. This is the major reason 
why B is more useful than D for practical applications. According to 
the theory of the least squares estimates, among all the possible unbiased 
linear estimates, the one which is obtained by the least squares method 
has the minimum variance. Therefore, whenever the absorptive behavior 
of n layers are described by one parameter, in a statistical sense, B 
should provide the most stable result because of its minimum variance 
property. 
An example of the CAF A.s is obtained from an analysis of the syn-
l 
thetic seismogram shown in Fig. 4-2(a) is presented in Fig. 4-3. For 
this, reflections of 100 milliseconds duration were assumed to be-
gin at 100 milliseconds intervals. The amplitude spectrum of each time 
interval jU.(T,w) I was obtained by analyzing each u.(T,t) by means of the 
l l 
FFT. Each A. is obtained by computing the least squares fit of data set 
l 
44 
[ln/U.(T,w.)/, w.] for the frequency band width w = 5 cps tow =50 cps. 
1 J J L u 
It is significant to note that the slope B obtained from the data set 
(A.,T.) is a negative quantity in spite of the highly scattered charac-
1 l 
teristic of the data. This suggests that if the technique is applied to 
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V. THE AVERAGE DISSIPATION CURVE OF A LAYERED HEDIUM 
The assumption that seismic velocity increases with depth is common-
ly accepted for many interpretation procedures of reflection seismic 
data. An analogous assumption is now made concerning the average dis-
sipation factor D. This is that the factor decreases with increasing 
depth. The rationale for this is that the rock material buried at 
greater depths is more compacted because of higher pressure. 
Mathematically then 
D. l > D. 1- 1 (5 .1) 
for i = 2,3, ..• ,n. 
Although D. decreases with depth it does not follow that interval 
1 
dissipation factor d. does likewise. If it did then 
1 
d. l > d. (5.2) 
1- 1 
fori= 2,3, ... ,n. Therefore if the average dissipation factor D. is 1 
computed using the interval dissipation factors that satisfy the inequality 
(5.2), then it also satisfies the inequality (5.1). However, although 
the satisfying of the inequality (5.2) is sufficient, it is not a neces-




D. 1T. l + d.L'IT. 1- 1- 1 1 
T. 
l 
and substituted into the inequality (5.1). 






fori= 2,3, ... ,n. Thus if di satisfies inequality (5.4), then Di 
obtained will also satisfy the inequality (5.1). An example of inter-
val dissipation factors which do not satisfy (5.2) but do satisfy 
(5.1) are presented in Fig. 5-l(a). The d.'s presented were obtained 
l 
from the Q-model shown in Fig. 3-2(a) and the D 's presented are based i 
on d.'s shown in Fig. 5-l(a). 
l 
A. The Approximate Equation of D. and A. 
l l 
If the average dissipation factor D. and the CAF A. are expressed 
l l 
as continuous mathematical functions, it is more easy to study their 
properties. The continuous forms of D. and A. will be denoted as D(T) 
l l 
and [A(T) - af], respectively and the function D(T) will be designated 
the average dissipation curve of a layered medium. 
The relationship between A(T) and D(T) can be deduced 
n 
and L 6T. of Eq. (3.25) are replaced by D(T), A(T), and T 
i=l l 
as 
D(T) -A(T) T 
This is rewritten as 
A(T) -D(T) T . 
n 
if D , 2:: a. , 




The term A(T) is a monotonic decreasing function of time by the defini-
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(a) The Interval Dissipation Factor d. 
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Figure 5-l. The Interval and the Average Dissipation Factors 
Based on the Q-model Shown in Figure 3-2(a) 
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[ D ( T) + T dD ( T) ] dT > O . (5. 8) 
The inequality (5.8) states the necessary property that D(T) must possess 
in order to represent a valid average dissipation curve. 
Another important property of D(T) is that it is bounded. The 
upper and the lower boundaries of D(T) are 
z~ > D(T) > 0 (5.9) 
for T > 0 provided the interval dissipation factor d. is assumed as 
l 
(1/Q.). This follows from the fact that D(T) represents the average 
l 
of all d. 's and thus is bounded by the reciprocals of oo and 2TI, the 
l 
limits of Q. 
The average dissipation curve D(T) then must satisfy both inequal-
ities (5.8) and (5.9). Although there are many feasible monotonic 
curves, the hyperbolic form will be investigated as representation. 
-b The hyperbolic curve aT represents a monotonic decreasing func-
tion if the coefficients a and b are defined as positive quantities. 
Assume that 
D(T) = aT-b (5.10) 
The inequality (5.8) is satisfied if the coefficient b of Eq. (5.10) 
is positive and less than unity. This is because 
[D(T) + dD(T)] 
dT 
-b 
aT (1-b) (5 .11) 
However, the value of Eq. (5.11) approaches infinity as T approaches 0. 
-b Therefore the conditions imposed upon aT curve are: 0 < a, 0 < b < 1, 
50 
0 < T. 
A parabolic type CAF A(T) =-ai-b that is fitted to the CAF 
shown in Fig. 3-6 is presented in Fig. 5-2. 
B. The Average Dissipation Curve Obtained from Real Seismic Data 
Theoretically, it is necessary to have a zero move-out seismic 
trace in order to obtain the cumrnulative attenuation function. However, 
the difficulty of placing the source and receiver at the same point 
makes this almost impossible to obtain. Consequently, in actual prac-
tice the seismic trace recorded by the nearest detector to the source 
should approximate for the zero move-out trace. 
Consider the collection of the nearest seismic traces from consecu-
tive shots on a seismic line, the latter which are arranged according 
to their distance from the origin of the seismic line. By definition 
such a collection will be designated as an inner most trace seismogram 
(IMTS) and denoted as ¢.(t). An example of such, taken from off-shore 
J 
Louisiana, is shown in Fig. 5-3. The distance between the source and 
receiver for all seismic traces is 780 ft and that between each 
seismic trace is 328 ft. 
Among all possible collections of seismic traces, the IMTS is the 
most satisfactory approximation of the zero move-out assumption; there-
fore it will be used as an input to the study of the average dissipation 
factors in spite of some inevitable error due~ the non zero distance 
between shot point and the nearest detector. 
The ith reflection time interval of the jth l}ITS may be expressed 
as 
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Figure 5-3. An Example of the IMTS 
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u. . ( T, t) = ¢. ( t) 'IT ( t-T . . ) 
~.J J ~.J (5.12) 
where 'TT(t) is a rectangular function defined as 




The term T .. is the beginning time of the ith reflection time interval 
~.J 
of the jth IMTS, and T is the length of the time interval. 
w 
In general, if the characteristics of a seismic trace divided into 
n time intervals of equal length are considered, only two different 
approaches of interpreting the same are possible. One is that the 
probability of at least one complete reflection occurring within a time 
interval is the same for all time intervals and the other is that it 
differs from interval to interval. 
If the latter is assumed, prior to the attenuation study it is 
necessary to pick probable reflections from the given seismogram accord-
ing to some criterion of reflection. As the number of reflections and 
the beginning time of each vary from trace to trace depending upon both 
the criteria of the reflection and the data characteristics, a time 
position map of each reflection time interval (T .. ) is required to 
~.J 
show what portions of the seismogram are being used in the study of 
attenuation. 
If however the former approach is employed then it is not necessary 
to construct the reflection map because T .. can be expressed in terms 
~.J 
of an integer times the time window shifting constant (T ) and the 
s 
beginning time of the first reflection time interval (Tb). The 
relationship between T , T , and Tb are graphically presented in 
w s 
Fig. 5-4. 
1. The Beta-gram 
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Once T .. is determined by either of the two approaches, the A 
1 'J . . 1,] 
of the CAF can be obtained by analyzing u .. (T,t). 
1 ,J 
In order to simultaneously present all A .. 's together with the 
1,] 
time-distance positions of u .. (T,t), the following are performed: for 
1,] 
each trace, values of A .. are plotted as abscissas versus their cor-
, 1,] 
responding values of one way time as shown in Fig. 5-5(a), the least 
squares straight line S.T + ~. is computed (see Fig. 5-5(b)), and a 
J J 
new data set (A .. - ~.) is generated such that the least squares line 
1 ,J J 
to this data passes through the origin of the coordinates as shown in 
Fig. 5-5(c). 
Plots similar to that shown in Fig. 5-5(c) can be generated for 
each trace and arranged sequentially according to their location on 
the time-distance plane. The scale of the latter is that of the input 
seismogram. 
The advantages of presenting (A .. -~.) instead of A .. is that it 
1,] J 1,] 
is easy to identify the location of the original seismic trace from 
which these data are obtained because the line S.T passes through the 
J 
origin of each seismic trace. There is no loss of information by this 
presentation because for a given j, the relative values of A .. are un-
1,] 
changed by the subtraction of the common constant~ .. 
J 
For each j, the corresponding B. represents the generally increas-
J 
"' 
ing or decreasing characteristics of the CAF's A .. fori= 1,2, ... n. 
1 ,] 
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index j), the graph would preserve the over-all property of A .. for 
I.,] 
both indicies i and j. 
The composite of the graph of S. versus distance, and the plot of 
J 
(A .. -s.) and S.T lines is designated as the beta-gram. For reference 
I.,] J J 
purposes, Q (1/-S.) is computed and it is also presented along the 
ave J 
S.T line of each trace of the beta-gram. An example of the beta-gram 
J 
based on the seismogram of Fig. 5-3 is presented in Fig. 5-6. 
For each seismic trace of this example, the two way beginning 
time of the first reflection time interval (Tb) was chosen as 400 milli-
seconds, the length of time window (T ) was 150 milliseconds, and the 
w 
shifting constant (T ) was 100 milliseconds. The amplitude spectrum 
s 
of each reflection time interval !u .. (T,w)l was obtained by means of the 
. 1. 'J 
FFT. The CAF A .. were calculated from a portion of the natural 
1,] 
logarithm of the amplitude spectrum for the frequency band width 5 cps 
to 100 cps. 
As can be seen in Fig. 5-6, the change of the values of B. with 
J 
respect to horizontal distance appear to exceed any reasonable change 
of the true attenuation factor. However, the negative sign appears 
in the majority of S .• This negative characteristic of S. is not only 
J J 
anticipated but also is evidence of the lowpass nature of earth filter. 
However, the fluctuation threshold of A .. is too large compared to 
1,] 
the average slope of the curve. Thus if an A(T) curve is fitted to 
these data, the coefficients obtained will also fluctuate widely. In 
order to obtain more stable coefficients, it is desirable to first 
reduce the variance of A .. then perform the curve fit using the 
1.,] 
variance reduced CAF. 
58 
0 +0.01 BETAGRAM ... o.o1 c; 
:::.:: +0.00 ........ +0.00-
I ~<il ® I ~-0.01 • ® -o.OI II 
• e -~ -0.02 (i) e (J ® 4 ® e ® -0.02 r-1.1.1 
• 2~ LAJ I:D -o.03 5 10 15 -003 m 
0.0 0.0 
1.0 1.0 






1.1.1 LAJ 2 :IE 
r- r-
~ ~ 31& ~ 
0 2.0 2.0 0 ~ ~ r- r-
Figure 5-6. A Beta-gram 
59 
2. The Average B 
It is believed that any real change of the true attenuation factor 
with respect to horizontal distance is gradual and that the rapidly 
fluctuating nature of B. as observed in Fig. 5-6 is attributed to the 
J 
various noise sources discussed in the previous chapter. If any real 
change is gradual then it is justified to remove the high frequency com-
ponent of the B. series in order to more easily visualize this. 
J 
The high frequency component of the B. series may be removed by 
J 
simply applying the running average to the series. The running 
A 
averaged B. may be expressed as 
J 






where j = 1,2,3, ... , and np is the number of points of the running 








A. k 1, (5.15) 
then the B obtained from the least squares fit of data set j+(np/2) 
[Ai,j+(np/ 2)' Ti,j+(np/ 2 )] is the same as that obtained using Eq. (5.14). 
This is because the least squares fit has a linear property in the 
parameter. 
To demonstrate the effectiveness of the running average, nine points 
were applied to the be.ta-gram shown in Fig. 5-6 and the resultant 
running averaged beta-gram is presented as Fig. 5-7. 
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It can be seen in Fig. 5-7 that the running averaged S. 's are all 
J 
negative and their change with respect to distance is much smoother 
than the unaveraged values. It may not be possible to check closeness 
of values of S. with the true D . because of the lack of real in situ 
J n,J 
measurement of the dissipation factor of this area, but the range of 
sj from -0.0100 to -0.0165 is within the range of the reasonable value 
of rock material. This is more easily visualized if S. is converted 
J 
into the more familiar form Q . As can be seen in the averaged 
ave 
S-gram, values of Qave range approximately from 60 to 100. 
In obtaining a representative average dissipation curve of the 
area, two different approaches are available. The one is that fit an 
A(T) curve to each trace of unaveraged CAF A .. , then take the average 
l,] 
of the coefficients obtained from each fitting. The other is that 
take the average of A. . first then fit the A(T) curve to the averaged 
l,] 
CAF A ... l,J 
Since hyperbolic curve fitting has nonlinear properties in the 
coefficients, the former and the latter averages will result in differ-
ent answers. However, in this research the latter will be adopted and 
thus the average CAF A .. shown in Fig. 5-7 will be used as the input l,J 
to the curve fitting. 
3. The Average Dissipation Curve Obtained from Real Data 
The parabolic curve -aTl-b is fitted to each of the traces of 
A .. shown in Fig. 5-7. The resulting coefficients a and bare 
l,] 
tabulated in Table 5-l. The detailed technique of curve fitting is 
discussed in the Appendix C. As can be observed from Table 5-l, the 
range of the coefficient a is approximately 0.033 to 0.066 and that of 
Table 5-l. Coefficients of the Average Dissipation 
Curve D(T) = aT-b 
Trace No. a b 
5 0.04102 0.7401 
6 0.06137 0.8077 
7 0.04035 0.6730 
8 0.03312 0.6479 
9 0.05780 0.7887 
10 0.03619 0.6631 
11 0.05012 0.7518 
12 0.05484 0. 7785 
13 0.05631 0.7723 
14 0.05016 0.7217 
15 0.06453 0. 790 7 
16 0.07580 0.8028 
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b is 0.65 to 0.80. These ranges of the coefficient b satisfy criteria 
of the average dissipation curve stated in Eq. (5.11). This is 
evidence that the average dissipation factor does decrease with an 
increase in depth. 
In order to illustrate the general characteristic of the average 
dissipation curve, the one obtained from the trace No.lO of Fig. 5-7 
is presented in Fig. 5-8. If the earth filter is assumed as an ex-
ponential form, then it is possible to define the continuous form of 
Q. as 
l 
Q(T) 1 D(T) 
a 
(5.16) 
The Q(T) obtained from the D(T) curve shown in Fig. 5-8 is presented 
in Fig. 5-9. The range of the Q(T) values 10 to 40 shown in Fig. 5-9 
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Figure 5-9. An Example of Q(T) Curve 
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VI. SUMMARY AND CONCLUSIONS 
A feasible method of estimating attenuative properties of a 
layered earth medium from reflection seismograms has been developed. 
A reflection seismic trace is divided into n reflection time 
intervals of equal length. Each interval is frequency analyzed separate-
ly. The least squares straight line is fitted to the natural logarithm 
of the amplitude spectrum of each time interval and the slope of the 
line is defined as the cumrnulative attenuation function (CAF). It has 
a monotonic decreasing characteristics with respect to time. 
In real situations, the CAF is neither a monotonic decreasing 
function of time nor a smooth function. This is because of the various 
noise encountered in the computation of the CAF. The CAF is not only 
a function of the characteristics of the input seismic trace but also 
is a function of such parameters as the beginning time of each reflec-
tion time interval, the length of the time interval, and the upper and 
lower limit of the frequency band used. Therefore, for a given seismic 
trace many different sets of CAF are obtainable by changing the parameters 
stated in the above. However, experimental results reveal that although 
the individual value of the CAF varies with changing parameters the 
generally decreasing characteristic of the CAF is persistent. 
The S-gram introduced is a means of presenting the over-all 
characteristics of the CAF's of an area. It contains the information 
concerning the lateral change of the average attenuation factor S, the 
precise time position of the beginning time of each reflection time in-
terval from which the CAF is extracted, the relative values of the CAF, 
and the average Q values. In practical applications, the 8 value is 
67 
not only useful as an indicator of the over-all statistical property 
of the CAF but also useful for curve fitting purposes. For data 
utilized the average dissipation curve may be approximated by a 
hyperbolic curve. 
The D(T) curve is a condensed presentation of the average 
attenuation property of layered earth medium. Thus, it is useful 
for the interpretation of the physical properties of the subsurface 
material. The inverse of D(T) is the more familiar Q(T) and the values 
of this curve are well within acceptable published ranges of the Q 
values. This implies that the various assumptions made are at least 
valid approximations of real situations. 
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VII. RECOMMENDATIONS 
The CAF's derived from real data have high variance. In order to 
improve the resolution power of the CAF, it is necessary to reduce the 
variance of CAF's. This might be accomplished by: 
1) The application of an appropriate window function to each 
reflection time interval prior to the frequency analysis. This will 
result in smoother amplitude spectra. 
2) Pre-whitening the amplitude spectrum by adding small constant 
to each frequency component prior to taking the natural logarithm, 
3) Discarding few frequency components which have extremely 
exceptional value if it is permissible, 
4) Increasing the sample size of the CAF by stacking the CAF ob-
tained from common depth family seismic traces. 
After the variance of the CAF has been reduced to a certain thresh-
old it will be possible to obtain more stable Q(T) curves. Thus a 
contoured map of Q of an area can be constructed. If a sufficient 
number of Q maps of different areas are available, a statistical cor-
relation between Q and other geophysical or geological information such 
as velocity, density, resistivity, and lithology may be obtained. 
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APPENDIX A 
Causal Earth Filter 
Trorey assumed the transfer function of the earth to be of the form 
F(w) = e (-TDw/2 - iwT) (A.l) 
where: D = 1/Q, T = the travel time. 
As he pointed out, "one of the difficulties of using the above function 
as a transfer function of the earth is that the inverse of Eq. (A.l) 
where: A= DT/2 
become acausal. '' This condition may be eliminated by defining the 
transfer function as 
-iwT F(w) = H(w)e 
where H(w) is complex of the form H(w) = jH(w) j e-iG(w). 
(A. 3) 
For the case 8(w) = 0 and H(w) = IH(w) I = e-TDw/ 2 , Eq. (A.3) is identical 
to Eq. (A.l). 
If the earth filter is defined as causal and physically realizable, 
jH(w) I and 8(w) are related explicitly as the Hilbert transform pair 




lniH(w) I 1 !00 8 (w') dw' (A. 4) 
1T w-w' 
-00 
The derivation of Eq. (A.4) and other detailed realizability conditions are 
discussed by Tuttle (29). 
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APPENDIX B 
Definitions of Statistical Terms Used 
The following definitions are from Meyer (20) p. 248-249. 
"Definition. Let X be a random variable with a certain probability 
distribution and let X , ... ,X ben independent random variables each 
having the same distri$ution ~s X. We then call (X1 , ... ,Xn) a random 
sample for the random variable X. 
Definition. Let Xl, ... ,Xn be a random sample from a random variable X 
and let x 1 , ... ,xn be the values assumed by the sample. Let H be a 
function defined for n-tuple (x1 , ... ,xn). We define Y = H(X1 , ... ,~) to 
be a statistic, assuming the value y = H(x1 , ... ,xn). 
In words: A statistic is a real valued function of the sample. Some-
times we use the term statistic to refer to the value of the function. 
Thus we may speak of the statistic y = H(y1 , ... ,yn) when we really should 
say that y is the value of the statistic Y = H(Yl, ... ,Yn) ." 
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APPENDIX C 
A Method of Fitting Parabolic Curve 
The parabola 
y (C .1) 
is concave downward if the coefficient b is restricted to 0 < b < 1. 
Since the parabola defined in the above is one parameter curve, a family 
of curves can be generated as a function of b as shown in Fig. C-1. 
Let TL and Tu be the lower and upper limits of the time interval 
that is of interest. Whenever TL and Tu are given, the least squares 
straight line can be fitted to each of the segments of these parabolas 
within the time interval as shown in Fig. C-2. If the equation of the 
line is donated as 
y aT+ E (C.2) 
that both a and E are functions of b and may be expressed as a(b) and 
E(b) respectively. An example of a(b) and E(b) are presented in 
Fig. C-3. For this TL = 0.2, and Tu 1.65 are used. 
As both a(b) and E(b) are functions of b, it is more convenient 
to use if these two are combined as 
y(b) a( b) E(b) 
(C. 3) 
A plot of y(b) vs. b based on the a(b) and E(b) shown in Fig. C-3 is 
presented in Fig. C-4. 
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A more general form of Eq. (C.l) is 
y ay (C.4) 
where a is a positive constant. The least squares straight line can 
also be fitted to the curve Y Tb . h. h = a w1t 1n t e same time interval TL 
and T . If the equation of the line is expressed as 
u 
y BT + 1: (C.S) 
then it may be rewritten in terms of Eq. (C.2) as 
y a(aT + E). (C. 6) 
This is because the least squares method is linear in the parameters. 
Thus S and 1: can be expressed respectively as 
B = aa(b). (C. 7) 
and 
aE (b) • (C. 8) 
The maximum and the minimum possible values of both B and 1: are 
bounded as 0 < B and 1: < a. This is because the maximum and minimum 
value of both a and E are respectively 1 and 0 as can be observed 
from Fig. C-3. 
The ratio between B and 1: is 




Thus if values of S and s are provided, it is possible to obtain the 
value of b using Eq. (C.9) and the y(b) vs. b curve. After b value is 
found, the value of a can be computed using either Eq. (C.7) or (C.8). 
Often in experimental work, the data is of the form 
y b aT + c (C.lO) 
where c is some unknown constant. If the accumulation of experimental 
points near theY-axis is. dense, Eq. (C.lO) can be solved easily. This 
is because a reasonably reliable value of c can be approximated from 
the experimental data itself. Thus the coefficients a and b can be 
calculated by the method of least squares from the equation 
log(Y-c) = log a + b log T . (C.ll) 
However, in case wher. few or no experimental points near theY-axis are 
available then the coefficients a and b cannot be estimated using 
Eq. (C.ll) because of the uncertainties of the value c. 
The coefficients a and b of Eq. (C.lO) may be estimated without 
the necessity of knowing the value of c if the Eq. (C.9) and the y(b) 
vs. b curve is utilized. If the least squares straight line is fitted 
b to the curve Y = aT + c within the time interval, the equation of 
the line is 
y BT + Cs+c) . (C .12) 
A ne\v variable 
z b aT - s (C .13) 
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is obtained by subtracting (~+c) from Eq. (C.lO). A positive and known 
value k may be added to Eq. (C.l3) as 
z + k b aT - s + k (C.l4) 
A parabolic curve can be fitted to the (Z+k) curve by considering it as 
if it is a complete parabola. Let the coefficient of the parabola be 
ak and bk. As can be seen from Eq. (C.l4), if the value of k = ~' then 
ak a and bk = b. Otherwise ak i a and bk 1 b. According to the defini-
tion of s, its possible range is from 0 to a. Thus if the value of k 
varies from 0 to a then there should exist one k which will minimize 
the following equation 
(C.l5) 
Ideally the minimum value of Eq. (C.l5) is zero and will occur when 
k = S· If the value which minimizes Eq. (C.l5) is denoted as M then in 
the absence of noise M = s and coefficients ~ and bM are the same as 
a and b respectively. 
In the presence of noise, even if an accurate value of S is 
utilized in the estimation of M, it will have some deviation from the 
true s· Consequently ~ and bM obtained will also deviate from the 
real a and b. However, aM and bM are respectively approximations of 
a and b in the least squares sense. 
