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Abstract 
The need to query information content available in various formats including structured and unstructured data (text 
in natural language, semi-structured Web documents, structured RDF data in the semantic Web, etc.) has become 
increasingly important. Thus, Question Answering Systems (QAS) are essential to satisfy this need. QAS aim at 
satisfying users who are looking to answer a specific question in natural language. In this paper we survey various 
QAS. We give also statistics and analysis. This can clear the way and help researchers to choose the appropriate 
solution to their issue. They can see the insufficiency, so that they can propose new systems for complex queries. 
They can also adapt or reuse QAS techniques for specific research issues. 
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1. Introduction 
The rapid increase in massive information storage and the popularity of using the Web allow researchers to store 
data and make them available to the public. However, the exploration of this large amount of data makes finding 
information a complex and expensive task in terms of time. This difficulty has motivated the development of new 
adapted research tools, such as Question Answering Systems. 
In fact, this kind of system allows the user to ask a question in natural language (NL) and return the right answer 
to his question instead of a set of documents deemed relevant, as is the case for engines research. 
However, for Question Answering Systems dedicated to manipulate text and Web documents, the structure of 
the required information affects the accuracy of these systems. QAS are most effective to interact with structured 
knowledge bases. 
Due to the importance QAS, Other surveys are available in the literature, like [1] and [2]. In our survey paper: 
 We count Question Answering Systems and analyze the propositions according to different points of 
view, 
 We refresh existing surveys by adding recent works, 
 Motivated by our ongoing project, titled QAS for Arabic Linked Data, we give a classification based, in 
particularly, on language and data-structure dimensions.  
 Statistics presented through graphical histograms give clear view to researchers working in this field. 
The rest of the paper is organized as follows: Section 2 describes some notions related to the discussed issue in 
the paper. Section 3 cites and classifies Question Answering Systems, Section 4 provides statistics on the QAS. In 
Section 5, we describe the project that we are working on. Finally, Section 5 concludes our work. 
2. Background 
Many notions have to be learned before counting works on Question Answering Systems.  
2.1. What is Question Answering System? 
Many definitions are available in the literature: 
“For human-computer interaction, natural language is the best information access mechanism for humans. 
Hence, Question Answering Systems (QAS) have special significance and advantages over  search engines and are 
considered to be the ultimate goal of semantic Web research for user’s  information needs” [3]. 
“Question Answering on the Web is moving beyond the stage where users simply type a query and retrieve a 
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ranked ordering of appropriate Web pages. Users and analysts want targeted answers to their questions without 
extraneous information“ [4]. 
In this paper, we focus in particularly on QAS dedicated to the Web of documents and the Web of data. 
2.2. QAS for Web of documents and text 
In Information Retrieval (IR) and Natural Language Processing (NLP), Question Answering (QA) is the task of 
automatically providing an answer for a question asked by a human in natural language. QA as a task can be divided 
into three main distinct subtasks, which are: Question Analysis, Document Retrieval and Answer Extraction [5] (see 
Fig. 1).  Most Question Answering Systems follow these three subtasks. However, they may differ in how they 
implement every subtask.   
 
Fig 1: Subtasks of QAS dedicated to Web of documents 
The Question Answering issue deals with the natural language processing for interfacing the QAS at the side of 
users who ask many types of questions. In particularly, Factoid questions are those asked mainly about Named 
Entity (NE), using for example the words: When, Where, How much/many, Who, and What, which ask respectively 
about date/time, place, person, and organization. The Second type is the questions that ask about the definition of 
term or concept. Questions that use the words "Why" or "How" are another type that is hard to answer and there are 
very little if any attempts done to answer this type of questions. 
2.3. QAS for the Web of data 
   The  goal  of  QA  Systems,  as  defined  by  [6], is  to  allow  users  to  ask questions in Natural Language 
(NL), using their own terminology, and receive a concise answer. For QAS dedicated to the Web of data, User asks 
question in natural language. The process starts by linguistically analyzing (dependency graphs using a syntactical 
parser with a step of named entities recognition NER). The next step is to classify the question according to one 
defined question category. The SPARQL query is generated in two steps (linguistically analyze and question 
classification). An external ontology resource can be used for matching items generated in the process. Finally, 
when the SPARQL query is generated, the interrogation of the Linked Data is done, and generates the exact answer 
of the user question. 
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Fig 2: The scenario of interacting with a Question Answering System dedicated to Linked Data. 
 
3. Question Answering Systems 
Question Answering Systems present a good solution for querying unstructured and structured   information. 
This is why a large number of QA systems have been developed to various languages. Some languages, such as 
Latin, in particularly English, are better served than others, such as Arabic and Semitic language in general. This 
might be related to the language features and the maturity of research in the countries speaking it [7]. 
Next we present a survey of QAS, with different sources: structured databases, unstructured free text and 
precompiled semantic knowledge bases. 
3.1. QAS for Latin languages  
Due to the popularity, importance and features of the English language, tens of QA Systems are available since 
1960, like BASEBAL system [8]. The current trend is moving towards Lined Data. Next, we highlight some of the 
most prominent work on this area. 
Table 1:  QAS features and techniques for Latin languages 
QAS features appear in Used techniques 
NLIDB:(Natural Language  
Interfaces to Databases) 
 
PRECISE  [9] Identifying  classes  of  questions 
The formal 
semantic approach 
[10] 
Intermediate representation language 
MASQUE/SQL 
[11] 
Portable  NL  front  end  to  SQL  databases 
BASEBALL [8] 
[12] 
Specific domain Systems 
Open 
Domain 
Question 
Answering 
 
Document-
based 
Question 
[13], [14], [16], 
LASSO [15] 
Deep  linguistic  analysis  and  iterative  strategy 
FALCON [17] Hierarchies of question types based on the types of 
answers sought 
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over text Answering DIMAP [18] Semantic categories of answers are mapped into categories 
covered by a NE Recognizer. When the answer type is 
identified, it is mapped into answer taxonomy, where the 
top categories are connected to several word classes from 
WordNet. 
Question 
Answering 
On the Web 
Mulder [19] Extracting “semantic relation triples” after the document is 
parsed, converting the document into triples. 
FAQ   Finder [20] QA System for factual questions over the Web 
QALC  [21] Statistical or semantic similarities 
QRISTAL [22] Provides answers to English factoid questions based on  
syntactic and semantic analysis 
WebQA [23] Based on named entities’ recognition, and conceptual and 
thematic analysis 
  Ask.com  [24] Using the template-mapping technique to define the  
question type clustering technique to extract multiple 
answer blocks 
 
3.2. Ontology based Question Answering Systems 
Ontology based QA Systems take queries expressed in NL and a given ontology as input, and return answers 
drawn from one or more KBs that subscribe to the ontology. Therefore, they do not require the user to learn the 
vocabulary or the structure of the ontology. 
Ontology based QA Systems vary on two main aspects: (i) the degree of domain customization they require, 
which correlates with their retrieval performance, and (ii) the subset of NL they are able to understand (full 
grammar-based NL, controlled or guided NL, pattern based). 
 
Table 2:  Ontology based QAS features and techniques 
QAS features appear in Used techniques 
QA Systems based on ontologies AquaLog [25] Allows the user to choose an ontology 
and then ask NL queries with respect to 
the universe of discourse covered by the 
ontology 
PowerAqua [26] QAS focusing on querying multiple 
semantic Web resources  
QACID [27] Relies on an ontology, a collection of 
user queries, and an entailment engine 
that associates new queries to a cluster of 
existing queries. 
ORAKEL [28] Translates factual wh-queries into F-
logic or SPARQL and evaluates them 
with respect to a given KB 
GINSENG [29] Controls user’s input via a fixed 
vocabulary and predefined sentence 
structures through menu-based options 
PANTO [30] Portable NLI that takes a NL question as 
input and executes a corresponding 
SPARQL query on a given ontology 
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model 
FREyA [31] Providing improvements with respect to 
a deeper understanding of a question’s 
semantic meaning 
QAKIS [32] Technique for matching NL fragments 
and textual patterns, auto-collected from 
Wikipedia 
SPARQL2NL [33] In the side of converting a SPAQL query 
into natural language. 
SWIP [34] The processing of the NL query is based 
on the use of the pivot query: from the 
NL user query into a pivot query, and the 
formalization of this pivot query. 
Pythia [35] Using ontology in the process of 
interpretation of user query 
SQUALL [36] Using a controlled natural language for 
translation to SPAQL query  
TBSL [37] 
LODQA [38] 
The user question is transformed to a 
template query (a mirror template). 
From the NL query to generate the 
SPAQL query using the template model. 
DeepQA  IBM Watson’s system 
[39] 
Using unstructured and structured data 
(RDF format) to extract and score 
evidence 
 
CASIA [40] 
A Markov Logic Networks algorithm is 
used for learning a joint model, for 
detecting phrases and for mapping 
semantic Items. For these phases, the 
semantic items are grouping into a 
graph.  
 
4. Question Answering performance 
In this section we present statistics about two types of QA systems: Ontology based QAS and Text based QAS: 
4.1. Ontology based QA Systems  
To show the performance of the ontology based QA Systems we looked at the evaluation results carried out in the 
literature, notably those summarized in the survey paper [5]. Then we establish the histogram of the following 
figure. 
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Fig 3: Performance results of the ontology-based Question Answering Systems. 
 
Performance of the Ontology based QAS is represented by the success rate (correct answers to questions) in the 
graph above. 
We found that the success rate of these QA systems varies between 49% and 89%. These results depend on two 
criteria: (1) the algorithms and methods of natural language processing used by the system, and (2) the specified 
domain to be questioned by the system. 
4.2. Text based QA Systems  
To evaluate the Texts based QA Systems we looked at the results given in the Question Answering for Machine 
Reading (QA4MRE), the Main Task at the 2013 Cross Language Evaluation Forum [41]. 
The QA4MRE focuses on the reading of single documents and the identification of the correct and NoA answers 
to a set of questions, over the two years 2012 and 2013. NoA means that the system decided not to answer the 
question. 
 
Fig 4: Shows the percentage of correct answers for different question types in the 2012/2013 versions of the QA4MRE challenge. 
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Finally, we can say that QAS reliability increases in direct proportion to percentage of correct answers, and is in 
inverse proportion to percentage of NoA answers. 
5. What are we planning for? 
Our project is to implement Question Answering System to explore Linked Data. The system user can formulate 
his request with Arabic natural language. The system converts then the request into SPARQL request to interrogate 
Arabic RDF Linked Data, and finally returns the results to the user. 
The global process of the system is illustrate in fig 8 many modules such as the Arabic Natural Language module,  
semiformal query module and ANL generation module will be implemented to achieve our goal. 
 
. 
 
 
 
 
Fig 5: Steps and modules of The Arabic Query Answering System 
 
Many problems have to be solved. Natural Language Processing (NLP) techniques can be used to convert the 
user request from NL into SPARQL. Then, other APIs can be used to return the results to the user.   
6. Conclusion 
A Question Answering System aims at giving precise answers to users’ questions introduced in natural language. 
The purpose of this paper is to cite and classify many QAS. This can clear the way for researchers in this domain. 
They can choose the appropriate system to their problem. They can also see the shortcomings and correct them, or 
propose new QA Systems.   
It is important to note that one of the most important features of QA Systems is their ability to provide exact 
answers, because different sources are the target of these systems. Then, the user asks a question using a natural 
language without knowing the structure of the sources to be queried. Some languages are better served than others, 
due to the maturity of research in the countries speaking this language. So the research in natural language 
processing is primordial for developing Question Answering Systems for unstructured and structured data. The 
Arabic semantic Web is very far from the development of Arabic Question Answering System over semantic Web, 
which is our ultimate goal to achieve. 
Request in Arabic NL 
ANL 
preprocessing  
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SPARQL 
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Response 
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Generation 
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