A new correlation measure, the product of the Shannon entropy power and the Fisher information of the electron density, is introduced by analyzing the Fisher-Shannon information plane of some two-electron systems ͑He-like ions, Hooke's atoms͒. The uncertainty and scaling properties of this information product are pointed out. In addition, the Fisher and Shannon measures of a finite many-electron system are shown to be bounded by the corresponding single-electron measures and the number of electrons of the system.
I. INTRODUCTION
The electron correlation is a major problem in physics of atoms, molecules, and clusters as a consequence of the electron-electron repulsion. This feature has been characterized in terms of the correlation energy E corr , 1 which gives the difference between the exact nonrelativistic energy and the Hartree-Fock approximation, as well as by some statistical correlation coefficients, 2 which assess radial and angular correlation in both the position and momentum density distributions. Recently, some information-theoretic measures of the electron correlation in atomic systems have been proposed: the so-called correlation entropy, 3 which is the information entropy of the one-particle density matrix, and the sum of the Shannon information entropies of the electron density in position and momentum spaces. 4 In this paper we show that the analysis of the electron correlation contained in the position electron density ͑r͒ can be a carried out in an information plane defined by the Shannon entropy power versus Fisher's information of the density. Moreover, we propose a specific correlation measure which is the product of these two functionals of the position electron density. The last quantity, known to be the basic variable of the modern Hohenberg-Kohn density functional theory ͑see, e.g., Ref. 5͒ of many-electron systems, is given by ͑r͒ϭ ͵ ͉⌿͑r,r 2 ,...,r N ͉͒ 2 dr 2¯d r N , ͑1͒
where ⌿(r 1 ,...,r N ) denotes the normalized wave function of the N-electron system and ͑r͒ is normalized to unity. The spreading of this quantity is best measured 6 by the Shannon information entropy S ϭϪ ͵ ͑r͒ln ͑r͒dr, ͑2͒ or better by the Shannon entropy power 6, 7 J ϵ 1 2e e ͑ 2/3͒S , ͑3͒
which measures the spatial delocalization of the electronic cloud. On the other hand, the Fisher information of ͑r͒ is given by
which measures its sharpness or concentration. 8, 9 It is known that these two information measures give complementary descriptions of the smoothness ͑disorder͒ and uncertainty of the electron localization: S and I are global and local measures of smoothness, respectively. 9 The smaller Shannon's entropy is, the more concentrated is the wave function of the state; the larger the Fisher information is, the smaller is the uncertainty, and the higher is the accuracy in predicting the localization of the electron. Moreover, these two functionals of the electron density have been shown to be closely connected with other density functionals which characterize various macroscopic properties of fundamental character and physical observables, 10, 11 e.g., Fisher's information represents, a constant apart, the famous Weizsäcker energy functional. As well, they have been used for the description of numerous physical phenomena, 9, 12 and to build up several basic quantum uncertainty relations 13, 14 stronger than the variance-based Heisenberg relations.
For completeness, let us point out that the aforementioned information measures, which refer to an unitynormalized density 1 (r)ϵ(r), are related to the corresponding measures of the N-normalized density N (r) by S N ϭϪN ln NϩNS and I N ϭNI , for the Shannon and Fisher quantities, respectively.
The structure of the paper is as follows: First, in Sec. II, some properties of the information product P ϵ 17 in an exact manner, with and without electron-electron repulsion. Finally, a summary of our results is given. Let us briefly state in advance that the analysis of the information plane has allowed us ͑i͒ to realize that any deviation from the bare-electron-nucleusinteraction line indicates the ''perturbing'' presence of correlation, and ͑ii͒ to introduce a new electron correlation measure: the information product P mentioned above.
II. INFORMATION PRODUCT
Here, we consider the properties pertinent for the purposes of our work relative to the Fisher information I and the Shannon information entropy S , as well as the entropy power J , which are functionals of the electron density. In addition, we find some inequality-based relationships between the aforementioned quantities and the corresponding information measures of the entire N-electron system, which are functionals of the wave function ⌿(r 1 ,...,r N ), namely, 
A. Nonadditivity property
The superadditivity of the Fisher information and the subadditivity of the Shannon information entropy of a probability density ͑properties that are defined in the Appendix͒, given by Eqs. ͑A2͒ and ͑A3͒, respectively, can be used to prove that
for general N-fermion systems, as shown in detail in the Appendix.
B. Uncertainty property
The Fisher information I and the Shannon entropy power J satisfy the uncertainty relationship Note that when one of the involved quantities decreases near to zero, the other has to increase to a large value. Moreover, it is closely linked to the popular uncertainty relation It is straightforward to show that the equality limit of these two inequalities is reached for Gaussian densities.
C. Scaling property
The Fisher information and the power entropy transform as
under scaling of the probability density ͑r͒ by a real scalar factor ␥; i.e., when ␥ (r)ϭ␥ 3 (␥r). This indicates that they are homogeneous density functionals of degrees 2 and Ϫ2, respectively. Consequently, the information product P ϭ 1 3 J I is invariant under this scaling transformation, i.e., P ␥ ϭP . ͑13͒
The last two properties manifest that these two measures of information are indeed closely related so that the characterization of the electron densities of different fermionic systems ͑atoms, molecules, clusters,...͒ could be improved by the analysis of their location in the Fisher-versus-Shannon plane. Moreover, the scaling property shows that both densities ͑r͒ and ␥ (r) belong to the same curve in that plane.
III. TWO-ELECTRON SYSTEMS
Here, we shall study the ground-state Fisher-Shannon information plane of various two-electron systems with and without the electron-electron interaction. The Hamiltonian of such a system is
where V(r i ) denotes the electron-nucleus interaction of the ith electron. Atomic units are used throughout the paper. We have considered two types of systems which differ in the Coulomb-and oscillator-like form of the electron-nucleus interaction, namely, the He-like ions where V(r i )ϭZ/r i ͑Z being the nuclear charge͒ and the Hooke atoms where
A. He-like ions
First, we have calculated the Fisher information and the entropy power for the bare-Coulomb-field-case ͑i.e., without the interelectronic repulsion͒ and for the ions H Ϫ , He, Li ϩ , Be 2ϩ , B 3ϩ , and Ne 8ϩ (Zϭ1 -5,10). Then, the electron density is hydrogen-like, so J Z ϭ(e/2 1/3 )(1/Z 2 ), ͑Ref. 20͒ and I Z ϭ4Z 2 . 21 Notice that the information product is constant
Let us now consider the electron-electron repulsion effects.
To do so we have used the highly accurate 204-terms Hylleraas-type wave functions of Koga et al. 16 for the ions just mentioned. The computed results are given in Figs. 1 and 2. The Fisher-Shannon plane of these systems is plotted in Fig. 1 , where a logarithmic scale has been used for convenience. The area below the solid line ͑i.e., the line where P Z ϭ1) corresponds to the set of points (I Z ,J Z ) which cannot be spanned by any electron density. The dotted line, which corresponds to the points satisfying P Z ϭK BCF , include the bare He(Z) ions ͑i.e., where no interelectronic repulsion has been taken into account͒. The crossed points correspond to the computed values of the two ground-state information measures of the He-like ions with nuclear charge Zϭ1 -5 and 10. Notice that these points follow a FisherShannon trajectory which depends on Z in such a way that the information product P Z tends towards the bare-Coulomb value K BCF when the nuclear charge is increased, as a clear manifestation of the electron correlation in the information product.
The bullets denote the corresponding bare-Coulombfield values of the same measures which clearly lie on the dotted line as they should. The crosses ͑as well as the bullets͒ from left to right correspond to increasing values of Z. First, we note that the crosses are separated out from the dotted, no-correlation line, although this separation rapidly decreases when Z is increased. Second, for a given ion the cross is located higher and more to the left than the corresponding bullet, as a clear indication that the correlated value for the Shannon information entropy ͑Fisher information͒ is higher ͑lower͒ than the corresponding bare-Coulomb-field values. This is clear evidence that the electron correlation produces a spreading effect in the electronic cloud. Third, the distance between the cross and the bullet of a given ion decreases very fast when Z is increased. The first and third observations show the known phenomenon according to which the aforementioned correlation spreading effect gradually decreases, and the ratio of the electron-electron and electron-nucleus strengths becomes very small, when Z is raised.
This global behavior can also be observed in Fig. 2 , where we have plotted the dependence of the information product P Z on the nuclear charge Z for He-like ions and bare two-electron atoms. Therein again is the apparent monotonic decrease of P Z when Z increased, asymptotically approaching the bare or no-correlation value K BCF and showing that the electron correlation effect gradually decreases with respect to the electron-nucleus interaction when the nuclear charge of the system is raised.
Further evidence that the information product P indeed monitors electron correlation is shown by its comparison with two correlation measures introduced by Ziesche et al. 3 for the two electron systems studied here: the reduced correlation energy per electron ⌬e corr and the dimensionless ratio ⑀ defined by We observe that both measures have a monotonically decreasing behavior when Z is raised, similar to that of the information product P Z ͑see Fig. 2͒ . For completeness we have also drawn ⌬e corr and ⑀ versus the correlation measure P Z introduced here; see the two graphs at the bottom of
Figs. 3͑c͒ and ͑d͒. A quasilinear dependence is observed, as one would expect from the above physically plausible comprehension. Moreover, we observe everywhere that the correlation effects grow when Z decreases, although they are indeed rather small, except for H Ϫ . The physical reason for this behavior is that the Coulomb repulsion grows relative to the electron-nucleus interaction when Z decreases, being most important when Zϭ1.
On the other hand, taking into account that the asymptotic behavior of the correlation measure for Z→ϱ is P Z ϭK BCF , one can fit the new correlation measure as
with a correlation coefficient of 0.94 when a ϭϪ0.052 759 3 and bϭ0.721 512. Finally, for completeness, we have computed the information product in the Hartree-Fock approximation. To do that we have used the accurate Roothaan-Hartree-Fock wave functions of Koga et al. 24 for the He(Z) ions with Z FIG. 3 . The reduced correlation energy ⌬e corr vs the nuclear charge Z ͑a͒, and vs the information product P ͑c͒; and the dimensionless ratio ⑀ versus the nuclear charge Z ͑b͒, and vs the information product P ͑d͒.
ϭ2-5 and 10. This indicates that both information products have a similar dependence on the nuclear charge, and that P Z ϾP Z HF ϾK BCF for each ion. This behavior is physically plausible because in the Hartree-Fock approximation the atomic wave function gives only a partial representation of the electron correlation despite the Hamiltonian including the interelectronic interaction.
B. Hooke's atoms
For the bare oscillator-field case, it is known that J ϭ1/(2) ͑Ref. 20͒ and I ϭ6; 21 so, the information product P ϭ1. On the other hand, the Schrödinger equation of the entire Hooke atom can be solved analytically for an infinite set of oscillator frequencies. 17 The use of relative and center-of-mass coordinates allows the Hamiltonian to be separable, so that the total wave function for singlet states is given by ⌿(r 1 , 1 ,r 2 , 2 )ϭ(R)⌽(u)( 1 , 2 ), where ( 1 , 2 ) is the singlet spin wave function, ͑R͒ and ⌽͑u͒ being the solutions of the Schrödinger equations
respectively, and the total energy EϭE R ϩE u .
The computed results for the Fisher information and entropy power of these systems are shown in the information plane plotted in Fig. 4 for several values for which the problem can be solved analytically; namely, 0. where Q n (r) is a polynomial whose coefficients can be determined analytically. Cioslowski et al. 25 quantify the domains of the weakly correlated regime of this system which corresponds to the values of greater than c Ӎ4.011 624ϫ10 Ϫ2 , and the strongly correlated regime that encompasses the values of smaller than c . From Fig. 4 we observe that the Hooke crossed points (I ,J ) do not lie on the bare-oscillatorfield or no-correlation trajectory P ϭ1 of the FisherShannon plane. Only for relative large values of which correspond with the weakly correlated regime, i.e., when the electron-electron repulsion becomes very small with respect to the oscillator electron-nucleus interaction, to the Hooke points approach the line P ϭ1. So, the location of the points (I ,J ) out of the bare-oscillator-field line is a clear manifestation of the electron correlation.
Moreover, in Fig. 5 we have drawn the information product P as a function of the oscillator electron-nucleus strength . It is apparent that the value of the electron density functional P is always bigger than unity, indicating the decrease of the relative importance of electron correlation when the strength is increased. 
IV. SUMMARY
We have analyzed the following properties of two measures of information ͑Fisher, Shannon͒ of the electron density of a finite many-electron system: nonadditivity, uncertainty, and scaling. The first property has allowed us to find out a lower ͑upper͒ bound for the Fisher ͑Shannon͒ information measure of the entire system in terms of the corresponding single-electron measures and the number of electrons of the system, as given by Eqs. ͑7͒-͑8͒.
The other two properties have led us to explore the Fisher-Shannon information plane as an electron correlation tool. We have numerically investigated this idea by studying the Fisher-Shannon plane of two types of two-electron systems ͑which differ in the electron-nucleus interaction: Coulomb for He-like ions and oscillator for Hooke's atoms͒ with and without the electron-electron repulsion. The computed results plotted in Figs. 1 and 2 clearly show that ͑i͒ these systems have Fisher-Shannon points (I ,J ) lying above the bare-electron-nucleus-field or no-correlation line, and that for a given system the distance between these points and the corresponding bare values rapidly decreases when the electron-nucleus interaction strength is raised, as clear evidence of the electron correlation effect in the informational plane, and ͑ii͒ the information product P ϭ 1 3 J I is an appropriate measure of electron correlation. Further evidence for the latter is shown in Fig. 3 , where it is seen that the three measures of correlation ⌬e corr , ⑀, and P have the same global behavior. We are aware of the fact that a more systematic and extensive analysis of this new correlation measure in many other N-electron systems is needed to get a deeper insight into it.
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APPENDIX: NONADDITIVITY OF FISHER AND SHANNON INFORMATION MEASURES AND N-FERMION SYSTEMS
Let ͑r͒ be a probability density on R t , that is, ͑r͒ nonnegative and ͐(r)drϭ1. We will suppose that Fisher information and Shannon information entropy of ͑r͒ exits. Corresponding to any orthogonal decomposition R t ϭR r R s , t ϭrϩs, we have the marginal densities
It is fulfilled 26 that
the property that is known as superadditivity of Fisher information, and
which is known as subadditivity of Shannon information. Both inequalities saturate when (x,y)ϭ 1 (x) 2 (y). 26 On the other hand, let us consider an N-fermion system and denote the ith electron density by i ϵ͑r i ͒ ϭ ͵ ͉⌿͑r 1 ,...,r i ,...,r N ͉͒ 2 dr 1¯d r iϪ1 dr iϩ1¯d r N ,
͑A4͒
for iϭ1,...,N. Then, taken into account that the wave function is antisymmetric, one has for the total Fisher information of the system that where S (S ⌸ ) denotes the Shannon information entropy of the single-particle distribution density in position ͑momen-tum͒ space.
