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1. Introduction
This thesis deals with parametric representation of acoustic environments and sound
sources in the context of interactive virtual reality systems. During the work a software
implementation was also performed to realize sound scenes that correspond to the para-
metric descriptions developed in this thesis. Finally, authoring of such scenes was ad-
dressed in the context of real-time communication. In order to create a virtual acoustic
model in such a framework, the 3D sound scene data is first recorded, and the parametric
scene is obtained with a help of the authoring tool. The scene is transmitted to a receiving
terminal, where it is rendered audible so that a similar acoustic impression is obtained as
in the recording situation.
1.1 Background for Sound in Virtual Realities
In the context of this thesis, the term virtual reality (VR) refers to a simulated real or
imaginary environment. Typically it is presented to the user in three dimensions, using a
computer screen (or more advanced display technology) to show the graphical part of the
virtual world, and loudspeakers or headphones for playing the sound. Often the virtual
reality environment is also expected to include a possibility for interaction. This inter-
action can be simple user navigation inside of the three-dimensional (3D) world without
the possibility to affect the content of the world or its events. The interaction can also
include advanced mechanisms for modifying the virtual world with the help of different
input devices [1]. An important criterion for a successful virtual reality application is
usually its immersiveness, meaning the feeling of realism experienced by the user about
being present in the virtual environment. Factors that affecting this include, for example,
the realistic quality of the graphics and sound, interactivity, and audiovisual synchroniza-
tion (consistency between the audio and visual counterparts of the virtual scene). Also
the rendering technology, i.e., the output devices used for displaying the graphics and
reproducing the sound, affect the immersiveness and overall quality of the application.
Traditionally the emphasis in developing virtual reality systems has been on the graph-
ics side, giving the virtual sound environment modeling lower priority. A natural expla-
nation for this is that the vision is the most dominating human sense, as we obtain most
information about the environment through our eyes. As a consequence, in the field of
computer science, the development of computer graphics for providing visual output and
feedback to user actions has been necessary, whereas sound output has not been con-
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sidered to have much importance. The sound has become relevant more recently, first
in the digital music industry, and thereafter in computers in context of multimedia and
virtual reality (VR) applications [2]. Recent development of Application Programming
Interfaces (API) has facilitated the programming of spatial sound content into audiovisual
applications. Thus sound is slowly becoming a natural and accepted (even expected) part
of multimedia applications.
When sound is included in virtual worlds, the level of detail to which the sound envi-
ronment should be modeled depends on the application, and the computational resources
reserved for processing the sound. In the simplest case sounds are played during the vir-
tual world rendering without any spatial cues. An advancement to this is to define virtual
sound sources with positions in the virtual space. These positions should be taken into
account during the processing and playback of the sound so that the they are convincingly
perceived by the user of the application. More detailed modeling of sound transmission
in a space can be designed using the knowledge from the research carried out in the area
of computer-based room acoustic modeling. Formerly this knowledge has been utilized
for example in room acoustic prediction programs for architectural design, or in music
production for creating spatial sound effects. However, with an increasing computational
power of computers, we may wish to integrate more of those details of sound propagation
even in generic multimedia applications and entertainment software (such as computer
games). At the same time, the development of different communication networks (such
as computer and mobile phone networks), encourage developing ways to transmit as large
amount of data and applications as possible in a restricted bandwidth. A good example
of a scheme where modern applications and communication channels are taken into ac-
count is the MPEG-4 standard, specifically developed for creating interactive multimedia
applications [3]. One of the main goals of this thesis was to introduce means to flexibly
and efficiently define spatial sound scenes within such a multimedia framework. With
the defined sound scene parametrization tools it is possible to introduce interactive spatial
sound scenes in both audio-only and audiovisual (e.g., virtual reality) applications.
1.2 Aim of the Thesis
In this thesis the primary aim was to create a framework for parametric representation of
acoustic properties of sound sources and their environment. This representation can be
used to store and transmit virtual acoustic spaces to be rendered on a computer that has the
capabilities of interpreting and implementing the described sound scene. The advantage
of the parametrization of a sound environment is, that it enables an efficient description
of the space, i.e., transmitting it over a data channel does not reserve much bandwidth,
nor storing it on a computer disk consumes a lot of disk space. Another advantage is that
different factors that affect the final audible result can be modified independently and in-
teractively. For example, the listener of the rendered scene can be given the possibility to
move sound sources or change the reverberation properties of a virtual room. The sound
scene parameters can be derived, for example, from geometrical properties of existing
spaces (such as a room or a concert hall), from computer models of rooms, or they can be
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designed by the content author of the virtual scene without a correspondence to the phys-
ical reality. At the auralization stage, where the parametrically defined scene is rendered
audible [4], these parameters are used to create a computer simulation of the space and the
sound sources. This means that when the scene is rendered, the sound emitted by a virtual
sound source is processed so that the user has an impression of being in a corresponding
real space that the defined parameters describe.
The second aim in this thesis was to implement a system that realizes the auralization
of the acoustic scenes that are defined with the above-described parameter set. This was
done as a part of a larger software framework that implements the rendering of dynamic
and interactive scenes that may include various kinds of interactive visual and sound con-
tent (more precisely, the MPEG-4 reference software). This program takes a parametric
scene description as input and outputs a rendered scene (its visual part on a computer
screen and the sound scene through loudspeakers or headphones).
Thirdly, the authoring of spatial sound scenes was addressed at the final stage of the
thesis. This involved developing and verifying a tool (again, as a part of a larger sound
scene authoring tool framework) that through a graphical interface enables to produce and
modify a sound scene. For such an experiment, the authoring may be performed as an
off-line or a real-time process. The real-time scheme involves a complete communication
chain from authoring and encoding of an audiovisual (or audio) scene, transmitting it
over a network, to decoding and rendering it to the user. This part of the work proved that
the proposed sound scene parametrization framework, and its real-time transmission and
rendering, are mature technologies for adoption.
1.3 Related Research Areas
The topics of this thesis are closely related to several other research areas in the fields of
sound environment modeling, software, and multimedia. Although its main emphasis is
on the parametrization and control of 3D sound environments (as presented in publica-
tions [P2]-[P7]), the thesis also addresses the modeling methods (the digital audio signal
processing algorithms) for auralization. This part has been carried out in parallel and
partly in co-operation with researchers working in the areas of room acoustic and listener
modeling (see, publication [P1], [5], and theses [6], [7], [8]). The topic of this thesis is
also related to the modeling of the sound content production (sound synthesis), which is
increasingly relevant in modern and future multimedia applications [9], [10], [11]. Fur-
thermore, computational auditory scene analysis (CASA) technologies provide means for
sound sources to be separated, and individually encoded according to object-based sound
coding principles [12]. This topic is beyond the scope of this thesis, although it is useful
for creating sound scenes with the tools developed in this work. Furthermore, psychoa-
coustic evaluation has been carried out in similar contexts concerning the perception of
different components of virtual acoustic modeling. The results of those studies are useful
especially in optimizing the data included in sound scenes, and the corresponding ren-
derer implementation [13], [7], [14]. Finally, the room acoustic parametrization that was
developed in the framework of this thesis, is closely connected to object-oriented scene
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description languages that are traditionally used for creating 3D graphical applications.
This parametrization allows extending such graphical scenes with immersive acoustic
properties with little additional data and programming effort.
1.4 Outline of the Thesis
This introductory part is organized in the following way: The next two chapters provide
an overview on the virtual acoustic research area, and the relation between this work
and earlier research. Chapter 2 explains the virtual acoustic modeling. It presents the
commonly accepted model of source – medium – receiver in the sound environment mod-
eling context, and the connection between that model and its parametric definition. The
different stages of auralization are explained. An overview is made of room acoustic
modeling and sound reproduction methods, as the knowledge of those technologies is
useful for generic sound environment modeling. Chapter 3 presents in more detail the
background for object-based and parametric definition of computer-modeled sound envi-
ronments. It offers an overview of application programming interfaces that can be used
for adding sound to applications. Also the MPEG-4 framework, a new technology for
creating virtual scenes (with enhanced spatial sound API) and applications containing
various different types of media, is briefly explained. Finally Chapter 4 presents a sum-
mary of the publications included in this thesis, and Chapter 5 concludes the thesis and
discusses future work.
2. 3D Sound Environment Modeling
This chapter describes concepts related to definition and rendering of virtual 3D sound
environments. It acts as background information to how such environments can be para-
metrically encoded and rendered, which are the main topics of this thesis, and dealt with
in publications [P1]-[P7]. Section 2.1 first overviews common virtual acoustic modeling
concepts, including the components that are subjects to modeling (i.e., the sound source,
the transmitting medium, and the receiver), and the stages of auralizing sound environ-
ments. In Section 2.2 aspects are explained that need to be taken into account in forming
definitions of virtual sound environments. Thereafter, Section 2.3 discusses different ways
of parametrizing and computer-based modeling of spatial sound environments. Finally,
Section 2.4 overviews reproduction technologies used for the playback of virtual acoustic
environments.
2.1 Virtual Acoustic Definitions
Virtual acoustic modeling in this work refers to a process, where the behavior of sound
in a room is simulated so that, according to some criteria, the simulation reproduces the
behavior that the sound would have in a real space corresponding to the simulated model.
The virtual acoustic modeling has different aims in different applications. It is used, e.g.,
for room acoustic simulation when designing the architecture of a concert hall or a room
from an acoustical point of view before it is built, or for evaluating the acoustics of ex-
isting rooms. Room acoustic modeling can also be used in communications applications
for telepresence, i.e., to provide a listening experience without the need for the listener to
be in the real space that the model is based on. Thus it seems natural that methods and
tools developed for room acoustic modeling can also be used for creating virtual sound
environments that are not derived from existing spaces, and also for creating (artificial)
spatial sound effects [4], [15]. The latter approaches are particularly relevant in virtual re-
ality and multimedia applications, of which the sound forms an integral part. The toolset
that was created in the framework of this thesis is meant for fulfilling the needs of such
applications.
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Figure 2.1: Source – medium – receiver model in acoustic communication.
2.1.1 Source – Medium – Receiver Model in Virtual Acoustics
A model that is applied in the sound propagation simulation usually follows the division of
the acoustic communication system to three principal components: the sound source, the
sound transmitting medium, and the receiver (e.g., the listener) [2]. Figure 2.1 illustrates
this division. The following properties can be associated with the three components:
1. Source modeling consists of recreating the spatial characteristics of a sound source,
i.e., its spatial location usually in 3D coordinates, and the directivity, i.e., the
direction-dependent radiation pattern caused by the physical properties of the source.
Directivity of musical instruments has been addressed, e.g., in [16], [17], [18], and
that of a human head in [19], [20].
Often the sound production mechanism is beyond the source model definition, as
the actual sound content (emitted by the source) typically is obtained by streaming
sound samples from a file (or from some other source, such as real-time synthesis
or recording of sound). However, it may be well justified to include the sound as a
part of the source model when it is synthetically produced by, e.g., music synthesis
algorithm or speech synthesizer. Regardless of the means by which this sound
content is obtained, it is ideally dry and monophonic to avoid overlapping of the
spatial sound effects at the auralization stage.
2. Medium modeling consists of producing an effect of the simulated environment,
which is applied to the sound originating from the source. Thus, this stage includes
modeling of the sound propagation in the medium (typically air), and modeling
of the effects caused by sound-interfering objects. The effect of the medium de-
pends on the distance between the source and the receiver, often causing sound
attenuation, and increased lowpass filtering effect, both proportional to that dis-
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tance. The finite speed at which the sound propagates in the medium also causes
a delay that increases as a function of distance (causing a Doppler effect when the
distance changes rapidly with time). The sound interfering objects (such as walls),
on the other hand, may cause sound reflections, or occlusion and obstruction when
the source and the listener are on opposite sides of the object. Additionally, when
modeling enclosed spaces that are formed of reflective surfaces, room reverberation
effect may be added to simulate the result of multiple reflected sounds. These phe-
nomena are taken into account in most room acoustic simulation methods, which
will be overviewed in section 2.3.
3. Receiver modeling finally consists of taking into account the position and possi-
bly the directive properties of the receiver. For example, in an application that is
used for computation of monophonic room acoustic parameters, the receiver can
be modeled as an omnidirectional microphone. In auralization and virtual reality
applications, on the other hand, where the aim is often to listen to the sound as if the
listener was in the virtual space, the system may introduce a sophisticated model of
human binaural hearing. In the receiver modeling, the sound reproduction system
(e.g., the loudspeaker or headphone setup) also affects the detailed processing algo-
rithms applied to the sound before its playback (see, section 2.4 for the reproduction
methods).
2.1.2 Auralization of Sound Environments
In auralization of sound environments the aim is usually to produce a perceptually satis-
fying audible result to a listener at one position at a time in the simulated, virtual sound
environment. As proposed in [13] [5], the steps that are needed for performing such
auralization can be presented as follows (see, Figure 2.2):
1. Model definition comprises of providing the data and control parameters for de-
scribing the properties and dynamic events of the modeled environment (consisting
of the source, medium, and the receiver models). The model definition is a pre-
liminary stage to the actual auralization process that consists of the two following
steps.
2. Modeling comprises of the actual (nowadays mostly computational) acoustic sim-
ulation of the environment, which is carried out according to the source – medium
– receiver model. The simulation may contain dynamic (time-varying) events and
user interaction with the sound environment, through interactive modification of
the defined control parameters. These control mechanisms can be defined as fixed
features of the auralization program, in which case the interaction is always similar
(e.g., listener movement in the defined environment) [5]. Another option is to make
the interaction a part of the model definition in which case it can more flexibly be
adjusted to the contents and the purpose of the application. The latter option is dis-
cussed in [P7] of this thesis in the context of authoring of sound environments and
simultaneously defining customized interaction mechanisms for them.
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Figure 2.2: The three stages of auralization. At model definition, a parametric representation of the
sound environment is created (by the author of the virtual environment).These parameters are used
at the modeling stage for producing the appropriate spatial effect to sound. Rendering of the sound
environment includes both the modeling and reproduction that are needed to reproduce the modeled
sound field to the listener. This stage may involve user interaction that leads to control parameter
changes.
3. Reproduction consists of rendering the digitally simulated sound field to an acous-
tic, audible sound field, where the user can hear the virtual sound sources at their
defined positions, and the effect of the defined room acoustic model.
The required stages of auralization are applied to the three components of a virtual
sound environment described previously (the source, medium, and the receiver). The two
latter stages of auralization (modeling and reproduction) together form the rendering of a
sound environment. In the following sections, the above three stages of auralization are
explained in more detail.
2.2 Model Definition of Spatial Sound Environment
When a computer model of an acoustic environment is created, the first step is to define
a model, i.e., a parametric representation of the environment, the sound sources, and the
control parameters. The data definitions are needed for setting up the actual auralization
process, i.e., the required digital signal processing (DSP) network. These data parame-
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ters include, for example, a geometric description of a room with associated reflectivity
properties of its walls, and sources characterized by their positions and directivities. The
control parameters, on the other hand, are time-dependent variables of the system that are
mapped to changes in DSP parameters that implements the auralization. User interaction
in practice means routing of user input (e.g., through a keyboard, mouse, or head-tracker)
to these control parameters.
To construct the model and control data in a format that can be fed to the auralization
system, user intervention is usually required. An authoring tool is a program that helps
in this process, by providing an interface that facilitates the sound environment defini-
tion. Publication [P7] of this thesis deals with this task by discussing a tool where the
basic sound environment setup is graphically created, and the detailed parametric data is
provided as a textual input. This data is converted to a format that can be interpreted by
the rendering system, so that a real-time auralization of the defined sound environment is
possible.
Most room acoustic modeling systems have their own parametrization to describe the
virtual sound environment, and therefore different systems are not directly compatible
with each other. In other words a sound environment defined to be used in one model-
ing software can not necessarily be directly used in another. As an improvement to this,
among the main aims of this thesis concerning the definition of virtual sound environ-
ments were to:
1. Define a standardized set of parameters that can be used to create a 3D sound envi-
ronment, which can be rendered on different platforms and with different reproduc-
tion systems. This also includes defining conformance rules, which ensure that in
different rendering systems the audible results are consistent. This means that the
exact algorithms and possible reproduction methods for rendering are not defined,
but that the rendering result of a standard-compliant renderer has to meet certain
requirements.
2. Ensure that this parameter set is generic enough for producing computer models of
sound environments for a large number of different applications in a flexible man-
ner, and that the created models or parts of them can easily be re-used. The applica-
tions may range from spatial sound effects processing (e.g., in music reproduction
or movie track generation) to detailed room acoustic modeling for architectural de-
sign and evaluation of concert hall acoustics (for which commercial applications
exist, as will be shown in the next section).
3. Ensure also that this set of parameters is extendable, so that in the future new fea-
tures can easily be added to enable more accurate modeling of sound environments.
Extensions may be needed, e.g., when progress is made in the spatial sound re-
search, and when the computational power of rendering devices (e.g., computers)
increases.
The described scheme was realized during this work as a part of a large object-oriented
multimedia coding framework, where a versatile set of parameterized objects are available
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for simulating interactive audio and visual environments (or combinations thereof). The
defining of spatial sound environments has been dealt with in publications [P2], [P3], and
[P6] of this thesis.
2.3 Room Acoustic Modeling Overview
This section explains different approaches to modeling of room acoustics. The motivation
for this was, that the knowledge contained in the computational room acoustic modeling
methods was useful also for creating generic virtual sound environments. Section 2.3.1
presents some commonly applied practices in (particularly real-time) room acoustic mod-
eling implementations, and section 2.3.2 explains the concepts of physical and perceptual
room acoustic modeling approaches. Finally, existing methods for room acoustic model-
ing (according to given geometry) are overviewed in Section 2.3.3.
2.3.1 Computer-based Generation of a Room Response
In auralization a binaural room impulse response is synthesized at a given listening po-
sition in the modeled space, and convolved with the source sound material (e.g., with
anechoic or synthesized sound). Thus the sound signal that is reproduced to the listener
of the system, contains the direct sound, and the effects of the reflected and reverberated
sound. The audible result is usually dependent on the positions of the sound source and
the listener in the virtual space. Thus in a dynamic (time-varying) auralization where
the user can navigate in the virtual environment (i.e., continuously change the viewing
position in it), the perception of sound varies accordingly. In the case of most sound
reproduction systems, the rendering is carried out for one listening point at a time. In
such a situation, input data to the rendering system is required about the moving listen-
ing position. This input is used to adjust the parameters, which control the rendering
of the virtual listener position. An exceptional loudspeaker reproduction method is the
Wave Field Synthesis (WFS), where the virtual space can be auralized for many users
simultaneously, independent on their positions (see, 2.4).
2.3.1.1 Division and Parametrization of the Room Impulse Response
In real-time computer implementations of virtual room acoustics, the room impulse re-
sponse (RIR) is usually divided to three time-domain parts, which are the direct sound,
early reflections, and late reverberation [21], [22], illustrated in Figure 2.3. Three motiva-
tions for this can be pointed out:
• From the physical point of view the early part of the response can roughly be seen
as separate sound events. This means that the direct sound (DS) in Figure 2.3 and
each early reflection (r1 to rn in Figure 2.3) can be characterized by their direc-
tions, delays, attenuation and modification of their spectral contents (caused by the
air absorption, and the absorption of reflecting surfaces). The detailed shape of the
time-domain representation of the early part of a room response depends strongly
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Figure 2.3: Division of room impulse response to direct sound (denoted with DS), early reflections
(r1 to rn) and late reverberation (characterized by its reverberation time RT 60). The direct sound is
delayed by time t0, which depends on the distance between the source and the listener. The early
reflections and late reverberation (delayed by t1 and t2, respectively) are delayed more because of
the longer propagation path of sound in these parts of the room impulse response (RIR).
on the geometry of the acoustic space, and the positions of the source and the lis-
tener in it. The late reverberation, on the other hand, in a typical reverberating
space resembles a random process. It can often be considered an exponentially de-
caying random noise sequence (characterized by the reverberation time, RT 60 in
Figure2.3). Also the sound field is considered as (nearly) diffuse, i.e., the late re-
sponse is independent on the source and listener positions, and the reflections arrive
from all directions with the same probability.
• From the perceptual point of view the early part of the room impulse response
affects the impression of the room geometry [23], while the reflections during the
late reverberation can not be perceived separately. From this it may be concluded
that in room acoustic simulation it is not necessary to carry out detailed modeling
of the late reverberation, but that it is sufficient to produce an artificial reverberation
effect to achieve the same perceptual result as the real room.
• From the implementational point of view it is more efficient to model the early part
of the response in a detailed manner (e.g., each reflection separately), and the late
reverberation with a DSP filter structure that implements the above-mentioned late
reverberation properties. In an ideal case the late reverberation can be characterized
and controlled with a small number of parameters, which do not need to be changed
during the simulation of a single room.
Thus especially in real-time auralization, the computer-simulated room impulse response
is parameterized so that these three parts can be modeled and controlled separately [24],
[5]. The following section presents late reverberation modeling methods, that follow
the same principles used in most real-time room acoustic modeling systems. After that
section 2.3.2 discusses the physical and perceptual room acoustic modeling approaches.
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2.3.1.2 Late Reverberation Modeling
For the above reasons, the problem of late reverberation simulation is reduced to DSP fil-
ter design where the impulse response of the reverberator contains the required properties.
Often infinite impulse response (IIR) filters are used because long reverberation times can
be obtained while keeping the computational complexity low. The first artificial digital
reverberators were constructed of parallel comb filters and series-connected allpass fil-
ters [25], [26]. The comb filters are ideal for this purpose in a sense that they have an
exponentially decaying impulse response, their decay time (that can directly be mapped
to the reverberation time) of which can completely be controlled by the gain in the feed-
back loop. And by replacing this gain by a lowpass filter, the reverberation time can be
made frequency-dependent, which allows the simulation of the natural phenomenon of
decreasing reverberation time as a function of frequency (caused by the absorption of air
and reflecting surfaces) [27]. The number of delay lines, and their total length, define
the density of reflections and modal density, respectively. The allpass filters, on the other
hand have been typically used to increase the reflection density and to create a diffuse
effect for individual reflections. However, the drawback of using comb filters is the lack
of modal density in the response (causing a metallic sounding effect) and the fact that they
do not produce an increasing reflection density as a function of time, which is a property
of natural reverberating spaces. Feedback delay networks (FDN) provide a solution to
that: they provide less coloration and better reflection density than the comb filters while
maintaining the reverberation time control, as explained in [27], [28], [29], [30].
Other reported reverberator structures include several allpass filters that are connected
in series and nested with each other are proposed in [31]. In [32] the relation between
FDNs and waveguide meshes for producing reverberation has been studied, and in [33]
a fast convolution method is proposed to convolve sound with sampled room impulse
response. In [34] an overview is given about reverberator DSP design.
In publication [P1] a reverberator DSP structure is proposed that combines the idea of
comb filters, the FDN, and the allpass filters; Comb filters are connected in parallel, and
with each delay line a lowpass filter is added to control the frequency dependent reverber-
ation time. The outputs of the comb filters are summed and fed back to the reverberator
input with a defined feedback factor. This corresponds to a special case of an FDN, but
is implementationally more efficient than using a feedback matrix. In addition, with each
delay line an allpass filter is added, which helps to rapidly increase the reflection density
in the reverberator output. Also, the same property as in FDNs in general, namely the in-
coherent output from different delay lines, can be used to simulate a diffuse sound field by
feeding them to different reproduction channels. This structure is also used in the DIVA
system described in [5]. A further development for this reverberator is reported in [35].
2.3.2 Physical and Perceptual Characterizations of Room Acoustics
Often when discussing the acoustic modeling of rooms and other sound environments,
two modeling approaches are brought up, namely, the physical and the perceptual ap-
proaches. The former is based on modeling of sound propagation in an environment
given its physical configuration. The latter, on the other hand, is based on creating an
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effect that imitates the perceived audible impression of a space rather than precisely sim-
ulates its room impulse response [24], [13]. The backgrounds of these two approaches
are mostly in different directions, although they are increasingly starting to overlap and
co-exist in modern computer-based applications. Traditionally the physical approach has
been used in detailed room acoustic modeling for the purposes of architectural acoustic
design and evaluation. The perceptual approach, on the other hand, has mostly been used
in producing spatial effects to sound in music business.
2.3.2.1 Physical Approach
In the physical approach, a model of the studied (typically enclosed) space is defined in
terms of its geometry, and usually a single sound source and a receiver are given positions
in the defined enclosure. Acoustic properties are associated with these components, such
as the reflectivity of the surfaces, and the directivity of the sound source. According to
all this data, an artificial impulse response is generated by simulating the propagation of a
sound in the modelled space. If the geometrical configuration of the room, or the position
of the source or the receiver is changed, the whole room response is re-calculated. This
approach can be used to produce an impulse response to be used, e.g., for computing
statistical room acoustic parameters of the modeled space. Such modeling can also be
used for auralization of the space by giving (ideally monophonic, anechoic) sound as
input and adding the processing needed to simulate the directional hearing of the listener,
before the sound is reproduced.
Recent research and development of room acoustic modeling methods have applied
the physical approach also to dynamic applications, where changes of the acoustic param-
eters (such as movement of the listener) may happen in real time. This inevitably calls
for simplifications in the modeling of sound propagation, and careful design to implement
the parameter changes at a signal processing level is required to avoid audible artefacts.
In real-time physical modeling the sound reflections are modelled up to a certain time,
number or order, and the late reverberation is replaced by a statistically controlled late
reverberator, as explained in Section 2.3.1. This approach in the context of real-time au-
ralization is extensively explained in [5]. It is also applied in the system, the definition and
implementation of which was done in this thesis, and in the MPEG-4 standard framework,
discussed in publications [P3] and [P4].
2.3.2.2 Perceptual Approach
The perceptual approach relies on a parametric description of the perceived quality of
a room acoustic response. Traditionally this approach is used in most applications and
devices where a room acoustic effect is needed instead of a detailed modeling of sound
propagation. This is the case for example in sound effects processors that are used in
music performances and for music production. In such devices (for example commercial
reverberators) many levels of parametrization can be found. For example, the charac-
terization of reverberation may simply be given as the type or the size of a hall (e.g.,
”bathroom”, or ”opera hall”) that the resulting response simulates. Such description is a
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preset that is then somehow mapped to several parameters controlling the DSP implemen-
tation of the impulse response. For more professional users, the effects processors may
also contain parameters that are closer to the DSP implementation of the room effect sim-
ulator (such as, early reflections delay, or reverberation time). Thus the former example
is in a sense a very high level characterization and gives an idea of the type of room effect
although providing no details about the structure of the impulse response. The latter, on
the other hand, is a low-level description that to an experienced user gives an idea about
the audible result of adjusting such parameters. The main idea however in the perceptual
approach is, that the room effect is modified by user-controlled parameters, and not by
the physical environment (even if also in the perceptual approach the room effect may
contain features derived from the physical properties of halls).
In [36], [37] a system is presented where a room acoustic response is controlled via a
set of perceptual parameters. They are a result of psychoacoustic experiments where the
perceptual influence of the variations of the energy contents of a room impulse response
was studied with respect to the different properties of the acoustic space and the sound
source in it. The result is a set of 9 mutually orthogonal (independent) parameters, and
able to generally describe any reverberant halls (at least, those typically used for music
performances). These parameters are:
1. Source presence, describing the energy of the direct sound, and the perception of
the proximity of the sound source. The source can be given a distance at which this
parameter is valid; moving the source from this distance (e.g., in a virtual reality
context), automatically affects the perceived source presence value (reducing it with
increasing distance and vice versa) [38].
2. Source warmth that corresponds to the emphasis of the low frequencies in the direct
sound,
3. Source brilliance, corresponding to the high frequency emphasis of the direct sound,
4. Room presence indicating the energy of the whole room effect
5. Envelopment describing the ratio of the early reflections and the direct sound,
6. Running reverberance indicating the reverberation time while the sound is continu-
ously played,
7. Late reverberance indicating the reverberation time during pauses in the sound (and
that corresponds to the standardized reverberation time RT 60),
8. Heavyness that is a factor for the low-frequency reverberation time and
9. Liveness, a factor for the high-frequency reverberation time.
Additionally definition of three DSP filters is added, and they are applied to the direct
sound, the diffuse room effect (including the diffuse early reflections and reverberation),
or the whole sound (i.e., direct sound and room effect). These filters are called the direct
sound filter, the omni directivity filter, and the input filter, respectively. The direct filter
2.3 Room Acoustic Modeling Overview 29
simulates an attenuating effect to direct sound when the source is behind an obstacle
in a reverberating space (i.e., occlusion). The omni directivity filter, on the other hand
contains the data about the source directivity averaged over all the angles, and is applied
to the diffuse part of the response. Finally, the input filter can be used to simulate an
obstructive effect of walls when the source is in another room than the listener.
These perceptual parameters are referred to as ”high-level” parameters, and they are
mapped to ”low-level” parameters that define the energies (in three frequency band) of
four time-domain sections of an impulse response. The delays of these time-domain
sections may be varied (e.g., to simulate rooms of different sizes).
The described perceptual parameter set is used in the Spat∼ program [36], [37], [39],
and also as one of the approaches for sound environment modeling in the MPEG-4 scene
description language [40]. The relationship between the described perceptual parameter-
ization and the MPEG-4 standard is explained in [P6], and [41], although it is not among
the contributions of this thesis. This parametrization is originally made mainly for musi-
cians to allow them to add spatial effects to their compositions. However it is also well
suited to virtual reality applications, since the source presence parameter (as described
above), enables the simulation of the relative movement of the source with respect to the
listener.
2.3.2.3 Example DSP Implementation of Real-Time Auralization
Figures 2.4 and 2.5 illustrate a DSP filter structures that can be used in real-time au-
ralization of an acoustic space defined according to the physical and the perceptual ap-
proaches. On the top of both pictures (”SOUND ENVIRONMENT DEFINITION”),
the parametrically defined properties are listed, which define room acoustics (that are pa-
rameterized differently in the two approaches), and the properties that are common to the
two approaches (the source, listener, and propagation medium properties). The physical
approach relies on a geometrical room description that includes definitions of the reflect-
ing surface geometry, and the reflectivity and obstruction that each surface causes to the
sound. Late reverberation is characterized in terms of reverberation time RT 60, delay
t2, and reverberation level. The perceptual parametrization in the example in Figure 2.5
follows the description given in the previous section (section 2.3.2.2). The perceptual
parameters are converted to frequency-dependent energy contents of the modeled room
impulse response through a mapping, presented for example in the MPEG-4 standard
[40].
In both figures, the ”DSP IMPLEMENTATION” illustrates filter structures that are
typically used in real-time room modeling. In these DSP implementations the early part
of the response is formed of separate modeling of the direct sound and early reflections,
and the diffuse part of the response is obtained with an IIR filter structure that implements
the defined late reverberation properties.
In both approaches the direct sound is obtained by introducing a delay that depends
on the distance between the source and the listener, and a given speed of sound in the
medium. It is modified by the direct sound filter (HDirect ) that implements the effects
of the air absorption, distance-dependent attenuation, source directivity (that depends on
30 2. 3D Sound Environment Modeling
HH
DIFFUSE
RESPONSE
(LATE REVERB, )LR
SPATIALIZED
M-CHANNEL
OUTPUT
...
DIRECT
SOUND ( )DS
DiffuseRef2
Position
Direction
Directivity
PHYSICAL APPROACH
SURFACE{
Geometry
Reflectivity
Obstruction }
...
ROOM PROPERTIES:
GEOMETRY {
Ref1
Obs1
SURFACEn{...}
REVERBERATION {
Delay Level}
LR
}
RT60, ,t
2
Position
Direction
Listeners hearing
S L
AIR PROPERTIES:
Distance attenuation
Air absorption
Propagation delay
t 0
HDirect HRef1
Ref1
t 2
R
E
N
D
E
R
E
D
 S
O
U
N
D
S
O
U
N
D
E
N
V
IR
O
N
M
E
N
T
 D
E
F
IN
IT
IO
N
D
S
P
IM
P
L
E
M
E
N
T
A
T
IO
N
t 1
HRefN
MEDIUM: LISTENER:SOURCE:
Decay time ( )RT
DIRECT
SOUND
A( )dB
LATE
REVERBERATION t(s)
t 0
EARLY
REFLECTIONS
DS
r1 rn
r2
t 1
t
60
2
Delay line
Listener modeling/Panning
r1
r2 ...
rn
LR
Ref2
r1
S
IM
U
L
A
T
E
D
 R
O
O
M
 R
E
S
P
O
N
S
E
Figure 2.4: An example DSP implementation of RIR in real-time auralization when the physical
approach is applied.
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the current orientation of the source with respect to the listener). It also includes the
obstruction effect which in the physical approach is caused by a wall or other surface
appearing on the direct sound path, and in the perceptual approach it is defined by the
direct filter, explained in the previous section.
In the physical approach the delays and reflectivity filters are individually calculated
for each early reflection. Each early reflection filter HRe f 1-HRe f n includes a similar dis-
tance effect as the direct sound, i.e., the air absorption and distance dependent attenuation
effects, and additionally the filtering effect caused by the surface that causes the reflec-
tion. The directions of the direct sound and each reflection in this approach are rendered
in the panning module, the structure of which depends on the reproduction method used
for the playback of the sound. The late reverberation is obtained by feeding the direct
sound to the IIR DSP structure that can be controlled by the given statistical parameters
(RT 60, Level, and t3).
In the perceptual approach the room effect part is obtained by calculating the energy
and frequency contents of the four RIR parts denoted by DS (for direct sound), R1 (direc-
tional early reflections), R2 (diffuse early reflections), and R3 (late reverberation), from
the given perceptual parameters. Thus the filters and delays of the early reflections are
not necessary to be calculated separately. Instead, the filters HRe f 1-HRe f N in the physical
approach can be replaced with one filter (represented by HR1), and the delays can be given
a constant, ideally random distribution to avoid coloration of sound. The diffuse part is
divided to two parts, where the diffuse early reflections (denoted by R2) makes the tran-
sition smoother from the early reflection part to the diffuse, exponentially decaying late
reverberation. The spatial distribution of the directional early reflections is close to that of
the direct sound, coming symmetrically from both sides of the sound source (simulating
the early reflections of concert halls), while the diffuse parts R2 and R3 should be evenly
distributed in space.
The part ”SIMULATED ROOM RESPONSE” in figures 2.4 and 2.5 shows the re-
spective impulse responses that the presented filter structures produce. Finally at the
”RENDERED SOUND” part of the figures the perceived spatial sound is illustrated.
From the above explanations it can be seen that there are many similarities in the
physical and perceptual approaches (when they are used in a virtual reality context), both
on the definition and the rendering sides [P4]. In the definition the shared properties
include the source and listener related ones (their positions, orientations, and the source
directivity), and the medium characteristics (that cause the distance-dependent effects).
The major difference in the rendering is the modeling of the (directional) early reflections,
and the control of the room impulse response parameters; In the physical approach the
filters and delays for each early reflection must be re-computed whenever the listener or
the source moves. In a similar situation in the perceptual approach, principally only the
gains of the different time-domain parts of the response change (depending only on the
changing distance between the source and the listener). Also in the perceptual approach,
the user can easily be given the control over adjusting the intuitive perceptual parameters
[42], [5].
Of the described implementations, the physical approach has been implemented as a
part of this thesis work. Both approaches are included in the MPEG-4 standard, where
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they can be used for creating sound scenes, where some of the sources are rendered ac-
cording to the physical approach and others according to the perceptual approach. In
such a situation it is important that the DSP algorithms are designed and optimized so,
that the auralization implementation for each source adds as little processing overhead as
possible.
2.3.3 Physical Room Acoustic Modeling Methods
This section overviews methods that exist for room acoustic modeling from geometrical
room description. First a brief overview is provided on acoustic scale modeling (although
it is not practical for virtual reality applications). Due to the increasing area of applications
requiring sound environment modeling, and in many cases low cost, most room acoustic
modeling is nowadays performed with the aid of a computer and digital signal processing
(DSP). Geometrical room acoustic modeling methods include the image-source method
and the ray-tracing. Both methods deal with sound as rays that represent the sound wave-
front propagating in the air, and reflecting off polygon surfaces with defined reflectivity
characteristics. Mathematical acoustic modeling methods are based on solving the wave
equation in a room, and they include element methods and difference methods, relying on
detailed modeling of sound wave propagation. Figure 2.6 summarizes the different room
acoustic modeling approaches.
2.3.3.1 Acoustic Scale Modeling
In the acoustic scale modeling, a down-scaled version of a natural-sized room is built.
Room impulse response (RIR) measurements or sound recordings in that space are carried
out using ultrasonic signals as sound material, with the wavelength reduced in the same
proportion as the dimensions of the room compared to the real one. Correspondingly,
in an ideal case all the materials in the down-scaled room should have absorptive and
reflective properties that are up-scaled in the frequency-domain in the same proportion as
the reduction of the room size. To compensate for the lack of air absorption in the down-
scaled models, using dry air or nitrogen is proposed as a fluid to fill up the scale-models
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[4]. In the recording situation customized sound source and microphone setups are used
for emitting and receiving sounds, and for a listening experience the ultrasonic recording
has to be up-scaled to the natural wavelengths.
When acoustic scale modeling is used for the purpose of auralization of sound, a di-
vision is made to direct and indirect scale modeling [4]. The former means an approach
where ultrasound material is input to the system, recorded, and scaled to natural wave-
lengths. In the latter approach, a binaural room impulse response (BRIR) is first recorded
in the space, up-scaled, and convolved with a monophonic, anechoic sound material. If
the recording is carried out binaurally, reduced-sized artificial heads are used in binaural
recordings [43], [44], [45]. A system for room acoustic measurements called MIDAS is
proposed in [46], and the corresponding impulse response processing explained in [47].
The advantage of acoustic scale modeling is that some acoustic phenomena that in
real-time computational modeling often have to be neglected (such as diffusion and edge
diffraction), are naturally produced in a scale model. On the other hand, it is not a straight-
forward task to find materials whose absorptive characteristics at the scaled wavelengths
correspond to those at the natural frequencies, or to design down-scaled emitters and re-
ceivers.
2.3.3.2 Image-Source Method
In the image-source method, sound reflections are computed by forming specular images
of the primary source with respect to reflecting surfaces. Those image-sources are consid-
ered as secondary sound sources from which sound rays are emitted with an attenuation
that depends on the reflectivity of the surface, and a delay that depends on the distance
between the image source and the receiver (listening) point [48], [49], [50], [51]. Also the
visibility of each image source is studied to consider whether it is visible from an observed
listening point and thus if its needs to be calculated [50]. When this method is used for
auralizing sound environments, the direction of each reflection is rendered according to
the sound reproduction method used (see next section for different reproduction methods
for spatial sound).
The image-source method is practical for virtual reality applications where a room
impulse response has to be rendered in real-time and taking into account dynamic changes
in the response (caused by the listener or sound source movements). It is used as a basis
for computing the early reflections part of a room response, for example, in the DIVA
system [52], [5], [6], and in the MPEG-4 reference software implementation [P3].
A drawback of the image-source modeling is that it can not accurately model the wave
phenomena because the sound wavefronts in those models are represented by rays. Thus,
ignoring phenomena such as diffraction, diffuse reflections, and angle-dependent reflec-
tivity of surfaces, is a simplification that often is made in real-time, dynamic auralization.
This may naturally cause audible errors in the modeled room impulse response [15]. The
authenticity of room acoustics modeled dynamically with this method has been studied,
e.g., in [53], [7]. Improvements for image-source based room acoustic modeling by taking
edge diffraction into account are proposed in [54], [55], [56].
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2.3.3.3 Ray-tracing
Ray-tracing is another geometrical room acoustic modeling method, where sound rays are
emitted from a point source in different directions, and their paths are traced in a reverber-
ating enclosure up to a defined time. The receiving point is represented by a finite volume
with a given location, and the sound rays hitting it are registered as reflections character-
ized by a delay, energy, and direction [57, 58]. In this approach the response is calculated
typically in octave bands, and diffusion is taken into account by giving reflective surfaces
frequency-dependent sound scattering properties that cause sound rays to be reflected to
different directions when they hit the wall.
In [59] the ray-tracing is proposed to be used in combination with the image-source
method. Commercial software based on ray tracing exist for architectural acoustic design
such as ODEON [60], [61] and CATT [62]. The idea in these programs is usually to
calculate frequency-dependent room impulse responses, visualize the ray propagation in
3D scenes, and to calculate room acoustic parameters from the computed responses.
2.3.3.4 Element Methods and Difference Methods
The Finite Element Method (FEM) and the Boundary Element Method (BEM) can be
used to model sound wave propagation in an enclosure with a defined geometry. In FEM,
the volume of the room, and in BEM, its boundaries are divided into elements at which
the sound pressures are calculated. In [63], two-dimensional FEM is used for obtaining
room impulse response, and in [64], 3D FEM is used for studying resonances of a room.
The complexity of these methods is proportional to the size of the studied enclosure, and
inversely proportional to the size of the (volume or boundary) elements that define the
highest possible frequency that can successfully be modeled by these methods.
Difference methods are based on finite-difference approximation of the time and space
derivatives of the wave equation [65], [66]. Digital waveguide meshes are examples of
computational implementations of difference methods. In room acoustic modeling 2D or
3D meshes have been used to simulate low-frequency sound propagation, see e.g., [67],
[68], [6], [69].
2.4 Reproduction of Spatial Sound
In virtual reality context the aim of auralization is typically to model the binaural hearing
of a human listener within the virtual world environment. In practice this means repro-
ducing signals to both ears of the listener so that the perceptual impression of the sound
field is similar as it would be in a natural space that the model describes. To reach this
aim, the sound is processed according to the definition of the room geometry (or other
parametric representation of the room acoustics), but also according to the positions and
orientations of the virtual listener and the sound sources in the virtual room. Thus in
real-time and dynamic auralization, the reproduced sound ideally includes the spatial and
temporal changes of the sound field of the modeled environment, and the directions of
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the incoming sounds at the listener. In practice the early part of a room impulse response
is usually modeled by rendering the directions of the direct sound and early reflections
in detail, whereas the late part of the response is modeled with less detail, assuming dif-
fuse distribution of the directions of the sound reflections (as explained in the previous
section). For both the early and the late part of the response, the chosen reproduction
method is one of the factors affecting the signal processing done to the sound (the part
that implements the direction of the arrival of the sound and reflections). In the following,
different headphone and loudspeaker setups for the reproduction part of auralization are
overviewed, briefly explaining how they can be used for rendering the position of sound
with respect to the listener.
A division of spatial sound reproduction methods can be done to binaural techniques,
i.e., those that model the directional hearing of a listener with the aid of Head-Related
Transfer Functions (HRTF), to the ones aiming at producing virtual sound sources with
multiple loudspeakers and amplitude panning techniques, and the Wave Field Synthesis
(WFS). In the HRTF techniques the aim is to produce an artificial binaural room impulse
response (by which the sound is convolved) directly at the ears of the listener. In the
amplitude-panning techniques virtual sound sources are formed, which the listener ide-
ally perceives correctly at their given positions. Both are based on rendering of the sound
to one listening position at a time (called the sweet-spot in the case of loudspeaker re-
production) [15], [70]. An exception is the WFS where no assumption is made about the
listener position, but instead the whole wavefield is rendered inside of a limited listening
area with the help of loudspeaker arrays [71].
2.4.1 Head-Related Transfer Functions in Binaural 3D Sound Re-
production
Head-Related Transfer Functions (HRTF) are used in binaural headphone listening and in
binaural crosstalk-cancelled loudspeaker reproduction. In both, the aim is to reproduce
the (perceptually) same signal at the entrances of the ear canals of the listener, as would
be produced by a real sound source placed in a defined position. HRTFs are frequency-
domain representations for impulse responses of sound coming from different directions
to the ear canal (Head-Related Impulse Response, HRIR). These impulse responses are
affected by the reflections off the human pinnae, head, and the torso, and their temporal
and spectral structure vary with the direction of the incoming sound [72], [73], [74].
Studies on HRTF filter design have been carried out, e.g., in [75], [8], [76], [77].
2.4.1.1 Binaural Headphone Reproduction
In binaural headphone reproduction, the left and the right channels are filtered with HRTFs
that correspond to the current direction of the virtual sound source with respect to the lis-
tener orientation. Individual listening experience is produced to the user, and the accuracy
and realism of the perceived sound direction depends, for example, on the design method
of the DSP filters used in the HRTF modeling and whether the HRTF’s are individualized
for the particular listener. The realism can be increased, for example, by a head-tracking
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system that takes into account the user movements by adjusting the filtering always to the
current position and orientation of the listener.
2.4.1.2 Cross-Talk Cancelled Binaural Loudspeaker Reproduction
When using HRTFs in loudspeaker reproduction, usually with two loudspeakers, the
sound is correctly rendered only for a small limited area called the sweet-spot. Cross-
talk cancelling DSP filters are required to compensate the signals from right speaker to
the left ear and vice versa, and similarly as in binaural headphone reproduction, tracking
is ideally needed in order to maintain stable virtual source positions. Early studies involv-
ing cross-talk cancelled stereophonic loudspeaker reproduction are presented in [78, 79].
Later it has been given the name transaural processing in [80]. In [75] filter design meth-
ods for cross-talk cancelled binaural reproduction are presented, in [8] taking also into
consideration the use of warped filters [81]. In [76] an extensive overview is made on
cross-talk cancelled techniques, and listener tracking is dealt with in that context.
2.4.2 Panning Techniques
Panning techniques in the virtual sound reproduction context are usually methods where
virtual sound sources are formed by feeding several loudspeakers with the same mono-
phonic sound signal but with different amplitudes and/or with relative time shifts. The
former approach is called amplitude panning and the latter time panning. In the follow-
ing, amplitude panning techniques are described for sound source positioning in 2D and
3D loudspeaker configurations. Time panning is based on the fact that sound is perceived
shifting towards the loudspeaker from which is emitted first [73] (with a maximum of
1ms delay of the sound from the second speaker). It is not commonly used for positioning
of virtual sources (but more for spatial sound effects) since their localization varies as a
function of frequency [82], [83].
2.4.2.1 2D Amplitude Panning
In 2D panning, loudspeakers are positioned in a horizontal plane around the listener. The
perception of virtual source locations formed by pair-wise panning in a 2D setup has been
studied in [84], where it was concluded that stable virtual sources can be formed when the
angle between each loudspeaker pair is maximally 60◦. The simplest case of 2D ampli-
tude panning is stereophony where two loudspeakers are positioned in 60◦ aperture with
respect to the listener position, and a virtual source can be formed on the axis between
these two speakers using the sine or the tangent law, see for example [85], [86].
Recommendations for two 2D multichannel loudspeaker setups are given in [87],
namely, the quadraphonic and the 5.1 setups. The quadraphonic setup is a four-speaker
layout with uniformly positioned loudspeakers. In the 5.1 setup, on the other hand, the
directions are 0, ±30, and ±110 degrees with respect to the listening point to place the
loudspeakers. They can be considered an extension to the 2-speaker stereophonic setup
where the sound source can be positioned between any pair of adjacent speakers by adjust-
ing their relative amplitude gain (although they do not satisfy the previously mentioned
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requirement about the maximum of 60◦ between speakers when creating virtual sound
sources, except for the 3 front channels of the 5.1 layout). The use of the 5.1 loudspeaker
configuration is nowadays a default setup for home theater systems (e.g., used in Dolby
AC-3, also known as Dolby Digital, and DTS Surround sound formats), and its suitability
in virtual reality reproduction has been discussed, e.g., in [88]. A recent new step is the
6.1 format, adding one additional rear channel to the 5.1 setup (used in Dolby EX and
DTS formats).
2.4.2.2 3D panning
The 3D panning techniques are setups where the speakers are not on a single horizontal
plane, but provide possibility also for sound source elevation. Vector Base Amplitude
Panning (VBAP) is a 3D panning method where virtual source positions can be created by
triplet-wise amplitude panning inside arbitrarily defined triangles of loudspeakers. Thus,
phantom sources are formed by three real sound signals at a time, whose gains define the
position of the phantom source [89], [83].
2.4.2.3 Ambisonics
Ambisonics is a method for encoding and reproducing spatial sound fields as a combi-
nation of their spherical harmonic components. The B-format ambisonics contains three
channels in the case of horizontal (pantophonic) sound field encoding and four channels
for 3D sound field (periphonic) encoding. In the decoding stage at least four channels
for pantophonic system and eight for periphonic system are needed [90]. Ambisonics has
been also adopted to reproduce 3D directions of sound sources in virtual reality context
[70] and room acoustic modeling [91].
2.4.3 Wave Field Synthesis
In Wave Field Synthesis (WFS) the aim is to reproduce a sound field over a large listening
area with the aid of loudspeaker arrays and the principles of acoustic holophony [92].
Therefore, unlike in the methods described above, in WFS the accuracy of rendering is
not dependent on the position or orientation of the listener within the specified rendering
area. Thus in this method, the problem of the sweet-spot is overcome, allowing multiple
listeners to move in the rendering space without any extra computational complexity to
the reproduction of the sound scene.
In the holophonic approach to sound scene rendering, spherical and plane waves can
be reproduced and controlled in the rendering area. Spherical waves caused by virtual
point sources can be imitated by reproducing similar wavefronts with arrays of loud-
speakers that act as secondary sources. Following this principle, sources can be placed
either on opposite sides of the loudspeaker array (with respect to the listener), or in front
of the array (by focusing wavefronts). Each loudspeaker is excited with a source signal
that has a delay and an amplitude that will lead to producing a similar wavefront as would
be emitted from the virtual source. In this manner the source position can be perceived
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correctly anywhere in the rendering area, which is restricted by the size and the shape of
the loudspeaker arrays.
In current practical implementations, only a horizontal reproduction of a wave field is
realized with linear arrays of loudspeakers. Also, a limited frequency range for correctly
rendered sound field is achieved with a small inter-speaker distance (e.g., 12 cm, which
leads to approximately 1400 Hz as the highest correctly reproduced frequency) [93]. Dis-
tributed Mode Loudspeaker (DML) panels provide a new way of reproducing sound by
flat panels that are driven by multiple exciters. They are practical for example in audiovi-
sual applications (virtual reality or movies) as the picture can be projected on the surface
of the panels. This further improves and facilitates associating the sound with the visual
content. DMLs have recently been studied to be used for WFS reproduction [94], [95].
When WFS is used for virtual acoustic reproduction, different parts of a room impulse
response (direct sound, reflections, and late reverberation) can be produced as circular or
plane waves. Circular waves represent point sources that are close to the listener, whereas
the plane waves are used to represent distant sources and reverberation. For example, in
the context of the Carrouso (EU, IST) project [96], a proposition is made to produce the
direct sound with circular wave front (representing a point source), and plane waves for
reflections and the late reverberation [97]. In [98], an approach to produce virtual sound
scenes with Wave Field Decomposition (WFD) of the wave field is discussed. In this
approach the whole wave field (produced by a sound source in a room) is measured by
recording impulse responses along microphone arrays, and a representation of the wave
field is formed with a finite number of plane waves arriving from a finite number of
directions and at a given grid of positions.
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3. Object-Based Presentation of Sound
Scenes
This chapter gives an overview of tools that have been developed for creating sound
scenes. In Section 3.1 generic concepts and terms related to sound scene description and
sound objects are presented. Section 3.2 explains the sound Application Programming
Interfaces (API), which are programming tools used to include sound to applications. A
distinction is made between low and high-level APIs, and examples of such APIs are
given. Finally, in Section 3.3 the MPEG-4 standard is overviewed as an example of a
toolset that can be used to form rich multimedia scenes containing various different types
of media, with the aid of a scene description language, and audio and visual coding tools.
3.1 Object-Oriented Sound Scene Description Concepts
Object-oriented programming (OOP) is intended for creating applications with a modular
and hierarchical structure. Commonly mentioned advantages of OOP as opposed to pro-
cedural programming are, that it is easier because of better correspondence between the
program components and real-world objects (i.e., that it is closer to human thinking), and
that it is faster because of the ability to re-use and evolve existing code. A class in OOP
provides a template for an object that is an individual instance of a class. In other words, a
class defines the implementation of an object. Each class is defined by its data (variables,
or fields in some contexts) and the methods (functions) that operate on the data. To use an
object, the programmer only needs to know how to use their public methods that define
their interface, i.e., the access to modify the object, which makes them easier and simpler
for the programmer to use. Inter-relationships between objects can be created by passing
messages from one object to another. Furthermore, the re-use of code is guaranteed by
inheritance, where subclasses are derived from their superclasses, without the need to re-
write the code, but being able to define individual characteristics for the derived classes
[99]. Among the most popular object-oriented programming languages are C++ [100]
and Java [101], [102].
A scene in this context means a data presentation on a computer, including possibly
various audio and visual elements. Usually these application elements are considered as
data objects. The advantages of object-based presentation of audiovisual data are the
same as in object-oriented programming in general; Fast development of applications,
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where modifications can be carried out on individual properties of the audio and visual
data, either by other application components or interactively by the user. This interactive
modification of a scene may include changing the data variables of an object, moving
it within the coordinate system of the rendering device (e.g., a computer screen), and
interactive playing (starting or stopping) of sound and video. Creating a scene out of
such data objects may also contain grouping or mixing of several objects to form more
complex, higher-level graphical or sound objects, or their combinations. Furthermore, a
scene description defines a scene. In other words, it is the code or textual description
that contains the information about data compositing, i.e., which data is present in the
scene, and how it is organized in the application presented to the user. This organization
includes, for example, the positioning of data objects in the rendering coordinate system,
their time-dependent behavior, and user interactivity.
According to the definition provided in [103], an application programming interface
is a specification of how a programmer accesses the behavior and state of classes and
objects. Several APIs exist for creating graphical and/or sound scenes. They are often
library extensions of programming languages that enable object-oriented creation of au-
diovisual scenes. Furthermore, in the present work, scene description language is a term
used for a high-level API that offers easy-to-use tools for highly hierarchical and object-
oriented composition of scenes. In such an API, the scene description is defined as a scene
graph, where the objects (usually called nodes) can be linked together to form a hierar-
chical (e.g., tree-like) structure. In the scene graph, the lowest-level objects are typically
the ones rendered to the user (e.g., sound, video, or graphical elements). They inherit
properties from their parent objects that can be used to group, position, and resize their
children. Usually the scene description languages also support including interactive and
other dynamic events in scenes. See, Figure 3.1 for an example of a scene graph.
An example of a library extension API for developing audiovisual scenes is the Di-
rectX for C++ [104], where 2D and 3D graphics and sound objects can be used to create
multimedia applications. Another example is the OpenGL, a cross-platform C and C++
API for 3D graphics [105]. Java3D [106] is also a cross-platform API and an extension
to the Java programming language. It offers support for highly object-oriented program-
ming of interactive 3D graphics applications. Examples of scene description languages,
on the other hand, are the Virtual Reality Modeling Language (VRML97) [107], [101]
(and its successor X3D [108]), and the MPEG-4 Binary Format For Scenes (BIFS) [109].
Both enable fast development of platform-independent audiovisual applications and vir-
tual worlds with little expertise knowledge about programming. More details about high
and low-level APIs are presented in the next section.
The scenes can be audiovisual (including both graphics and sound elements), visual-
only, or audio-only. Another classification of scenes can be made to two-dimensional
(2D) and three-dimensional (3D) scenes. An example of a 2D scene is a multimedia
presentation (including, e.g., pictures, video, and associated sound), or interactive TV ap-
plication with downloadable programs. 3D applications, on the other hand, often contain
a virtual room or other virtual environment, with 3D visual and sound objects. A virtual
viewing point is often added that can also be used for navigating in a 3D virtual world. 3D
scenes can also be used for telepresence (e.g., in teleconferencing) where users in remote
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Figure 3.1: A scene graph that defines a 3D scene composited of graphics and sound nodes. The
syntax in this example resembles the VRML scene description. The topmost Group node binds
together the rest of the hierarchical scene, which includes both graphical and sound objects. The
sound file in this example provides the actual audio content, which is attached to the scene with
the help of the Sound node. The Transform node groups and positions the Sound node and a set of
graphical nodes to form an audiovisual sound object. The Viewpoint node defines the position from
which the virtual world is viewed and heard.
locations are displayed and auralized to each other inside a virtual room, where all the
participants have their own positions. In such an application it may be particularly impor-
tant to be able to associate the sound of each speaker spatially to a correct position (maybe
with natural-sounding room effect added). 3D audio-only scenes also form an important
set of applications, which provide tools for spatial sound compositing for musicians and
sound engineers.
Finally, the sound scene description defines the compositing of sound into a sound
scene, and can be approached from two different viewpoints, namely, the virtual reality
compositing and content compositing. The former refers to the process used for spatial
presentation of sound. In this approach the scene is created using objects that define
the spatial properties of the sound source, the propagation medium, and the receiver (ex-
plained in Section 2.1). The content compositing, on the other hand, involves operations
for adding effects and filtering to individual sound streams, or for forming mixed sound
tracks. Thus the scene description objects that define and perform sound content com-
positing, may include different mixing and sound filtering functionalities. These two
sound compositing frameworks can be applied both in audio-only and in audiovisual ap-
plications. A good example of a versatile and flexible sound scene description toolset is
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Figure 3.2: The characterization of low and high-level programming languages and APIs.
included in the MPEG-4 standard, explained in publications [P2] and [P6] of this thesis,
and in the MPEG-4 standard editions [3] and [40].
3.2 Sound Scene Description Application Programming
Interfaces
This section discusses the APIs that are used to aid a programmer or a content producer
to create sound scenes, or add sound to (principally) graphical applications. First the
properties of low and high-level sound scene APIs are explained, and after that existing
sound APIs and specifications are briefly overviewed.
3.2.1 Low Level and High-Level APIs
Figure 3.2 illustrates the differences between the low-level and high-level programming
languages. The low-level programming languages operate closer to the hardware (e.g.,
a CPU of the computer) than the high-level ones. At the very lowest level are machine
languages (above which are the assembly languages) that directly communicates with
hardware. The high-level programming languages, on the other hand, contain more com-
plex functionalities and are closer to human languages (and therefore easier to use). They
are often platform-independent (such a C, C++, or Java), but naturally require a mapping
to the low-level control of the hardware.
In the context of audio or graphics APIs, a similar classification can be made; The
low-level APIs operate more directly with the hardware (such as the DirectX API with
the sound and the video cards), whereas the high-level and platform-independent ones
(such as Java3D or VRML) require a lower-level language or an API for mapping it to the
hardware control. The advantage of a low-level API is usually a smaller latency compared
to high-level ones. Traditionally in low-level APIs only simple audio I/O functionalities
are provided, in which case the sound samples are read from a file or a sound stream,
and played in the application without further processing. In this case the sounds are of-
ten considered rather as ambient (i.e., not having any spatial character when they are
reproduced), than as spatial sound source objects (with a position and associated acous-
tic effect). Recent specification developments bring improvements to the lack of spatial
sound processing support in low-level APIs, as will be shown in Section 3.2.2. Without
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these improvements, when spatial effects are needed and none exist in the API definition
itself they have to be implemented by the programmer at an audio DSP level.
The two main purposes of high-level APIs are to provide platform-independent and
easy (usually object-oriented) programming of structured sound objects, where the spa-
tial characteristics are ideally built-in properties of the API definition. Preferably, in this
approach, the creation of such spatial sound objects can be controlled via intuitive param-
eters, the values of which define the individual characteristics of each sound source. Thus
the programmer does not need detailed understanding about the DSP implementation of
the acoustic effects, since according to the object-oriented programming principles their
implementations are hidden inside the objects. In this approach the application (a sound
or multimedia scene) is often written as a hierarchical scene graph, explained in the previ-
ous section. The way the objects are organized in this scene graph, as well as the linking
and the interaction among them and from the user, define the spatial configuration and
dynamic behavior of the scene.
Until recently, in most programming languages and scene description API’s, the sound
functionalities have been included only to support the visual part of an application, and no
sophisticated tools for sound compositing (as presented in 3.1) were available. Even when
such features were present, they only enabled adding simple effects such as coarse mod-
eling of spatial sound (e.g., positional sound source with simple directivity and distance
attenuation characteristics, included for example in the earlier versions of DirectSound3D
and VRML97 specifications). Typically the sound has been obtained from pre-recorded
audio files, without the possibility to real-time sound communication. Improvements are
provided by several recent specification developments. This is due to increasing compu-
tational capacity of sound cards and computers, and the spreading knowledge of spatial
sound modeling. Among the advanced APIs are the Java3D API of the Java programming
language, OpenAL library development that is done in co-operation between several in-
dustrial partners, the latest version of DirectSound (in DirectX 9.0), the EAX extensions
to DirectSound, and the MPEG-4 scene description language.
Table 3.1 summarizes the features that in this work are considered as characteristic
features of low-level and high-level sound APIs. It is obvious that this division is not
strict in the case of each existing sound API. However it gives an idea of what is meant by
this classification in the present work, where a high-level API was developed for creating
spatial sound scenes. In the next subsection existing APIs for spatial sound programming
are discussed.
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FEATURE LOW-LEVEL SOUND API HIGH-LEVEL SOUND API
Difficulty of program-
ming
Requires expertise on a pro-
gramming language, (possibly
platform-dependent) API, and
sometimes on DSP implemen-
tation of needed algorithm.
Easy, intuitive, highly para-
metric and object-oriented.
Platform and hardware
dependency
Can be high, except in cases
where sound I/O APIs are writ-
ten for each platform sepa-
rately
Same applications run on
many platforms (which is
transparent to the program-
mer)
Structure of program Low-level hierarchy Highly hierarchical (struc-
tured, object-oriented)
Amount of code
(needed for a specific
application or a spatial
effect)
High Low because of highly param-
eterized objects
Control of scene ren-
dering details
High when the programmer
implements the spatial sound
algorithms.
Low, as the API defines only
the interface, i.e., does not give
access to the DSP algorithms.
Standardized function-
alities
Often not, as the low-level
APIs are usually developed for
a specific platform or sound
card.
Often yes, as it is needed for
predicting the rendering result.
This gives usually flexibility to
the exact implementation, but
defines acceptable margins for
the rendering result of each ef-
fect.
Versatility of spatial
sound features
Usually low Usually high
Where is the 3D
sound programming
knowledge needed?
The application programmer
must have knowledge on im-
plementing the spatial sound
algorithms.
Effort is required mostly at the
stage of the specification de-
velopment, and in implement-
ing the rendering software.
Examples DirectSound in DirectX OpenAL, MPEG-4 BIFS,
Java3D
Table 3.1: Summary of properties that characterize the low and high-level sound APIs.
3.2.2 3D Sound APIs
The following section provides a brief explanation on the status of existing 3D sound
APIs. First the Interactive 3D Audio Rendering Guidelines, produced by the 3D work-
ing group of the Interactive Audio Special Interest Group (IASIG), are presented. These
guidelines give recommendations for minimum requirements regarding 3D sound APIs.
After that the different APIs that include at least some spatial sound functionalities (sum-
marized in Table 3.2), are overviewed.
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API SPATIAL SOUND CHARACTERISTICS
DirectX 9.0 Library extension for C++ programming language by Microsoft, for creating
multimedia applications. The sound part enables positional sound sources
with cone-like directivity, distance-dependent attenuation, Doppler effect, and
I3DL2 compatible reverberation.
EAX 4.0 Sound API from Creative Technology. EAX extensions exist for DirectX and
OpenAL.
OpenAL Open source audio library. Developed in cooperation between different indus-
trial partners.
VRML97 ISO Standard. Simple positional, directive sound source model. Frequency
independent directivity and distance attenuation with elliptical attenuation re-
gions.
Java3D 3D extension to Java. Positional, directive sources with frequency-dependent
directivity and distance attenuation, Doppler effect, and reverberation. Forth-
coming version (currently beta version 1.3) includes the set of I3DL2 spatial
sound functionalities (obstruction, occlusion, reflections, reverberation).
MPEG-4 BInary Format for Scenes (BIFS). Positional sound source model with fre-
quency dependent distance attenuation and directivity, and propagation delay.
Includes both physical and perceptual characterization of room acoustics.
Table 3.2: Summary of spatial sound characteristics in different sound application programming
interfaces.
3.2.2.1 Interactive Audio Special Interest Group (IASIG)
Interactive Audio Special Interest Group (IASIG) has been established to share ideas
about interactive audio [110]. IASIG is organized in several working groups dealing with
different aspects of sound related tasks in the areas of, for example, internet audio, syn-
thetic audio, audio composition, audio effects processing, and spatial sound. The 3D
Working Group (3DWG) of IASIG has produced a set of guidelines to assist and im-
prove the development of 3D sound capabilities (programming and rendering) in comput-
ers. Two documents have been published: the Level 1 and Level 2 3D Audio Evaluation
Guidelines (denoted by I3DL1 and I3DL2, respectively). The Level 1 guidelines provided
minimum acceptable requirements for 3D sound rendering, and a lexicon for understand-
ing the terms used to describe 3D sound related concepts in different contexts [111].
Concerning the spatial sound, it includes the source position rendering relative to a given
listening point. The Level 2 guidelines, on the other hand, define a more advanced set of
3D audio features that are needed to create interactive 3D sound environments and spatial
sound effects (including room acoustic modeling) [112]. Following gives a short descrip-
tion of the recommended spatial sound properties that are included in an API conforming
to the Level 2 (I3D2L) guidelines:
Reverberation model in the IASIG Level 2 guidelines follows the commonly accepted
division of a room impulse response to the direct sound, early reflections and late
reverberation (as explained in the previous chapter). The energies and relative de-
lays of the different parts of the response are controlled independently. Filtering can
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be added to decrease the energy of the high frequencies of the direct sound and the
room effect. The late reverberation is controlled by a reverberation time parameter,
which defines the time of the 60 dB attenuation of exponentially decaying response.
In addition, the late reverberation is characterized by a diffusion factor and a modal
density (both relative quantities), which control the density of reflections in the time
domain, and the modal density in the frequency domain, respectively.
Source-receiver distance rendering is characterized by a roll-off factor that defines the
speed of attenuation as a function of distance from a source. Automatic attenuation
of the reflected sound as a function of distance should also be rendered.
Occlusion and obstruction definitions are intended for producing an effect that causes
the listener to perceive the source as if it is behind a sound-obstructing obstacle
or in another room, respectively. Typically these phenomena cause a frequency
dependent (lowpass) filtering to sound. Both effects are characterized by lowpass
filters that are controlled in terms of global attenuation, and relative high-frequency
attenuation (with a given frequency limit for the high frequencies).
3.2.2.2 DirectSound in Microsoft DirectX
Microsoft DirectX is a C++ API for creating multimedia applications on Windows plat-
forms [104]. DirectSound is a part of DirectX, which enables adding spatial sound fea-
tures to applications. The 3D sound rendering model of DirectSound is illustrated in
Figure 3.3. The sound source can be defined by its position, orientation, and directivity.
The directivity is characterized by two cones (defined by their angles), and different sound
volumes inside of the inner cone and outside of the outer cone. When the listener is inside
of the inner cone (e.g., Listeneri in Figure 3.3), the sound level is equal to a relative value
of 0 dB. Outside of the outer cone (for Listenero) the sound level is given a negative value
(Volo as dB), indicating a decrease of the volume with respect to that inside of the inner
cone. In the transition region (for Listenert ) between the cones the sound level decreases
to Volo with an increasing angle.
Also the listener in this model has a position and an orientation. Thus the perceived
spatial impression of the sound source depends on the relative position and orientation
of the source with respect to the listener. In addition to the attenuation caused by the
directivity definitions (explained above), the source – receiver distance defines additional
attenuation. The attenuation curve as a function of this distance is defined by the mini-
mum and maximum distances (decided by the programmer), between which the sound by
default decreases 6 dB when the distance is doubled (starting from the minimum distance),
and outside of the maximum distance the sound level is either constant or inaudible. In
addition to the described spatial sound rendering model, the latest version of DirectX
(v. 9.0) includes a reverberation model that follows the Interactive 3D Audio Rendering
Level 2.0 Guidelines (I3DL2) [113].
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Figure 3.3: The 3D sound and listener models in DirectSound.
3.2.2.3 Environmental Audio Extensions: EAX
The EAX (currently version 4.0) API from Creative Technology that can be used as an
extension to the DirectSound and OpenAL API, and it conforms to the complete set of
3D audio rendering guidelines given in I3DL2 [114]. Thus applications can be created
including the modeling of positional sound sources, distance rendering, reverberation, oc-
clusion, and obstruction. Additionally, in sound reflection clusters and individual reflec-
tions can be added as environmental sound effects. Also continuous transitions between
acoustic spaces (rooms) can be carried out.
3.2.2.4 OpenAL
OpenAL is a cross-platform 3D sound API developed for enabling more realism in vir-
tual environments (for example, in computer games) by adding positional, dynamic sound
sources [115]. The OpenAL specification defines a set of minimum requirements for a
conforming API implementation. The requirements include a minimum number of ren-
dered sources, distance rendering (attenuation), and Doppler effect rendering. It contains
an extensible, open-source implementation of the API, and test programs to evaluate spe-
cific implementations. In OpenAL, the following spatial properties can be defined for the
sound source and the listener:
Sound source definition includes a description about the position, directivity (similarly
as in the DirectX), direction, and the velocity of the source.
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Listener definition contains the position, orientation, and the velocity of the listener. The
effect of each source in the environment is computed with respect to this listening
position.
The actual sound content emitted by the spatial sound sources is provided through sound
buffers that can be used for associating streamed sound, or sound read from a file, with the
source. They have a specified size and contain a pointer to the buffered sound data. The
buffers also hold information about the audio format including the sampling frequency,
bit depth, and number of channels. The distance dependent attenuation and doppler effect
rendering follow the one given in I3DL2 guidelines, but no other environmental effects of
I3DL2 (reverberation, occlusion, obstruction) are currently required.
3.2.2.5 Virtual Reality Modeling Language (VRML)
As the first standardized specification for creating interactive virtual reality applications,
the VRML97 (also known as VRML 2.0) introduced a simple model for adding spatial
sound sources to virtual worlds [107], [101]. A VRML scene is defined in a form of a
scene graph (explained in Section 3.1), where nodes are the functional objects that are
hierarchically linked and that the scene is composed of. The sound functionalities in the
VRML standard allow spatial positioning of a source (defined by a node called Sound)
by giving it a location and a direction. A distance dependent attenuation region is defined
by two ellipsoids illustrated in Figure 3.4. The values of the minFront and minBack
fields define an ellipse inside of which the sound volume is uniform. Between this inner
ellipse and the outer ellipse (defined by the maxFront and maxBack ellipses) the sound
attenuates to -20 dB, and outside of the outer ellipse the sound is not heard. Thus this
parameterization enables forming of spatially positioned sources with a simple directivity
pattern.
The VRML enables associating of a downloadable sound file with a spatial sound
source object. Thus it is not suitable for real-time transmission or streaming of sounds.
The forthcoming X3D (Extensible 3D) standard is a successor of VRML. Although it
contains several extensions to the VRML specification (e.g., multi-user worlds, and body
animation), it does not bring any new spatial sound rendering functionalities.
3.2.2.6 Java3D
Java3D API is an extension to the Java programming language to create animated, inter-
active 3D applications [106]. In a similar way as a VRML scene, a Java3D application
is programmed in a form of a scene graph. However, its spatial sound properties are
more advanced enabling reverberation, air absorption, and frequency dependent directiv-
ity definitions. The forthcoming (currently beta) version, Java3D 1.3, is conformant to
the I3DL2 guidelines (explained in Section 3.2.2.1).
The directivity of a sound source in Java3D can be defined in quite a similar fashion
as in DirectX: the source can be given a position and a direction, cones with different
opening angles are defined together with their associated gains. However, in Java3D,
any number of cones can be defined for a single source, and the directivity gains can be
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Figure 3.4: The audibility and distance attenuation of the VRML sound source.
made frequency dependent (by giving a cutoff frequency that defines a lowpass filter).
In addition to this directivity definition, elliptical distance attenuation regions can be set
that resemble those of the VRML Sound node (see, Figure 3.5). The distance dependent
attenuation can also be made frequency dependent, for simulating the increasing lowpass
filtering as a function of distance [116].
3.2.2.7 MPEG-4 BInary Format for Scenes
The BIFS scene description language in the MPEG-4 standard (see, Section 3.3) is used
for data compositing and for creating virtual worlds. A superset of the VRML nodes is
defined in BIFS, and its most important extensions concerning sound are the audio nodes.
In the first edition of the standard [3], a set of nodes were included for advanced mixing
and effects processing of sound streams. These nodes are referred to as the AudioBIFS,
explained thoroughly in Publication [P2] and in [117]. The second edition of MPEG-4
[40] contains an extended set of audio nodes for more advanced spatial sound presentation
(referred to as the Advanced AudioBIFS, presented in Publication [P6]). Advanced Au-
dioBIFS enables sound environment modeling according to both physical and perceptual
approaches (explained in Section 2.3.2).
The following explains the supported sound scene properties in the physical modeling
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Figure 3.5: The sound attenuation model in Java3D. In addition, sound cones resembling those in
MPEG-4 and DirectX can be used for directivity definition.
context. In the perceptual approach, the set of parameters described in Section 2.3.2.2
are available for defining a room acoustic effect. When a source is associated with per-
ceptual parameters (with the aid of a node called PerceptualParameters, which is linked
to a DirectiveSound node that is an object used for representing 3D sound sources in
MPEG-4 scenes) the physical acoustic characteristics of the environment are ignored for
that source.
Source is defined by a BIFS node called DirectiveSound. The spatial source properties
are the position, direction, and directivity. The directivity of an MPEG-4 sound source
is illustrated in Figure 3.6. For each given direction (with respect to the main direction
of the source), a frequency dependent gain can be given that at the rendering stage is im-
plemented as a digital filter. The gain can be given either in terms of filter coefficients
defining a transfer function H(z) of an IIR digital filter, or as a piecewise linear approx-
imation of a magnitude response |H(z)|, which is given as a discrete set of frequency –
gain pairs.
Medium properties include the effects caused by the sound propagation in the air, and
room-related effects. The former include the distance-dependent attenuation, air absorp-
tion, and the speed of sound in the medium. They are associated for each source object
(DirectiveSound node) separately, and their rendering can also be disabled for the sources
for which they are not needed. The speed of sound as well as the distance dependent
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Figure 3.6: The 3D sound directivity in the MPEG-4 BIFS.
attenuation are adjustable quantities in the scene (individually for each source). Their
default values correspond to those that the sound would naturally have in the air and in
free-field conditions.
The room-related properties are the reflectivity and transmission of surfaces, which
can be used as building elements for rooms, or for creating discrete reflections or echoes.
The reflectivity expresses the portion of the sound that is reflected off the surface, and the
transmission function defines how much of the sound passes through it. The reflectivity
and transmission of a surface are expressed similarly as the directivity filtering of a source.
They can be pure gains (indicating frequency-independent reflectivity), filter coefficients,
or alternatively magnitude response approximations of IIR digital filters. They are given
in material properties of a geometry object that defines a polygon (a flat surface with arbi-
trary number of vertices). The BIFS nodes needed for such surface definitions are called
IndexedFaceSet and AcousticMaterial, the former defining the geometry, and the latter
the visual properties, such as the color or the texture of the surface, and simultaneously
the explained acoustic properties (see, Figure 3.7).
Another room related property is the late reverberation, which can be added to en-
hance the room acoustic effect by associating it with spaces where early reflections are
caused by reflective surfaces. It can also be used to create a simple reverberation effect,
without the presence of early reflections. The late reverberation is characterized by a
frequency-dependent reverberation time, delay of the reverberation (with respect to the
direct sound), and the level of the reverberation. Both the reverberation, and the effects
caused by obstructing and reflecting surfaces, are applied to a source when it is in a de-
fined 3D region in a scene, at the same time with the virtual listening point. This region is
defined with the help of the AcousticScene node, which is also used for grouping surfaces
under a single auralization process. Figure 3.7 illustrates this grouping. A room geometry
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}
position -1 1.5 0.5
orientation 0 1 0 3
Shape {
Appearance {
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} }
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Figure 3.7: An example of an Advanced AudioBIFS scene when applying the physical modeling
approach. The visual room is composited of IndexedFaceSet nodes, that each define the geometry
of a polygon representing a surface. Visual and acoustic properties for each surface are given by
an AcousticMaterial node that besides visual properties, also defines the reflectivity of the surface,
and the transmission of sound through it. AcousticScene node defines an audibility region, inside
of which both the source and the listener must be in order to hear the sound. It can also be used
to define common late reverberation properties for the same region. Thus when the listener is
in the room (denoted by L1), the direct sound, reflections (filtered with the reffunc fields of the
corresponding reflective surfaces), and the reverberation are heard. Outside of the room (at the
listening point L2, at a position which is still in the rendering region defined by the size and center
fields of the AcousticScene), the sound is filtered by the gain defined in the transfunc field of the
AcousticMaterial.
is given under the same Group node as the AcousticScene node. AcousticScene sets the
boundaries (dotted line box in Figure 3.7) inside of which the sound is heard, and the
reverberation, reflectivity, and transmission of surfaces applied. Several such Acoustic-
Scene nodes can be defined in a single BIFS scene, each of which may contain a different
room geometry. The 3D regions can be spatially separated to avoid rendering of sources
from different rooms simultaneously (see, publications [P3], [P6]).
The Listener model in MPEG-4 BIFS is included in nodes called Viewpoint and Lis-
teningPoint. The former is meant for audiovisual scene viewing and navigation, and the
latter for audio-only scenes, or for adding a virtual listening point that is different from
the visual viewpoint in an audiovisual scene. These nodes contain the information about
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the position and orientation of the listener. The rendering of the directions of sounds (and
the directional reflections) is not a normative part of the MPEG-4 standard, therefore no
detailed information about the spatial hearing of the listener, such as HRTF filter data, is
included in the scene. All the sound rendering is performed with respect to the listen-
ing point. Thus the rendered response depends on the positions and orientations of the
listener, the sound sources, and the reflective and obstructive surfaces.
Advantages of the Proposed Framework The described parametrization of the phys-
ical sound environment modeling is one of the main results of this thesis. Among its
advantages is the efficient and object-oriented programmability of sound scenes, mean-
ing that versatile sound environments can be created with a small but descriptive set of
parameters. The similarities between VRML and MPEG-4 allow adaptation of VRML
scenes to MPEG-4 coding scheme with little modifications, and VRML content (where
the emphasis is typically on the visual side) can be enhanced by adding acoustic prop-
erties to the scenes. The VRML resemblance also brings about the advantage, that the
technology included in existing VRML authoring tools could be used for creating 3D au-
diovisual MPEG-4 scenes with advanced acoustic properties. Also in some room acoustic
modeling software, the geometrical definition of acoustic spaces contains similar type of
descriptions about the surface geometries and their acoustic properties. Conversion tools
for creating MPEG-4 scenes from these spaces would be simple to make. The authoring
of MPEG-4 sound scenes is addressed in [P7]. In that context, only the authoring of sound
scenes according to the perceptual approach is discussed. However, the MPEG-4 sound
scene authoring explained in [P7] is a part of a more generic 3D sound scene author-
ing scheme where there are ongoing developments for extending it also to the physical
approach [118].
3.3 MPEG-4 Framework
MPEG-4 is a standardized specification of the Moving Pictures Experts Group, which is a
subcommittee of the International Standardization Organization (ISO) [3]. It is an exam-
ple of a modern specification, which includes various new technologies for object-based
encoding and presentation of digital media [119], [120], [121]. The MPEG-4 standard
contains coding (compression) methods for digital video and audio (similarly as the pre-
vious MPEG standards MPEG-1 [122] and MPEG-2 [123]), but also coding methods for
synthetic data, meaning audio or visual content that is generated by a computer from
parametric descriptions. It has also various mechanisms for enabling user interactivity.
The core components of MPEG-4 for making interactive audiovisual scenes, are the
scene description tools (in BIFS, [124], [109] defined in the MPEG-4 systems part [125],
[126]), and the audio and the visual coding tools (defined in the audio [127], [128], [41],
[129] and visual [130], [131], [132] parts of MPEG-4, respectively). The use of these
parts for creating an MPEG-4 application is illustrated in Figure 3.8. The main idea is, that
the actual content (the coded audio and/or visual data) is kept separately from the scene
description that defines the compositing of that data (the spatio-temporal organization of
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Figure 3.8: Principal components involved in MPEG-4 scenes. MPEG-4 Systems contains the
descriptions of the graphical and spatial sound objects, and the actual audio and visual streams may
be linked to the scene, which is the actual application that is presented to the user with the needed
output devices.
the audio and visual streams). Furthermore the scene description enables a large number
of interaction functionalities, that enable including user interactivity as a part of the scene
description. This user interaction aspect is dealt with in publication [P7].
All the data included in an MPEG-4 application are considered as media objects.
In this scheme, each sound stream (a recorded sound source, for example), or recorded
video, is a streaming object. They may be handled individually at the decoding process
by placing each of them in a 2D or a 3D coordinate system, and modifying their spatial
properties (such as a size or position) dynamically and interactively with the help of the
BIFS scene description tools of the MPEG-4 Systems. Thus two main tasks of BIFS can
be pointed out: one is to composite different audio and visual streams, and the other is
to create audiovisual scenes and virtual worlds. These two approaches can naturally be
combined in a single application. Figure 3.9 illustrates the linking of a sound stream to
the MPEG-4 scene description.
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Figure 3.9: An example of an audiovisual MPEG-4 scene. Geometrical objects, viewing point, and
spatial sound objects are defined in the scene description stream in a form of a scene graph that
consists of BIFS nodes. Sound content is carried in a separate audio stream, which is linked with
the sound object so that the sound appears coming from its defined position.
58 3. Object-Based Presentation of Sound Scenes
4. Summary of Publications and
Author’s Contribution
This chapter summarizes the publications, which form the main part of this thesis. The
first ideas for this research came from Dr. Jyri Huopaniemi who was an instructor of
the thesis, and a co-author in most of the publications. Other co-authors include Profes-
sors Matti Karjalainen, Vesa Va¨lima¨ki, and Lauri Savioja, and Doctors Tapio Lokki, Ville
Pulkki, and Eric Scheirer. From the co-operation with them the author obtained the back-
ground knowledge and scientific support for developing and applying the virtual acoustic
modeling concepts in a new framework. Also the cooperation with the MPEG-4 commu-
nity, especially the systems and the reference software implementation subgroups, have
provided an important ground for the developments and implementations carried out in
this thesis. Finally, the cooperation with IRCAM (in particular Dr. Olivier Warusfel and
Mr. Olivier Delerue), and with the Carrouso EU project, have contributed to the contents
of the publications.
The author’s contribution in the first article ([P1] concern the modeling and parametriza-
tion of late reverberation, with a DSP structure later used in the DIVA (Digital Interactive
Virtual Acoustics) system [5] where virtual acoustics is rendered in real time while the
user navigates a virtual room. While participating the research of the DIVA group, the au-
thor got the idea of developing further the means to define and implement room acoustic
properties in generic multimedia applications. These topics are dealt with in the publica-
tions [P2]-[P6]. Finally publication [P7] is a result of work carried out at IRCAM, and it
deals with the authoring and user interaction of sound scenes.
[P1]
A digital signal processing structure is presented for producing a late reverberation effect
to sounds. This reverberator consists of feedback delay lines, each of which is connected
in series with a comb-allpass filter containing a considerably smaller delay than the feed-
back delay line. A lowpass filter is associated with each feedback delay line to enable a
frequency-dependent control over the reverberation time. The outputs of each delay line
are also summed and fed back to the input of the reverberator. This filter structure is in
fact a special case of the Feedback Delay Network (FDN) reverberator. Its advantage is a
rapidly-increasing reflection density in the impulse response (enabling a smaller number
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of delay lines than with the basic FDN reverberator).
An experiment was presented for simulating measured room acoustics with this re-
verberator: The frequency-dependent reverberation time was parametrically adjusted to
match that of a measured response.
The author has designed, implemented (In Matlab and C programming language), and
evaluated the reverberator presented in this article. The paper has been mostly written by
the author. The author carried out the room impulse measurements with the help of Dr.
Jyri Huopaniemi, and analyzed them to obtain the reverberator parameters and the early
reflections. The other authors helped mainly by proofreading the text.
[P2]
This article is the first journal publication about the audio part of the MPEG-4 scene
description language (BInary Format for Scenes, or BIFS). The functionalities of the Au-
dioBIFS used for hierarchical audio scene compositing in MPEG-4 are discussed in detail.
Also the virtual reality compositing (auralization) of sound with the help of Advanced Au-
dioBIFS in MPEG-4 is introduced. This article has its focus on the AudioBIFS (written
mostly by Dr. Eric Scheirer) that is used for hierarchical compositing and filtering of au-
dio streams. The 3-D sound model of the Virtual Reality Modeling Language (VRML97)
is presented, as a starting point to further develop the spatial sound scene description in
MPEG-4. The framework for enhanced 3-D sound scene description and rendering of
virtual room acoustics in the MPEG-4 context is introduced.
The author’s contribution in this article was to explain the definitions needed for para-
metric representation of 3-D sound scenes (most of section IV), and the comparison of it
with the earlier, more simplified modeling of sound in standards used for creating audio-
visual virtual worlds (in Section II.C).
[P3]
This article discusses the real-time rendering issues that can and need to be taken into
account in designing MPEG-4 Advanced AudioBIFS scenes. It presents the digital fil-
ter structure applied in the reference software implementation of the MPEG-4 Systems
standard, and shows how sound scenes with multiple rooms are defined and rendered in
Advanced AudioBIFS.
The author’s contribution to this article and the related work was to define the parametriza-
tion of the spatial sound scene description, and the related MPEG-4 definitions, in the
context of physical sound scene modeling. Dr. Jyri Huopaniemi collaborated to this task,
and in proofreading the text of this article. The described implementation of a spatial
sound scene rendering (as a part of a 3D audiovisual rendering software), as well as sim-
ple example scenes to test the defined functionalities, were created by the author alone.
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[P4]
This article discusses the differences and similarities between the physical and perceptual
approaches used for room acoustic modeling. It presents this topic from the viewpoint of
DSP implementation (in particular addressing its computational complexity) of the virtual
room acoustics in MPEG-4 Advanced AudioBIFS scenes. Required filter structures for
implementing different features defined in the scene description objects are described.
The author wrote most of this article, getting support from Dr. Jyri Huopaniemi
mostly in terms of comments and proofreading the article.
[P5]
In this article different reproduction techniques for rendering of MPEG-4 3-D sound
scenes are presented. It discusses the fact that the same parametric description of a sound
scene can be auralized with the help of different sound reproduction systems, of which
simple 2-speaker panning, binaural headphone reproduction, and the Vector Base Ampli-
tude Panning (VBAP) were implemented. It addresses also the division of sound scene
parameters to those that are dependent on the used reproduction system, and to those that
are not affected by it.
The author has implemented the sound scene rendering of the three mentioned re-
production methods, and written most of the article (with the help from Dr Ville Pulkki
and Dr. Jyri Huopaniemi mostly in giving comments on the produced text). Dr. Ville
Pulkki helped in adapting the VBAP rendering within the rendering software, and gave
the example code to implement VBAP.
[P6]
This article provides a detailed description of the finalized Advanced AudioBIFS defini-
tion in the MPEG-4 Systems standard. The BIFS nodes that are included in the Advanced
AudioBIFS are thoroughly dealt with, aiming at showing, what type of 3-D sound scenes
can be transmitted and rendered as a part of the MPEG-4 content. Concepts of 3D sound
scene modeling are overviewed, and scene description functionalities that are useful for
interactive sound scene creation are explained.
The author wrote most of the text in all the sections except in Sections II and part of
section VIII.
[P7]
This article deals with authoring and user interaction issues in the context of creating spa-
tial sound scenes (defined according to the perceptual room acoustic modeling approach).
An existing authoring tool was taken as a basis to develop an extension which allowed
for producing sound scenes from a graphical representation created with the tool. These
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sound scenes are first written in a textual format and transmitted to an encoder that con-
verts them to a standard MPEG-4 format. Scene modifications can also be initiated from
the authoring tool by transmitting scene parameter updates to the MPEG-4 decoder over
a network.
A user interface is also transmitted as a part of the scene description. The properties
of this user interface depends on the sound scene configuration (e.g., how many sound
sources there are and what are their locations in the scene), and also on which interaction
capabilities the author wants to include in the user interface. Thus the authoring tool also
produces automatically a 2D visual representation of the scene, and optionally a visual
interaction tool that lets the renderer-side user to modify the scene locally.
The author’s contribution was to design and program the needed extensions to a sound
scene authoring tool. These extensions include objects that correspond to the MPEG-4
Advanced AudioBIFS nodes and their properties. Functionalities for making the con-
version from the internal format of the authoring tool to a textual format accepted by an
MPEG-4 encoder were implemented, and the BIFS format user interface was designed.
In this framework also dynamic scene modifications can be sent from the authoring tool
to the renderer.
5. Conclusions and Future Challenges
The aim of this thesis was to develop a parameter set for representing 3D sound scenes for
various applications and data transmission contexts. One of the motivations for this was
that previously existing systems, which enable describing or rendering of sound scenes
(such as application programming interfaces, professional room acoustic modeling pro-
grams, or research projects), but do not have a common way of representing sound scenes.
Thus a model that is created to be used in one system can not be used in another. A sec-
ond motivation was, that existing application programming interfaces (such as DirectX
or VRML97 standard) did not provide the possibility to add sophisticated spatial sound
properties to applications.
The developed spatial sound scene parameter set is useful for audiovisual (2D or 3D)
applications, but also for audio-only applications. In virtual world applications, for ex-
ample, spatial sound may be needed for supporting the visual part of the scene and for
increasing its immersiveness. In audio-only applications the sound may be put through
spatial sound processors without the presence of a visual scene (e.g., for music post-
processing purposes or for artistic sound installations). One of the main advantages of the
developed parameter set is that it provides a flexible definition of the sound scene: Where
a spatial processing is not needed it can be (or individual parts of it) disabled for selected
sound sources.
The implementation of a 3D sound scene renderer, which was also performed as a part
of this thesis, proves the feasibility and flexibility of the proposed sound scene descrip-
tion. The sound scene parametrization (and its implementation) has been included in an
international standard (MPEG-4). It has also been chosen as a scene transmission format
in a EU project called the Carrouso, which further proves its usefulness and that there is
actually a need to transmit sound scene data in modern communication networks. In the
latter framework (real-time communication of sound scenes), the third aim of this thesis,
namely the authoring of sound scenes, was obtained and its results tested.
5.1 Future Challenges
Future challenges for the topics of this theses are:
• Scene description development, to introduce even more advanced acoustic prop-
erties in interactive spatial sound scenes. Such improvements may include, e.g.,
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studying and taking into account phenomena caused by the wave-like nature of
sound, and more complex sound reflectivity models. Another improvement would
be to increase the consistency between the developed parameter set and other exist-
ing specifications (such as those recommended in I3DL2 guidelines).
• Accordingly to study how these features can be implemented in real-time sound
scene rendering software. Another challenge concerning the rendering of scenes
is, what are the relevant features to be rendered in each application. For example,
the MPEG-4 conformance rules defined minimum requirements for rendering, but
not which properties are highest in the priority when some have to be suppressed.
For example, the minimum number of rendered sound sources and reflections is
defined, but not what are the rules for choosing the audible reflections. This is partly
a psychoacoustic issue, and partly dependent on the application. A flexible (and
”intelligent”) renderer is able to choose the most important features, or offer the
user the possibility to affect the priority of the implemented effects at the rendering
stage.
• Authoring tool development is an important task for facilitating the creation of
sound scenes and for increasing the acceptance and use of the proposed technology.
Such tools should take into account the variety of applications that can be created
using the parametric characterization of spatial sound scenes. Existing programs
for authoring of audiovisual scenes on one hand, and for room acoustic modeling
on the other, provide useful directions and a starting point for the development of
such tools.
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