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The rectified non-linear response of a clean undoped semiconductor to an ac electric field includes
a well known intrinsic contribution – the shift current. We show that when Kramers degeneracy
is broken, a distinct second order rectified response appears that is due to Bloch state anomalous
velocities in a system with an oscillating Fermi surface. This effect, which we refer to as the resonant
photovoltaic effect (RPE), produces a resonant galvanic current peak at the interband absorption
threshold in doped semiconductors or semimetals with approximate particle-hole symmetry. We
evaluate the RPE for a model of the surface states of a magnetized topological insulator.
Introduction:— The interband coherence responses of
crystals to dc and ac driving electric fields have both
been studied extensively in recent years. For example,
researchers have come to appreciate that the intrinsic
anomalous velocity dc response, which is due to inter-
band coherence and related to momentum-space Berry
curvature, is essential for the chiral anomaly [1, 2] in
Weyl semimetals, and that it often dominates the anoma-
lous quantum Hall effect of magnetic materials.[3, 4] Sep-
arately a number of conceptually novel non-linear re-
sponse effects [5] have been identified recently that in-
volve inter-band coherence. Notably, the non-linear op-
tical response of a semiconductor at frequencies above the
band gap includes an intrinsic dc photocurrent associated
with an interband-coherence related shift of intra-cell co-
ordinates. The intrinsic shift current [6–32] effect has re-
ceived particular attention because it is is closely related
to topological band characteristics [33–35], and has been
identified experimentally in some non-centrosymmetric
ferroelectrics [36–39]. In this Letter we identify a new
non-linear response effect by showing that the dc galvanic
photocurrent response of doped semiconductors can con-
tain an anomalous velocity contribution.
The understanding of inter-band coherence and its re-
lation to disorder in the non-linear optical response of
semiconductors is still in its infancy. Most studies to
date have focused on undoped materials, although pos-
sible Fermi surface effects in doped systems have started
to gain attention [29, 40–43] very recently. The reso-
nant photovoltaic effect (RPE) mechanism for rectified
response to linearly polarized light is due to the com-
bination of Bloch state anomalous velocities and Fermi
surface shifts, which both oscillate when driven by an ac
field and produce a current with a non-zero time aver-
age. The RPE involves an interplay between Bloch state
wave function topology, disorder, and inter-band optical
excitation. The RPE is active in doped semiconductors
with with broken time-reversal symmetry, and strongest
in semiconductors with approximate particle-hole sym-
metry, as illustrated in Fig. 1(c). It is therefore espe-
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FIG. 1. (a). Resonant photovoltaic effect current induced by
linearly polarized light incident on the surface of a warped
topological insulator placed on a ferromagnetic layer with an
in-plane magnetization. (b). Carriers are excited from the
valence band to the oscillating Fermi surface. (c). RPE re-
sponse of magnetized topological insulator surface states with
different values for the warping coefficient λ using the model
parameters εF = 250 meV, A = 2.55 eVA˚, T = 1K, M = 10
meV, and τ = 1ps explained in the text. The blue curve
corresponds to the experimental value of λ for Bi2Te3.
cially strong in magnetized topological materials whose
surface states have approximate particle-hole symmetry,
reflecting the fundamental connection between non-linear
response and non-trivial band topology [33, 44–48], and
the importance of the Berry curvature in non-linear op-
tical response [49]. The RPE is related in part to the
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FIG. 2. Constant energy contour showing the breaking of
Kramers degeneracy by the in-plane magnetization. For this
figure the warping constant λ = 200eVA˚3, while the magnetic
exchange energy M = 0.05eV.
non-linear Hall conductivity, which contains a related in-
trinsic contribution proportional to the Berry curvature
dipole [33, 45–47] but may also have extrinsic contribu-
tions [29, 43, 50, 51]. Non-linear phenomena in topo-
logical materials have been discussed previously e.g. the
observation of the non-linear Hall effect [52, 53], the pre-
diction of a non-linear anomalous Hall effect [54], and
valley-driven second harmonic generation [55].
Theory of the Resonant Photovoltaic Effect:— We now
outline the transport theory that we use to identify and
evaluate the RPE; a detailed derivation is provided in
the supplementary material. We consider a Hamiltonian
of the general form Hˆ = Hˆ0 + HˆE + Uˆ , where Hˆ0 is a
crystal Bloch-state Hamiltonian, HˆE(t) = eE(t) · rˆ the
interaction with a time-dependent external electric field
that is assumed spatially uniform, and Uˆ is the random
disorder potential. The impurities are uncorrelated and
the average of |〈km|Uˆ |k′m′〉|2 over impurity configura-
tions is ni|U¯mm′kk′ |2/V , where ni is the impurity density,
V the crystal volume and U¯mm
′
kk′ the matrix element of the
potential of a single impurity. We consider short-range
impurities such that U(r) = U0
∑
i δ(r − ri), with ri la-
beling impurity sites. We focus on temperatures close
to absolute zero, so that phonon scattering is negligible.
The system is described by a density operator ρˆ, which
obeys the quantum Liouville equation, as described in
[56]. The quantum kinetic equation for 〈ρ〉, the density
matrix averaged over impurity configurations, reads:
d〈ρ〉
dt
+
i
h¯
[H0, 〈ρ〉] + J(〈ρ〉) = − i
h¯
[HE , 〈ρ〉]. (1)
In the Born approximation, the scattering term [56]
J(〈ρ〉) = 1
h¯2
∫ ∞
0
dt′ 〈[U, [e− iH0t
′
h¯ Ue
iH0t
′
h¯ , 〈ρ(t)〉]]〉. (2)
The impurity average restores translational periodicity
so that in the crystal momentum representation 〈ρ〉 re-
mains diagonal in the wave vector k. We expand the
density matrix in powers of the electric field as 〈ρ〉 =
〈ρ〉(0) +〈ρ〉(1) +〈ρ〉(2) + ... where the superscript (n) refers
to order n in the electric field. The equilibrium part
〈ρ〉(0) is the solution of Eq. (1) with the RHS set to zero.
It is diagonal in the band index m and has the form
〈ρ〉(0)mm′ = f0mkδmm′ , where f0mk ≡ f0mk(εmk) is the Fermi-
Dirac distribution occupation probability at the energy
εmk of band m. To evaluate 〈ρ〉(1) we set 〈ρ〉 → 〈ρ〉(1)
on the LHS of Eq. (1), and 〈ρ〉 → 〈ρ〉(0) on the RHS.
Finally, 〈ρ〉(2) contains the non-linear response of second
order in the electric field, which is of interest to us in this
work. To determine it we set 〈ρ〉 → 〈ρ〉(2) on the LHS of
Eq. (1), and 〈ρ〉 → 〈ρ〉(1) on the RHS.
Because of the important role of the commutator
[H0, 〈ρ〉], which accounts for dynamics in the absence of
electric fields and disorder, it is convenient to make the
decomposition 〈ρ〉k = fd,k +fod,k with fd,k and fod,k re-
spectively purely diagonal and purely off-diagonal in the
band indices. The diagonal response fd,k tracks Bloch
state repopulation while the off-diagonal part fod,k ac-
counts for interband coherence. These two responses
can be expanded separately in powers of electric field
as fd,k = f
(0)
d,k + f
(1)
d,k + f
(2)
d,k + · · · and fod,k = f (1)od,k +
f
(2)
od,k + · · · . The zeroth order term in the expansion is
the equilibrium term f0mk(εmk) introduced above, which
is diagonal in the Bloch eigenstate representation, hence
fd,k starts at zeroth order in the electric field while fod,k
starts at first order in the electric field. It is useful to
separate the quantum kinetic equation Eq. 1 into cou-
pled equations for fd,k and fod,k. The scattering term is
linear in density matrix and couples the diagonal and off-
diagonal response: J(〈ρ〉) = Jd(fd,k+fod,k)+Jod(fd,k+
fod,k). To determine Jod(fd,k), first fd,k is found, then it
is fed into Eq. (2), and the off-diagonal part is selected.
To illustrate the RPE we consider linearly polarized
light E(t) = E cosωt. The electric field and scattering
terms both connect fd,k and fod,k. The solution in pow-
ers of E(t) is:
df
(n)
d,k
dt
+ Jd[f
(n)
d,k ] =
eE(t)
h¯
· ∂f
(n−1)
d,k
∂k
−Jd[f (n)od,k]
df
(n)
od,k
dt
+
i
h¯
[H0k, f
(n)
od,k] + Jod[f
(n)
od,k] =
eE(t)
h¯
· Df
(n−1)
od,k
Dk
−Jod[f (n)d,k ].
(3)
The covariant derivative
Dfod,k
Dk =
∂fod,k
∂k − i [Rk, fod,k]
arises from the k-dependence of the basis functions. The
Berry connection Rmm′k = 〈umk |i∂u
m′
k′
∂k 〉, with |umk 〉 the
lattice-periodic Bloch function. The covariant derivative
term is absent in the equation for fd,k because the com-
mutator has no diagonal terms. It also appears in the
3current density operator j = −(e/h¯)DH0k/Dk. We use
this approach to evaluate non-linear response in the limit
εF τ/h¯ 1.
The general solution of Eq. 1 up to second-order in the
electric field is derived in the Supplement. The linear re-
sponse contains the oscillatory factors e±iωt as required
for time-independent unperturbed Hamiltonians. The
second order response has both second-harmonic term
∝ e±2iωt, and the time-independent terms on which we
focus in which the e±iωt factors cancel. In the strong
disorder ωτ  1 limit a clear hierarchy can be estab-
lished in powers of the impurity density as explained in
detail in [56] and can be straightforwardly extended to
non-linear response, as done in part in [43]. In the weak
disorder limit ωτ  1, one naively expects scattering to
play virtually no role. This is because, firstly, the cross-
scattering terms Jd(fod,k) and Jod(fd,k) connecting fd,k
and fod,k are suppressed by 1/ωτ and higher powers.
Hence it appears that fd,k and fod,k can be treated in-
dependently. Secondly, the leading term in fd,k simply
yields the Drude conductivity, which at high frequencies
is ∝ 1/ω. We specialize here to frequencies where ωτ  1
and focus on systems in which the second harmonic terms
are suppressed by factors ∝ (ωτ)−1 and higher, as is
the case in Bi2Te3 with an in-plane magnetization, intro-
duced above in Fig. 1.
The RPE arises primarily from the second-order
off-diagonal response driven by the first order diago-
nal response. In the limit ωτ  1, it is easy to
show that the first order diagonal response is f1d,k =
∂f0/∂kx(eEx/ω) sin(ωt). The set of k-vectors that are
occupied oscillates in k-space in a manner that is out-
of-phase with the electric field and does not contribute
to dissipation. At the same time it follows from the sec-
ond of Eqs.(3) that at finite frequencies the response of
a given occupied k to the oscillating electric field also
contains a piece that is out-of-phase, and is resonant at
the interband transition energy. These two out-of phase
resspones combine to yield a current in the electric field
direction that has a non-zero time average. The out-
of phase current from the inter-band coherence response
is a partner of the in-phase anomalous velocity response
that explains the quantum anomalous Hall effect in many
materials, and remains finite in the dc limit. Combining
these two effects we find that, in the second-order re-
sponse there is one, and only one, term in fod,k that is
responsible for the peak in the RPE current, Fig. 1(c).
For a two-band system with particle-hole symmetry the
band index m ∈ {+,−}, as is the case for Bi2Te3 in
Eq. (7) considered below, and ε−k = −ε+k , this yields the
first contribution to the RPE current
j
(2)
x,od =
e3E2x
4h¯
∫
d2k
(2pi)2
|R+−kx |2(∂f0+k/∂kx)(h¯/τ)
(2ε+k − h¯ω)2 + (h¯/τ)2
. (4)
As T → 0 the derivative of the Fermi function tends to
−δ(εF − ε+k ), so the RPE current becomes a Lorentzian
centered around h¯ω = 2εF , as expected from Fig. 1(c).
If we examine the value at the peak itself, setting h¯ω =
2εF in the integrand, it is immediately seen that the
integrand is ∝ τ , and (∂f0+k/∂kx) τ is the displace-
ment of the Fermi surface. Noting that ∂f0+k/∂kx =
(∂f0+k/∂εk) (∂εk/∂kx), it is clear that 2 (∂ε
+
k /∂kx) τ cor-
responds to the displacement undergone by a particle ex-
cited from a state in the valence band with group velocity
−(1/h¯)(∂ε+k /∂kx) to a state in the conduction band with
group velocity +(1/h¯)(∂ε+k /∂kx). Evidently, if Kramers
degeneracy is present, so that ε+k = ε
+
−k, the displace-
ments cancel between opposite sides of the Fermi sur-
face. So Kramers degeneracy needs to be broken for the
effect to be finite, which in Bi2Te3 is accomplished by the
in-plane magnetic field, as illustrated in Fig. 2.
An additional contribution of the same order in the
electric field and scattering strength ni arises in our for-
malism by taking f
(2)
od,k, which leads to Eq. (4), feeding
it into the scattering term, and taking the diagonal part,
which acts as a driving term for f
(2)
d,k as follows,
df
(2)
d,k
dt
+ Jd[f
(2)
d,k] = −Jd[f (2)od,k], (5)
yielding an additional term in the RPE current
j
(2)
x,d =
eτ
h¯
∫
d2k
(2pi)2
∂ε+k
∂kx
Jd[f
(2)
od,k]. (6)
This corresponds to inter-band transitions driven by scat-
tering and demonstrates that, contrary to naive expec-
tation, scattering plays a crucial role in the DC cur-
rent, as do the cross-scattering terms. At higher tem-
peratures phonon scattering must be taken into account.
The complicated many-body terms that come in through
the Pauli blocking factors will be considered in a future
study. Likewise, our present study does not incorporate
many-body interactions, which may alter the effect at a
quantitative level as in linear response.
Resonant photovoltaic effect for Warped Topological
Insulator Surface States:— Topological insulators such
as Bi2Te3 can host strong spin-orbit torques [57–59], and
produce strong spin-orbit coupling signatures in optics,
transport and magnetism [60–79]. Time-reversal sym-
metry breaking in these systems can be accomplished by
placing the topological insulator on a ferromagnet, as
sketched in Fig. 2. A sizable proximity effect can lead
surface-state exchange fields parallel to the magnetiza-
tion of order 10 meV [80, 81]. The surface state Hamilto-
nian H0 = HR+HM +HW , where HR = A(σxky−σykx)
is the Rashba spin-orbit interaction with A a material-
specific constant, and the σi’s are Pauli matrices. The
exchange term HM = σ ·M with M ‖ yˆ. We will con-
sider non-linear response to an electric field E ‖ xˆ. The
warping term HW = λσz(k
3
x − 3kxk2y) describes hexago-
nal warping that causes the Fermi surface to acquire its
4TABLE I. Peak resonant photovoltaic effect current in pA
m/W partitioned into band diagonal and off-diagonal con-
tributions at different Fermi energies for magnetic exchange
energy M= 10meV [80], λ = 250eVA˚3 [82], τ = 1ps, A=
2.55eVA˚[82] and T= 1K. The total current is in the right
column.
F (meV) j
(2)
x,od j
(2)
x,d j
(2)
x = j
(2)
x,d + j
(2)
x,od
50 3.8 4.7 8.5
100 21 14 35
150 57 29 86
200 99 62 161
250 140 119 259
300 180 142 322
well-known snowflake shape [82–85]. The quasiparticle
energy dispersion for this model Hamiltonian is particle-
hole symmetric with
ε±k = ±
√
A2k2 +M2 + 2AkM cos θ + λ2k6 cos2 3θ, (7)
where θ = arctan(ky/kx) is the polar angle of the wave-
vector k. In Fig. 1(c) we have plotted the total RPE
current as a function of photon energy h¯ω at different
warping constants and at εF = 250meV. For direct com-
parison, we use the same pA/m units for the current
density as in Ref. [22]. The intrinsic shift current as cal-
culated in Ref. [22] is zero in this configuration, thus the
entire signal is from the RPE current. The RPE current
has a sharp and tunable peak at h¯ω = 2εF , an attractive
feature for potential photovoltaics applications. We list
estimated values for the peak RPE current in Table I for
a series of Fermi energies εF smaller than the bulk gap
∼ 300meV.
Discussion:— The physical explanation of the RPE is
as follows. For h¯ω  2εF no carriers can be excited into
the conduction band. As h¯ω approaches 2εF electrons
can be excited from energy −εF in the valence band to
εF in the conduction band. The constant energy surface
at −εF in the valence band is not oscillating, while the
Fermi surface εF in the conduction band oscillates un-
der the action of the ac electric field. Importantly, the
Fermi surface is inversion asymmetric due to the breaking
of Kramers degeneracy by the in-plane magnetization.
Hence, as the Fermi surface oscillates, its displacement
along +kx is not equal to that along −kx, resulting in
a net current. This current depends on the anomalous
velocity, contained in the Berry connection, and on the
momentum relaxation time τ . This effect occurs only for
excitation around the Fermi surface, which explains the
resonance in the signal. More importantly, if time rever-
sal symmetry is preserved, the system possesses Kramers
degeneracy, meaning that εk = ε−k, and the effect can-
cels between the two sides of the Fermi surface as the
electric field oscillates along the xˆ-axis. In the example
given the in-plane magnetization breaks Kramers degen-
eracy, which can be seen clearly in Fig. 2, so that the
λ=250eVÅ3, A=2.55eVÅ, T= 1K,
M=10meV, τ=1ps
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FIG. 3. Resonant photovoltaic effect current as a function of
Fermi energy. The blue dotted curve corresponds to the peak
value of the RPE current as a function of the Fermi energy at
h¯ω = 2F in Bi2Te3 and the red dashed curve shows quadratic
fitting.
positive and negative xˆ-axes are not equivalent, and the
effect does not cancel as the electric field oscillates in
the positive and negative xˆ-directions. The contributions
from the off-diagonal and diagonal parts of the density
matrix are comparable in magnitude.
The RPE strengthens with εF (as shown in Fig. 3),
with the degree of warping (λ) and the degree of asym-
metry of the Fermi surface (M). The effect is corre-
spondingly ∝ M , and, at small λ (or small densities), it
is ∝ λ2. Increasing λ distorts the Fermi contour from
its original circular shape by a larger amount, increasing
the current. Conversely, the effect vanishes as λ→ 0: as
expected, trivially shifting the origin of the Dirac cone
by an in-plane magnetization cannot generate a current
without the presence of hexagonal warping. Likewise,
since the effect is driven by Kramers degeneracy break-
ing, increasing the asymmetry of the Fermi surface leads
to a larger peak. Increasing εF and/or the momentum
relaxation time results in a larger Fermi surface displace-
ment. For perfect particle-hole symmetry the height and
width of the Lorentzian are controlled only by τ , such
that in high mobility systems the peak becomes sharper
and taller, and can increase by orders of magnitude. Such
an enhancement could be achieved by hybridizing TIs
with graphene [86–90]. For a small degree of particle-
hole asymmetry our conclusions continue to hold, pro-
vided the asymmetry does not exceed h¯/τ .
The TI layer should be as thin as possible so as to
enable a strong proximity effect. Strictly speaking, our
model applies to films thicker than 3nm, in which there
is no tunneling between the top and bottom surfaces
[91, 92]. However, the effect will be very strong even in
thinner films, and our model is still approximately appli-
cable since εF is much larger than the interlayer tunnel-
5ing strength. If, instead of the ferromagnet, an in-plane
magnetic field is used to break time reversal symmetry,
in a geometry very similar to Ref.[58], the effect will be
observable but relatively small due to the inherent small-
ness of the Bohr magneton. We expect a strong RPE ef-
fect in Bi2−xMnxTe3 synthesized recently[93–95], as well
as in transition metal dichalcogenides[96, 97].
In summary, we have developed the general formalism
describing the second order optical response and identi-
fied a new, sizable extrinsic contribution to the current
which we term RPE. It corresponds to a resonance in the
DC photocurrent at h¯ω = 2F with a height and width
determined by the relaxation time scale. The theory will
be extended in a future publication to second harmonic
generation, circularly polarized light and transition metal
dichalcogenides, whose response is complicated by the fi-
nite mass and valley degree of freedom.
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Generalization of Kinetic equation of density matrix
We begin with the quantum Liouville equation for the density matrix 〈ρ〉 averaged over impurity configurations,
within eigenstate |m,k〉 = eik·r|umk 〉 representation[56, 98] having |umk 〉 a periodic part of the Bloch function with m
as band index, k as wave vector and r as position vector,
d〈ρ〉
dt
+
i
h¯
[H0, 〈ρ〉] + J [〈ρ〉] = − i
h¯
[HE , 〈ρ〉]. (8)
Here H0 is the band Hamiltonian, HE(t) = −eE(t) · rˆ is a perturbation due to a time dependent and spatially inhomo-
geneous external electric field and J(〈ρ〉) is the scattering term which takes the form with in the Born approximation
J(〈ρ〉) = 1
h¯2
∫ ∞
0
dt′ 〈[U, [e− iH0t
′
h¯ Ue
iH0t
′
h¯ , 〈ρ(t)〉]]〉, (9)
having U a random disorder potential.
In the powers of electric field, the density matrix can be expanded alike
〈ρ〉 = 〈ρ〉(0) + 〈ρ〉(1) + 〈ρ〉(2) + ..., (10)
where 〈ρ〉(0) is an equilibrium density matrix and 〈ρ〉(1), 〈ρ〉(2),... are corrections to 〈ρ〉(0) to first, second and so on
order in the electric field. Using this, the quantum kinetic equation (8) can be written in a general way
d〈ρ〉(n)
dt
+
i
h¯
[H0, 〈ρ〉(n)] + J [〈ρ〉(n)] = − i
h¯
[HE , 〈ρ〉(n−1)]. (11)
Further the right hand side of the above equation can be simplified in a manner
− ih¯ 〈m,k|[HE(t), 〈ρ〉(n−1)]|m′,k〉 =
eE(t)
h¯
·
{∂〈ρ〉(n−1)
∂k
− i[Rk, 〈ρ〉(n−1)]
}
=
eE(t)
h¯
· D〈ρ〉
(n−1)
Dk
.
(12)
Here D〈ρ〉Dk =
∂〈ρ〉
∂k − i[Rk, 〈ρ〉] is the covariant derivative with respect to wave vector k and Rmm
′
k = 〈umk |i∂u
m′
k′
∂k 〉 is the
momentum space Berry connection.
To solve the kinetic equation, we decompose the density matrix into two parts on the basis of band index
〈ρ〉(n) = f (n)d + f (n)od , (13)
where fd is diagonal matrix in band index and fod is off-diagonal. Using this decomposition, Eq. (11) can be segregated
into two coupled equations of form
df
(n)
d,k
dt
+ Jd[f
(n)
d,k ] =
eE(t)
h¯
· Df
(n−1)
d,k
Dk
− Jd[f (n)od,k], (14)
df
(n)
od,k
dt
+
i
h¯
[H0k, f
(n)
od,k] + Jod[f
(n)
od,k] =
eE(t)
h¯
· Df
(n−1)
od,k
Dk
− Jod[f (n)d,k ]. (15)
Here, we use the decomposition of the scattering term
J [〈ρ〉(n)] = Jd[〈ρ〉(n)] + Jod[〈ρ〉(n)],
Jd[〈ρ〉(n)] = Jd[f (n)d,k ] + Jd[f (n)od,k]; Jod[〈ρ〉(n)] = Jod[f (n)d,k ] + Jod[f (n)od,k],
(16)
8having general form for J [〈ρ〉]k on solving Eq. 9
J [〈ρ〉]mm′′′k =
pi
h¯
∑
m′,m′′k′
{
〈Umm′kk′ Um
′m′′
k′k 〉〈ρ〉m
′′m′′′
k δ(εm′k′ − εm′′k) + 〈Um
′m′′
kk′ U
m′′m′′′
k′k 〉〈ρ〉mm
′
k δ(εm′k − εm′′k′)
−〈Umm′kk′ Um
′′m′′′
k′k 〉〈ρ〉m
′m′′
k′ δ(εm′′k′ − εm′′′k)− 〈Umm
′
kk′ U
m′′m′′′
k′k 〉〈ρ〉m
′m′′
k′ δ(εmk − εm′k′)
}
.
(17)
Now, we will solve the quantum Liouville equations for diagonal and off-diagonal parts of density matrices upto second
order in the electric field.
First order density matrix
For the first order density matrix (n = 1), the kinetic equation (Eq. 14) for the diagonal part of density matrix is
df
(1)
d,k
dt
+ Jd[f
(1)
d,k] =
eE(t)
h¯
· ∂f
(0)
d,k
∂k
− Jd[f (1)od,k], (18)
df
(1)
d,k
dt
+
f
(1)
d,k
τ
=
eE(t)
h¯
· ∂f
(0)
d,k
∂k
− Jd[f (1)od,k], (19)
where f
(0)
d,k ≡ f (0)m,k is an equilibrium Fermi-Dirac distribution function and τ is the momentum relaxation time.
With the integrating factor, we have
f
(1)
d,k(t) =
∫ t
−∞
dt′e−
t−t′
τ
{
eE(t′)
h¯
· ∂f
(0)
d,k
∂k
− Jd[f (1)od,k(t′)]
}
. (20)
On considering the external electric field of a form E(t) = E cosωt, the above equation becomes
f
(1)
d,k(t) =
∫ t
−∞
dt′e−
t−t′
τ
{
eE
h¯
(
eiωt
′
+ e−iωt
′
2
)
· ∂f
(0)
d,k
∂k
− Jd[f (1)od,k(t′)]
}
=
eE
2h¯
· ∂f
(0)
d,k
∂k
(
eiωt
1/τ + iω
+
e−iωt
1/τ − iω
)
−
∫ t
−∞
dt′e−(t−t
′)/τJd[f
(1)
od,k(t
′)].
(21)
The kinetic equation for first-order off-diagonal part of density matrix has a form
df
(1)
od,k
dt
+
i
h¯
[H0k, f
(1)
od,k] + Jod[f
(1)
od,k] =
eE(t)
h¯
· Df
(0)
od,k
Dk
− Jod[f (1)d,k]. (22)
df
(1)
od,k
dt
+
i
h¯
[H0k, f
(1)
od,k] +
f
(1)
od,k
τ
=
eE(t)
h¯
· Df
(0)
od,k
Dk
− Jod[f (1)d,k], (23)
and the solution is
f
(1)
od,k(t) =
∫ t
−∞
dt′e−
t−t′
τ e−
iεm,k(t−t′)
h¯
[
− eE(t
′)
h¯
·
{
iRmm′k [f0(εm,k)− f0(εm′,k)]
}
− Jod[f (1)d,k(t′)]
]
e
iε
m′k(t−t
′)
h¯
=
∫ t
−∞
dt′e−(t−t
′)/τe−
iεm,k(t−t′)
h¯
[
− eE
h¯
(
eiωt
′
+ e−iωt
′
2
)
·
{
iRmm′k [f0(εm,k)− f0(εm′k)]
}
−Jod[f (1)d,k(t′)]
]
e
iε
m′k(t−t
′)
h¯ .
(24)
f
(1)
od,k(t) =
∑
l=±
eE
2
· e
ilωtRmm′k [f0(εm,k)− f0(εm′k)]
(lh¯ω + εm,k − εm′k)− i h¯τ
−
∫ t
−∞
dt′e−
t−t′
τ e−
iεm,k(t−t′)
h¯ Jod[f
(1)
d,k(t
′)]e
iε
m′,k(t−t
′)
h¯ . (25)
9Second-order density matrix
For the second-order case, we set n = 2 in Eq. (11). The diagonal part of the equation is
df
(2)
d,k
dt
+ Jd[f
(2)
d,k] =
eE(t)
h¯
· ∂f
(1)
d,k
∂k
− Jd[f (2)od,k], (26)
df
(2)
d,k
dt
+
f
(2)
d,k
τ
=
eE(t)
h¯
· ∂f
(1)
d,k
∂k
− Jd[f (2)od,k]. (27)
On solving linear differential equation, we have
f
(2)
d,k(t) =
∫ t
−∞
dt′e−
t−t′
τ
{
eE(t′)
h¯
· ∂f
(1)
d,k(t
′)
∂k
− Jd[f (2)od,k(t′)]
}
. (28)
f
(2)
d,k(t) =
∫ t
−∞
dt′e−
t−t′
τ
{
eE
h¯
(
eiωt
′
+ e−iωt
′
2
)
· ∂f
(1)
d,k(t
′)
∂k
− Jd[f (2)od,k(t′)]
}
(29)
Further substitution of f
(1)
d,k(t) (Eq. 21) in the above equation yields
f
(2)
d,k(t) =
∫ t
−∞
dt′e−
t−t′
τ
eE
h¯
(
eiωt
′
+ e−iωt
′
2
)
· ∂
∂k
[
eE
2h¯
· ∂f
(0)
d,k
∂k
(
eiωt
′
1/τ + iω
+
e−iωt
′
1/τ − iω
)]
−
∫ t
−∞
dt′e−
t−t′
τ
{
eE
h¯
(
eiωt
′
+ e−iωt
′
2
)
· ∂
∂k
[ ∫ t′
−∞
dt′′e−
t′−t′′
τ Jd[f
(1)
od,k(t
′′)]
]}
−
∫ t
−∞
dt′e−
t−t′
τ Jd[f
(2)
od,k(t
′)].
(30)
f
(2)
d,k(t) =
∫ t
−∞
dt′e−
t−t′
τ
eE
2h¯
∑
l=±
( ei2lωt′
1/τ + ilω
+
1
1/τ + ilω
)
· ∂
∂k
[
eE
2h¯
· ∂f
(0)
d,k
∂k
]
−
∫ t
−∞
dt′e−
t−t′
τ
{
eE
h¯
[eiωt′ + e−iωt′
2
] · ∂
∂k
[ ∫ t′
−∞
dt′′e−
t′−t′′
τ Jd[f
(1)
od,k(t
′′)]
]}
−
∫ t
−∞
dt′e−
t−t′
τ Jd[f
(2)
od,k(t
′)].
(31)
f
(2)
d,k(t) =
e2E
4h¯2
· ∂
∂k
(
E · ∂f0k
∂k
){∑
l=±
ei2lωt
(ilω + τ−1)(i2lω + τ−1)
+
2
ω2 + τ−2
}
−
∫ t
−∞
dt′e−
t−t′
τ
{
eE
h¯
(
eiωt
′
+ e−iωt
′
2
)
· ∂
∂k
[ ∫ t′
−∞
dt′′e−
t′−t′′
τ Jd[f
(1)
od,k(t
′′)]
]}
−
∫ t
−∞
dt′e−
t−t′
τ Jd[f
(2)
od,k(t
′)].
(32)
This is a general solution of kinetic equation for second-order diagonal density matrix.
The kinetic equation for second-order off-diagonal matrix f
(2)
od,k is
df
(2)
od,k
dt
+
i
h¯
[H0k, f
(2)
od,k] + Jod[f
(2)
od,k] =
eE(t)
h¯
· Df
(1)
od,k
Dk
− Jod[f (2)d,k]. (33)
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df
(2)
od,k
dt
+
i
h¯
[H0k, f
(2)
od,k] +
f
(2)
od,k
τ
=
eE(t)
h¯
· Df
(1)
od,k
Dk
− Jod[f (2)d,k], (34)
and the solution is
f
(2)
od,k(t) =
∫ t
−∞
dt′e−
t−t′
τ e−
iεm,k(t−t′)
h¯
[
− eE(t
′)
h¯
·
{
∂f
(1)
od,k(t
′)
∂k
− i[Rk, 〈ρ〉(1)]
}
− Jod[f (2)d,k(t′)]
]
e
iε
m′k(t−t
′)
h¯
=
∫ t
−∞
dt′e−
t−t′
τ e−
iεm,k(t−t′)
h¯
[
− eE
h¯
(
eiωt
′
+ e−iωt
′
2
)
·
{
∂f
(1)
od,k(t
′)
∂k
− i[Rk, 〈ρ〉(1)]
}
− Jod[f (2)d,k(t′)]
]
e
iε
m′k(t−t
′)
h¯ .
(35)
The commutator [Rk, 〈ρ〉(1)]mm′ can be simplified as
[Rk, 〈ρ〉(1)]mm′ =
∑
m′′
〈m|Rk|m′′〉〈m′′|〈ρ〉(1)|m′〉 − 〈m|〈ρ(1)|m′′〉〈m′′|Rk|m′〉
= f
(1),mm′
od,k (Rmmk −Rm
′m′
k ) +Rmm
′
k (f
(1),m′m′
d,k − f (1),mmd,k )
(36)
With the help of this commutator and Eqs. (21) and (25), Eq. (35) takes form
f
(2)
od,k(t) =
∫ t
−∞
dt′e−
t−t′
τ e−
iεm,k(t−t′)
h¯
[
− eE
h¯
(
eiωt
′
+ e−iωt
′
2
)
·
{
∂
∂k
(
F1k(t
′) +G1k(t′)
)
−i
(
F1k(t
′)−G1k(t′)
)
(Rmmk −Rm
′m′
k )− iRmm
′
k
(
F2,k(t
′) +G2,k(t′)
)}]
e
iε
m′k(t−t
′)
h¯
−
∫ t
−∞
dt′e−
t−t′
τ e−
iεm,k(t−t′)
h¯ Jod[f
(2)
d,k(t
′)]e
iε
m′k(t−t
′)
h¯ .
(37)
Here
F1k(t) =
∑
l=±
eilωteE · Rmm′k [f0(εm,k)− f0(εm′k)]
2(lh¯ω + εm,k − εm′k)− i h¯τ
; G1k(t) =
∫ t
−∞
dt′e−
t−t′
τ e−
iεm,k(t−t′)
h¯ Jod[f
(1)
d,k(t
′)]e
iε
m′,k(t−t
′)
h¯ ,
F2,k(t) =
∑
l=±
eilωteE·
2(h¯/τ + ilh¯ω)
∂
∂k
(f
(0),m′m′
d,k − f (0),mmd,k ); G2,k(t) =
∫ t
−∞
dt′e−
t−t′
τ (Jd[f
(1)
od,k(t
′)]m
′m′ − Jd[f (1)od,k(t′)]mm)
(38)
On further simplifications, we have
f
(2)
od,k(t) =
eE
2
·
∑
l=±
{
ei2lωt
i(2lh¯ω + εmk − εm′k) + h¯τ−1 +
1
i(εm,k − εm′k) + h¯τ−1
}
×
(
∂F1k
∂k
− iF1k(Rmmk −Rm
′m′
k )− iRmm
′
k F2,k
)
−
∫ t
−∞
dt′e−
t−t′
τ e−
iεm,k(t−t′)
h¯
[
eE
h¯
(
eiωt
′
+ e−iωt
′
2
)
·
(
∂
∂k
G1k(t
′) + iG1k(t′)(Rmmk −Rm
′m′
k )
)]
e
iε
m′k(t−t
′)
h¯
+
∫ t
−∞
dt′e−
t−t′
τ e−
iεm,k(t−t′)
h¯
[
eE
h¯
(
eiωt
′
+ e−iωt
′
2
)
· iRmm′k G2,k(t′)− Jod[f (2)d,k(t′)]
]
e
iε
m′k(t−t
′)
h¯ .
(39)
This is a general solution of kinetic equation for second-order off-diagonal density matrix.
In the present work, we are mainly keen in time independent term contribution which leads to shift current. For
absorptive part, the diagonal and off-diagonal density matrices can be read as
f
(2)
d,k =
e2E
4
· ∂
∂k
(
E · ∂f
0
k
∂k
)
2
ω2 + τ−2
− τJd[f (2)od,k], (40)
f
(2)
od,k =
eE
2
·
{
1
i(εm,k − εm′k) + h¯τ
}(
∂F1k
∂k
− iF1k(Rmmk −Rm
′m′
k )− iRmm
′
k F2,k
)
− Jod[f
(2)
d,k]
i(εmk − εm′k) + h¯τ
. (41)
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After substituting the expressions for F1,k and F2,k and performing algebraic calculations, we obtain
f
(2)
od,k =
e2E
4
·
[
− iE ·
(Rmm′k
h¯ω
∂f0,mm
′
k
∂k
+
f0,mm
′
k
h¯ω
∂Rmm′k
∂k
+
Rmm′k f0,mm
′
k
(h¯ω)2
∂(εmk − εm′k)
∂k
+
(Rmmk −Rm
′m′
k )Rmm
′
k f
0,mm′
k
h¯ω
)
×
( −1
εmk − εm′k − i h¯τ
+
1
(εmk − εm′k − h¯ω)− i h¯τ
)
− iE · R
mm′
k f
0,mm′
k
h¯ω
∂(εmk − εm′k)
∂k
1(
(εmk − εm′k − h¯ω)− i h¯τ
)2 + i2E ·Rmm′k τ−1ω2 + τ−2 1εmk − εm′k − i h¯τ ∂f
0
k
∂k
]
− Jod[f
(2)
d,k]
i(εmk − εm′k) + h¯τ
,
(42)
where we use f0,mm
′
k = f
0(εmk)− f0(εm′k).
Hamiltonian and other relevant quantities
The Hamiltonian of a system is
Hk = A(σxky − σykx) + λσz(k3x − 3kxk2y) + σ ·M ,
= Ak(sin θσx − cos θσy) + λk3 cos 3θσz + σyM (43)
where A = αh¯ is the spin-orbit constant, σi’s are the Pauli matrices, θ = arctan(ky/kx) is the polar angle of wave-
vector k and M is the magnetization along y-direction having M = Myˆ. The eigen values and eigen vectors are
εk,± = ±
√
A2k2 +M2 + 2AkM cos θ + λ2k6 cos2 3θ
|u±k 〉 =
1√
2
(
∓i√1± bk (M−Ake
−iθ)
akk√
1∓ bk
)
.
(44)
Here m = ± represents the two band indices and ak, bk are defined as
ak =
√
A2k2 +M2 + 2AkM cos θ
k
, bk =
λk3 cos 3θ
k
, a2k + b
2
k = 1. (45)
Further the Berry connection part for different band indices combination is
R±±k =
−AB sin θ
2a2k
2
k
[
1± λk
3 cos 3θ
k
]
kˆ +
A(Ak −M cos θ))
2a2k
2
k
[
1± λk
3 cos 3θ
k
]
θˆ (46)
R+−k =
i
4ak
[
2k2(3M2 + 2A2k2)λ cos 3θ − 5AMλk3(cos 4θ + cos 2θ)
3k
]
kˆ
+
i
4ak
[
λk2(5AMk sin 4θ + 7AMk sin 2θ − 6(M2 +A2k2) sin 3θ)
3k
]
θˆ
+
1
2ak2k
[
M sin θkˆ + (M cos θ −Ak)θˆ
]
R−+k = [R+−k ]∗; kˆ = xˆ cos θ + yˆ sin θ, θˆ = −xˆ sin θ + yˆ cos θ.
(47)
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In this work, we consider the disorder as U(r) = U0
∑
i δ(r − ri) and define matrix elements of Ukk′ as
U±±kk′ = U〈u±k |u±k′〉 =
U
2
{ √(1∓ bk)(1∓ bk′)(M +Ake−iθ)(M +Ak′eiθ′)√
M2 +A2k2 + 2AMk cos θ
√
M2 +A2k′2 + 2AMk′ cos θ′
+
√
(1± bk)(1± bk′)
}
,
U±∓kk′ = U〈u±k |u∓k′〉 =
U
2
{√
(1 + bk)(1− bk′)∓
√
(1− bk)(1 + bk′)(M +Ake−iθ)(M +Ak′eiθ′)√
M2 +A2k2 + 2AMk cos θ
√
M2 +A2k′2 + 2AMk′ cos θ′
}
.
(48)
Using the definitions of matrix elements, the products of matrix elements which are needed to evaluate scattering
term can be written
U++kk′ U
+−
k′k =
U2
4akak′kk′
{
(
√
(1 + bk)(1− bk′)− (M −Ake−iθ)(M −Ak′eiθ′)
√
(1− bk)(1 + bk′))
×(
√
(1− bk)(1− bk′) + (M −Akeiθ)(M −Ak′e−iθ′)
√
(1 + bk)(1 + bk′))
}
U−+kk′ U
++
k′k =
U2
4akak′kk′
{
(
√
(1 + bk)(1− bk′)− (M −Akeiθ)(M −Ak′e−iθ′)
√
(1− bk)(1 + bk′))
×(
√
(1− bk)(1− bk′) + (M −Ake−iθ)(M −Ak′eiθ′)
√
(1 + bk)(1 + bk′))
}
U+−kk′ U
−−
k′k =
U2
4akak′kk′
{
(
√
(1− bk)(1 + bk′)− (M −Ak′e−iθ′)(M −Akeiθ)
√
(1 + bk)(1− bk′))
×(
√
(1 + bk)(1 + bk′) + (M −Ak′eiθ′)(M −Ake−iθ)
√
(1− bk)(1− bk′))
}
U−−kk′ U
−+
k′k =
U2
4akak′kk′
{
(
√
(1− bk)(1 + bk′)− (M −Ake−iθ)(M −Ak′eiθ′)
√
(1 + bk)(1− bk′))
×(
√
(1 + bk)(1 + bk′) + (M −Akeiθ)(M −Ak′e−iθ′)
√
(1− bk)(1− bk′))
}
U+−kk′ U
++
k′k =
U2
4akak′kk′
{
(
√
(1− bk)(1 + bk′)− (M −Akeiθ)(M −Ak′e−iθ′)
√
(1 + bk)(1− bk′))
×(
√
(1− bk)(1− bk′) + (M −Ake−iθ)(M −Ak′eiθ′)
√
(1 + bk)(1 + bk′))
}
U++kk′ U
−+
k′k =
U2
4akak′kk′
{
(
√
(1− bk)(1 + bk′)− (M −Ake−iθ)(M −Ak′eiθ′)
√
(1 + bk)(1− bk′))
×(
√
(1− bk)(1− bk′) + (M −Akeiθ)(M −Ak′e−iθ′)
√
(1 + bk)(1 + bk′))
}
(49)
RPE current
The electric current generated by an electric field is defined as
j = − e
h¯
∫
kdkdθ
4pi2
(
∂εk
∂k
δmm′ − iRmm′k (εmk − εm′k)
)
fk (50)
For second-order case, we replace fk → f (2)k = f (2)d,k + f (2)od,k.
j(2) = − e
h¯
∫
kdkdθ
4pi2
(
∂εk
∂k
f
(2)
d,k − iRmm
′
k (εmk − εm′k)f (2)od,k
)
(51)
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Considering m = +1 and m′ = −1 for Dirac case and E ‖ x, the x-component of the off-diagonal part of the shift
current within limit ωτ  1 will be
j
(2)
x,od =
e
h¯
∫
kdkdθ
4pi2
iR+−k (ε+k − ε−k)f (2)od,k
=
e3E2x
16pi2h¯
∫
dkdθ
[
k
(
2|R+−kx |2
∂f+−0k
∂kx
+ f+−0k
∂|R+−kx |2
∂kx
+
|R+−kx |2f+−0k
h¯ω
∂2+k
∂kx
+ (R++kx −R−−kx )|R+−kx |2f+−0k
)
+ cos θ
|R+−kx |2f+−0k
h¯ω
] h¯
τ
(2+k − h¯ω)2 + ( h¯τ )2
.
(52)
At low temperature, the first term dominates over other terms due to the presence of the wave vector derivative of
Fermi factors. Thus, the expression reduces to
j
(2)
x,od =
e3E2x
8pi2h¯
∫
dkdθk|R+−kx |2
∂f+−0k
∂kx
h¯
τ
(2+k − h¯ω)2 + ( h¯τ )2
. (53)
Similarly, the diagonal part contribution yields
j
(2)
x,d = −
e
h¯
∫
kdkdθ
4pi2
∂εk
∂k
f
(2)
d,k
=
e
4pi2h¯
∫
kdkdθ
∂εk
∂kx
τJd[f
(2)
od,k].
(54)
The total current is the sum of the contributions by diagonal and off-diagonal part of density matrices and the behavior
of it is shown in the main paper.
