Abstract. Let A be a linear closed one-to-one operator in a complex Banach space X, having dense domain and dense range. If A is of type ω (i.e. the spectrum of A is contained in a sector of angle 2ω, symmetric about the real positive axis, and λ(λI − A) −1 is bounded outside every larger sector), then A has a bounded H ∞ functional calculus in the real interpolation spaces between X and the intersection of the domain and the range of the operator itself.
Introduction. In this paper we consider the H
is bounded). This is a sequel to [1] , in which it was proved that such an operator A has a bounded H ∞ functional calculus in the real interpolation spaces between X and D(A), provided that 0 ∈ (A). When 0 ∈ (A) this theorem is not true, since in particular if A is bounded (i.e. D(A) = X) then every real interpolation space between X and D(A) coincides with X, but there are bounded operators without a bounded H ∞ functional calculus on a sector.
In the present paper we consider the case 0 ∈ (A) and we prove that A has a bounded H
∞ functional calculus in the real interpolation spaces between X and D(A) ∩ R(A).
We refer to [1] for notations and definitions, in particular for the definition of S ω , S 
Preliminary results.
Let A be a one-to-one operator of type ω
) and
is an operator of type ω.
(see [2] , Definition 1.1 and Theorem 3.1). We note that when 0 ∈ (A) the term x X can be disregarded, while if A has unbounded inverse this term is essential.
. Let E and F be Banach spaces (embedded in the same vector space). The space E ∩ F is a Banach space if endowed with the norm
From now on we will drop the subscript in the notation · X . 
. Proof. From the above observations it follows immediately that the norm of D(A; α, p) ∩ R(A; α, p) is equivalent to
we have
This concludes the proof. is closed, therefore B is closed and its inverse is A(I + A) −2 , hence 0 ∈ (B).
Theorem 2.2. Let A be a one-to-one operator of type ω. Let B be the operator from D(A) ∩ R(A) to X such that Bx = (2I +
For
We have
and analogously, for every x ∈ X,
. Moreover, we have
therefore B is of type ω 0 for some ω 0 . Suppose now that D(A) and R(A) are dense in X. Then for every x ∈ X we have
is dense in X. This proves the theorem.
Note that D(B; α, p) .
Therefore the vector spaces D(A) ∩ R(A)
For t ∈ R + we have (tI + A)(tI + B) 
This proves that the space D(A; α, p) ∩ R(A; α, p) is continuously embedded in (X, D(A) ∩ R(A)) α,p .

We denote by A α,p the part of the operator A in D(A; α, p) ∩ R(A; α, p), i.e. the operator such that
D(A α,p ) = {x ∈ D(A) ∩ D(A; α, p) ∩ R(A; α, p) :
Ax Proof. Obviously, A α,p is a closed operator and it is one-to-one. If λ ∈ (A) then (λ − A)
L(X) x D(A)∩R(A)
(with B as in Theorem 2.2); this proves that the restriction of (λI − A)
D(A) ∩ R(A) belongs to L(D(A) ∩ R(A)) and its norm in this space is less than or equal to a constant times its norm in L(X). By interpolation, taking into account Theorem 2.3, the same is true in L(D(A; α, p) ∩ R(A; α, p)).
Since A is of type ω we can conclude that A α,p is of type ω. D(A; α, p) ∩ R(A; α, p) . 
Suppose that p < ∞ and that D(A)
and
)x ∈ D(A) ∩ R(A) ⇔ x ∈ D(A) ∩ R(A) and Ax
+ A −1 x ∈ D(A) ∩ R(A) ⇔ x ∈ D(A) ∩ R(A) and Ax ∈ D(A) and A −1 x ∈ R(A) ⇔ x ∈ D(A 2 ) ∩ R(A 2 ), thus D(B 2 ) = D(A 2 )∩R(A 2 ); therefore D(A 2 )∩R(A 2 ) is dense in the space D(B; α, p), that is, in D(A; α, p) ∩ R(A; α, p). If x ∈ D(A 2 ) ∩ R(A 2
) then x ∈ D(A) and x ∈ R(A) ⊆ R(A; α, p). Hence x ∈ D(A) ∩ R(A; α, p), and Ax
∈ D(A) ⊆ D(A; α, p), therefore D(A 2 ) ∩ R(A 2 ) ⊆ D(A α,
H
Proof. First of all we consider the case p = ∞. By the same argument of the proof of Theorem 3.1 of [1] we find that there exists
Analogously, for x ∈ R(A; α, ∞) and t ∈ R + we have 
therefore there exists C α ∈ R + such that for x ∈ R(A; α, ∞) we have
In this way, taking into account Theorem 2.1, we have proved that for 
