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We establish Chung–Mogulskii type functional laws of the iterated logarithm for medium
and large increments of the uniform empirical and quantile processes. This gives the ultimate
sup-norm distance between various sets of properly normalized empirical increment processes
and a ﬁxed function of the relevant cluster sets. Interestingly, we obtain the exact rates and
constants even for most functions of the critical border of Strassen type balls and further
introduce minimal entropy conditions on the locations of the increments under which the
fastest rates are achieved with probability one. Similar results are derived for the Brownian
motion and other related processes.
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1. Introduction
Let B denote the Banach space of all bounded real valued functions deﬁned on
½0; 1 and vanishing at 0, endowed with the sup-norm k f k ¼ supx2½0;1 j f ðxÞj:see front matter r 2004 Elsevier B.V. All rights reserved.
.spa.2004.09.011
23 23 67 90.
dress: philippe.berthet@univ-rennes1.fr (P. Berthet).
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unit ball of B. Consider a sequence fUi : iX1g of independent uniform ð0; 1-valued
random variables and, for any integer nX1; the right continuous empirical process
based on U1; . . . ; Un
an ¼
1ﬃﬃﬃ
n
p
X
1pipn
ð1fUipIg  IÞ 2 B:
Deﬁne the empirical increment process of size a 2 ½0; 1 located at t 2 ½0; 1 a by
Danða; tÞ ¼ anðtþ aIÞ  anðtÞ 2 B:
A good way to picture out the oscillation behavior of an is to determine the strong
limiting structure of the sets of its standardized local increment processes
Yn ¼
Danðan; tÞ
bn
: t 2 Tn
 
for a large class of non-random sequences an of positive real numbers, Tn of subsets
of ½0; 1 an and bn of normalizing factors. A limit theorem for Yn is said to be local
if Tn is reduced to one point and global if Tn ¼ ½0; 1 an: We are only concerned
with situations equivalent to the latter case and an interesting new feature of our
results is that we impose minimal sufﬁcient conditions upon Tn:
On the one hand Mason [24] proved a local functional law of the iterated
logarithm (FLIL) when Tn ¼ f0g and an # 0 is a suitable sequence then Deheuvels
[12] evaluated the pointwise rate of convergence for non-boundary cluster functions.
On the other hand it is established in Deheuvels and Mason [14] and Deheuvels [11]
that Yn obeys a global FLIL provided an # 0 follows some classical regularity
assumptions and Tn is a sequence of large enough intervals. This implies that the
sequence Yn clusters to a compact set in B and eventually covers a compact subset of
it, with probability one. The associated outer speeds of clustering are obtained in
Berthet [2] by means of appropriate blocking techniques and a concentration
inequality for the Wiener measure on B.
In this article, we intend to answer the question: how close to a given well-behaved
limit or accumulation function of Yn are the increments?
Not surprisingly, the inner clustering rates thus derived drop in two situations.
First, when an is too small, mainly because of inadequate strong approximation and
small deviation tools at such scale. This sharp problem is not investigated here.
Second, when the target function belongs to a critical, non-topological border of the
limit sets. However, making use of recent small ball probability bounds we also
provide exact rates and constants for a wide class of such boundary cluster functions.
As a starting point for our study, let us introduce some notation and brieﬂy recall
the inner half of the global FLILs quoted above. For any integer k41; set logk x ¼
log1 logk1 x where log1 x ¼ logðmaxðx; eÞÞ: Consider the sequences
b1;n ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2anðlog1ð1=anÞ þ log2 nÞ
p
; b2;n ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2an log2 n
p
;
b3;n ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2an log1ð1=anÞ
p
:
(1.1)
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monotony assumption can be weakened as in Lemma 3.4, we assume everywhere
anp1; an # 0; nan " 1 (1.2)
and, since the rate of decay of an is crucial, we require the existence in ½0;1 of
c ¼ lim
n!1
cn:¼ lim
n!1
log1ð1=anÞ
log2 n
; ð1:3Þ
d ¼ lim
n!1
dn:¼ lim
n!1
nan
log1 n
: ð1:4Þ
For the sake of clarity we concentrate our efforts on the case 0ocpd ¼1: Denote by
AC  B the subspace of absolutely continuous functions with respect to the Lebesgue
measure l restricted to ½0; 1: Write f 0 any Lebesgue derivative of f 2 AC: The large
deviation mapping associated with the linear Brownian motion starting from 0 is
deﬁned on AC by Jð f Þ ¼ R½0;1 f 02 dl: The relevant limit sets in our problem are the
Strassen-type balls
Sy ¼ f f 2 AC : Jð f Þpyg; y40:
If S  B and f 2 B; set dð f ; SÞ ¼ infg2S k f  gk:
We are interested in characterizing the strong limiting behavior of the empirical
functional oscillation modulus centered at f 2 B which we deﬁne for i ¼ 1; 2; 3 by
o fi;n ¼ dð f ;Yi;nÞ ¼ inf
t2Tn
Danðan; tÞ
bi;n
 f
 :
So we want to improve the following limit theorem. Observe that Sc=ð1þcÞ  S1 if
co1 and agree upon c=ð1þ cÞ ¼ 1 if c ¼ 1:
Theorem A. Suppose that an satisfies (1.2), (1.3) and (1.4) with d ¼ 1: If the sequence
of closed intervals Tn  ½0; 1 an is such that
T1  T2     or T1  T2  . . . (1.5)
and
lim
n!1
log1ð1=lðTnÞÞ
log1ð1=anÞ þ log2 n
¼ 0 (1.6)
then for all f 2 B we have
dð f ; S1Þ ¼ lim inf
n!1
o f1;np lim sup
n!1
o f1;n ¼ dð f ; Sc=ð1þcÞÞ a:s: (1.7)
Proof. This is a consequence of the FLILs obtained by Deheuvels [11] when co1
and by Deheuvels and Mason [14] when c ¼ 1: In both cases, under current
assumptions the sets Sc=ð1þcÞ and S1 are respectively the largest and the smallest
compact subsets of B such that, for any 40
PðfSc=ð1þcÞ  Y1;n þ B0  S1 þ 2B0g eventuallyÞ ¼ 1: (1.8)
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PðfY1;n  Sc=ð1þcÞ þ B0g i:o:Þ ¼ 1: (1.9)
Letting  tend to 0 in (1.8) and (1.9) proves (1.7). Conversely, note that (1.7) and the
compactness of Sc=ð1þcÞ in B only imply the left inclusion in (1.8). &
Obviously, in Theorem A we are mainly concerned with the almost sure cluster
functions f 2 S1 of Y1;n and the limit functions f 2 Sc=ð1þcÞ covered by Y1;n with
probability one. The singular choice f ¼ 	 2 Sc=ð1þcÞ in (1.7) shows that the smallest
observed local oscillation
on ¼ inf
t2Tn
kDanðan; tÞk
is almost surely dominated by b1;n: The actual range of on is fully determined by the
subsequent improvements of (1.7). As usual many technical but crucial arguments
rely on the modulus of continuity of an deﬁned for a 2 ð0; 1Þ by
onðaÞ ¼ sup
jtsjpa
janðtÞ  anðsÞj:
It is important to point out that in every situation considered hereafter it holds, with
probability one
on  inf
t2½0;1an
kDanðan; tÞk
onðanÞ  sup
t2½0;1an
kDanðan; tÞk  sup
t2Tn
kDanðan; tÞk:
For that reason we call our limit theorems global. The only exception is the local
theorem mentioned at Section 2.2 to complete our survey.
We now state our answer in the simplest case. For each non-boundary function
f 2 S1; any non-extreme sequence of sizes an and the largest allowed Tn the rates and
the limiting constants in (1.7) are explicitly given below.
Theorem 1.1. Assume that an follows (1.2), lim infn!1 log1ðnanÞ=log2 n43 and (1.3)
with c40: Let Tn ¼ ½0; 1 an: If Jð f Þo1 then we have
lim inf
n!1
ðlog1ð1=anÞ þ log2 nÞ o f1;n ¼
p
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Jð f Þ
p a:s: (1.10)
and, if moreover Jð f Þoc=ð1þ cÞ;
lim sup
n!1
ðlog1ð1=anÞ þ log2 nÞ o f1;n ¼
p
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c=ð1þ cÞ  Jð f Þ
p a:s: (1.11)
As an illustration, for f ¼ 	; Tn ¼ ½0; 1 an; an ¼ bna; b40 and a 2 ð0; 1Þ the
limits (1.10) and (1.11) are the same so that
on 
p
ﬃﬃﬃ
b
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8ana log1 n
p a:s:
Our motivation for a further improvement of the already involved Theorem 1.1
comes from the applications of FLILs in asymptotic statistics. For instance, some of
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reﬁnements. Roughly speaking, a density estimator suffers the largest possible
deviation from its mean when Danðan; tÞ looks like a critical limit function f 
depending on the estimator, for one t at least. Now, in practice such estimators are
only calculated at an increasing number of points, whence the need for a growing but
ﬁnite Tn: A second serious drawback is that Jð f Þ ¼ 1: However we usually have
f  2 Sbv1 as deﬁned in Section 2.1 below. This is why the forthcoming extensions of
(1.10) and (1.11) are useful in this setting, especially Theorems 2.3, 2.5 and 2.7.
Unfortunately additional notation and conditions make these reﬁnements heavier.
In particular, we introduce an assumption on the entropy of Tn that is to a certain
extent necessary but depends on f and whether an is small or large. This assumption
is more restrictive for large an since there is less variety in Yi;n and for critical
functions which are harder to visit. Next, the exact rate for the considered boundary
functions is solution of some equation. Also, new conditions strengthen (1.3) and
(1.4) because the nature of the problem is different for too large an whereas our
approach based on the strong invariance principle reaches its limit for too small an: It
is therefore delicate to state our results in their full generality and, in order to help
the reader, we abundantly comment them.
This paper is organized as follows. In Section 2 we present global FLILs that give
exact rates and constants in (1.7) under various conditions. We introduce some
auxiliary notation in Section 2.1. Then we recall and slightly extend previous local
FLILs in Section 2.2. The main theorems are stated in Sections 2.3 and 2.5 from
where the introductory Theorem 1.1 is extracted. Section 2.4 provides partial
answers for too small an: Next we stress that our results remain true for the
increments of closely related processes whenever an is not too small. In particular,
sufﬁcient conditions upon an are given in Section 2.6 for the empirical quantile
process and in Section 2.7 for the Wiener process. Refer to Section 2.7 for
further comments. To keep the paper self contained we conveniently formulate in
Section 3.1 some consequences or extensions of known results which are
instrumental in our proofs. In the remainder of Part 3 our strong functional
laws are established in the case of medium increments, for which c ¼ d ¼ 1: Next
Section 4 deals with large increments, for which cod ¼ 1:2. Chung–Mogulskii type functional laws
2.1. Strassen boundary, rates and constants
Let BV be the set of all functions g having ﬁnite variation VarðgÞ and y40: Using
exclusively the norming sequences of (1.1) we only need to deal with y ¼ 1 and
y ¼ c=ð1þ cÞ from (1.3), as in Theorem A. The limit points we take into
consideration belong to Sy ¼ Sy [ Sbvy [ Slivy  Sy  y1=2B0 where
Sy ¼ ff : Jð f Þoyg;
Sbvy ¼ ff : Jð f Þ ¼ y; f 0 2 BVg
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variation, in the sense that there exists x1; . . . ; xk in ½0; 1 satisfying, for all 40 and
A ¼
S
jpk ½xi  ; xi þ 
Varð f 01½0;1nAÞoVarð f 01½0;1\AÞ ¼ 1:
Note that the remaining part ff : Jð f Þ ¼ ygnðSbvy [ Slivy Þ of the Strassen border is not
empty. We refer to Csa´ki [7] and De Acosta [1] about Sy ; to Csa´ki [8] and Gorn and
Lifshits [18] concerning Sbvy ; to Berthet and Lifshits [4] regarding S
liv
y and to Grill [19]
in other cases.
For any non-boundary functions f 2 Sy the rate in (1.7) is the fastest possible and
the constant depends on Jð f Þ: The slowest points are the functions f 2 Sbvy ; for which
the rate is still independent of f and the constant is the solution wð f Þ of Eq. (3.1) in
Gorn and Lifshits [18]. Intermediate speeds of convergence are achieved by functions
f 2 Slivy ; for which both rate and constant depend on the solution rf ðLÞ of the
equation in r
y inf
kgf kp1=r
JðgÞ ¼ p
2r2
16L2
: (2.1)
For such f it obviously holds limL!1 L1rf ðLÞ ¼ 0 and also, in view of the
asymptotics calculated by Kuelbs et al. [22] for the left-hand side of (2.1),
limL!1 L2=3rf ðLÞ ¼ 1: Some examples where rf ðLÞ ¼ caLa with a 2 ð2=3; 1Þ are
given by Berthet and Lifshits [4] who proved that Eq. (2.1), which was ﬁrst
introduced by Grill [19], yields the exact rate of clustering to f 2 Sliv1 in the FLIL of
Strassen [31] for a single Brownian motion.
In spite of the fact that (2.1) also works for Sy we separate out the rate rf and the
limiting constant wf in the following way. Set, in decreasing order of decay,
if f 2 Sy ; rf ðLÞ ¼ L and wf ðyÞ ¼
p
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
y Jð f Þ
p
if f 2 Slivy ; rf ðLÞ is solution of ð2:1Þ and wf ðyÞ ¼ 1
if f 2 Sbvy ; rf ðLÞ ¼ L2=3 and wf ðyÞ ¼ wð f Þ:
This allows us to merge different statements while distinguishing the required
assumptions. Note that we always have rf ðð1þ oð1ÞÞLÞ  rf ðLÞ as L tends to
inﬁnity, as well as rf ðLÞprf ðdLÞpdrf ðLÞ for any dX1 and all L accordingly large.
For f 2 Slivy this follows from a straightforward analysis of (2.1).2.2. Local rate
The ﬁrst appeared lim inf result for an was the Chung–Mogulskii other LIL (see
Chung [6], Kuelbs [21] and Mogulskii [27]) which asserts that
lim inf
n!1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log2 n
p
kank ¼
pﬃﬃﬃ
8
p a:s: (2.2)
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	 the exact rate in (1.7) is
lim inf
n!1
ðlog2 nÞo	1;n ¼ lim infn!1 ðlog2 nÞo
	
2;n ¼
p
4
a:s: (2.3)
Before extending (2.3) to larger Tn let us brieﬂy mention what happens for smaller an
and fa	 : From Corollary 2 in Mason [24] we know that if an follows (1.2) and
limn!1 nan=log2 n ¼ 1 then for any ﬁxed t 2 ½0; 1Þ; Tn ¼ ftg and each f 2 B
dð f ; S1Þ ¼ lim inf
n!1
o f2;no lim sup
n!1
o f2;n ¼ sup
g2S1
k f  gk a:s:
Specializing our arguments in this case we obtain the local rates under a sub-optimal
additional condition.
Proposition 2.1. If f 2 S1; t 2 ½0; 1Þ; Tn ¼ ftg and an satisfies (1.2) together with
limn!1 nanðlog1 nÞ2ðlog2 nÞr2f ðlog2 nÞ ¼ 1 then
lim inf
n!1
rf ðlog2 nÞo f2;n ¼ wf ð1Þ a:s:
As a matter of fact speciﬁc difﬁculties appear when dealing with the best expected
assumptions, as pointed out in Deheuvels [12] where the case f 2 S1 is treated in
details. In the latter paper the extra condition is reduced to limn!1 nanðlog2 nÞ3 ¼
1 by a skillful use of the strong approximation of an from Mason and van Zwet [26].
In the same spirit we then conjecture that Proposition 2.1 remains true under the
weaker assumptions (1.2) and limn!1 nanðlog2 nÞ1r2f ðlog2 nÞ ¼ 1:
2.3. Medium increments
The following remark on the norming sequences is noteworthy. In Theorem A, if
cn ¼ ðlog2 nÞ1log1ð1=anÞ has limit c ¼ 1 then (1.7) also holds true for o f3;n since (1.8)
and
Danðan; tÞ
b3;n
 f
  ¼ Danðan; tÞb1;n
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 1
cn
s
 f


together imply that cnðo f1;n  o f3;nÞ is almost surely bounded. Yet the rate in (1.7)
could be sensitive to the chosen normalization in (1.1) whenever cn is too slow.
Indeed this is not the case for non-boundary functions since when Jð f Þo1 we show
that the moduli o f1;n and o
f
3;n both satisfy (1.10) and (1.11) despite the fact that they
are themselves almost surely dominated by 1=cn—thus two proofs are necessary.
When Jð f Þ ¼ 1 the normalizations b1;n and b3;n are no more exchangeable for too
large increments, whence (2.7) and our partial answer beyond this additional
assumption.
Before stating the main result we introduce and discuss a new kind of condition.
Since o fi;n is a decreasing function of Tn we need to somehow control the size of Tn:
In order to calculate the best rate in (1.7) under minimal asymptotic restrictions on
ARTICLE IN PRESS
P. Berthet / Stochastic Processes and their Applications 115 (2005) 493–537500the structure of Tn we measure this size in terms of the euclidean entropy kn of Tn
relatively to an=2: The following notation also prepare the proofs.
Deﬁnition 2.2. For each integer n, let tn1 ¼ infft : t 2 Tng and let kn be the smallest
integer such that one can ﬁnd tnj 2 Tn satisfying tnj  tnj1Xan for j ¼ 2; . . . ;kn and
Tn 
S
j2Kn ½tnj ; tnj þ an where Kn ¼ f1; . . . ; kng:
In Theorem A, one major difference between large increments (co1) and
medium increments (c ¼ 1) is that many exceptional local oscillations of high
energy appear in the latter case, partly because a larger number kn ¼ da1n lðTnÞe of
disjoint medium increments is considered when (1.5) and (1.6) hold. More deeply, if
c ¼ 1 we prove that the conditions Tn  ½0; 1 an and log1 kn  log1ð1=anÞ are
sufﬁcient to ensure the smallest limiting behavior of o f3;n when f 2 S1 and
furthermore necessary under the regularity hypothesis that the following limit
exists. If feS1 we restrain the second order in the previous equivalence by imposing
lim
n!1
log1ð1=anÞ
rf ðlog1ð1=anÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 log1 kn
log1ð1=anÞ
s
¼ 0: (2.4)
As mentioned in introduction, it is of interest for applications that under (2.4) Tn
could be discrete, almost empty or even not Lebesgue measurable. If (2.4) is veriﬁed
by Tn then it is obviously satisﬁed by any subset of ½0; 1 an containing Tn: As
desired Tn ¼ ½0; 1 an is always allowed, as well as any moving interval of ﬁxed or
slowly decreasing length ankn since then jlog1ðanknÞj is either bounded or slow and
(2.4) is equivalent to
jlog1ðanknÞj ¼ o
r2f ðlog1ð1=anÞÞ
log1ð1=anÞ
 !
:
Note that (2.4) corresponds to (1.6) if Tn is convex for all n large enough, c ¼ 1 and
f 2 S1 but becomes stronger when f 2 Sliv1 [ Sbv1 : The monotony (1.5) is no more
required.
Naturally kn and tnj for j 2 Kn can be randomly generated independently of
U1; . . . ; Un as soon as (2.4) occurs with probability one. Beyond this deterministic
setting, it seems possible to deal with reasonable situations in which Tn depends on
the sample but each tnj depends very few on fUi : Ui 2 ½tnj ; tnj þ ang: For instance the
arguments of Section 2.6 show that Theorem A and the forthcoming results remain
true for Tn ¼ fUi : ipng \ ½0; 1 an and for properly chosen subsets Tn of the order
statistics. Other statements of the kind will be proved in a sequel of our study.
We are now ready for our ﬁrst global Chung–Mogulskii type FLIL. Remind dn
from (1.4).
Theorem 2.3. If f 2 S1; Tn obeys (2.4) while an follows (1.2), (1.3) with c ¼ 1;
lim
n!1
dn
r2f ðlog1 nÞ
¼ 1 (2.5)
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either lim inf
n!1
log1ðnanÞ
log2 n
43 or lim sup
n!1
log1ðnanÞ
log2 n
o1 (2.6)
and also, whenever f 2 Sliv1 [ Sbv1 ;
lim
n!1
r2f ðlog1ð1=anÞÞ
log1ð1=anÞ log2 n
¼ 1; (2.7)
then we have
lim
n!1
rf ðlog1ð1=anÞÞo f3;n ¼ limn!1 rf ðlog1ð1=anÞÞo
f
1;n ¼ wf ð1Þ a:s: (2.8)
The slowest rate in (2.8) is of the same order Oððlog1ð1=anÞÞ2=3Þ as the less precise
rates of concentration established for (1.8) in Berthet [2]. Here, we calculate the inner
rates up to the constants thanks to optimal small deviation estimates.
Too small increments are excluded by (2.5) which is slightly more restrictive
than (1.4) with d ¼ 1: The smallest allowed increment sizes further need to
be isolated according to (2.6) in order to control the lim inf in (2.8). Incidentally
(2.5) and (2.6) taken with f 2 S1 are weaker than the second assumption in
Theorem 1.1.
The strengthening (2.7) of (1.3) is required to control both the lim inf and
the lim sup in (2.8) for boundary functions. Therefore, if c ¼ 1 and f 2 Sliv1 [ Sbv1
there typically exists af 2 ð1; 3Þ such that the sizes an4 expððlog log nÞaÞ; a 2 ð1; af Þ
are still not admissible for (2.8). In this gap between (2.7) and (1.3) with c ¼ 1 the
following one-sided results however stand. Even if (2.7) is not satisﬁed we get
lim sup
n!1
rf ðlog1ð1=anÞÞo f3;npwf ð1Þ a:s:
provided (2.4) holds along blocks. This extra requirement means that ðnk; tkÞ should
replace ðn;knÞ in (2.4) with the same notation as for (2.18) and Deﬁnition 2.6 below,
thus asking for enough stable locations tnj 2 Tn during long periods of time when
trying to reach the boundary. In the same way we prove that
lim inf
n!1
rf ðlog1ð1=anÞÞo f1;nXwf ð1Þ a:s:
whenever (2.7) is replaced by c ¼ 1 and
lim
n!1
log2ð1=anÞ
log2 n
¼ lim
n!1
log1cn
log2 n
¼ 0: (2.9)
Unfortunately our introductory remark cannot be used to exchange o f1;n and o
f
3;n in
the above two statements and derive (2.8) since lim supn!1 c
1
n rf ðlog1ð1=anÞÞ40
beyond (2.7).
As preliminarily announced, (2.8) shows that only f ¼ 	 and most of boundary
functions can be approached closely by increments of Y1;n and Y3;n at the same
locations in Tn: The above discussed fact that a condition similar to (2.18) is required
when dealing with larger increments and critical functions is a clear transition
towards Section 2.5. Besides observe that when 1=c ¼ 0 conditions (2.4) and (2.7)
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substituted to log2 n in the latter two conditions.
As a corollary, choosing f ¼ 	 2 S1 and Tn ¼ ½0; 1 an in Theorem 2.3 gives for
the empirical process an analogue of Theorem 1.7.1 in Cso¨rgo¨ and Re´ve´sz [10] on the
Brownian modulus of non-differentiability. Namely,
lim
n!1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log1ð1=anÞ
an
s
on ¼
pﬃﬃﬃ
8
p a:s: (2.10)
Thus on is dominated by any negative power of log1 n but is greater than
n1=2 log1 n under the hypotheses of Theorem 2.3. This is far from the
minimum value 21n1=2 that could have been expected in view of (1.8) and the
deﬁnition of an: Interestingly (2.10) and Lemma 3.4 imply that for medium
increments we have
onðanÞ
on
 4
p
log1ð1=anÞ a:s:
2.4. Lower-medium increments
What we call lower-medium increments are characterized by c ¼ d ¼ 1 and
lim sup
n!1
nan
ðlog1 nÞ3
¼ d 0o1: (2.11)
Theorem 2.4. Assume that Tn obeys log1 kn  log1ð1=anÞ and an satisfies (1.2), (1.4)
with d ¼ 1 and (2.11). We have, for all f 2 S1 nf	g and Cð f ; d 0Þ 2 ð0;1Þ from (3.19),
lim sup
n!1
ﬃﬃﬃﬃﬃ
dn
p
o f3;npCð f ; d 0Þ a:s: (2.12)
whereas, for f ¼ 	 and Fðd 0Þ 2 ð0;1Þ defined at (3.20),
lim sup
n!1
n1=6 a1=3n o

np
ﬃﬃﬃ
2
p
Fðd 0Þ a:s: (2.13)
Note that the assumption on Tn is still (2.4). Indeed our proof yields (2.12) for
f 2 Sliv1 [ Sbv1 under (2.4) with (2.11) changed into the complementary of (2.5)—thus
d 0 ¼ 0 and the constant is Cð f ; 0Þ from (3.17). If d 040 a close look at (3.18) and
(3.19) shows that (2.12) implies
lim sup
n!1
ﬃﬃﬃﬃﬃ
dn
d 0
r
o f3;n ¼ lim sup
n!1
ðlog1 nÞo f3;np
p
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Jð f Þ
p þ 1
c3
ﬃﬃﬃﬃﬃﬃ
2d 0
p a:s:
and therefore, by letting d 0 go to inﬁnity we recover (2.8). Nevertheless it is hard to
believe that the rates (2.12) and (2.13) are optimal, when compared with (2.8) and
(2.10), respectively. For instance, (2.13) taken with d 0 large restitutes the rate
(2.10) with an extra factor 3=2; as seen by (3.20). Clearly, our uniform strong
approximation technique becomes ineffective since the very short increments of two
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not only necessary to the invariance principle accuracy but also to the control of Y3;n
during long periods of time which relies on what happens at sub-gaussian scales—see
Lemma 3.8. This could be meaningful as well but not sufﬁcient to conjecture that
d1=2n is optimal, even for f 2 Sliv1 [ Sbv1 :
Curiously, since n1=6a
1=3
n on  ð2dnÞ1=2ððlog1 nÞ3=nanÞ1=3o	3;n under (2.11) the rate
(2.13) is better than (2.12) taken in f ¼ 	; especially if d 0 ¼ 0: In the extreme
situation where d 2 ð0;1Þ we deduce from Mason et al. [25] that
lim
n!1
ﬃﬃﬃ
n
p
log1 n
on ¼ 0 a:s: (2.14)
if Tn ¼ ½0; 1 an: On the one hand, taking very large dn in (2.13) suggests
that on could be of magnitude n
1=2ðlog1 nÞ1=3 which is a mild rate satisfying (2.14).
On the other hand, extrapolating from (2.10) we are tempted to guess that on is of
order n1=2: This would mean that if as few as d log1 n realizations Ui’s are expected
in each short interval ðt; tþ anÞ it always occurs for some t that they are almost
equispaced.
Of course, the behavior of on for small an is closely related to strong limit laws for
the uniform spacings (see Devroye [16,17] and Deheuvels et al. [13] among others)
and differ from that of a Wiener process at the same scale. A functional version of
(2.14) is proved in Section 2 of Deheuvels and Mason [14] but it seems a difﬁcult task
to ﬁnd rates of convergence for o f3;n in their non-standard law.
2.5. Large increments
Now it is assumed that co1 in (1.3). Recalling (1.7), let us ﬁrst consider the
accumulation functions S1 of Y1;n: In order to take into account some of the very
large increment sizes, for which c ¼ 0; we use a slightly modiﬁed version of (2.4),
lim
n!1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log1ð1=anÞ log2 n
p
rf ðlog2 nÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 log1 kn
log1ð1=anÞ
s
¼ 0: (2.15)
If c 2 ð0;1Þ then (2.15) is equivalent to (2.4). If c ¼ 0 the condition (2.15) means that
cnð1 ðlog1 knÞ=log1ð1=anÞÞ is dominated by ðrf ðlog2 nÞ=log2 nÞ2 and hence is always
fulﬁlled when f 2 S1 : Moreover, if c ¼ 0 the increment size an cannot be too large to
guaranty the lower bound in (2.16). This seems due to the bridge structure of an: It is
sufﬁcient that an ¼ Oððlog2 nÞaÞ for some a4af 2 ½4=3; 2:
Theorem 2.5. Let f 2 S1: Whenever an follows (1.2), (1.3) with co1 and also
limn!1 a
1=2
n rf ðlog2 nÞ ¼ 0 whereas Tn satisfies (2.15) we have
lim inf
n!1
rf ðð1þ cÞ log2 nÞo f1;n ¼ wf ð1Þ a:s: (2.16)
Next turn to the covered functions Sc=ð1þcÞ of Y1;n when c 2 ð0;1Þ: The case c ¼ 0
being even more delicate with respect to the lim sup behavior it is excluded
from Theorem 2.7 below and will be treated elsewhere. Deﬁnition 2.2 is again
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involves cn;
lim
n!1
log2 n
rf ðlog2 nÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log1 kn
log1ð1=anÞ
 1þ 1=cn
1þ 1=c
 þs
¼ 0; (2.17)
where ðxÞþ ¼ maxð0; xÞ: This constraint is empty if cnpc and means that Tn cannot
be too large if cn decreases slowly to c.
Furthermore, Tn must be rather stable during time. Anticipating the notation used
in Section 4, consider the blocks Nk ¼ fnk þ 1; . . . ; nkþ1g with end points
nk ¼ dexpðkdÞe—evidently nk can be chosen among a wider class of blocking
sequences. To estimate the deviations of maxn2Nk o
f
i;n we ask for the existence of
d 2 ð0; 1=2Þ such that Rk ¼
T
n2Nk Tn ultimately contains a great number of separated
points.
Deﬁnition 2.6. For each integer k, set rk1 ¼ inf Rk and let tk be the smallest integer
such that one can ﬁnd rkj 2 Rk satisfying rkj  rkj1Xankþ1 for j ¼ 2; . . . ; tk together
with Rk 
S
j2Lk ½rkj ; rkj þ ankþ1  where Lk ¼ f1; . . . ; tkg:
In order to bound the lim sup from above, condition (2.17) has to be reversed
along these blocks into
lim
k!1
log2 nk
rf ðlog2 nkÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 1=cnk
1þ 1=c 
log1 tk
log1ð1=ank Þ
 þs
¼ 0: (2.18)
Hence Rk and thus Tn cannot be too small, especially if cnpc: Moreover cn cannot
be too far below c.
For f 2 Sc=ð1þcÞ assumptions (2.17) and (2.18) simply reduce to
lim
n!1
log1 kn
log2 n
¼ lim
k!1
log1 tk
d log1 k
¼ c;
which is readily implied by (1.3), (1.5) and (1.6). But, contrary to (2.4), conditions
(2.17) and (2.18) are not automatically fulﬁlled by Tn ¼ ½0; 1 an when feSc=ð1þcÞ:
This however occurs under the following strengthening of (1.3),
lim
n!1
log2 n
rf ðlog2 nÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jcn  cj
p
¼ 0;
which is nothing more than (2.17) and (2.18) taken with kn ¼ d1=ane and typically
holds true when an ¼ ðlog1 nÞc expððlog2 nÞaÞ with aoaf 2 ½1=3; 1:
If Tn is monotone for inclusion we have log1tk  log1 knk so (2.17) and (2.18) are
of the same nature. Comparing them we learn that fewer increments are required to
reach the boundary at optimal rate when cn # c than when cn " c: Whenever cn is too
slow, in the latter case even ½0; 1 an does not sufﬁce and we conjecture that the
lim sup below increases whereas, in the former case, it decreases for large Tn:
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(2.17) and (2.18) then it holds
lim sup
n!1
rf ðð1þ cÞ log2 nÞo f1;n ¼ wf
c
1þ c
 
a:s: (2.19)
According to (1.7) this lim sup is inﬁnite if feSc=ð1þcÞ: When (2.18) is not satisﬁed,
Lemma 4.1 nevertheless provides an upper bound in (2.19) assuming instead that
(2.4) stands, c41 and Jð f Þ is small enough.
Since ðSlivc=ð1þcÞ [ Sbvc=ð1þcÞÞ \ ðSliv1 [ Sbv1 Þ ¼ ; and in view of Section 2.1 the rates in
(2.16) and (2.19) always differ, at least from the limiting constant. In particular it
turns out that if c 2 ð0;1Þ each f 2 Slivc=ð1þcÞ [ Sbvc=ð1þcÞ is visited by Y1;n at a distance
which varies during time, ranging from ðlog2 nÞ1 to r1f ðlog2 nÞ: These rates are
independent of the second order of decay anðlog1 nÞc which only intervenes for
critical limit functions through cn in (2.17) and (2.18) to restrain Tn: As mentioned in
Section 3, (2.17) and (2.18) correspond to (2.4) when c ¼ 1 hence, having ð1þ
cnÞ log2 n  log1ð1=anÞ in that case, we see that Theorems 2.3, 2.5 and 2.7 fall in
agreement.
Alternatively, Theorem 2.5 can be formulated for o f2;n as
lim inf
n!1
rf ðlog2 nÞo f2;n ¼ wf ð1þ cÞ a:s:
if it is assumed that c 2 ½0;1Þ; f 2 S1þc; limn!1 anr2f ðlog2 nÞ ¼ 0 and Tn satisﬁes
(2.15). Likewise Theorem 2.7 can be stated as
lim sup
n!1
rf ðlog2 nÞo f2;n ¼ wf ðcÞ a:s:
provided c 2 ð0;1Þ; f 2 Sc and Tn satisﬁes (2.17) and (2.18). These versions of the
above results have to be checked directly from the proofs given in Section 3 and raise
up similar comments on the admissibility of ½0; 1 an with respect to the rate of cn:
Applying this to f ¼ 	 proves that if c 2 ð0;1Þ the smallest oscillation on is such
that for any 40
P on 2
ðp Þ ﬃﬃﬃﬃﬃanpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8ð1þ cÞ log2 n
p ; ðpþ Þ ﬃﬃﬃﬃﬃanpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8clog2 n
p" #( ) eventually ! ¼ 1:
2.6. Increments of the uniform quantile process
Deﬁne Fn
 ð0Þ ¼ 0 and Fn  ¼ supfs 2 ½0; 1 : F nðsÞoIg on ð0; 1: Thus
bn ¼
ﬃﬃﬃ
n
p ð F n
   IÞ is the left-continuous quantile process associated with the
sample U1; . . . ; Un: The strong limiting behavior of the modulus of continuity of
bn was studied by Mason [23]. The quantile functional oscillation modulus centered
at f 2 B
o f1;n ¼ inf
t2Tn
bnðtþ anIÞ  bnðtÞ
b1;n
 f
 
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Most of our previous results still hold true for o f1;n under the same assumptions as
for o f1;n except (2.5) which has to be turned into the slightly stronger (2.21).
To prove this we shall evaluate o f1;n again, but taken at random locations Tn
  
fUi : ipng: Fortunately the randomness of Tn
 
has no effect when co1 or, more
generally
lim
n!1
an
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
log2 n
r
log1 n
r2f ðlog1 nÞ
¼ 1: (2.20)
If (2.20) is not veriﬁed we restrict the next statement to intervals Tn in order
to conveniently keep track of Tn
 
: Note that (2.7) can partly be relaxed as in
Section 2.3.
Theorem 2.8. Assume that f 2 S1 whereas an satisfies (1.2), (1.3),
lim
n!1
dn
r4f ðlog1 nÞ
¼ 1 (2.21)
and also (2.7) whenever c ¼ 1 and f 2 Sliv1 [ Sbv1 : If an and Tn further obeys c40;
(2.6) and (2.4) or c ¼ 0; limn!1 a1=2n rf ðlog2 nÞ ¼ 0 and (2.15) then
lim inf
n!1
rf ðlog1ð1=anÞ þ log2 nÞo 
f
1;n ¼ wf ð1Þ a:s:
If f 2 Sc=ð1þcÞ and either c ¼ 1; Tn follows (2.4) and is an interval whenever (2.20)
does not hold or c 2 ð0;1Þ and Tn satisfies (2.17) and (2.18) then
lim sup
n!1
rf ðlog1ð1=anÞ þ log2 nÞo 
f
1;n ¼ wf
c
1þ c
 
a:s:
If f 2 S1 and the lim sup in (2.21) is finite while d ¼ 1 in (1.4) and Tn is an interval
such that log1 kn  log1ð1=anÞ then
lim sup
n!1
d1=4n o
 f
1;np21=4 a:s:
Proof. Introduce
Tn ¼ Tn \ ft : Fn
 ðtÞp1 ang:
Given 40; the Bahadur–Kiefer representation of quantile increments presented in
Lemmas 10 and 11 of Berthet [2] implies the almost sure existence of n such that for
all n4n we have
sup
t2Tn
kbnðtþ anIÞ  bnðtÞ  Danðan; F n
 ðtÞÞk
p ð2
1=4 þ Þb1;n
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log1 n
p
ðnanðlog1ð1=anÞ þ log2 nÞÞ1=4
: ð2:22Þ
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be sufﬁcient to conclude if these results were valid for the random sequence
Tn
  ¼ f F n ðtÞ : t 2 Tn g  fUi : ipng \ ½0; 1 an
instead of Tn under the hypothesis that Tn itself follows the required conditions
(2.4), (2.15) or (2.17) and (2.18). To establish this, let us approximate Tn
 
by Tn:
Since the LIL for bn gives
lim sup
n!1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2n
log2 n
s
sup
t2Tn
j Fn
 ðtÞ  tjp1 a:s: (2.23)
and n1=2ðlog2 nÞ1=2 satisﬁes the hypotheses of Lemma 3.4 it holds, assuming (2.20)
lim sup
n!1
rf ðlog1ð1=anÞ þ log2 nÞ
b1;n
sup
t2Tn
kDanðan; Fn
 ðtÞÞ  Danðan; tÞk
p lim sup
n!1
rf ðlog1ð1=anÞ þ log2 nÞ
b1;n
on
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log2 n
n
r !
p lim sup
n!1
rf ðlog1ð1=anÞ þ log2 nÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
anðlog1ð1=anÞ þ log2 nÞ
p log2 n
n
 1=4 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log1 n
p
¼ 0 a:s: ð2:24Þ
By (2.22), (2.23) and (2.24) the above-mentioned theorems applied to Tn \ ½0; 1
2an yield the claimed results under co1 or (2.20). Otherwise suppose that Tn is an
interval and c ¼ 1: Let kn and tnj be as in Deﬁnition 2.2. Since log1 kn  log1ð1=anÞ
and nan4log1 n for large n, it comes limn!1 knann
1=2ðlog2 nÞ1=2 ¼ 1 so that
eTn ¼ tn1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log2 n
n
r
; tn1 þ knan 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log2 n
n
r" #
is a deterministic sequence of ultimately non-empty intervals. By (2.23) it
almost surely eventually holds eTn  ½min Tn ;max Tn : Consider the setsbTn ¼ eTn \ ftnj : j 2 Kng and denote by U ðiÞ the ith order statistic. According to
Devroye [16]
lim
n!1
n
log1 n
sup
1pipn1
ðU ðiþ1Þ U ðiÞÞ ¼ 1 a:s:;
which readily implies
lim sup
n!1
n
log1 n
sup
t2bTn infs 2 Tn  jt sjp1 a:s:
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P on
log1 n
n
 
X
b1;n
rf ðlog1ð1=anÞÞ
 
p exp log1 n c0h 1þ

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nan log1ð1=anÞ
p
log1 nrf ðlog1ð1=anÞÞ
 !
 1
 ! !
is summable in n. Combining (2.22) with the last few facts we get, for any 40
P sup
t2Tn
Danðan; F n
 ðtÞÞ
b1;n
 f

p ð1þ Þwf ð1Þrf ðlog1ð1=anÞÞ
( )
eventually
 !
XP sup
t2bTn
Danðan; tÞ
b1;n
 f
 p ð1þ =3Þwf ð1Þrf ðlog1ð1=anÞÞ
8<:
9=; eventually
0@ 1A:
By Theorem 2.3 the latter probability is one since bTn follows (2.4). &
2.7. Increments of a Wiener process
As a conclusion, we mention the following consequence of our study for historical
reasons. Theorem 2.9 generalizes the results of Cso¨rgo¨ and Re´ve´sz [9] and gives inner
rates in the functional law obtained by Re´ve´sz [28]. This statement also takes into
account large increments in the sense of Book and Shore [5].
Let fW ðTÞ : TX0g be a real Brownian motion starting from zero and AT a
collection of real numbers such that
AT " 1; AT
T
# 0; c ¼ lim
T!1
CT :¼ lim
T!1
log1ðT=AT Þ
log2 T
: (2.25)
Write BT ¼ log1ðT=AT Þ þ log2T and consider a collection of sets TT 
½0; T  AT  having entropy kT with respect to AT—see Deﬁnition 2.2. Under (2.25)
the Brownian functional oscillation modulus, which we deﬁne to be
eo fT ¼ inf
t2TT
W ðtþ AT IÞ W ðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2AT BT
p  f
 
satisﬁes (1.7) as T tends to inﬁnity whenever kT is sufﬁciently large. Denote by tk the
entropy of
T
nkpTonkþ1 TT with respect to Ank where nk ¼ expðk
dÞ and d 2 ð0; 1=2Þ:
Theorem 2.9. Let f 2 S1: Assume that AT follows (2.25) and, whenever c ¼ 1
lim
T!1
r2f ðlog1ðT=AT ÞÞ
log1ðT=AT Þ log2 T
¼ 1:
If
lim
T!1
BT
rf ðBT Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 log1 kT
log1ðT=AT Þ
s
¼ 0;
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lim inf
T!1
rf ðBT Þ eo fT ¼ wf ð1Þ a:s:
and this lim inf is a limit if, and only if, c ¼ 1: If c 2 ð0;1Þ; f 2 Sc=ð1þcÞ and
lim
k!1
Bnk
rf ðBnk Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 1=Cnk
1þ 1=c 
log1tk
log1ðnk=Ank Þ
 þs
¼ lim
T!1
BT
rf ðBT Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log1 kT
log1ðT=AT Þ
 1þ 1=CT
1þ 1=c
 þs
¼ 0
we have
lim sup
T!1
rf ðBT Þ eo fT ¼ wf c1þ c
 
a:s:
Proof. This follows directly from the arguments used in Sections 3 and 4 with
continuous index T instead of n, T1AT in place of an; all strong approximation
constraints dropped, Lemmas 3.3 and 3.4 replaced by their analogues for W
available in Shorack and Wellner [30] and Cso¨rgo¨ and Re´ve´sz [10], respectively. In
the lim inf statement the additional restrictions (2.5) and (2.21) used at Theorems 2.5
and 2.8 are now removed, as underlined after Lemma 4.6. Likewise condition (2.6)
from Theorem 2.5 disappears as explained after Lemma 3.8. &
Theorem 2.9 is also veriﬁed by the Brownian bridge ZT ðtÞ ¼W ðtÞ  ðt=TÞW ðTÞ
when c40 since normalized increments of ZT deviate from those of W no more thanﬃﬃﬃﬃﬃﬃ
AT
T
r
W ðTÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2TBT
p ;
which, by the law of the iterated logarithm and (2.25), can be neglected with
probability one. As an application, the other LIL derived in Shi [29] for U-statistics
can be generalized to increments of these processes. Combining Theorem 2.9 with the
strong approximation results of Komlo´s et al. [20] further yields similar limit
theorems for increments of Poisson, Kiefer and partial sums processes under
appropriate moment conditions. However, the approximation induces extra
conditions such as (2.9) or (2.21) and the rates thus obtained are not optimal when
nan diverges too slowly. For instance, it is obvious from our proofs that Theorems
2.3, 2.4, 2.5 and 2.7 remain true for the increments of Pn ¼ n1=2ðPðnIÞ  nIÞ where
P is a standard Poisson process. In the same way an can be replaced by Sn ¼
n1=2 ðP0pipbnIcX i þ ðnI  bnIcÞX dnIeÞ where X 0 ¼ 0 and fX n; nX1g is a sequence
of independent random variables having same law such that EðX Þ ¼ 0; V ðX Þ ¼ 1
and EðetX Þo1 for t 2 ½t; tþ; to0otþ: Also, Deheuvels and Mason [15] obtained
Chung type rates for the functional form of Le´vy’s modulus of continuity of W over
½0; 1 when a # 0; instead of T1=2W ðTIÞ over ½0; 1 and T1aT # 0 as in Theorem 2.9.
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but require a separate treatment.3. Inner rates for medium increments
3.1. Basic tools
First, we need precise exponential bounds for small deviations of a Brownian
motion which also have an interest by themselves. When Jð f Þ ¼ y they catch
the crucial second order beyond the log-probability scale typical of deviation
principles. Remind the uniﬁed notation ﬁxed in Section 2.1 and that I is the identity
function on ½0; 1:Lemma 3.1. Let fW ðtÞ : t 2 ½0; 1g denote a standard Wiener process, y40 and f 2 Sy:
For all d40 sufficiently small one can find g ¼ gðy; f ; dÞ 2 ð0;1Þ such that for all x
large enough
P
W
x
 f
 p ð1þ dÞwf ðyÞrf ðx2=2Þ
 !
X exp  yx
2
2
þ gþ r
2
f ðx2=2Þ
x2
 !
ð3:1Þ
P
W
x
 f
 p ð1 dÞwf ðyÞrf ðx2=2Þ
 !
p exp  yx
2
2
 g r
2
f ðx2=2Þ
x2
 !
: ð3:2Þ
These bounds are sharp since we have
lim
d!0
gðy; f ; dÞ ¼ 0: (3.3)Proof. First assume that Jð f Þoy; then rf ¼ I and wf ðyÞ ¼ pð16ðy Jð f ÞÞÞ1=2:
Specializing Theorem 3.3 in De Acosta [1] for the real-valued Brownian motion
starting from 0 and the euclidean metric on the real line we have, for each r40
lim
x!1
1
x2
log P
W
x
 f
 p rx2
 
¼  p
2
8r2
 Jð f Þ
2
: (3.4)
Hence, if Z40 is chosen sufﬁciently small, any x large enough satisﬁes
P
W
x
 f
 p ð1þ dÞp
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
y Jð f Þ
p
x2
 !
X exp ð1þ ZÞ y Jð f Þ
2ð1þ dÞ2 þ
Jð f Þ
2
 
x2
 
X exp  yx
2
2
þ gþx2
 
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P
W
x
 f
 p ð1 dÞp
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
y Jð f Þ
p
x2
 !
p exp ð1 ZÞ y Jð f Þ
2ð1 dÞ2 þ
Jð f Þ
2
 
x2
 
p exp  yx
2
2
 gx2
 
;
where g40 depends on y; Jð f Þ; d; Z and g ¼ OðdÞ: Unfortunately, the small
deviation principle (3.4) cannot help to establish (3.1) and (3.2) when Jð f Þ ¼ y:
Next assume that f 2 Slivy ; in which case wf ðyÞ ¼ 1 and rf is deﬁned by (2.1). The
lower bound (3.1) for gþ can easily be deduced from the proof of the key bound
leading to Theorem 1 in Berthet and Lifshits [4], thus we omit details. A close look at
constants in this paper shows that gþ obeys (3.3). For the upper bound (3.2), by
using Lemma 2 of Csa´ki [7] and the Cameron–Martin formula as for Lemma 4 in
Grill [19] we can prove that
P
W
x
 f
 p ð1 dÞrf ðx2=2Þ
 !
¼ exp  inf
kgf kpð1dÞ=rf ðx2=2Þ
JðgÞ
 !
x2
2
 !
P kWkp ð1 dÞxrf ðx2=2Þ
 !
p 4
p
exp  Jð f Þ  ð1 dÞ Jð f Þ  inf
kgf kp1=rf ðx2=2Þ
JðgÞ
 ! ! 
$x
2
2
 p
2r2f ðx2=2Þ
8ð1 dÞ2x2
!
p exp  yx
2
2
 gðdÞ r
2
f ðx2=2Þ
x2
 !
;
where in the last inequality (2.1) is crucial and obviously gðdÞ ¼ OðdÞ:
Suppose now that f 2 Sbvy ; then wf ðyÞ ¼ wð f Þ and rf ¼ I2=3: Theorem 1 and key
Eq. (3.1) of Gorn and Lifshits [18] together imply, when combined with the
Cameron–Martin formula as for (2.2) in the latter paper,
P
W
x
 f
 pð1þ dÞ 22=3wð f Þx4=3
 !
X exp  Jð f Þx
2
2
þ gþð f ; dÞx2=3
 
P
W
x
 f
 pð1 dÞ 22=3wð f Þx4=3
 !
p exp  Jð f Þx
2
2
 gð f ; dÞx2=3
 
:
It is not difﬁcult to check that (3.3) holds in this case too. &
Second, the following strong approximation estimate is useful to achieve a better
rate when the strong invariance principle directly applied to an fails.
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valued Brownian motion fW ðtÞ : tX0g starting from 0 and a Poisson process fPðtÞ :
tX0g such that EðPðtÞÞ ¼ t and, for any a40 and l40
PðkPðaIÞ  aI W ðaIÞk4c1 log aþ lÞpc2 expðc3lÞ
where fci : i ¼ 1; 2; 3g are universal finite positive constants.
Proof. See Komlo´s et al. [20]. &
The large deviation inequality for the modulus on is also central in our proofs.
Lemma 3.3. Consider the increasing function hðxÞ ¼ x log x xþ 1 on ð1;1Þ: For
any integer nX1; any a 2 ð0; 1=2 and d40; it holds
PðonðaÞXd
ﬃﬃﬃ
a
p Þp 160
a
exp  na
16
h 1þ dﬃﬃﬃﬃﬃ
na
p
  
: (3.5)
Proof. See Inequality 1 in Mason et al. [25] and also Inequalities 1 and 2 page 545 in
Shorack and Wellner [30]. The factor 16 is arbitrary and can be replaced by any
constant greater than 1 provided a is close enough to 0. &
For technical reasons we further need a version of the usual LIL for the continuity
modulus of an which is valid under weaker regularity assumptions than (1.2).
Remember that dn ¼ nan=log1 n has limit d under (1.4).
Lemma 3.4. Let an # 0 satisfy (1.3), (1.4) and limy#1 limk!1 aykþ1=ayk ¼ 1: If d ¼ 1
we have
lim sup
n!1
onðanÞ
b1;n
p1 a:s:
Otherwise, when do1 and log1ð1=anÞ  log1 n as n!1 it holds
lim sup
n!1
ﬃﬃﬃ
n
p j log dnj
log1 n
onðanÞpsdo1 a:s: (3.6)
Proof. It relies on an easy extension of the arguments used by Deheuvels et al. [13],
Mason et al. [25] and Stute [32]. A brief justiﬁcation of this can be found in Fact 1 of
Berthet [2]. To be exact, s0 ¼ 1 and sd ¼ dðdþd  1Þj log dj where dþd 41 satisﬁes
hðdþd Þ ¼ 1=d if d40: It is routine to check that limd!0 sd ¼ s0: &
Compared to (1.2) the assumption of Lemma 3.4 does not ask nan to be
nondecreasing whenever an has a stable ﬁrst order rate of decay. In the few situations
where (3.6) is used, j log dnj is of order log2 n as n tends to inﬁnity and can be
forgotten.
ARTICLE IN PRESS
P. Berthet / Stochastic Processes and their Applications 115 (2005) 493–537 5133.2. Upper bounds in (2.8), (2.12) and (2.13)
The three superior limits in Theorems 2.3 and 2.4 are established in
Lemmas 3.5, 3.6 and 3.7, respectively. First, rewrite the exact rate for medium
increments as
 fn ¼
wf ð1Þ
rf ðlog1ð1=anÞÞ
¼ p1ff2S

1 g
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Jð f Þ
p
log1ð1=anÞ
þ
1ff2Sliv1 g
rf ðlog1ð1=anÞÞ
þ
wð f Þ1ff2Sbv1 g
ðlog1ð1=anÞÞ2=3
:
ð3:7Þ
Lemma 3.5. Let Tn and an be as in Theorem 2.3, f 2 S1 ¼ S1 [ Sliv1 [ Sbv1 and  fn be as
in (3.7). Then we have, for i ¼ 1; 3
lim sup
n!1
o fi;n
 fn
p1 a:s:
Proof. It is sufﬁcient to prove that for any 40
Pðff 2 Yi;n þ ð1þ Þ fn B0g eventuallyÞ ¼ 1: (3.8)
Towards this aim, ﬁx 40 and consider
Pn ¼ P
\
j2Kn
1
bi;n
Danðan; tnj Þef þ ð1þ Þ fn B0
  !
;
where Kn and t
n
j come from Deﬁnition 2.2. Rigorously we should take Knnf1g if
tn1eTn but all subsequent arguments obviously work when a ﬁxed ﬁnite number of
indexes are removed from each Kn:
Step 1. Assume ﬁrst that i ¼ 3: For all n40 let fPnðtÞ : tX0g denote a
right continuous Poisson process with intensity n. Making use of the
poissonization phenomenon expressed in Lemma 3.1 of Deheuvels and Mason [14]
we obtain
Pno2P
\
j2Kn
1ﬃﬃﬃ
n
p
b3;n
ðPnðtnj þ anIÞ Pnðtnj Þ  nanIÞef þ ð1þ Þ fn B0
  !
:
Let fPðtÞ : tX0g be a standard Poisson process and write
PPn ¼ P
1ﬃﬃﬃ
n
p
b3;n
ðPðnanIÞ  nanIÞef þ ð1þ Þ fn B0
 
:
By the deﬁnition of tnj ; independence and stationarity of the increments of Pn
we get
Pno2ðPPn Þkn : (3.9)
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to satisfy Lemma 3.2. By the triangle inequality we have, for any p41 and
q ¼ pðp 1Þ1
PPn pP kW ðnanIÞ PðnanIÞ þ nanIkX
1þ 
q
 fn
ﬃﬃﬃ
n
p
b3;n
 
þ P 1ﬃﬃﬃ
n
p
b3;n
W ðnanIÞef þ
1þ 
p
 fn B0
 
¼ PPWn þ PWn : ð3:10Þ
Recall that b3;n ¼ ð2an log1ð1=anÞÞ1=2; dn ¼ nan=log1 n and also that under (1.2) and
(2.5) it holds limn!1  fn d
1=2
n ¼ 1; limn!1 dn ¼ 1 and log1ð1=anÞolog1 n eventually.
Consequently, for any s 2 ð0; 1Þ and all n large
 fn
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nan log1ð1=anÞ
p
log1ðnanÞ
X1fanXns1gn
s=3 þ 1fn1 log1 noanons1g
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 s
p
s
 fn
ﬃﬃﬃﬃﬃ
dn
p
hence, by (2.5),
lim
n!1
 fn
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nan log1ð1=anÞ
p
log1ðnanÞ
¼ 1:
Then Lemma 3.2 yields, for c4 2 ð0; c3Þ; c0 ¼ ð1þ Þ
ﬃﬃﬃ
2
p
=q and n large enough
PPWn oP kW ðnanIÞ PðnanIÞ þ nanIkXc1 log1ðnanÞ

þ c0c4
c3
 fn
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nan log1ð1=anÞ
p 
oc2 exp c0c4 log1ð1=anÞ  fn
ﬃﬃﬃﬃﬃ
dn
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlog1 n
log1ð1=anÞ
s !
: ð3:11Þ
Thus, making use of (2.5) again we ultimately have, whatever q40 and r40
PPWn oa2rn : (3.12)
Step 2. Select p 2 ð1; 1þ Þ: Since ðnanÞ1=2W ðnanIÞ is distributed like W ðIÞ we can
apply Lemma 3.1 to PWn with y ¼ 1; x ¼ ð2 log1ð1=anÞÞ1=2 and 1þ d ¼ ð1þ Þ=p41:
The asymptotic lower bound (3.1) thus reads
1 PWn ¼ P
W ðIÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 log1ð1=anÞ
p  f
p ð1þ Þp  fn
 !
X exp log1ð1=anÞ þ gþð1; f ; dÞ
r2f ðlog1ð1=anÞÞ
2 log1ð1=anÞ
 !
;
where the second order rate of decay has to be taken into account carefully.
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1 : At this point it is shown that for a ﬁxed r 2 ð1 gþ=2; 1Þ and
all n sufﬁciently large
PWn o1 arn : (3.13)
Putting (3.9), (3.10), (3.12) and (3.13) together we see that for zo1 r and n large
Pno2 expðkn logð1 arn þ a2rn ÞÞo expðknarþz=2n Þo expðar1þzn Þ;
where the latter bound is an easy consequence of (1.2) and (2.4). In order to conclude
notice that anoð2 log1 nÞ1=ðr1þzÞ for all n large since c ¼ 1 in (1.3). Having checked
that
P
n Pno1; (3.8) follows from the Borel–Cantelli lemma.
Otherwise let f 2 Sliv1 [ Sbv1 and pick g 2 ð0; gþð1; f ; p1ð1þ Þ  1Þ=8Þ: In view of
the previously proved asymptotic bound
PWn p1 an exp 4g
r2f ðlog1ð1=anÞÞ
log1ð1=anÞ
 !
it becomes clear that choosing r41=2 in (3.12) ensures that PPWn can be neglected
before PWn : From (3.9), (3.10) and (2.4) we deduce
Pno exp  exp log kn  log1ð1=anÞ þ
3gr2f ðlog1ð1=anÞÞ
log1ð1=anÞ
 ! !
o exp  exp 2gr
2
f ðlog1ð1=anÞÞ
log1ð1=anÞ
 ! !
:
Then Pn is summable whenever log2 n is dominated by r2f ðlog1ð1=anÞÞ=log1ð1=anÞ so
that (2.7) entails the desired conclusion.
Step 3. At last turn to the case i ¼ 1: Since c ¼ 1 in (1.3) we have b1;n  b3;n and
the arguments of step 1 readily imply (3.12). At step 2 we take x ¼ ð2ðlog1ð1=anÞ þ
log2 nÞÞ1=2 in Lemma 3.1. If f 2 S1 the additional log2 n is obviously absorbed by r:
If f 2 Sliv1 [ Sbv1 it disappears thanks to (2.7). &
Let us now justify the lim sup assertion following Theorem 2.3. In the remaining
situation of upper medium increments, for which (2.7) fails, we can repeat line by line
the blocking technique of Lemmas 4.2 and 4.3 for i ¼ 3 with the help of c ¼ 1;
(3.12) and (2.4) along blocks. Doing this, we conclude by the ﬁniteness of the series
Pnko expð expðgðlog1ð1=ank ÞÞ1=3ÞÞo expð expððlog1 kÞ1=3ÞÞ:
See Section 4.1 for hints on omitted details. As a matter of fact, the monotony
requirement in (1.2) is not used in Lemma 3.5 but serves for these blocking
arguments.
Secondly, we investigate the problem of too small an: We limit ourselves to non-
boundary functions but if f 2 Sliv1 [ Sbv1 and lim supn!1 dnr2f ðlog1ð1=anÞÞo1 then
similar arguments as for d 0 ¼ 0 show that (3.14) holds with Cð f ; 0Þ ¼ 1=
ﬃﬃﬃ
2
p
c3
whenever (2.4) stands—crucial to make the series of term Pn converge.
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any Tn following (2.4) we can find Cð f ; d 0Þ 2 ð0;1Þ such that
lim sup
n!1
ﬃﬃﬃﬃﬃ
dn
p
o f3;npCð f ; d 0Þ a:s: (3.14)
Proof. Let 40 and  fn ¼ Cð f ; d 0Þd1=2n : Along the lines of the proof of Lemma 3.5
we obtain Pnp2ðPPWn þ PWn Þkn with the same notation as in (3.10). Fix c4 2 ð0; c3Þ
and Z40: Under the current setting we have log1 kn  log1ð1=anÞ  log1 n as n tends
to inﬁnity and logðnanÞo4 log2 n is dominated by ðnanÞ1=2 fn : According to Lemma
3.2 this implies
PPWn o exp 
ﬃﬃﬃ
2
p
q
ð1þ Þc4Cð f ; d 0Þ log1ð1=anÞ
 !
(3.15)
for all large n and, in view of the scaling property of W, (2.11) and (3.4),
1 PWn 4 exp ð1þ ZÞ
p2p2nan
16ðð1þ ÞCð f ; d 0ÞÞ2ðlog1ð1=anÞÞ3
þ Jð f Þ
 ! 
$log1ð1=anÞ
!
: ð3:16Þ
On the one hand, if d 0 ¼ 0 in (2.11) we see that taking
Cð f ; 0Þ ¼ Jð f Þﬃﬃﬃ
2
p
c3
(3.17)
while selecting c4 sufﬁciently close to c3 from Lemma 3.2, q very close to 1 and then Z
arbitrarily close to 0 ensures that (3.15) is negligible with respect to (3.16).
Consequently, by (2.11), (2.4) and Jð f Þ 2 ð0; 1Þ all n large enough satisfy
Pno expðkn logð1 að1þ2ZÞJð f Þn ÞÞo expðarn Þo expððlog1 nÞbÞ;
where r 2 ð0; 1 ð1þ 2ZÞJð f ÞÞ and b41: Thus Pn is summable in n.
On the other hand, whatever d 0 2 ð0;1Þ in (2.11) a comparison of the exponential
terms in (3.15) and (3.16) leads to the following conclusion. Let Cqð f ; d 0Þ be the
unique solution of the equilibrium equation
cqðxÞ ¼ x3 
qJð f Þﬃﬃﬃ
2
p
c3
x2  d
0p2p2q
16
ﬃﬃﬃ
2
p
c3
¼ 0; (3.18)
which satisﬁes Cqð f ; d 0Þ4q21=2 Jð f Þ=3c340 for Jð f Þ40: Furthermore, cqðxÞ40
if x4Cqð f ; d 0Þ: In order to make sure that d 0p2p2=16C2ð f ; d 0Þ þ Jð f Þp1 we
deﬁne
Cð f ; d 0Þ ¼ max Cqð f ; d 0Þ;
ﬃﬃﬃﬃ
d 0
p
pp
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Jð f Þ
p !: (3.19)
Note that (3.17) is contained in (3.19) when d 0 ¼ 0 and q is kept close to 1. At this
stage of the proof, we are free to choose q in a way that minimizes Cð f ; d 0Þ: This
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are both ﬁnite. Let us simply produce an instructive upper bound for Cð f ; d 0Þ: By
substituting the second value of (3.19) in (3.18) we see that it achieves the maximum
whenever d 0p2p2=16ð1 Jð f ÞÞXq2=2 c23 that is, using q=p ¼ ðp 1Þ1;
p ¼ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8ð1 Jð f Þ
p
pc3
ﬃﬃﬃﬃ
d 0
p :
This explains the upper bound given in Section 2.4. Next (3.19) allows us to take
c3  c4 and Z so small that the combination of (3.15), (3.16), (2.4) and (3.18) yields
the exponential bound Pno expðarnÞ with
r ¼ ð1þ 2ZÞ d
0p2p2
16ð1þ Þ2C2ð f ; d 0Þ þ Jð f Þ
 
 1o0:
As in the previous case the ﬁniteness of the series associated with Pn is a consequence
of the assumptions on an: Sending  to 0 ends the proof. &
The improvement of (3.14) we present next is speciﬁc to on because Jð f Þ ¼ 0 if,
and only if, f ¼ 	:
Lemma 3.7. If (2.4) is verified and an satisfies (1.2), (1.4) with d ¼ 1 and (2.11) it
ensues
lim sup
n!1
ðnanÞ1=6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log1 n
p
o	3;npFðd 0Þ ¼ max
3pðd 0Þ1=6
8
;
3p2=3
213=6c
1=3
3
 !
a:s:
(3.20)
Proof. In (3.20) rewrite the constant Fðd 0Þ ¼ maxðF1;F2Þ: We shall adapt the proof
of Lemma 3.5 to f ¼ 	: Set 	n ¼ Fðd 0ÞðnanÞ1=6ðlog1ð1=anÞÞ1=2 then pick 40;
c4oc3 and Z40: The deterministic properties of an and deﬁnition (3.10) justify, when
combined with Lemma 3.2,
PPWn o exp 
ﬃﬃﬃ
2
p
q
ð1þ ÞFðd 0Þc4ðnanÞ1=3
 !
(3.21)
and also, by (3.4) applied with Jð	Þ ¼ 0;
PWn o1 exp 
ð1þ ZÞp2p2ðnanÞ1=3
16ðð1þ ÞFðd 0ÞÞ2
 !
: (3.22)
Fix p ¼ 3=2 in order to minimize p2qX27=4 and therefore optimize Fðd 0Þ: Having
ð1þ ÞFðd 0Þ4F2 a comparison between the exponents in (3.21) and (3.22) shows that
(3.9) becomes
Pno exp  exp 
9p2ð1þ 2ZÞðnanÞ1=3
64ðð1þ ÞFðd 0ÞÞ2 þ log kn
 ! !
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by further imposing Zo=3 and using log kn  log1ð1=anÞ  log1 n; that Pn is
ultimately less than
exp  exp 1 1þ 3Zð1þ Þ2
 
log1 n
  
o expðn=ð1þÞÞ:
If d 0 ¼ 0 and d ¼ 1; Pn is bounded above by
expð expðð1þ oð1ÞÞ log knÞÞo expðn1=2Þ:
In both cases, Pn is widely summable in n whence (3.8) and (3.20). &3.3. Lower bound in (2.8)
Here we complete the proof of Theorem 2.3 by presenting the difﬁcult part. Let
lim inf
n!1
log1ðnanÞ
log2 n
¼ dpdþ ¼ lim sup
n!1
log1ðnanÞ
log2 n
: (3.23)
Observe that (2.5) implies that d 2 ½7=3;1 while (2.6) means either d43 or
dþo1: For d 2 0; 1=3# $ consider the sequence of integers nk ¼ bexpðkdÞc and the
sequence of blocks Nk ¼ fnk þ 1; . . . ; nkþ1g: The next three lemmas are intended to
prepare the justiﬁcation of (3.28) below and then the inferior limit in (2.8).
Lemma 3.8. Let an and f be as in Theorem 2.3,  fn as in (3.7), Tn  ½0; 1 an and nk
defined as above. Then one can choose d 2 ð0; 1=3Þ in such a way that for i ¼ 1; 3
lim
k!1
max
n2Nk
sup
t2Tn
1
 fnk
1
bi;n
Danðan; tÞ 
1
bi;nkþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
nkþ1
r
Danðankþ1 ; tÞ
  ¼ 0 a:s:
Proof. See Lemmas 1 and 2 in Berthet [2] for details, as well as Lemma 4.2 below.
First, little computations based on current assumptions on an show that for large k
and any n 2 Nk
1 bi;n
bi;nkþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
nkþ1
r%%%% %%%% ¼ Oð kd1Þ:
Since moreover ankþ1oan; 1= fnk ¼ OðkdÞ and do1=2 we deduce from the ﬁrst part of
Lemma 3.4 that
lim sup
k!1
max
n2Nk
sup
t2½0;1an
1
 fnk
1
bi;n
 1
bi;nkþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
nkþ1
r%%%% %%%% kDanðankþ1 ; tÞk ¼ 0 a:s: (3.24)
Next, the function k deﬁned by kðnÞ ¼ k if n 2 Nk is equivalent to ðlog1 nÞ1=d when
n tends to inﬁnity. Therefore sn ¼ anð1 nk=nkþ1Þ  danðlog1 nÞ11=d at inﬁnity, with
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ðnÞ: Under (1.2) we obviously have anXsnXan  ankþ1 so
sup
t2½0;1an
kDanðan; tÞ  Danðankþ1 ; tÞkponðsnÞ: (3.25)
Furthermore, log1ð1=snÞ  log1ð1=anÞ and limy#1 limk!1 sykþ1=syk ¼ 1: Now, con-
sider the sequence d 0n ¼ nsn=log1 n  dnanðlog1 nÞ1=d: When d43 in (3.23) and
d 2 ð1=d; 1=3Þ it comes limn!1 d 0n ¼ 1 and an application of Lemma 3.4 to sn
gives
lim sup
k!1
max
n2Nk
onðsnÞ
bi;n
f
nk
p lim sup
k!1
2
 fnk
max
n2Nk
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sn log1ð1=snÞ
an log1ð1=anÞ
s
¼ 0 a:s:
because the bounding expression is Oðkdð1dÞ=2Þ: When dþo1 and do1=dþ it holds
log1ð1=anÞ  log1 n and limn!1 d 0n ¼ 0 thus, by Lemma 3.4 and (2.5)
lim sup
k!1
max
n2Nk
onðsnÞ
bi;n
f
nk
p lim sup
k!1
2
 fnk
max
n2Nk
log1 nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nan log1ð1=anÞ
p ¼ 0 a:s:
In conjunction with (3.24), (3.25) and the triangle inequality, the last two limits
establish the lemma. &
Let us brieﬂy mention a slight difference between the current proof and its
analogue for Theorem 2.9. In the version of Lemma 3.8 for the Brownian motion W
and any small size an ¼ T1AT following (2.25) we can drop the requirement (2.6)
that log1ðT=AT Þ=log2 T should be asymptotically bounded either from above or
from below, and thus also (3.23). As a matter of fact applying Lemma 1.2.1. of
Cso¨rgo¨ and Re´ve´sz [10] to dAT ðlog1 TÞ11=d directly provides the claimed almost sure
lim sup by the convergent part of the Borel–Cantelli lemma, even for very slow AT
and d close to 0. Unfortunately using Lemma 3.3 in the same way for an in Lemma
3.8 still requires (2.6) because of the function h.
Next we achieve the blocking (in n) crucial bound. For ﬁxed i, n 2 Nk; t 2 Tn;
 2 ð0; 1Þ and p041 with conjugate q0 let introduce the events
Ak;n;t ¼
1
bi;nkþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
nkþ1
r
Danðankþ1 ; tÞ  f
 oð1 Þ fnk ;
Ak;n ¼
[
t2Tn
Ak;n;t;
Ak ¼
[
t2Rþ
k
1
bi;nkþ1
Dankþ1ðankþ1 ; tÞ  f
 op0ð1 Þ fnk ;
where Rþk ¼ Tnkþ1 [    [ Tnkþ1 :
Lemma 3.9. Under the assumptions of Lemma 3.8, whatever  2 ð0; 1Þ and p041;
P
[
n2Nk
Ak;n
 !
pð1þ oð1ÞÞPðAkÞ as k!1:
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xk;n;t ¼
ﬃﬃﬃ
n
p
Danðankþ1 ; tÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1
p
Dankþ1ðankþ1 ; tÞ
is distributed like zk;n ¼ ðnkþ1  nÞðF nkþ1nðankþ1IÞ  ankþ1IÞ: Furthermore, xk;n;t
depends only on Unþ1; . . . ; Unkþ1 : Deﬁne lk ¼ p0q10 ð1 Þ fnk n
1=2
kþ1bi;nkþ1 and
Ek;n;t ¼ fkxk;n;tkolkg:
Repeating the martingale argument used in Deheuvels and Mason [14, p. 1269],
Pðkzk;nkolkÞX1
1
l2k
E
z2n;kð1Þ
ð1 ankþ1 Þ2
 !
41 2
l2k
ðnkþ1  nkÞankþ1 (3.26)
for all large k. Having  fnkXwf ð1Þ=log1ð1=ankþ1 Þ and log1ð1=ankþ1Þ þ log2 nkpkd—since
c ¼ d ¼ 1 in (1.3) and (1.4)—we see that (3.26) implies
PðEk;n;tÞ41 ckd 1
nk
nkþ1
 
41 dck2d1
uniformly in n 2 Nk and t 2 Tn where c ¼ q20=p20ð1 Þ2w2f ð1Þ: As pointed out above,
Danðankþ1 ; tÞ and xk;n;t are stochastically independent so
PðAkÞXP
[
n2Nk
[
t2Tn
fAk;n;t \ Ek;n;tg
 !
XP
[
n2Nk
Ak;n
 !
min
n2Nk
inf
t2Tn
PðEk;n;tÞ
Xð1 dck2d1ÞP
[
n2Nk
Ak;n
 !
: ð3:27Þ
The claimed inequality holds thanks to do1=2: &
Our last preliminary lemma is a blocking (in t) inequality. Consider two real
sequences pm41 and qm41 such that p
1
m þ q1m ¼ 1 for all mX0: Set
Bk ¼
1
bi;nkþ1
Dankþ1 ðankþ1 ; 0Þ  f
 op0 p1ð1 Þ fnk 
and, for some mk40 to be determined,
Ck ¼ onkþ1ðmkÞX
p0p1
2q1
ð1 Þ fnk bi;nkþ1
 
:Lemma 3.10. Under the assumptions and notation of Lemma 3.9, if the sequence mk
satisfies limk!1 mk ¼ 0 and p141 it is true that for every k large enough
PðAkÞp
1
mk
' (
PðBkÞ þ PðCkÞ:
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j 2Mk ¼ f0; . . . ; dm1k e  1g and consider the events
A0j;k ¼
[
t2½tj ;tjþ1Þ\Rþk
1
bi;nkþ1
Dankþ1ðankþ1 ; tÞ  f
 op0ð1 Þ fnk :
The comparison of the increments located at t 2 ½tj ; tjþ1Þ and tj yields
1
mk
' (
PðBkÞXP
[
j2Mk
1
bi;nkþ1
Dankþ1ðankþ1 ; tjÞ  f
 op0 p1ð1 Þ fnk 
 !
XP
[
j2Mk
fA0j;k \ Ckg
 !
¼ PðAk \ CkÞXPðAkÞ  PðCkÞ:
Here we have used the triangle inequality, the deﬁnition of ðp1; q1Þ and the fact that
any local empirical process Dankþ1 ðankþ1 ; tjÞ has the same distribution in B as
Dankþ1 ðankþ1 ; 0Þ: The asserted inequality is justiﬁed. &
We are now in position to establish the lower bound in the main case.
Lemma 3.11. For any f and an as in Theorem 2.3,  fn as in (3.7), Tn  ½0; 1 an and
i ¼ 1; 3 we have
lim inf
n!1
o fi;n
 fn
X1 a:s:
Proof. As a matter of fact, we shall prove that if 40;
Pðff 2 Yi;n þ ð1 Þ fn B0g i:o: in nÞ ¼ 0:
Since  fn is nonincreasing, it is sufﬁcient to verify that
P
[
n2Nk
ff 2 Yi;n þ ð1 Þ fnk B0g
( )
i:o: in k
 !
¼ 0: (3.28)
In view of Lemmas 3.8 and 3.9, (3.28) readily follows from
P
kP ðAkÞo1 by the
Borel–Cantelli convergence criterion. According to the upper bound in Lemma 3.10
this is justiﬁed by the two steps below.
Step 1. First consider the case i ¼ 3: Let fPðtÞ : tX0g be a Poisson process with
intensity 1 and fW ðtÞ : tX0g denote a version of a standard Wiener process satisfying
Lemma 3.2. By the poissonization of an (see Fact 3 in Berthet [2]) we get
PðBkÞo2P
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1
p
b3;nkþ1
ðPðnkþ1ankþ1IÞ  nkþ1ankþ1IÞ 2 f þ
p
p2
ð1 Þ fnk B0
 
;
where p ¼ p0p1p2: Thus PðBkÞo2PWkþ1 þ 2PPWkþ1 with
PWk ¼ P
W ðnkank IÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nkank log1ð1=ank Þ
p  f
ppð1 Þ fnk1
 !
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PPWk ¼ P kPðnkank IÞ  nkank I W ðnkank IÞkX
p
q2
ð1 Þ fnk1
ﬃﬃﬃﬃﬃ
nk
p
b3;nk
 
:
The choice of p41 being free, we impose that pð1 Þ ¼ ð1 =2Þ: By the scaling
property of W and the small ball estimate (3.2) from Lemma 3.1 taken with d ¼ =2
and x ¼ ð2 log1ð1=ank ÞÞ1=2 we have, for g small enough and all k large
PWk p exp log1ð1=ank Þ 1þ g
rf ðlog1ð1=ank ÞÞ
log1ð1=ank Þ
 2 ! !
: (3.29)
Invoking Lemma 3.2 and the same deterministic argument as for (3.11) we readily
obtain that for some c40 depending on f, ; q2 and for all sufﬁciently large k
PPWk o exp c
log1ð1=ank Þ
ﬃﬃﬃﬃﬃﬃ
dnk
p
rf ðlog1ð1=ank ÞÞ
 !
Comparing the latter bound with (3.29) through (2.5) and recalling that L1rf ðLÞ is
bounded as L tends to inﬁnity we claim the existence of g40 such that,
asymptotically in k
PðBkÞp exp log1ð1=ank Þ  g
r2f ðlog1ð1=ank ÞÞ
log1ð1=ank Þ
 !
: (3.30)
Step 2. Take mk ¼ C2 ankþ1r2f ðlog1ð1=ank ÞÞ in Lemma 3.10 with
C ¼ p0p1ð1 Þwf ð1Þﬃﬃﬃﬃﬃ
2b
p
q1
and b432 so that limk!1 mk ¼ 0 and
PðCkÞpP onkþ1ðmkÞX
ﬃﬃﬃﬃﬃ
mk
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b log1ð1=ankþ1Þ
q* +
: (3.31)
Under (2.5) Wk ¼ ðnkþ1mkÞ1b log1ð1=ankþ1Þ satisﬁes limk!1 Wk ¼ 0 hence in (3.5) we
have hð1þ W1=2k Þ  Wk=2 as k goes to inﬁnity. Using once more that c ¼ 1 in (1.3) it
ensues, by (3.31) and Lemma 3.3 applied with a ¼ mk; that whenever g 2 ð0; 1Þ and k
is accordingly large
PðCkÞp
160
mk
exp bþ oð1Þ
32
log1ð1=ankþ1 Þ
 
p expðg log1ð1=ankþ1 Þ þ 2 log2ð1=ankþ1 ÞÞ
p expðð2=dÞ log2 nkþ1Þ: ð3:32Þ
Clearly, the bounding sequence in (3.32) is summable in k. In the same way, with
respect to our choice of mk inequality (3.30) ensures that for all k large enough
C2
mk
' (
PðBkÞp exp g
r2f ðlog1ð1=ank ÞÞ
log1ð1=ank Þ
þ 2 log2 nkþ1
 !
whence the ﬁniteness of the associated series, thanks to (2.7). This achieves the proof.
ARTICLE IN PRESS
P. Berthet / Stochastic Processes and their Applications 115 (2005) 493–537 523In the case i ¼ 1; the upper bounds (3.29) and (3.30) inherit a beneﬁcial term
log2 nk in the exponent and both steps similarly work, yielding (3.28) again. &
We conclude the section by justifying the second assertion following Theorem 2.3.
Assuming i ¼ 1; (2.9) and c ¼ 1 we infer from Section 4.4 that the sequence nk ¼
bexpðkðlog1 kÞrÞc fortunately satisﬁes Lemmas 3.8, 3.9 and 3.10 for some r40:
Then the two steps in Lemma 3.11 lead to
PðAkÞp expðgðlog2 nkþ1Þ1=3  log2 nkþ1 þ 2 log2ð1=ank ÞÞp
1
kðlog kÞ2 :
4. Large increments
In the remainder of the paper it is everywhere assumed that co1: Theorem 2.7 is
established in the next two sections at Lemmas 4.1 and 4.5. Theorem 2.5 is proved in
the last two sections at Lemmas 4.6 and 4.9.4.1. Upper bound in (2.19)
We ﬁrst obtain a weaker but universal superior limit when c41 and (2.18) is not
veriﬁed by Tn whatever do1=2:
Lemma 4.1. If an follows (1.2) and (1.3) with c 2 ð1;1Þ; f 2 Sðc1Þ=ð1þcÞ and Tn
satisfies (2.4) it holds
lim sup
n!1
ð1þ cÞðlog2 nÞo f1;npwf
c 1
1þ c
 
¼ p
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c1
1þc Jð f Þ
q a:s: (4.1)
Proof. In this proof only we write  fn ¼ wf ððc 1Þ=ð1þ cÞÞ=ð1þ cÞlog2 n: Taking
co1 in (1.3) implies that limn!1 n1=2ðlog1 nÞ2b1;n fn ¼ 1: As a consequence, by
Komlo´s et al. [20] there exists a version of a standard two-parameter Brownian
motion fW ðt; xÞ : t 2 ½0; 1; xX0g such that
lim
n!1
1
 fn
an
b1;n
W ðI ; nÞ  IW ð1; nÞﬃﬃﬃ
n
p
b1;n
  ¼ 0 a:s: (4.2)
Now, the law of the iterated logarithm yields
lim sup
n!1
1
 fn
anIW ð1; nÞﬃﬃﬃ
n
p
b1;n
  ¼ lim sup
n!1
ﬃﬃﬃﬃﬃ
an
p
 fn
jW ð1; nÞjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nð1þ cÞ log2 n
p ¼ 0 a:s: (4.3)
since a
1=2
n is dominated by  fn when c40: Thus the normalized increments of an
behave like those of n1=2W ðI ; nÞ for our purpose. Moreover, for each ﬁxed x the
increments of fW ðt; xÞ : t 2 ½0; 1g are independent, stationary and obey the scaling
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Pn ¼ P
\
j2Kn
W ðtnj þ anI ; nÞ W ðtnj ; nÞﬃﬃﬃ
n
p
b1;n
ef þ ð1þ 2Þ fn B0
  !
¼ 1 P W ðIÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1þ cnÞ log2 n
p  f
pð1þ 2Þ fn
 ! !kn
¼ ð1 PWn Þkn ; ð4:4Þ
where Kn; kn and tnj are as in Deﬁnition 2.2 and fW ðtÞ : t 2 ½0; 1g denotes a Wiener
process. Set r ¼ 2ð1þ 2Þwf ððc 1Þ=ð1þ cÞÞ in (3.4) and recall that cn tends to c. For
any b40 sufﬁciently small and n accordingly large we have
PWn X exp 
ðc 1Þ=ð1þ cÞ  Jð f Þ
ð1þ Þ2 þ Jð f Þ
 
ð1þ cÞ log2 n
 
X expððc 1 2bÞ log2 nÞ: ð4:5Þ
Then, using that c 2 ð1;1Þ; f 2 Sðc1Þ=ð1þcÞ and log kn  c log2 n under (2.4) we get
Pnp expð expððc 1 2bÞ log2 nþ log knÞÞp expððlog1 nÞ1þbÞ:
Combining this with (4.2) and (4.3) the Borel–Cantelli lemma yields
Pðff 2 Y1;n þ ð1þ 3Þ fn B0g eventuallyÞ
XP
[
j2Kn
W ðtnj þ anI ; nÞ W ðtnj ; nÞﬃﬃﬃ
n
p
b1;n
2 f þ ð1þ 2Þ fn B0
 ( )
eventually
 !
¼ 1
and the arbitrariness of  entails (4.1). &
In order to reach the optimal bound, we appeal to a sharp blocking technique
based on the additional regularity assumption (2.18). Pick any d 2 ð0; 1=2Þ such that
the ultimately strictly increasing time sequence nk ¼ bexpðkdÞc satisﬁes (2.18) then
consider the blocks Nk ¼ fnk; . . . ; nkþ1  1g: By (1.2) and (1.3) with c 2 ð0;1Þ it is
immediate that nk  nkþ1; ank  ankþ1 and b1;nk  b1;nkþ1 asymptotically in k. More
precisely we have, as k tends to inﬁnity
0p1 ankþ1
ank
p1 nk
nkþ1
 d
k1d
: (4.6)
We want to compare Y1;n with Y1;nk at the scale of the slow rate from (2.19)
 fn ¼
p1ff2S
c=ð1þcÞg
4ð1þ cÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c=ð1þ cÞ  Jð f Þ
p
log2 n
þ
1ff2Sliv
c=ð1þcÞg
rf ðð1þ cÞ log2 nÞ
þ
wð f Þ1ff2Sbv
c=ð1þcÞg
ðð1þ cÞ log2 nÞ2=3
ð4:7Þ
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ðlog1 kÞ2=3p1= fnkþ1pb
þ log1 k for some
b40 in the following key limit.Lemma 4.2. If an obeys (1.2) and (1.3) with c 2 ð0;1Þ and Tn  ½0; 1 an then
lim
k!1
max
n2Nk
sup
t2Tn
1
 fnkþ1
1
b1;n
Danðan; tÞ 
1
b1;nkþ1
Dankþ1ðankþ1 ; tÞ
  ¼ 0 a:s: (4.8)
Proof. Let k40 be sufﬁciently large with respect to the forthcoming inequalities and
n 2 Nk: As in Lemma 3.8 we evaluate three differences. Start with
sup
t2Tn
kDanðan; tÞ  Danðankþ1 ; tÞkp sup
t2½0;1anþankþ1 
kDanðan  ankþ1 ; tÞk
ponðzkankþ1 Þ; ð4:9Þ
where zk is an arbitrary sequence such that—remember (4.6)—
zk # 0; ztðkþ1Þ1=d  ztk1=d for all t40 and zkX
2d
k1d
X
an
ankþ1
 140: (4.10)
Assume moreover that ðlog1 kÞ1 log1ð1=zkÞ has a limit as k tends to inﬁnity. Since
log1ð1=zkÞpð1=d 1þ oð1ÞÞ log2 nk and supn2Nk log2 n  log2 nk the sequence de-
ﬁned by a0n ¼ zkankþ1 if n 2 Nk obviously satisﬁes a0n # 0 and (1.3) with c turned into
c0pcþ 1=d 1: Another by-product of (1.2) and (4.10) is that for each y41 we
have, asymptotically in j
1X
a0
yjþ1
a0
yj
 ayjþ1
ayj
zðlog1yjþ1Þ1=d
zðlog1yjÞ1=d
 ayjþ1
ayj
X
1
y
so that the ﬁrst part of Lemma 3.4 gives
lim sup
k!1
max
n2Nk
onðzkankþ1 Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2zkankþ1 log2 n
p p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃcþ 1
d
r
a:s:
and the left-hand side of (4.9) divided by b1;n is ultimately bounded above by
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cþ 1=d
1þ c
r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ankþ1zk
an
s
¼ O
ﬃﬃﬃﬃ
zk
p* +
: (4.11)
Note that (4.10) is cautiously required since na0n is not always increasing because of
zk # 0: Next, before choosing zk; consider the second term. Lemma 3.4 directly
applied to an shows that
lim sup
n!1
1
b1;n
sup
t2Tn
kDanðankþ1 ; tÞkp lim sup
n!1
onðanÞ
b1;n
p1 a:s:
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1p log1ð1=ankþ1Þ þ log2 nkþ1
log1ð1=anÞ þ log2 n
p1þ log1ð1=ankþ1Þ
log1ð1=ank Þ
 1
 
þ log2 nkþ1
log2 nk
 1
 
¼ 1þ o 1
k1d
 
:
Under (1.2) the sequence n1=2b1;n is nondecreasing and by (4.6) again it turns out
that, almost surely,
1 b1;n
b1;nkþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
nkþ1
r 
1
b1;n
sup
t2Tn
kDanðankþ1 ; tÞkp
dþ oð1Þ
2k1d
: (4.12)
Let  fn be as in (4.7) and deﬁne zk ¼ ðlog2 nkÞ3: Clearly, (4.10) is satisﬁed and the
upper bounds (4.11) and (4.12) are dominated uniformly in n 2 Nk by ðlog1 kÞ1 then
also by  fnkþ1 : As a consequence, it remains to control the third term
sup
t2Tn
1
b1;nkþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
nkþ1
r
Danðankþ1 ; tÞ  Dankþ1ðankþ1 ; tÞ
 
which is a random variable distributed like
sup
t2Tn
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1  npﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1
p
b1;nkþ1
kDankþ1nðankþ1 ; tÞkp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1  npﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1
p
b1;nkþ1
onkþ1nðankþ1Þ:
To compare the almost sure limiting behavior of this random sequence—
independent of f—with the fastest allowed rates, assume that f 2 Sc=ð1þcÞ: Let 40
and 0oK2op22=ð8c 8ð1þ cÞJð f ÞÞ: With the help of Lemma 3.3 we see that
P max
n2Nk
onkþ1nðankþ1ÞXb1;nkþ1 fnkþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1  np
 
p
Xnkþ1nk
i¼1
P oiðankþ1 ÞXK
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1ankþ1
i log2 nkþ1
r 
is asymptotically bounded above by
Xik
i¼1
160
ankþ1
exp  K
2nkþ1
16i log2 nkþ1
hð1þ WiÞ
W2i
 !
p 160ik
ankþ1
exp  K
2k1d
17d log2 nkþ1
hð1þ Wik Þ
W2ik
 !
; ð4:13Þ
where W2i ¼ K2nkþ1=i2ankþ1 log2 nkþ1 and ik ¼ nkþ1  nk: In inequality (4.13) we have
used equivalent (4.6) for ik=nkþ1 and the fact that Wi is a decreasing function of i, as
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lim
k!1
Wik ¼ lim
k!1
1 nk
nkþ1
 1
Kﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1ankþ1 log2 nkþ1
p ¼ lim
k!1
Kk1dþcnk d=2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkþ1d log1 k
p ¼ 0
we further have limk!1 W
2
ik
hð1þ Wik Þ ¼ 1=2: Therefore the upper bound of (4.13) is
ultimately less than
nkþ1
k1d
ðlog1 nkþ1Þcþoð1Þ exp 
K2k1d
36d2 log1 k
 !
pkd1þcdþoð1Þ exp kd  K
2k1d
36d2 log1 k
 !
;
which is summable in k provided do1=2o1 d: The Borel–Cantelli lemma then
tells us that with probability one the events
max
n2Nk
sup
t2Tn
1
 fnkþ1b1;nkþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
nkþ1
r
Danðankþ1 ; tÞ  Dankþ1 ðankþ1 ; tÞ
 o
( )
eventually occur. Having checked that the sum of three norms bounding the
sequence in (4.8) almost surely tends to 0, the proof of the lemma is complete. &
We are now ready to extend the generality of Lemma 4.1 at the price of a better
control of Tn during time. Observe that even if c41 and f 2 Sðc1Þ=ð1þcÞ the limiting
constant below improves (4.1) since wf ðyÞ is a decreasing function of y4Jð f Þ:
Lemma 4.3. Choose f and an in conformity with (2.19) and define  fn by (4.7). Imposing
condition (2.18) on Tn guaranties that
lim sup
n!1
o f1;n
 fn
p1 a:s:
Proof. First repeat the strong approximation argument leading to (4.2) and use the
law of the iterated logarithm (4.3) to eliminate the random drift n1=2anW ð1; nÞI
appearing in large increments of the involved Kiefer process. The study of
Gk ¼
\
t2Rk1
1
b1;nk
Dank ðank ; tÞef þ ð1þ 3Þ fnk B0
 
then reduces to the asymptotic control of
GWk ¼
\
t2Rk1
W ðtþ ank I ; nkÞ W ðt; nkÞﬃﬃﬃﬃﬃ
nk
p
b1;nk
ef þ ð1þ 2Þ fnk B0
 
;
where Rk; Lk and tk below come from Deﬁnition 2.6 and play the role of Tn; Kn and
kn in the proof of Lemma 4.1. For PWn as in (4.4) and 40 ﬁxed we have
PðGWk Þpð1 PWnk Þtk1 :
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implies that log tk1  log tk  log1ð1=ank Þ  c log2 nk as k goes to inﬁnity and
imposes a second order when Jð f Þ ¼ c=ð1þ cÞ: If f 2 Sc=ð1þcÞ we get, as in (4.5), for
any b40 small enough and all k large
PðGWk Þp expð expðlog tk1  ðc 2bÞ log2 nkÞÞp expðkdb Þ:
If f 2 Slivc=ð1þcÞ [ Sbvc=ð1þcÞ we obtain instead, for some g40 deduced from (3.1)
PðGWk Þ
p exp  exp log tk1 
1þ 1=cnk
1þ 1=c log1ð1=ank Þ þ
gr2f ðð1þ cÞ log2 nkÞ
ð1þ cÞ log2 nk
 ! !
p exp  exp gr
2
f ðdð1þ cÞ log1 kÞ
2dð1þ cÞ log1 k
 ! !
p expð expðbðlog1 kÞ1=3ÞÞ;
where b40 is properly chosen. In both cases we have
P
k41PðGWk Þo1: Now,
Rk  Tn for each n 2 Nk and  fnkþ1 ¼ infn2Nk  fn  supn2Nk  fn ¼  fnk asymptotically in
k so that we conclude with the help of (4.2), (4.3) and Lemma 4.2 that
P
\
n2Nk
ff 2 Y1;n þ ð1þ 4Þ fn B0g
( )
eventually in k
 !
X1 P
[
n2Nk1
\
t2Tn
1
b1;n
Danðan; tÞef þ ð1þ 4Þ fnk B0
 ( )
i:o: in k
 !
X1 PðGk i:o:Þ
X1 PðGWk i:o:Þ ¼ 1: &
4.2. Lower bound in (2.19)
We consider thereafter the sequence of very large blocks Nk ¼ fnk þ 1; . . . ; nkþ1g
of length mk ¼ nkþ1  nk where nk ¼ bkkc: The next lemma deals with the renewal of
the empirical process and shows that the trajectory ankþ1 is mainly determined in B by
the last mk realizations.
Lemma 4.4. Denote by a0mk the empirical process associated with fUn : n 2 Nkg: For
any f 2 B; any sequence an following (1.2), (1.3) with c 2 ð0;1Þ and any Tn 
½0; 1 an we have
lim sup
k!1
ﬃﬃﬃ
k
p
o f1;nk  1
1
2k
 
inf
t2Tnk
1
b1;nk
Da0mk1ðank ; tÞ  f
 %%%% %%%%p2 a:s: (4.14)
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ð0; 1Þ; ankpankþ1 ðlog1 nkÞr ¼ ankþ1 ðk log1 kÞr since c 2 ð0;1Þ: Hence nk1ankonkankþ1
and ank viewed as a sequence indexed by nk1 is such that ank # 0; nk1ank " 1 and
limk!1 log1ð1=ank Þ=log2 nk1 ¼ c: Furthermore, by deﬁnition, it is notable that
ank ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nk1
nk
r
ank1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mk1
nk
r
a0mk1 (4.15)
from where it follows, by the triangle inequality,
o f1;nk  inft2Tnk
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 nk1=nk
p
b1;nk
Da0mk1 ðank ; tÞ  f


%%%%%
%%%%%p 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nk1
p
onk1ðank Þﬃﬃﬃﬃﬃ
nk
p
b1;nk
:
Given 40 and assuming that k is large enough, we have justiﬁed
o f1;nk  1
1
2k
 
inf
t2Tnk
1
b1;nk
Da0mk1 ðank ; tÞ  f
 %%%% %%%%
p 2ð1þ Þﬃﬃﬃ
k
p onk1ðank Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ank ð1þ cÞ log2 nk1
p !þ kf k þ 
2k
:
Clearly, by the above facts on ank the asymptotic inequality (4.14) is a consequence of
Lemma 3.4. &
Note for further use that (4.14) can be formulated in the following weaker form.
Under the conditions of Lemma 4.4 we have PðA0k eventually in kÞ ¼ 1 where
A0k ¼ o f1;nk  1
1
2k
 
inf
t2Tnk
1
b1;nk
Da0mk1 ðank ; tÞ  f
 %%%% %%%%p 3ﬃﬃﬃ
k
p
 
:
Moreover, let us apply the optimal version of Lemma 3.3 to the last bound in the
above proof. In this version the constant 16 is changed into a constant arbitrarily
close to one. For some C40 large, b40 small and all k large it holds
1 PðA0kÞp
C
ank
expðð1þ bÞðlog2 nk1 þ log1ð1=ank ÞÞÞp
1
k1þb
:Lemma 4.5. For any f and an chosen as in (2.19),  fn defined by (4.7) and Tn satisfying
(2.17) we have
lim sup
n!1
o f1;n
 fn
X1 a:s:
Proof. Pick a small 40: Interestingly, by the deﬁnition of a0mk the events
Hþk ¼ inf
t2Tnk
1
b1;nk
Da0mk1ðank ; tÞ  f
 X 1 2* + fnk
 
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1=2  fnk ¼ 1; Lemma 4.4 implies
PðffeY1;n þ ð1 Þ fn B0g i:o: in nÞ
XPðfo f1;nk4ð1 Þ fnkg i:o: in kÞ
XPðHþk i:o: in kÞ: ð4:16Þ
Fix k40 as large as needed below and set mk ¼ ðlog2 nkÞ2m with m40: The fact that
c 2 ð0;1Þ guaranties that limk!1 ðlog1 mkÞ=log1 ank ¼ 0 hence the sequence deﬁned
by a0n ¼ mkank if n 2 Nk trivially fulﬁlls the weak conditions of Lemma 3.4. Thereby it
is easily shown through (4.15), as in Lemma 4.4 specialized in f ¼ 	; that
lim sup
k!1
ﬃﬃﬃ
k
pﬃﬃﬃﬃﬃ
mk
p
b1;nk
onk ðmkank Þ  1
1
2k
 
sup
t2½0;1mkank 
kDa0mk1ðmkank ; tÞk
%%%%%
%%%%%o3
(4.17)
with probability one. In the spirit of the rare events A0k introduced after Lemma 4.4
rewrite (4.17) as PðB0k eventually in kÞ ¼ 1 with obvious notation. Let ik ¼ b1=mkc
and Ik ¼ f0; 1; . . . ; ikg then, recalling Deﬁnition 2.2, consider the net
Mk ¼
[
i2Ik
Mik:¼
[
i2Ik
ftnkj þ imkank : j 2 Knkg:
Observe that ik " 1; limk!1 ðk=mkÞ1=2 fnk ¼ 1 and limk!1 m
1=2
k 
f
nk
¼ 1: At this
stage we can control the increment process located at each t 2 Tnk by the increment
located at the closest s 2Mk: Formally, on account of the deﬁnition of A0k and B0k we
get, by the triangle inequality and for all k large
\
s2Mk
Dank ðank ; sÞ
b1;nk
 f
 X 1 4* + fnk
 
\ onk ðmkank Þ
b1;nk
p 
9
 fnk
 
\ A0k \ B0k
 Hþk : ð4:18Þ
Since n1=2ðlog1 nÞ2 is dominated by b1;n fn the invariance principle (4.2) is justiﬁed
and one can construct a version of a two-parameters Wiener process fW ðt; xÞ : t 2
½0; 1; xX0g conditionally to U1; U2; . . . in such a way that for any r40
lim
n!1
P
an
b1;n
W ðI ; nÞ  IW ð1; nÞﬃﬃﬃ
n
p
b1;n
 Xr fn  ¼ 0: (4.19)
As in Lemma 4.1, c40 further implies that the increments of the approximating
Kiefer process behave like those of W. Namely, their centering term satisﬁes
lim
n!1
P
anW ð1; nÞﬃﬃﬃ
n
p
b1;n
%%%% %%%%Xr fn  ¼ 0: (4.20)
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PðHþk Þ
XP
\
s2Mk
W ðsþ ank I ; nkÞ W ðs; nkÞﬃﬃﬃﬃﬃ
nk
p
b1;nk
 f
 X 1 5* + fnk
  !
 P onk ðmkank ÞX

9
b1;nk
f
nk
* +
P ank
b1;nk
W ðI ; nkÞ  IW ð1; nkÞﬃﬃﬃﬃﬃ
nk
p
b1;nk
 X 40  fnk
 
 P ank W ð1; nkÞﬃﬃﬃﬃﬃ
nk
p
b1;nk
%%%% %%%%X 40  fnk
 
 PððA0kÞcÞ  PððB0kÞcÞ
¼ P
\
s2Mk
Dsnk
 !
 Ponk  PaWnk  PW1nk  PððA0kÞcÞ  PððB0kÞcÞ ð4:21Þ
with limk!1 ðPaWnk þ PW1nk þ PððA0kÞcÞ þ PððB0kÞcÞÞ ¼ 0 in view of (4.19), (4.20),
Lemma 4.4 and (4.17). Let us now study the ﬁrst term in (4.21). Each Mik being
of size knk it ensues, by independence and stationarity of the disjoint increments of W
P
\
s2Mk
Dsnk
 !
¼ P
\
i2Ik
\
s2Mi
k
Dsnk
0@ 1AX1 ðik þ 1Þð1 ð1 PWnk Þknk Þ
where, as in the previous section,
PWnk ¼ P
W ðank I ; nkÞﬃﬃﬃﬃﬃ
nk
p
b1;nk
 f
 o 1 5* + fnk
 
:
The gaussian process in PWnk being distributed in B like x ¼ ð2ð1þ cnk Þ log2 nkÞ
1=2
times a standard Brownian motion starting from 0, we readily obtain
from (3.2) of Lemma 3.1 taken with d ¼ =5 and x that if g40 is properly
chosen
PWnkp exp ð1þ cnk Þ log2 nk
c
1þ cþ g
rf ðð1þ cÞ log2 nkÞ
log2 nk
 2 ! !
for all k sufﬁciently large. Hence, invoking (2.17) and choosing s4b40 small
enough it comes
ð1 PWnk Þknk
X exp  exp log1 knk  log2 nk
1þ cnk
1þ 1=cþ 2s
rf ðð1þ cÞ log2 nkÞ
log2 nk
 2 ! ! !
X exp  exp s
r2f ðð1þ cÞ log2 nkÞ
log2 nk
 ! !
X expð expðbðlog2 nkÞ1=3ÞÞ
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P
\
s2Mk
Dsnk
 !
X1 2 expðbðlog2 nkÞ1=3 þ ð2þ mÞ log3 nkÞ (4.22)
tends to 1 when k is sent to inﬁnity. Next, concerning Ponk we only need to consider
the smallest  fnk : Introduce zk ¼ Cnkankmk log2 nk where C40 is a suitable constant.
Our choice of mk implies limk!1 zk ¼ 1 and thus hð1þ z1=2k Þ  ð2zkÞ1: Then,
under (1.2) and (1.3) with co1; Lemma 3.3 applied with a ¼ mkank ; n ¼ nk and
d2 ¼ na=zk proves that for very large k
Ponkp
160
mkank
exp
1
32Cmk log2 nk
 
p expððlog2 nkÞ1þm=2Þ: (4.23)
The conjunction of Lemma 4.4, (4.17), (4.19)–(4.23) and the divergent part of the
Borel–Cantelli lemma entails PðHþk i:o:Þ ¼ 1: The conclusion follows from
(4.16). &
4.3. Upper bound in (2.16)
From now we concentrate on proving Theorem 2.5. Set
 fn ¼
p1ff2S1 g
4ð1þ cÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Jð f Þ
p
log2 n
þ
1ff2Sliv1 g
rf ðð1þ cÞ log2 nÞ
þ
wð f Þ1ff2Sbv1 g
ðð1þ cÞ log2 nÞ2=3
: (4.24)
Lemma 4.6. Take f and an as for (2.16), Tn such that (2.4) holds and  fn as in (4.24). It
turns out that
lim inf
n!1
o f1;n
 fn
p1 a:s:
Proof. The proof is based on the very large blocks technique used in Lemma 4.5 but
requires better estimates for the involved probabilities. Let nk be as in Lemma 4.4, t
n
j
and Kn as in Deﬁnition 2.2 and consider the sequence of independent events
Hk ¼ inf
j2Knk
1
b1;nk
Da0mk1 ðank ; t
nk
j Þ  f
 oð1þ 2Þ fnk :
Since limk!1 k
1=2 fnk ¼ 1 an application of (4.14) proves that, given 40
Pðff 2 Y1;n þ ð1þ 3Þ fn B0g i:o: in nÞ
XP inf
j2Kn
1
b1;n
Danðan; tnj Þ  f
 oð1þ 3Þ fn  i:o: in n 
XPðHk i:o: in kÞ: ð4:25Þ
Let W ðt; xÞ denote a version of the Brownian sheet appearing in (4.21). Invoking
once more Lemma 4.4 then the Hungarian construction argument used for (4.2) we
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PðHk ÞXP
[
j2Knk
Gjnk
0@ 1A PaWnk  PW1nk  PððA0kÞcÞ; (4.26)
where
Gjnk ¼
W ðtnkj þ ank I ; nkÞ W ðtnkj ; nkÞﬃﬃﬃﬃﬃ
nk
p
b1;nk
 f
 pð1þ Þ fnk :
By independence and equality in law of the processes W ðtnkj þ ank I ; nkÞ; jpknk we can
apply Lemma 3.1 and (2.4) in the following way. For g4b40 small enough and k
accordingly large we have
P
[
j2Knk
Gjnk
0@ 1A
X1 1 P W ðank I ; nkÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nkank ð1þ cnk Þ log2 nk
p  f
o 1þ ð Þ fnk
 ! !knk
X1 exp  exp log knk  ð1þ cnk Þ log2 nk þ 2g
r2f ðð1þ cnk Þ log2 nkÞ
log2 nk
 ! !
X1 exp  exp log2 nk þ g
r2f ðð1þ cnk Þ log2 nkÞ
log2 nk
 ! !
X1 expð exp ðlog2 nk þ bðlog2 nkÞ1=3ÞÞ
X
1
k log1 k
:
Hence, by the Borel–Cantelli law of hazard it holds PðHk i:o:Þ ¼ 1 whenever the
remaining probabilities in (4.26) are summable. Let us now justify the latter point.
For some unimportant small constant C40 and all k large enough, the exponential
bound of Komlo´s et al. [20] gives
PaWnk p exp 
C
log1 nk
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkank
log2 nk
r 
whereas, as pointed out in Lemma 4.4,
PððA0kÞcÞp
1
k1þC
and, combining limk!1 a
1=2
nk 
f
nk
¼ 1 with the usual upper bound of the tail
probability of the gaussian law,
PW1nk pP
W ð1; nkÞﬃﬃﬃﬃﬃ
nk
p
%%%% %%%%XC  fnkﬃﬃﬃﬃﬃﬃankp ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlog2 nkp
 !
p expð2 log2 nkÞ:
In view of (4.25) the proof is ﬁnished. &
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ank in the case of the Poisson process, the Wiener process or the partial sum process
under suitable moment conditions. This is because the drift term PW1nk pertaining to
bridge type processes simply disappears.4.4. Lower bound in (2.16)
The justiﬁcation of the lower bound in (2.16) is captured in the following few
lemmas. The method is essentially the same as that developed in Section 3.3 thus we
inherit of the notation and the events introduced therein and avoid cumbersome
details.
Consider the sequence of integers nk ¼ bexpðkðlog1 kÞrÞc for r42 and the
associated sequence of blocks Nk ¼ fnk þ 1; . . . ; nkþ1g: It is noteworthy that when k
goes to inﬁnity, so do nkþ1  nk and we have ank  ankþ1 ; bnk  bnkþ1 ; 1 nk=nkþ1 
ðlog1 kÞr; bðlog1 kÞ2=3o1= fnkþ1ob
þ log1 k for some b
40 and also
ank4 expðc0 log1 kÞ for any ﬁxed c04c:
Lemma 4.7. Define nk as above with r42; let an be such that (1.2) and (1.3) hold with
co1; take  fn as in (4.24) and assume that Tn  ½0; 1 an: Then
lim
k!1
max
n2Nk
sup
t2Tn
1
 fnk
1
b1;n
Danðan; tÞ 
1
b1;nkþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
nkþ1
r
Danðankþ1 ; tÞ
  ¼ 0 a:s:
Proof. Under current conditions on an; with the help of Lemma 3.4 and making use
of the above properties of the blocking sequence nk we obtain, along the lines of the
proofs of Lemma 3.8 and Lemmas 5 and 6 in Berthet [2],
max
n2Nk
sup
t2Tn
1
 fnk
1 b1;n
b1;nkþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
nkþ1
r%%%% %%%% kDanðan; tÞkb1;n ¼ Oððlog1 kÞ1rÞ a:s:
and
max
n2Nk
sup
t2Tn
1
b1;n
f
nkþ1
kDanðan; tÞ  Danðankþ1 ; tÞk ¼ Oððlog1 kÞ1r=2Þ a:s: &
Now consider the events Ak;n; Bk and Ck introduced in Section 3.3 with i ¼ 1:Lemma 4.8. Under the hypotheses of Lemma 4.7, for any  2 ð0; 1Þ; p041; p141;
limk!1 mk ¼ 0 and all k large it holds
P
[
n2Nk
Ak;n
 !
p 2
mk
' (
PðBkÞ þ 2PðCkÞ:
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PðEk;n;tÞX1
q20ð1 nk=nkþ1Þ
p20ð1 Þ2ð fnk Þ2 log2 nk
X1 q
2
0ðlog1 kÞ1r
ðp0bþð1 ÞÞ2
hence, having r41; (3.27) ensures that the bound of Lemma 3.9 comes true with
oð1Þ ¼ Oððlog1 kÞ1rÞ: Next apply Lemma 3.10 which is still valid. &
Lemma 4.9. Let f 2 S1: If an obeys (1.2) and (1.3) with co1 then  fn from (4.24) and
any Tn  ½0; 1 an satisfy
lim inf
n!1
o f1;nðanÞ
 fn
X1 a:s:
Proof. Fix 40: On account of Lemmas 4.7 and 4.8 we are reduced to show thatP
k bmkc1PðBkÞo1 and
P
k PðCkÞo1 in order to conclude by the Borel–Cantelli
lemma that
P
[
n2Nk
ff 2 Y1;n þ ð1 Þ fnk B0g
( )
i:o: in k
 !
¼ 0: (4.27)
Step 1. Set, for b432ð1þ cÞ
mk ¼
p20p
2
1ð1 2Þ2ð1þ cÞ2
2bq21
ankþ1ð fnk Þ2
so that limk!1 mk ¼ 0 and, ultimately in k
PðCkÞpPðonkþ1ðmkÞX
ﬃﬃﬃﬃﬃ
mk
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b log2 nkþ1
p
Þ:
Since limn!1 ntan ¼ 1 for all t40 we have limk!1 ðnkþ1mkÞ1=2 log2 nkþ1 ¼ 0 and,
as k tends to inﬁnity
nkþ1mkh 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b log2 nkþ1
nkþ1mk
s !
 b
2
log2 nkþ1:
With respect to the estimate of Lemma 3.3 we thus claim that
PðCkÞp
160ankþ1
mk
exp  bþ oð1Þ
32
log2 nkþ1 þ cnkþ1 log2 nkþ1
 
p expðg log2 nkþ1Þ ð4:28Þ
for some g41; provided k is large enough.
Step 2. Remind the notation in force at Step 1 of the proof of Lemma 3.11. By
making use of the poissonization Lemma 3.1 of Deheuvels and Mason [14] we again
obtain PðBk1Þo2PWk  2PPWk : Since lnk ¼ ð1þ cnk Þ log2 nk  lnk1 as k goes to
inﬁnity the evaluation of PWk through Lemma 3.1 gives, whenever p is kept close
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PWk ¼ P
W ðnkank IÞﬃﬃﬃﬃﬃ
nk
p
b1;nk
 f
 ppð1 Þ fnk1 
pP W ðIÞﬃﬃﬃﬃﬃﬃﬃﬃ
2lnk
p  f
p ð1 =2Þwf ð1Þr2f ðlnk Þ
 !
p exp lnk 1 g
rf ðlnk Þ
lnk
 2 ! !
:
Now, the approximation estimate from Lemma 3.2 combined with the fact that n1=2
is dominated by an amply sufﬁces to justify that
PPWk pP sup½0;nkank 
jW Pþ I jX pð1 2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ cp
q2b
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nkank
log2 nk
r !
o expðn1=4k Þ
can be neglected. It ensues that for b40 small enough and all k large
1
mk
PðBkÞp
2ank
mk
exp lnk  g
r2f ðlnk Þ
lnk
þ cnk log2 nk
 !
p exp log2 nk 
g
2
ðlnk Þ1=3 þ 2 logðrf ðlnk ÞÞ
* +
p expðlog1 k  bðlog1 kÞ1=3 þ ðrþ 2Þ log2 kÞ: ð4:29Þ
Thereby the series of term bmkc1PðBkÞ is ﬁnite.
Clearly, (4.28) and (4.29) establish (4.27) and then, having nkXn if n 2 Nk
Pðff 2 Y1;n þ ð1 ÞnB0g i:o: Þ ¼ 0: &
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