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1. INTRODUCTION 
In this paper we prove a generalization of a theorem (1846) of Chebychev 
[l]. As an application of the theorem we show that the van der Waerden 
conjecture is true for the special case n = 5. The conjecture is known 
to be true for n < 5 [Z]. This Chebychev theorem has also been discovered 
independently by Hoeffding [3] and Keilson 141. 
In Section 2 our generalization is stated and proved (Theorem 1). 
In Section 2 the special case (n = 5) of the van der Waerden conjecture 
(Theorem 2) is proved. In Section 3 we include our proof of a generaliza- 
tion (due to Keilson) of the Chebychev theorem-a generalization in a 
direction somewhat different from that in Theorem 1. ,4n application 
(corollary) of this theorem shows that for a given n the minimum value of 
the permanent function over the class of doubly stochastic matrices is 
assumed, at least among those matrices which satisfy the condition that, 
given any pair of rows or columns, either they are equal or one has a zero 
in a component where the other has not. 
2. CHEBYCHEV THEOREM: GENER.~LIZATIOT I 
THEOREM 1. Let $(x1, x2, . . . , x,J be a real symmetric polynomial of 
degree at most one in each variable defimed for 0 < xi < 1 and X:=1 xi = y; 
then the maximum and minimum of #J(X) on the set C = {xl ~~=, xi = y, 
a& for i = 1, 2, . . , 12, xi E [ai, pi] where [uiBi] is any closed interval 
* Dedicated to Prof. A. M. Ostrowski on his 75th Birthday. 
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contained in [0, l]} is assumed at least among the points whose components 
which are not end points aye all equal. Moreover, if the maximum or minimum 
is attained only in the interior of C, then it is assumed uniquely at the point 
(r/n, yin, . . . , y/n). 
Proof. First note that b(z) may be expressed: 
$(4 = xr%J+& x4> . . ., %J + (x1 + =JvI(xg, x4, . . , x+J 
+ W(x,, X4’ . . . > %I> 
where by symmetry we may interchange any pair of the subscripts. 
Now if C is empty we are done. We assume C is nonempty and let 
r be the subset of C where 4 assumes its maximum (minimum) value. 
r is nonempty since f# is continuous and C is compact. 
Pick a point a = (a,, a2, . . . , a,) in J’ having a maximum number of 
end point components hereafter called K-P components. (Note: If the 
maximum (minimum) is assumed only in the interior, then the maximum 
number of a-/? components is zero). 
We need now only to establish that all non-u-P-components of a are 
equal. The only nontrivial case is that in which at least two coordinates 
are non-a-p. Pick any two of these. By the symmetry of $(x) we may 
assume these to be a, and aa. Set c = a, + a,; then cc1 < a, < PI, 
u,< a,< Pz and x1 + u,< c< PI + &. Now max(a,, c - &) < a, < 
min(&, c - CQ). Define now the point x = (xi, x2, a3, . . ., a,), where 
X1 = t, x2 = c - t. For max(mi, c - pa) < t < min(&, c - aa), x lies 
in C. Now 
d(x) = f(t) = t(c - t) U(a,, . . , a,) 
+ cV(a,, . . . , a,) + W(a,, . . . , a,,) 
is a quadratic in t, which by hypothesis takes on its maximum (minimum) 
value at the interior point t = a,. Therefore 
0 = f’(a,) = (c - 2a,) U(a,, . . . , a,). 
If U(a,, . . ., a,) = 0 then f(t) is a constant and would also assume its 
maximum (minimum) value at one of the possible end points t = fir, 
c - cca, tcr, c - /?a. But then, respectively, x1 = pr, x2 = cca, x1 = ai, 
x2 = j?a and we would have found a point x in r with more a-P components 
than a-a contradiction. Hence U(a,, . . , a,) # 0 and c = 2a,, and a, = 
a2 = c/2. 
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3. THE CONJECTURE: n=5 
Let A be a 5 x 5 doubly stochastic matrix having column vectors 
a b c d e. Then, using Ryser’s [5] expansion for the permanent function 
we know [l] that 
Per(A) = 1 + C [- e2 + e3 - e4 + 2e51(4 
ET, 
+ 2 [(e2 - 1) - e3 + e4 - 2e51(4 
ST1 
where e,(x) is the ith symmetric function of the components of x = 
( x1, x2, . . . a +J, T, = (a, b, c, d, e}, and T, = {u + b, a + c, . . ., d + e}. 
We may also use the identities [l] 
i$ (e2 - l)(x) = C se,(x) and 
T, 
s e3(4 = T (se2 + e3)(4 
to express Per(A) as follows: 
Per(A) = 1 + 2 [(- 1 + 3P - 3+, + Bea - e4 + 24(x) 
%E T, 
+ 2 [de2 - 1) - Des + e4 - %JW. 
ST% 
(1) 
We use this notation to prove the van der Waerden conjecture where 
?a = 5: 
THEOREM 2. If A is a 5 x 5 doubly stochastic matrix then Per(A) > 
5!/55 = 0.0384 with equality iff A = $-J. 
Proof. The theorem follows immediately from the following two 
lemmas which are applications of Theorem 1. 
LEMMA 1. If any row or column of the doubly stochastic matrix A has 
two elements greater than or equal to 0.46 then Per(A) > 0.0384 = 5!/55. 
Proof. We use the expansion (1) with u = 0.228 and /? = 0.488; 
i.e., 
Per(A) = 1 + ,rz f(x) + gw 
2 
where 
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f(x) = [- 0.22e, + 0.48&, - e4 + 2+.](x) 
and 
g(x) = [0.228(e, - 1) - 0.488ea + e4 - 2e,j(x). 
Since Per(A) is invariant under interchange of rows and columns we may 
assume 0.46 < a, < 1, 0.46 < b, < 1, and 0 < cr + d, + e, < 0.08. We 
now apply Theorem 1: a and b belong to the set {x/O.46 < x1 < 1, 
0 < xi < 1, i = 2, 3, 4, 5, c;=, xi = l} and hence the symmetric func- 
tion f(x) assumes its minimum over this set at least among the following 
points for which functional values are shown. 
x f(x)* 
(0.46, 0.135, 0.135, 0.135, 0.135) - 0.05390912205 
(0.46, 0, 0.18, 0.18, 0.18) - 0.054049248 
(0.46, 0, 0, 0.27,0.27) - 0.054321408 
(0.46, 0, 0, 0, 0.54) - 0.054648 
(4, 0, 0, 0, 4) - 0.055 
(1. O,O, 0. 0) 0 
Hence f(a) + f(b) 3 - 2(0.055) 
The vectors c, d, and e lie in the set (x(0 < x1 < 0.08, 0 < xi < 1, 
i = 2, 3, 4, 5, c;=r xi = l}. By Theorem 1 we find f(c) + f(a) + f(e) > 
- 3(0.0561228244) by examination of the values of f(x) among the 
following points : 
x .M 
(0.08, 0.23, 0.23, 0.23, 0.23) - 0.0561228244 
_ 
( 
0.0&O, !y? ) F ) - 0.055480007111.. . 
( 
= ; (- 1.497960192) 
(0.08, 0, 0, 0.46, 0.46) - 0.054483136 
(0.08, 0, 0, 0, 0.92) - 0.016192 
(0, an a. t, a) - 0.05590625 
(0, 0, Q, Q, Q) - 0.05525925925. 
(0, 0, 0, +, 4) ~ 0.055 
(0, 0, 0, 0, 1) 0 
* The values for f(x) given here, and similar functional values given later, 
are all exact unless noted by to indicate a repeating decimal. 
Linear Algebra and Its Applications 2(1969). 311-320 
315 \'AN DEK WAERDEN CONJECTURl~, II 
We summarize the situation for vectors in T,: 
.5 
a+bE x10.92<xI<1, 
1 
O<xj<l, i=2,3,4,5, cxi=2 -Cc,. 
i=l i- 
The six vectors a + c, a + d, a + e, b -+ c, b + d, b + E all lie in the 
set C, = (x10.46 < x1 < 0.54, 0 < xi < 1, i = 2, 3, 4, 5, c’=r xi = 2). 
The remaining vectors c + d, c + e, and d + e lie in 
c, = 
1 
x!O < x1 ,( 0.08, 0 < X, 6 1, i = 2, 3,4, 5, E xi=2. 
L=l 1 
To apply Theorem 1 to find the minimum value of g(z) over these 
sets, we tabulate the values of g(x) for the critical points in the three sets 
cc 
c, : 
c, : 
C,, and C,. 
0.0677037037... = &(- 1.828) 
(1, 0, 0. g, $1 - 0.065 
(l>O, 0, 0, 1) 0 
(0.92, 0.27, 0.27, 0.27, 0.27) - 0.0685589844 
(0.92,0, 0.36, 0.36, 0.36) - 0.067213056 
(0.92, 0, 0, 0.54, 0.54) - 0.065891136 
- 0.06940625 
0.08 0.08 0.08 
0.92, 1, ~ ,p ,- - 0.018693518222... = 3 3 3 ;(- 0.504724992) -, 1 
(0.92, 1, 0, 0.04, 0.04) - 0.018798336 
(0.92, 1, 0, 0, 0.08) ~ 0.019136 
(0.46, 0.385, 0.385, 0.385, 0.385) - 0.06798809795 
c 
1.54 1.54 1.54 
0.46, 0, ~, ~-, ~ 
3 3 3 1 
- 0.067489655703703... 
[ 
= i;(- 1.822220704) 
(0.46, 0, 0, 0.77, 0.77) ~ 0.064397792 
c-h, OS&$, 6) - 0.0675 
(0.46, 1, 0.18, 0.18.0.18) - 0.066660192 
(0.46, 1, 0,0.27, 0.27) - 0.066368592 
(0.46, 1, 0, 0, 0.54) - 0.064584 
(0.54,0.368,0.365, 0.365, 0.365) - 0.06794318205 
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1.46 1.46 1.46 
0.54,0, ~ >-,- - 
3 3 3 
0.0674892005925925... 
[ 
= ; (1.822208416) 
I 
(0.54, 0. 0, 0.73, 0.73) - 0.067173408 
i O&4,1, ~ 0.46 3 '_' 0.46 3 __ 0.46 3 - 0.063522551703703... 
[ 
= ;(- 1.715108896) 
J 
(0.54, 1,O. 0.23, 0.23) - 0.063712208 
c, : (0, ;, 3, ;> 4, - 0.0675 
(0, l,~>~,Q) - 0.0677037037... = A(- 1.828) 
[ 
(0. 0, g, $, $, - 0.0685925925. = ; (- 1.852) 
L 
(0. 1, 0. 8, $1 - 0.065 
(0, 0.0, 1, 1) 0 
(0.08, 0.48, 0.48,0.48,0.48) - 0.0676563456 
(0.08, 0, 0.64, 0.64, 0.64) - 0.067739904 
(0.08, 0, 0, 0.96, 0.96) - 0.018833664 
( 0.08, I.- 0.92 ) 0.92 0.92 - 0.068475477333... = ;(- 1.848837888) 1 
(0.08, 1, 0, i.46, 0.436) - 0.065484864 
(0.08. 1, 0, 0.0.92) - 0.019136 
We now combine this information to find 
Per(A) > 1 - 2(0.055) - 3(0.0561228244) - 0.06940625 
- 6(0.06798809795) 3(0.0685925925. .) - . 
= 0.0385189113222. > 0.0384 = $, . . 
which proves Lemma 1. 
LEMMA 2. If no ooze, OY coluwLn of the doubly stochastic matrix A has 
two components greater than 07 equal to 0.46, then Per(A) > 0.0384. 
Proof. We may assume that all vectors in T, satisfy the condition 
0 < x1 < 1, 0 < xi < 0.46, i = 2, 3, 4, 5. We use the expansion (1) with 
fi = 0.476 and u = 0.2103; that is, 
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Per(A) = 1 + 2 0-4 + xz g(4, 
XT, 1 
where 
f(x) = - 0.2029e, + 0.476e, - e4 + 2e,, 
g(x) = 0.2103e, - 0.476e, + e, - 2e,. 
For vectors in t, we need to examine f(x) at the following points: 
x f(x) 
(kv Q ,3'5'B 111 ) - 0.05044 
(O,~.~,&~) - 0.05024375 
(0, OS&,&$) - 0.05000370370... 1.3501)  
(0.54, 0. 0, 0, 0.46) - 0.05040036 
(0.135,0.135,0.135,0.135,0.46) ~ 0.04851330705 
(0, 0.18, 0.18, 0.18, 0.46) - 0.048746016 
(0.0, 0.27, 0.27, 0.46) - 0.049229586 
0.08 0.08 0.08 
~ 
3'3'3' 0.46.0.46 
- 
0.0497597837629629... = A(- 1.3435141616)  
(0.04, 0.04, 0, 0.46, 0.46) - 0.04977188 
(0.08, 0, 0, 0.46, 0.46) - 0.049809352 
(1. 0, 0, 0, 0) 0 
For vectors in T, we examine critical points for the whole set 
5 
x10 < Xi< 1, i= 1,2,3,4,5, c % -= } 2 , 
t=l 
x &T(X) 
(f,f+f,f) - 0.07094 
(0, t> ;, :, $1 - 0.07035 
(l.&.*.*.& - 0.07079375 
(O,O,$,~,~) - 0.0709370370... 1 = h(- 1.953) I 
(0, Lg.&g) - 0.06915925925... [ = ;(- 1.8673) 1 (0, 1, &. 3, - 0.066425 
(0, 0.0, 1. 1) 0 
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Note that Per(A) 3 1 - 5(0.05044) - lO(O.07094) = 0.0384 = 5!/55, and 
Lemma 2 is proved. 
To complete the proof of Theorem 2 we must show that the minimum 
is attained only at the symmetric point 8 J. We first rule out the minimum 
occurring on the boundary-i.e., when some matrix element is either 
zero or one. For if any vector x in T, has either a zero or one component 
then an application of Theorem 1 to the expansion used in Lemma 2 
yields f(x) > - 0.0544 and Per(A) > 0.0384. Thus the minimum of 
f(x) is assumed only in the interior and hence, by Theorem 1 again, only 
at the symmetric point. 
4. CHEBYCHEV THEOREM : GENER.ALIZ.tTION II 
Assume F(x,, x2, . . . , x,,) is a symmetric function of the n n-vectors 
xj = (xij), i, i = 1, 2,. . ., 12 defined on the set 
where e is the vector having all components equal to one. 
Assume further that F({xj}) is of the form 
F({xj}) = XITUX, + (x1 + xJT’ v + we 
where U is a real 1z x n symmetric matrix, v is a real n-vector, and w 
is real valued; U, v, and w are functions of x3, x4, . . . , x,. Note by symmetry 
we may interchange any pair of the vectors. Under these assumptions 
we have: 
THEOREM 3. F(x,, x2, . , x,,) assumes its maximum and minimum 
values at least among those sets of vectors {xj} which satisfy the condition 
that every pair of vectors not having a zero or one component where the other 
has not are equal. Moreover, if the minimum OY maximum is asslhmed only 
in the interior of C, then it is assumed uniquely for the set x1 = x2 = ’ . ’ = 
x, = W4e. 
Proof. Let r be the subset of C where F assumes its minimum 
(maximum) value. Since C is compact under the obvious topology, and 
F continuous, F is nonempty. Now call a pair of vectors a zero-one pair 
if one of them has a zero or one component where the other has not. Let 
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{aj} be a set of vectors in r having a maximum number of zero-one 
pairs. Note that, if the minimum (maximum) value of F is assumed only in 
the interior of C, then the maximum number of zero-one pairs is zero. 
We need now only establish that any non-zero-one pair of vectors is equal. 
The only nontrivial case is where there exists at least one non-zero-one 
pair. Pick any such pair; by symmetry we may assume them to be a, 
and a2. Set a, + a2 = c = (cJ. 
\Ve assert that we may assume 0 < ci < 2. If any ci = 2, then 
a, = 63 a unit vector. Hence we may assume c < 2. Suppose some 
ci = 0; then the corresponding components of a, and a2 are both zero. 
13Llt F({a,}) = Ui7’ Ua, + cl.11 + w and we may, without changing the 
value of I;, replace U by U’, a3 = a,‘, j = 1, 2, c by cl, v by I)‘, and n by 
n - k = n’, where k is the number of zero components in c. U’ is derived 
from U by deleting the rows and columns corresponding to zero components 
in c. Similarly the primed vectors are derived from the unprimed vectors 
by deleting their corresponding components. We may assume that 
n’ 3 2, i.e., k < n ~ 2 since if k = n - 1 then again a, = u2, a unit 
vector. 
Hence for the remainder of the argument we assume 0 < c < 2. 
Since a, and u2 are a non-zero-one pair we have 
max(O, ci - 1) < uij < min(ci, 1) for i= 1,2 and i = 1,2, . . . , n. 
Consider the set {x1} = (x1, x2, aa, . . , , a,}, where xi = $(c + t) and 
x2 = $(c - t). For - min(c,, 2 - ci) < ti < min(ci, 2 ~ ci) and 2 ti = 0, 
the set {xi} lies in C. Define 
f(t) = F({Xi}) = i(C + t)‘U(c - t) + CTV + w 
= &‘?Jc -+ c7’v + w - it ‘1‘ ut. 
By assumption f(t) assumes its minimum (maximum) value at the interior 
point x1 = &(c + t’) = a, or t’ = 265 - c. Hence the Frechet derivative 
in conjunction with a Lagrange multiplier vanishes: 
/‘(t’) = - g7f +pe = 0 
for some real scalar ,u. If t’ = 0, we may take ,U = 0 and a, = a2 and 
we are done. 
Suppose t’ = Zu, - c # 0. Then, using zyc2=, ti’ = 0, we have 
-- @“‘Ut + pt”e = - $fTUt’ = 0 and f(At’) is a constant for a scalar 
multiple A. We also know the set 
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lies in C if 3, satisfies 
- min(c,, 2 - ci) < &’ < min(ci, 2 - cJ. 
Suppose some component of A?’ equals ci, 2 - ci, - ci, - 2 + ci. Then 
the corresponding components of xi’ are ci, 1, 0, - 1 + ci, and of x2’ are 
0, ci - 1, ci, 1. In the first and third of these cases either xi’ or x2’ has a 
zero in a component where the other has not. (Recall 0 < c < 2.) In the 
other two cases ci - 1 < 1 and the vector having this component must 
have at least one other nonzero component. However, the other vector, 
having a 1 in the ith component, must have a zero corresponding to the 
nonzero component. Hence in any case we will have produced a set {xi’} 
in r having more non-zero-one pairs than {ai}-a contradiction. Hence 
t’ = 0 and a, = a2. 
COROLLARY. Let A be a doubly stochastic matrix; then Per(A) assumes 
its minimum at least among matrices which satisfy the condition that, given 
any pair of rows or columns, either they are equal, or one has a zero component 
where the other has not. 
Proof. Take any two columns (or rows) of A, say x1 and x2. Let 
A’ be the matrix obtained from A by deleting the two columns (rows). 
Let U = (.uij); take ztii = 0 and let uuij = uuji, i # j be the permanent 
of the matrix obtained from A’ by deleting the ith and jth rows (columns) 
of A’. Then Per(A) = xrTUx, and the conditions of Theorem 3 are 
satisfied. 
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