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The blow-up rate for strongly perturbed
semilinear wave equations in the conformal case ∗
M.A. Hamza and O. Saidi
Abstract
We consider in this work some class of strongly perturbed for the semilinear wave
equation with conformal power nonlinearity. We obtain an optimal estimate for a ra-
dial blow-up solution and we have also obtained two less stronger estimates. These
results are achieved in three-steps argument by the construction of a Lyapunov func-
tional in similarity variables and the Pohozaev identity derived by multiplying equation
(1.14) by y∂yw.
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1 Introduction
This paper is devoted to the study of blow-up solutions for the following semilinear wave
equation: {
∂2tU = ∆U + |U |
pc−1U + f(U) + g(x, t,∇U, ∂tU)
U(0) = U0, ∂tU(0) = U1,
(1.1)
with conformal power nonlinearity
pc ≡ 1 +
4
N − 1
, where N ≥ 2 (1.2)
and U(t) : x ∈ RN → U(x, t) ∈ R, U0 ∈ H
1
loc,u and U1 ∈ L
2
loc,u. The space L
2
loc,u is the set
of all v ∈ L2loc such that
‖v‖L2
loc,u
≡ sup
d∈RN
(∫
|x−d|<1
|v(x)|2dx
) 1
2
< +∞,
and the space H1loc,u = {v | v, |∇v| ∈ L
2
loc,u}.
We assume that the functions f and g are C1, with f : R→ R and g : R2N+2 → R globally
lipschitz, satisfying the following conditions:
(Hf ) |f(v)| ≤M
(
1 +
|v|pc
loga(2 + v2)
)
, for all v ∈ R with (M > 0, a > 1),
∗The authors are partially supported by the ERC Advanced Grant no.291214, BLOWDISOL during
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(Hg) |g(x, t, v, z)| ≤M(1 + |v|+ |z|), for all x, v ∈ R
N t, z ∈ Rwith (M > 0).
The Cauchy problem of equation (1.1) is wellposed in H1loc,u × L
2
loc,u. This follows
from the finite speed of propagation and the wellposdness in H1 × L2, valid whenever
1 < pc < 1 +
4
N−2 . It is also known that the existence of blow-up solutions U(t) of
(1.1) follows from ODE technics or the energy-based blow-up criterion of Levine [33] (see
for example Levine and Todorova [34] and Todorova [46]). More blow-up results can be
founded in Caffarelli and Friedman [4], [5], Kichenassamy and Littman [26], [27], Killip
and Visan [29]. If U(t) is a blow-up solution of (1.1), we define (see for example Alinhac
[1] and [2]) Γ as the graph of a function x 7→ T (x) such that the domain of definition of
U (also called the maximal influence domain)
DU = {(x, t)|t < T (x)}.
The surface Γ is called the blow-up graph of U . A point x0 ∈ R
N is a non-characteristic
point if there are:
∃δ0 = δ0(x0) ∈ (0, 1) such that U is defined on Cx0,T (x0),δ0 , (1.3)
where
Cx,t,δ = {(ξ, τ) 6= (x, t)|0 ≤ τ ≤ t− δ|ξ − x|}.
In the pure power case, equation (1.1) reduces to the semilinear wave equation:
∂2t U = ∆U + |U |
pc−1U, (x, t) ∈ RN × [0, T ). (1.4)
It is interesting to recall that previously Merle and Zaag in [35] and [37] have proved, that
if U a solution of (1.4) with blow-up graph Γ : {x 7→ T (x)} and x0 is a non-characteristic
point (in the sense (1.3)) and 1 < p ≤ pc, then for all t ∈ [
3T (x0)
4 , T (x0)],
0 < ε0(N, p) ≤ (T (x0)− t)
2
p−1
‖U(t)‖L2(B(x0,T (x0)−t))
(T (x0)− t)
N
2
(1.5)
+(T (x0)− t)
2
p−1
+1
(‖∂tU(t)‖L2(B(x0,T (x0)−t))
(T (x0)− t)
N
2
+
‖∇U(t)‖L2(B(x0,T (x0)−t))
(T (x0)− t)
N
2
)
≤ K,
where the constant K depends only on N and on an upper bound on T (x0),
1
T (x0)
, δ0(x0)
and the initial data in H1loc,u(R
N )× L2loc,u(R
N ).
The unperturbed case (1.4) is considered in the mathematical community as a lab
model for the development of efficient tools for the study of blow-up. Unfortunatly, in
more physical situations, the models are often more rich, hence more complicated, with
dissipative terms (involving ∂tU , ∆(∂tU)) and other lower order source terms (for example
if f(U)|U |p −→ 0 as U −→ ∞ or the case where this term is in the form f = f(x,U) = V (x)|U |
p
where V (x)→ 0 as x→ 0). Therefore, it is completely meaningful for the mathematician
to try to extend his methods and results to perturbations of the lab models, since the
perturbed models are more encountered in the real-worlds models (see Whitham [48]).
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We should recall that in [18] and [19] Hamza and Zaag consider a similar class of
perturbed equations, with (Hf ) replaced by a more restrictive conditions: |f(U)| ≤M(1+
|U |q) q < p, M > 0 and they proved a similar result as (1.5) valid when the exponent
p is subconformal or conformal (i.e. 1 < p ≤ pc). Also, when (Hf ) holds Hamza and
Saidi [22] have proved a similar result as (1.5) valid when 1 < p < pc. However, their
methods breaks down in the conformal case (i.e. when p ≡ pc), so this case is the subject
of this paper. More precisely, we would rather investigate the growth estimate for U near
the space time blow-up graph and extend the result of Hamza and Zaag [19] to a stronger
class of perturbation, as in [22] when (Hf ) and (Hg) holds, Hamza and Saidi extend the
result of Hamza and Zaag [18] to a stronger class of perturbation in the subconformal case.
We show here that the blow-up rate remains unchanged with perturbations satisfying (Hf )
and (Hg) and we obtain three different estimates for the blow-up solution, when a > 2 the
estimate of a radial blow-up solution is optimal. However when 1 < a < 2, the estimate is
not optimal in the radial and general case.
Among other technics we use in this paper the Pohozaev identity, for that reason we
would like to cite some works in which this identity is used. Many results have been es-
tablished by using the Pohozaev identity, begining with the celebrated result of Pohozaev
[44] where he states that any solution of ∆u + f(u) = 0 satisfies an identity, which is
known as the Pohozaev identity. The most immediate consequence being the nonexis-
tence of nontrivial bounded solutions for supercritical nonlinearities f . The same type
of identity is extended by Ros-Oton and Serra [45] to the semilinear Dirichlet problem
namely (−∆)su = f(u) with s ∈ (0, 1). As an application to the Pohozaev identity the
same authors deduce the nonexistence of nontrivial solutions in star-shaped domain for su-
percritical nonlinearities. We can also mention that among other technics Giga and Kohn
in [16] use the Pohozaev identity to prove that an upper bound on the blow-up solution
of the semilinear heat equation is availabale for 1 < p < 3N+83N−4 or for non-negative initial
data with subcritical p, then in [15] they classify all stationary solutions in self-similar
variables. Recently, the same type of identity have been used in the analysis of elliptic
PDEs (see [6] and [47]).
Let us mention that, the blow-up question for a logarithmic perturbations of pure power
nonlinearities is also asked by Nguyen in [43] for the following semilinear heat equation:{
∂tU = ∆U + |U |
p−1U + h(U)
U(0) = U0 ∈ L
∞,
where p is sub-critical nonlinearity (i.e. 1 < p and p < 1 + 4
N−2) and the function h is in
C2(R \ {0},R) satisfying
(Hh)
2∑
j=0
|z|j |h(j)(z)| ≤M
(
1 +
|z|p
loga(2 + z2)
)
, or h(z) = ξ
|z|p−1z
loga(2 + z2)
,
where (M > 0, a > 1 and ξ ∈ R).
Nguyen extend the result of Giga, Matsui and Sasayama [17] for a logarithmic pertur-
bations of type (Hh). He use a Lyapunov functional among other results to derive the
blow-up rate.
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We would like to mention the remarkable result of Donninger and Scho¨rkhuber in
[8] who proved, in the subconformal range, the stability of the ODE solution u(t) =
κ0(p)(T − t)
− 2
p−1 among all radial solutions, with respect to small perturbations in initial
data in the energy topology. Their approach is based in particular on a good understanding
of the spectral properties of the linearized operator in self-similar variables, operator which
is not self-adjoint. Similar results have also been obtained by the same authors [9] in the
superconformal case and even in the Sobolev supercritical case, (i.e. for any p > pc). They
extend to this range the stability result obtained in the subconformal range in [8], though
they need a topology stronger than needed by the energy. Also, in [28] Killip, Stoval and
Visan are interested to the question of the blow-up rate in the superconformal case and
Sobolev subcritical range (i.e. N ≥ 3 and pc < p < ps ≡
N+2
N−2), there they proved that
an upper bound is available for the equation (1.4) and even the nonlinear Klein-Gordan
equation ∂2t U = ∆U + |U |
p−1U −U . They construct a Lyapunov functional in the original
variables by exploiting some dilation identity unlike in [37], [18], [19] and [22] where the
Lyapunov functional is constructed in similarity variables. The result of [28] was further
refined by Hamza and Zaag in [20].
Willing to be as exhaustive as possible in our bibliography about the blow-up question
for equation (1.4), we would like to mention some blow-up results in the Sobolev critical
range (i.e. N ≥ 3 and p = ps ≡
N+2
N−2), the pure power nonlinearity case (1.4) has attracted
a lot of interest. Many authors addressed the question of obtaining sufficient conditions
for scattering and blow-up, through energy estimates, in relation with the ground state
(see Kenig and Merle [25], Duyckaerts and Merle [14]). Furthermore, dynamics around
the soliton were studied: see Krieger and Shlag [30], Krieger, Nakanishi and Shlag [31]
and [32]. There are also some remarkable classification theorems by Duyckaerts, Kenig
and Merle [10], [13], [11] and [12]. Analogous results for the critical case of the nonlinear
Klein-Gordon equation have been proved by Ibrahim, Masmoudi and Nakanishi [23] and
[24].
Concerning the blow-up behavior we would want to mention that Donninger, Huang,
Krieger and Schlag prove in [7] the existence of so-called ”exotic” blow-up solutions when
N = 3, whose blow-up rate oscillates between several pure-power laws.
Our method relies on the estimates in similarity variables introduced in [3] and used
in [35], [36], [37], [18], [19] and in [22] (we can see also the radial case treated in [21] and
[41]). More precisely, given (x0, T0) such that 0 < T0 ≤ T (x0), we introduce the self-similar
change of variables:
y =
x− x0
T0 − t
, s = − log(T0 − t), wx0,T0(y, s) = (T0 − t)
2
pc−1U(x, t). (1.6)
From (1.1), the function wx0,T0 (we write w for simplicity) satisfies the following equation
for all y ∈ B ≡ B(0, 1) and s ≥ − log(T0):
∂2sw = div(∇w − (y.∇w)y) −
2(pc + 1)
(pc − 1)2
w + |w|pc−1w −
pc + 3
pc − 1
∂sw
−2y.∇∂sw + e
−2pcs
pc−1 f(e
2s
pc−1w). (1.7)
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In the new set of variables (y, s) the behavior of U as t→ T0 is equivalent to the behavior
of w as s→ +∞.
The treatment of the conformal case requires a new idea valid just in the radial case,
because the method used in the subconformal case by Hamza and Zaag [18] and Hamza
and Saidi [22] breaks down when p ≡ pc, since in the energy estimates in similarity
variables, the perturbations terms are integrated on the whole unit ball, hence, difficult to
control with the dissipation of the non perturbed equation (1.4), which degenerates to the
boundary of the unit ball. We would like to point out that in the conformal case Hamza
and Zaag [19] overcame this difficulty via some exponential bound of the H1×L2(B) norm
of the solution. We get here the exponential bound but this estimates are insufficient to
conclude our result (see Remark 1 below for explanation). That obstruction fully justifies
our new paper, where we invent a new idea to get our optimal result for a radial blow-up
solution of (1.1) when a > 2.
In what follows we shall fix f(U) ≡ |U |
pc
loga(2+U2)
and g ≡ 0, in the equation (1.1). The
adaptation to the case g 6≡ 0 is straightforward from the technics of [18] and [19].
Now, we announce the following rough estimate:
Theorem 1 (Blow-up bounds in the general case). Let a > 1, consider U a solution
of (1.1) with blow-up graph Γ : {x 7→ T (x)} and x0 is a non-characteristic point (in the
sense (1.3)), then for all η ∈ (0, 1), there exists t0(x0) ∈ [0, T (x0)) such that, for all
T0 ∈ (t0(x0), T (x0)), for all s ≥ − log(T0 − t0(x0)) and y ∈ B ≡ B(0, 1), we have
(i) ∫ s+1
s
∫
B
(∂sw(y, τ))
2 ρη
1− |y|2
dydτ ≤ K1e
η
pc+3
2
s, (1.8)
(ii) ∫ s+1
s
∫
B
|∇w(y, τ)|2dydτ +
∫ s+1
s
∫
B
|w(y, τ)|pc+1dydτ ≤ K1e
η
pc+3
2
s, (1.9)
such that w = wx0,T0 is defined in (1.6) and ρη in (2.2), with
K1 = K1
(
η, T0 − t0(x0), ‖(U(t0(x0)), ∂tU(t0(x0))‖H1×L2(B(x0,T0−t0(x0)δ0(x0) ))
)
and
δ0(x0) ∈ (0, 1) defined in (1.3).
In the original variables Theorem 1 implies the following:
Corollary 2 Let a > 1, consider U a solution of (1.1) with blow-up graph Γ : {x 7→ T (x)}
and x0 is a non-characteristic point (in the sense (1.3)), then for all η ∈ (0, 1), there exists
t0(x0) ∈ [0, T (x0)) such that for all t ∈ [t0(x0), T (x0)) we have
(i) ∫ T (x0)− t2
T (x0)−t
∫
B(x0,T (x0)−τ)
|∂tU(x, τ)|
2dxdτ ≤ K2(T (x0)− t)
−η pc+3
2 ,
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(ii)
∫ T (x0)− t2
T (x0)−t
∫
B(x0,T (x0)−τ)
(
|∇U(x, τ)|2 + |U(x, τ)|pc+1
)
dxdτ ≤ K2(T (x0)− t)
−η pc+3
2 .
Note that, Hamza and Zaag [19] exploit equation (2.1) with some functional associated
to obtain an exponentially estimate to the blow-up solution, which induce with a natural
Lyapunov functional for equation (1.7) to deduce their optimal result. In this work, it
is not the case because our perturbation is stronger than the one in Hamza and Zaag
[19]. To overcame this difficulty, we assume that U is a radial blow-up solution of equation
(1.1) and we insert between the exponential estimate and the optimal estimate for a radial
blow-up solution when a > 2 a polynomial estimate for a radial blow-up solution when
a > 1 obtained by transforming equation (1.7) to equation (3.1) and by exploiting some
functional associated with the weight ρs−b which will be defined later in (1.19), just we
need to insist that the weight depends on time.
Remark 1 The result of Theorem 1 is similar to the one obtained in Hamza and Zaag
[19], (see Proposition 2.1 page 201). Unfortunately, when (Hf ) holds we can not conclude
our optimal result for a radial blow-up solution when a > 2 because our perturbation
are polynomially smaller in time, so the exponential bound is not sufficient to conclude.
The idea is to take a weight ρs−b which will be defined later in (1.19) and we rewrite
equation (1.7) in the radial case (see (1.14)) and also in another form (see (3.1)) to obtain
a polynomially bound to the blow-up solution. We need just to explain the difficulty
in the general case, the dependance of ρs−b on time give birth to a new terms of type
− b
2sb+1
∫
B
(
1
2(∂sw)
2 + pc+1
(pc−1)2
w2 − |w|
pc+1
pc+1
+ e−
2(pc+1)s
pc−1 F (e
2s
pc−1w)
)
log(1 − |y|2)ρs−bdy and
− b
2sb+1
∫
B
(
|∇w|2 − (y.∇w)2
)
log(1 − |y|2)ρs−bdy, by some technics we control all these
terms except the last one is problematic and following this change of variables y = rω
with r = |y| and ω = y|y| we can see that it is more difficult to handle the tangential
part of ∇w, of course under radial symmetry where this term vanishes (see Section 3 for
details). For that reason, we restrict ourselves from now on to radially symmetric data,
where we obtain our optimal result (see Theorem 6 below).
Before entering into the details of our second result and in what follows, we take U0,
U1 a radial initial data and the function g = g(|x|, t,∇U.
x
|x| , ∂tU) in (1.1). We are going
to announce our second result for U a radial blow-up solution of (1.1).
Since U is radial, we introduce
u(r, t) = U(x, t) if r = |x|,
and rewrite (1.1) as


∂2t u = ∂
2
ru+
N−1
r
∂ru+ |u|
pc−1u+ f(u) + g(r, t, ∂ru, ∂tu),
∂ru(0, t) = 0,
u(r, 0) = u0(r) and ∂tu(r, 0) = u1(r),
(1.10)
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where u(t) : r ∈ R+ 7→ u(r, t) ∈ R. We use the arguments of Hamza and Zaag [21] and
also used by Merle and Zaag [41], for a perturbed semilinear wave equation in the radial
case, what we brought a new idea when we use this argument is that we include the origin
to the set of the non-characteristic point, which is the most important case because in
this previous work they are unable to get this result in the origin. Note that, if we are far
from the origin we can exploit the technics used by Merle and Zaag [41] and Hamza and
Zaag [21], where they exclude the origin which bring a singular term N−1
r
∂ru to (1.10)
combined with the technics used by Hamza and Saidi [22]. Let us briefly explain how we
treat the conformal case for a radial blow-up solution when we are outside the origin (i.e.
r0 > 0) and a > 1. We can see following the change of variable (1.6) that w is a solution
of
∂2sw =
1
ρ
∂y(ρ(1 − y
2)∂yw)−
2(pc + 1)
(pc − 1)2
w + |w|pc−1w −
pc + 3
pc − 1
∂sw
+e−s
N − 1
r0 + ye−s
∂yw − 2y∂
2
y,sw + e
−2pcs
pc−1 f(e
2s
pc−1w), (1.11)
where
ρ(y) = (1− y2)
2
pc−1 .
We can remark that if s is large and with the fact that |y| < 1, we have:
e−s
∣∣∣ N − 1
r0 + ye−s
∂yw
∣∣∣ ≤ 2(N − 1)
r0
e−s|∂yw|,
we can see the last bound as a perturbation when s is large enough. According to Hamza
and Saidi [22] we introduce for (1.11) the following Lyapunov functional:
Hr0>0(w(s), s) = exp
( pc + 3
(a− 1)s
a−1
2
)
Er0>0(w(s), s) + θe
− pc+1
pc−1
s
, (1.12)
where θ is a large constant.
Er0>0(w(s), s)=
∫ 1
−1
(1
2
(∂sw)
2 +
1
2
(∂yw)
2(1− y2) +
pc + 1
(pc − 1)2
w2 −
1
pc + 1
|w|pc+1
)
ρdy
− e
−2(pc+1)s
pc−1
∫ 1
−1
F (e
2s
pc−1w)ρdy −
1
sb
∫ 1
−1
w∂swρdy.
In other word we can solve the problem of the conformal case for a radial blow-up solution
when we are outside origin in one time, it means that we don’t need to go through the
exponential and the polynomial bound of Theorem 1 and Theorem 4 treated in this paper.
Our interest now to derive the blow-up rate for a radial blow-up solution of (1.1) in the
origin. Let r0 = 0 a non-characteristic point (here start the novelties) and if we write for
any T0 such that 0 < T0 ≤ T (0) equation (1.7) in the radial case, we obtain the following:
w0(y, s) = (T0 − t)
2
pc−1u(r, t), y =
r
T0 − t
, s = − log(T0 − t). (1.13)
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The function w = w0 satisfies the following equation for all y ∈ (0, 1) and
s ≥ − log(T0)
∂2sw =
1
yN−1ρη
∂y(y
N−1ρη(1− y
2)∂yw) + 2ηy∂yw −
2(pc + 1)
(pc − 1)2
w
+|w|pc−1w −
pc + 3
pc − 1
∂sw − 2y∂
2
y,sw + e
−2pcs
pc−1 f(e
2s
pc−1w), (1.14)
where ρη = (1− y
2)η. We construct a new functional Nη(w(s)) defined in (3.30) obtained
by multiplying equation (1.14) by y∂yw to write the Pohozaev identity which is crucial
to deduce Proposition 3, this idea is effective just in the radial case. Thanks to this new
functional we obtain the following proposition:
Proposition 3 For all η ∈ (0, 1), there exists S6 ≥ 1 such that for all s ≥ max(S6, s0) we
have the following inequality
∫ s+1
s
∫ 1
0
|w|pc+1
ρη
1− y2
yN−1dydτ ≤ Ce
η(pc+3)s
2 . (1.15)
We use now Theorem 1 in a clever way and exceptionally in the neighborhood of the
edge of the unit ball combined with Proposition 3 to obtain our second result (see Theorem
4 below).
Let us state our second result which is crucial to deduce the main goal of this paper (see
Theorem 6 below).
Theorem 4 (A polynomially estimate). Let a > 1, consider u a solution of equation
(1.10) with blow-up graph Γ : {r 7→ T (r)}, then there exists t1(0) ∈ [0, T (0)) such that, for
all T0 ∈ (t1(0), T (0)), for all s ≥ − log(T0 − t1(0)) and y ∈ (0, 1) we have for all b ∈ (1, a)
(i) ∫ s+1
s
∫ 1
0
(∂sw(y, τ))
2ϕ(y, τ)
1− y2
dydτ ≤ K3s
b, (1.16)
(ii) ∫ s+1
s
∫ 1
0
(∂yw(y, τ))
2(1− y2)ϕ(y, τ)dydτ ≤ K3s
b, (1.17)
(iii) ∫ s+1
s
∫ 1
0
|w(y, τ)|pc+1yN−1dydτ ≤ K3s
b, (1.18)
where K3 = K3
(
K1, T0, ‖(u(t1(0)), ∂tu(t1(0))‖H1×L2((−T0−t1(0)
δ0(0)
,
T0−t1(0)
δ0(0)
))
)
, δ0(0) is defined
in (1.3) and
ϕ(y, s) = yN−1ρs−b with ρs−b = (1− y
2)s
−b
. (1.19)
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Remark 2 Let us remark that in (i) and (ii) of Theorem 4 we can not control the time
average of the L2 norm of ∂sw and ∂yw blow-up solution until the edge of the unit ball. We
get this estimates by using a classic Lyapunov functional obtained by multiplying equation
(3.1) by ∂sw. However, in (iii) we can control the time average of the L
pc+1 norm of w
until the edge of the unit ball. Let us mention that, the following estimate:
∫ s+1
s
∫ 1
0
|w(y, τ)|pc+1ϕ(y, τ)dydτ ≤ K3s
b,
ensue from Proposition 3.1 which helps us with Proposition 3 where we use essentially the
Pohozaev identity to get the estimate (iii) of Theorem 4 as desired.
We write now Theorem 4 as the original variables in the following corollary.
Corollary 5 Let a > 1, consider u a solution of equation (1.10) with blow-up graph
Γ : {r 7→ T (r)}, then there exists t1(0) ∈ [0, T (0)) such that for all
t ∈ [t1(0), T (0)), we have for all b ∈ (1, a)
(i) ∫ T (0)− t
2
T (0)−t
∫ T (0)+τ
T (0)−τ
(
|∂tu(r, τ)|
2 + |∂ru(r, τ)|
2
)
drdτ ≤ K4(− log(T (0) − t))
b,
(ii) ∫ T (0)− t
2
T (0)−t
∫ T (0)+τ
T (0)−τ
|u(r, τ)|pc+1drdτ ≤ K4(− log(T (0)− t))
b.
Now via Theorem 4 we are in position to announce our main result in the following
theorem:
Theorem 6 (Optimal blow-up rate in the radial case) Let a > 2, consider u a
solution of equation (1.10) with blow-up graph Γ : {r 7→ T (r)}, then there exists ε0 > 0
and Sˆ2 > 0 such that, for all s ≥ sˆ2(0) = max(Sˆ2,− log(
T (0)
4 ))
0 < ε0 ≤ ‖w0,T (0)(s)‖H1((0,1)) + ‖∂sw0,T (0)(s)‖L2((0,1)) ≤ K5, (1.20)
where K5 = K5
(
K3, sˆ2(0), ‖ (u(t2(0)), ∂tu(t2(0)) ‖
H1×L2((− e
−sˆ2(0)
δ0(0)
, e
−sˆ2(0)
δ0(0)
))
)
and
δ0(0) ∈ (0, 1) defined in (1.3).
As for Theorems 1 and 2 we translate Theorem 6 in the original variables, our goal
becomes the following corollary:
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Corollary 7 Let a > 2, consider u a solution of equation (1.10) with blow-up graph
Γ : {r 7→ T (r)}, then there exists ε0 > 0, such that for all t ∈ [t2(0), T (0)) with
t2(0) = T (0)− e
−sˆ2(0), we have
0 < ε0(N) ≤ (T (0) − t)
2
pc−1
‖u(t)‖L2((t−T (0),T (0)−t))
(T (0)− t)
N
2
+(T (0) − t)
2
pc−1
+1
(‖∂tu(t)‖L2((t−T (0),T (0)−t))
(T (0) − t)
N
2
+
‖∂ru(t)‖L2((t−T (0),T (0)−t))
(T (0)− t)
N
2
)
≤ K6.
Remark 3 In a series of papers [35], [37], [36], [38], [39] and [42], Merle and Zaag give
a full picture of the blow-up for the solutions of (1.10) in one space dimension when
(f, g) ≡ (0, 0). Moreover, the resulting facts of all this papers are extended by Hamza and
Zaag for a perturbed semilinear wave equation in one space dimension or in dimension
N ≥ 2 in [18] and [19] and for a radial blow-up solution outside origin in [21]. Finally
the result of Hamza and Zaag [18] is extended by Hamza and Saidi [22] for a strongly
perturbed semilinear wave equation in the sub-conformal case. As a matter of fact, our
focal interest is in studying the conformal case.
Layout of the paper. This paper is organized as follow: Section 2 is devoted to obtain
a rough control on space-time of the solution w. Based upon this result, in Section 3 we
will prove that the exponential bound obtained in the general case turns into a polynomial
bound in the radial case when a > 1. To do that, we construct a Lyapunov functional
in similarity variables and a new functional Nη(w(s)) obtained by multiplying equation
(1.14) by y∂yw. Furthermore, the new functional Nη(w(s)) allows us to control the blow-
up solution until the edge of the unit ball. In our case, according to the simple fact that
our weight ρs−b defined in (1.19) depends on time, we can easily notice that, compared
to the previous work for example Hamza and Zaag [18], [19], Hamza and Saidi [22] and
Merle and Zaag [37] the derivative in time give birth to a novel terms which was already
controlled, eventually, we conclude Theorem 4. Finally, in Section 4, according to all this
results, we use a technics similar to the one used by Hamza and Zaag [19] to conclude our
optimal result in the radial case when a > 2, which is the main goal of this paper.
We mention that C will be used to denote a constant that’s depends on N , a and M
which may vary from line to line. In the whole paper we assume that (1.2) holds and we
denote by
F (u) =
∫ u
0
f(v)dv. (1.21)
2 Proof of Theorem 1
The proof follows the same pattern as the perturbed case considered by Hamza and Zaag
[19], the unique difference lays in the treatment of the perturbed term. We handle this
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term and we obtain in this section an exponentially growing bound on time averages of
the H1 × L2(B) norm of (w, ∂sw). Consider U a solution of (1.1) with blow-up graph
Γ : {x 7→ T (x)} and x0 is a non-characteristic point, the aim of this section is to prove
Theorem 1.
2.1 A Lyapunov functional for equation (2.1)
Consider T0 ∈ (0, T (x0)], then we write w instead of wx0,T0 defined in (1.6).
Let η ∈ (0, 1) and we write equation (1.7) satisfied by w in the following form
∂2sw =
1
ρη
div(ρη∇w − ρη(y.∇w)y) + 2η(y.∇w) −
2(pc + 1)
(pc − 1)2
w
+|w|pc−1w −
pc + 3
pc − 1
∂sw − 2y.∇∂sw + e
−2pcs
pc−1 f(e
2s
pc−1w), (2.1)
where
ρη = (1− |y|
2)η . (2.2)
The equation (2.1) will be studied in the space H
H = {(w1, w2)|
∫
B
(
w22 + |∇w1|
2(1− |y|2) + w21
)
ρdy < +∞}.
To control the norm of (w(s), ∂sw(s)) ∈ H, we first introduce the following functionals
Eη(w(s), s)=
∫
B
(1
2
(∂sw)
2 +
1
2
|∇w|2 −
1
2
(y.∇w)2 +
pc + 1
(pc − 1)2
w2 −
1
pc + 1
|w|pc+1
)
ρηdy
−e
−2(pc+1)s
pc−1
∫
B
F (e
2s
pc−1w)ρηdy,
Jη(w(s)) = −η
∫
B
w∂swρηdy +
Nη
2
∫
B
w2ρηdy, (2.3)
Hη(w(s), s) = Eη(w(s), s) + Jη(w(s)),
Gη(w(s), s) = Hη(w(s), s)e
−η(pc+3)s
2 + θe
−η(pc+3)s
2 ,
where θ = θ(η) is a sufficiently large constant that will be determined later. In this subsec-
tion we prove that Gη(w(s), s) is decreasing in time, which will give the rough (i.e expo-
nentially fast) estimate for Eη(w(s), s) and the time average of the ‖(w, ∂sw)‖H1(B)×L2(B).
More precisely we are going to prove the following proposition
Proposition 2.1 For all η ∈ (0, 1), there exists S0 ≥ 1 and λ0 > 0 such that Gη(w(s), s)
defined in (2.3) satisfies for all s ≥ max(s0, S0),
Gη(w(s + 1), s + 1)−Gη(w(s), s) ≤ −λ0
∫ s+1
s
e
−η(pc+3)τ
2
∫
B
(∂sw)
2 ρη
1− |y|2
dydτ
−λ0
∫ s+1
s
e
−η(pc+3)τ
2
∫
B
|w|pc+1ρηdydτ
−λ0
∫ s+1
s
e
−η(pc+3)τ
2
∫
B
|∇w|2(1− |y|2)ρηdydτ,
where w = wx0,T0 is defined in (1.6). Moreover, there exists S1 ≥ S0 such that for all
s ≥ max(s0, S1) Gη(w(s), s) ≥ 0.
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Now we state two lemmas which are crucial for the proof. We begin with bounding
the time derivative of Eη(w(s), s) in the following lemma.
Lemma 2.2 For all η ∈ (0, 1), we have for all s ≥ max(s0, 1),
d
ds
(Eη(w(s), s)) = −2η
∫
B
(∂sw)
2 |y|
2ρη
1− |y|2
dy + 2η
∫
B
(∂sw)(y.∇w)ρηdy +Σ0(s), (2.4)
where Σ0(s) satisfies
Σ0(s) ≤
C
sa
∫
B
|w|pc+1ρηdy + Ce
− pc+1
pc−1
s
. (2.5)
Proof: Multiplying (2.1) by ρη∂sw and integrating over the ball B, we obtain (2.4) with
Σ0(s) =
2(pc + 1)
pc − 1
e
−2(pc+1)s
pc−1
∫
B
F (e
2s
pc−1w)ρηdy −
2e
−2pcs
pc−1
pc − 1
∫
B
f(e
2s
pc−1w)wρηdy. (2.6)
Clearly the function F defined in (1.21) satisfies the following estimate:
|F (x)|+ |xf(x)| ≤ C
(
1 +
|x|pc+1
loga(2 + x2)
)
. (2.7)
In order to prove (2.5), we divide the unit ball B into two parts
A1(s) = {y ∈ B | w
2(y, s) ≤ e
−2s
pc−1} and A2(s) = {y ∈ B | w
2(y, s) > e
−2s
pc−1}.
On the one hand, if y ∈ A1(s) we have
∫
A1(s)
|w|pc+1
loga(2 + e
4s
pc−1w2)
ρηdy ≤
e
− pc+1
pc−1
s
loga(2)
∫
A1(s)
ρηdy ≤ Ce
− pc+1
pc−1
s
. (2.8)
On the other hand, if y ∈ A2(s) we have log(2 + e
4s
pc−1w2) > 2s
pc−1
, we obtain for all
s ≥ max(s0, 1) ∫
A2(s)
|w|pc+1
loga(2 + e
4s
pc−1w2)
ρηdy ≤
C
sa
∫
B
|w|pc+1ρηdy. (2.9)
To conclude, it suffices to combine (2.8) and (2.9), then write
Σ0(s) ≤ Ce
− pc+1
pc−1
s
+
C
sa
∫
B
|w|pc+1ρηdy, (2.10)
which ends the proof of Lemma 2.2.
We are now going to prove the following estimate for the functional Jη(w(s)).
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Lemma 2.3 For all η ∈ (0, 1), we have for all s ≥ max(s0, 1),
d
ds
(Jη(w(s)) ≤
32η
pc + 15
∫
B
(∂sw)
2 ρη
1− |y|2
dy +
η(pc + 3)
2
Hη(w(s), s) (2.11)
−2η
∫
B
∂sw(y.∇w)ρηdy −
η(pc − 1)
8
∫
B
|∇w|2(1− |y|2)ρηdy
−
η(pc + 15)
8
∫
B
(∂sw)
2ρηdy −
η(pc − 1)
2(pc + 1)
∫
B
|w|pc+1ρηdy +Σ1(s),
where Σ1(s) satisfies
Σ1(s) ≤
C
sa
∫
B
|w|pc+1ρηdy + C
∫
B
w2ρηdy + Ce
− pc+1
pc−1
s
. (2.12)
Proof: Note that Jη(w(s)) is a differentiable function, by using equation (2.1) and inte-
grating by part, for all s ≥ max(s0, 1) we have
d
ds
(Jη(w(s)))=−η
∫
B
(∂sw)
2ρηdy + η
∫
B
(|∇w|2 − (y.∇w)2)ρηdy − 2η
∫
B
∂sw(y.∇w)ρηdy
−η
∫
B
|w|pc+1ρηdy + 4η
2
∫
B
w∂sw
|y|2ρη
1− |y|2
dy − 2η3
∫
B
w2
|y|2ρη
1− |y|2
dy︸ ︷︷ ︸
Σ11(s)
+η
(
Nη +
2pc + 2
(pc − 1)2
) ∫
B
w2ρηdy − ηe
− 2pcs
pc−1
∫
B
wf(e
2s
pc−1w)ρηdy. (2.13)
By combining (2.3) and (2.13) and some straightforward computations, we obtain
d
ds
(Jη(w(s)))=−2η
∫
B
∂sw(y.∇w)ρηdy +
η(pc + 3)
2
Hη(w(s), s)
−
η(pc + 7)
4
∫
B
(∂sw)
2ρηdy − η
( pc + 1
2(pc − 1)
+
Nη(p − 1)
4
)∫
B
w2ρηdy
−
η(pc − 1)
2(pc + 1)
∫
B
|w|pc+1ρηdy −
η(pc − 1)
4
∫
B
(|∇w|2 − (y.∇w)2)ρηdy
−ηe
− 2pcs
pc−1
∫
B
wf(e
2s
pc−1w)ρηdy +Σ
1
1(s) + Σ
2
1(s) + Σ
3
1(s). (2.14)
where
Σ21(s) =
η2(pc + 3)
2
∫
B
w∂swρηdy,
Σ31(s) = −ηe
− 2pcs
pc−1
∫
B
wf(e
2s
pc−1w)ρηdy +
η(pc + 3)
2
e
−2(pc+1)s
pc−1
∫
B
F (e
2s
pc−1w)ρηdy.
We now study each of this last three terms. By the Cauchy-Schwarz inequality, we write
for all µ ∈ (0, 1)
Σ11(s) ≤ 2η(1 − µ)
∫
B
(∂sw)
2 ρη
1− |y|2
dy +
2η3µ
1− µ
∫
B
w2
|y|2ρη
1− |y|2
dy.
We apply the Hardy type inequality to the second term (for the sake of completness, we
postpone to Appendix A a short proof) and we choose µ = pc−1
pc+15
, we conclude that
Σ11(s) ≤
32η
pc + 15
∫
B
(∂sw)
2 ρη
1− |y|2
dy +
η2N(pc − 1)
8
∫
B
w2ρηdy
+
η(pc − 1)
8
∫
B
|∇w|2(1− |y|2)ρηdy. (2.15)
To estimate Σ21(s), we use the Cauchy-Schwarz inequality and we get
Σ21(s) ≤
η(pc − 1)
8
∫
B
(∂sw)
2ρηdy + C
∫
B
w2ρηdy. (2.16)
Using (2.10), we obtain for all s ≥ max(s0, 1)
Σ31(s) ≤
C
sa
∫
B
|w|pc+1ρηdy + Ce
− pc+1
pc−1
s
. (2.17)
Finally by using (2.14), (2.15), (2.16) and (2.17) we have easily the estimates (2.11) and
(2.12), which ends the proof of Lemma 2.3.
From Lemmas 2.2 and 2.3, we are in position to prove Proposition 2.1.
Proof of Proposition 2.1: As in [19], we combine Lemmas 2.2 and 2.3, we choose S0 ≥ 1
large enough, so that for all s ≥ max(s0, S0),
η(pc−1)
4(pc+1)
− C
sa
≥ 0 and we use Jensen’s
inequality to estimate C
∫
B
w2ρηdy, we obtain for all s ≥ max(s0, S0)
d
ds
(Gη(w(s), s))≤−e
−η(pc+3)s
2
(η(pc − 1)
pc + 15
∫
B
(∂sw)
2 ρη
1− |y|2
dy +
η(pc − 1)
8(pc + 1)
∫
B
|w|pc+1ρηdy
+
η(pc − 1)
8
∫
B
|∇w|2(1− |y|2)ρηdy + C −
ηΘ(pc + 3)
2
)
.
We now choose λ0 = ηmin(
pc−1
pc+15
, pc−18(pc+1) ,
pc−1
8 ) =
pc−1
8(pc+1)
and θ = θ(η) large enough, so
we have C − ηθ(pc+3)2 ≤ 0, which ends the proof of the first part of Proposition 2.1.
To end the proof of the last point of this proposition, we refer the reader to [22]. Note
that, our proof strongly relies on the fact that pc ≡ 1 +
4
N−1 < 1 +
4
N−2 .
2.2 Proof of Theorem 1
We define the following time
t0(x0) = max(T (x0)− e
−S1 , 0).
Since η ∈ (0, 1), according to the Proposition 2.1, we obtain the following corollary which
summarizes the principle properties of Hη(w(s), s).
Corollary 2.4 (Estimate on Hη(w(s), s)). For all η ∈ (0, 1), there exists t0(x0) ∈
[0, T (x0)) such that, for all T0 ∈ (t0(x0), T (x0)], for all s ≥ − log(T0 − t0(x0)) and y ∈ B
we have
−C ≤ Hη(w(s), s) ≤
(
θ +Hη(w(s0), s0)
)
e
η(pc+3)s
2 ,
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∫ s+1
s
∫
B
(∂sw(y, τ))
2 ρη
1− |y|2
dydτ ≤ C
(
θ +Hη(w(s0), s0)
)
e
η(pc+3)s
2 ,
∫ s+1
s
∫
B 1
2
|w(y, τ)|pc+1dydτ+
∫ s+1
s
∫
B 1
2
|∇w(y, τ)|2dydτ ≤ C
(
θ+Hη(w(s0), s0)
)
e
η(pc+3)s
2 ,
where w = wx0,T0 is defined in (1.6).
Remark 4 Using the definition (1.6) of w = wx0,T0 , we write easily
Cθ + CHη(w(s0), s0) ≤ K0,
where K0 = K0
(
η, T0−t0(x0), ‖(U(t0(x0)), ∂tU(t0(x0)))‖H1×L2(B(x0,T0−t0(x0)δ0(x0) ))
)
and δ0(x0) ∈
(0, 1) is defined in (1.3).
From Corollary 2.4, we are in position to prove Theorem 1.
Proof of Theorem 1: Note that the estimate on the space-time L2 norm of ∂sw was already
proved in Corollary 2.4. Thus we focus on the space-time Lpc+1 norm of w and L2 norm
of ∇w. This estimate proved in Corollary 2.4 just for the space-time Lpc+1 norm of w and
L2 norm of ∇w in B 1
2
. To extend this estimate from B 1
2
to B we refer the reader to Merle
and Zaag [37] (unperturbed case) and Hamza and Zaag [19] (perturbed case), where they
introduce a new covering argument to extend the estimate of any known space Lq norm
of w, ∂sw, or ∇w, from B 1
2
to B.
3 Proof of Theorem 4
In this section, we assume that U is a radial blow-up solution of (1.1) with
g(x, t,∇U, ∂tU) = g(|x|, t,∇U.
x
|x| , ∂tU) and a > 1. We prove Theorem 4 here, before doing
that let us remark that, as we mentionned above the exponential bound is not sufficient
to conclude Theorem 6 (unlike Hamza and Zaag [19]). According to Theorem 1 we obtain
here the polynomially bound on time average of the H1 × L2((0, 1)) norm of (w, ∂sw) in
Theorem 4, this estimate are effective just in the radial case, throughout this bound we
can conclude our optimal result written in Theorem 6.
We proceed in three subsections:
• First, we prove Proposition 3.1, where we show that L(w(s), s) defined in (3.2) is
a Lyapunov functional for equation (3.1) which is crucial to deduce (i) and (ii) of
Theorem 4.
• Then, we obtain an exponential bound to the time average of the
∫ 1
0 |w|
pc+1 y
N−1ρη
1−y2
dy
when a > 1, to do that, we multiply (1.14) by y∂yw we obtain the Pohozaev identity,
which is crucial to prove (iii) of Theorem 4.
• Finally, the third subsection is devoted to the conclusion of Theorem 4.
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3.1 A Lyapunov functional for equation (3.1)
According to the change of variables (1.13), we can see that the function w = w0 satisfies
the following equation for all y ∈ (0, 1) and s ≥ − log(T0) :
∂2sw =
1
ϕ(y, s)
∂y(ϕ(y, s)(1 − y
2)∂yw) +
2
sb
y∂yw −
2(pc + 1)
(pc − 1)2
w
+|w|pc−1w −
pc + 3
pc − 1
∂sw − 2y∂
2
y,sw + e
−2pcs
pc−1 f(e
2s
pc−1w), (3.1)
where ϕ(y, s) is defined in (1.19).
Remark 5 It’s worth noticing to recall that the weight ρs−b which is defined in (1.19)
depends on time, it is not the case in this series of papers [18], [19], [21], [22], [42], [40],
[35], [36], [37], [38] and [41], we expect that the derivations in time is problematic, in fact,
we note after observation as we said above, that there are new terms appearing compared
to the previous works which was already controlled.
The equation (3.1) will be studied in the following space Hrad
Hrad = {q = (q1, q2) ∈ H
1
loc,u × L
2
loc,u((0, 1))|
∫ 1
0
(
q22 + q
′2
1 (1− y
2) + q21
)
ρdy < +∞}.
To control the norm of (w(s), ∂sw(s)) ∈ Hrad, we first introduce the following functionals:
L(w(s), s) = exp
( pc + 3
2(b− 1)sb−1
)
K(w(s), s) +
σ
sb−1
with b ∈ (1, a), (3.2)
and
K(w(s), s) = E(w(s), s) + J(w(s), s),
E(w(s), s)=
∫ 1
0
(1
2
(∂sw)
2 +
1
2
(∂yw)
2(1− y2) +
pc + 1
(pc − 1)2
w2 −
1
pc + 1
|w|pc+1
)
ϕ(y, s)dy
−e
−2(pc+1)s
pc−1
∫ 1
0
F (e
2s
pc−1w)ϕ(y, s)dy, (3.3)
J(w(s), s) = −
1
sb
∫ 1
0
w∂swϕ(y, s)dy,
and σ is a constant will be determined later. We are going to prove that L(w(s), s) is the
Lyapunov functional of equation (3.1) in the following proposition then we can deduce
directly (i) and (ii) of Theorem 4.
Proposition 3.1 For all b ∈ (1, a), there exists S4 ≥ 1 and λ1 > 0 such that L(w(s), s)
defined in (3.2) satisfies for all s ≥ max(S4, s0)
L(w(s + 1), s + 1)− L(w(s), s) ≤ −
λ1
sb
∫ s+1
s
∫ 1
0
|w(y, τ)|pc+1ϕ(y, τ)dydτ
−
λ1
sb
∫ s+1
s
∫ 1
0
(∂sw(y, τ))
2 y
2ϕ(y, τ)
1− y2
dydτ (3.4)
−
λ1
sb
∫ s+1
s
∫ 1
0
(∂yw(y, τ))
2(1− y2)ϕ(y, τ)dydτ,
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where w = w0,T0 defined in (1.13).
Moreover, there exists S5 ≥ S4 such that for all s ≥ max(S5, s0) L(w(s), s) ≥ 0.
The existence of this Lyapunov functional (and a blow-up criterion for equation (3.1)
based on L(w(s), s)) are a crucial step in the derivation of Theorem 4. Indeed with the
functional H0(w(s), s) (defined below in (4.2)) and some more works, we are able to adapt
the analysis performed in [37] for equation (1.4) to get Theorem 6. We aim at proving
that the functional L(w(s), s) defined in (3.2) is a Lyapunov functional for equation (3.1),
provided that s is large enough. We give here the following result:
Lemma 3.2 For all b ∈ (1, a) and ε1 ∈ (0,
1
2), there exists S2 ≥ S1 such that we have for
all s ≥ max(S2, s0)
d
ds
(E(w(s), s)) ≤ −
2
sb
∫ 1
0
(∂sw)
2 y
2ϕ(y, s)
1− y2
dy +
2
sb
∫ 1
0
∂sw∂ywyϕ(y, s)dy
+
1
4(pc + 1)sb+1
∫ 1
0
|w|pc+1 log(1− y2)ϕ(y, s)dy +Σ2(s),
where Σ2(s) satisfies
Σ2(s) ≤
pc − 1
16sb
∫ 1
0
(∂yw)
2ϕ(y, s)(1 − y2)dy +
pc − 1
16sb
∫ 1
0
(∂sw)
2ϕ(y, s)dy
+
C
sa
∫ 1
0
|w|pc+1ϕ(y, s)dy + Ce−
pc−1
32b
s
∫ 1
0
(∂sw)
2
1− y2
yN−1(1− y2)ε1dy
+Ce−
pc−1
16b
s
∫ 1
0
(∂yw)
2yN−1dy +
C
sb
.
Proof: By virtue of identity (3.1), it can be seen that
d
ds
(E(w(s), s)) = −
2
sb
∫ 1
0
(∂sw)
2 y
2ϕ(y, s)
1− y2
dy +
2
sb
∫ 1
0
∂sw∂ywyϕ(y, s)dy
+Σ12(s) + Σ
2
2(s) + Σ
3
2(s) + Σ
4
2(s) + Σ
5
2(s) + Σ
6
2(s), (3.5)
with
Σ12(s) =
b
sb+1(pc + 1)
∫ 1
0
|w|pc+1 log(1− y2)ϕ(y, s)dy,
Σ22(s) =
2(pc + 1)
pc − 1
e
−
2(pc+1)s
pc−1
∫ 1
0
F (e
2s
pc−1w)ϕ(y, s)dy −
2e
− 2pcs
pc−1
pc − 1
∫ 1
0
wf(e
2s
pc−1w)ϕ(y, s)dy,
Σ32(s) = −
b
2sb+1
∫ 1
0
(∂sw)
2 log(1− y2)ϕ(y, s)dy,
Σ42(s) = −
b
2sb+1
∫ 1
0
(∂yw)
2(1− y2) log(1− y2)ϕ(y, s)dy,
Σ52(s) = −
b(pc + 1)
sb+1(pc − 1)2
∫ 1
0
w2 log(1− y2)ϕ(y, s)dy,
Σ62(s) =
be
− 2(pc+1)s
pc−1
sb+1
∫ 1
0
F (e
2s
pc−1w) log(1− y2)ϕ(y, s)dy.
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A similar study as Σ0(s) defined in (2.6), just we need to replace ρη = (1 − |y|
2)η by
ρs−b = (1− y
2)s
−b
, gives rise to the following inequality
Σ22(s) ≤
C
sa
∫ 1
0
|w|pc+1ϕ(y, s)dy + Ce
− pc+1
pc−1
s
. (3.6)
We are going now to estimate Σ32(s), we divide the interval (0, 1) into two parts
B1(s) = {y ∈ (0, 1) | 1 − y
2 ≤ e−
pc−1
8b
s}, B2(s) = {y ∈ (0, 1) | 1 − y
2 > e−
pc−1
8b
s}. (3.7)
We see easily that
Σ32(s) = χ1(s) + χ2(s),
with
χ1(s) = −
b
2sb+1
∫
B1(s)
(∂sw)
2 log(1− y2)ϕ(y, s)dy,
χ2(s) = −
b
2sb+1
∫
B2(s)
(∂sw)
2 log(1− y2)ϕ(y, s)dy.
By combining the fact that, the function y 7→ (1 − y2)
1
4 log(1 − y2) is bounded in (0, 1)
and if y ∈ B1(s), we have (1− y
2)
1
4 ≤ e−
pc−1
32b
s, we obtain
χ1(s) ≤
Ce−
pc−1
32b
s
sb+1
∫
B1(s)
(∂sw)
2
(1− y2)
1
2
yN−1dy ≤ Ce−
pc−1
32b
s
∫ 1
0
(∂sw)
2
1− y2
yN−1(1− y2)ε1dy
for all ε1 ∈ (0,
1
2).
If y ∈ B2(s), we can see that − log(1− y
2) ≤ pc−18b s, so
χ2(s) ≤
pc − 1
16sb
∫
B2(s)
(∂sw)
2ϕ(y, s)dy ≤
pc − 1
16sb
∫ 1
0
(∂sw)
2ϕ(y, s)dy.
We can deduce that, for all ε1 ∈ (0,
1
2)
Σ32(s) ≤
pc − 1
16sb
∫ 1
0
(∂sw)
2ϕ(y, s)dy + Ce−
pc−1
32b
s
∫ 1
0
(∂sw)
2
1− y2
yN−1(1− y2)ε1dy. (3.8)
Applying the same lines of reasoning as in the treatment of the last term to estimate
Σ32(s), (we keep the same partition of the interval (0, 1) as (3.7)), then we write
Σ42(s) = χ3(s) + χ4(s),
with
χ3(s) = −
b
2sb+1
∫
B1(s)
(∂yw)
2(1− y2) log(1− y2)ϕ(y, s)dy,
χ4(s) = −
b
2sb+1
∫
B2(s)
(∂yw)
2(1− y2) log(1− y2)ϕ(y, s)dy.
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By combining the fact that, the function y 7→ (1 − y2)
1
2 log(1 − y2) is bounded in (0, 1)
and if y ∈ B1(s), we have (1− y
2)
1
2 ≤ e−
pc−1
16b
s, yields to
χ3(s) ≤ Ce
− pc−1
16b
s
∫
B1(s)
(∂yw)
2yN−1dy ≤ Ce−
pc−1
16b
s
∫ 1
0
(∂yw)
2yN−1dy,
If y ∈ B2(s), we know that − log(1− y
2) ≤ pc−18b s, so
χ4(s) ≤
pc − 1
16sb
∫
B2(s)
(∂yw)
2(1− y2)ϕ(y, s)dy ≤
pc − 1
16sb
∫ 1
0
(∂yw)
2(1− y2)ϕ(y, s)dy,
which ensure that
Σ42(s) ≤
pc − 1
16sb
∫ 1
0
(∂yw)
2(1− y2)ϕ(y, s)dy + Ce−
pc−1
16b
s
∫ 1
0
(∂yw)
2yN−1dy. (3.9)
To estimate Σ42(s), we start by recalling the following Young inequality:
w2 ≤
1
ε
+ ε|w|pc+1 ∀ ε > 0, (3.10)
We choose ε = (pc−1)
2
2(pc+1)2
, then we multiply (3.10) by − (pc+1)b
(pc−1)2sb+1
log(1 − y2)ϕ(y, s) and
integrate over (0, 1), the simple fact that −
∫ 1
0 log(1 − y
2)ϕ(y, s)dy ≤ C gives rise to the
following result:
Σ52(s) ≤ −
b
2(pc + 1)sb+1
∫ 1
0
|w|pc+1 log(1− y2)ϕ(y, s)dy +
C
sb+1
. (3.11)
Performing to inequality (2.7), we find that
e
−
2(pc+1)s
pc−1 |F (e
2s
pc−1w)| ≤ C
|w|pc+1
(log(2 + e
4s
pc−1w2))a
+ Ce
−2(pc+1)s
pc−1 . (3.12)
Multiplying (3.12) by − b
sb+1
log(1− y2)ϕ(y, s) and integrate over (0, 1), we infer
Σ62(s) ≤ −
C
sb+1
∫ 1
0
|w|pc+1
(log(2 + e
4s
pc−1w2))a
log(1− y2)ϕ(y, s)dy +
C
sb+1
,
we deduce in view of (2.10)
Σ62(s) ≤
C
sb+1
−
C
sa+b+1
∫ 1
0
|w|pc+1 log(1− y2)ϕ(y, s)dy. (3.13)
Now, we combine (3.11) and (3.13) to write
Σ12(s) + Σ
5
2(s) + Σ
6
2(s) ≤ −
(C
sa
−
b
2(pc + 1)
) 1
sb+1
∫ 1
0
|w|pc+1 log(1− y2)ϕ(y, s)dy
+
C
sb+1
, (3.14)
19
from (3.14) we can see that there exists S2 ≥ S1 such that we have for all s ≥ max(S2, s0):
Σ12(s) + Σ
5
2(s) + Σ
6
2(s) ≤
b
4(pc + 1)sb+1
∫ 1
0
|w|pc+1 log(1− y2)ϕ(y, s)dy +
C
sb+1
. (3.15)
The result derives immediately from (3.5), (3.6), (3.8), (3.9) and (3.15), which ends the
proof of Lemma 3.2.
We are going to prove the following estimate to the functional J(w(s), s).
Lemma 3.3 For all b ∈ (1, a) and ε1 ∈ (0,
1
2), there exists S3 ≥ S2 such that we have for
all s ≥ max(S3, s0)
d
ds
(J(w(s), s)) ≤
32
(pc + 15)sb
∫ 1
0
(∂sw)
2 y
2ϕ(y, s)
1− y2
dy +
pc + 3
2sb
K(w(s), s)
−
2
sb
∫ 1
0
∂yw∂swyϕ(y, s)dy −
pc − 1
8sb
∫ 1
0
(∂yw)
2(1 − y2)ϕ(y, s)dy
−
pc + 7
16sb
∫ 1
0
(∂sw)
2ϕ(y, s)dy −
pc − 1
8(pc + 1)sb
∫ 1
0
|w|pc+1ϕ(y, s)dy +Σ3(s),
where Σ3(s) satisfies
Σ3(s) ≤ −
b
s2b+1
∫ 1
0
|w|pc+1 log(1−y2)ϕ(y, s)dy+Ce−
pc−1
32b
s
∫ 1
0
(∂sw)
2
1− y2
yN−1(1−y2)ε1dy+
C
sb
.
Proof: Note that J(w(s), s) is a differentiable function according to equation (3.1) we
get for all s ≥ max(s0, 1)
d
ds
(J(w(s), s)) ≤ −
1
sb
∫ 1
0
(∂sw)
2ϕ(y, s)dy +
1
sb
∫ 1
0
(∂yw)
2(1− y2)ϕ(y, s)dy
+
2(pc + 1)
(pc − 1)2sb
∫ 1
0
w2ϕ(y, s)dy −
1
sb
∫ 1
0
|w|pc+1ϕ(y, s)dy
+
( b
s
− 2N +
pc + 3
pc − 1
) 1
sb
∫ 1
0
w∂swϕ(y, s)dy −
2
sb
∫ 1
0
∂yw∂swyϕ(y, s)dy
+
4
s2b
∫ 1
0
w∂sw
y2ϕ(y, s)
1− y2
dy −
e
−2pcs
pc−1
sb
∫ 1
0
wf(e
2s
pc−1w)ϕ(y, s)dy
−
2
s2b
∫ 1
0
w∂ywyϕ(y, s)dy +
b
s2b+1
∫ 1
0
w∂sw log(1− y
2)ϕ(y, s)dy.
According to the expression of K(w(s), s) in (3.3), with some straighforward computation
we show the following inequality
d
ds
(J(w(s), s)) ≤ −
pc + 7
4sb
∫ 1
0
(∂sw)
2ϕ(y, s)dy +
pc + 3
2sb
K(w(s), s) (3.16)
−
pc − 1
4sb
∫ 1
0
(∂yw)
2(1− y2)ϕ(y, s)dy −
pc − 1
2(pc + 1)sb
∫ 1
0
|w|pc+1ϕ(y, s)dy
−
2
sb
∫ 1
0
∂yw∂swyϕ(y, s)dy +Σ
1
3(s) + Σ
2
3(s) + Σ
3
3(s) + Σ
4
3(s) + Σ
5
3(s),
20
such that
Σ13(s) =
(N
sb
−
pc + 1
2(pc − 1)
) 1
sb
∫ 1
0
w2ϕ(y, s)dy,
Σ23(s) =
b
s2b+1
∫ 1
0
w∂sw log(1− y
2)ϕ(y, s)dy,
Σ33(s) =
( b
s
−N +
pc + 3
2sb
) 1
sb
∫ 1
0
w∂swϕ(y, s)dy,
Σ43(s) =
4
s2b
∫ 1
0
w∂sw
y2ϕ(y, s)
1− y2
dy −
2
s3b
∫ 1
0
w2
y2ϕ(y, s)
1− y2
dy,
Σ53(s) = −
e
−2pcs
pc−1
sb
∫ 1
0
wf(e
2s
pc−1w)ϕ(y, s)dy +
pc + 3
2sb
e
−2(pc+1)s
pc−1
∫ 1
0
F (e
2s
pc−1w)ϕ(y, s)dy.
We are going now to estimate each of these last five terms, the Cauchy-Schwarz inequality
implies that
Σ23(s) ≤ −
b
s2b+1
∫ 1
0
w2 log(1− y2)ϕ(y, s)dy +Σ22(s). (3.17)
Combining the Young inequality with (3.8) and (3.17), we obtain for all ε1 ∈ (0,
1
2 )
Σ23(s) ≤
C
s2b
∫ 1
0
(∂sw)
2ϕ(y, s)dy −
b
s2b+1
∫ 1
0
|w|pc+1 log(1− y2)ϕ(y, s)dy
+Ce−
pc−1
32b
s
∫ 1
0
(∂sw)
2
1− y2
yN−1(1− y2)ε1dy +
C
s2b+1
. (3.18)
Using the fact that for all s ≥ max(s0, 1)
∣∣∣ bs − N + pc+32sb
∣∣∣ ≤ C, we get by virtue of the
Cauchy-Schwarz inequality
Σ33(s) ≤
pc + 7
8sb
∫ 1
0
(∂sw)
2ϕ(y, s)dy +
α(b,N)
sb
∫ 1
0
w2ϕ(y, s)dy. (3.19)
We choose ε = pc−14α(b,N)(pc+1) in (3.10) and according to (3.19), we can deduce that for all
s ≥ max(s0, 1)
Σ33(s) ≤
pc + 7
8sb
∫ 1
0
(∂sw)
2ϕ(y, s)dy +
pc − 1
4(pc + 1)sb
∫ 1
0
|w|pc+1ϕ(y, s)dy +
C
sb
. (3.20)
By the Cauchy-Schwarz inequality, we write for all µ ∈ (0, 1)
Σ43(s) ≤
2
sb
(1− µ)
∫ 1
0
(∂sw)
2 y
2ϕ(y, s)
1− y2
dy +
2µ
(1− µ)s3b
∫ 1
0
w2
y2ϕ(y, s)
1− y2
dy. (3.21)
By exploiting the Hardy-Sobolev inequality (A.1), we get
∫ 1
0
w2
y2ϕ(y, s)
1− y2
dy ≤ s2b
∫ 1
0
(∂yw)
2ϕ(y, s)(1 − y2)dy +Nsb
∫ 1
0
w2ϕ(y, s)dy, (3.22)
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from (3.21), (3.22) and if we choose µ = pc−1
pc+15
, we conclude that
Σ43(s) ≤
32
(pc + 15)sb
∫ 1
0
(∂sw)
2 y
2ϕ(y, s)
1− y2
dy +
N(pc − 1)
8s2b
∫ 1
0
w2ϕ(y, s)dy
+
pc − 1
8sb
∫ 1
0
(∂yw)
2ϕ(y, s)(1 − y2)dy. (3.23)
By (3.23), we can see easly that:
Σ13(s) + Σ
4
3(s) ≤
32
(pc + 15)sb
∫ 1
0
(∂sw)
2 y
2ϕ(y, s)
1− y2
dy +
pc − 1
8sb
∫ 1
0
(∂yw)
2ϕ(y, s)(1 − y2)dy
+
(C
sb
−
pc + 1
2(pc − 1)
) 1
sb
∫ 1
0
w2ϕ(y, s)dy. (3.24)
Finally, we estimate Σ53(s) by using inequality (3.6)
Σ53(s) ≤
C
sa+b
∫ 1
0
|w|pc+1ϕ(y, s)dy +
C
sb
. (3.25)
Combining (3.16), (3.18), (3.20), (3.24) and (3.25), we obtain
d
ds
(J(w(s), s)) ≤
pc + 3
2sb
K(w(s), s) +
32
(pc + 15)sb
∫ 1
0
(∂sw)
2 y
2ϕ(y, s)
1− y2
dy
−
2
sb
∫ 1
0
∂yw∂swyϕ(y, s)dy −
pc − 1
8sb
∫ 1
0
(∂yw)
2(1− y2)ϕ(y, s)dy
−
b
s2b+1
∫ 1
0
|w|pc+1 log(1− y2)ϕ(y, s)dy
+ Ce−
pc−1
32b
s
∫ 1
0
(∂sw)
2
1− y2
yN−1(1− y2)ε1dy
+
(C
sb
−
pc + 7
8
) 1
sb
∫ 1
0
(∂sw)
2ϕ(y, s)dy
+
(C
sb
−
pc + 1
2(pc − 1)
) 1
sb
∫ 1
0
w2ϕ(y, s)dy
+
(C
sa
−
pc − 1
4(pc + 1)
) 1
sb
∫ 1
0
|w|pc+1ϕ(y, s)dy +
C
sb
.
We choose S3 ≥ S2 such that we have ∀ s ≥ max(S3, s0)
C
sb
−
pc + 7
16
≤ 0,
C
sb
−
pc + 1
2(pc − 1)
≤ 0,
C
sa
−
pc − 1
8(pc + 1)
≤ 0,
which ends the proof of Lemma 3.3.
Lemmas 3.2 and 3.3 allows to prove Proposition 3.1.
Proof of Proposition 3.1: Combining Lemmas 3.2 and 3.3 we can deduce that for all
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s ≥ max(S3, s0) and ε1 ∈ (0,
1
2)
d
ds
(K(w(s), s)) ≤
pc + 3
2sb
K(w(s), s)−
2(pc − 1)
(pc + 15)sb
∫ 1
0
(∂sw)
2 y
2ϕ(y, s)
1− y2
dy
−
pc − 1
16sb
∫ 1
0
(∂yw)
2(1− y2)ϕ(y, s)dy
+Ce−
pc−1
32b
s
∫ 1
0
(∂sw)
2
1− y2
yN−1(1− y2)ε1dy + Ce−
pc−1
16b
s
∫ 1
0
(∂yw)
2yN−1dy
+
( C
sa−b
−
pc − 1
8(pc + 1)
) 1
sb
∫ 1
0
|w|pc+1ϕ(y, s)dy
−
( b
sb
−
1
4(pc + 1)
) 1
sb+1
∫ 1
0
|w|pc+1 log(1− y2)ϕ(y, s)dy +
C
sb
.
If we choose S4 ≥ S3 large enough so that ∀ s ≥ max(S4, s0) we have
C
sa−b
−
pc − 1
16(pc + 1)
≤ 0,
b
sb
−
1
4(pc + 1)
≤ 0,
this gives rise to
d
ds
(K(w(s), s)) ≤
pc + 3
2sb
K(w(s), s)−
2(pc − 1)
(pc + 15)sb
∫ 1
0
(∂sw)
2 y
2ϕ(y, s)
1− y2
dy (3.26)
−
pc − 1
16sb
∫ 1
0
(∂yw)
2(1− y2)ϕ(y, s)dy −
pc − 1
16(pc + 1)sb
∫ 1
0
|w|pc+1ϕ(y, s)dy
+Ce−
pc−1
32b
s
∫ 1
0
(∂sw)
2
1− y2
yN−1(1− y2)ε1dy + Ce−
pc−1
16b
s
∫ 1
0
(∂yw)
2yN−1dy +
C
sb
.
Recalling that
L(w(s), s) = exp
( pc + 3
2(b− 1)sb−1
)
K(w(s), s) +
σ
sb−1
with b ∈ (1, a),
a derivative in time of the expression of L(w(s), s) give birth to the following equality:
d
ds
(L(w(s), s)) = −
pc + 3
2sb
exp
( pc + 3
2(b− 1)sb−1
)
K(w(s), s)
+ exp
( pc + 3
2(b− 1)sb−1
) d
ds
(K(w(s), s)) −
σ(b− 1)
sb
.
Since, for all s ≥ max(S4, s0), we have 1 ≤ exp
(
pc+3
2(b−1)sb−1
)
≤ exp
(
pc+3
2(b−1)
)
and by
exploiting equation (3.26), we can see
d
ds
(L(w(s), s)) ≤ −
2(pc − 1)
(pc + 15)sb
∫ 1
0
(∂sw)
2 y
2ϕ(y, s)
1− y2
dy −
pc − 1
16(pc + 1)sb
∫ 1
0
|w|pc+1ϕ(y, s)dy
−
pc − 1
16sb
∫ 1
0
(∂yw)
2(1− y2)ϕ(y, s)dy + Ce−
pc−1
16b
s
∫ 1
0
(∂yw)
2yN−1dy
+Ce−
pc−1
32b
s
∫ 1
0
(∂sw)
2
1− y2
yN−1(1− y2)ε1dy +
C − σ(b− 1)
sb
.
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We integrate now between s and s+ 1:
L(w(s + 1), s + 1)− L(w(s), s) ≤ −
pc − 1
16(pc + 1)(2s)b
∫ s+1
s
∫ 1
0
|w(y, τ)|pc+1ϕ(y, τ)dydτ
−
2(pc − 1)
(pc + 15)(2s)b
∫ s+1
s
∫ 1
0
(∂sw(y, τ))
2 y
2ϕ(y, τ)
1− y2
dydτ
−
pc − 1
16(2s)b
∫ s+1
s
∫ 1
0
(∂yw)
2(1− y2)ϕ(y, τ)dydτ (3.27)
+Ce−
pc−1
32b
s
∫ s+1
s
∫ 1
0
(∂sw)
2
1− y2
yN−1(1− y2)ε1dydτ︸ ︷︷ ︸
I1(s)
+Ce−
pc−1
16b
s
∫ s+1
s
∫ 1
0
(∂yw)
2yN−1dydτ︸ ︷︷ ︸
I2(s)
+
C − σ(b− 1)
sb
.
To end the proof of Proposition 3.1 we need just to estimate I1(s) and I2(s).
According to inequality (1.8) in Theorem 1, we choose ε1 =
pc−1
(pc+3)32b
∈ (0, 12), to deduce
that:
I1(s) ≤ Ce
− pc−1
64b
s ≤
C
sb
, (3.28)
and we choose η = pc−1(pc+3)16b in (1.9) of Theorem 1, to deduce that
I2(s) ≤ Ce
− pc−1
32b
s ≤
C
sb
. (3.29)
We combine (3.27), (3.28) and (3.29) to obtain the following inequality
L(w(s + 1), s + 1)− L(w(s), s) ≤ −
pc − 1
16(2s)b
∫ s+1
s
∫ 1
0
(∂yw)
2(1− y2)ϕ(y, τ)dydτ
−
2(pc − 1)
(pc + 15)(2s)b
∫ s+1
s
∫ 1
0
(∂sw(y, τ))
2 y
2ϕ(y, τ)
1− y2
dydτ
−
pc − 1
16(pc + 1)(2s)b
∫ s+1
s
∫ 1
0
|w(y, τ)|pc+1ϕ(y, τ)dydτ
+
C − σ(b− 1)
sb
,
finally, we choose λ1 = min(
pc−1
16(pc+1)2b
, pc−1
(pc+15)2b−1
, pc−1
24+b
) = pc−1
16(pc+1)2b
and σ large enough
so that C − σ(b − 1) ≤ 0, to deduce that for all s ≥ max(S4, s0) inequality (3.4) holds.
This ends the proof of the first point (3.4) of Proposition 3.1.
To end the proof of the last point of Proposition 3.1, we refer the reader to [22]. Let us
mention that our proof strongly relies on the fact that pc ≡ 1 +
4
N−1 < 1 +
4
N−2 .
3.2 An exponential bound to the time average of the Lpc+1 norm of w
with singular weight
In this subsection we prove Proposition 3 which allows to prove (iii) of Theorem 4 where
we use essentially the Pohozaev identity. To do that, we need to introduce for all η ∈ (0, 1)
24
the following new functional Nη(w(s)) defined by:
Nη(w(s)) =
∫ 1
0
(
(y∂yw)
2 + y∂yw∂sw
)
Ψη(y)dy, (3.30)
with
Ψη(y) = y
N−1(1− y2)η. (3.31)
We begin by estimating the time derivative of Nη(w(s)) in the following lemma:
Lemma 3.4 For all η ∈ (0, 1), we have for all s ≥ max(s0, 1)
d
ds
(Nη(w(s))) =
N − 2
2
∫ 1
0
(∂yw)
2Ψη(y)dy + (η −
N
2
)
∫ 1
0
(y∂yw)
2Ψη(y)dy (3.32)
−
N
2
∫ 1
0
(∂sw)
2Ψη(y)dy + η
∫ 1
0
(∂sw)
2 y
2Ψη(y)
1− y2
dy
−
2(pc + 1)
(pc − 1)2
∫ 1
0
y∂ywwΨη(y)dy −
pc + 3
pc − 1
∫ 1
0
y∂yw∂swΨη(y)dy
−
N
pc + 1
∫ 1
0
|w|pc+1Ψη(y)dy +
2η
pc + 1
∫ 1
0
|w|pc+1
y2Ψη(y)
1− y2
dy
−Ne
−2(pc+1)s
pc−1
∫ 1
0
F (e
2s
pc−1w)Ψη(y)dy + 2ηe
−2(pc+1)s
pc−1
∫ 1
0
F (e
2s
pc−1w)
y2Ψη(y)
1− y2
dy,
where Ψη(y) is defined in (3.31).
Proof: Note that Nη(w(s)) is a differentiable function for all s ≥ s0, we have
d
ds
(Nη(w(s))) = 2
∫ 1
0
∂yw∂
2
y,sw
2y2Ψη(y)dy
+
∫ 1
0
(
y∂yw∂
2
sw + y∂
2
y,sw∂sw
)
Ψη(y)dy. (3.33)
Since we see from integration by parts that
∫ 1
0
y∂2y,sw∂swΨη(y)dy = −
N
2
∫ 1
0
(∂sw)
2Ψη(y)dy + η
∫ 1
0
(∂sw)
2 y
2Ψη(y)
1− y2
dy.
Combining this equality with (3.33) to write
d
ds
(Nη(w(s))) = −
N
2
∫ 1
0
(∂sw)
2Ψη(y)dy + η
∫ 1
0
(∂sw)
2 y
2Ψη(y)
1− y2
dy
+
∫ 1
0
y∂yw(∂
2
sw + 2y∂
2
y,sw)Ψη(y)dy. (3.34)
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By using (1.14) and integrating by parts we have
d
ds
(Nη(w(s))) = −
N
2
∫ 1
0
(∂sw)
2Ψη(y)dy + η
∫ 1
0
(∂sw)
2 y
2Ψη(y)
1− y2
dy
+
∫ 1
0
y∂yw∂y(Ψη(y)(1 − y
2)∂yw)dy + 2η
∫ 1
0
(y∂yw)
2Ψη(y)dy
−
2(pc + 1)
(pc − 1)2
∫ 1
0
y∂ywwΨη(y)dy +
∫ 1
0
y∂yw|w|
pc−1wΨη(y)dy
−
pc + 3
pc − 1
∫ 1
0
y∂yw∂swΨη(y)dy + e
−2pcs
pc−1
∫ 1
0
y∂ywf(e
2s
pc−1w)Ψη(y)dy.
Some simple integration by parts ends the proof of Lemma 3.4.
Now, we are able to deduce Proposition 3.
Proof of Proposition 3: Let s ≥ max(S5, s0), s3 = s3(s) ∈ [s− 1, s] and
s4 = s4(s) ∈ [s+ 1, s+ 2] to be chosen later. From Lemma 3.4 we can see:
2η
pc + 1
∫ s+1
s
∫ 1
0
|w|pc+1
Ψη(y)
1− y2
dydτ ≤C
∫ s4
s3
∫ 1
0
(
(y∂yw)
2 + (∂sw)
2 + |w|pc+1
)
Ψη(y)dydτ
+R1(s) + C
(
R2(s) +R3(s) +R4(s)
)
, (3.35)
with
R1(s) = Nη(w(s4))−Nη(w(s3)),
R2(s) =
∫ s4
s3
∫ 1
0
y|∂yw||w|Ψη(y)dydτ,
R3(s) =
∫ s4
s3
∫ 1
0
y|∂yw||∂sw|Ψη(y)dydτ,
R4(s) =
∫ s4
s3
e
−2(pc+1)τ
pc−1
(∫ 1
0
|F (e
2τ
pc−1w)|Ψη(y)dy +
∫ 1
0
|F (e
2τ
pc−1w)|
y2Ψη(y)
1− y2
dy
)
dτ.
Now, we control all the terms on the right-hand side of the relation (3.35). Note that, by
the expression (3.30) of Nη(w(s)) and using the Cauchy-Schwarz inequality, we can write
−Nη(w(s3)) ≤
∫ 1
0
(∂sw(s3))
2yN−1dy. (3.36)
By using the mean value theorem, let us choose s3 = s3(s) ∈ [s− 1, s] such that
∫ s
s−1
∫ 1
0
(∂sw(τ))
2yN−1dydτ =
∫ 1
0
(∂sw(s3))
2yN−1dy. (3.37)
In view of Theorem 1, (3.36) and (3.37) we write
−Nη(w(s3)) ≤ Ce
η
pc+3
2
s. (3.38)
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From (3.30) and the fact that ab ≤ a2 + b2, we write
Nη(w(s4)) ≤ C
∫ 1
0
(
(∂sw(s4))
2 + (y∂yw(s4))
2
)
yN−1dy. (3.39)
Similarly, by using the mean value theorem, we choose s4 = s4(s) ∈ [s+1, s+2] such that
∫ 1
0
(
(∂sw(s4))
2 + (y∂yw(s4))
2
)
y
N−1dy =
∫ s+2
s+1
∫ 1
0
(
(∂sw(τ ))
2 + (y∂yw(τ ))
2
)
y
N−1dydτ. (3.40)
Theorem 1, (3.39) and (3.40) implies that
Nη(w(s4)) ≤ Ce
η
pc+3
2
s. (3.41)
By combining (3.38) and(3.41), we deduce that
R1(s) ≤ Ce
η
pc+3
2
s. (3.42)
By the Cauchy-Schwarz and the Young inequality, we can see that
R2(s) ≤ C
∫ s4
s3
∫ 1
0
(y∂yw)
2Ψη(y)dydτ + C
∫ s4
s3
∫ 1
0
|w|pc+1Ψη(y)dydτ + C.
We use again the Cauchy-Schwarz inequality, we obtain:
R3(s) ≤ C
∫ s4
s3
∫ 1
0
(y∂yw)
2Ψη(y)dydτ + C
∫ s4
s3
∫ 1
0
(∂sw)
2Ψη(y)dydτ.
Since s3 ∈ [s− 1, s] and s4 ∈ [s + 1, s + 2], from Theorem 1 we obtain
R2(s) +R3(s) ≤ Ce
η
pc+3
2
s. (3.43)
Finally, it remains only to control the term R4(s). Clearly this term verifies the following
equality
R4(s) =
∫ s4
s3
e
−2(pc+1)τ
pc−1
∫ 1
0
|F (e
2τ
pc−1w)|
Ψη(y)
1 − y2
dydτ,
Similarly to (2.10), we can write
R4(s) ≤ C
∫ s4
s3
e
−2(pc+1)τ
pc−1
∫ 1
0
Ψη(y)
1− y2
dydτ +
C
sa
∫ s4
s3
∫ 1
0
|w|pc+1
Ψη(y)
1− y2
dydτ. (3.44)
We can remark that there exists S6 ≥ S5 such that for all s ≥ max(S6, s0) we have
R4(s) ≤ C +
η
pc + 1
∫ s4
s3
∫ 1
0
|w|pc+1
Ψη(y)
1− y2
dydτ. (3.45)
Now, we are able to conclude the proof of Proposition 3. By combining (3.35), (3.42),
(3.43) and (3.45) with Theorem 1 we get the desired estimate (1.15).
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3.3 Proof of Theorem 4
We define the following time
t1(0) = max(T (0)− e
−S5 , 0). (3.46)
Since b ∈ (1, a), according to the Proposition 3.1, we obtain the following corollary which
summarizes the principle properties of K(w(s), s).
Corollary 3.5 (Estimate on K(w(s), s)). For all b ∈ (1, a), there exists t1(0) ∈
[0, T (0)) such that, for all T0 ∈ (t1(0), T (0)], for all s ≥ − log(T0 − t1(0)) and y ∈ (0, 1)
we have
−C ≤ K(w(s), s) ≤
(
θ +K(w(s0), s0)
)
sb,
∫ s+1
s
∫ 1
0
(∂sw(y, τ))
2 y
2ϕ(y, τ)
1− y2
dydτ ≤ C
(
θ +K(w(s0), s0)
)
sb,
∫ s+1
s
∫ 1
2
0
|w(y, τ)|pc+1dydτ +
∫ s+1
s
∫ 1
2
0
|∂yw(y, τ)|
2dydτ ≤ C
(
θ +K(w(s0), s0)
)
sb,
where w = w0,T0 is defined in (1.13).
Remark 6 Using the definition (1.13) of w = w0,T0 , we write easily
Cθ + CK(w(s0), s0) ≤ K0,
where K0 = K0
(
η, T0−t1(0), ‖(u(t1(0)), ∂tu(t1(0)))‖H1×L2((−T0−t1(0)
δ0(0)
,
T0−t1(0)
δ0(0)
))
)
and δ0(0) ∈
(0, 1) is defined in (1.3).
Proof of Theorem 4: For the deduction of the proof of Theorem 4, we proceed in two steps
the first one is devoted to conclude items (i) and (ii) of Theorem 4 which is similar to
the deduction of Theorem 1. The second step is devoted to the deduction of item (iii) of
Theorem 4 which is different to items (i) and (ii) where we use Proposition 3 and 3.1.
Proof of items (i) and (ii) of Theorem 4: Note that the estimate on the space-time
L2 norm of ∂sw was already proved in Corollary 3.5. Thus we focus on the space-time
Lpc+1 norm of w and L2 norm of ∂yw. This estimate proved in Corollary 3.5 but just for
the space-time Lpc+1 norm of w and L2 norm of ∂yw in (0,
1
2). To extend this estimate
from (0, 12) to (0, 1) we refer the reader to Merle and Zaag [37] (unperturbed case) and
Hamza and Zaag [19] (perturbed case), where they introduce a new covering argument to
extend the estimate of any known space Lq norm of w, ∂sw, or ∂yw, from (0,
1
2) to (0, 1).
Proof of item (iii) of Theorem 4: Our concern now is to prove (iii) of Theorem 4,
to do that, we divide the interval (0, 1) into two parts:
B3(s) = {y ∈ (0, 1) | 1− y
2 ≤ e−s} and B4(s) = {y ∈ (0, 1) | 1− y
2 > e−s}.
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On the one hand, if y ∈ B3(s),
∫ s+1
s
∫
B3(s)
|w|pc+1yN−1dydτ ≤ e−ε2s
∫ s+1
s
∫
B3(s)
|w|pc+1
(1− y2)ε2
yN−1dydτ
≤ e−ε2s
∫ s+1
s
∫ 1
0
|w|pc+1
(1− y2)ε2
yN−1dydτ, (3.47)
for all ε2 ∈ (0, 1).
We are now in position to apply Proposition 3, to get
∫ s+1
s
∫
B3(s)
|w|pc+1yN−1dydτ ≤ Ce−ε2se(1−ε2)
pc+3
2
s, (3.48)
now we combine (3.47), (3.48) and we choose ε2 =
pc+3
pc+5
∈ (0, 1), we deduce that
∫ s+1
s
∫
B3(s)
|w|pc+1yN−1dy ≤ C. (3.49)
On the other hand, if y ∈ B4(s), by using the following equality
∫ s+1
s
∫
B4(s)
|w|pc+1yN−1dydτ =
∫ s+1
s
∫
B4(s)
|w|pc+1
ϕ(y, s)
(1− y2)
1
sb
dydτ,
the fact that, for all y ∈ B4(s) we have
1
(1−y2)
1
sb
≤ C, and Proposition 3.1 we write
∫ s+1
s
∫
B4(s)
|w|pc+1yN−1dydτ ≤ C
∫ s+1
s
∫ 1
0
|w|pc+1ϕ(y, s)dydτ ≤ Csb. (3.50)
Inequality (3.49) and (3.50) gives rise to (iii) of Theorem 4.
4 Proof of Theorem 6
This section is devoted to conclude the proof of Theorem 6 when a > 2 and U is a radial
blow-up solution of (1.1).
Firstly, according to the change of variable (1.13) we write equation (1.14) in the following
form:
∂2sw =
1
yN−1
∂y(y
N−1(1− y2)∂yw)−
2(pc + 1)
(pc − 1)2
w + |w|pc−1w
−
pc + 3
pc − 1
∂sw − 2y∂
2
y,sw + e
−2pcs
pc−1 f(e
2s
pc−1w). (4.1)
Secondly, we introduce the following functional:
H0(w(s), s) = E0(w(s), s) +
1
s
a−b−1
2
, with a > 2 b ∈ (1, a) (4.2)
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and
E0(w(s), s) =
∫ 1
0
(1
2
(∂sw)
2 +
1
2
(∂yw)
2(1− y2) +
pc + 1
(pc − 1)2
w2 −
1
pc + 1
|w|pc+1
)
yN−1dy
−e
−2(pc+1)s
pc−1
∫ 1
0
F (e
2s
pc−1w)yN−1dy. (4.3)
This section is divided into two parts:
• Based upon Theorem 4, we prove that H0(w(s), s) is a Lyapunov functional for
equation (4.1), which allows to give a blow up criterion for this equation.
• Finally, we conclude Theorem 6 when a > 2 which is the main goal of this paper.
4.1 A Lyapunov functional for equation (4.1)
We begin this subsection by the following lemma:
Lemma 4.1 For all b ∈ (1, a), we have for all s ≥ − log(T (0)− t1(0))
d
ds
(E0(w(s), s)) = −(∂sw(1, s))
2 +Σ4(s), (4.4)
with
Σ4(s) ≤
C
sa
∫ 1
0
|w|pc+1yN−1dy + Ce
− pc+1
pc−1
s
.
Proof: Multiplying (4.1) by ∂swy
N−1 and we integrate over (0, 1), we obtain (4.4) with
Σ4(s) =
2(pc + 1)
pc − 1
e
−
2(pc+1)s
pc−1
∫ 1
0
F (e
2s
pc−1w)yN−1dy −
2e
−
2pcs
pc−1
pc − 1
∫ 1
0
wf(e
2s
pc−1w)yN−1dy. (4.5)
Inequality (2.10) induces to
Σ4(s) ≤
C
sa
∫ 1
0
|w|pc+1yN−1dy + Ce−
pc+1
pc−1
s
. (4.6)
According to (4.5) and (4.6) we get the result.
With Lemma 4.1 and Theorem 4 we are in position to prove that H0(w(s), s) is a
Lyapunov functional for equation (4.1).
Proposition 4.2 For all b ∈ (1, a), there exists S7 ≥ S6, such that H0(w(s), s) defined in
(4.2) satisfies for all s ≥ max(S7,− log(T0 − t1(0)))
H0(w(s + 1), s + 1)−H0(w(s), s) ≤ −
∫ s+1
s
(∂sw(1, τ))
2dτ,
where w = w0,T0 defined in (1.13). Moreover, there exists S8 ≥ S7 such that, for all
s ≥ max(S8, s0) we have H0(w(s), s) ≥ 0.
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Proof: By using the expression (4.2) of H0(w(s), s), we obtain:
H0(w(s + 1), s + 1)−H0(w(s), s) = E0(w(s + 1), s + 1)− E0(w(s), s)
+
1
(s+ 1)
a−b−1
2
−
1
s
a−b−1
2
. (4.7)
The idea is to apply the Mean Value theorem to the function x 7−→ 1
x
a−b−1
2
, which is
a function of class C∞ (x ≥ 1), between s and s + 1, so we can say that there exists a
constant γ ∈]0, 1[ such that:
1
(s+ 1)
a−b−1
2
−
1
s
a−b−1
2
= −
a− b− 1
2(s + γ)
a−b+1
2
.
The simple fact that γ ∈]0, 1[ and s ≥ 1, implies:
−
a− b− 1
2(s+ γ)
a−b+1
2
< −
C
(s+ 1)
a−b+1
2
≤ −
C
s
a−b+1
2
. (4.8)
The identity (4.7) and inequality (4.8) induces to the following inequality:
H0(w(s + 1), s + 1)−H0(w(s), s) ≤ E0(w(s + 1), s + 1)− E0(w(s), s) −
C
s
a−b+1
2
. (4.9)
From Lemma 4.1 and inequality (4.9), we get
H0(w(s + 1), s + 1)−H0(w(s), s) ≤ −
∫ s+1
s
(∂sw(1, τ))
2dτ + Ce−
pc+1
pc−1
s
+
C
sa
∫ s+1
s
∫ 1
0
|w|pc+1yN−1dydτ −
C
s
a−b+1
2
.
Besides, from item (iii) of Theorem 4 and the fact that when s is large we have
e
− pc+1
pc−1
s
≤ C
sa−b
, we write
H0(w(s + 1), s + 1)−H0(w(s), s) ≤ −
∫ s+1
s
(∂sw(1, τ))
2dτ +
C
sa−b
−
C
s
a−b+1
2
.
As we mentionned above, the fact that we fix a > 2 we can choose b = a2 > 1 then write:
H0(w(s + 1), s + 1)−H0(w(s), s) ≤ −
∫ s+1
s
(∂sw(1, τ))
2dτ +
C
s
a
2
−
C
s
a+2
4
= −
∫ s+1
s
(∂sw(1, τ))
2dτ +
( C
s
a−2
4
− C
) 1
s
a+2
4
.
The fact that a−24 > 0 allows us to choose S7 ≥ S6 such that we have
C
s
a−2
4
−C ≤ 0 to get
Proposition 4.2. To end the proof of the last point of Proposition 4.2, we refer the reader
to [3].
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4.2 Boundedness of the solution in similarity variables
We prove Theorem 6 here for a > 2. Note that the lower bound follows from the finite
speed of propagation and the wellposedness in H1 × L2. For a detailed argument in the
similar case of equation (1.4), (see Lemma 3.1 p.1136 in [37]).
We define the following time
t2(0) = max(T (0) − e
−S8 , 0).
For some T0 ∈ (t2(0), T (0)], for all r ∈ R
+ is such that r ≤ T0−t2(0)
δ0(0)
, where δ0 is de-
fined in (1.3), then we write w instead of w0,T0 defined in (4.1). We aim at bounding
‖(w, ∂sw)(s)‖H1×L2 for s large.
Corollary 4.3 For all s ≥ − log(T0 − t2(0)), it holds that
−C ≤ E0(w(s), s) ≤ K,∫ s+1
s
(∂sw(1, τ))
2dτ ≤ K,
∫ s+1
s
∫ 1
0
(
∂sw(y, τ) − λ(τ, s)w(y, τ)
)2
yN−1dydτ ≤ K,
where 0 ≤ λ(τ, s) ≤ C, K = K(T0, ‖(u(t2(0)), ∂tu(t2(0))‖H1×L2((−T0−t2(0)
δ0(0)
,
T0−t2(0)
δ0(0)
))
), C > 0
and δ0(0) is defined in (1.3).
Proof: As in [19], from Proposition 4.2 we get the first and the second inequality.
For the proof of the last inequality the argument is the same as in the corresponding part,
(see Proposition 4.2 p.1147 in [37]).
The proof of Theorem 6 is similar to the one in the unperturbed case treated by Merle
and Zaag in [35] and [36] and also used by Hamza and Zaag in [18], [19] and Hamza
and Saidi [22]. To be accurate and concise in our results, there is an analogy between the
exponential smallness exploited in [19] by Hamza and Zaag and the polynomial smallness
used here, the unique difference lays in the treatement of the perturbed term which is
treated by Hamza and Saidi [22]. Which close the proof of Theorem 6.
A The Hardy-Sobolev inequality
In this part we are going to prove the following inequality
∫
B
h2
|y|2ρη
1− |y|2
dy ≤
1
η2
∫
B
|∇h|2(1− |y|2)ρηdy +
N
η
∫
B
h2ρηdy. (A.1)
Proof: Some computations give
y.∇ρη = −2η
|y|2ρη
1− |y|2
,
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which implies that ∫
B
h2
|y|2ρη
1− |y|2
dy = −
1
2η
∫
B
h2y.∇ρηdy.
If we integrate by part we see:∫
B
h2
|y|2ρη
1− |y|2
dy =
1
2η
(
N
∫
B
h2ρηdy + 2
∫
B
h∇h.yρηdy
)
.
According to the Cauchy-Schwarz inequality
∣∣∣
∫
B
h∇h.yρηdy
∣∣∣ ≤ (
∫
B
|∇h|2ρη(1− |y|
2)dy
) 1
2
( ∫
B
h2
|y|2ρη
1− |y|2
dy
) 1
2
≤
1
ε
∫
B
|∇h|2ρη(1− |y|
2)dy + ε
∫
B
h2
|y|2ρη
1− |y|2
dy,
for any ε > 0. We can deduce that∫
B
h2
|y|2ρη
1− |y|2
dy ≤
1
2η
(2
ε
∫
B
|∇h|2ρη(1− |y|
2)dy + 2ε
∫
B
h2
|y|2ρη
1− |y|2
dy +N
∫
B
h2ρηdy
)
.
Finally if we choose ε = η2 , we show that (A.1) holds.
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