An ultralight scalar field is a candidate for the dark matter. The ultralight scalar dark matter with mass around 10 −23 eV induces oscillations of the pulse arrival time in the sensitive frequency range of the pulsar timing arrays. We search for the ultralight scalar dark matter using the North American Nanohertz Observatory for Gravitational Waves 11-year Data Set. As a result of the Bayesian analysis, no significant evidence for the presence of the ultralight scalar dark matter is found. Therefore, the 95% confidence upper limit is given to the signal induced by the ultralight scalar dark matter. In comparison with the published Bayesian upper limits on the amplitude of the ultralight scalar dark matter obtained by Bayesian analysis using the Parkes Pulsar Timing Array 12-year data set (Porayko et al. 2018), we find three times stronger upper limit in the frequency range from 10 −8.34 to 10 −8.19 Hz which corresponds to the mass range from 9.45 × 10 −24 to 1.34 × 10 −23 eV. In terms of the energy density of the dark matter, we find that the energy density near the Earth is less than 7 GeV cm 3 in the range from 10 −8.55 to 10 −8.01 Hz (from 5.83 × 10 −24 to 2.02 × 10 −23 eV). The strongest upper limit on the the energy density is given by 2 GeV cm 3 at a frequency 10 −8.28 Hz (corresponding to a mass 1.09 × 10 −23 eV).
I. INTRODUCTION
The dark matter problem is clearly one of the most important issues in modern cosmology. Recently, motivated by string theory, an ultralight scalar dark matter has been intensively studied [1, 2] . In particular, an ultralight scalar field with mass 10 −23 eV can behave like the cold dark matter (CDM) on cosmological scales and resolve a cusp problem [3, 4] . In this article, we call it simply the fuzzy dark matter (FDM). The FDM can be treated as a classical scalar field because the occupation number of the FDM accounting for the energy density of the dark matter is very large. The main difference between FDM and CDM is that the pressure of the FDM is coherently oscillating, while that of CDM almost vanishes. Khmelnitsky and Rubakov have pointed out that the effect of oscillating pressure might be detected with the pulsar timing arrays (PTAs) [5] . Indeed, the oscillation of the pressure induces the oscillation of the gravitational potential, and as a result, it induces the oscillation of the arrival time of the pulse passing through the gravitational potential. It would be worth noting that there exists experimental duality between gravitational wave and scalar dark matter detections. More precisely, the detection method for gravitational waves is useful for scalar field dark matter, and vice versa. The idea of Khmelnitsky and Rubakov inspired us to use the gravitational wave interferomters for detecting scalar dark matter [6] . Recently, the importance of the reverse direction has been promoted and a novel constraint on GHz gravitational waves was obtained [7] . Hence, it is importnt to investigate thoroughly the duality.
An attempt to search for long wavelength gravitational waves with the PTAs composed of long-term observation of many pulsars was proposed in the articles [8] [9] [10] . Nowadays, the PTAs are most sensitive to the gravitational waves with a few nanohertz frequency. There are three major pulsar timing projects aimed at observing the pulsars and searching for the gravitational waves: the European Pulsar Timing Array (EPTA) [11] , the North American Nanohertz Observatory for Gravitational Waves (NANOGrav) [12] , and the Parkes Pulsar Timing Array (PPTA) [13] . The collaboration of the three projects is called the International Pulsar Timing Array (IPTA) [14] . The point is that we can utilize the PTAs for searching the ultralight scalar dark matter.
Porayko and Postnov [15] gave upper limits for the FDM with the Bayesian analysis using the NANOGrav 5-year Data Set. Moreover, Porayko et al. [16] gave upper limits for the FDM with the Bayesian and the Frequentist analyses using the PPTA 12-year Data Set. In this article, following the previous articles, we search for the FDM by the Bayesian analysis in the time domain using the NANOGrav 11-year Data Set. We quantitatively investigate whether the ultralight scalar dark matter is detectable or not using the Bayesian model selection approach. We clarify the prior dependence of constraints on the amplitude of the FDM and obtain three times stronger constraints on the amplitude of the FDM in the frequency range from 10 −8.34 to 10 −8. 19 Hz. We also discuss how the results of Bayesian analysis depend on the the solar system ephemeris noise in the model describing the observation data. This article is organized as follows. In Section II we describe a model of FDM signal. In Section III we briefly review the Bayesian statistics, and explain how to use it for our analysis. In Section IV we describe the model, the data, and the function used in the Bayesian analysis. In Section V we briefly review the MCMC simulation. In Section VI we describe the analysis of the white noise that is performed before the main analysis. In Section VII we summarize the results of Bayesian analysis using NANOGrav 11-year data set. In particular, we show no evidence of the FDM is obtained and instead we give an upper limit on the amplitude of the FDM. The last Section is devoted to conclusion. In Appendix A we describe how accurately the FDM signal can be detected by the Bayesian analysis using simulated signals. In this article, we will use the units c = ̵ h = 1.
II. FDM SIGNAL
As we mentioned in the introduction, the oscillation of the scalar field with the mass m induces the oscillation of the gravitational potential and the oscillation of the arrival time of the pulse passing through the gravitational potential. The oscillation of the arrival time of the pulse induced by the FDM is given by [17] s(t) = − 1 2π f [Ψ(x e )sin(2π f t + α(x e )) − Ψ(x p )sin(2π
where f = m π is a frequency, D is the distance between the pulsar and the earth, each x e and x p are the position of the Earth and the pulsar, and α denotes the phase. Here, we used the gravitational potential
where ρ(x) is the energy density of the dark matter. Therefore, the signal of the FDM can be observed as the periodic signal with the frequency determined by the mass of the FDM. The parameters used in the Bayesian estimation are defined as follows:
3)
where we auumed Ψ ≡ Ψ(x e ) = Ψ(x p ) and defined
Here, since we do not aim to estimate the distance, we put together the phase α(x p ) and the distance D. In fact, the distance has an uncertainty of tens to hundreds of parsec currently that is too large to determine the phase [18] . Since, as is mentiond in the article [16] , the distance between the Earth and the pulsar D is not so large, it is reasonable to assume that the amplitudes at the earth Ψ(x e ) and the pulsar Ψ(x p ) are equal. Regarding the numerical value of Ψ, we have Ψ ≃ 6.48 × 10 where ρ = 0.4Gev cm 3 is the estimated energy density of the dark matter at the position of the Earth [19] .
III. BAYESIAN PARAMETER ESTIMATION AND MODEL COMPARISON
In this section we review the Bayesian parameter estimation and the model comparison. For further details about the Bayesian data analysis, see for example [20] [21] [22] .
The purpose of the Bayesian parameter estimation is to estimate the posterior probability distribution p(θ D) of the parameters θ given the data D. Having the observed data, we can update our belief about the parameters using Bayes' rule, namely
In the above expression, the posterior probability distribution is interpreted as the strength of belief in the parameters based on the data, and p(θ ) is the prior probability distribution, which is interpreted as the strength of belief in the parameters without the data. Then p(D θ ) is the likelihood function, which is the probability of the data given the parameters. Lastly, p(D) is the evidence, which is the probability of the data. Using the law of total probability, the evidence is given by
where Ω denotes the parameter space. For the purpose of the parameter estimation, the evidence can be regarded as a normalization constant, because it does not involve the parameter. It is reasonable to explicitly include in Eq. (3.1) the model M which assigns a meaning to the parameters. Given a model, we can rewrite Eq. (3.1):
where
More generally, considering a hierarchical model in which the parameters depend on the parameters, the prior probability distribution becomes p(θ ,η M), where η is called as a hyperparameter which is the parameter of the parameter θ . Applying the product rule for the conditional probability, the prior probability distribution can be written as
Then, using Bayes' rule Eq. (3.3), the posterior probability distribution would be written as
The above equation tells us that the hyperparameter only affects the posterior probability distribution through parameters, that is, the likelihood function does not depend on the hyperparameter. Although the model used in this study contains many parameters and hyperparameters, we are interested in only the amplitude of the FDM. Therefore, the posterior probability distribution is integrated over the parameters and the hyperparameters except for the amplitude of the FDM:
where θ θ θ ′ is the vector which denotes the parameters except for the amplitude of the FDM, η η η is the vector which denotes the hyperparameters, and Ω ′ denotes the parameter space for θ θ θ ′ and η η η. This procedure is called marginalization. Using the posterior probability distribution for the amplitude of the FDM, we define the upper limit R by
The above equation means that the probability that the amplitude of the FDM is less than or equal to R is 95%. The purpose of parameter estimation in this article is to obtain this upper limit R. It is not practical to calculate the posterior probability distribution for a lot of parameters, because the multiple integration of the denominator is generally difficult. Even if one can calculate the posterior distribution, one must calculate an integral like Eq. (3.7) to discuss the probability of a specific parameter. One way to avoid these problems is to use Markov Chain Monte Carlo (MCMC) method to generate samples from the posterior probability distribution instead of calculating the posterior probability distribution itself. Since the unnormalized posterior probability distribution is used in MCMC, we do not need to calculate the normalization constant, that is, the evidence. In order to discuss a specific parameter after using the MCMC method, we simply select the samples of the parameter from the derived samples.
Analogous to the parameter estimation, we can also update our belief about the the model through the data with the Bayes' rule:
If we have two competing models M 1 and M 2 , for the Bayesian model comparison, it is often considered the ratio of Eq. (3.4) of two models. The ratio
is called the odds ratio and the first ratio on the right-hand side is the prior odds ratio and the second ratio is the Bayes factor. The purpose of the model comparison procedures is to calculate the Bayes factor according to Eq. (3.4), and therefore the evidence becomes critically important unlike in the case of the parameter estimation. However, as described in the following paragraph, if two models compared are nested models, it is not necessary to calculate Eq. (3.4). The Table I gives the interpretation of the Bayes factor in terms of the strength of the evidence. The second column of the Table I refers to the probability p(M 1 D) under the assumption that the prior odds ratio is equal to unity: p(M 1 ) = p(M 2 ) = 0.5 [23] [24] [25] . In this article, since we have no prior knowledge of models, we set the prior odds ratio to 1. Therefore we can use the probability of the second column in the Table I. For the nested models where two models contain the common parameters and one model has at least one additional parameter [26] , calculation of the Bayes factor is significantly simplified. We compare the model M 1 in which the parameters include the amplitude of the FDM and the model M 2 in which the amplitude of the FDM is a fixed value Ψ 0 and the other parameters are same as those in the model M 1 . In the case of nested models, we can use the Savege-Dickey density ratio to calculate the Bayes factor [24, [26] [27] [28] , namely,
where we assumed the statistical independence between the amplitude of the FDM and the other parameters given the model M 1 and assumed that the prior probability distribution of the parameters are the same for both models except for the amplitude of the FDM, that is,
From the equation Eq. (3.11), it can be seen that this Bayes factor requires only the prior and the posterior probability distribution for Ψ at Ψ 0 under the model M 1 instead of the evidences of each model. Since the prior probability distribution is given before the parameter estimation and the samples of the posterior probability distribution are obtained from the result of the parameter estimation, it is possible to calculate this Bayes factor immediately after the parameter estimation. Specifically, we calculate Eq. (3.11) for multiple small bins around the fixed value Ψ 0 , then the average is used as the Bayes factor, and the unbiased standard deviation is used as the error bar. In this article, we use the lower limit in the log-uniform distribution for the amplitude of the FDM as the fixed value Ψ 0 . Since this lower limit is sufficiently small, the model M 2 can be regarded as a model with no FDM, and the Bayes factor can be used to know which model, with or without the FDM, is preferred.
IV. BAYESIAN ANALYSIS IN THE TIME DOMAIN
In this section, we explain the data D, the model M, and the parameter θ used in Bayesian analysis, and define the posterior probability distribution p(θ D,M), the likelihood function p(D θ ,M), and the prior probability distribution p(θ M).
A. Data
We used the NANOGrav 11-year data set [18] and chose six pulsars: PSRs J0613-0200, J1012+5307, J1600-3053, J1713+0747, J1744-1134, and J1909-3744. In this dataset, these pulsars have relatively good time-of-arrival (TOA) precision and long observation time, which would be suitable for detecting the signal of the FDM which becomes larger as the frequency becomes lower.
The data D we use for the Bayesian analysis are timing residuals which are calculated by subtracting the timing model from the TOAs [18, 29, 30] . In order to obtain the timing residuals, we use the libstempo 1 which is the PYTHON interface to TEMPO2 2 [31] timing package. 3 For the parameter files which include the timing model parameters and for timing files which include TOAs and the uncertainties of TOAs, we used the identical data set except for the parameter file of PSR J1713+0747. In the parameter file of the PSR J1713+0747, we changed only a parameter EPHEM from DE430 [32] to DE436 [33] , where this parameter specifies which ephemerides to be used. Then we used libstempo to fit the timing parameters of the PSR J1713+0747 and created a new parameter file. We verified that change in ephemeris did not make much difference to the timing parameters. We iterated the parameter fitting five times, which would be sufficient for parameters to converge to certain values. All of our Bayesian analysis was done using this new parameter file of the PSR J1713+0747.
B. Model
Following the paper [30, 34] , the timing residuals δt t t for each pulsar can be written as follows δt t t = s s s + n n n TM + n n n red + n n n SSE + n n n white ,
where these variables are N TOA dimensional vectors and N TOA denotes the number of TOAs of the pulsar. In the Bayesian framework, Eq. (4.1) is the model M for the residuals δt t t which are the data D. Each term on the right-hand side is described below. The first term on the right-hand side s s s is the FDM signal, which is given by Eq. (2.3). The second term n n n TM is the noise due to inaccuracies of the timing model, which is represented by
M M M is a N TOA × N TM design matrix whose rows describe the dependence of the pulsar timing residuals on respective timing model parameters, where N TM is the number of the timing model parameters. ε ε ε is a N TM dimensional vector, which denotes small offset for the timing model parameters. We will refer to this noise as the TM noise. We obtain the design matrix using the TEMPO2 via libstempo, and the timing model parameters used are listed in [18] . The third term n n n red is the red noise for which the power spectral density has most of their power at low frequencies in a given data set. The red noise is known to have achromatic (observing-frequency-independent) and chromatic (observing-frequencydependent) components [35] . The achromatic components are thought to be caused by a random walk in one of the pulsar spin parameters [36] [37] [38] [39] and contributions to TOAs by an asteroid belt around the pulsar [40] . The chromatic components are thought to be caused by the pulse propagating through the ionized interstellar medium if the dispersion measure of the timing model does not describe all this effect [18] . This components therefore would be induced either by diffractive and refractive interstellar effects [35, 41] not included in the timing model or by unmodeled propagation effects. Although the origins of red noise are various, simple power-law spectrum form is often used as the power spectral density. Under the assumption of the stationary Gaussian process, the power spectral density P( f ) can be written as
where f is a red noise frequency, f yr is 1yr −1 , A red is a dimensionless amplitude of the red noise, and γ red is a spectral index of the red noise. Note that this parameterization is the analogy of the power-law model for the stochastic gravitational wave background [42, 43] . In order to improve computational efficiency, the red noise was described by the Fourier series rather than by analytical solution of the covariance matrix calculated from the power spectral density Eq. (4.3) [44] [45] [46] . In particular, by defining red noise with Fourier series expansion, it is possible to use TM noise and red noise in a unified description when analytical marginalization of the posterior probability distribution is performed [30, 47] . We use the same formulation in the next section. Therefore, the red noise in component form is defined as
where n red,i is the red noise at the t i which is i th TOA, a j and b j are the the Fourier series coefficients, N red is a number of frequencies used, T is the total observation time span which is unique for each pulsar. Then like the second term n n n TM , the red noise is represented by n n n red = F F Fa a a (4.5)
where F F F is a N TOA ×2N red matrix which has columns of alternating cosine and sine functions, and a a a is a 2N red dimensional vector which has coefficients corresponding to cosine and sine functions, that is, in a component form,
where k is the number from 1 to 2N red . Assuming the independence of each Fourier series coefficient, the relation between Fourier series coefficients and power spectral density Eq. (4.3) is defined as
where < ... > denotes an ensemble average, ∆ f is a frequency resolution, which is about 1 T , and δ k,k ′ is the Kronecker delta. With this expression, the relation between the cross-correlation function of red noise C red and the power spectral density is given by
This relation is expected from the Wiener-Khinchin theorem for the stationary process. In this article we use N red = 30. The fourth term n SSE is a noise due to inaccuracies of a Solar System ephemeris (SSE) which is used to convert the TOAs at the geocenter to those at the Solar System barycenter (SSB). We will refer to this noise as the SSE noise. It is known that SSE errors affect upper limits and Bayes factors for amplitudes of the stochastic gravitational wave background [34] . The stochastic gravitational wave background can be distinguished from the SSE errors by using the two-point correlation analysis in principle [48] , on the other hand the FDM signal cannot be distinguished from the SSE errors using the correlation analysis, because the correlation function characterizing the FDM signal is not defined. Therefore, the presence of the SSE errors would have a stronger influence on the analysis of the FDM signal than in the case of the stochastic gravitational wave background. Following [34] , we assume that the SSE errors only affect the Rømer delay ∆ R which is the vacuum light travel time between the geocenter and the SSB. Therefore, the Rømer delay at the t i is
where r r r i is the vector from the geocenter to the SSB, and R R R i is the unit vector from the SSB to the pulsar barycenter [29] . In the case that the position shift of the SSB is induced by the error of the planet mass from the SSE, this shift changes the vector r r r i , so that the induced residuals n mass SSE,i at the t i can be written as [49] n mass
where δ M is the error of the planet mass in solar mass M ⊙ unit and b b b i is the vector from the planet barycenter to the SSB. The planets we consider the error of mass are Jupiter, Saturn, Uranus, and Neptune. As in the above case, the error of the planet orbit from the SSE induce the residuals n orbit
where M is the planet mass in solar mass unit, a µ are set-III parameters [50] which are composed of six parameters and characterize an osculating elliptical orbit at a given osculation epoch, and δ a µ are small offsets of the set-III parameters. We have to consider the error of the orbit of Jupiter. We also consider a rotation of the vector r r r i around the ecliptic pole,
where R z (θ ) is a rotation matrix, δ z is a rotation rate which has the unit rad year, and t 0 is the offset of time. Among the noises mentioned above, the dominant contribution to the residuals comes from Jupiter, because Jupiter has a large mass and is thought to have a relatively large orbital error compared to Saturn [51] . Uranus and Neptune also have large uncertainty, but the orbital periods are sufficiently longer than the observation time of pulsars, hence the induced residuals are proportional to the time and absorbed by fitting of timing model for the intrinsic pulsar spin periods [52, 53] . Thus, the noise due to inaccuracies of the SSE reads n n n SSE = n n n mass,J SSE + n n n mass,S SSE + n n n mass,U SSE + n n n
where n n n mass,J SSE ,n n n mass,S SSE ,n n n mass,U SSE ,n n n mass,N SSE,i are the noises due to the mass errors of Jupiter, Saturn, Uranus, and Neptune, respectively, n n n orbit,J SSE,i is the noise due to the orbit errors of Jupiter, and n n n rotation SSE is the noise due to the rotation rate around the ecliptic pole. We used the values and the data implemented in ENTERPRISE (Enhanced Numerical Toolbox Enabling a Robust PulsaR Inference SuitE) which is a pulsar timing analysis code 4 . Thus, the value of the Jupiter's mass M J is the value of the IAU 2009 system of astronomical constants [54] and the value of t 0 corresponds to MJD 55197, and the data of ∂ b b b i ∂ a µ are the same in ENTERPRISE. Note that, in the data of ∂ b b b i ∂ a µ , the principal component analysis (PCA) was performed for six ∂ b b b i ∂ a µ , so that small offsets δ a µ do not correspond to the set-III parameters a µ themselves but correspond to parameters based on PCA bases. In the calculation of the shifted r r r i due to the SSE errors, to reduce the N TOA for efficient computation, b b b i and r r r i are averaged within the TOAs obtained in one observation at one combination of receivers and backend systems, and the data of ∂ b b b i ∂ a µ are interpolated into the corresponding averaged TOAs. 5 After that, assuming the value of SSE noise is same within the TOAs obtained in one observation at one combination of receivers and backend systems, the shift of r r r i due to the SSE errors is calculated. We obtained the unit vector from the SSB to the pulsar barycenter R R R i using the TEMPO2 via the libstempo.
The last term n n n white is roughly called as a white noise. Assuming that this noise follows the Gaussian distribution, we characterize it by a correlation function: C C C white = ⟨n n n white n n n T white ⟩ = C C C EFAC +C C C EQUAD +C C C Jitter , (4.14)
where C C C EFAC , C C C EQUAD , and C C C ECORR are correlation functions for EFAC, EQUAD, and ECORR parameters, respectively. Each term on the right-hand side is described below. When sorting TOAs by what combination of receivers and backend systems were used, the first term C C C EFAC can be written as follows: 15) where N back denotes the number of the combinations of receivers and backend systems, a is the subscript for N back , e a is called as a EFAC parameter, W W W a is a N TOA a × N TOA a diagonal matrix composed of TOA measurement uncertainties obtained by the a th combination, and N TOA a denotes the number of the TOAs obtained by the a th combination. From the above equation, it can be seen that EFAC parameters depend on the a th combination and changes the size of the error bars of TOAs. This noise characterize systematic errors of TOA measurement uncertainties. As in the case of the EFAC parameters, the second term C C C EQUAD can be written as follows: 16) where q a is the EQUAD parameter and I a is the N TOA a × N TOA a identity matrix. This noise is an additional white Gaussian noise. When sorting TOAs in the order of observation for each combination separately, the last term C C C ECORR can be written as follows: 17) where N obs,a denotes the number of the observation using the a th combination, b is the subscript for N obs,a , j a is the ECORR parameter, u u u ab is the N TOA ab dimensional vector of which all the components are one, and N TOA ab denotes the number of the TOAs obtained within the b th observation using the a th combination. This noise shows that there is a correlation between the TOAs obtained during one observation and there is no correlation between the TOAs obtained by other observations. This noise characterizes pulse jitter caused by stochastic amplitude and phase variations in pulse, which correlates in a certain frequency band and doesn't correlate in time [41] .
To summarize, the parameters θ for the Bayesian data analysis are Ψ, f ,α e , and α p of the FDM signal, ε ε ε of the TM noise, a a a of the red noise, δ M,δ a µ , and δ z of the SSE noise, and e a ,q a , and j a of the white noise. Note that the parameters Ψ, f ,α e ,δ M,δ a µ , and δ z are common to all pulsars. The red noise defined in this section is the hierarchical model in the Bayesian framework, and A red and γ red are called hyperparameters which are the parameters of the parameter a a a. In addition, the TM noise defined in this section is not the hierarchical model, but it is defined in the same way as the red noise. Therefore the parameters ε ε ε of the TM noise follow the Gaussian distribution, and the variance-covariance matrix in component form becomes as follows:
where l is the subscript for N TM , and Φ l are the hyperparameters which are the parameter of the parameter ε l . The reason for doing this is to use the TM noise and the red noise in a unified description as mentioned in the explanation of red noise. Then, we can avoid problems in marginalizing the posterior probability distribution with uniform prior.
C. Likelihood Function and Posterior Probability Distribution
In this section we derive the likelihood function and the posterior probability distribution used in the Bayesian estimation. We basically follow the article [34] .
If the model M for the data D is given, the likelihood function p(D θ ,M) can be obtained. In the model M for the residuals δt t t given by Eq. (4.1) , the white noise has the statistical uncertainty, on the other hand, the others are determined by given parameters. 6 In this case, since the white noise has the Gaussian distribution, the likelihood for each pulsar can be written as [20] 
white (δt t t − s s s − n n n TM − n n n red − n n n SSE ) .
The likelihood function for all pulsars can be written by multiplying the likelihood function of each pulser, because it is considered that there is no correlation between the residuals of each pulsar. If one wants to estimate all the parameters, one can use this likelihood function. In most cases in analyses with PTAs, the parameters ε ε ε of the TM noise and the parameters a a a of the red noise are eliminated by marginalizing the posterior probability distribution before analyzing the data. Since the parameters ε ε ε and a a a are unique to each pulsar, the marginalization can be done independently for each pulsar, we can calculate the posterior probability distribution in the case of a single pulsar. Our formulation of the marginalization is the same as that in the papers [30, 47] 20) where δ r r r is defined only for simplifying notation, T T T is the N TOA × (N TM + 2N red ) matrix in which the matrices M M M and F F F are concatenated along the row axis, and b b b is N TM + 2N red dimensional vector in which ε ε ε and a a a are concatenated along the column axis. Since each noise was assumed to be Gaussian, the prior probability distribution for the parameter b b b can be obtained by using Eq. (3.5) as follows:
where B B B is a (N TM + 2N red ) × (N TM + 2N red ) diagonal matrix whose diagonal elements Φ l and Ξ k are defined by Eq. (4.18) and Eq. (4.7) respectively, and η η η denote the hyperparameters Φ l ,A red , and γ red . Note that we assume the statistical independence of the parameters and the hyperparameters. Then, using Eq. (3.6), the posterior probability distribution can be written as 
TM noise was defined as a hierarchical model in the previous section, but there is no prior knowledge about parameters ε ε ε. In order to take this into account, it is further assumed that the values of the each hyperparameter Φ l are much larger than the possible variances in the PTAs analysis. In this case, similar prior values are given over a range of possible values for each parameter, which means that there is no special value as prior information for each parameter 7 . The prior probability distribution of the hyperparameter Φ l are 27) where m l is a extremely large value. Then, the marginalization over the parameters Φ l can be performed: 
Note that, in the absence of knowledge of parameters, a uniform distribution is often used as a prior probability distribution. In order to perform the marginalization, it is reasonable to assume the uniform prior p(θ M) ∝ 1 in the range θ ∈ (−∞,∞). However, this distribution is not a probability distribution, because it cannot be normalized. Such a prior distribution is called improper prior distribution and special attention must be paid when we use it [22] . Since we did not want to use improper prior distribution, we used a normal distribution with very large variance for the TM parameters. This distribution is proper and can be regarded as an approximation of the uniform distribution. We set each hyperparameter value m l to 10 80 , which is sufficiently large for PTAs analysis.
As mentioned earlier, this marginalized posterior probability distribution is for a single pulsar. The marginalized posterior probability distribution using multiple pulsars can be obtained by multiplying the above equations of each pulsar except for the prior probability distribution of parameters common to all pulsars, and after that, multiplying the prior probability distribution of parameters common to all pulsars.
When actually calculating the posterior distribution, how to calculate a determinant and an inverse of a matrix is important to reduce computation time. Therefore we briefly describe the calculation. In the case of C C C white , since C C C white is the block diagonal matrix, the determinant and the inverse can be calculated independently for each block. For each block, the matrix determinant lemma 8 and the Sherman-Morrison formula 9 can be used. In the case of B B B, since B B B is the diagonal matrix, the determinant is the product of each element. In the case of T T T T C C C 
D. Prior Probability Distribution
In this section, we describes the prior probability distribution. We use specific knowledge only for the mass errors of each planet as the prior information. Using the propagation of uncertainty law, the variances of δ M J , δ M S , and δ M N are calculated from the IAU 2009 system of astronomical constants, and the variance of δ M U is calculated from the values in the article [55] which is newer than the IAU 2009 system of astronomical constants. Then we assume a normal distribution for the mass errors of each planet and apply the obtained variances. For parameters without specific knowledge, we use a log-uniform distribution for parameters which are need to be searched over several orders of magnitude with only positive values, and we use a uniform distribution for the other parameters. The range of the log-uniform distribution and the uniform distribution is taken sufficiently wider than the value that the parameter would take. The parameters and their prior probability distribution used in this article are given in Table II .
Regarding the amplitude of the FDM, we especially consider both cases of uniform distribution and log-uniform distribution as in the article [34] . The uniform distribution is used to give upper limits, and the log-uniform distribution is used for the model comparison, and the reason for this is as follows. If there is a FDM signal, for example by inserting it into data, the prior probability distribution is updated to a posterior probability distribution having a peak at the correct values of the parameters of the FDM. In this case, both prior probability distributions give similar posterior probability distributions. In practice, however, it is not known whether there is a FDM signal in the data, and even if the data is used, the posterior probability distribution may not be updated much from the prior probability distributions of the parameters of the FDM. In this practical case, the posterior probability distribution is affected by the shape of the prior probability distribution of the amplitude of the FDM. Considering the shape of the prior probability distribution, the log-uniform distribution allows smaller amplitude of the FDM than the uniform distribution, so that the upper limit obtained using Eq. (3.8) also decreases accordingly. Consequently, if one wants to give a conservative upper limit, the log-uniform distribution is not suitable. Furthermore, when we actually analyze the data used in this article, the posterior distribution obtained by using the log-uniform distribution is often have a value up to the lower limit given to the log-uniform distribution. This means that the upper limit depends on the lower limit of the log-uniform distribution, so that if the lower limit is decreased, the upper limit can be reduced. This is another reason why the logarithmic uniform distribution is not suitable for giving an upper limit. On the other hand, this property of a logarithmic uniform distribution is preferable for computing the Bayes factor (3.11), because the Bayes factor often gives a finite value with a fixed value Ψ 0 = 10 −18 which is a very small value as the lower limit of the prior probability distribution. As is done in [34, 45, 56] , we analyze the white noises in advance before the main analysis. The resulting MCMC chains are used to calculate the value that maximizes the one-dimensional posterior probability distribution corresponding to each white noise, where this value is called the maximum a posteriori (MAP) value. The main analysis is performed by fixing the possible values of the white noise parameter to the MAP value. See the section VI for the pre-analysis.
V. MARKOV CHAIN MONTE CARLO SIMULATION
The MCMC simulation can be used to generate samples from the posterior probability distribution. The MCMC method we used is called parallel tempering. In the parallel tempering method, a concept of temperature is introduced, and the MCMC simulations of different temperatures are executed in parallel. The advantage of parallel tempering is that it is possible to reduce the tendency of the samples of the posterior distribution to be trapped in a local minimum, compared to the MetropolisHastings method which is the one of the most famous MCMC methods [20] . We carry out the analysis using four temperatures T = 1.00,4.64,21.5,100. [58] which is a Bayesian inference package for PTA and can include the PTMCMCSampler. Regarding models not implemented in the PAL2, the FDM signal is implemented like the continuous gravitational waves and the SSE noise is implemented like any other noises. Following the article [45] , we use adaptive Metropolis [59] , single component adaptive Metropolis [60] , and differential evolution [61] , as a proposal algorithm which is used to generate next samples using past samples. Furthermore, we also use a simple proposal algorithm to generate the next sample of each parameter by proposal distribution which is the same distribution as the probability distribution. All of these proposal algorithms are used in a single MCMC simulation and which one is used is chosen randomly for each proposal in the MCMC simulation. In this article, we use the value written in the PAL2 for each variable used in PTMCMCSampler, unless specifically mentioned.
VI. PRE-ANALYSIS
As is usual [34, 45, 56] , in order to obtain the MAP values of the parameters of the white noise, we analyze the white noise first before the main analysis. By doing this, in the main analysis, the number of free parameters can be reduced, and the inverse matrix and determinant of the white noise mentioned in the section IV C only need to be calculated once at the beginning of MCMC simulation. In the pre-analysis, we performed independent analysis for each pulsar, and we used the model which contains the red noise in addition to white noise. We ran the MCMC simulation with 10 6 iterations and removed the first 25% as a burn-in period, where the burn-in period is the period during which samples have not yet been obtained from the target distribution.
The reason for including the red noise in the model is that the red noise is the stochastic noise same as the white noise and it can become white noise when the spectral index becomes zero. However, if the one-dimensional posterior probability distribution of the parameter of the white noise has a sharp peak, it was confirmed that the MAP value of the parameter does not change 10 https://github.com/jellis18/PTMCMCSampler 11 https://github.com/jellis18/PAL2 very much regardless of the presence or absence of the red noise model. In particular, it is know that the red noise of the PSR 1909-3744 can take wide parameter values [18] , but the above result was obtained. Therefore, this result suggests that the white noise can be analyzed in advance.
VII. RESULT
In this section we describe the upper limits on the amplitude of the FDM and how much the FDM signal is absorbed by other noises. All our result was calculated using six pulsars: PSRs J0613-0200, J1012+5307, J1600-3053, J1713+0747, J1744-1134, and J1909-3744 in the NANOGrav 11-year data set.
A. Upper limits
We calculated the 95% confidence upper limits on the amplitude of the FDM by the Bayesian analysis. We ran all the MCMC simulation with 10 6 iterations and removed the first 25% as a burn-in period. As the prior probability distribution of the amplitude of the FDM we considerd two cases: the uniform prior and the log-uniform prior. The uniform prior was used to place the conservative upper limits, the log-uniform prior was used to calculate the Bayes factors, where the upper limits were caluculated using the Eq. (3.8) and the Bayes factors were calculated using Eq. (3.11). In order to see the effect of including the SSE noise in the model on the results, we also calculated the upper limits and the Bayes factors when the SSE noise is not included in the model. See Appendix A for how accurately the FDM can be detected by our Bayesian analysis.
In Figure 1 , we show the upper limits and the Bayes factors of the amplitude Ψ as a function of the frequency f and the FDM mass m. The relation between the frequency f and the FDM mass m is given by Eq. (2.6). First, in the above plot, the black solid and dashed lines denote the upper limit using uniform prior and log-uniform prior, respectively. Here, we plotted the results obtained using log-uniform prior, but as we mentioned in the section IV D, we regard the results obtained by the uniform prior as conservative upper limits. The red solid and dashed lines denote the upper limit obtained when the SSE noise was not included in the model, and using uniform-prior and log-uniform prior, respectively. The bold black line denotes the upper limit of the Bayesian analysis obtained in [16] ( taken from Figure 3 ). The green line denotes the predicted amplitude of the FDM given by Eq. (2.5) with ρ = 0.4Gev cm 3 . Note that it does not mean that there is the FDM signal on all of this line, it is observed at one point on this line, depending on the mass of the FDM. The purple vertical lines denote the inverse of the observation times of pulsars and corresponds to PSRs J1744-1134, J1012+5307, J1909-3744, J1713+0747, J0613-0200, and J1600-3053 in order from the left. We regard the purple vertical line on the leftmost side as the lower limit of the frequency at which the PTA is sensitive to the signal of FDM. Therefore, we do not mention the result obtained in the shadow region of the plot. One simple reason why the inverse of the observation time is lower limit of the frequency that it would be difficult to detect a signal with a longer wavelength than the observation time. A slightly more specific reason is that some of the signal at lowest frequency is removed by fitting the pulsar spin periods when creating the residuals [52, 53] . Furthermore, in the model used in this article, the TM noise is included to take into account the uncertainty of the fitting. The TM noise corresponding to pulsar spin periods induces uncertainty in the analysis of the FDM signal at the lowest frequency, because we marginalized the posterior probability distribution using the uninformative prior for the parameters ε ε ε. Next, in the bottom plot, the black and red dots denote the mean value of the Bayes factor using the model with and without the SSE noise, respectively. The unbiased standard deviation is used for error bars. Only to make the plot easier to see, when the Bayes factor exceeds 20, it is represented by the upper triangle and the mean value and the unbiased standard deviations of the Bayes factor is written above it.
First we consider the red results obtained when the SSE noise is not included in the model. It turns out that the upper limits for the log-uniform distribution gives stronger limits than for the uniform distribution, but the difference is small. The reason the difference is small is that the Bayes factor exceeds 3 when the frequency becomes 10 −8.19 Hz (1.34 × 10 −23 eV) or lower. According to the Table I , the Bayes factor exceeds 3 means that there is a signal that is somewhat similar to the FDM signal. Therefore, whichever prior probability distribution is used, the value of the posterior probability distribution tends to be large at the parameter values of that signal, and as a result the upper limits does not change so much. Also, in cases where the frequencies are 10 −8.52 and 10 −8.46 Hz (6.24×10 −23 and 7.17×10 −23 eV), the Bayes factor exceeds 20. Thus, at these frequencies, the presence of the FDM signal is strongly supported, but it should be noted that the PTAs relatively lose their sensitivity. We have found signals similar to the FDM signal in a relatively large frequency range, but it is hard to believe that this is the FDM signal. Indeed, it is about an order of magnitude larger than the expected amplitude, and that there is no chance that the FDM signal is found in this region. Thus, it turns out that a waveform similar to the FDM signal (e.g., the noise induced by Jupiter in the SSE noise as expected and/or a signal from gravitational waves possibly) has to be included in the model additionally. Next, we consider the black result obtained when the SSE noise is included in the model. This result is our main result. Compared with the case where SSE noise is included in the model, it can be seen that the upper limits of the amplitude of the FDM obtained using uniform distribution does not change much. However, the difference between the upper limits obtained from the different prior probability distributions is large. The reason for this is that all Bayes factors are smaller than 3 and FDM+Red+SSE log-uniform FDM+Red log-uniform
FIG. 1: Top:
The 95% upper limits on the amplitude of the FDM Ψ using the NANOGrav 11-year data set. As a prior probability distribution of the amplitude of the FDM, the uniform prior was used for the black solid lines and the log-uniform prior was used for black dashed lines. The red lines are the upper limit obtained when the SSE noise is not included in the model describing the observed data, and the solid and dashed lines indicate that unifrom and loguniform were used, respectively. The bold black line is the upper limit obtained by the Bayesian analysis of the PPTA data ( taken from Figure 3 in [16] ). The green line is the predicted amplitude of the FDM. The purple vertical line is the inverse of the observation time of the pulsars. We do not mention the results obtained in the shadow region. Bottom: The values of the Bayes factor obtained when using log-uniform prior. The black and red indicate when the SSE noise is included in the model or not, respectively. To improve the visibility of the plot, when the value of the Bayes factor exceeds 20, the upper triangle is used.
in most cases they do not exceed 1, for the opposite reason to that mentioned in the previous paragraph. The Bayes factor is less than 1 means that the probability that the model without the signal of the FDM p(M 2 d) is superior to the model with it p (M 1 d) . Therefore, in this case we conclude that no FDM signal has been detected. At frequencies 10 −8.46 Hz (7.17×10 −24 eV) or lower, the Bayes factor is larger than 1, but it is too early to mention the existence of the FDM signal, because it is close to the lower limit of the frequency. Thus, we conclude that we have not obtained a significant evidence for the FDM, and therefore it can be considered that we gave the 95% confidence upper limit on the amplitude of the FDM. In comparison with the published Bayesian upper limits of the amplitude of the FDM using the PPTA 12-year data set [16] , i.e. comparing the black and the bold black lines, we found that stronger upper limits were obtained when the frequency was in the range from 10 −8.34 to 10 −8.19 Hz (from 9.45 × 10 −24 to 1.34 × 10 −23 eV). In this range, up to three times stronger upper limits were obtained, and in other region, about the same upper limits were obtained. It is also important to see the upper limit on the energy density of the dark matter near the Earth rather than the amplitude of the FDM signal. Thus, we convert the amplitude of the FDM signal into the energy density using Eq. (2.5), and the result is plotted in Figure 2 . Note that the bold black line denotes the upper limit on the energy density with the Bayesian analysis in [16] (taken from Figure 4 ). As we can see from FDM+Red+SSE log-uniform FDM+Red log-uniform
FIG. 2: Top:
The 95% upper limits on the energy density of the FDM ρ using the NANOGrav 11-year data set. This plot is the same as in Figure 1 except that the amplitude is converted to energy density. The bold black line denotes the upper limit obtained by the Bayesian analysis of the PPTA data ( taken from Figure 4 in [16] ). Bottom: The values of the Bayes factor obtained when using log-uniform prior. This plot is the same as in Figure 1 .
B. Fixed noise analysis
We analyzed the red noise and the SSE noise first and calculated the upper limits of the amplitude of the FDM using the obtained MAP values of the parameters. We ran the MCMC simulation with 10 6 iterations for analysis of red noise and SSE noise and with 10 5 iterations for analysis of the FDM signal, and in both cases we removed the first 25% as a burn-in period. As in the previous section, we calculated two cases of uniform and log-unifrom distributions as the prior probability distribution of the amplitude of the FDM. The results are plotted in Figure 3 which is the similar plot as Figure 1 . The solid and dashed lines indicate that the unifrom and the loguniform prior were used, respectively. This analysis is incorrect because the FDM signal, the red noise and the noise induced by Jupiter in the SSE noise have similar waveforms and any of these can not be analyzed in advance. The red noise is a random process, but it is known that it mimics a periodic waveform with a lowest frequency in the case of the steep power law, for example, please see [62] and references therein. The noise induced by the mass error of Jupiter has the frequency which corresponding to the inverse of the orbital period, and the noises induced by each error of orbital elements of Jupiter also have its frequency or twice of its frequency. Since Jupiter's orbital period is 11.86 yr, Jupiter causes noises with frequencies close to the lowest frequency in the 11-year dataset we used. From the above, we consider that this analysis is not suitable for giving an upper limit to the amplitude of the FDM, and the obtained results are not regarded as the upper limits of the amplitude of the FDM. The reason for doing this analysis is to know how much the red noise and the SSE noise can absorb the signal of the FDM.
It can be seen from Figure 3 that the values of the upper limits are drastically smaller than the result obtained in the previous section. In particular, when using the log-uniform prior, surprisingly, the upper limits are smaller than the predicted amplitude in some range. As for Bayesian factors, they are all smaller than 1, which is consistent with the fact that the upper limits are strongly influenced by the prior probability distribution. From this result, it is inferred that the FDM signal is well absorbed by the red noise and the SSE noise.
In order to investigate the impact of analyzing red noise and SSE noise first, we made simulated noise using MAP values of the SSE noise, and calculated the Lomb-Scargle periodogram of the timing residual by subtracting it, where the Lomb-Scargle periodogram can be used to search for periodic signals in non-uniformly spaced time series data [63, 64] . The reason for not subtracting the red noise from the original timing residual is that it is difficult to create the noise included in the actual data because the red noise that we can create is only one realization of the stochastic process. For comparison, we also calculated the Lomb-Scargle periodogram of the original timing residual and the simulated timing residual induced by the red noise only. In order to calculate the Lomb-Scargle periodogram, we used Astropy 12 [65, 66] which is a Python package for the astronomy. For the purpose of expressing red noise, the original residual has short observation time and lacks frequency resolution, so that we made red noise using simulated observation data that the observation time is 10 5 days and the data points are every day. The model used to create the red noise is the same one as mentioned in the section IV B, and we set the number of frequencies N red to 10 4 . In Figure 4 , we show the Lomb-Scargle periodogram, where the horizontal axis is the frequency and the vertical axis is the Lomb-Scargle power. The black, red, and blue lines represent the periodogram of the original timing residual, the red noise only, and the timing residual subtracted by the SSE noise, respectively. As for PSR J1744-1134, a plot focused on other than the red noise is also displayed below it, because the red noise is large and the other lines are difficult to see. The purple vertical line represents the inverse of the observation time, and we will not mention the shadow region in the left of this.
First, with regard to the black line representing the periodogram of the original timing residual, it can be seen that the power in the frequency smaller than 10 −8 Hz is larger than the power in the frequency larger than 10 −8 Hz. Therefore, it can be understood that there is noise in the low frequency region, and the analysis of this article is considered to be meaningful. Second, with regard to the red line representing the periodogram of the red noise only, the red noise can be considered to characterize low frequency noise in PSRs J0613-0200 and J1012+5307, but it can not be considered so in the other pulsars. In particular, the amplitude of red noise is large in PSR J1744-1134, so that in the analysis in which the MAP value of the red noise is fixed, it can be seen that this pulsar will contribute little to the analysis result of the amplitude of the FDM. The reason why the red noise can be detected properly in PSRs J0613-0200 and J1012+5307 is that, according to the result of analyzing only the red noise and the SSE noise, the posterior distribution of the red noise is obtained with a sharp peak. On the other hand, in the other pulsars, the posterior probability distribution of the red noise has a peak which spreads over a wide parameter space, which indicates that the MAP value has little meaning. Finally, with regard to the blue line representing the original timing residual after subtracting the SSE noise, it is found that the low frequency noise are reduced in PSRs J0613-0200 and J1909-3744. On the other hand, this is not the case with the other pulsars, and it can be seen that the noise increases rather than decreases. If the SSE noise is properly found, it is thought that the noise will be reduced for all pulsars. Hence, this result seems strange. Incidentally, we see that noise is induced at frequency 3 × 10 −8 Hz, which is caused by the rotation rate around the ecliptic pole. The reason is that the parameter fitting of the pulsar position is performed when timing residuals are created. Due to the part of the design matrix that corresponds to this fitting, the pulsars lose the sensitivity at the frequency 3 × 10 −8 Hz and the analysis of the rotation rate around the ecliptic pole does not work well. From the above, we conclude that the reason why the upper limits are smaller in fixed noise analysis than in the main analysis is mainly due to PSR J1909-3744, because only this pulsar has small red noise and the low frequency noise is removed by the SSE noise. Conversely, the other pulsars have not improved much, which may suggest that fixed noise analysis is not successful. However, these issues are beyond the scope of this article.
VIII. CONCLUSION
We searched for the FDM by performing the Bayesian analysis in the time domain using the NANOGrav 11-year Data Set. In Section VII A, we found that the probability of the detection of the FDM signal was less than 75% in all frequency region. Therefore, we could not obtain any significant evidence for the FDM. Instead, we obtained the 95% cinfidence upper limit on the amplitude of the FDM. The upper limit on the the amplitude of the FDM was about one order of magnitude larger than the theoretically expected amplitude. Compared with the published Bayesian upper limit of the FDM using the PPTA 12-year data set [16] , we found that our upper limit was up to 3 times stronger than the previous study when the frequency was in the range from 10 3 . In addition to the main analysis, we also investigated the case where the SSE noise was not included in the model. In this case, we showed that we can not exclude the existence of the FDM, because the probability that the FDM should be included in the model was more than 75% in the frequency region 10 −8.19 Hz or less. We showed that the upper limit did not change much with or without SSE noise in the model, that is, the upper limit obtained in this case was also about an order of magnitude larger than the theoretically expected amplitude. Therefore, although the signal of the FDM can not be excluded in this case, we can say that the PTA was not sensitive enough to detect the FDM. It indicates that noise with a waveform similar to the signal of the FDM (e.g., the noise induced by Jupiter in the SSE noise as expected and/or a signal from gravitational waves possibly) should be included in the model. In Section VII B, by analyzing the noise in advance, we examined how much the signal of the FDM was absorbed. In this case, we clarified that the probability that the FDM should be included in the model was much lower than 50% in all frequency region. Compared to our main analysis, we found that the upper limit on the amplitude of the FDM became very small. Note that it is inappropriate to analyze only the noise in advance, and we do not consider this to be an actual upper limit for the FDM. From this, it is expected that the signal of the FDM will be absorbed very well by analyzing the noise in advance. Thus, we made a simulated noise from the parameters obtained by the analysis earlier, and investigated whether removing it from the observed data would reduce the power of the low frequency region of the data. We found that only the power of the PSR J1909-3744 has become smaller, and we conclude that only this pulsar contributed to the improvement of the sensitivity. With other pulsars, we also found that the power increased on the contrary. This result seems to indicate that analysis of noise is not successful, but further discussion is beyond the scope of this article. −8.0 and 10 −8.55 Hz are respectively the highest and lowest frequencies of the upper limit of the amplitude of the FDM calculated by us. It is considered that 10 −8.0 Hz is easy to distinguish from other noises, while 10 −8.55 Hz is not. We do not specifically mention the parameter values we used, but the RMS value is 10 −4 s for the FDM signal, the red noise and the SSE noise, and 10 −6 s for the equad.
The model we used is Model ∶ δt t t = s s s + n n n TM + n n n red + n n n SSE + n n n equad .
As in Section IV C, the posterior probability distribution is marginalized over the parameters of the red noise and TM noise. The timing fit has not been performed on the data, but the TM noise is added to investigate the decrease in sensitivity due to the design matrix. The values of the prior probability distribution in Section IV D are rewritten so that the prior probability distribution contains the value of simulated data parameters. The prior probability distribution of the amplitude of the FDM is log-uniform distribution. The prior probability distribution of the equad noise is fixed to the MAP value obtained by the pre-analysis, where both the data and the model of the pre-analysis include only the equad noise. The MCMC simulation is perfomed with 10 6 iterations and removed the first 25% as a burn-in period.
In order to confirm that our implementation is done correctly, we also examine the case where the TM noise is not included in the model except for a constant part with respect to the time of the TM noise. The reason for leaving only a constant part with respect to the time of TM noise is to ignore the effect of subtracting the average when creating the data. Since it turned out that the posterior probability distribution did not converge when the iteration was 10 6 , we fix the red noise and the SSE noise to the MAP value. For the MAP values, the red noise and the SSE noise are analyzed independently by creating noise data corresponding to each noise. In this pre-analysis, the data and the model include white noise, but the parameter of the white noise is fixed. Figure 5 shows the posterior probability distribution of the frequency and the amplitude of the FDM. Since it is redundant to plot the other parameters, the posterior distribution has been marginalized over them. The top and bottom plots are plots with and without the design matrix, respectively. The plot on the left uses the Data1, and the one on the right uses Data2. The twodimensional contour plot represents the posterior probability distribution of the two parameters, and each solid and dashed line represent the 68% and the 95% credible region, respectively. The one-dimensional plot represents the the posterior probability distribution marginalized either one of the parameters, and the value above it is the MAP value. The brue vertical and horizontal lines denote the value of simulated data parameters.
For the case where TM noise is included in the model, It can be seen that the signal of the FDM can be detected when the frequency is 10 −8.0 Hz. On the other hand, when the frequency is 10 −8.55 Hz, the FDM can not be detected. The frequency has no peak in all region of the prior probability distribution, and the amplitude has a peak but the MAP value is not accurately determined. Since the amplitude has a finite value up to the lower limit of the prior probability distribution, the Bayes factor can be calculated. As a result, it is found that the value of Bayes factor is less than 1, so that the model which does not include the FDM is superior to the model which include it. By including the TM noise into the model we found that the low frequency signal of the FDM was not detected in the data we made, but we believe that there is no problem for the purpose of giving the upper limit. For the case where TM noise is not included in the model, it can be seen that the signal of the FDM is detected at either frequency. The uncertainty of the pre-analysis of the red noise and the SSE noise creates a bias, but the MAP values and the values of the simulated data parameters are very close. Therefore, we conclude that our implementation was done correctly. dimensional plot shows the posterior probability distribution marginalized over either the frequency or the amplitude, and the value above the plot denotes the MAP value. The two-dimensional contour plot shows the posterior probability distribution of the frequency or the amplitude, and each solid and dashed line represent the 68% and the 95% credible region, respectively. The blue vertical and horizontal lines denote the value of simulated data parameters.
