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Modeling of engineering objects with complex heterogeneous material
structure at nanoscale level has emerged as an important research problem. In
this research, we are interested in multiscale modeling and analysis of mechan-
ical properties of the polymer structures created in the Step and Flash Imprint
Lithography (SFIL) process. SFIL is a novel imprint lithography process de-
signed to transfer circuit patterns for fabricating microchips in low-pressure
and room-temperature environments. Since the smallest features in SFIL are
only a few molecules across, approximating them as a continuum is not com-
pletely accurate. Previous research in this subject has dealt with coupling
discrete models with continuum hyperelasticity models. The modeling of the
post-polymerization step in SFIL involves computing solutions of large non-
linear energy minimization problems with fast spatial variation in material
viii
properties. An equilibrium configuration is found by minimizing the energy of
this heterogeneous polymeric lattice.
Numerical solution of such a molecular statics base model, which is
assumed to describe the microstructure completely, is computationally very
expensive. This is due to the problem size – on the order of millions of degrees
of freedom (DOFs). Rapid variation in material properties, ill-conditioning,
nonlinearity, and non-convexity make this problem even more challenging to
solve.
We devise a method for efficient approximation of the solution. Com-
bining numerical homogenization, adaptive finite element meshes, and goal-
oriented error estimation, we develop a black-box method for efficient solution
of problems with multiple spatial scales. The purpose of this homogenization
method is to reduce the number of DOFs, find locally optimal effective mate-
rial properties, and do goal-oriented mesh refinement. In addition, it smoothes
the energy landscape.
Traditionally, a finite element mesh is designed after obtaining material
properties in different regions. The mesh has to resolve material discontinu-
ities and rapid variations. In our approach, however, we generate a sequence
of coarse meshes (possibly 1-irregular), and homogenize material properties on
each coarse mesh element using a locally posed constrained convex quadratic
optimization problem. This upscaling is done using Moore-Penrose pseudoin-
verse of the linearized fine-scale element stiffness matrices, and a material in-
dependent interpolation operator. This requires solution of a continuous-time
ix
Lyapunov equation on each element. Using the adjoint solution, we compute
local error estimates in the quantity of interest. The error estimates also drive
the automatic mesh adaptivity algorithm. The results show that this method
uses orders of magnitude fewer degrees of freedom to give fast and approximate
solutions of the original fine-scale problem.
Critical to the computational speed of local homogenization is com-
puting Moore-Penrose pseudoinverse of rank-deficient matrices without using
Singular Value Decomposition. To this end, we use four algorithms, each
having different desirable features. The algorithms are based on Tikhonov
regularization, sparse QR factorization, a priori knowledge of the null-space
of the matrix, and iterative methods based on proper splittings of matrices.
These algorithms can exploit sparsity and thus are fast.
Although the homogenization method is designed with a specific molec-
ular statics problem in mind, it is a general method applicable for problems
with a given fine mesh that sufficiently resolves the fine-scale material proper-
ties. We verify the method using a conductivity problem in 2-D, with chess-
board like thermal conductivity pattern, which has a known homogenized
conductivity. We analyze other aspects of the homogenization method, for
example the choice of norm in which we measure local error, optimum coarse
mesh element size for homogenizing SFIL lattices, and the effect of the method
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We describe a physical problem with multiple spatial scales, and a com-
putationally efficient solution technique for its mathematical model. A brief
literature review of multiscale methods, numerical homogenization, molecular
mechanics, adaptivity and error estimation for elliptic problems, and algo-
rithms for computing Moore-Penrose pseudoinverses is presented. Finally we
describe a goal-oriented and adaptive numerical homogenization method for
nonlinear optimization problems in heterogeneous physical media.
1.1 Motivation
All physical media are heterogeneous. Any homogeneous continuum
description stops being valid when the spatial scale reduces to atoms and
molecules. Even before reaching the smallest scale, engineering materials ex-
hibit a hierarchy of scales with different mechanical structure, properties, and
physical models. Multiscale or multilevel modeling and analysis methods try
to capture and describe these different scales in relation to each other.
Traditionally, however, we work at a single spatial or temporal scale.
Other scales are either not important or are explicitly ignored. Effective mate-
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rial properties of a coarse-scale of interest are derived using physical or numer-
ical experiments on a Representative Volume Element that is much larger than
the small scales but still smaller than the large scales [82]. This approxima-
tion is justified for many problems when we are not interested in processes at
smaller scales. Even if one could simulate all the scales together, the problem
of acquiring input for the model is practically infeasible. In case of numerical
experiments, such an approximation is justified since it is simpler and limited
computational resources prohibit simulation of all the scales.
In last few decades, the technology to create small structures has im-
proved to reach nanoscale objects. Research in semiconductor technology has
been an important driving force in this progress [60]. Step and Flash Imprint
Lithography (SFIL) is an imprint lithography process designed to transfer cir-
cuit patterns to fabricate microchips in low-pressure and room-temperature
environments [10, 29, 9]. It has enabled imprinting of features smaller than 20
nanometers (nm). It has the inherent resolution necessary to define sub-10nm
geometries [75]. The main components of the SFIL process are the template,
etch barrier, transfer layer, and substrate. The process copies features from
the template onto the substrate by photopolymerizing the ultraviolet-sensitive
etch barrier solution. Photopolymerization is accompanied by densification
which affects the shape of imprinted features [30].
In this research, we are interested in the post-polymerization step of the
SFIL process. The object of interest is a glassy polymeric structure created
on an organic polymer layer which in turn is on a silicon substrate. We want
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to model the changes in the mechanical structure of the polymeric pattern,
also referred to as densification. Typical dimensions of the patterns in the
structure are much larger than individual molecules, but the discreteness plays
an important role in modeling of such objects. In the context of SFIL, an
approach for coupling of discrete polymer elasticity models with continuum
hyperelasticity models has been presented in [14, 15].
Rapid increase in computational power has allowed large simulations
at atomistic and molecular level. Still, the capability of current computers
poses a limit on the size of such problems. Moreover, we are not interested
equally in every atom or molecule. An alternative approach is to find effective
properties of a group of molecules in some locations and work with fine-scale
properties where necessary. Such techniques of homogenization are frequently
used to model a heterogeneous continuum medium as a relatively homogeneous
medium on a coarser scale [82].
To efficiently simulate the large number of molecules forming the poly-
mer chains, we have to adapt the existing techniques of homogenization and
create new ones suitable to this problem. Our objective is to approximate
a nonlinear base model of the polymeric structure (molecular statics) by lo-
cal numerical homogenization and use goal-oriented adaptivity to change the
models spatially.
3
1.2 Multiscale methods and numerical homogenization
The desire to capture fundamental or more accurate small-scale models
into large-scale models has given rise to the field of multiscale methods [44].
Their applicability is shown in a wide range of fields where understanding of
heterogeneity is critical, for example in material sciences.
Resolution of fine scales is important for accuracy of the computed
solution. This is a demanding task because the coarse scales could be orders
of magnitude larger than the fine scales. This makes a typical multiscale
problem intractable unless the subgrid properties are taken into account using
auxiliary small problems. Hence, multiscale analysis is an active research area
and many numerical homogenization methods have been proposed recently.
Such methods find the approximate solution on a coarse mesh but use the fine
grid to construct the relevant information. They do not rely on the assumption
of periodicity that is typically used in classical homogenization.
Hughes et al. use concepts of variational multiscale and residual-free
bubbles to resolve the fine-scales [51, 26]. Engquist et al. use wavelet basis
to compute effective homogenized operators and use truncation for a sparse
approximation [43, 45]. Hou et al. compute operator-dependent basis func-
tions by solving local auxiliary problems [50]. For two-phase flow in porous
media, a numerical upscaling technique based on the assumption that net flux
between coarse elements occurs only on the coarse-scale has been introduced
by Arbogast [5]. In [58], Knapek introduced operator-dependent interpolation
in the context of multigrid methods.
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The methods stated above are used on the continuum level. In molecu-
lar simulations, the fine-scale is made up of discrete entities but the coarse-scale
can be discrete or a continuum. If the coarse-scale is a continuum, additional
sophistication is needed to make the two models mathematically compatible.
Hence, in any coupling procedure of two models like these, extra care has to be
taken at the interface(s). This can be done by choosing an overlap for transfer
of information and enforcing continuity weakly. Many methods have been de-
veloped that take care of such problems, for example the Arlequin method to
couple particles and continuum [14, 15, 16], and the bridging domain method
of Xiao and Belytschko[81].
1.3 Molecular mechanics
Although the power of molecular models cannot be overestimated, their
simulation in itself is a challenging problem. The physical parameters required
to even pose the problem are hard to get, whether by ab initio quantum me-
chanical simulation, or an empirical method. After all this, prediction of the
minimum energy molecular structure is a highly non-convex optimization prob-
lem with a large number of local minima [23]. An assumption frequently made
is that the global minimum is the important and desired one [64]. Location of
the global minimum is obviously special, but whether it is reached in physi-
cal systems is difficult to ascertain. For non-convex problems, the location of
the global minimum is typically a discontinuous function of the input data.
Hence, solving for the location is ill-posed in the sense of Hadamard. This is
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reflected in the fact that there does not exist any computationally competi-
tive and general-purpose algorithm for finding global minima of non-convex
functions. Nonetheless, a wide range of techniques have been tried for global
minimization of molecular structures [76, 23].
1.4 Adaptivity and error estimation for elliptic prob-
lems
Critical to the accuracy, reliability and mesh adaptivity in finite element
methods is existence of good a posteriori error estimates. Such estimates not
only provide confidence in the solution on the current mesh but also indicate
elements to be refined further for an automatic refinement strategy. Use of
effective automatic refinement algorithms is essential to obtain an accurate
solution of problems in complex domains.
There have been many classes of a posteriori error estimators to esti-
mate the global error due to finite element approximation. Each estimator
utilizes the solution on the current mesh in a different way. Babuška and
Rheinboldt use the residual in the differential equation on each element and
jumps in normal derivatives across element boundaries to compute local error
indicators [8]. Other approaches involve solving auxiliary problems on each
element. Bank and Weiser solve a Neumann problem on each element with the
load coming from the residual and jumps on the element interface [12]. The
finite element space for the local problem uses polynomials of degree higher
than those of the original space. A similar approach, called the element resid-
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ual method, was used by Oden et al. [68] for a posteriori error estimation. In
another paper [7], Babuška and Rheinboldt estimate the error by solving local
Dirichlet problem with boundary data coming from the current approximate
solution. The local finite element space is enriched by increasing the polyno-
mial degree. The difference of the two solutions provides a local estimate.
Many researchers have contributed to the vast field of a posteriori er-
ror estimation and mesh refinement. For a comprehensive introduction and
analysis of various methods, we refer to the monographs by Babuška and
Strouboulis [6] and by Oden and Ainsworth [1].
For many applications, interest is restricted to part of the full domain
or a goal represented by a functional of the solution. Usually, in the context of
linear problems, the goal is a bounded linear functional on the Hilbert space
containing the solution. Recently, many algorithms have been developed for
optimizing the mesh for reducing the error in a given quantity of interest
rather than in some energy norm. Such algorithms provide the basis for the
so-called goal-oriented adaptivity. The main tool behind such algorithms is
characterization of the error in the goal in terms of the solution of the adjoint
problem (which is driven by the goal). Amongst others, this approach was
taken by Becker and Rannacher [17] and Oden and Prudhomme [74].
These efforts for a posteriori error estimation work for h-adaptivity.
In the field of higher order finite elements and automatic hp-adaptivity, a
uniformly h and p refined grid has been used to decide between local h or p
refinements [38, 59]. The fine grid solution is a much better approximation
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to the exact solution and eliminates the need of explicit a posteriori error
estimation. Goal-oriented adaptivity has also been extended to work with this
two-grid paradigm. It delivers accurate local error indicators and converges
exponentially [39, 71].
1.5 Computing Moore-Penrose pseudoinverse
Moore-Penrose pseudoinverse was discovered by E. H. Moore in 1906
in the context of projections associated with singular and rectangular matri-
ces [63]. It was rediscovered by Penrose in 1955 as the unique matrix satisfying
four algebraic matrix equations [73]. Quite a few articles and books have ap-
peared on the subject since then. There is a large bibliography in [67] and [19].
For an arbitrary dense matrix, Singular Value Decomposition (SVD)
is the most reliable algorithm to compute the pseudoinverse (or its action on
a vector). It is important to determine (or know) the numerical rank of a
matrix. This is because of the unusual perturbation properties of the pseu-
doinverse [48]. For this reason, general purpose linear algebra packages like
MATLAB R© use the SVD to compute the pseudoinverse. But the cost of
computing the SVD is high. It is O(n3) where n is the matrix size (assuming
a square matrix). However, SVD is useful for determination of the numeri-
cal rank, which is important to reliably compute pseudoinverse of arbitrary
matrices.
Despite its excellent numerical properties, use of SVD gives an impres-
sion that computation of pseudoinverse is inherently an iterative process just
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like the computation of singular values or eigenvalues. This impression is not
correct. Entries of the pseudoinverse matrix are explicit rational functions
of the entries of the original matrix just like the entries of the inverse of an
invertible matrix. This is readily seen from the equivalent definition of the
pseudoinverse that uses Tikhonov regularization [19] or full-rank factoriza-
tions. Looking just at Tikhonov regularization, the entries of the inverse of
a non-singular matrix are rational polynomials in the entries of the original
matrix. Thus, the entries of the pseudoinverse matrix are limits of rational
polynomials expressions. In principle, they can be expressed as explicit func-
tions and are exactly computable unlike eigenvalues or singular values. We do
not use this observation for computing pseudoinverses, but mention it because
of its conspicuous absence in the literature. Moreover, this gives a hint that if
we know the rank of the matrix a priori, possibly using physical considerations,
then better algorithms can be devised, for example the one in [47].
As is common in the field of computational mathematics, much bet-
ter algorithms can be developed if one has additional information about the
problem input, or if one needs only an approximate solution, or if one has
to repeatedly compute something with moderate changes in data. All these
cases are possible for computing pseudoinverses in the context of multiscale
methods.
Since pseudoinverses are generalizations of inverses of square nonsin-
gular matrices, their computation usually involves solving linear equations or
obtaining matrix factorizations. Analogous to the plethora of direct and iter-
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ative algorithms for solution of linear systems of equations, there is no single
algorithm that is the best choice for computing generalized inverses. There is a
variety of algorithms that can be used [19]. Moore-Penrose pseudoinverse can
be computed using full-rank factorization. The pseudoinverse of the original
matrix can be computed using pseudoinverses of the factors. There are other
direct algorithms too, for example Greville’s method discussed in [19]. We
focus only on a few that are most likely to be useful for our purposes. These
are presented as part of the next section and in detail in Chapter 5.
1.6 Scope of this work
In this dissertation, we desire to develop and implementation of a frame-
work for numerical homogenization and goal-oriented adaptivity for nonlinear
lattice elasticity problems. The method is developed with the polymer base
model of SFIL in mind, but is quite general and can be applied to contin-
uum problems with a given fine mesh that sufficiently resolves the fine-scale
material properties.
We describe the SFIL process, its modeling, and parameter estimation
in Chapter 2. In Section 2.5, we present the experimental method for estimat-
ing the bond parameters of the fine-scale lattice. In Chapter 3, we describe the
use of automatic hp-adaptivity to generate meshes suitable for approximating
solutions of linear lattice elasticity problems with smoothly varying mate-
rial properties. In Chapter 4, we present a local numerical homogenization
method based on Moore-Penrose pseudoinverse of element stiffness matrices.
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We present fast algorithms for Moore-Penrose pseudoinverse of sparse singular
matrices in Chapter 5. Finally, in Chapter 6 we show numerical results of the
overall algorithm, which requires fast computation of pseudoinverses, integra-
tion of local numerical homogenization, goal-oriented adaptivity, and iterative
steps of a nonlinear optimization method.
Currently there is no general analytic or numerical technique with quan-
tifiable errors for homogenizing nonlinear elastic lattices. This research devel-
ops two different methods to achieve this goal.
In the first approximation method, presented in Appendix B, we use
a formal limit of the lattice energy and derive a lattice-dependent continuum
hyperelasticity model. The derived continuum model can be used on its own
or can be coupled with the exact lattice model in areas where higher accuracy
is desired.
The second method, which is the focus of this work, is detailed in
Chapters 4, 5, and 6. We use the theory of homogenization of continuous
periodic media as a guideline to obtain optimal effective properties of a mate-
rial with a discrete microstructure. The purpose of homogenization is to find
local effective properties and reduce number of DOFs for the global problem.
In addition, homogenization smooths the energy landscape. We also present
theoretical justifications for the choice of this method. Numerical experiments
prove the validity of our claims. An automatic goal-oriented adaptive mesh
h-refinement algorithm reduces the error due to coarsening.
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The numerical homogenization method is related to G-convergence of
differential operators [78, 28] in the sense that it appropriately “averages”
an inverse to define the homogenized operator. The philosophy is similar to
various other multiscale approaches that upscale local information by solving
local problems, for example numerical subgrid upscaling [5], multiscale finite
element methods [50], and multigrid homogenization [58].
Traditionally, a finite element mesh is designed after obtaining material
properties in different regions. The mesh has to match material discontinuities.
In our approach we do exactly the opposite. A coarse mesh is selected first
and homogenization is done on each individual element of the mesh. In this
way, the coarse mesh and the fine-scale structure become naturally compatible.
On each element, the homogenization method works with the Moore-Penrose
pseudoinverse of the element stiffness matrix to produce pseudoinverse of the
local homogenized stiffness matrix as the output. This output depends on
the local load as well as a chosen local interpolation from the coarse to the
fine mesh. This process requires solving a continuous-time Lyapunov equation
on each element. The pseudoinverse of the homogenized stiffness matrix is
then pseudo-inverted to get the homogenized stiffness matrix for the assembly
phase. Computing homogenized stiffness matrices can be done on each element
independently of other elements. Use of the adjoint solution provides local
error estimates in the quantity of interest. These estimates indicate which
elements should to be h-refined for the next mesh. This process continues
until the error estimate in goal is below a required tolerance.
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Local homogenization is the core part of the method and is done quite
frequently because of mesh refinement as well as nonlinearities. Critical to the
efficiency of the local homogenization is fast and approximate computation of
the pseudoinverse of a sparse element stiffness matrix. Thus, Singular Value
Decomposition is not the best choice. We present algorithms that are signifi-
cantly faster for sparse matrices. The first method uses the characterization of
the pseudoinverse as the limit of a Tikhonov regularized sequence [79, 19]. In
the second method, the knowledge of the null-space of a matrix can be used to
compute the pseudoinverse by direct or iterative linear solvers [47]. The third
method uses a sparse rank-revealing QR factorization of the matrix (or of a
suitable column permutation) to compute an “exact” pseudoinverse using the
matrix factors Q and R [24, 34]. Lastly, in the context of mesh refinement or
nonlinear problems, one might reuse an old pseudoinverse (actually its factor-
ized form) to compute pseudoinverse of a perturbed matrix. This can be done
using an iterative procedure based on ‘proper splittings’ [22, 66]. All these
algorithms are discussed in Chapter 5.
The work extends the existing goal-oriented h-refinement strategy [39]
to numerical homogenization where coarse-scale and fine-scale operators are
different. The adjoint solutions on coarse and fine meshes provide a basis
of automatic goal-oriented adaptivity. This gives rise to 1-irregular meshes




Description and Modeling of Step and Flash
Imprint Lithography
Advances in fabrication at nanoscale have led to faster computing chips
in the last few decades. A number of technologies are available and many
are being developed for creating and replicating structures at the molecular
level [60, 32] . Optical lithography, electron beam lithography, X-ray lithog-
raphy, and variations of nanoimprint lithography are a few examples. Within
these choices, optical lithography has remained the dominant technology for
creating circuit patterns on chips since the inception of the field. The wave-
length of ultra-violet (UV) light has characterized the size of the smallest fea-
tures. This limit has been reached, and faster techniques for smaller structures
are being developed in response to the demands of the market.
Step and Flash Imprint Lithography (SFIL) is a viable low-cost alterna-
tive to existing lithography techniques. This technique was initially developed
by the Willson Research Group at The University of Texas at Austin in the late
1990s [29]. It is designed for fabricating microchips in low-pressure and room-
temperature environments [10, 29, 9] . It has enabled imprinting of features
smaller than 20 nanometers (nm). Moreover, it has the inherent resolution
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necessary to define sub-10 nm geometries [75] . Roughly speaking, a template
contains “negative” of the desired pattern. If liquid were to be trapped inside
these negative features and polymerized, on removal of the template, we would
obtain a polymer with the “positive” pattern. Figure 2.1 shows the basic idea
behind the process and the resulting geometry. This chapter describes the
process, the existing model of elasticity of polymeric lattices created in SFIL,
and parameter estimation for bond potentials. The lattice elasticity model is
described in detail in [14, 15].
2.1 Description of the SFIL process
(a) (b)
Figure 2.1: (a) A diagram of the SFIL process (not to scale) and (b) resulting
patterns of size 40nm as seen using a scanning electron microscope.



















Figure 2.2: Constituents of the etch barrier solution and SFIL process flow.
pattern transfer (Figure 2.2). To create a pattern layer, an organic polymer
layer (transfer layer) is spin-coated on a silicon substrate. A low viscosity,
photopolymerizable, organosilicon solution (etch barrier) is then distributed
on the wafer. A transparent template, which has patterned relief structures,
is placed over the coated silicon substrate. This displaces the etch barrier
solution which gets trapped in the pattern.
Once the pieces are in place, irradiation with UV light through the
backside of the template cures the etch barrier into a cross-linked polymer
film. A fluorocarbon release layer on the template allows separation from the
substrate, leaving an organosilicon relief image that is a replica of the template
pattern. A halogen etch is used to break through the undisplaced etch barrier
material (residual layer) exposing the underlying transfer layer [10].
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The advantages of SFIL are that it does not use projection optics but
relies on photopolymerization chemistry and mechanical processes at room-
temperature and low pressure. Unlike other imprint lithography techniques,
it uses a low viscosity, photo-curable, organosilicon liquid and avoids high
temperatures and imprint pressures. The transparent rigid imprint template
allows flood exposure of the photopolymer to achieve cure, and enables classical
optical techniques for layer-to-layer alignment.
2.2 Modeling polymerization in SFIL
We briefly describe the existing model of formation of polymeric lattices
in SFIL. The details have been published elsewhere [61, 14, 15]. Free radical
polymerization of the etch barrier solution results in a glassy polymer struc-
ture with a shape dictated by the patterns on the template. A mathematical
polymerization model provides the topology of the polymer chains that form
the etch barrier.
2.2.1 Constituents of the etch barrier solution
We model the chemical reactions between the constituents of the etch
barrier solution when they are exposed to UV light. As seen in Figure 2.2,
the solution contains four different chemical compounds in different weight
proportions [42, 41] . Gelest SIA-0210 is a silicon containing monoacrylate
for etch resistance. We refer to it as “monomer 1”. It comprises 44% of the
solution. t-Butyl Acrylate (“monomer 2”) makes up for 37% of the solution
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and is a reactive diluent to maintain low viscosity. Ethylene Glycol Diacrylate
is the cross-linker used for mechanical stability. It takes up 15% of the weight
of the solution. Darocur 1173 is the photoinitiator that forms free radicals on
exposure to UV light. It accounts for 1-4% of the solution.
2.2.2 Polymerization reactions
The polymers are formed by Radical Polymerization. There are three
main stages of such a reaction – initiation, chain propagation and chain ter-
mination. In the initiation stage, exposing the photoinitiator to UV light
splits it into two free radicals. In chain propagation, the radicals react with
other monomers or already radicalized polymer chains. This step leads to the
large chains in polymers. Termination occurs when two chains that have free
radicals react to form a single chain without a free radical.
Figure 2.3 shows the events that take place in free radical polymeriza-
tion. We represent the photoinitiator by I, the monomers by M , the radicals










• +M → P •
P
• +M → P •
P
• + P • → P
Figure 2.3: Reactions in free radical polymerization
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2.2.3 Monte Carlo simulation of polymerization
A kinetic Monte Carlo algorithm simulates the chemical reactions that
take place in the etch barrier solution [61, 27] . The inputs to the Monte
Carlo algorithm are various reaction rates in form of probabilities and the ra-
tio of individual constituents [42, 41] . Its output is a lattice-like stochastic
cuboidal topology of monomers, cross-linker, initiator, substrate, and tem-
plate molecules interacting with each other by central pair potentials. Fig-
ure 2.4 shows the various steps that take place on randomly chosen lattice
sites. Empty lattice sites, also called voids, are introduced to facilitate motion
of molecules. There is good agreement in the statistics of degree of polymer-
ization between the simulations and experimentally observed quantities [57].






Figure 2.4: Steps of the Monte Carlo algorithm for polymer topology gener-
ation are shown on a part of the lattice. (a) An initiator can change to a
radical. (b) A bond can form between two monomers or cross-linkers. (c) A
molecule can move to an empty lattice site.
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2.3 Modeling densification in SFIL
Polymerization is accompanied by densification due to the change in
interaction potential between photopolymer precursors from Van der Waals
to covalent. Typical change in the feature volume is around 9% [30, 27].
Densification affects the shape of the resulting structure. It is a very slow
process compared to the reaction. Hence, polymerization is modeled separately
from the subsequent densification.
2.3.1 Molecular statics base model
The result of the Monte Carlo algorithm is just a topology of molecules
connected with different bonds. The molecules are treated as point masses
in this model. We still do not know an equilibrium position of this network.
Because of changes in bonds and the equilibrium lengths, pre-strain is built-
in to the problem. The equilibrium configuration with Dirichlet boundary







Figure 2.5: A single cell of the lattice showing edge and face bonds.
The molecules are connected to nearest neighbors along edges and faces
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of the cubical lattice (Figure 2.5). Each molecule, unless it is on the bound-
ary of the topology, is connected to 18 other molecules (assuming no “void”
molecules as neighbors). The face diagonal bonds simulate volume exclusion
and provide shear stiffness to the lattice. All of them are modeled by Lennard-
Jones potential. Edge bonds can be both covalent and non-covalent (Van der
Waals bonds). The Monte Carlo step provides this information. Covalent
bonds are modeled by a stiff harmonic potential.
2.3.2 Lattice equilibrium equation
Consider a cubical lattice with N1, N2, and N3 molecules in x, y, and z
directions respectively. Let A be the set of all molecules, and





be the set of all degrees of freedom (DOFs, coordinates of all the molecules).
Similarly, f is the set of point forces on all molecules and x̄ is the set of the
initial guesses of the DOFs. Let D be the set of particles and directions with
Dirichlet boundary conditions.
D := {(i, j, k, p) : xijkp = x̄ijkp is fixed in direction p}





















The symbol ! means “is connected to”. Here E denotes a central
bond potential function that depends on the distance between any two given
molecules and the bond parameters. For a lattice with covalent bonds form-
ing the polymer chains, the bond parameters depend on the location of the
molecules in the lattice. For the sake of a simple expression for J , this de-
pendence of bond parameters is hidden in the expression for E by making E
a function that also depends on the lattice indices (i, j, k) and (l,m, n) . The
factor of half takes care of double counting of each bond in the summation
over neighbors.
The problem is to find an equilibrium position by minimizing the en-
ergy.
Minimize J(x) : xijkp = x̄
ijk
p ∀ (i, j, k, p) ∈ D.
We use a Newton trust-region method implemented in TAO/PETSc [11, 20]
to reach a local minimum starting from a given initial guess x̄. This requires

















(∣∣∣∣xlmn − xijk∣∣∣∣ ; (i, j, k) , (l,m, n)) if (i, j, k, p) /∈ D



















(∣∣∣∣xlmn − xijk∣∣∣∣ ; (i, j, k) , (l,m, n))
if (i, j, k, p) /∈ D and (l,m, n, q) /∈ D. Otherwise the matrix entries are 0.
2.4 Numerical solution of the base model
By the “base model” we mean the molecular statics model that uses
the exact information about the lattice topology. Numerical solution of such a
molecular statics base model, which is assumed to describe the microstructure
completely, is computationally very expensive. This is due to a large problem
size, on the order of millions of DOFs. Rapid variation in material proper-
ties, ill-conditioning, nonlinearity, and existence of multiple minima make this
problem even more challenging to solve.
Figure 2.6 shows a typical solution geometry visualized in VMD [52]
with the pre-strained fine-scale lattice and the lattice in equilibrium. The
biggest problem run so far had 3 millions DOFs (for a 100-cubed lattice).
The computation of equilibrium took 370 CPU hours (divided amongst 64
processors) and 25000 Newton iterations [14].
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(a) (b)
Figure 2.6: Part of the etch barrier modeled as a lattice of size 21× 101× 21
in (a) pre-strained state and (b) equilibrium with fixed bottom layer. The
colors correspond to different constituent molecules as shown in Figure 2.2.
The solution was computed by Bauman [14].
2.5 Parameter estimation of molecular potentials
In this section we describe an inverse problem approach to determine
the bond stiffness parameters of the molecular lattice from stress-strain exper-
iments on poly(methyl methacrylate) (PMMA).
2.5.1 Experimental stress-strain relationship
PMMA, sold by trade name Plexiglas amongst others, is easily available
in any desired form. The main reason why it is used to compute parameters
for the SFIL lattice is that the monomer unit is an acrylate except for two
methyl groups. Acrylates form the principle components of the compounds
used to produce the etch barrier [41], Figure 2.7.
The PMMA sample is a small dog-bone shaped object with length
1.25 cm and width 0.4 cm (Figure 2.8). The sample is pulled at both ends
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by forces such that the strain increases by 0.25% at each step. The maximum
strain is 2.25% (Table 2.5.1). The experiments were conducted by Elizabeth
Collister from the Willson Research Group [31].
Force (kN) 0.35 0.65 1.1 1.35 1.75 1.9 2.2 2.3 2.45
Stress (MPa) 7 13 22 27 35 38 44 46 49
Axial strain (%) 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25
































Figure 2.7: Molecular structure of three constituents of the etch barrier (Fig-




Figure 2.8: PMMA sample used for the stress-strain experiments.
2.5.2 Formulation of the inverse problem
We determine the spring potential parameters for a cubical lattice by
using the data from the experimental stress-strain curve.
We use the superscript i to mark the ith experiment. The forces used
are {F i}NE=9i=1 . To keep the notation simple, we use the superscript 0 for the
quantities when no force is applied. Thus, i = 0, 1, 2, . . . , NE and F
0 = 0.
We take a cubical lattice with N1, N2, and N3 molecules in x, y, and z
directions respectively. A is the set of all molecules, and
x := {{{xlmn}N1−1l=0 }
N2−1
m=0 }N3−1n=0
is the set of all molecular coordinates. Let xi denote the molecular coordinates
when force F i is used on the molecular lattice. We use the vector p to denote
the unknown lattice potential parameters. Thus, xi = xi(p).
Let L represent the length of the lattice in the direction of the force. L
is a linear functional of x defined using the average distance between the cube


















Let qi be the experimentally observed strains. The misfit as a function




















We want to minimize the misfit as a function of p. Looking ahead, to
compute ∂Q
∂p





. We can compute the first quantity from the
definition of L in terms of x (Equation (2.2)). To compute the second quantity,
we need to know the equilibrium equation for the lattice. Let J = J(x, p) be
the total potential energy (Equation (2.1)) . At the minimum, ∂J
∂x
= 0 ∀p.
Assuming sufficient regularity, we differentiate this constraint with re-












is positive-definite, which implies that the equilibrium configu-







































All the quantities on the right hand side are computable. We use the steepest
descent method to get the optimum p.
2.5.3 Numerical results
We scaled the sample to match the area of a lattice with 51 cells on each
size. We determined two spring constants for a lattice with harmonic springs
for the covalent bond and the non-covalent bonds. Hence, p = (k1, k2). For
this lattice, the optimum values were 1320 N/m for the covalent bond and
1085 N/m for the non-covalent bond. The experimental and lattice stress-
strain data-points are shown in Figure 2.9.
2.6 Remarks on the inverse problem approach
The numerical results show that the bond parameters determined via
the inverse problem approach result in a stress-strain relationship that matches
well the experimentally determined stress-strain relationship. However, this
does not imply that the optimal bond parameters themselves are accurate.
This is because the experiments are carried out at length scale of centimeters




















Figure 2.9: Experimental stress-strain curve for a PMMA sample and the best
stress-strain curve for a lattice with 52 points in each side.
crometers. This is a physics based reason behind the possible inaccuracy. The
second reason, a mathematical one, is that the inputs to the inverse problem
are averaged forces and resulting strains (over the measurement surface). This
makes any inference of the microstructure inherently ill-conditioned.
To clarify using a simple 1-D example, consider two linear springs (of
possibly different stiffness) joined in series. It is impossible to determine the
two individual stiffness constants by applying forces on the end-points only and
measuring the relative displacement of the end-points. One can only determine
a quantity that is a function of the harmonic average. Thus, it would be best
to get the values of the bond parameters from an ab initio approach. This is
a challenging problem by itself and outside the scope of this dissertation.
We also note that the inverse problem gives deterministic values of
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the bond parameters. The lattice, however, is stochastic in nature since it is
generated by a Monte Carlo simulation of the chemical reactions. Thus, one
may want to quantify this uncertainty using a probability distribution function
for unknown parameters. This requires multiple solution of the inverse problem
for a brute-force determination. We do not consider the stochastic case.
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Chapter 3
Goal-oriented hp-adaptivity for Dimensional
Reduction
hp-adaptivity is a widely applicable mesh adaptivity technique for com-
puting approximate solutions of partial differential equations [38, 37, 39] .
This chapter describes an application of the hp-adaptivity algorithm for lat-
tice problems to achieve dimensional reduction of the problem space for an
approximate solution. The adaptivity algorithm chooses the mesh on top of
the lattice so that large elements with possibly high polynomial degree are
chosen in regions with mild variation in the solution. Elsewhere the mesh
resolves the rapid variation by h-refinements and it resembles the underlying
lattice. Both goal-oriented and energy-oriented local error estimates can be
used to drive the mesh adaptivity [53] .
Our dimensional reduction approach is similar to the Quasicontinuum
Method [62] and can be treated as its generalization. Instead of assuming
a uniform deformation gradient (via the Cauchy-Born rule, see [46]), we use
higher order polynomial interpolation within an element to kinematically con-
strain the masses and reduce the effective number of degrees of freedom.
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3.1 Dimensional reduction
Let X := RN be the space of lattice DOFs. Let V ⊂ X be the space
of test vectors. The “stiffness matrix” K ∈ RN×N is symmetric and assumed
positive definite on V . uD ∈ X is the Dirichlet boundary condition. Vector
f ∈ X is the load. With this notation, the abstract variational formulation of
the lattice elasticity problem is
Find u ∈ uD + V such that vT Ku = vT f ∀ v ∈ V . (3.1)
The solution u can also be characterized as the element of X that minimizes
the energy functional J .
u = arg min J(v) where v ∈ uD + V and J(v) :=
1
2
vT Kv − vT f (3.2)
In the spirit of Finite Element Methods, we approximate the exact solution
by minimizing the energy in a subspace of X . Let Xhp be a subspace of X and
Vhp a subspace of V . The vector dimension of Xhp is M , such that M ≤ N .
The subspaces chosen are such that the Dirichlet boundary condition uD can
be imposed exactly. Let A be a global interpolation operator. A : Xhp → X .
Hence, as a matrix, A ∈ RN×M . Using the definition of A, the dimensionally
reduced solution is






T K(Avhp)− (Avhp)T f
)
(3.3)
where hp ∈ uD + Vhp. It is readily seen that minimizing the energy in a
subspace means working with an effective stiffness matrix AT KA =: K̂ ∈ SM+
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and an effective load AT f =: f̂ ∈ RM . Whether these effective properties lead
to an accurate approximation depends on the boundary conditions, spatial
variations in K and f , and the choice of A.
Once the subspace Xhp and the interpolation operator A are chosen,
the solution of Equation (3.3) is the best approximation of the solution of the
original fine-scale problem (Equation (3.2)) in the energy norm.
3.2 Dimensional reduction using hp-adaptivity
We use the automatic hp-adaptivity algorithm [37, 39] to construct and
automatically adapt the subspace Xhp. For simplicity, we explain hp meshes
for a lattice in 1-D. Groups of adjacent lattice cells form a single element. The
number of degrees of freedom in each original element gives the element size
h. Numerically h is the number of DOFs −1. The DOFs are constrained to
lie on a local polynomial of degree p. The goal of the hp-adaptivity algorithm
is to choose such a mesh automatically and optimally.
Consider a part of a 1-D lattice consisting of two adjacent elements
in Figure 3.1. For the element on left, we have used a p = 1 polynomial
to effectively constrain the node in the middle. For the element on right, a
p = 2 polynomial reduces the element DOFs from 5 to 3. The shape functions










hj = 2 hj+1 = 4
Figure 3.1: A piecewise polynomial is used to approximate the exact solution
on two elements.
3.3 Goal-oriented hp-adaptivity for elliptic problems
The approximation strategy presented in the previous section produces
solutions that have the least error measured in the energy norm. However,
many times we are interested in only a linear functional of the full solution [39].
For example, in case of the lattice, we may be interested in the average de-
formation of an edge. In such a case, local error estimates to refine the mesh
should reflect the error in the goal and not the energy. We describe this mod-
ification now.
We work with abstract variational forms in this section. Let the goal
G : X → R be a linear and continuous functional of the solution. Functional
G can be characterized by an element g in X . G(u) := (g, u) where (·, ·) is the
canonical inner product on X . Let B : X × X → R be a continuous, coercive
bilinear form and L : X → R be a continuous linear form. We keep track of
the interpolation operator A : Xhp → X also. This is done to compare the
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error estimates obtained here with those obtained later in Section 4.10.
The exact primal problem is
Find u ∈ uD + V such that B(u, v) = L(v) ∀ v ∈ V .
The approximate primal problem is
Find uhp ∈ uD + Vhp such that B(Auhp, Avhp) = L(Avhp) ∀ vhp ∈ Vhp.
Let e := u− Auhp be the error due to this approximation. Let r ∈ X ′ be the
residual.
r(v) = B(e, v) ∀ v ∈ X .
Using Galerkin orthogonality, B(e, Avhp) = 0 ∀ v ∈ Vhp. Hence, r(vhp) =
0 ∀ v ∈ Vhp.
Let w : X ′ → R, w(r) := G(e). Functional w is called the influence
function. By reflexivity of X , r(w) = G(e). Hence, B(e, w) = G(e) ∀ e ∈ X .
Since B is self-adjoint, the variational form for the exact error in the goal is
Find w ∈ V such that B(w, e) = G(e) ∀ e ∈ V .
This is also known as the adjoint problem. The approximation of this adjoint
problem is
Find whp ∈ Vhp such that B(Awhp, Aehp) = G(Aehp) ∀ ehp ∈ Vhp.
We can express the exact error in the goal in terms of the primal and
adjoint solutions. The error is G(u) − G(Auhp) = G(u − Auhp). This is equal
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to B(u−Auhp, w) using the adjoint problem. If we use Galerkin orthogonality
and subtract a term that is identically zero, we get B(u − Auhp, w − Awhp).




Bj(u− Auhp, w − Awhp)
Bj is the same as B restricted to the jth element. Of course this expression is
usable only if we already know the exact primal and adjoint solutions.
We use this idea of computing the element-wise error estimates in the
following way. We work with two meshes, one coarse and one fine, where the
fine mesh is a uniformly refined version of the coarse mesh. The solution on
the fine mesh serves as a reference for the exact solution and it is used to
compute element-wise error estimates on the coarse mesh. These estimates
dictate which coarse mesh elements should actually be refined for the next
coarse mesh.
Let the superscripts f and c denote the fine and coarse meshes respec-
tively. Let uf and uc denote the fine and coarse mesh solutions projected to
the full lattice using fine and coarse mesh interpolation operators Af and Ac
respectively. We estimate the error in the goal by G(uf )−G(uc) = G(uf −uc).
Using the definition of the adjoint problem, this is equal to B(uf − uc, wf ).
Let Πc be the projection-based interpolation operator from X to the coarse
mesh [36] . Using Πc and Galerkin orthogonality, we can subtract a term that
is identically zero. The error then becomes B(uf − uc, wf − Πcwf ). If we use
the projection-based interpolation operator for the primal solution as well, the
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error becomes
B(uf − uc, wf − Πcwf ) = B(uf − Πcuf , wf − Πcwf )
+ B(Πcuf − uc, wf − Πcwf ).
The second term is ignored 1 . We end up with following error estimate divided
element-wise.









∣∣∣∣uf − Πcuf ∣∣∣∣Bj ∣∣∣∣wf − Πcwf ∣∣∣∣Bj
Computing these estimates requires solving the primal and dual problems on
coarse and fine meshes. For comparison, the element-wise error estimate for
the energy-oriented adaptivity looks as follows.
∣∣∣∣uf − Πcuf ∣∣∣∣2B = B(uf − Πcuf , uf − Πcuf ) = ∑
elements j
∣∣∣∣uf − Πcuf ∣∣∣∣2Bj
3.4 Numerical results
We present numerical results for a 1-D linear spring model with har-
monic springs and a 2-D linearized model. The 2-D model also shows results
for the goal-oriented adaptivity.
1This assumption is based largely on existing numerical experimentation [39] and existing
estimates for the h version of Finite Element Methods.
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3.4.1 1-D model with harmonic springs
The lattice consists of 1024 harmonic springs with identical equilibrium
lengths and varying stiffnesses. Dirichlet boundary conditions constrain both
end-points, Figure 3.2. The lattice is divided into 4 equal regions. Spring
stiffness varies smoothly within each region, Figure 3.3. Overlaid in the same
figure is the final mesh with different polynomial orders in different elements.
The adaptivity algorithm chooses small elements in regions of sudden varia-
tions and larger elements with higher p when the changes are gradual. As seen
in Figure 3.4, just 22 DOFs are enough to make the solution visually identi-
cal to the exact solution with 1025 DOFs. Figure 3.5 shows the convergence
history. The error reaches 2% with just 10% DOFs.
x
k1 ki−1 ki kN
x1 x2 xi−1 xi xi+1 xN xN+1
Figure 3.2: A one-dimensional spring network in static equilibrium. Both
end-points are fixed by Dirichlet boundary conditions.
3.4.2 2-D linearized model
For a rectangular lattice in 2-D (Figure 3.6), a cell consists of four
particles at the cell corners, connected by four shared edge springs and 2
diagonal springs. An element of the mesh consists of a rectangular patch
































Figure 3.3: A piecewise smooth spring stiffness data shows that larger elements
are selected in regions of slow variation. The color-coded polynomial scale is
overlaid.
Because of geometric nonlinearity, the equations for equilibrium are
not linear. In this example, we assume small strains and work with the
linearized model only. Let A be the set of all particles in the lattice. Let
Xα, α ∈ A denote the position vector of particle α and uα be its displacement
vector. Define (·)αβ = (·)α − (·)β for vectors. Let kαβ and lαβ be the stiffness
and equilibrium length respectively of the spring connecting α and β. Define
∆lαβ = ||Xαβ||− lαβ. Non-zero ∆lαβ implies existence of pre-strain in the par-


























Solution with    8 DOFs
Solution with  22 DOFs
Exact Solution
Figure 3.4: Convergence of solution for a 1025 DOF spring system with data
shown in Figure 3.3.
variational form for finding the displacements {uη}η∈A follows.
































“α ! β” means particle α is connected to particle β (by the spring
(kαβ, lαβ)).












Exact error in energy norm
Relative error in energy norm
Figure 3.5: Convergence history for exact and relative errors in energy norm
for energy-oriented hp-adaptivity for data shown in Figure 3.3.
x
y
Figure 3.6: A 2-D rectangular lattice with a zoomed-in cell.
ure 3.7(a). The bottom was fixed and a unit force in x direction was applied at
the top right corner. All spring constants were chosen to be 1. Edge springs
had a length 1 and diagonal springs had a length
√
2. The equilibrium so-
lution for this configuration is shown in Figure 3.7(b). For the goal-oriented
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algorithm, the goal is defined to be the x displacement of the top-left corner.
Figure 3.8 shows the hp-meshes using [35] with error less than 1% and num-
ber of DOFs almost 100 times fewer as compared to the fine-scale problem
size. The corresponding exact and approximate solutions are visually indis-
tinguishable at scale of the figures. Figure 3.9 shows the convergence histories
of energy-oriented and goal-oriented adaptivity.
F = 1
















Figure 3.7: The 2-D lattice problem and its exact solution
3.5 Dimensional reduction and homogenization
Numerical results of the previous section show that adaptive mesh re-
finement can be used for dimensional reduction of lattice based problems. It
essentially amounts to solving the fine-scale model in a subspace. However,
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Figure 3.9: Convergence history for energy-oriented and goal-oriented hp-
adaptivity.
if this approach is tried on a lattice model with fast varying “random” data,
we see that the mesh refinement algorithm keeps on refining without reduc-
ing the error appreciably. Every time an element is refined, more fine-scales
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features are noticed and they cannot be approximated by coarse-scale smooth
functions. One of the meshes in the sequence of mesh refinements is shown in
Figure 3.10.
Figure 3.10: For rough material data, refinements happen everywhere without
reducing the error appreciably. The mesh is overlaid on the 1024 random
spring constants uniformly distributed in [1,2]. Compare Figure 3.3.
As we will also see in the next chapter, approximation in a subspace of
smooth basis functions is insufficient if the material properties vary rapidly. In
this chapter we have minimized the energy by averaging the stiffness matrix.
As it is well known in the theory of homogenization of continuous periodic
media, homogenization involves averaging of the inverse of the stiffness [49].





We describe a method for local numerical homogenization of nonlinear
lattice elasticity. There is no assumption of periodicity of material properties or
boundary conditions. The method will be applied to the problem of molecular
statics encountered in SFIL (Chapter 2). However, the method is general and
applicable for problems with a given fine mesh that sufficiently resolves the
fine-scale material properties.
Traditionally, a finite element mesh is designed after obtaining material
properties in different regions. The mesh has to match material discontinuities.
In our approach we do exactly the opposite. A coarse mesh is selected first
and homogenization is done on each individual element of the mesh. In this
way, the coarse mesh and the fine-scale structure become naturally compatible.
On each element, the homogenization method works with the Moore-Penrose
pseudoinverse of the element stiffness matrix to produce pseudoinverse of the
local homogenized stiffness matrix as the output. This output depends on
the local load as well as a chosen local interpolation from the coarse to the
fine mesh. This process requires solving a continuous-time Lyapunov equation
on each element. The pseudoinverse of the homogenized stiffness matrix is
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then pseudo-inverted to get the homogenized stiffness matrix for the assembly
phase.
For computational efficiency of our method, we require fast and possibly
approximate algorithms for Moore-Penrose pseudoinverse. This is presented
in Chapter 5. Finally, we integrate the homogenization method with goal-
oriented mesh adaptivity and Newton iterations for linearizing the nonlinear
lattice elasticity problem. The numerical results are presented in Chapter 6.
4.1 Using interpolation for dimensional reduction
In Chapter 3, we extended hp-adaptivity to problems posed on lattices.
The method computed local effective material properties in form of a local
stiffness matrix. The approximate solutions matched the exact solutions very
well. However, in general, the resulting effective properties are incorrect. The
error becomes worse when the material properties have large variations. A
simple example in 1-D shows the discrepancy.
k1 ki kN




Figure 4.1: N springs with a fixed leftmost particle and a force F on the
rightmost particle.
As shown in Figure 4.1, let us have N harmonic springs, N ≥ 2, with
identical equilibrium lengths and variable stiffnesses {ki}Ni=1. Assume the left
end-point is fixed at origin and that a force F is applied on the right end-
46
point. It is readily seen that the tension in each spring is F and hence the
displacement of the right end-point is F/k, where the effective stiffness k is









For this problem, the displacements {ui}Ni=0 =: u can also be found by






ki(ui − ui−1)2 − FuN such that u0 = 0. (4.2)
We can minimize J in a subspace. Let us consider all the springs to form a
single element and assume a linear constraint ui = (i/N)uN , where uN is the
only unknown. This interpolation scheme is independent of the specific values





ki − FuN .





This shows that the effective stiffness, given by F/uN , is the arithmetic mean







For positive quantities, the harmonic mean is always less than the arith-
metic mean unless all the quantities are equal. This can be proved using in-
duction on N . Hence, in 1-D, if we minimize in a subspace using the typical
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finite element shape functions, we always overestimate the effective stiffness.
The relative error due to this approximation is not bounded. For example,
take N = 2 and k1 = 1. In this case, the exact effective stiffness is always
less than 1 but the arithmetic mean stiffness can be made larger than any
arbitrary value by increasing k2.
Although this 1-D problem is simple, its analysis clearly shows the
pitfalls associated with homogenization. Problems in higher dimensions are
more complex and there may not be a simple effective property like in 1-D. In
fact, in the case presented above, the effective material property was just one of
the many possible ones. The one chosen was to match approximate end-point
displacement with the exact one. It does not tell us what happens as we move
away from the end-point. Thus, in a general case, homogenized properties will
also depends on volumetric forces and types of boundary conditions and their
distribution. In addition, the choice of a coarse mesh plays an important role
for the numerical homogenization.
We view this as a departure point and attempt local homogenization
from a different point of view. Our emphasis is on computing best local ma-
terial properties (best in a chosen norm or semi-norm) so that the upscaling
averages the inverse of the stiffness matrix.
4.2 Local numerical homogenization
We change our focus from the best energy norm solution in a simple
subspace. Our focus is on getting locally best effective material properties
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from the linearized operator of the nonlinear lattice elasticity problem. For an
iterative numerical scheme, the material properties are the element stiffness
matrices that depend on the current coarse mesh and the current solution
guess.
We begin by introducing a coarse grid compatible with the lattice, as
illustrated in Figure 4.2. In each coarse element, the DOFs are displacements
of the corners. We find the effective stiffness for each element (Sections 4.3 and
4.4) in which every coarse DOF interacts with each other. The local effective
stiffness matrices are then assembled to form the global stiffness matrix and the
problem is solved using the standard Finite Element technology. The DOFs
corresponding to the hanging nodes are eliminated before the assembly stage.
Consider a lattice with a load provided by the built-in pre-strain, the
known external loads, and unknown reactions. Without solving the fine-scale
problem exactly we cannot know the forces on the masses forming a detached
coarse element. However, given the location of the masses, we can compute the
pre-strain in each element. To homogenize locally, we can use the pre-strain
as a particular load for which we want accurate homogenization. We may
also choose to homogenize without considering any particular load. We will
formulate the homogenization method using both choices (separately). For the
moment, we work with a known non-zero self-equilibrated load denoted by f ,
f ∈ RN . In Section 4.4 we consider the case f = 0 which can be understood
as homogenization for all loads.













Figure 4.2: A 2-D lattice with fixed bottom layer is approximated with a
coarse mesh. Effective local stiffness is computed on coarse elements and used
to create a global effective lattice. The diagonal bonds in the fine lattice are
not shown for clarity.
equation for u ∈ RN is
Ku = f.
The exact solution is given by
u = K†f + u0
where K† is the Moore-Penrose pseudoinverse [24] of K and u0 is an arbitrary
vector in the null space N (K) of K.
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We mark the coarse-scale quantities with a hat. For M ≤ N , let
K̂ ∈ RM×M , as yet unknown, represent the effective element stiffness for the
coarse element DOFs. Let f̂ ∈ RM be the coarse-scale load. A ∈ RN×M is a
chosen interpolation operator. It is local to the element. Vector f̂ = AT f is
the natural interpolation of the fine-scale load f .
In terms of the unknown K̂, the coarse-scale solution is
û = K̂†AT f + û0
where K̂† is the Moore-Penrose pseudoinverse of K̂ and û0 ∈ N (K̂). When
compared to the fine-scale solution, the error is
u− Aû = (K† − AK̂†AT )f + (u0 − Aû0).
Hence, up to an arbitrary constant, the error e ∈ RN is
e := (K† − AK̂†AT )f.
Let B be a symmetric positive-definite matrix of size N . We will use B to mea-
sure the error e and in process define a homogenization problem to compute
K†.
B should not approximate energy norm. Suppose K is positive definite,
and B is chosen to be K. Then we are minimizing the error in the energy
norm in a round-about way, and as we have seen this results in an incorrect
homogenization when the interpolation operator A is a material independent.
Section 4.3 defines the local homogenization problem for a given self-
equilibrated load. If the load is not known, or is zero, we modify the local
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homogenization procedure to compute best effective properties for arbitrary
loads. This takes care of forces on an element due to other elements. Homoge-
nization for all loads (by not using any given load) is explained in Section 4.4.
4.3 Locally best effective properties for a given load
We now define and solve the local homogenization problem for a given
non-zero and self-equilibrated load f .
4.3.1 Definition of local homogenization
Given K ∈ RN×N , K symmetric, A ∈ RN×M , B ∈ SN++, f ∈ RN − {0},
and ε > 0, the local homogenization problem is to find a symmetric K̂† that
minimizes E , where
E(K̂†) := 1
2





∣∣∣∣∣∣K† − AK̂†AT ∣∣∣∣∣∣2
F,B
||f ||22 . (4.4)





eT Be and measures the error
in the solution. Symbol “F, B” in second term stands for Frobenius matrix
norm weighted with the matrix B. For X ∈ RN×N ,
||X||2F,B := trace(X
T BX).
‘trace’ of a matrix is the sum of its diagonal elements. If B is the identity
matrix, then ||·||F,B is the standard Frobenius matrix norm.
In the limit ε → 0, this minimization problem can be interpreted as a
method to define a local effective stiffness K̂ that provides the best solution
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for arbitrary loads but subject to the constraint that for a particular load f
the error is the smallest possible.
We choose ε, a dimensionless parameter, a couple of magnitudes smaller
than 1. The second term is a regularization term and is included to obtain a
unique K†. We require regularization for two reasons.
• Firstly, the overall solution method is iterative due to mesh refinements
and Newton iteration steps. Hence f used for homogenization in a single
step represents only an approximation to an “exact” f .
• Secondly, without regularization, the minimization problem given by
Equation (4.4) is ill-posed (with infinitely many solutions). This hap-
pens because the action of operators K and K̂ is used only for a single
load f . Thus regularization is necessary even if an “exact” f is known.
The “closure assumption” in this homogenization method is that local (to an
element) effective material properties are not affected by other elements [5].
4.3.2 Solution of the local homogenization problem
Equation (4.4) is a typical minimization problem with linear constraints
and a convex quadratic objective function in the entries of K̂†. Note that the
objective function is not quadratic in the entries of K̂. In fact, because of
the perturbation properties of the Moore-Penrose pseudoinverse, it is a highly
nonlinear and discontinuous function in the entries of K̂ [24]. We will solve
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for K̂† and obtain K̂ by computing its pseudoinverse. We will see later in this
section that K̂† solves a continuous-time Lyapunov equation.
Symmetry of K̂ implies (and is implied by) symmetry of K̂†. We use a
Lagrange multiplier matrix Λ to impose the symmetry condition. To keep the
notation simple we let the unknown K̂† be called X in the rest of this section.
The Lagrangian is
L(X, Λ) = E(X) + trace(ΛT (X −XT )). (4.5)
Stationarity of L(X, Λ) implies X = XT and
(AT BA)X(AT (ffT +ε ||f ||22 I)A)−A
T BK†(ffT +ε ||f ||22 I)A = Λ
T−Λ. (4.6)
I is the identity matrix of size compatible with f . The details of the derivation
of this equation are in Appendix A.
We define some intermediate matrices for simplification.
U := AT BA (4.7)
V := AT (ffT + ε ||f ||22 I)A (4.8)
W := AT BK†(ffT + ε ||f ||22 I)A (4.9)
Matrices U and V are symmetric. Using the definitions of U, V, and W , we
can write Equation (4.6) as
UXV −W = ΛT − Λ.
Since ΛT −Λ is skew-symmetric, so is UXV −W . Hence, we can eliminate Λ.
UXV −W + (UXV −W )T = 0. (4.10)
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Assume ε > 0. We then use the Sherman-Morrison-Woodbury for-





(AT A)−1 − (A
T A)−1AT ffT A(AT A)−1
ε ||f ||22 + fT A(AT A)−1AT f
)
(4.11)
This exists if the following three conditions are true. Term ε ||f ||22 is positive,
(AT A)−1 exists, and the denominator of the second term is non-zero. The
second condition holds because columns of A are linearly independent. The
first and third conditions are true because ε ||f ||22 > 0 and A(AT A)−1AT is
positive semi-definite. In addition, V is positive-definite since it is invertible
and is sum of a positive definite matrix and a rank-1 positive semi-definite
matrix.
Using X = XT , invertibility of V , and symmetry of U and V , Equa-
tion (4.10) can be simplified to
(V −1U)X + X(V −1U)T = V −1(W + W T )V −1.
We define two more intermediate matrices.
C := V −1U (4.12)
D := V −1(W + W T )V −1 (4.13)
Hence, X solves
CX + XCT = D. (4.14)
This is a continuous-time Lyapunov equation, a linear matrix equation with
X as the unknown matrix. D is symmetric. If the sum of any two eigenvalues
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of C is non-zero (which is satisfied if C is positive definite), then a unique
solution X exists and it is symmetric [80, 4].
4.4 Locally best effective properties for all loads
We now define and solve the local homogenization problem when the
load f is not given, or is 0, or we want to compute effective properties inde-
pendent of any self-equilibrated load.
Given K ∈ RN×N , K symmetric, A ∈ RN×M , and B ∈ SN++, the local
homogenization problem is to find a symmetric K̂† that minimizes E , where
E(K̂†) := 1
2
∣∣∣∣∣∣K† − AK̂†AT ∣∣∣∣∣∣2
F,B
. (4.15)
The notation is same as used in Equation (4.4). We can proceed to form a La-
grangian and minimize E(K̂†) for a symmetric K̂† as explained in Appendix A.
The only difference is that compared to the definitions of the intermediate ma-
trices in Section 4.3.2, the definitions of V and W are modified. U remains
the same.
U := AT BA, (4.16)
V := AT A, (4.17)
W := AT BK†A. (4.18)
Matrices C and D are defined as they were defined in Equations (4.12)–(4.13)
but in terms of these U, V, and W . We still have to solve a Lyapunov equation
(Equation (4.14)).
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4.4.1 A special case: minimum error in `2 norm
If we want minimum error in the `2 norm and thus choose B = I, it
turns out that we don’t have to solve a Lyapunov equation because C becomes











Compare this expression with the expression for K̂ derived for least error in
energy norm in which K̂ = AT KA (Equation (3.3)). These two expressions
are different in general.
It is readily seen that if the fine-scale stiffness matrix K is positive semi-
definite, then so is the coarse-scale stiffness matrix K̂. This can be shown
as follows. If K is positive semi-definite, then so is K†. This implies that
xT K†x ≥ 0 for any compatible vector x, in particular for u = (A†)T y. Thus,
((A†)T y)T K†((A†)T y) ≥ 0. Rearranging, we get yT (A†K†(A†)T )y ≥ 0. Thus,
A†K†(A†)T is positive semi-definite. This implies that its pseudoinverse K̂ =
(A†K†(A†)T )† is positive semi-definite too.
4.5 Constrained convex optimization for local homoge-
nization
In Section 4.3, the local problem to homogenize a single element was
posed using a regularization approach. We created a single error function,
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which was a weighted sum of the error (due to homogenization) for a specific
non-zero load f and a norm of the difference of fine-scale compliance matrix
(K†) and interpolated compliance matrix (AK̂†AT ). This required choosing a
small weighing parameter ε > 0. The other constraint, of symmetry of X, was
imposed exactly using Lagrange multipliers.
In this section we formulate local homogenization as a (fully) con-
strained convex optimization problem that does not require the approximation
due to regularization.
There are two sets of constraints that the entries of the unknown matrix
X = K̂† must satisfy exactly. Firstly, X must be symmetric. Secondly, for
a specific non-zero load f the error due to homogenization should be the
minimum possible. The constrained optimization formulation is derived using
a two-step procedure. In the first step, the constraint equations are derived. In
the second step, while satisfying the constraints of first step, X must minimize
a norm of the difference of fine-scale compliance matrix (K†) and interpolated
compliance matrix (AXAT ).
The constraint equation for minimizing the error for a specific load






∣∣∣∣(K† − AXAT )f ∣∣∣∣2
B
Using a Lagrange multiplier approach to impose X = XT as shown in Sec-
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tion 4.3 and Appendix A we get the optimality condition.
AT BAXAT ffT A− AT BK†ffT A must be skew-symmetric.
Thus,
(AT BAXAT f − AT BK†f)(AT f)T must be skew-symmetric.
It can be shown that if the outer product of two vectors is skew-symmetric,
then at least one of the two vectors is zero. The proof is in Appendix C. Since
A is full-rank and f is assumed non-zero, it implies that AT f is non-zero. Thus
the first vector, AT BAXAT f−AT BK†f , is 0. Obviously this equation cannot
be used to fully determine X since it fixes the action of X only on a single
vector, AT f .





∣∣∣∣K† − AXAT ∣∣∣∣2
F,B
such that AT BAXAT f = AT BK†f and X = XT
(4.20)
We define auxiliary matrices U, V,W, and f̂ , where U = AT BA, V =
AT A, W = AT BK†, and f̂ = AT f. Using Lagrange multipliers to impose the
two constraints, we can deduce the following first-order optimality condition. U ⊗ V + V ⊗ U U ⊗ f̂ + f̂ ⊗ U






vec(WA + AT W T )
2 Wf
]
Here⊗ is the Kronecker product operation, “vec” is the vectorization operation
and µ is an unknown vector of Lagrange multipliers that constrain X to be the
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best possible for the specific load f . The Lagrange multipliers for imposing
the symmetry of X have been eliminated. The (1, 2) block is the transpose
of (2, 1) block. Since the (1, 1) block (U ⊗ V + V ⊗ U) is symmetric positive
definite and the (2, 1) block (U⊗ f̂T + f̂T ⊗U) has full row-rank, the system is
invertible and characterizes the unique minimum X. The Kronecker products
are not computed. One should transform the system to a Lyapunov equation
like structure for fast solution. This is slightly more complicated than the
regularization approach of Section 4.3. Hence, we present all the results in
Chapter 6 using the simpler approach, but this derivation and the results
show that a unique solution can be found for exact local homogenization.
4.6 Homogenization of pre-stress
In case of polymer lattices of SFIL, even if there is no external force on
molecules, the lattice is not in equilibrium in general. This is because of the
residual forces due to a mismatch in inter-molecular distance and the length
at which the inter-molecular potential is minimum. Using the terminology
from continuum elasticity, we call the residual forces pre-stress. If a single
element is removed from the lattice, as shown in Figure 4.2, the pre-stress in
that element is self-equilibrated. This is because if a spring leads to a force
F on a particle, then it leads to a force −F on the corresponding neighbor.
Taking the sum and moment around any point, the total force as well as the
total moment is zero. This pre-stress leads to a pre-strain.
To homogenize correctly, we need to transfer the pre-stress (or pre-
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strain) information in the fine-scale lattice to coarse-scale mesh. This is done
after determining the coarse-scale ‘material properties’ (K̂). Let p and u de-
note the fine-scale pre-stress and pre-strain, respectively. The corresponding










Figure 4.3: The homogenized pre-stress is the coarse-scale pre-stress that
would give a deformation such that the fine-scale and coarse-scale lattices
are approximately similar.
For a single iteration, we have
Ku = p =⇒ u = K†p
and
K̂û = p̂ =⇒ û = K̂†p̂.
We find û (and hence p̂ too) by minimizing the error
||Aû− u||2B ,
where A is the interpolation operator and B is a symmetric positive definite
matrix that forms the norm in which we measure the error. We will use B = I
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here. Since A has full column-rank, the solution is simply û = A†u. Using the
expressions for u and û, the coarse-scale pre-stress is
p̂ = K̂A†K†p. (4.21)
4.7 Remarks on local homogenization
The interpolation operator A is a parameter to play with and it can
be chosen to get better homogenized properties. Operator-dependent inter-
polation [50] should be a better choice but this is a speculation in context of
the current approach. We use the simple bilinear interpolant for lattice based
problems in 2-D (and trilinear in 3-D). We can also make the error E a func-
tion of A as well and look for the best A. This turns out to be a complicated
nonlinear problem with many more unknowns.
We have a choice of the matrix norm in the regularization term. Spec-
tral norm may be better but its use leads to a nonlinear problem with non-
smooth objective function. In contrast, weighted Frobenius norm leads to a
convex quadratic problem with linear equality constraints (due to the imposed
symmetry of K̂†).
Load-independent homogenization (Section 4.4) may not be correct for
problems involving layered media. Boundary loads and local material dis-
tribution influence the homogenized properties [2, p. 24]. For example, in
conductivity problems for layered media, if the flux is in parallel to the layers,
the effective conductivity is given by the arithmetic average. However, if the
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flux is in the perpendicular direction, the effective conductivity is given by the
harmonic average [49, p. 13]. A local self-equilibrated load can be computed
by projecting the global known load.
The choice of B is critical. If we choose B = K (K should be positive
definite for this) then we don’t gain anything when compared to the minimiza-
tion in a subspace. The approximate solution of Equation (4.4) leads to the
arithmetic average rather than the harmonic average. Since our interpolation
operator is independent of the material properties, and we are not resolving
the variations, we should look for a “weaker” convergence. Here the theory of
homogenization for PDEs guides us to believe that B should be independent
of the operator and correspond to a discrete approximation of the L2 norm.
These alternatives, load dependent or independent homogenization and
possible values of the matrix B, are numerically explored and justified in Sec-
tion 6.2. In the next section we analytically compute effective properties in
1-D for a small element.
4.8 An analytical example of local homogenization
The local homogenization method of Section 4.3.1 is exemplified with
homogenization of 3 harmonic springs forming a single element of a 1-D lattice.
We homogenize the springs to create a single effective spring with spring
constant k̂ (Figure 4.4). To keep the analysis simple, we first choose the matrix
B (used in Equation (4.4)) to be identity. Later on we use a different B to
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reduce errors where we want. We recover the classical effective spring constant
given by the harmonic average.
k1
u1 u2 u3 u4
k2 k3






Figure 4.4: We find the best effective k̂ for the self-equilibrated system shown
on left.
The fine-scale system is described by displacements u ∈ R4, stiffness
matrix K ∈ R4×4, and load f ∈ R4 with f4 = −f1 − f2 − f3.
Ku =

k1 −k1 0 0
−k1 k1 + k2 −k2 0
0 −k2 k2 + k3 −k3














The solution is u = K†f + (u0, u0, u0, u0)








































































































































We will determine the best k̂ by minimizing the error E (Equation (4.4)). We
choose B = I.
For an arbitrary load f and ε > 0, we can analytically solve for the




(3f1 + 2f2 + f3)k1k2k3
3k1k2(f1 + f2 + f3) + 3k2k3(f1) + 4k3k1(f1 + f2)
.
To simplify the expression, let us use loads only at the end-points. Thus,
f1 = 1, f2 = 0, and f3 = 0. Then
k̂ =
10 k1k2k3
9 k1k2 + 12 k1k3 + 9 k2k3
.
Compare k̂ with the classical effective spring constant
k =
k1k2k3
k1k2 + k1k3 + k2k3
.
The expressions for k̂ and k are not the same. However, we do get a
value very close to the one that is given by the harmonic average. Since we
chose B = I, the errors at the end-points were given equal emphasis as the
errors at interior points. In derivation of the classical effective constant, we
are only concerned with matching end-point displacements. This explains the
discrepancy between the two effective spring constants.
This discrepancy can be resolved by using B = diag(M, 1, 1, M), where
M  1, so that errors at end-points are penalized more. The best effective
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stiffness can be computed to be
k̂ =
k1k2k3




→ 0 as M →∞. Hence, we recover the classical effective
stiffness by choosing an appropriate norm to measure the local error.
4.9 Computational aspects
Computing the homogenized material properties requires computation
of Moore-Penrose pseudoinverse of multiple matrices with different structural
properties. We discuss this topic briefly here in Section 4.9.1 and in detail in
Chapter 5 for large sparse matrices. In addition, we have to solve a dense Lya-
punov equation of a small size (number of DOFs in the coarse-scale element).
This is discussed in Section 4.9.2 below.
4.9.1 Computation of Moore-Penrose pseudoinverse
The pseudoinverse of a real matrix K can be defined and computed
in terms of the SVD [48, 24]. Let K have an SVD K = UΣV T , then the
pseudoinverse is K† = V Σ†UT where Σ† is formed by taking the reciprocal of
all non-zero singular values (diagonal entries in Σ) and applying a transpose
operation.
SVD is the most general and reliable procedure for computing pseu-
doinverses. However, it is an O(N3) procedure. It also ignores the sparsity
of the matrix. For these reasons, it is not the best method in the context
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of numerical homogenization. In Chapter 5 we analyze faster algorithms for
computing the pseudoinverse. Numerical results are presented in Chapter 6.
For local homogenization, the pseudoinverse is needed in the following steps.
• We need pseudoinverses of the large and sparse fine-scale stiffness matrix
K. Actually, only the action of the pseudoinverse is needed on f and
columns of A (Equations (4.9) and (4.18)). See Chapter 5 for details.
• In case of Equation (4.19), we need the action of K† on columns of (AT )†.
See Chapter 5 for details.
• In case of Equation (4.19), we need the pseudoinverse of a dense A.
• Whether we homogenize for a particular load or not, we have to compute
the homogenized stiffness matrix from its pseudoinverse. Thus we need
to explicitly compute pseudoinverse of a symmetric matrix of a relatively
small fixed size (since it is on the coarse-scale). For example, for a 3-D
lattice elasticity problem with a cube forming the coarse-scale, the size
of effective stiffness matrices is 24× 24. In 2-D the size is 8× 8.
For a rectangular matrix of full column rank, for example the interpola-
tion matrix A, the pseudoinverse can be expressed using the normal equations.
A† = (AT A)−1AT
Since the number of columns of A is fixed and small, we can either use the
normal equations for computing A† or preferably use QR factorization of A.
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4.9.2 Solution of the Lyapunov equation
Computing the pseudoinverse of the best local stiffness matrix requires
solving a Lyapunov equation (except for the special case mentioned above
for load-independent homogenization and when B is identity). This equation
arises in many different areas, for example control theory and stability analysis.
Many algorithms and implementations exist for its efficient solution [70, 4]. We
use the Bartels-Stewart algorithm [13] that uses lower real Schur decomposition
of the matrix C. Let C = QC ′QT , D = QD′QT , and X = QX ′QT , where
Q ∈ RM×M is a real orthonormal matrix, C ′ is real block lower triangular with
maximum block size 2. With these definitions, Equation (4.14) becomes
C ′X ′ + X ′C ′ T = D′.
+ =
Figure 4.5: Structure of the Lyapunov equation after Schur decomposition of
C.
Since C ′ has a special structure, the transformed equation can be
solved using a “forward-substitution” algorithm. We successively solve for
X ′11, X
′






22 and so on where m is the number of blocks. Fi-
nally, we can compute X = QX ′QT .
68
4.10 Error estimation for goal-oriented adaptivity
We presented goal-oriented adaptivity for self-adjoint elliptic problems
in Section 3.3. We had used Galerkin orthogonality in the derivation of local
error estimates. The orthogonality condition is slightly different if the fine-
scale and coarse-scale operators are different. This is the case if the coarse-scale
operator is derived by local homogenization. We derive the corresponding error
estimates here. As before, quantities relevant on the coarse-scale are marked
with a hat and A is a global interpolation operator from the coarse-scale to
the fine-scale. We assume that the coarse-scale is chosen in such a way that
the Dirichlet boundary conditions are satisfied exactly.
The fine-scale primal problem is
Find u ∈ uD + V such that B(u, v) = L(v) ∀ v ∈ V .
The coarse-scale primal problem is
Find û ∈ uD + V̂ such that B̂(û, v̂) = L̂(v̂) ∀ v̂ ∈ V̂
where the coarse-scale load is defined by
L̂(v̂) = L(Av̂) ∀ v̂ ∈ X̂ .
Corresponding to a goal G ∈ X ′, we have the fine-scale and coarse-scale
adjoint problems. The fine-scale adjoint problem is
Find w ∈ V such that B(v, w) = G(v) ∀ v ∈ V .
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The coarse-scale adjoint problem is
Find ŵ ∈ V̂ such that B̂(v̂, ŵ) = Ĝ(v̂) ∀ v̂ ∈ V̂
where the goal on the coarse-scale is defined by
Ĝ(v̂) = G(Av̂) ∀ v̂ ∈ X̂ .
The error in the goal is
G(u)− Ĝ(û) = G(u)− G(Aû)
= G(u− Aû)
= B(u− Aû, w)
= B(u− Aû, w − Aŵ) + B(u− Aû, Aŵ)
= B(u− Aû, w − Aŵ) + B(u, Aŵ)− B(Aû, Aŵ).
In case of compatible fine-scale and coarse-scale bilinear forms, the last two
terms would have canceled each other. This is not true for our case. Instead,
we prove that B(u, Aŵ) = B̂(û, ŵ) and simplify the error expression.
B(u, v) = L(v) ∀ v ∈ V
⇒ B(u, Av̂) = L(Av̂) ∀ v̂ ∈ V̂
⇒ B(u, Av̂) = L̂(v̂) ∀ v̂ ∈ V̂
⇒ B(u, Av̂) = B̂(û, v̂) ∀ v̂ ∈ V̂
⇒ B(u, Aŵ) = B̂(û, ŵ)
Finally, the error in the goal, G(u)− Ĝ(û), is
B(u− Aû, w − Aŵ)︸ ︷︷ ︸
Standard characterization




As presented in Section 3.3, we can split both the terms into quantities defined
on individual elements. As before, the expression above uses the exact primal
and adjoint solutions. To approximate the error estimates, we work with a
current coarse mesh and a uniformly refined finer mesh as an approximation
of the fine-scale mesh. These local error estimates provide indicators for a
further mesh refinement.
4.11 Integration of homogenization, mesh adaptivity,
and Newton iterations for nonlinear problems
We summarize the basic structure for homogenizing and solving the problem
on a coarse mesh. Figure 4.6 depicts this structure in a flowchart.
We create a compatible coarse mesh from the fine lattice data. Here
compatibility means that all fine lattice Dirichlet boundary conditions are
reproducible by the coarse mesh Dirichlet boundary conditions. After making
an initial guess for the displacements, we compute the gradient of energy on the
fine lattice and restrict (using the transpose of the interpolation operator) it to
the coarse lattice. We continue if the norm of the gradient is large, otherwise we
stop and report convergence. The next step is to compute the Hessian on the
coarse lattice by homogenizing individual coarse elements. Using the coarse
gradient and Hessian we perform the Newton step for coarse displacements.
The new displacements are prolongated to the fine lattice, and we iterate for
the next step. Once the step size is below a threshold, we use energy-oriented
or goal-oriented error estimates and refine elements with large errors. We
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Create any compatible coarse mesh
partitions and restrict initial guess
Compute fine lattice gradient and Hessian
on each element for current solution guess
Restrict the gradient to coarse mesh and
homogenize each partition independently
Assemble coarse mesh element
gradients and Hessians
Compute new solution guess on coarse mesh





with large error 







current solution to 













Figure 4.6: Overall structure of integrating homogenization, mesh adaptivity,
and Newton iterations for nonlinearity.
repeat the Newton iterations on the refined lattice until convergence. The
mesh is refined again if needed.
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Chapter 5
Fast Algorithms for Moore-Penrose
Pseudoinverse
Local homogenization is the core part of the global solution method
and is done in each element. Moreover, because of mesh refinement and non-
linearities, each element can possibly have different stiffness matrix after each
step, and it may be required to upscale it again. Thus, critical to the compu-
tational efficiency of the whole method is fast and approximate computation
of the pseudoinverse of a sparse element stiffness matrix. For these reasons,
Singular Value Decomposition (SVD) is not the best choice here for computing
pseudoinverses.
We present algorithms that are significantly faster for sparse matrices.
The first one uses the characterization of the pseudoinverse as the limit of a
Tikhonov regularized matrix [79, 19]. In the second algorithm, the a priori
knowledge of the null-space of a matrix can be used to compute the pseu-
doinverse by direct or iterative linear solvers [47]. The third algorithm uses a
sparse rank-revealing QR factorization of the matrix (or of a suitable column
permutation) to compute an exact pseudoinverse using the matrix factors Q
and R [24, 34]. Lastly, in the context of mesh refinement or nonlinear prob-
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lems, one might reuse an old pseudoinverse (actually its sparse factorized form)
to compute pseudoinverse of a perturbed matrix. This can be done using an
iterative procedure based on “proper splittings” [22, 66].
None of these algorithms is the perfect one for all situations. Depending
on the problem dimension, number of vector unknowns per DOF, element size,
condition numbers, and sparsity, one algorithm may be much better than the
others. These choices are analyzed in Sections 6.5 and 6.6.
5.1 Moore-Penrose pseudoinverse
Moore-Penrose pseudoinverse was discovered by E. H. Moore in 1906
in the context of projections associated with singular and rectangular matri-
ces [63]. It was rediscovered by Penrose in 1955 as the unique matrix satisfying
four algebraic matrix equations [73]. Quite a few articles and books have ap-
peared on the subject since then. There is a large bibliography in [67] and [19].
Moore-Penrose pseudoinverse is the most widely known special case
of generalized inverses or pseudoinverses. In this dissertation we exclusively
work with Moore-Penrose pseudoinverse and occasionally use the term pseu-
doinverse for it.
5.2 Computation of Moore-Penrose pseudoinverse
Since pseudoinverses are generalizations of inverses of square nonsin-
gular matrices, their computation usually involves solving linear equations or
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obtaining matrix factorizations. Analogous to the plethora of direct and iter-
ative algorithms for solution of linear systems of equations, there is no single
algorithm that is the best choice for computing generalized inverses. There is
a variety of algorithms that can be used [19]. We focus only on a few that are
most likely to be useful for our purposes.
One of the most general and reliable computational method to compute
Moore-Penrose pseudoinverse is the SVD [48, 24]. The pseudoinverse of a real
matrix K can be defined and computed in terms of the SVD [48, 24]. Let
K have an SVD K = UΣV T , then the pseudoinverse is K† = V Σ†UT where
Σ† is formed by taking the reciprocal of all non-zero singular values (diagonal
entries in Σ) and applying a transpose operation. However, SVD is an O(N3)
procedure. Typical implementations also ignore the sparsity of the matrix. For
these reasons, SVD is not the best method in the context of homogenization.
However, SVD is useful for determination of the numerical rank, which is
important to reliably compute pseudoinverse of arbitrary matrices.
Despite its excellent numerical properties, use of SVD gives an impres-
sion that computation of pseudoinverse is inherently an iterative process just
like the computation of singular values or eigenvalues. This impression is not
correct. Entries of the pseudoinverse matrix are explicit rational functions
of the entries of the original matrix just like the entries of the inverse of an
invertible matrix. This is readily seen from the equivalent definition of the
pseudoinverse that uses Tikhonov regularization [19] or full-rank factoriza-
tions. Looking just at Tikhonov regularization, the entries of the inverse of
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a non-singular matrix are rational polynomials in the entries of the original
matrix. Thus, the entries of the pseudoinverse matrix are limits of rational
polynomials expressions. In principle, they can be expressed as explicit func-
tions and are exactly computable unlike eigenvalues or singular values. We do
not use this observation for computing pseudoinverses, but mention it because
of its conspicuous absence in the literature. Moreover, this gives a hint that if
we know the rank of the matrix a priori, possibly using physical considerations,
then better algorithms can be devised, for example the one in [47].
5.3 Pseudoinverses and homogenization
Our focus is on computing Moore-Penrose pseudoinverses of the follow-
ing three categories of matrices.
1. A real, singular (hence square), sparse, symmetric matrix with almost
all eigenvalues being positive. The rank-deficiency is known in advance
and is small (typically between 1 and 6) and is independent of the matrix
size. The matrix size is variable, typical value being between 500 and
3000. These are element stiffness matrices coming from a finite element
discretization.
2. A real, dense, rectangular, full column-rank matrix with a small number
of columns, between 2 and 24, and a variable number of rows, typical
value being between 500 and 3000. These are interpolation matrices in
a finite element discretization.
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3. A real, singular (hence square), dense, symmetric matrix. The matrix
size is small and will be between 2 and 24. These are pseudoinverses of
homogenized fine-scale matrices.
For the second category (the dense, rectangular, full column-rank ma-
trices) the pseudoinverse can be expressed and computed using the normal
equations.
A† = (AT A)−1AT
Since the number of columns of A is fixed and small and A is well-conditioned,
we can either use the normal equations for computing A† or preferably use
QR factorization of A to avoid loss of precision due to squaring of the con-
dition number. For the third category (the small, dense, symmetric, singular
matrices), we use the SVD. These are implemented in LAPACK [3].
The computational bottleneck of the homogenization process is com-
puting the pseudoinverses of the matrices of the first category (real, large,
sparse, singular matrices). SVD of a matrix of size 400 takes nearly a second
on current single core processor (as of year 2009). However, a sparse Cholesky
factorization of matrices of similar size and with a structure and properties of
the homogenization problem takes around 0.005 seconds, which is 200 times
faster. If the matrix size is greater, say 2500, the sparse factorization can be
3000 times faster than computing the SVD. Thus, if we can use sparse fac-
torization or sparse solution methods for linear systems instead of SVD for
pseudoinverse, we can hope to obtain a speedup of 100 to 1000 depending on
the matrix size.
77
Note that when we talk about computing pseudoinverse, in general we
do not want it in an explicit matrix form but want only its action on a set of
vectors. However, for the categories of matrices mentioned above, we do want
the pseudoinverse of the dense matrices explicitly. This is all right, since these
are small matrices.
5.4 Sparse algorithms for Moore-Penrose pseudoinverse
As mentioned above, using a sparse algorithm for computing pseudoin-
verse may be 2 or 3 orders of magnitude faster than the SVD for typical sparse
finite element matrices. We present three algorithms that exploit the sparsity.
In the end, we present an iterative algorithm that can compute pseudoinverse
of a perturbed matrix using the factorized form of the pseudoinverse of the
original matrix. This is useful when the element stiffness matrices change
slightly during mesh adaptivity steps and Newton step for nonlinearity.
5.4.1 Pseudoinverse using Tikhonov regularization
We can avoid the SVD by using a limit characterization for the pseu-
doinverse using Tikhonov regularization [79, 19]. For an arbitrary matrix K
K† = lim
δ→0
(KT K + δI)−1KT = lim
δ→0
KT (KKT + δI)−1. (5.1)
I is a size-compatible identity matrix. The limit always exists. The limit has
to be taken for the full expression and not just the matrix with the variable δ
((KKT + δI)−1 or (KT K + δI)). The proof is in [79, 19].
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5.4.1.1 Approximation using a finite δ
We use a finite δ in Equation (5.1) to approximate K†. For an accurate
approximation, δ should be a small multiple of the σ2r , the square of the small-
est non-zero singular value of K. We can then use Equation (5.1) to compute
an approximate action of K† on any given vector g. An a priori error estimate
for δ > 0 can be proved [25, 19]






We use the sparse direct Cholesky factorization method as implemented
in CHOLMOD [33]. If K is sparse or banded then KKT and KT K are sparse
too (although less so). For example, if K is tridiagonal, then KKT and KT K
are pentadiagonal. Moreover, they are positive semi-definite. Addition of a
positive diagonal makes the matrix to be inverted positive definite. Thus,
Cholesky factorization is a feasible algorithm for all K.
It is not necessary to use a general sparse factorization method for
the matrices we are interested in. If a typical nodal ordering is used to order
particles in a 2-D or 3-D box, the stiffness matrices are banded. For nd particles
and p DOFs per particle, where d is the space dimension and n is the “edge-
size” of an element, the matrix size is p nd and bandwidth is O(p nd−1). Thus
banded Cholesky solvers can also be competitive with general sparse Cholesky
solvers. Currently, we have used reordering based sparse direct solvers. A brief
comparison of the two methods is done in Section 6.5.
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Because δ is finite, we lose a few digits in the computed vector K†g.
If δ is chosen appropriately, then the approximation is not detrimental to the
overall algorithm. It should not be too small (relative to σ2r) either since it
would lead to numerical singularity of KT K + δI. A large δ would lead to less
accuracy. We do need an estimate of σ2r for this problem, which is an O(N
3)
procedure for an accurate estimate, but that is all right since it can be done
once and re-used for other elements.
This algorithm squares the (pseudo-)condition number by computing
KT K (or KKT ), and then adds a small diagonal perturbation to make the ma-
trix invertible. Hence, we do not use an iterative algorithm to invert. One can
use the QR factorization to compute the pseudoinverse for this damped least
squares problem [24] and avoid squaring of the condition number, but it would
be slower than sparse Cholesky factorization. And if one goes through the
trouble of implementing sparse QR factorization, one might as well compute
the pseudoinverse “exactly” using the algorithm presented in Section 5.4.3.
The advantage of sparse Cholesky factorization is its speed. For certain so-
lution regimes, this is the fastest of all the algorithms we will discuss. It is
inherently an approximate algorithm and will never obtain solutions with full
accuracy. This is not a big drawback because in the context of homogenization
with mesh adaptivity and nonlinearity, we need only an approximation of the
upscaled Hessian matrix and not its exact upscaling.
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5.4.1.2 Iterative improvement using a series representation




KT (KKT + I)−i (5.2)
Here KT must not be removed as a factor from the series (else the sum will
diverge). Using the property (αK)† = 1
α





KT δi−1(KKT + δI)−i ∀δ > 0.
Here δ = 1
α2
. Since α 6= 0 is arbitrary, the representation is valid for all
δ > 0. Note that the first term in the summation is the last expression in
Equation (5.1) for a finite δ.
This representation effectively rescales the matrix K so that computing
the inverse of KKT +δI is not too badly-conditioned when K is rank-deficient
(and δ is chosen appropriately). A large δ would mean that the inverse can
be accurately computed, but then more terms in the series will be needed
to accurately approximate K†. If a smaller δ is chosen, then fewer terms
will be needed to achieve an acceptable accuracy, but the inverse will not be
accurately computed in finite precision. Thus, there is a built-in trade-off
between computation speed and high accuracy.
Once KKT + δI is factorized using a sparse Cholesky factorization, the
factors can be reused to compute the actions of (KKT +δI)−i for i ≥ 1. Thus,
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the “inversion” step is required only once and rest of the terms can computed
cheaply.
We have not used this iterative improvement strategy in the context of
homogenization, but it can be used when the pseudoinverse is required with
higher accuracy.
5.4.2 Pseudoinverse using a known null-space basis
A less well-known result, presented in [47], is that computing pseudoin-
verse, or its action on a vector, can be transformed to solving linear algebraic
equations of same size (by either direct or iterative algorithms). One needs
the null space of the original matrix a priori. For many mathematical models
of physical problems the null-space is known from physical arguments.
For nonlinear lattice elasticity problems, the null-space of the stiffness
matrix contains the rigid body translations whether the lattice is in equilibrium
or not. If it is in equilibrium, rigid body rotations are also in the null-space [47].
Thus, the dimension of the null-space is independent of the size of the lattice,
and its basis is known.
Let R ∈ RN×P , 0 < P < N, be a matrix of columns-vectors that form
an orthonormal basis of the null-space of a symmetric K ∈ RN×N . R stands
for rigid body motion. Thus, P := In − RRT is the orthogonal projector on
the range of K. It is shown in [47] that P (K + RRT )−1 = (K + RRT )−1P is
the Moore-Penrose pseudoinverse of K.
Hence, if K and R are known, then computing u = K†g, for f ∈ RN ,
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implies solving (K+RRT )u = Pg for u. Even if K is sparse, (K+RRT ) would
be dense in general. But it is a rank p update of a sparse matrix and p is small
compared to N . Thus the action of (K+RRT ) on any vector can be computed
with a little more effort than sparse matrix vector multiplication. Thus the
system can be efficiently solved by iterative solvers for symmetric matrices.
We use the iterative solvers (conjugate gradient and minimum residual meth-
ods) and preconditioners (Jacobi and Incomplete Cholesky) implemented in
PETSc [11]. A numerical comparison of these 4 combinations is presented in
Chapter 6.
5.4.3 Pseudoinverse using QR factorization
Let K ∈ RN×N have a rank-deficiency p, where 0 < p < n. In our
application, p will be a fixed number much smaller than n. We can compute
a rank-revealing QR factorization K = QR, where Q is orthonormal and R is













Here Q1 is n×(n−p), Q2 is n×p, R11 is (n−p)×(n−p), and R12 is (n−p)×p.
Define auxiliary matrices S and X.
S := R−111 R12
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and
X := (ST S + I)−1ST R−111 Q
T
1 .
S is (n− p)× p, and X is p×n. The action of R−111 can be computed by back-
substitutions since R11 is a triangular matrix. In addition, the ‘inversion’ of a
p× p system (ST S + I) is needed to compute S and X.










Note that this is just an expression and need not be computed explicitly. It
can be used to compute K†f for a known vector f . One should form QT1 f first
to compute X and K†f .
In general the factors Q and R are not as sparse as the original matrix
K. Moreover, a typical QR factorization algorithm will not exploit the sparsity
of K. For this, we can use a sparse QR factorization algorithm, for example
as implemented in [34].
The columns of K should be reordered before the QR factorization to
reduce fill-in. Thus, we need to form the Q and R factors of KP , where P is
a permutation matrix, usually chosen automatically [34]. If KP = QR, where
P is orthonormal, then it can be shown using SVD that K† = P (QR)†. This
expression is applicable for a permutation matrix P also because permutations
are orthonormal. (QR)† can be computed as shown above. The expressions
remain valid but the implementation takes advantage of the sparsity of Q and
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R.
5.4.4 Pseudoinverse using proper splittings
In the context of homogenization for mesh-adaptivity and nonlineari-
ties, each of the algorithms to compute Moore-Penrose pseudoinverse presented
above recomputes the pseudoinverse of the element stiffness matrix whenever
needed. However, in some cases, material nonlinearity might not be strong
enough to change the element stiffness matrix appreciably when the mesh is
refined away from the element of interest. Hence, once pseudoinverse is com-
puted in an earlier step, its value may be useful in the new step if we do not
care for an exact upscaling. In a few steps, one could update the pseudoinverse
to avoid slower convergence in Newton steps (if observed). With this motiva-
tion, we can use an algorithm presented in [22, 66] to update the pseudoinverse
of a perturbed matrix by reusing the factorized form of the old pseudoinverse.
Analogous to additive splittings for solving nonsingular system of equa-
tions, one can use a proper splitting for computing pseudoinverses. A splitting
K = G −H of a matrix K is called proper if the range and null spaces of K
and G are equal. Using such a splitting, the iterative algorithm
u(n+1) = G†Hu(n) + G†f
converges to u = K†f as n →∞ iff the spectral norm of G†H is less than one.
This iteration can be useful if we know G†, the old pseudoinverse, in
factorized form using Cholesky factorization or QR factorization discussed
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above. H is (negative of) the update of the element stiffness matrix due to
a new solution guess. One must make sure that the range and null space of
K and G are identical. In many cases this can be readily done using physical
arguments. In addition, if the update is small, only a few iterations will be
needed to converge to u.
Despite its appeal, this algorithm requires an independent algorithm
that computes the factorization of the pseudoinverse. Moreover, it is memory-
intensive because of extra storage that will be useful for just a few steps.
Finally, to ensure convergence a priori one needs an estimate of the spectral
norm of G†H or abort the computation if norm of u(n) is diverging to infinity.
We have not pursued this approach further in this dissertation. We mention
it because using this method may lead to faster computation at the expense




This chapter contains the numerical results of integration of the local
numerical homogenization method with mesh adaptivity for nonlinear lattice
elasticity problems. The results provide evidence of the accuracy, robustness in
presence of nonlinearities and mesh adaptivity, and fast computational speed of
the method. As mentioned in Section 4.10, this method extends the existing
goal-oriented h-refinement strategy [39] to numerical homogenization where
coarse-scale and fine-scale operators are different. The adjoint solutions on
coarse and fine meshes provide a basis of automatic goal-oriented adaptivity.
This gives rise to 1-irregular meshes with hanging nodes. These are handled
using the constrained approximation techniques. We present the details for
2-D and 3-D SFIL geometries in Section 6.8.
Before presenting the results on the full lattice geometries, we present
numerical results of the intermediate steps in detail. The homogenization
method is verified using a 2-D chessboard conductivity problem with a known
homogenized limit [56]. We compute the optimum element size for homoge-
nization of SFIL lattice. Optimum size means one that leads to fastest global
homogenization without taking loss of accuracy (due to large elements) into
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consideration. Some of the algorithms for Moore-Penrose pseudoinverse dis-
cussed in Chapter 5 are analyzed for computational time as a function of space
dimension, element size, iterative method, and preconditioner. We compare
the computational times of the sparse Cholesky factorization method for ap-
proximate pseudoinverses with the exact QR factorization method. Based
on these results, we have created a feature matrix for different pseudoinverse
methods that could be useful for other applications.
6.1 Verification of numerical homogenization
We verify the local numerical homogenization algorithm presented in
Chapter 4 using a 2-D chessboard conductivity problem with a known homog-
enized limit [56]. If the conductivities of individual boxes of different colors
are k1 and k2, then the effective conductivity is
√
k1k2 as box-width ε → 0,
Figure 6.1. This conductivity pattern has been used for operator-dependent
multigrid homogenization [58, 65]. However, in both the articles, the error due
to homogenization was large when the two conductivities differed significantly.
Using this analytical result, our goal is to form a pure Neumann prob-
lem with finite ε that also has a computable definition of effective conductivity.
We discretize this problem using finite elements and solve the resulting system
exactly. This gives us a value of effective conductivity that will, in general, be
different than
√
k1k2 because of finite ε and discretization error. We then ap-
ply the local numerical homogenization method based on the Moore-Penrose









Solve u = uD on ∂Ω
k∇ · (∇u) = 0 in Ω
Solve uǫ = uD on ∂Ω
∇ · (kǫ∇uǫ) = 0 in Ω
Figure 6.1: A 2-D domain with chess-board pattern of conductivities k1 and
k2 has a limiting conductivity
√







m small blocks on each side.
m≫ 1 and mǫ < 1, say 0.9.
Figure 6.2: A square box of width 1 and flux boundary conditions on all edges.
comparison of these two effective conductivities will show whether the homog-
enization method is acceptable or not.
The pure Neumann problem is posed on a square domain of width 1
and a chess-board conductivity pattern with conductivities k1 and k2 in the
interior, Figure 6.2. Uniform heat flows in from the left edge and flows out
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from the right edge. The magnitude of the flux is f . The top and bottom
edges are insulated. To avoid boundary effects a thin layer of material near
the boundary has conductivity equal to the homogenized limit
√
k1k2. Since
this is a pure Neumann problem, we have to fix a datum. We choose the
minimum temperature in the domain to be exactly 0.
Figure 6.3(a) and Figure 6.3(b) show the conductivity pattern as a
function of x and y and the temperature profile for 8 small boxes on each side
(ε = 0.125) and each small box discretized by 10 bilinear quads. Conductivity
values are k1 = 1 and k2 = 10 and magnitude of imposed flux is 1.
(a) (b)
Figure 6.3: (a) The conductivity pattern for k1 = 1 and k2 = 10 and ε = 0.125
in a box of width 1. (b) The plot shows a finite element solution for the
temperature when the magnitude of the imposed flux is 1 and the square is
discretized by 80× 80 bilinear quad elements.
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The finite element solution shown in Figure 6.3(b) looks smooth. How-
ever, the analytical solution has singularities at all interior corners where the
boxes of different conductivities meet. This is made clear by the finite element
x and y derivatives of the temperature in Figures 6.4(a) and (b) respectively.
(a) (b)
Figure 6.4: (a) The finite element x derivative of the function shown in Fig-
ure 6.3(b). (b) The finite element y derivative of the same function.
From the analytical homogenization result (as ε → 0) it is seen that
the conductivity of the whole domain will be effectively
√
k1k2. The limiting
2-D problem can be solved analytically as a 1-D problem. There will be no
temperature variation in the vertical direction. The limiting solution will vary
linearly in the horizontal direction.
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The exact solution in the limit is
u(x, y) = (1− x) f√
k1k2
, (6.1)
where u denotes the temperature, and f is the magnitude of boundary flux.
Using Equation (6.1), the maximum temperature in the box is at x = 0 and
is equal to f√
k1k2








We compute keff for the finite element solution also. The local numer-
ical homogenization method is used to upscale the whole domain into a single
quad with bilinear shape functions. The output is a coarse-scale symmetric
“stiffness” matrix of size 4 (the number of DOFs in the coarse-scale element).
We can then extract the best conductivity from this stiffness matrix and com-
pare it with the keff for the finite element solution using Equation (6.2). De-
note the numerically homogenized conductivity kε (because it will vary with
ε).
For a bilinear quad with conductivity k and vertex nodes ordered as
[ 1 = (0,0), 2 = (1,0), 3 = (0,1), 4 = (1,1) ], the element stiffness matrix is




4 −1 −1 −2
−1 4 −2 −1
−1 −2 4 −1
−2 −1 −1 4

The numerical homogenization algorithm will give the coarse-scale matrix K̂
of size 4× 4. In general it will not be proportional to K so we cannot extract
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a conductivity kε for making a comparison. We use Frobenius matrix norm to
get the best kε such that
∣∣∣∣∣∣K − K̂∣∣∣∣∣∣2
F







where ‘:’ is the matrix inner product induced by the Frobenius norm and
‘trace’ is the matrix trace. Note that this extraction of a single number k is
just for the comparison purposes of this section. For finite element assembly
in a “real” problem we use the matrix K̂ obtained after homogenization.
For a fixed k1 = 1 and variable k2 > 1, Figure 6.5 shows the comparison
between the limiting conductivity (
√
k2) and kε produced by the homogeniza-
tion method. k2 is varied from 1 to 100. The curves show that for this range
and a fixed number of elements (1600) to resolve the solution, the two values
are quite close. The difference increases for large contrast between k1 and k2
but it may be possible to rectify that by using smaller and more elements in
the mesh to resolve the singularities in the solution derivatives. We do not
attempt that here.
6.2 Alternatives in homogenization error functional
In Section 4.3 we formulated the local numerical homogenization prob-
lem when a local self-equilibrated load is known. In Section 4.4 we formulated
the same problem by treating all loads equally. In both cases we had used a
norm (given by a matrix B) to compare the local fine-scale and coarse-scale
compliance matrices. Thus, we have to make two choices − whether a known
93
























Figure 6.5: A comparison between limiting conductivity
√
k1k2 and homoge-
nized conductivity kε as k2 is varied and k1 = 1 fixed.
load is used and which norm is used to compare coarse-scale and fine-scale so-
lutions. Using the chess-board conductivity problem of Section 6.1, we present
numerical evidence that the alternative in which the load is known, and we use
a norm that compares errors only on the boundary of the domain is a better
choice.
Consider the first choice, that the known local load be used. If we
minimize the homogenization error for a particular load, we should get a better
solution. This seems obvious. The choice in the case of norm needs a little
explanation. As will be shown, if we compare errors only on the boundary
(instead of the whole domain) we get a better solution. A finite element
interacts with the rest of the domain through the boundary. For example, in
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the 1-D example of springs solved in Section 4.1, the process of homogenization
reduces the N spring constants to just one. The rest of the domain (or the
exterior) cannot know by interacting with an element what is there inside (at
least in this 1-D example). In that sense, homogenization is exact. But even
with the exact homogenization, the errors in the interior are not zero. Thus,
they should not be expected to be small, and should not be compared.
Figure 6.6 shows the errors made by making these choices. The curves
show the relative errors between kε and expected exact k =
√
k1k2 while k1 = 1
fixed and k2 is varied between 1 and 25.
Symbol k F SN denotes the curve where the known self-equilibrated
“force” (or “load”) is used in conjunction with a special norm. Here we use
the boundary flux and the special weighs the errors in the interior as 100 times
less important than boundary errors. This idea is similar to the weighted `2
used in the end of Section 4.8. Symbol k SN denotes the curve where the load
is not used, but the special norm is. Symbol k F N denotes the curve where
the load is used, but the norm is the `2 norm. Symbol k N denotes the case
where no load is used and the norm is the `2 norm. As seen, using the known
load is better than not using it. Similarly, using the weighted norm is better
than not using the weighted norm.
6.3 Computational time for different element sizes
A typical mesh in the sequence of meshes generated for automatic mesh
adaptivity will have elements of all sizes. For allocating different elements
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Figure 6.6: The four curves show the relative errors between homogenized
conductivity kε and analytic conductivity
√
k1k2 for various choices made in
defining the homogenization error. See text in Section 6.2 for details.
to different processors it is necessary to know in advance the time taken to
homogenize elements as a function of element size n (number of SFIL particles
in each element side). We compute homogenization time for hexahedral and
quadrilateral elements of polynomial degree 1 and identical number of cells in
each side.
The most expensive step is computing the pseudoinverse of the element
stiffness matrix. In Chapter 5 we presented a few algorithms for computing
Moore-Penrose pseudoinverses. Here, we compute pseudoinverses using two
kinds of algorithms − sparse Cholesky factorization of (Section 5.4.1) and
iterative methods based on known null space (Section 5.4.2).
For the iterative case, we choose the conjugate gradient (CG) and min-
imum residual (MINRES) methods. As preconditioners, we use Jacobi pre-
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conditioner and Incomplete Cholesky (ICC). MINRES is also tried because
stiffness matrices in SFIL can be indefinite in a particular iteration. These
are implemented in PETSc [11]. The sparse Cholesky factorization is imple-
mented in CHOLMOD [33]. Thus, we analyze four different iterative schemes
and one direct scheme. The trends in homogenization times presented below
can be taken as trends in times taken to compute pseudoinverse (of the element
stiffness matrix) using these 5 different schemes.
Figures 6.7 and Figure 6.8 show the results for 2-D and 3-D respectively.
The computation time increases as a power law. For n as the element size, we
compute the best-fit homogenization time as a power law 10AnB. The best-fit
constants A and B are in Figure 6.9. We mention a few observations
For small elements, sparse Cholesky is better than iterative schemes.
In 2-D, it is much better, and never loses to the iterative schemes. In 3-D, for
small elements sparse Cholesky is better but not by much. Iterative schemes
are better beyond n = 8. This might be due to higher fill-in in 3-D.
Between the four iterative schemes, depending on element size n, the
best iterative scheme keeps on changing, but they are all very close together.
For small n, Jacobi preconditioner is better than ICC for both 2-D and 3-D
even though it leads to slower convergence (uses more iterations, not shown
here). ICC is more complicated to setup so it does not help much compared
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Figure 6.7: The figure shows computation time to homogenize a 2-D quadri-
lateral element with 8 DOFs (2 per corner) as the element size changes. The
element size is number of particles on each side of the quadrilateral. Different
pseudoinverse methods lead to different times.
6.4 Optimum element size for homogenization of a cu-
bical lattice
Given a cubical geometry with a fixed number of points p on each side,
we might want to divide the lattice into m elements on each side. If there are
n points in each element, we have a relation between p, m, and n.
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Figure 6.8: The figure shows computation time to homogenize a 3-D hex-
ahedral element with 24 DOFs (3 per corner) as the element size changes.
The element size is number of particles on each side of the cube. Different
pseudoinverse methods lead to different times.
Figure 6.10 shows a 2-D cartoon of the fine and coarse lattices. We want
to decide n to minimize the computational cost of homogenizing the whole
cubical lattice into a coarse mesh.
Let H(n, p) be the total time to compute the homogenized Newton step


























Space dimension = 2 Space dimension = 3
Figure 6.9: The best-fit power law constants A and B for homogenization time
in 2-D (Figure 6.7) and 3-D (Figure 6.8). The computation time is modeled
by T (n) = 10−AnB, where n is the element size.
p points on each side m elements on each side,
each with n points
Original lattice Homogenized lattice
Figure 6.10: A fine-scale lattice with p particles on each side and a coarse mesh
(homogenized lattice) with m elements, each containing n point particles.
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the homogenized Hessian.






A, B are best-fit constants related to homogenization of a single element as
described in Section 6.3. A′, B′ are constants for inverting the global homog-
enized Hessian. They would be different in general. In the analysis ahead,
we have chosen A′ = A and B′ = B so that someone implementing a code
can reuse a single scheme for all purposes instead of implementing multiple
schemes together.
Substituting m = p−1















The objective is to choose an n that minimizes H(n, p) for a given p. If
n is 2, we did not homogenize an SFIL lattice really since m = p−1. Then, the
first term is ignored since it does not require any work. We will spend more
time in solving the full system as well as doing more Newton iterations. If
n = p, it means the lattice is homogenized into a single element. Although the
global system will be very small, this will require linear solves for pseudoinverse
of a huge matrix. Additionally, the accuracy will be very poor.
We have observed that the optimum element size n depends weakly on
changes in p. We will work with p = 101. Note that in practice we may choose
to not homogenize every element and instead reuse the homogenized Hessian
from other equal sized elements. We may also reuse the homogenized Hessian
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for multiple Newton steps. This analysis is for a single homogenized Newton
step in which all elements are homogenized separately without reusing data
from other elements.















Figure 6.11: The time taken to homogenize a 2-D lattice of size 101×101 once
as a function of the coarse element size. Cholesky factorization to compute
pseudoinverse is the fastest for all element sizes. Compare Figure 6.12.
Figures 6.11 and Figure 6.12 show the plots for the computation time
for a 2-D and 3-D lattice respectively. Each lattice had 101 points on each
side. The results are plotted for different methods to compute the pseudoin-
verses of stiffness matrices. As discussed in Section 6.3, we have analyzed 5
schemes. CG means conjugate gradient, MR means minimum residual, ICC
means Incomplete Cholesky preconditioner, JAC means Jacobi preconditioner,
and DIRECT means sparse Cholesky factorization.
As we can see, in 3-D, it takes around 4 minutes to homogenize if
element size is 4 using sparse Cholesky factorization. For larger 3-D elements,
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Figure 6.12: The time taken to homogenize a 3-D lattice of size 101 × 101 ×
101 once as a function of the coarse element size. Cholesky factorization to
compute pseudoinverse is the fastest for small element sizes only. Compare
Figure 6.11.
iterative schemes are faster than the sparse direct method. For 2-D, the sparse
direct method is always faster. The main reason why a sparse direct solver
came out as the best is due to multiple right hand sides. In 3-D, with 3 DOFs
per node, 24 (or 25 depending on if we use a known load) linear systems are
solved. For the given data, we see that the best idea is to choose n = 5 (4 cells
on each side), and use a sparse direct solver for local homogenization. Since
n− 1 is a power of 2, it will be beneficial for mesh adaptivity and refinements.
Thus, if initial mesh elements are too large, it is better to break them using
the optimum element size as a guideline.
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6.5 A comparison of Cholesky factorization and QR fac-
torization for computing pseudoinverse
We discussed sparse direct factorization based algorithms for comput-
ing the Moore-Penrose pseudoinverse in Sections 5.4.1 and 5.4.3. The Cholesky
factorization algorithm was inherently approximate unlike the QR factoriza-
tion based algorithm, which was exact. The details of these algorithms are
discussed in [33, 34]. We use the stiffness matrix K of a 3-D box with 13
particles on each side (total 2197 particles), and each particle connected to
the 26 nearest neighbors. Each particle has 1 DOF. In the ordering, starting
from origin, the x direction index is the fastest and z direction index is the
slowest.
(a) (b)
Figure 6.13: (a) The non-zero structure of a stiffness matrix K of a 3-D box
with 13 particles on each side (total 2197 particles), and each particle con-
nected to the 26 nearest neighbors. Each particle has 1 DOF. (b) The non-zero
structure of KT K + δI.
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Figures 6.13(a) and (b) show the stiffness matrix and the matrix KT K+
δI discussed in Section 5.4.1 used for Tikhonov regularization. Figures 6.14(a)
and (b) show the permutation matrix P and the upper triangular factor R such
that P T (KT K+δI)P = RT R. Figure 6.15(a) shows the upper triangular factor
R when no permutation is used (P = I). The factor has the same bandwidth
as the matrix (KT K + δI) and is dense within the band.
Figure 6.15(b) show the permutation (produced by COLAMD [34]) for
a fill-in reducing sparse QR factorization of K. Figures 6.16(a) and (b) show
the sparse orthogonal factor Q and the sparse upper triangular factor R such
that KP = QR.













Permutation matrix P for Cholesky factorization
(a) (b)
Figure 6.14: (a) The non-zero structure of the permutation matrix P that
reduces fill-in for Cholesky factorization of KT K + δI. (b) The non-zero
structure of the upper triangular Cholesky factor R of KT K + δI such that
P T (KT K + δI)P = RT R.
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Permutation matrix P for sparse QR
(a) (b)
Figure 6.15: (a) The non-zero structure of the upper triangular Cholesky
factor R of KT K + δI such that KT K + δI = RT R. No permutation matrix
is used. (b) The non-zero structure of the permutation matrix P for a sparse
QR decomposition of K such that KP = QR. See Figure 6.16.
(a) (b)
Figure 6.16: (a) The non-zero structure of the orthogonal matrix Q for a
sparse QR decomposition of KP . See Figure 6.15(b) for P . (b) The non-zero
structure of the upper triangular matrix R where KP = QR.
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On a 1.5 GHz single core processor, the sparse Cholesky factorization
with reordering took 0.235 seconds. The banded Cholesky factorization took
0.238 seconds. The difference is insignificant. However, the upper triangular
factor had 16% more non-zeroes for the banded factor. This would make
back-substitution slightly expensive.
The sparse QR factorization took 1.196 seconds, nearly 5 times slower
than Cholesky factorization. In addition, the number of non-zeroes in Q and
R combined was 4 times the number of non-zeroes in the Cholesky factor R.
6.6 Features of sparse algorithms for pseudoinverse
Finally, based on the results presented here and in Sections 6.3 and 6.5,
we have created a feature classification matrix for the various pseudoinverse
algorithms. This is presented in Figure 6.17. At least for the initial itera-
tions, the approximate pseudoinverse method using Tikhonov regularization
presented in Section 5.4.1 may be the best because of its speed.
We have not integrated sparse QR factorization with homogenization
yet. The features and classifications are based on analytical formulas and
preliminary code testing using [34].
These results are for a specific SFIL lattices, for a single step in the
Newton iterations, specific libraries (PETSc, CHOLMOD), and a typical re-
cent CPU (Intel Core 2 Duo, 1.5 GHz). However, for any changes in the













































Figure 6.17: Features of algorithms for computing Moore-Penrose pseudoin-
verse discussed in Chapter 5. None of the algorithms is the best amongst all
depending on the kind of problem to be homogenized.
elements and the best method can be chosen accordingly at run-time.
6.7 Convergence rate of uniform mesh refinements
We present the results of homogenization of a 2-D lattice with 21 par-
ticles on each side and “random” bonds. The bottom layer of particles is fixed
with equal inter-particle distance 1.3 and the lattice relaxes under zero exter-
nal forces. The objective is to compute the convergence rate of error in energy
norm as the coarse mesh element size is reduced to the fine-scale elements.
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The steps of homogenization and nonlinear Newton iterations are integrated
as shown earlier in Figure 4.6. In this case, however, the mesh is always refined
uniformly in h.
Figure 6.18 shows the lattice topology. The lattice consists of two kinds
of harmonic bonds with different parameters (equilibrium length and stiffness).
The bonds are randomly distributed. The darker color represents the first kind
of bond with stiffness 0.4 and length 1.2. The lighter color signifies the second
kind with stiffness 1 and length 1. Figure 6.19 shows an equilibrium solution
starting from a square lattice as the initial guess.
Figure 6.18: A “random” 2-D lattice with 21 particles on each side.
We use various element sizes for the coarse mesh to homogenize the
lattice. Figure 6.21 shows the results. The nonlinear problem is homoge-
nized using load-independent homogenization (Section 4.4) with 1, 4, and 16
“square” elements with 400, 100, and 25 lattice “cells” in each element. As
seen, the solutions obtained after homogenization match the fine-scale solu-
tion very well. Figure 6.20 shows the global relative error in `2 norm when
compared to the non-homogenized fine-scale solution.
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Figure 6.19: An equilibrium solution for the lattice topology shown in Fig-
ure 6.18 and fixed bottom layer.


























Figure 6.20: The global relative error in `2 norm for various levels of homoge-
nization shown in Figure 6.21. The exact solution is specified by 882 degrees
of freedom.
6.8 Integration of homogenization with adaptivity and
Newton iterations
In this section, we show results that combine automatic h-adaptivity
with nonlinear iterations and local homogenization for SFIL lattice problems.
110
Figure 6.21: An oblique view of the equilibrium solutions for the lattice shown
in Figure 6.18 after homogenizing the lattice at various resolutions. The
bottom-right lattice is the non-homogenized solution taken from Figure 6.19.
These three techniques are integrated by the logic shown in Figure 4.6. We
present results for 2-D and 3-D lattices and compare meshes generated by
energy-oriented and goal-oriented adaptivity. In contrast, the results presented
in Chapter 3 were for automatic hp-adaptivity for linear problems with smooth
material data on cubic lattices and without local homogenization.
Although the real SFIL lattice model is in 3-D, we show the progress
of mesh refinements in 2-D first because of the clarity it provides. This 2-D
lattice model has 128× 128 cells. The base is fixed and the lattice is deformed
to its minimum energy configuration for a sequence of coarse meshes. We run
the algorithm two times but use a different strategy in both cases. First we
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refine solely to minimize error in energy. In the second case the refinements are
to minimize an error estimate in a goal functional. As shown in Figure 6.22,
the goal is the distance between top-right corner and the center of top edge.
As shown in Figures 6.24(a) and 6.28(a), the initial mesh consists of 4 equal-






Figure 6.22: The figure shows a 2-D model with 16384 unit SFIL cells and
fixed base. For goal-oriented adaptivity, the goal is the distance between top-
right corner and the center of top edge. The numerical results for this model
are shown in Figures 6.24− 6.30.
The 3-D model, shown in Figure 6.23, depicts a SFIL lattice with rect-
angular features for imprinting. It consists of approximately 13000 unit cells
and 38000 DOFs. The goal is the distance between the two vertical blocks
measured. This distance is measured between coordinates (12, 28, 4) and (12,
24, 4). The initial mesh consists of equal-sized elements each of edge size 4,














Figure 6.23: The figure shows a 3-D model with approximately 13000 unit
SFIL cells and fixed base. For goal-oriented adaptivity, the goal is the distance
between coordinates (12, 28, 4), shown by the white circle, and (12, 24, 4).
The numerical results for this model are shown in Figures 6.34− 6.42.
6.8.1 Energy-oriented mesh adaptivity for a 2-D mesh
We show energy-oriented adaptivity results for the 2-D model shown
in Figure 6.22. Figures 6.24 − 6.25 show the mesh as refinements proceed.
Meshes are shown after the Newton iterations for that particular mesh have
converged. As seen, the mesh refinements proceed to have smaller elements
on the base, specifically near the two corners. This is expected because of a
change of boundary condition − free “boundary” on vertical edges and fixed
“boundary” on the base. By boundary we mean the molecules that form the
topological boundary of the lattice in analogy with a surface in continuum
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material. The refinements are not necessarily symmetric in each step because
different bonds and molecules are randomly distributed, being generated by
the Monte-Carlo algorithm discussed in Section 2.2.3.
(a) Initial Guess (b) Iteration 1
(c) Iteration 2 (d) Iteration 3
Figure 6.24: Energy-oriented mesh adaptivity for a 2-D lattice of size 128 ×
128 with fixed base boundary condition. Rest of the iterations are shown in
Figure 6.25. Compare goal-oriented mesh adaptivity in Figures 6.28− 6.29.
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(a) Iteration 4 (b) Iteration 5
(c) Iteration 6 (d) Iteration 7
(e) Iteration 8 (f) Iteration 9
Figure 6.25: Energy-oriented mesh adaptivity for a 2-D lattice of size 128
× 128 with fixed base boundary condition. Previous iterations are shown in




















































(b) Homogenized residual norm per DOF
Figure 6.26: The graphs show how the minimum energy and residual norm
change as mesh is refined using energy-oriented adaptivity and Newton it-
erations proceed. (a) The kinks are present where mesh is refined and the
instantaneous rate of decrease of energy is higher. (b) The residual decreases
with Newton iterations and goes up again upon mesh refinements. This is
because fine-scale becomes more important. Compare with Figure 6.31.
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(b) Error in energy versus number of DOFs
Figure 6.27: The graphs show the distribution of errors in various elements
and the decrease of error in energy with the increasing number of DOFs for
energy-oriented adaptivity. Compare with Figure 6.32.
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Figure 6.26(a) shows convergence of error, measured as the difference
of energy for current mesh and the minimum energy, as Newton iterations
and mesh iterations proceed. The kinks are at iterations where the mesh is
refined because the solution has numerically converged for the current mesh.
Except while approaching the kinks (from the left) the reduction in error is
smooth. In Figure 6.26(b), we plot the homogenized residual per DOF at
each iteration. By homogenized residual we mean the vector that drives the
Newton iterations. We divide by the number of DOFs because the number of
DOFs increases as the mesh is refined. The residual goes up again upon mesh
refinements because further details of the fine-scale are seen. The solution is
the best in energy only for the coarser mesh.
Figure 6.27(a) shows a posteriori error estimates in various elements
for the last mesh. The variation in error in different elements is not too large,
which is a good sign. Figure 6.27(b) is a plot of absolute error versus number
of DOFs as the refinements proceed. The rate of decrease is almost constant
throughout the iterations. Compare this with the plot in Figure 6.32 for goal-
oriented adaptivity in which the corresponding curve is nearly flat.
6.8.2 Goal-oriented mesh adaptivity for a 2-D mesh
We show goal-oriented adaptivity results for the 2-D model shown in
Figure 6.22. Figures 6.28 − 6.29 show the mesh as refinements proceed. As
expected, the mesh refinements proceed to have smaller elements near the two
points that are needed to compute the goal.
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(a) Initial Guess (b) Iteration 1
(c) Iteration 2 (d) Iteration 3
(e) Iteration 4 (f) Iteration 5
Figure 6.28: Goal-oriented mesh adaptivity for a 2-D lattice of size 128 ×
128 with fixed base boundary condition. The goal is the distance between the
top-right corner and center of top edge. Rest of the iterations are shown in
Figure 6.29. Compare energy-oriented mesh adaptivity in Figures 6.24− 6.25.
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(a) Iteration 6 (b) Iteration 7
(c) Iteration 8 (d) Iteration 9
Figure 6.29: Goal-oriented mesh adaptivity for a 2-D lattice of size 128 ×
128 with fixed base boundary condition. The goal is the distance between
the top-right corner and center of top edge. Previous iterations are shown in
Figure 6.28. Compare energy-oriented mesh adaptivity in Figures 6.24− 6.25.
Figure 6.30 shows the meshes for the converged solution for energy-
oriented and goal-oriented adaptivity. Figure 6.31(a) shows convergence of
error, measured as the difference of energy for current mesh and the minimum
energy, as Newton iterations and mesh iterations proceed. The kinks are at
some of the iterations where the mesh is refined because the solution has
numerically converged for the current mesh. The curve is much flatter than
the curve shown in Figure 6.26(a) because the primary purpose of iterations
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is to reduce the error in goal. In Figure 6.31(b), we plot the homogenized
residual per DOF at each iteration. By homogenized residual we mean the
vector that drives the Newton iterations. We divide by the number of DOFs
because as the mesh is refined the number of DOFs increases. The residual
goes up again upon mesh refinements because further details of the fine-scale
are seen. The solution is the best in energy only for the coarser mesh.
Figure 6.32(a) shows a posteriori error estimates in various elements
for the last mesh. The variation in error in different elements is not too large,
which is a good sign. Figure 6.32(b) is a plot of absolute error versus number of
DOFs as the refinements proceed. The error is almost constant throughout the
iterations. Compare this with the plot in Figure 6.27(b) for energy-oriented
adaptivity in which the corresponding curve does not have flat regions.
(a) Energy-oriented adaptivity (b) Goal-oriented adaptivity
Figure 6.30: Final meshes generated by energy-oriented adaptivity and goal-
oriented adaptivity. The goal is the distance between top-right corner and the



















































(b) Homogenized residual norm per DOF
Figure 6.31: The graphs show how the minimum energy and residual norm
change as mesh is refined using goal-oriented adaptivity and Newton iterations
proceed. (a) The kinks are present where mesh is refined and the instantaneous
rate of decrease of energy is higher. (b) The residual decreases with Newton
iterations and goes up again upon mesh refinements. This is because fine-scale
becomes more important. Compare with Figure 6.26.
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(a) A posteriori error estimates in various elements
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(b) Error in energy versus number of DOFs
Figure 6.32: The graphs show the distribution of errors in various elements
and the decrease of error in energy with the increasing number of DOFs for























































Error term due to
Homogenization
(b) Components of error estimate as discussed in Section 4.10
Figure 6.33: The decrease in error estimate for goal-oriented mesh adaptivity
and components of error estimate as discussed in Section 4.10.
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The error estimate in goal, however, decreases uniformly as seen in
Figure 6.33(a). We also plot the error estimates for individual elements in
Figure 6.33(b). The estimate is divided into two parts − the standard charac-
terization and the term due to homogenization (Section 4.10). The error due
to homogenization is larger by around 1 order of magnitude.
6.8.3 Energy-oriented mesh adaptivity for a 3-D mesh
We show energy-oriented adaptivity results for the 3-D model shown
in Figure 6.23. Figures 6.34 − 6.35 show the mesh as refinements proceed.
Meshes are shown after the Newton iterations for that particular mesh have
converged. We start with a mesh that has equal elements of size 4. As seen,
the mesh refinements proceed to have smaller elements where the lattice has
abrupt changes, either in boundary conditions or the presence of topological
features like corners or edges. The first refinements just take care of the four
corners of the base (Figure 6.35(a)). Next come the four edges of the base and
the 4 corners of the block placed on the base (Figure 6.35(b)). Similar to the
2-D model in Figures 6.24− 6.25, the refinements happen near discontinuities
in the boundary and boundary conditions. The final mesh is shown more
clearly in Figure 6.36 with the view axis aligned to the coordinate axes.
Figure 6.37(a) shows convergence of error, measured as the difference
of energy for current mesh and the minimum energy, as Newton iterations
and mesh iterations proceed. The kinks are at iterations where the mesh is
refined because the solution has numerically converged for the current mesh.
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Except while approaching the kinks (from the left) the reduction in error is
smooth. In Figure 6.37(b), we plot the homogenized residual per DOF at
each iteration. By homogenized residual we mean the vector that drives the
Newton iterations. We divide by the number of DOFs because as the mesh is
refined the number of DOFs increases. The residual goes up again upon mesh
refinements because further details of the fine-scale are seen. The solution is
the best in energy only for the coarser mesh. Figure 6.38(a) shows a posteriori
error estimates in various elements for the last mesh. The elements with lower
number are the initial mesh elements. Some of them have not been refined yet
and this explains larger error in the left of the graph. Figure 6.38(b) is a plot
of absolute error versus number of DOFs as the refinements proceed. The rate
of decrease is almost constant throughout the iterations. Compare this with
the almost flat curve in Figure 6.44 for goal-oriented adaptivity.
(a) Initial Guess (b) Iteration 1
Figure 6.34: Energy-oriented mesh adaptivity for a 3-D lattice shown in Fig-
ure 6.23 with fixed base boundary condition. Rest of the iterations are shown
in Figure 6.35. Compare goal-oriented mesh adaptivity in Figures 6.39− 6.40.
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(a) Iteration 2 (b) Iteration 3
(c) Iteration 4 (d) Iteration 5
(e) Iteration 6 (f) Iteration 7
Figure 6.35: Energy-oriented mesh adaptivity for a 3-D lattice shown in Fig-
ure 6.23 with fixed base boundary condition. Previous iterations are shown in





Figure 6.36: Front, side, and top views of converged mesh generated by energy-





















































(b) Homogenized residual norm per DOF
Figure 6.37: The graphs show how the minimum energy and residual norm
change as mesh is refined using energy-oriented adaptivity and Newton it-
erations proceed. (a) The kinks are present where mesh is refined and the
instantaneous rate of decrease of energy is higher. (b) The residual decreases
with Newton iterations and goes up again upon mesh refinements. This is
because fine-scale becomes more important. Compare with Figure 6.43.
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(a) A posteriori error estimates in various elements
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(b) Error in energy versus number of DOFs
Figure 6.38: The graphs show the distribution of errors in various elements
and the decrease of error in energy with the increasing number of DOFs for
energy-oriented adaptivity. Compare with Figure 6.44.
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6.8.4 Goal-oriented mesh adaptivity for a 3-D mesh
We show energy-oriented adaptivity results for the 3-D model shown
in Figure 6.23. Figures 6.39 − 6.40 show the mesh as refinements proceed.
Meshes are shown after the Newton iterations for that particular mesh have
converged. We start with a mesh that has equal elements of size 4. The goal
is the distance between coordinates (12, 28, 4) and (12, 24, 4), see Figure 6.23.
The initial guess is shown in Figure 6.34(a). As expected, the mesh refinements
proceed to have smaller elements near these two points. Most of the larger
elements away from these two points are not refined, even though they need
to be refined for energy-oriented adaptivity (Figures 6.34 − 6.35). The final
mesh is shown more clearly in Figure 6.41 with the view axis aligned to the
coordinate axes.
(a) Iteration 1 (b) Iteration 2
Figure 6.39: Goal-oriented mesh adaptivity for a 3-D lattice shown in Fig-
ure 6.23 with fixed base boundary condition. The goal is the distance between
the two blocks measured near the bottom. Rest of the iterations are shown in
Figure 6.40. Compare energy-oriented mesh adaptivity in Figures 6.34− 6.35.
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(a) Iteration 3 (b) Iteration 4
(c) Iteration 5 (d) Iteration 6
(e) Iteration 7 (f) Iteration 8
Figure 6.40: Goal-oriented mesh adaptivity for a 3-D lattice shown in Fig-
ure 6.23 with fixed base boundary condition. The goal is the distance between
the two blocks measured near the bottom. Previous iterations are shown in





Figure 6.41: Front, side, and top views of converged mesh generated by goal-
oriented adaptivity iterations shown in Figures 6.39 and 6.40. The goal is the
distance between the two blocks measured near the bottom. Compare with
Figure 6.36.
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(a) Energy-oriented adaptivity (b) Goal-oriented adaptivity
Figure 6.42: Final meshes generated by energy-oriented adaptivity and goal-
oriented adaptivity. The goal is the distance between the two blocks measured
near the bottom.
Figure 6.42 shows the meshes for the converged solution for energy-
oriented and goal-oriented adaptivity. Figure 6.43(a) shows convergence of
error, measured as the difference of energy for current mesh and the minimum
energy, as Newton iterations and mesh iterations proceed. The kinks are
at some of the iterations where the mesh is refined because the solution has
numerically converged for the current mesh. The curve is flat and has no kinks
because the primary purpose of iterations is to reduce the error in goal and
not reduce error in the energy. Compare the curve shown in Figure 6.37(a). In
Figure 6.43(b), we plot the homogenized residual per DOF at each iteration.
By homogenized residual we mean the vector that drives the Newton iterations.
We divide by the number of DOFs because as the mesh is refined the number
of DOFs increases. The residual goes up again upon mesh refinements because




















































(b) Homogenized residual norm per DOF
Figure 6.43: The graphs show how the minimum energy and residual norm
change as mesh is refined using goal-oriented adaptivity and Newton iterations
proceed. (a) The kinks are present where mesh is refined and the instantaneous
rate of decrease of energy is higher. (b) The residual decreases with Newton
iterations and goes up again upon mesh refinements. This is because fine-scale
becomes more important. Compare with Figure 6.37.
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Figure 6.44(a) shows a posteriori error estimates in various elements
for the last mesh. The initial part of the curve is for some of the original mesh
elements that have not been refined. Since the adjoint solution is small in
some of them, they stay coarse. Compare Figure 6.38(a) for the distribution
of the error when we measure it in energy-norm. Figure 6.44(b) is a plot of
absolute error versus number of DOFs as the refinements proceed. The error
is almost constant throughout the iterations. Compare this with the plot in
Figure 6.44(b) for energy-oriented adaptivity in which the corresponding curve
does not have flat regions.
The error estimate in goal, however, decreases uniformly as seen in
Figure 6.45(a). We also plot the error estimates for individual elements in
Figure 6.45(b). The estimate is divided into two parts − the standard charac-
terization and the term due to homogenization (Section 4.10). The error due
to homogenization is larger by around 2 orders of magnitude.
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(b) Error in energy versus number of DOFs
Figure 6.44: The graphs show the distribution of errors in various elements
and the decrease of error in energy with the increasing number of DOFs for



























































Error term due to
Homogenization
(b) Components of error estimate as discussed in Section 4.10
Figure 6.45: The decrease in error estimate for goal-oriented mesh adaptivity
and components of error estimate as discussed in Section 4.10.
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Chapter 7
Concluding Remarks and Directions for
Future Research
The objective of this dissertation was to develop and analyze a black-
box method for solving nonlinear problems with multiple scales due to rapidly
varying material data. We have achieved this using the following key ideas −
approximate mathematical models, error estimation with respect to the base
model, adaptive meshes, a local numerical homogenization method, and fast
algorithms for Moore-Penrose pseudoinverse.
Given a mesh that resolves the fine-scale, our method consists of creat-
ing a coarse mesh and numerically homogenizing the fine-scale material prop-
erties, that are linearized for a nonlinear problem, on each element separately.
For each coarse-mesh element, the numerically homogenized material proper-
ties are computed by solving a local constrained convex optimization problem.
The primary input is the Moore-Penrose pseudoinverse of local fine-scale stiff-
ness matrix. The solution of this problem is a coarse-scale material compliance
matrix. We refine the coarse-mesh based on an a posteriori error estimate until
convergence.
We have shown that the optimization problem that defines the local
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homogenization method is well-posed and has a unique solution. We have also
shown that, for a certain choice of norm, homogenization preserves positive-
definiteness of the fine-scale operator. We verified the method for a material
with chess-board conductivity pattern. The possible choices for local homog-
enization were analyzed and it was seen that specific choices of local load and
norm can give better results. For computational feasibility, it was required that
we use fast algorithms for computing Moore-Penrose pseudoinverse of sparse
singular finite element matrices. We presented various algorithms that were
tailored for the purposes of this research. We studied the computational per-
formance of the method for various methods of computing pseudoinverses and
elements of various sizes. We derived optimal element sizes for homogenization
in the context of SFIL. Finally, we integrated mesh adaptivity and nonlinear
iterations with local homogenization. Convergence for both energy-oriented
and goal-oriented adaptivity was demonstrated.
This research was carried out with a specific physical problem in mind,
that of polymer shrinkage in Step and Flash Imprint Lithography process.
Moreover, the local homogenization method was used in a very specific way −
to create a coarse-scale Hessian matrix for finite element assembly. However,
this work can be applied to a wide class of problems in a variety of ways and
leads to many ideas for future research.
• As long as a suitable interpolation operator is used, it can be applied
to different kinds of finite elements. With further research, the method
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developed here can be put to various other uses. For example, the coarse-
scale stiffness matrix can be used simply as a preconditioner for solving
the base model. Local homogenization can also be used as an indicator
to check whether locally the mesh is sufficiently refined (without solving
a global problem).
• Currently, the local constrained convex optimization problems are solved
approximately using a regularization approach using the parameter ε.
Although this has worked well and is justified due to the iterative nature
of the algorithm, it is not difficult to formulate the exact problem. It
is a linear system for constrained optimization with blocks consisting of
Kronecker product matrices. The problem how is to solve this efficiently
and look for any advantages it can provide. For example, each step of
the Newton iterations may be better in reducing the energy.
• We have fixed the choice of the local interpolation operator and norm
for measuring the local error using physical intuition. The accuracy of
these choices has been verified using numerical experiments. However,
it will be better if the intuition can be mathematically justified.
• Further analysis needs to be done to prove spectral properties of the ho-
mogenized stiffness matrix when the error is minimized in different norms
or whether the specific load formulation of the error is used. We have
proved that the homogenized stiffness matrix is positive semi-definite
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when the fine-scale stiffness matrix is positive semi-definite and the er-
ror is minimized in the `2 norm and all loads are treated equally.
• Although we have tried three different algorithms for Moore-Penrose
pseudoinverse, we have not integrated the fourth one which uses “proper
splittings” to compute pseudoinverse of a modified matrix. It would
require more memory but it might make the overall method faster.
• We have implemented the algorithm for certain finite elements, specifi-
cally for quads and hexes with polynomial degree 1. To be widely ap-
plicable, we need to test and implement it for other elements and with
higher polynomial degrees.
• For larger systems, the homogenization can be done in parallel on mul-
tiple processors. We have done preliminary research to empirically de-
termine the optimal time to homogenize elements of various sizes. This
will be useful in allocating elements to different processors so that the





Local Numerical Homogenization − The
Stationary Point of the Lagrangian
We derive conditions for stationarity of the Lagrangian, which is defined
in Equation (4.5), for the local homogenization problem (Section 4.3.2).
For K† ∈ RN×N , K† symmetric, A ∈ RN×M , X ∈ RM×M , B ∈ SN++,
f ∈ RN − {0}, Λ ∈ RM×M , and ε > 0 the Lagrangian is
L(X, Λ) = 1
2





∣∣∣∣K† − AXAT ∣∣∣∣2
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||f ||22






























Here 1, 2, and 3 denote the constant, linear, and quadratic terms respectively.
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A.1 Derivatives of the linear terms

























= X −XT and we recover the symmetry constraint on X.






















trace(ΛT (X −XT ))
)
= Λ− ΛT .

















































(trace(CXD)) = (DC)T = CT DT .
A.2 Derivatives of the quadratic terms
We now differentiate the quadratic terms of L(X, Λ) with respect to
Xij.



























































A.3 The stationarity conditions
Choosing
u = AT BK†f
v = AT f
C = K†BA
D = AT
F = AT BA
G = A
H = AT BA
in the equations above, we derive the stationarity conditions for the La-
grangian. We get X = XT and Equation (4.6), which is reproduced here.
(AT BA)X(AT (ffT + ε ||f ||22 I)A)− A




Continuum Approximation of Nonlinear
Lattice Elasticity
We derive an approximate continuum hyperelasticity model for nonlin-
ear elasticity of a lattice with particles interacting by central pair-potentials
with neighbors. As the number of lattice points increases in each spatial di-
rection, the lattice is approximated as a continuum.
B.1 Motivation
Many multiscale problems lack analytical macroscopic or coarse-scale
models. Individually tailored macroscopic models have to be derived from
the underlying precise but expensive fine-scale models. The derived coarse-
scale models can be used together with the fine-scale model by using many
coupling approaches [40, 81, 16, 21]. Model adaptivity can be used to choose
appropriate models, coarse or fine, in different spatial or temporal regions to
control the modeling error [69].
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B.2 Derivation of a hyperelasticity model from the lat-
tice model
For simplicity, we will work with harmonic potentials only. Other po-
tentials can be derived in a similar manner.
Consider a cuboidal lattice with n cells in each direction (Figure B.1).
Let A be the set of all particles. A = AI ∪ AS where AI is the set of interior
particles and AS is the set of surface particles. AI ∩ AS = φ. We have∣∣AI∣∣ = O(n3) and ∣∣AS∣∣ = O(n2).
n = 8 cells on each side
-1 0 1 2 3 4 5 6 7 8 9















Physical size ≈ nl
(a) (b)
Figure B.1: A cuboidal lattice and (a) its enumeration/reference domain and
(b) its physical domain for a particular deformation. Only “edge” bonds are
shown. l is a characteristic bond length.
Let xα, α ∈ A denote the unknown position vector of particle α. Let
kαβ and lαβ be the stiffness and equilibrium length respectively of the spring
connecting α and β. Let FEXTα stand for the external force on particle α. The
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FEXT, Sα · xα.
}
O(n2) terms
Hence, for large n, the total potential energy is O(n3kl2) + O(n3F I l) +
O(n2F Sl) where l is a characteristic spring length, k a characteristic spring
constant, F I a characteristic interior force, and F S a characteristic surface
force. As n increases, the physical dimensions of the lattice in each direction
grow as O(nl).
We want to approximate the hyperelastic behavior of the lattice as
n → ∞. But in this limit the total potential energy and other quantities are
infinite. To make further analysis possible, we scale the physical quantities
appropriately to derive a model with finite energy.
B.2.1 Dimensional scaling of the lattice
We have to scale the parameters appropriately in the total potential
energy function to keep the stored energy finite and keep the magnitude of
stored energy in balance with the external work done by the forces. We use a







2 = F̂EXT, Iα
FEXT, Sα /n
2 = F̂EXT, Sα
J/n3 = Ĵ




































After applying the scaling, the physical dimensions of the lattice in each
direction become O(l) and the order of the scaled total potential energy Ĵ is
independent of n. Hence, as n → ∞, we will take limits of finite quantities.
Moreover, the summations in the expression for Ĵ look like Riemann sums for
volume and surface integrals.
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B.2.2 Continuum stored energy density and external work
We derive integrals as formal limits of the summations present in the
expression for scaled total potential energy Ĵ . For simplicity and in anticipa-
tion of hyperelasticity equations, the notation is changed slightly.
In the unscaled lattice with n cells on each side (and hence n+1 par-
ticles on each side), we identify each particle by a triple of integers (i1, i2, i3)
where ij ∈ [0, n] , j = 1, 2, 3. For the scaled lattice, the particles are enu-
merated by scaled real numbers. The scaling in enumeration domain maps
particle (i1, i2, i3) to ξ := (l i1/n, l i2/n, l i3/n). Hence, apart from the physical
lattice remaining bounded as n → ∞, the reference domain is also bounded
(Figure B.1). We define the set of all particles
Ω =
{









) where 0 ≤ ij ≤ n for j = 1, 2, 3
}
.
ΩI and ΩS represent interior and surface particles respectively.
Let x(ξ) be the position vector of particle ξ in a particular physical
configuration of the lattice; x : R3 → R3. Let X := {x(ξ) : ξ ∈ Ω} be the set
of physical coordinates.













We can now express the total potential energy (TPE) as a function of X .











F̂ (ξ) · x(ξ)−
∑
ξ∈ΩS
F̂ (ξ) · x(ξ),
(B.1)
where F̂ (ξ) is the force on particle ξ. For a lattice with nearest neighbors, we
have











where p ∈ R3 represents the direction of the neighbor in the enumeration






2 for face diagonals
3 for cube diagonals
As n → ∞, ||ξ′ − ξ|| → 0. We formally extend x defined on Ω, which is a
discrete subset of [0, l]3, to the full cube [0, l]3 as n → ∞. We assume it is
twice continuously differentiable with respect to ξ ∈ [0, l]3 and use the Taylor










order derivatives. Ignoring the higher order terms and using this approxima-








∣∣∣∣∣∣∣∣− l0ξξ′)2 . (B.3)
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Expanding the norm inside, we get
∣∣∣∣∣∣∣∣∂x∂ξ p










∂x/∂ξ1 · ∂x/∂ξ1 ∂x/∂ξ1 · ∂x/∂ξ2 ∂x/∂ξ1 · ∂x/∂ξ3∂x/∂ξ2 · ∂x/∂ξ1 ∂x/∂ξ2 · ∂x/∂ξ2 ∂x/∂ξ2 · ∂x/∂ξ3
∂x/∂ξ3 · ∂x/∂ξ1 ∂x/∂ξ3 · ∂x/∂ξ2 ∂x/∂ξ3 · ∂x/∂ξ3
 .
C(ξ) is the right Cauchy-Green deformation tensor at ξ in the reference domain
and x is interpreted as motion.
Looking at the expression for potential energy for a single bond in
Equation (B.3), we see n3 in the denominator. Since we have O(n3) bonds,
and each particle is connected to nearest neighbors only, the stored energy
summation can be converted to a volume integral. We have to split the sum-
mations into different parts with each corresponding to a different neighbor































The sum for edge bonds with representative spring constant kE and represen-























The sum for face diagonal bonds with representative spring constant kF and
154

















































C33 + C11 − 2C31 − l0F
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.
If we approximate the summations with integrals as for large n and







fEXT · x dV0 −
∫
S0
tEXT · x dS0
where V0 is [0, l]
3, S0 is its surface, and the stored energy density in terms of
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Since the lattice is stochastic and some edge bonds can be non-covalent,
there is no single kE or lE that would be valid everywhere. Hence, for the case
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of interest, we still would have to determine the effective parameters in the
strain energy density. The purpose of this analysis was to provide the func-
tional form of the energy density that arises naturally from the lattice topology
and bond potentials. The expression for energy density can be expanded in
terms of unknown constants {ai}4i=1.










C11 + C22 − 2C12 +
√
C11 + C22 + 2C12)
+ a3(
√
C22 + C33 − 2C23 +
√
C22 + C33 + 2C23)
+ a3(
√
C33 + C11 − 2C31 +
√
C33 + C11 + 2C31)
+ a4
For a given discrete lattice, {ai}4i=1 will be determined through the inverse
analysis, by applying different boundary conditions and comparing energies of
the lattice and the continuum.
B.3 Numerical results
Although we derived the functional form of the stored energy density
for the continuum approximation of the lattice, we still have to compute the
unknown coefficients {ai}4i=1.
To this end, we choose a reasonably large cubical lattice and apply
affine deformations to its boundary points (Figure B.2). We let the lattice
relax to equilibrium and compute the total stored energy. Same deformation
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is applied to the boundary of a cube that represents the continuum. We do
know the resulting deformation inside the cube and can compute the stored
energy for the continuum in terms of the coefficients {ai}4i=1. Using linear
least-squares matching of energies, the best coefficients can be obtained.
(a) (b)
Figure B.2: (a) Lattice in equilibrium with boundary points fixed by an affine
deformation and (b) Continuum with constant deformation tensor equal to
average lattice deformation tensor.
We choose a lattice with 20 cells on each side and with spring pa-
rameters kE = 2, l
0




2. The components of the
deformation gradient F range from 1 to 2 for diagonal entries and 0 to 0.5 for
xy and xz off-diagonal entries in four equal increments.
F =
1 : 2 0 : 0.5 0 : 0.50 1 : 2 0
0 0 1 : 2

This gives total 3125 data points to compute the best fit. The best {ai}4i=1 are
determined to be {10088,−6188,−3838, 20810} and the average misfit error
between lattice and continuum energies for these best coefficients is 2.1%,
indicating an acceptable match.
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B.4 Conclusions
We can derive a continuum hyperelasticity model for approximating a
lattice with nearest neighbors interacting via central potentials. This provides
a natural continuum model for large scale lattice features. The analytically
obtained form of the energy density depends on constants that can be found




On Skew-symmetry of Outer Product of Two
Vectors
We prove that if the outer product of two vectors is skew-symmetric,
then at least one of the two vectors is zero. We do not require the outer product
to be identically zero to deduce that at least one of the vectors is zero. We
only require a weaker condition (that the outer product be skew-symmetric).
Let u, v ∈ RN . Let uvT be skew-symmetric. Thus uvT + vuT = 0. We
show that either u = 0, or v = 0, or both can be zero, which is the trivial case.
Without loss of generality, assume u 6= 0. We have the following implications.
uvT + vuT = 0
⇒ (uvT + vuT )u = 0
⇒ u(vT u) + v ||u||22 = 0
⇒ u(uT v) + ||u||22 v = 0
⇒ (uuT + ||u||22 I)v = 0
Now ||u||22 I is symmetric positive definite and uuT is symmetric positive semi-
definite. Thus, their sum is symmetric positive definite and its action on a
vector can be zero iff the vector is 0. Hence v = 0 and we’re done.
A different (and more elementary) way to prove this result is to explic-
itly write the elements of uvT + vuT (in terms of ui and vi) and equate each of
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them to 0 to deduce progressively that either all ui = 0, or all vi = 0, or both
vectors are 0. We skip the details.
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