We amalgamate three fields of concepts and phenomena and argue that they are essentially the same. Connes' framework of non-commutative topological spaces and "points, speaking to each other", a translocal web of correlations, being hidden in the depth-structure of our macroscopic space-time, and the translocal features of quantum theory. We argue in particular, that the conception of our space-time continuum as basically an aggregate of structureless points is almost shurely to poor and that the very conceptual structure of quantum theory, like e.g. the complex superposition principle, is a mesoscopic consequence of this existing web of translocal relations, which, on the other hand, has its roots in the initial conditions of our universe.
Introduction
We begin our introduction with quoting the following two remarks by von Weizsäcker [1] , similar ideas were also entertained by Wheeler, see e.g. [3] and some other people. The quotations are meant to strike the key of our paper. In the following we will elaborate on these 'mantras'.
. . . space-time is not the background but a surface aspect of reality . . . It is extremely improbable that this reality (i.e. quantum reality) will be describable as consisting of events which are localized in space and time.
The translocal phase relations are "surplus information" not lack of information. Quantum theory knows more, not less, than local classical physics.
The content of the present paper is an amalgamation of some deep (mathematical) ideas of Connes concerning a non-commutative extension of the quotientingout principle in e.g. topology and, on the other hand, of a line of thoughts we developed in recent years in our approach to quantum gravity. The central point is that we argue, that the translocal (space-time) structure, we are going to develop in the following underlies both the complex structure and the many seemingly non-local features of quantum theory. A fortiori, we claim that essential conceptual elements like the complex superposition principle are an emergent phenomenon, being induced by this translocal space-time structure on a more mesoscopic or macroscopic level (if compared with the Planck-scale).
As perhaps everybody knows, quantum gravity is a not yet existing theory of the unification of quantum theory and gravity. But nevertheless, there do exist a variety of tentative approaches and suggestions, some of them reviewed in recent reviews like e.g. [2] . They are ranging from frameworks, which depart from a more or less continuous space-time picture, imposing quantum theory more or less unaltered on the underlying classical structure as an independent, quasi God-given scheme, to working philosophies which try to incorporate both quantum theory and gravity as emergent (low-energy) effective theories into a wider framework, which is more bottom up oriented and basically discrete on a primordial level. A substantial minority of workers in the field favor this latter point of view as do we.
Our own point of view has been developed in a series of papers in recent years, to which we refer the reader as to more references and a more detailed analysis of the different ideas and concepts being favored by the various groups in the latter field ( [18] , [15] , [16] , [4] ).
In our approach we treat the primordial substratum as a densely entangled network of elementary relations, interactions or information channels, which is dynamically evolving according to some imposed dynamical law. The particular point is that both the state living on the underlying network and the geometric wiring of the network itself is dynamically evolving, the two components interacting with each other. That is, this important ingredient, i.e. the interaction of "geometry" and "matter ", which is playing such a dominant conceptual role in general relativity, is automatically incorporated.
This network as a discrete dynamical system is briefly reviewed in section 4 and is discussed in greater detail in the above mentioned papers. An important technical tool in the numerical analysis is the random graph concept.
Another important point is the following. It is one of our central ideas that the network is in a state of unfolding from an essentially maximally connected initial state, in which all the degrees of fredom are directly dynamically correlated with each other (in mathematical terms, a simplex), towards a state, which resembles our present universe, having a large diameter, and behaving, at least macroscopically, in a (quasi-)classical way. Most importantly, sufficiently separated regions are non-or at most weakly interacting on this (quasi-)classical level. In a sense, these are the necessary prerequisites for an effective theory like quantum theory to emerge from a more complicated but more primordial theory.
But nevertheless, we will argue in the following, that there exists an almost hidden extra web of translocal correlations between widely separated regions of space-time, which represent the remnants of this earlier more primordial phase.
These ideas, which can already be found in a less elaborated form in the earlier papers, mentioned above, we expound and corroborate in sections 5 and 6. Our central theme is it, to relate this peculiar two-level structure of spae-time with the translocal features of quantum theory; this is done in section 7. It is perhaps intriguing, that the emerging non-commutative structure has a certain resemblance to matrix models discussed by Smolin (cf. section 7.2). Furthermore, a possible relation with the idea of microscopic wormholes is invoked.
In sections 2 and 3 we elaborate on some of the ideas of Connes, which are then amalgamated with the other line of ideas in section 6, the central motto being "points, speaking to each other ". We note in particular, that in our approach physical points are assumed to have a rich internal structure. Therefore they are frequently also called lumps by us.
We would however like to emphasize the following. While there are hints that our model system, when appropriately coarse-grained (cf. e.g. section 5), can lead to something like classical gravity in a low-energy limit, we say almost nothing about this important point in the present paper. We mainly concentrate on preparatory studies concerning the possible emergence of quantum behavior as the one side of the medal. We only remark that it is obvious that concepts like curvature, dimension and the like are contained in our approach (as to dimensional concepts see e.g. [24] or [17] ). As to the concept of curvature, a relation between the number of points lying in a surface, having a certain fixed distance from a given point and the distance itself, can easily be formulated in our network approach. On the one hand this is related to a concept like curvature (remember the famous thought experiment of Einstein of a rotating reference frame). On the other hand, we employed such a relation in [24] to introduce the notion of (fractal) graph dimensions.
Remark: We would like to add a general remark concerning the interpretation of our scenario. We note that graphs and networks are able to represent a lot of quite different concrete systems, at least as far as certain essential features are concerned. Put differently, it is, to some extent, a matter of taste whether one considers our cellular network scenario rather as a (toy-)model, incorporating certain, as we think, essential features of a perhaps more complex underlying structure or, on the other hand, as a realisitic description of this primordial substratum.
Physico-Mathematical Aspects of Point-Set Topology
In the following sections we undertake to amalgamate an important piece of Connes' approach to noncommutative geometry with our own conceptualisation of the fine structure of quantum space-time.
On the physical side we will unfold our guiding idea that the substructure of space-time is inherently non-local, but that this mycelium-like structure is of such a delicate nature that it is largely hidden on the coarse-grained surface level we call (quasi-)classical continuum space-time, showing up only in various quantum phenomena like e.g. entanglement etc.
On the mathematical side there is the deep idea of Connes to give the interior of points, which, on their side, resulted from some sort of contraction or identification of subensembles of finer constituents, a non-trivial noncommutative structure. We want to show that these two lines of reasoning represent two core aspects of a single underlying non-local structure of space-time.
In this section we want to briefly discuss how modern physics relies on the ideas of mathematical geometry and point-set topology and why we think that a crucial conceptual tool is perhaps still missing.
In most fields of physics, with the exception of general relativity, space occurs as some fixed background structure, not participating in the dynamics of the constituents of matter. But even in general relativity space-time is contrived as a preexisting manifold of structureless points with material coordinate systems considered as secondary. In some sense this is a slightly dubious point of view as no one has ever seen these individual points and without coordinate systems and events it would be hard to tell the individual space-time points from each other.
This manifold is a dynamic agent in general relativity but its interaction is not expressed as the direct interaction between space-time points. It is rather mediated by matter-fields and/or the metric tensor or connection fields. These are considered to be fields sitting at points, but the points themselves are unaffected by them, nor are these fields regarded as encoding the internal structure of points. In this sense the points of the manifold are ideal elements in a twofold way (as to a discussion of the notion of ideal concepts see e.g. [4] and further references there). They neither do act nor are acted upon, they serve only as carriers of fields.
In theories of the Kaluza-Klein type, internal spaces, being attached to spacetime points and being amalgamated with them to some degree, are incorporated into the scheme. But there is still no real interaction among the points of the manifold itself or among the different fibers living over the points of the base manifold. Furthermore, all these frameworks, including their dynamics, are of a strictly local nature as is the whole working philosophy of modern physics.
In mathematics, the corresponding concepts are fiber bundles and manifolds as particular kinds of topological spaces. Ultimately the whole edifice is built upon spaces of structureless points. Sticking to this framework, forces and interactions have almost inevitably to be described by fields evolving in ordinary continuous space (serving as some stage), their evolution following local dynamical laws.
On the physical side, this clean picture is a little bit blurred by the advent of quantum theory, the classical concepts of localized objects and points now becoming slightly obscure. But nevertheless, in the more orthodox approaches to quantum theory, everything is still, cum grano salis, moulded in this universal conceptual form.
A concept like interaction between points played also no particular role in classical mathematics (apart, perhaps, from graphs, to which we come below). On the other hand, there exists the widespread concept of identification or quotienting out, that is, with π a surjective map
X and Y two spaces, we can identify the set of points, lying in the preimage of y ∈ Y with y and, by the same token, the partitioning of X by π with Y . We write
the equivalence relation being induced by π. Correspondingly we can introduce the quotient space of X by ∼ if we are given an equivalence relation on X. Ordinarily, the individual points in the respective equivalence classes are then identified, that is, in general the emerging structure becomes poorer or coarser. As stressed by Connes (see the following two sections) the structure can in fact become so poor and coarse in many relevant cases as to become virtually void and uninteresting (while, on the other hand, the underlying fine structure is highly complicated and far from trivial). It was a deep observation of Connes that in such situations the fine structure of such leaf-and identification spaces can be more appropriately encoded in a noncommutative structure, living over such spaces (or rather, certain modifications being associated with such X/ ∼). This is the mathematical aspect. As to physics, Connes in [5] made the subtle remark as to such identified points, {a, b} of some initial space X: " . . . to allow them to 'speak' to each other ". In physical terms, this means interaction among the points of a space or manifold and leads directly to noncommutative matrixand operator algebras. In the same paper he commented upon the findings of Heisenberg and the reformulation by Schroedinger in form of partial differential equations, remarking that "most of my work has been an attempt to take this discovery of Heisenberg seriously".
A Road to Noncommutative Spaces

Mathematical Prerequisites and Motivation
An important conceptual tool in modern mathematics to construct new spaces from given ones, is the quotient operation, that is, dividing a bigger point set by an equivalence relation. Starting from a set, X, and a particular subset, R ⊂ X × X, having the properties
we form a new space denoted by X/R, X/∼ or simplyX, with points being the equivalence classes,x, defined by R, i.e.
If X carries a topology we can endow the new space with the canonical quotient topology, being the finest topology onX so that the quotient map
is continuous. In other words, a set,Õ ⊂X is open iff π −1 (Õ) is open in X. Typical cases in point are identification or quotient spaces derived from the action of a group, G, on X, the equivalence classes being the orbits of the group action, i.e.x := {g · x, g ∈ G}
In this case each g is assumed to act as a permutation or bijection on X, that is, the space X is partitioned (or foliated ; at the moment we do not give the precise definition, see e.g. [6] ) into orbits or leaves.
In most of classical mathematics, the quotient spaces being studied typically carry a non-singular (e.g. Hausdorff-) quotient topology. There exist a variety of criteria, to guarantee such a smoothness property. There is, for example the following theorem Theorem 3.1 Let X be compact. The following statements are equivalent
• The quotient topology is Hausdorff
• π is a closed map, that is, it maps closed sets on closed sets (for related criteria see [7] or [8] or any other good textbook on point set topology). Similar criteria do exist for foliated manifolds.
As a consequence of the celebrated result of Gelfand, there exists a cofunctor relation between topological spaces and commutative Banach-or C * -algebras (given by the function algebras over the associated spectral spaces), see e.g. [9] . On the other side, as strongly emphasized by Connes, there do exist lots of interesting (quotient) spaces with highly irregular or fragmented orbits, leaves or partitionings. A consequence may be that the ordinary induced topology is trivial, the only open or closed sets being the total space and the empty set, called the indiscrete or coarse topology. It follows that the associated function spaces are also trivial, consisting only of constant functions (in case the space is connected).
In other words, the ordinary commutative philosophy, encoding the topology of quotient spaces in the corresponding function space over the space, turns out to be completely insufficient as the space may, nevertheless, have an extremely rich internal structure, which is, to express it in physical terms, no longer resolved by the microscope, given by the associated function algebra.
Various paradigmatic examples are discussed in the book of Connes ([6] ). A nice review is also [5] . The presumably most thoroughly studied example is the socalled noncommutative torus (NCT), ([6] , [5] or, as to the purely mathematical aspects, [10] or [11] ). A pedagogical review, more adressed to theoretical physicists, is for example [12] .
The model itself has already been known in classical mechanics for a long time in connection with ergodic theory (see [13] p.72ff). With coordinates on the two-torus, T 2 , given by
or, equivalently
as topological quotient space, one studies the rotation maṗ
If α 1 /α 2 is rational, the induced leaf space, that is T 2 /∼, is a nice topological space in the sense discussed above, as the orbits
close on themselves after a finite number of cycles. The situation changes drastically for α 1 /α 2 irrational. In that case all the leaves (i.e. the respective orbits of the flow) are dense in T 2 . This is a consequence of the Poincaré recurrrence theorem (see [13] ). This results in a degeneration of the canonically defined quotient topology on T 2 / ∼ to the indiscrete topology. This is a general phenomenon if the preimages, π −1 (x), of the projection
are dense in X. For the reader, not so experienced in this kind of topological reasoning, we provide the simple argument below. If we want π to be continuous under the canonical quotient topology, the following must hold
forÕ open inX. By assumption all the π −1 (x) are dense in X. That is, a fortiori,
forS non-empty inX. As, by definition, each preimage of a closed, non-empty set inX is both dense and closed in X, we have
We arrive at the conclusion that under the assumptions being made, the only closed sets inX areX itself and the empty set, ∅. The same holds of course for the open sets.
As a consequence the algebra of continuous functions onX degenerates to the constant functions (forX being connected). A parallel result holds for measure theory, based on Borel-measures.
Remark: We note in passing (without discussing this possibly interesting point in more detail at the moment), that one may introduce measures of the fractal type onX, leading to a larger class of measurable functions. The relevance for (continuum) physics is however not obvious.
From the above discussion it follows that the functorial identification of (topological) spaces and abelian algebras becomes obsolete in these (not so infrequent) situations. The deep observation of Connes was it, to use a microscope with a higher resolving power, given by a noncommutative "function algebra", which is able to encode (some of) the fine structure of the leaf spaceX.
One can study such "noncommutative spaces" as, for example, the noncommutative torus, in a purely algebraic manner, that is, in the context of vonNeumann or C * -algebras, leaving aside much of the geometric fine structure of the associated leaf space. Adopting this algebraic point of view, the NCT is identified with a special type of Weyl-algebra. In the following we want to adopt a slightly more geometric (or topological) point of view and emphasize aspects which will, hopefully, exhibit the relation to our own approach to quantum spacetime physics.
To do this, a closer inspection of the arguments and ideas, given by Connes in e.g. the first chapter of [6] , called "Noncommutative spaces and Measure Theory" and in particular the subsection I.4: "Geometric Examples of von-Neumann algebras", is helpful.
Noncommutative Quotient Spaces, the Construction
It is important for the following to understand in detail some of the technical subtleties, underlying the construction of operator algebras on e.g. leaf spaces, given in [6] . We will see that, strictly speaking, the "noncommutative" construction is actually performed over a particular fiber-bundle with base space X and not the singular spaceX, which rather plays an intermediary role by supplying the fibers over the points of X.
We simplify the discussion by assuming the leafs, or more generally, equivalence classes of points, to be countable sets. Cases in point are e.g. the action of a discrete group, G, on a manifold, V . We assume the underlying space, X, to be a measure space. In the case of a manifold one may take the Lebesgue measure class and deal (in the absence of a canonical volume form) with the Hilbert space of half-densities or half-forms (cf. [14] or [6] ).
Assuming thatX has no longer an interesting structure as a measure space, we, following Connes, proceed in the following way. We take the initial space, X, a manifold, say, and errect a Hilbert bundle over X by attaching, in an intermediate step, to each point, x ∈ X, the corresponding equivalence class,x (orbit, leaf). Note that this implies that now all the points, x i , x j , belonging to the same leaf, carry the same fiber,x i =x j .
With the fibers being countable, we then errect over each fiber,x, the l 2 -Hilbert space, H(x), of sequences
with a basis consisting of the functions Remark: Note that all the Hilbert spaces are isomorphic (but not! canonically isomorphic) to a standard l 2 -space, which may be regarded as standard fiber.
It is now easy to construct measurable sections over X in the following way. Pick af x in each H(x) = H(x), the index, x, running in X, not in the fiber over x. By the same token, this defines a function, f , over the space R ⊂ X × X, R given by the equivalence relation or foliation, (x, y) ∈ R ifx =ỹ.
Definition 3.3 The section of Hilbert vectors,f x , is called measurable if the corresponding induced function, f , is measurable over
i.e. the Hilbert vectorf x at element y inx. In the same sense we define square integrable sections over X with values in H(x) = H(x). We denote this space by
It is important to note that this Hilbert bundle is a bundle over X and that even if x, y belong to the same fiber, i.e.x =ỹ, the Hilbert vectors in H(x) , H(y) can be independently chosen, that is,f x =f y in general. As a consequence, this structure alone does not really reflect the leaf structure or, put differently, is not yet a characteristic of the leaf space. On the other hand, the above amplification construction is technically necessary due to the, in general, degenerated structure ofX.
It was realized by Connes that we can both get an interesting mathematical structure and a characterisation of the underlying singular leaf space by now taking the natural operator algebras or matrix algebras of bounded operators on H(x) leafwise, that is, we define (20) with Ax a bounded operator in H(x). (see [6] ). We now see that these random operators or the corresponding vonNeumann algebra characterizes the leaf structure in a particular noncommutative way.
The Network of Interacting Points
The Underlying Network QX
In section 2 we promoted the idea that the important concept which is in our view missing in the orthodox approach to certain fields of modern physics (related to quantum gravity) is the concept of the interaction among the points of a manifold and that this is, on the other hand, inherent in some of the ideas of Connes. In recent years we developed an approach to quantum gravity (or quantum space-time physics) based on dynamic graphs and networks, including their stochastic and random variants (see e.g. [15] , [16] , [17] ) and earlier references given there). We want to show in this section, that there exists a direct line, leading to the concept of spaces and manifolds with interaction among their elementary constituents.
The systems we start from are discrete graphs or networks. By a kind of coarse-graining or geometric renormalisation process we hope to arrive in the end at more or less continuous systems, as they are usually employed in ordinary classical physics and mathematics. But in contrast to the ordinary continuum theories, in our approach, they are assumed to come with an intricate internal and largely hidden extra (non-local) structure among the points.
An important technical tool in our approach is the mathematical concept of a graph. For convenience we restrict ourselves to simple graphs. Remark: We could also admit a non-countable vertex set. The above restriction is only made for technical convenience. From a physical point of view one may argue that the continuum or uncountable sets are idealisations, anyhow.
In the above definition the bonds are not directed (but oriented; see below). In certain cases it is also useful to deal with directed graphs. [18] , [19] . In such situations, the bonds, e ij , d ij , can be given a concrete algebraic meaning with
Remark 4.4 We introduced and studied algebraic and functional analytic structures like e.g. Hilbert spaces and Dirac operators on such graphs in
We note that graphs carry a natural structure which can be regarded as emulating the interaction between the nodes or points. It is suggestive to regard the edges between pairs of points as describing their (direct) interaction. This becomes more apparent if we impose dynamical network laws on these graph structures so that they become a particular class of discrete dynamical systems. Henceforth we denote such a dynamical network, which is supposed to underly our continuous space-time manifold, by QX ("quantum space").
Remark: The cellular networks, introduced in the following, can either be regarded as mere models, encoding some of the expected features of a surmised quantum space-time or, on the other hand, as a faithful realisation of the primordial substratum, underlying our macroscopic space-time picture. Up to now, this is a matter of taste.
For convenience we choose a discrete clock time (not to be confused with the physical time which is rather an emergent and intrinsic characteristic, related to the evolution of quasi-macroscopic patterns in such large and intricately wired networks). We assume that each node, x i , or bond, e ik , carries an internal (for simplicity) discrete state space, the internal states being denoted by s i or J ik . In simple examples we chose
with q an elementary quantum of information and
In our approach the bond states are dynamical degrees of freedom which, a fortiori, can be switched off or on (see below). Therefore the wiring, that is, the pure geometry (of relations) of the network is also an emergent, dynamical property and is not given in advance. Consequently, the nodes and bonds are typically not arranged in a more or less regular array, a lattice say, with a fixed nea-/far-order. This implies that geometry will become to some degree a relational (Machian) concept and is no longer a static background. It is remarkable that such ideas have also been discussed recently in the theory of cellular automata, where systems are studied which selforganize, in a dynamical process, their lattice structure (see the beautiful book of Ilachynski, [23] ).
As in cellular automata, the node and bond states are updated (for convenience) in discrete clock time steps, t = z · τ , z ∈ Z and τ being an elementary clock time interval. This updating is given by some local dynamical law (examples are given below). In this context local means that the node/bond states are changed at each clock time step according to a prescription with input the overall state of a certain neighborhood (in some topology) of the node/bond under discussion.
A simple example of such a local dynamical law we are having in mind is given in the following definition (first introduced in [18] ).
Definition 4.5 (Example of a Local Law)
At each clock time step a certain quantum q is exchanged between, say, the nodes x i , x k , connected by the bond e ik such that
The second part of the law describes the back reaction on the bonds (and is, typically, more subtle). We assume the existence of two critical parameters 0 ≤ λ 1 ≤ λ 2 with:
with the special proviso that
On the other side 
We resume what we consider to be the crucial ingredients of network laws, we are interested in 1. As in gauge theory or general relativity, our evolution law on the surmised primordial level should implement the mutual interaction of two fundamental substructures, put sloppily: "geometry" acting on "matter" and vice versa, where in our context "geometry" is assumed to correspond in a loose sense with the local and/or global array of bond states and "matter" with the structure of the node states.
2. By the same token the alluded selfreferential dynamical circuitry of mutual interactions is expected to favor a kind of undulating behavior or selfexcitation above a return to some uninteresting equilibrium state (being devoid of stable structural details), as is frequently the case in systems consisting of a single component which directly acts back on itself. This propensity for the autonomous generation of undulation patterns is in our view an essential prerequisite for some form of "protoquantum behavior" we hope to recover on some coarse grained and less primordial level of the network dynamics.
3. In the same sense we expect the large scale pattern of switching-on and -off of bonds to generate a kind of "protogravity".
The following picture describes one clocktime step in the life of a dynamic graph. In the picture only a small subgraph is shown and the deletion and creation of edges (that is, elementary interactions among nodes or possible information channels). The new bonds are represented as bold lines. It should be emphasized that the graph is not assumed to be a triangulation of some preexisting smooth manifold. This is emphasized by the existence of edges, connecting nodes which are not necessarily close with respect to e.g. the euclidean distance. 
Dynamical Networks as Random Graphs
As we are dealing with very large graphs, which are, a fortiori, constantly changing their shape, that is, their distribution of bonds, we surmise that the dynamics is sufficiently stochastic so that a point of view may be appropriate, which reminds of the working philosophy of statistical mechanics. Visualizing the characteristics and patterns being prevalent in large and "typical" graphs was already a notorious problem in combinatorial graph theory and led to the invention of the random graph framework (see the more complete discussion in [15] ). The guiding idea is to deal with graphs of a certain type in a probabilistic sense. This turns out to be particularly fruitful as many graph characteristics (or their absence) tend to occur with almost certainty in a probabilistic sense (as has been first observed by Erdös and Rényi). The standard source is [20] (for further references see [15] ).
One kind of probability space is constructed as follows. Take all possible labeled graphs over n nodes as probability space G (i.e. each graph represents an elementary event). The maximal possible number of bonds is N := n 2 , which corresponds to the unique simplex graph (denoted usually by K n ). Give each bond the independent probability 0 ≤ p ≤ 1, (more precisely, p is the probability that there is a bond between the two nodes under discussion). Let G m be a graph over the above vertex set, V , having m bonds. Its probability is then
where q := 1 − p. There exist N m different labeled graphs G m , having m bonds, and the above probability is correctly normalized, i.e.
This probability space is sometimes called the space of binomially random graphs and denoted by G(n, p). Note that the number of edges is binomially distributed, i.e.
and
The really fundamental observation made already by Erdös and Rényi (a rigorous proof of this deep result can e.g. be found in [22] ) is that there are what physicists would call phase transitions in these random graphs. To go a little bit more into the details we have to introduce some more graph concepts. To give some examples: i) connectedness of the graph, ii) existence and number of certain particular subgraphs (such as subsimplices etc.), iii) other geometric or topological graph properties etc.
In this context Erdös and Rényi made the following important observation. Calculating these graph properties is both a fascinating and quite intricate enterprise. In [15] we mainly concentrated on properties of cliques, their distribution (with respect to their order, r, i.e. number of vertices), frequency of occurence of cliques of order r, degree of mutual overlap etc. We then related these properties to the various assumed stages and phases of our space-time manifold. We can introduce various random function on the above probability space. For each subset V i ⊂ V of order r we define the following random variable:
where G i is the corresponding induced subgraph over V i in G ∈ G (the probability space). Another random variable is then the number of r-simplices in G, denoted by Y r (G) and we have:
with n r the number of r-subsets V i ⊂ V . With respect to the probability measure introduced above we have for the expectation values:
These expectation values were calculated in [15] . We have for example
The probability that such a subsimplex is maximal, i.e. is a cliques is then
As there exist exactly n r possible different r-sets in the node set V , we arrive at the following conclusion: 
For Z r , the number of r-cliques (i.e. maximal! r-simplices) in the random graph, we have then the following relation
These quantities, as functions of r (the order of the subsimplices) have quite a peculiar numerical behavior. We are interested in the typical order of cliques occurring in a generic random graph (where typical is understood in a probabilistic sense.
Definition 4.11 (Clique Number) The maximal order of occurring cliques contained in G is called its clique number, cl(G). It is another random variable on the probability space G(n, p).
It is remarkable that this value is very sharply defined in a typical random graph. Using the above formula for Z r , we can give an approximative value, r 0 , for this expectation value and get
(cf. chapt. XI.1 of [20] ). It holds that practically all the occurring cliques fall in the interval (r 0 /2, r 0 ). We illustrate this with the following tables. Our choice for n, the number of vertices, is 10 100 . The reason for this seemingly very large number is, that we want to deal with systems ultimately simulating our whole universe or continuous space-time manifolds (see the more detailed discussion in [15] As to the interpretation of these findings, one should remind the reader that the above results apply to the generic situation, that is, do hold for typical graphs (in very much the same sense as in corresponding discussions in the foundations of statistical mechanics).
What is not entirely clear is, how far the random graph approach can be applied to our complex dynamical networks. Our working philosophy is that these results serve to show what we hope, is the qualitative behavior of such systems. As our systems follow certain deterministic dynamical laws, starting from certain initial conditions, the behavior cannot be entirely random in the strict sense. This holds the more so since we expect the systems to evolve towards attracting sets in phase space and/or generate some large scale patterns. On the other hand, due to the constant reorientation of the bonds, being incident with an arbitrary but fixed node and the generically large vertex degrees of the nodes, one may assume that the system is sufficiently random on small scales, so that the random graph picture reproduces at least the qualitative behavior of such extremely complex systems. (We note that we implemented such systems on a computer and made detailed studies of their dynamical behavior and stochastic properties, see [21] . Our investigations showed that that at least qualitatively the phenomena came out correctly).
The Geometric Coarse-Graining or Renormalisation Process
The General Picture
One of our central hypotheses is it, to view the ordinary space or space-time as having a complicated internal dynamical structure, which is largely hidden on the ordinary macroscopic scale due to the low level of resolution of spacetime processes as compared to e.g. the Planck scale. The corresponding process of coarse graining, described in the following, may be also called a geometric renormalisation, in which the resolution of the details of space-time is steadily scaled down to the level of ordinary continuum physics, with the points no longer having an internal structure. This renormalsation process has been decribed in great detail in [17] (see also [16] ). The individual renormalisation steps consist of the following constructions.
• Starting from a given fixed graph, G, pick the cliques, C i , in G, i.e. the subgraphs, forming maximal subsimplices in G . As the subsimplices are partially ordered, each chain has a maximal element, called a clique. The cliques can be found in an algorithmic way. Note that there exist overlaps between cliques so that an individual generic node may belong to several or even many different cliques (see [15] ).
• These cliques form the new nodes of the clique-graph, G cl of G. The new bonds are defined by (a sufficient degree of) overlap of the respective cliques. For the details of the construction cf. [17] . Size, overlap and distribution of cliques in a generic (random) graph have been analyzed in considerable detail in [15] .
In the following picture we again have drawn a subgraph of a larger graph. (1) denotes a clique, i.e. a maximal connected subgraph. Subsets of nodes of the clique generate subsimplices, the clique being the maximal element in this partial ordered set. Including another node would destroy this property, that is, this node is no longer connected with all the other nodes in the subgraph (1) . (2) and (3) are further, smaller cliques which overlap with (1) in a common bond or node. (4) is an example of a subgraph which is not a clique. Evidently, each node or bond lies in at least one clique. The smallest possible cliques in a connected graph consist of two nodes and the corresponding edge.
The main motivation to concentrate our analysis on the clique structure, also called by us lumps (to envoke a more physical picture, see [16] ), was the following. We would like to consider physical points as particularly densely entangled subunits in a large network of relations. On the other hand, we want to repeat the above described coarse-graining process several or perhaps many times without the necessity of introducing new principles at each step of the construction. The transition from a graph to its clique graph is such a universal principle, which works at each stage of the renormalisation process. In the end we hope to arrive at a (quasi-)continuous manifold, displaying, under appropriate magnification, an intricate internal fine structure. This should (or rather, can only expected to) happen if the original network has been in a (quasi-)critical state as described in [17] .
On each level of coarse-graining, that is, after each renormalisation step, labelled by l ∈ Z, we get, as in the block spin approach to critical phenomena, a new level set of cliques or lumps,C l i , (i labelling the cliques on renormalisation level l), consisting on their sides of (l − 1)-cliques which are the l-nodes of level l, starting from the level l = 0 with G =: G 0 . That is, we have
(i ∈ j denoting the (l − 1)-cliques, belonging, as meta nodes, to the l-clique, C j ). These cliques form the meta nodes in the next step. The following figure shows how the (meta) nodes and bonds form in two consecutive steps. In this example and in the selected subgraph under discussion the cliques on level 0 are triangles. Some of them have a common bond but all of them are hanging together via a common (central) node. Here enters our convention, which has to be fixed on e.g. physical grounds. That is, we have to define what we mean by a sufficient overlap. In this example we draw a bond on level 1 if the cliques of level 0 have at least one node in common. It may be reasonable on physical grounds to make a coarser choice, that is, to draw a (meta) bond only if the overlap is more substantial. In our framework we usually deal with very large and densely wired networks, containing cliques typically having many nodes and overlaps which can also be large. Physically, we will envoke the picture of collective excitations spreading among the cliques. These coarse grained emergent interaction modes should become effective only for an array of cliques, having non-marginal overlaps (see below). 
Remark 5.1 The picture may lead to the wrong impression that the network becomes sparser after each step. Quite to the contrary, the number of cliques in G cl is typically much larger than the number of nodes in the original graph, G (cf. the table in subsection 4.2). The reason for this phenomenon is the appreciable overlap of the occurring cliques, that is, a given node may belong to many different cliques.
The above illustration can be understood in two different ways. On the one hand, read from left to right, the resolution of space appears to be reduced. The cluster of cliques on the left happens to be contracted to a single node of the next level. On the other hand, according to our working philosophy, we can regard the node on the right as still containing the structure on the left, which could, in principle, be recovered when increasing the resolving power of our spacetime microscope, i.e., by increasing e.g. the energy. This is expressed in the following picture (where for the sake of graphical clarity, the mutual overlaps of the occurring cliques of the same level is not represented!). Understood in this latter sense we call these space-time points also lumps, that is, we regard them as objects, having an inner structure. Different aspects of this structure emerge on the respective scale of resolution or magnification. We want to provide arguments in the following that quantum theory is just such an emergent aspect which shows up at the typical quantum scale.
We showed in sect. 4.2 that the cliques, occurring in a generic, i.e. typical, sufficiently large graph, have a specific (probability) distribution as to their order and frequency of occurrence. After a repetition of sufficiently many steps of coarse graining, the array of these lumps is assumed to make up the (quasi) continuous space-time manifold as we know it. The mutual array of overlaps of these lumps is then assumed to yield the respective near and far -order or, put differently, the causal structure of the (quasi-)classical manifold M. On the other hand, there may exist also these non-generic, i.e. very small cliques or, more importantly, cliques, having only a very irregular or marginal overlap with other cliques. These insufficient overlaps were eliminated in [17] after each renormalisation step (called the process of purification) and, hence, were not taken as bonds of the next higher level. It is however our working philosophy (already briefly mentioned in the above cited papers), that these marginal cliques are going to play a very important role as to the non-classical behavior of our space-time. To put it briefly, we think that they play a central role in the generation of quantum phenomena. This picture will be corroborated both analytically and numerically in the next subsection with the help of the random graph approach.
Remark: The non-local structure of this additional web of marginal overlaps or, as we will call them, weak bonds, is discussed in greater detail in section 6.
As to the general point of view concerning the geometric renormalisation concept we make the following assumption. We live in a phase, M, of space-time, which is macroscopically a fixed point of our geometric renormalisation group described in [17] . More properly, as we actually deal with extremely complex dynamical systems, it is rather a fixed phase, as, on a more microscopical level, the finer details are constantly changing and fluctuating. Denoting the respective intermediate clique graphs at level, l, by G l , and the renormalsation step: graph to purified clique graph by R, we hence write
Each intermediate graph or array of lumps, G l , carries a certain geometric and metrical structure. We define a metric, d l on G l (there exist in fact several possibilities). One possibility is e.g. the following distance concept (cf. [16] ):
where
(∧, ∨ denoting intersection and union of sets) and
The above definition is understood as the infimum over the class of paths,γ, connecting the two meta nodes in the respective graph of l-cliques.
Remark: Strictly speaking, the definition in its above form applies only to cliques of finite order. If necessary, corresponding definitions can be made employing measure theoretic concepts (cf. sect. 7 of [16] ). On could of course also choose the canonical graph distance which is, however, discrete.
The Analytic and Numerical Results
We have seen that the cliques in a large generic random graph of order n and bond probability p are with high probability concentrated in the interval (r 0 /2, r 0 ) with respect to their order, r, with
and with the expectation of r-cliques
We can test our general working philosophy concerning the effects of coarse graining and renormalisation by analytically and numerically calculating various properties of the clique graph of a generic random graph. These calculations become increasingly intricate with increasing complexity of the asked questions. Some of the analysis has already been done in e.g. sect. 4.2 of [15] (called 'The Unfolded Epoch') and to which we refer the reader for more technical details.
The meta nodes of the clique graph, G cl , are the cliques of G. The meta bonds in C G are given by the overlap of cliques in G. As we want, on physical grounds, to ignore marginal, that is, to small overlaps, it is of importance to calculate the expected number of r ′ -cliques, having an overlap of order l with a given fixed r-clique, C 0 with both r and r ′ lying in the above interval of generic cliques.
In [15] sect. 4.2 we derived the following formula for this stochastic quantity (C 0 being a fixed r-clique):
with P r ′ ,l a lengthy combinatorial expression (formula (69) in [15] ) which we can neglect for the parameters n, r, r ′ , chosen by us, that is n ≫ r, r ′ ≫ l. That is, in this regime it can be approximated by one. It can however not be neglected if this assumption is violated!.
After some manipulations we arrive at the following approximative formula ( [15] )
The total expected number of r ′ -cliques, having an overlap l ≥ l 0 with a given r-clique is
(the admissible l's being bounded by the minimum of r and r ′ ). For l = 0 we get the expected number of r ′ -cliques, having zero overlap with the given fixed r-clique, C 0 , that is we have approximately:
As n is so large, the number of r ′ -cliques overlapping with C 0 is dominated by the set, given by the lower bound, i.e. l 0 . On the other hand, the total number of generic cliques in the random graph, G, that is, the cliques with order lying in the respective interval (r 0 /2, r 0 ) is roughly
with r ′ an appropriate value in the above interval (this replacement can be made as the numerical values in this interval behave relatively uniformly). We define the local group of a generic clique as the set of generic cliques, having non-marginal overlap with the fixed given clique. From the above reasoning we can now infer the following important conclusion This estimate is central in the following as it gives the local structure of the clique graph. Note however, that the approximation is valid only for the respective regime of n, r, r ′ , l 0 -values assumed above and that we concentrated on estimates of the kind 'order of '.
From the above formulas and numerical results we can now infer interesting properties of the clique graph of a typical graph of order, n, and bond probability, p. The order of the local group in the clique graph is, by the same token, the average vertex degree in the clique graph. That is
From this we can immediately infer the bond probability of the clique graph:
and see that it is considerably smaller than the original bond probability of the underlying original graph which, in our numerical example, was of order one. We take our above numerical example, n = 10 100 , p = 0.7 which implies r 0 = 1291 and assume that an appreciable overlap for generic cliques should be of the order of, say, 50 nodes. The clique graph has roughly n cl ≈ 10 10 4 generic cliques, that is, meta nodes. With the bond probability in the clique graph, p cl ≈ 10 −5·10 3 , we can calculate the distribution and order of cliques of the second level, that is, cliques of cliques. This provides important information about the near order of the clique graph and the effects of the renormalisation steps.
As the order of these cliques of the second stage turns out to be already quite small, it is more reasonable to determine the respective clique number, r 0 , by explicitly calculating the number where Z r drops from a very large number to effectively zero. The result shows, that for overlap = 50 of the original cliques, the cliques of the next level comprise only very few cliques of the first level. That is, the near-order of G 1 := G cl is already much coarser or less erratic as compared to the near order in the original graph. The results are shown in the following table. If this cancellation is not exact due to some small neglected prefactor in one of the contributions, the number of cliques would still be large for r = 5. It would however be extremely small in any case for r = 6. Furthermore we note that we used the exact expression r · (r − 1)/2 instead of the approximation r 2 /2 which makes a difference if r is small.
We can control the sensitivity of our results to the chosen degree of overlap. We see below that the results do not depend crucially on the numerical details as long as the order is the same. For e.g. overlap = 30 we get the following results. In the following we present some more characteristics of the clique graph with overlap 50.
• average vertex degree ≈ 10
• expected number of bonds = v cl · 0.5 · n cl ≈ 0.5 · 10
An important question is whether the (purified) clique graph, G 1 , is still connected. In [15] we gave the threshold value for the corresponding p * (n), which is
Conclusion 5.5 For the numerical data we employed the web of lumps is almost surely connected.
Summing up, what we have accomplished so far in this subsection, we have the following row of graph characteristics
• l = 0: number of nodes n 0 = 10 100 , bond probability p 0 = 0.7, clique number r 0 = 1291.
• l = 1: n 1 ≈ 10 10 4 , p 1 ≈ 10 −5·10 3 , r 1 = 4 or 5.
The respective values were calculated by using the following approximative formulas:
( Z (0) r the distribution function of cliques in the initial graph, G 0 ). The order of the local group, i.e. the expected order of the 1-neigborhood in G 1 , is
The expected order of cliques on level 1 is only 4, 5. That is, from level 1 to level 2 we may assume an overlap l 1 = 1. With this value we can calculate the corresponding characteristics of G 2 , the graph having as nodes cliques, consisting of nodes of level 1.
Remark: We first have to check whether the approximations we have made above do still apply for these new regime of parameters.
We have for l = 2:
• n 2 ≈ 4 · 10 10 4 (number of cliques of level 1) 
The Emergence of Translocal Quasi-Instantaneous Interactions among the Space-Time Points
We now come to the crucial feature of our (re)construction of quasi-classical spacetime as a hierarchical web of overlapping and interacting lumps. We assume that on a certain scale, (l + 1), of our renormalisation process, the network of lumps, G (l+1) , is sufficiently close to the continuous limit manifold, M. We take its metanodes, i.e. the cliques, C l i , of level l as an approximation of the physical points of M. That is, we regard the points of M as having an internal (dynamical) structure, represented by the constant internal dynamics of the respective cliques (cf. e.g. [16] ).
The nodes, belonging to the cliques of level l are the cliques of level (l − 1) etc. To simplify the following discussion, we restrict ourselves to a fixed graph, G, and its clique graph, G cl , representing G (l−1) and G l .
The Translocal Web of Weak Bonds
In G we construct the array of generic cliques (as described in the preceding section). The array of these cliques is assumed to approximate our continuous space-time manifold M, which carries, among other things, a distance function and an integer dimension. With P i the physical points of M, representing the corresponding cliques, C i , we have
The ∼-sign means that the relation between the two metrics is of the same approximative nature as the relation between the limit manifold, M, and the clique graph, G l , approximating it (cf. the discussion in [16] ). That is, while d G (C i , C j ) still displays a certain grainy structure, d M (P i , P j ) is assumed to be a continuous approximation of the grainy graph distance. Furthermore, one has to keep in mind that the units of length are of course different on both sides. That is, on the lhs we live on the Planck scale while on the rhs the scale is quasi-macroscopic. The dimension of a graph, G, provided it is well defined at all, was introduced and studied by us in [24] . One version is given by
This formula is to be understood as follows:
• We showed in [24] that this graph dimension, if it exists with respect to a certain starting point, x ∈ V , is extremely insensitive with respect to the chosen point.
• U n (x) is the neighborhood of nodes of x, having graph distance ≤ n (where here we take the canonical graph distance, i.e. the minimal number of edges, connecting the two nodes). # denotes the cardinality of the respective set.
This graph dimension is also assumed to be related to the emerging macroscopic dimension of the continuous limit manifold. We argued in the preceding section that in the consecutive renormalisation steps, leading finally to the approximative limit manifold, M, we delete the bonds, belonging to marginal overlaps of cliques of the respective level. As the following discussion is primarily concerned with these deleted bonds, we give them a particular name, calling them weak bonds, the bonds, representing sufficient overlap are henceforth called strong bonds.
Observation 6.1 We studied in [17] the behavior of such a version of graph dimension under the renormalisation map. We showed there that the elimination of weak bonds and/or the presence of a certain critical long-range behavior is essential if this dimension is to change under the renormalisation map and is to converge to some integer limit value (when starting from a possibly fractal value on the (sub-)Planckian scale).
We learned from our preceding analysis that the order of practically all the occurring cliques lies in the same interval, (r o /2, r 0 ). What is different is the character of their mutual connectivity. It may consist of weak or strong bonds. As the global effects of these local differences are, on the one hand, relatively subtle but on the other hand quite striking, we try to visualize them in the following picture. Below, the circles denote some generic cliques which are assumed to have sufficient overlap with (some of) their neighbors.A part of another clique (denoted by (1)), assumed to be of more or less the same order, but having only weak bonds (i.e., weak overlap) with these possibly widely separated local neighborhood clusters, is represented by thin lines.
On the other hand, we learned from our numerical estimates (see also below) that, typically, also clique (1) will have its own local group, that is, cliques with strong overlap. In other words, this particular clique (1) is almost shurely the member of another local group of roughly the same shape, but lying in another region of the manifold, M. This situation is described in the picture on the right, with the weak bonds between the three local groups, represented on the left and the clique (1) depicted by dashed lines. The clique (1) is now represented as a member of another local group of generic cliques. This number may be still quite large for the range of parameters chosen e.g. by us and the first coarse-graining steps. On the other hand we see that the number of weak bonds will, in general, be much larger. For a weaker overlap than l 0 , that is, l marg. < l 0 or even l marg. ≪ l 0 we have by the same reasoning
as both N cliques and n are huge. We hence conclude the following: In the following subsection we combine these analytic and numerical results with the picture, developed in the first sections and with speculations about a hypothetical microscopic whormhole structure (which have already been entertained by some other people in the past).
A Continuum Model of Points Speaking to Each Other
In the first sections of the present paper we discussed a general point of view concerning a wider conception of continuous spaces, being of possible relevance for (quantum) space-time physics. The mathematical concepts were developed along the lines of Connes' framework.
In the following sections we discussed the subject from a different angle, i.e., as dynamical, densely entangled networks of relations among microscopic subunits, being depicted by nodes, the relations or elementary interactions by edges. If we perform a sequence of specific coarse-graining steps on this network, which, we hope, will finally lead to a smooth macroscopic space or space-time, a detailed analysis shows the following. With the help of the random graph concept we observe the quasi automatic emergence of a new and subliminal web of translocal interactions, being immersed in this classical manifold, M.
We hence conclude that these sort of spaces, which, presumably, are of relevance in quantum space-time physics, support (roughly spoken) two modes of interactions and/or information exchange among their constituents. A local one, obeying the "Nahwirkungsprinzip" (no action at a distance), propagating from points to their infinitesimal neighbors and so on, and, on the other hand, a translocal almost quasi-instantaneous interaction with arbitrarily distant regions of the manifold M.
This latter form of information exchange is however of a more irregular and stochastic nature, due to the weak contact among the physical points being translocally related. This is now the place where our line of argumentation returns to the point we departed from, that is, the picture of "points talking to each other ", which we invoked in the first sections.
We now translate our findings in the following continuum model. We start with some continuous space, M, like e.g. R d , or a manifold, being locally homeomorphic to some R d . We assume that in M a countable but dense subset, X, or, alternatively, a partition of non-overlapping, countable and dense subsets, X ι , is specified:
• X or X ι are countable and dense in M (note that they do not contain interior points with respect to the topology of M).
• X ι do not overlap and ∪X ι = M. In another model we may assume that the index set is countable and ∪X ι = M but dense in M.
Remark: The above assumptions describe slightly different models. It is not yet clear to us, which of these suggested models will, in the long run, be the most appropriate. We think however that, on a more macroscopic scale, the correct choice is not really crucial. What we try to implement is a classical continuous space-time manifold together with a "meager " embedded web of extra relations or connections between a dense set of, in general, widely separated points. We remind the reader of the foliation structure of the non-commutative torus, discussed in the introductory sections.
In the following we choose the foliation-model. That is, every point of M belongs to exactly one of the subsets, X ι . Each of these subsets is spread over the whole manifold M and we have in particular that for each neighborhood, O y , of some point, y ∈ M 
Concluding Remarks and Outlook
In this concluding section we want to give a brief survey of some, as we think, central physical topics, to which our framework will have a certain bearing. We discuss the idea of microscopic wormholes, the translocal features of quantum theory and its conjectured connection with the complex structure. Furthermore, we mention the Machian aspect of our point of view.
Microscopic Wormholes and Wheeler's Space-Time Foam
The chain of thoughts, presented in the preceding sections, led to a new microscopic picture of space-time and/or the quantum vacuum, strongly suggesting a translocal entanglement among distant points of our continuous manifold. This structure is encoded in a web of relations which is largely hidden on the surface level of (quasi)classical space-time and which, as we think, becomes observable through its expression in various features of quantum non-locality (cf. the remarks of v.Weizsaecker cited in the introduction). Our own approach was decidedly bottom-up, starting from a presumed underlying microscopic substratum and reconstructing the more macroscopic levels by a renormalisation-like process of coarse-graining. On the other hand, there does exist for already quite some time a more top-down oriented picture, which, coming down from the continuum side of physics, envokes the scenario of a foamlike substructure of space-time on the Planck scale. In the same context Wheeler et al developed the idea of microscopic wormholes, connecting distant parts of our ordinary space-time manifold or even different universes (see e.g. the classical book by Misner, Thorne, Wheeler; [25] ). A beautiful and more up to date presentation can be found in [26] .
The well known continuum description of a wormhole is given in the following illustration. The wormhole is assumed to traverse some kind of hyperspace, which, in the figure, contains the ordinary space as some kind of subspace.
In our framework we associate this presumed hyperspace with the cellular network, QX, or with some of the lower levels of our coarse-graining process, that is, (starting from QX = G 0 ) with some G 1 , G 2 etc. With the Planck scale we associate the level, G i P l , which is assumed to represent the threshold, beyond which a more continuous or macroscopic behavior begins to emerge. I.e., we make the following translation: The scenario we are envisaging is not so far-fetched as it may seem. There exist, in fact, several recent investigations concerning the possible role of wormholes and the stability of the ordinary vacuum against the formation of microscopic wormholes in quantum gravity. The possible effects of a gas of Planckian wormholes on various physical phenomena were studied several times in the past; as an example we mention the paper by Coleman ([27] ). In [28] it was argued, that in quantum gravity an array of Planckian wormholes may be the correct ground state. This list is far from being complete. All these speculations and observations seem to underpin our own line of reasoning.
The Bearing on Quantum Entanglement and Interference
One of our main motivations, to develop the above framework, was the goal to reach a better (and more realistic) understanding of the many mysteries being inherent in the various phenomena of quantum non-locality and entanglement, the evident, but not well understood, necessity of complex superposition, interference and the peculiarities of the measuring process. Some of these points were discussed in a somewhat preliminary form in [4] , in which we analysed the subject matter and the context from varying angles and levels of rigor. There exist several papers in the more recent past, which strike a similar key as far as the general working philosophy or parts of the present analysis are concerned (while the technical framework may be different). The following brief remarks are not meant as a full discussion of the field (this shall be attempted in a planned revised version of [4] ). We mention only a few points of view which seem to be particularly close to our own approach. An interesting approach has been developed by Smolin ([29] , [30] , [31] ). It is perhaps intriguing to relate the matrix-model approach in the latter paper to our bundle structure. In both cases we have an array of countable subspaces which interact with each other. At the end of [30] , on the other hand, one can find a brief discussion of a relational description of space-time in form of graphs.
Remark: One should note the markedly Machian character of the translocal information exchange. In a sense, what happens at a local site, is related in a subliminal way with the rest of the manifold ( such Machian ideas are discussed in more detail in e.g. [4] , [30] ) and further references given there.
A slightly different line of ideas is pursued in the following papers of 't Hooft ([32] , [33] , [34] ). In this approach a deterministic cellular automaton-like primordial substratum is introduced which is similar to but more regular and static than our dynamical cellular network, QX. It is argued that quantum theory might emerge on a larger scale from such a derministic and regular array. These approach has been briefly discussed by us in [4] .
In concluding this paper we want to mention what, we think, lies at the core of most of these peculiar quantum phenomena. It is the particular role, played by the complex superposition principle and the complex structure in general, which emerge as an entirely novel phenomenon in quantum theory. See the following remark of Poliakov cited by Parisi in the foreword to [35] :
" . . . eventually someone has to explain why the probability is the modulus square of a complex amplitude."
We also mention the remarks in section 8 of [36] , which point in the same direction and the investigations of Stueckelberg [37] .
We condense our findings in the following conjecture (As this is not an immediate consequence but, quite to the contrary, requires a rather subtle analysis, we will treat this subject matter in the planned revised version of [4] ). We note that there have been investigations of the role of the geometric structure of quantum mechanics in the past, which should have some bearing on this subject (see e.g. the beautiful analysis in [38] and references therein).
Consequences for the Quantum Mechanical Measurement Process
Perhaps more obvious is the effect which the translocal web of weak bonds will have on the understanding of the quantum mechanical measurement process. It was exactly this phenomenon of seemingly instantaneous collapse which stood in the way of a more realistic interpretation of the extended complex wave pattern.
Assuming that Einstein causality also holds sway in the quantum regime, quasi-instantaneous destruction of those parts of the wave, being located outside the region of direct measurement interference, could only be explained by granting the wave function, or more generally, the quantum state only the ontological status of a mere bookkeeping device of the (non)-knowledge of the observer. Looked upon from a slightly different angle, this is the dominance of the ensemble picture.
On the other hand, if, in addition to the ordinary local and causal propagation from lump to lump and taking place with a finite velocity, we have a further, more subliminal translocal information transport through the web of weak bonds or, in more popular terms, through hyperspace, the almost instantaneous destruction of a real and existing excitation pattern of the vacuum becomes possible. The details of these processes need of course a subtle analysis.
