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Abstract
Recently, a new numerical prediction technique has been developed for the analysis of vibro-acoustic
problems in bounded domains. This wave-based prediction technique adopts an indirect Tre3tz approach.
Unlike the conventional element-based methods, the novel technique uses wave functions that exactly satisfy
the governing dynamic equations to describe the dynamic variables. Fine domain discretizations are no longer
required and the resulting model sizes are much smaller than with the element based methods. This results in
a more time-e$cient prediction technique which also allows handling of mid-frequency applications.
This paper discusses how the wave-based prediction technique can be used for vibro-acoustic radiation
problems in unbounded domains. Its bene;cial characteristics compared to the element-based methods are
demonstrated through a validation example.
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1. Introduction
Many noise control engineering designs encounter vibro-acoustic radiation problems. These prob-
lems involve the interaction between the vibrations of a mechanical structure and the sound ;eld in
its unbounded surroundings. At present, the most commonly used prediction techniques for solving
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Fig. 1. (a) An FE model with truncating boundary surface, (b) an IE model with 13 in;nite elements, (c) a BE model.
radiation problems are based on the ;nite element (FE), the in;nite element (IE) and the boundary
element (BE) method.
In the FE and the IE method, the problem domain is discretized into a ;nite number of small
elements. FE methods [17] lead to system matrices which can be partly decomposed into symmetric,
frequency independent, real, sparsely populated, banded submatrices. To be able to apply these FE
methods for vibro-acoustic radiation problems, an arti;cial boundary surface is introduced to truncate
the unbounded acoustic domain (see Fig. 1(a)) [16]. Some characteristic impedance model is applied
at this arti;cial boundary to prevent acoustic reFections [6,12]. A distinction is made between local
and global impedance models. Local impedance models apply characteristic impedance boundary
conditions to the arti;cial boundary. The impedance values are determined using locally de;ned
properties. In this way, the sparsely populated, banded matrix structure is retained. Global impedance
models, however, like for instance the DtN formulation, relate all the degrees of freedom on the
arti;cial boundary to each other so that the sparsity of the system matrices is signi;cantly reduced.
The IE method [3,5] explicitly models the domain exterior to the arti;cial boundary surface. In-
;nite elements discretize the exterior domain and are coupled at the arti;cial boundary surface with
the ;nite element discretization of the bounded interior domain (see Fig. 1(b)). The shape functions
used for modelling the acoustic ;eld variables within the in;nite elements combine a suitable am-
plitude decay and a wavelike variation for modelling outgoing travelling waves. By increasing the
radial order of these shape functions, the accuracy increases, but so does the computational load. A
distinction is made between conjugated in;nite elements (or wave envelope elements) and unconju-
gated in;nite elements, depending on whether the weighting functions in the integral formulation are,
respectively, the complex conjugate of the shape functions or identical to the shape functions. With
the conjugated formulation, the resulting system matrices are frequency independent and require (a
relatively simple) integration of polynomial functions but are not symmetric, while the unconjugated
formulation yields matrices that are symmetric but frequency dependent and whose coe$cients result
from more tedious numerical integrations [1,7].
BE methods [4,13] discretize only the problem boundary surface (see Fig. 1(c)). Their solutions
are based on a boundary integral formulation that relates the dynamic ;eld variables in the (bounded
or unbounded) domain to the distribution of some speci;c variables on the problem boundary surface.
This integral formulation inherently satis;es the Sommerfeld radiation condition so that no special
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treatment is needed to account for the problem domain possibly being unbounded. Since only the
boundary surface is discretized, BE models are small. However, drawbacks of these methods are
the fully populated, frequency dependent, complex and not always symmetric system matrices which
lead to computationally demanding calculations.
All the element-based methods express the dynamic response variables in terms of simple but
approximating shape functions. Because of this approximation, a su$cient number of elements
per wavelength is required to obtain reasonable accuracy. With increasing frequency, wavelengths
shorten, so that the number of elements must increase accordingly to maintain the same level of ac-
curacy. Therefore, computational resources restrict the practical use of these element based methods
to low-frequency applications.
A recently developed wave-based prediction technique (WBT) has proven to be successful for
bounded vibro-acoustic problems in the low- and mid-frequency range [8,9,14]. The technique is
based on an indirect Tre3tz approach [15]. The dynamic response variables are described by a set
of wave functions which exactly satisfy the governing di3erential equations. In this way, no ;ne
discretization is needed. An error is involved only in the evaluation of the boundary conditions.
Because of the smaller and computationally e$cient models, this technique allows also handling of
mid-frequency applications.
This paper describes the applicability of the WBT for two-dimensional (2D) unbounded vibro-
acoustic radiation problems. The basic concepts of the technique are brieFy discussed for a 2D radia-
tion problem. The performance of the new technique in terms of convergence rate and computational
load is compared with the existing IE and BE methods through a validation example.
2. Basic concepts of the wave-based prediction technique
2.1. Problem de7nition
Fig. 2 shows an air-;lled cavity, which is closed by a thin, Fexible plate (s). The plate is
excited by a harmonic line force F at circular frequency ! and radiates sound into its unbounded
surroundings. The remaining part of the cavity boundary surface is rigid. The normal displacement
of the plate is denoted as w(rs) and the pressure inside and outside the cavity is denoted as pi(r)
and pe(r), respectively.
The steady-state normal displacement w(rs) of the Fexible plate is governed by the dynamic
equation
(∇4 − k4b )w(rs) =
F
D
	(rs; rF) +
pi(rs)− pe(rs)
D
; (1)
kb = 4
√

st!2=D the bending wavenumber and D=(Et3(1+ j)=12(1− 2)) the bending sti3ness, with
t the plate thickness, 
s is the density, E the elasticity modulus, j the imaginary unit
√−1,  the
Poisson coe$cient and  the loss factor.
To uniquely de;ne the normal displacement, four structural boundary conditions must be speci;ed,
i.e. two conditions at both plate edges. For clamped plates, for instance, the boundary conditions are
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Fig. 2. A cavity backed plate which is excited by a line force F and radiates sound to its unbounded surroundings.
(rs → xs ∈ [0; L])
w(0) = w(L) =
dw(0)
dxs
=
dw(L)
dxs
= 0: (2)
Assuming that the system is linear, nonviscous, and adiabatic, the steady-state acoustic pressure pi
inside the cavity and pe outside the cavity are governed by the homogeneous Helmholtz equations
∇2pi(r) + k2pi(r) = 0 and ∇2pe(r) + k2pe(r) = 0; (3)
with k = !=c the acoustic wavenumber and c the speed of sound.
If i is de;ned as the internal cavity boundary surface and if e is de;ned as the acoustic boundary
for the air external to the cavity, the acoustic boundary conditions for the rigid walls are:
r∈i \ s : j
0!
@pi(r)
@n
= 0 and r∈e \ s : j
0!
@pe(r)
@n
= 0 (4)
with 
0 the Fuid density and @=@n the derivative in the normal direction.
To ensure the normal velocity continuity along the Fuid-plate coupling interface s, the following
relationships must apply at the interface:
rs ∈s : j
0!
@pi(rs)
@n
= j!w(rs) =
j

0!
@pe(rs)
@n
: (5)
The Sommerfeld radiation condition ensures that no reFections occur at in;nity,
lim
|r|→∞
(
|r| @pe(r)
@|r| + jkpe(r)
)
= 0: (6)
2.2. Field variable approximations
The WBT is based on an indirect Tre3tz approach [15] in that the approximations of the dynamic
response variables w, pi and pe exactly satisfy the governing di3erential equations (1) and (3) and,
where appropriate, the Sommerfeld radiation condition (6).
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2.2.1. Acoustic pressure approximation
Within the bounded acoustic cavity, the steady-state pressure pi(r) is approximated as a solution
expansion p̂i(xi; yi),
pi(xi; yi) 	 p̂i(xi; yi) =
nai∑
a=1
paiai(xi; yi): (7)
Each function ai(xi; yi) is an acoustic wave function, which satis;es the homogeneous part of the
Helmholtz equation (3),
ai(xi; yi) = e−j(kxa; ixi+kya; iyi): (8)
Since the only requirement for kxa; i and kya; i is that k2xa; i + k
2
ya; i = k
2
i with ki = !=ci, an in;nite
number of wave functions (8) can be found for expansion (7). It is proposed to select the following
wavenumber components,
(kxa; i; kya; i) =
na1; i
Lxi
;±
√
k2i −
(
na1; i
Lxi
)2 ;
±
√
k2i −
(
na2; i
Lyi
)2
;
na2; i
Lyi
 ; (9)
with na1; i, na2; i = 0;±1;±2; : : : : It is shown in [8] that the convexity of the domain is a su$cient
condition for the proposed expansion (7) to converge in its limit for na1; i, na2; i → ∞ towards
the exact solution. The dimensions Lxi and Lyi in (9) represent the dimensions of the (smallest)
rectangular domain, enclosing the considered Fuid domain. The wave function contributions pai are
the unknowns.
In the unbounded acoustic domain, the steady-state pressure pe(r) is approximated as a solution
expansion of wave functions that are solutions of the Helmholtz equation (3) and that satisfy the
Sommerfeld radiation condition (6). It has been proven in [10] that, for a 2D acoustic domain,
exterior to a circular boundary surface with radius R, the expansion
pe(r; )	 p̂e(r; ) = pe0H (2)0 (kr) +
N∑
n=1
pe; cnH (2)n (kr) cos (n) + pe; snH
(2)
n (kr) sin (n) (10)
converges for N →∞. H (2)n (∗) is the nth-order Hankel function of the second kind. The contributions
pe0, pe; cn and pe; sn are the unknowns.
For the considered cavity backed plate problem, a circular boundary surface R with radius R is
de;ned around the cavity. The resulting bounded Fuid domain, comprised between this boundary
surface R and the cavity boundary surface e, is decomposed into four convex subdomains, as
shown in Fig. 3. The steady-state pressure ;elds p1, p2, p3 and p4 in these four subdomains and
the pressure ;eld p5 in the interior cavity are expressed as expansions pˆi of type (7), in which
Lxi and Lyi (i = 1; : : : ; 5) are the dimensions of a rectangular domain, enclosing the subdomain (see
Fig. 3). The pressure ;eld p6 in the unbounded Fuid domain, exterior to the circular surface R, is
expressed as an expansion pˆ6 of type (10).
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Fig. 3. Domain decomposition.
2.2.2. Structural displacement approximation
Based on the above pressure approximations, the steady-state normal displacement w is approxi-
mated as a solution expansion wˆ
w(x5) 	 wˆ(x5) =
4∑
s=1
ws$s(x5) + wˆF(x5)−
na1∑
a=1
pa1
a1(x1; 0)
D(k4xa;1 − k4b )
+
na5∑
a=1
pa5
a5(x5; Ly5)
D(k4xa;5 − k4b )
:
(11)
The four structural wave functions $s are four linearly independent solutions of the homogeneous
part of the fourth-order dynamic plate equation (1),
$s(x5) = e−j
skbx5 (s= 1; : : : ; 4) (12)
and wˆF is the normal displacement of an in;nite plate, excited by a normal line force F ,
wˆF(x5) =
−jF
4Dk3b
(e−jkb|x5−x5; F | − je−kb|x5−x5; F |): (13)
The structural wave function contributions ws are the unknowns.
2.2.3. Coupled vibro-acoustic wave model
By using the proposed pressure and displacement expansions (7), (10) and (11), the dynamic plate
equation (1), the Helmholtz equations (3) and the Sommerfeld radiation condition (6) are always
exactly satis;ed, irrespective of the values of the unknown wave function contributions ws (s=1::4),
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pai (i = 1; : : : ; 5), pe0, pe; cn and pe; sn. These contributions are merely determined by the structural
and acoustic boundary conditions.
For a structural domain in a 2D problem, structural boundary conditions are speci;ed at discrete
edge locations. The boundary conditions (2) can be evaluated exactly using expansion (11). This
evaluation leads to four algebraic equations in (4 + na1 + na2 + na3 + na4 + na5 + 2N +1) unknowns.
Due to the introduction of four subdomains between the circular boundary surface R and the
cavity boundary surface e, continuity conditions of pressure and normal velocity along the subdo-
main interfaces must be taken into account, in addition to the acoustic boundary conditions (4) and
(5). For the ;rst Fuid subdomain (see Fig. 3), for instance, the acoustic boundary conditions may
consist of the normal velocity continuity condition (5) along the Fuid–plate interface s, pressure
and normal velocity continuity conditions along the interfaces 13 and 14 with subdomains 3 and
4, and pressure and normal velocity continuity conditions along part R1 of the circular truncation
boundary R. Since the acoustic boundary conditions are de;ned at an in;nite number of boundary
positions, while only ;nite sized prediction models are amenable to numerical implementation, the
acoustic boundary conditions are transformed into an integral formulation. A functional Fa1 may be
de;ned, which is a measure for the error, involved with the acoustic boundary conditions,
Fa1 =
∫
s
∣∣∣∣∣∣∣∣ j
0! @pˆ1(r)@n − j!wˆ
∣∣∣∣∣∣∣∣2 ds
+
1

20c2
∫
13
‖pˆ1 − pˆ3‖2 d13 + 1
20!2
∫
13
∣∣∣∣∣∣∣∣@pˆ1(r)@n − @pˆ3(r)@n
∣∣∣∣∣∣∣∣2 d13
+
1

20c2
∫
14
‖pˆ1 − pˆ4‖2 d14 + 1
20!2
∫
14
∣∣∣∣∣∣∣∣@pˆ1(r)@n − @pˆ4(r)@n
∣∣∣∣∣∣∣∣2 d14
+
1

20c2
∫
R1
‖pˆ1 − pˆ6‖2 dR1 + 1
20!2
∫
R1
∣∣∣∣∣∣∣∣@pˆ1(r)@n − @pˆ6(r)@n
∣∣∣∣∣∣∣∣2 dR1: (14)
Minimising the functional Fa1 with respect to each acoustic wave function contribution pa1 yields
a set of na1 algebraic equations in the (4 + na1 + na2 + na3 + na4 + na5 + 2N + 1) unknown wave
function contributions.
The combination of the structural boundary conditions and the transformed acoustic boundary
conditions for each of the acoustic subdomains yields a square matrix equation in the unknown
wave function contributions ws (s = 1; : : : ; 4), pai (i = 1; : : : ; 5), pe0, pe; cn and pe; sn. As for the
BE method and in contrast with the FE method, the proposed technique yields a fully populated
matrix, whose elements are complex and which cannot be decomposed into frequency-independent
submatrices. The big advantage of the WBT is, however, that the system matrices are substantially
smaller in comparison with the element based techniques. This property, combined with the fast
convergence of the WBT, make it a less computationally demanding method for dynamic response
calculations, and make it possible to tackle problems also in the mid-frequency range. The bene;cial
convergence characteristics of the WBT, in comparison with the IE and BE methods, are illustrated
in the next section through a simple validation example.
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Fig. 4. Left: Real part of the normal plate displacement (solid line) and the normal Fuid displacement in subdomain 1
(+) and in the cavity domain (o) at 200 Hz, Right: Contour plot of the pressure amplitudes (Pa) at 200 Hz.
3. Validation example
In order to illustrate the high accuracy that can be obtained with the WBT, the case is considered
of an aluminium (E=70:109 N=m2, 
s=2790 kg=m3, =0:3) plate of length L=1 m and thickness
t=0:002 m, backed by an air-;lled (c=340 m=s, 
0=1:225 kg=m3) cavity of dimensions 1 m×0:5 m.
The cavity is surrounded by air. A unit normal line force F is applied at one quarter of the plate
length. The plate edges are clamped. The radius of the truncation boundary R is R= 0:8 m.
Fig. 4 shows the normal plate displacement predictions and the normal Fuid displacement predic-
tions along the Fuid-plate interface at 200 Hz, obtained with a wave model, consisting of 4 structural
and 381 acoustic wave functions. The contour plot shows the corresponding pressure predictions.
Note that the circular domain, in which the exterior pressure contours are plotted, has a radius of
1 m (¿R= 0:8 m), so that also part of pressure ;eld p6 is shown.
These ;gures illustrate that the plate clamping conditions (2) and the continuity conditions (5) are
accurately represented. The fact that the pressure contour lines are perpendicular to the rigid cavity
walls and that these lines are continuous across the various interfaces between adjacent Fuid sub-
domains, indicates that the boundary conditions (4) and the additional pressure and normal velocity
conditions along the subdomain interfaces are also accurately represented. Since the proposed expan-
sions (7), (10) and (11) inherently satisfy the dynamic equations (1) and (3), it may be concluded
that the proposed prediction model provides an accurate approximation of the steady-state response
of the considered coupled vibro-acoustic radiation problem.
4. Comparison with element based techniques
To compare the performances of the WBT and the existing element based techniques, several
coupled FE/indirect BE and FE/conjugated IE models of the considered problem have been solved
with LMS/SYSNOISE Rev.5.5. The structural FE meshes consist of 2-noded plate elements, the
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Table 1
Number of elements in the FE/IE models
No. acoustic FE No. acoustic FE No. structural FE No. IE Total No. elements
inside cavity outside cavity
5000 20,338 100 502 25,940
9009 32,702 143 629 42,483
15,320 38,946 200 773 55,239
24,962 58,427 249 838 84,476
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Fig. 5. Convergence curves at 1200 Hz (left) and 2000 Hz (right) for di3erent orders of the IE shape functions.
acoustic BE meshes of 2-noded linear Fuid elements and the acoustic FE meshes of 3- and 4-noded
linear Fuid elements.
In order to determine the inFuence of the radial order of the IE shape functions, several calculations
have been performed. Table 1 shows the number of elements used to model the considered cavity
backed plate radiation problem with the IE method.
Fig. 5 plots the relative prediction errors for the radiated sound power W at 1200 and 2000 Hz
against the CPU time needed for a direct response calculation at one frequency on a HP-C3000
workstation. This ;gure shows that with increasing radial order of the IE shape functions, the
prediction accuracy improves. The associated increase in the CPU time, needed to solve the system,
is relatively small. However, note that the order should not be too large, because IE shape functions
of high order can produce numerical instabilities [2]. The relative prediction error in case of the
2000 Hz calculation is larger than in case of the 1200 Hz calculation. The reason for this is the fact
that both frequency calculations were performed with the same FE discretizations and with the same
number of IE, and since wavelengths shorten with increasing frequency, more elements are required
to obtain the same level of accuracy [11].
Figs. 6 and 7 compare the convergence rates of the WBT and the FE/BE and the FE/IE methods.
These ;gures plot the relative prediction errors for the radiated sound power W against the CPU
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dashed: FE/BE, dot–dashed: FE/IE).
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Fig. 7. Convergence curves at 2000 Hz in terms of CPU time and in terms of number of degrees of freedom, (solid:
WBT, dashed: FE/BE, dot–dashed: FE/IE).
time needed for a direct response calculation at one frequency on a HP-C3000 workstation, and
against the number of degrees of freedom needed to model both the structural and the acoustic
domains. The indicated CPU times for the WBT and the FE/BE models include both the times
for constructing the model as well as for solving the resulting matrix equation since the matrices
are frequency dependent. This in contrast with the frequency independent FE/conjugated IE models
where only the solving time is taken into account. The FE/IE results are obtained with IE of order
8, since, for the considered problem, they give accurate results for both frequencies (see Fig. 5).
Both in terms of the CPU time and in terms of the number of degrees of freedom, the WBT has a
bene;cial convergence rate, compared with the element based techniques.
B. Pluymers et al. / Journal of Computational and Applied Mathematics 168 (2004) 353–364 363
Although the FE/IE models are much larger than the FE/BE models, both methods have a similar
convergence speed for the 1200 Hz analysis. This shows that the large model size of the FE/IE
models is compensated by the sparsity and symmetry of their submatrices with real coe$cients,
which is in contrast with the full and complex BE matrices. Although the WBT, like the BE method,
leads to fully populated matrices with complex coe$cients, the small size of the WBT models and
the bene;cial convergence rate make the technique more e$cient than the element based methods.
For the 2000 Hz analysis, the FE/IE method appears to be the least e$cient. As mentioned in
a previous section, the same FE/IE models were used for both the 1200 and 2000 Hz calculations.
To increase the accuracy of the FE/IE models, a ;ner element discretization is required. However,
since the arti;cial boundary, which truncates the unbounded domain, was chosen to be a circle,
the greater part of the acoustic ;nite elements are needed to model the enclosed area between the
arti;cial truncation boundary surface and the cavity, which is not very e$cient and which leads to
prohibitively large calculations. A more e$cient way of modelling the problem would be to use a
more close-;tting truncation boundary, such as for instance an ellipsoidal boundary, so that the area
between the truncation boundary and the problem boundary becomes much smaller.
These ;gures con;rm the ;ndings of [8,9] and [14] that the new prediction technique has a
bene;cial convergence rate, compared with the element based techniques. Especially, in the higher
frequency range, the WBT may provide accurate prediction results with a substantially smaller com-
putational e3ort.
5. Conclusions
This paper applies a novel wave based prediction technique for the steady-state dynamic analysis
of vibro-acoustic problems with unbounded Fuid domains. It is illustrated through a plate-cavity
example that the prediction technique converges towards the exact solution.
A comparison with corresponding FE/indirect BE and FE/conjugated IE models indicates the
enhanced convergence rate of the new prediction technique. In this way, the proposed technique
o3ers an adequate way to comply with the current challenge in (coupled) vibro-acoustic modelling.
Due to its bene;cial convergence rate, the practical frequency threshold may become substantially
higher than for the element based methods, resulting in a signi;cant narrowing of the currently
existing mid-frequency twilight zone.
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