Abstract-Consider multi-inventory systems in presence of uncertain demand and assume that demand is unknown but bounded in an assigned compact set and the control inputs (controlled flows) are subject to assigned constraints. Given a long-term average demand, we are interested in a control strategy that satisfies just one of the two requirements: i) meeting at each time all possible current demands (worst case stability) or ii) achieving a pre-defined nominal flow in the average (average flow constraints). We show that if we retain the average constraints and relax worst case stability requirement we can achieve stochastic stability. On the contrary, if we retain the worst case stability and relax the average flow constraints we can optimize the average linear flow cost. In the latter case we provide a tight bound for the cost.
I. INTRODUCTION
Multi-inventory systems (see, e.g., [11] , [26] ) are formed by buffers connected by processing links. Such systems are met in several different contexts, such as manufacturing [3] , [7] , [8] , [14] , [17] , [21] , [22] , network routing [13] , communications [9] , [12] , water distribution [15] , logistics and traffic control [19] . Their control aims at meeting the external demand of finished products while minimizing storage [1] , [10] , [11] , [13] , [14] , [20] , [24] ).
Several authors deal with the problem of transient optimality (see, e.g., [3] , [18] , [20] , [23] ) and near-optimality (see, e.g., [25] ). However, few of them consider uncertainties in the demand or supply flows explicitly (see, e.g., [5] , [6] , [7] ).
We assume that the exogenous, uncontrolled, input (we will name it for brevity "the demand") is unknown-butbounded within given constraint sets. Under this assumption, we study how to keep the buffer levels within assigned constraints or drive them to prescribed levels [4] , [5] , [6] .
In [2] , we simultaneously considered two basic requirements for the control strategy.
WCS Worst Case Stability -The control strategy must meet all the time-varying demand functions which assume values within assigned constraints. AFC Average Flow Constraints -The average demand must be satisfied, by the average nominal flow. Now, we impose only one requirement at the time and show that:
• if we impose AFC and relax WCS, we can achieve stochastic stability provided that i) the demand and [bauso,pesenti]@unipa.it the buffer level are non correlated, and ii) there exists an average nominal flow, internal point of the flow constraints, matching the average demand.
• if we impose WCS and relax AFC, we can achieve worst case stability while optimizing a linear cost of the average nominal flow.
II. PRELIMINARIES
Consider the continuous time systeṁ
where x(t) ∈ R n is a vector whose components are the buffer levels, u(t) ∈ R m is the controlled flow vector, B is the controlled process matrix and w(t) ∈ R n is the demand. To model backlog x(t) may be less than zero.
We assume that u and w are respectively subject to constraints
where u − and u + are assigned vectors and W is a polytope. We also assume that Assumption 1: Matrix B has full row rank. If the above assumption is not satisfied, the system is unreachable. As we will see soon, if B is square the problem becomes trivial. Therefore we will assume that B is a "fat matrix".
Given a vector function of time f : R + → R n we introduce the notation 
The previous condition implies for almost all the realizations of w.
We consider static and dynamic stabilizing policies for the system according to the following definitions.
Definition 1: The function Φ : R n → R m is a static balancing strategy if for u(t) = Φ(w(t)),
and u(t) ∈ U, for all w(t) ∈ W, for all t ≥ 0. When, a static balancing strategy is applied, we haveẋ(t) = 0. Then, theoretically, the buffer level remains bounded since the system meets at each time the current demand. However, this is not a feedback strategy and the resulting system is not stabilized. Indeed infinitesimal perturbations on w may cause buffer overflow.
Our ultimate goal is solving the dynamic problem of steering the system buffer to the neighborhood of a prescribed level.
Definition 2: Given ǫ > 0 and a reference valuex, an ǫ-stabilizing strategy is a feedback control for which there exists a continuous positive function φ(t), monotonically decreasing and converging to 0 as t → ∞ such that for all w(t) ∈ W and for all x(0), the conditions u(t) ∈ U and 
ii there exists a feedback stabilizing strategy as in Definition 2 if and only if
If we assume that the appropriate necessary and sufficient condition is met (depending on which kind of strategy we are considering) we can apply either a balancing or an ǫ-stabilizing strategy. As a consequence, x(t) remains constant or bounded. Then, by integrating (1) we have that, necessarily,
which implies that the average value of w is equal to the average value of Bu
Given a average demandw, unless B is square (the problem would be trivial in this case), there are several possible average flowū = Av[u(t)] such that Bū =w. By exploiting this redundancy, we are actually interested in selecting a nominal flowū that supports the average of the demand
We assume that the average demand is
and that the average nominal flow is u = 0. The above assumption is not restrictive as we can always translate the variables w and u.
Next we formalize when a strategy satisfies either the WCS or the AFC requirement.
Definition 3: We say that a strategy assures WCS if it is balancing in the static case or it is ǫ-stabilizing in the dynamic case.
Definition 4: We say that a strategy assures AFC if it is such that whenever Av[w] = 0 then Av[u] = 0. The following results have been shown in [2] .
Theorem 2.2: [2] There exist a strategy which assures both WCS and AFC if and only if there exists a "tall" matrix D m × n such that
where w (i) are the vertices of W. If such a necessary and sufficient condition is satisfied, then the static strategy is linear
In the dynamic case the desired strategy is achieved as follows. Complete matrix B and D with matrices C and
Consider the augmented systeṁ
Consider the new variable z(t) defined as
The augmented system becomeṡ
It is decoupled in its state variable, then componentwise we haveż
where D i the ith row of D and u
On the basis of such a decomposition in [2] we have proved that a possible ǫ stabilizing strategy is (see Fig. 1 )
where κ > 0 and
A possible (discontinuous) switching stabilizing strategy is achieved by letting κ → ∞. 
STABILITY
In this section, we show that if we impose AFC and relax WCS we can achieve stochastic stability. More precisely, we relax the conditions of Theorem 2.1 or 2.2 by simply assuming as follows.
Assumption 4: Assume that 0 ∈ int{BU}. Note that the validity of just one from conditions (6), (7) or (10) implies 0 ∈ int{BU} but not viceversa.
Only for this section, we need to make the following additional assumption.
Assumption 5: The demand and the buffer level are non correlated, precisely E[x T w] = 0. Note that in principle this is a restriction since the demand might be actually affected by the buffer levels (for instance a customer can choose a supply node or another based on their congestion state). However, in many situations the assumption is quite reasonable.
Consider the next preliminary result. Theorem 3.1: Under Assumptions 1-5, there exists a stochastic stabilizing strategy namely a control such that the system is asymptotically stable with probability one. A possible control is
Proof The condition 0 ∈ int{BU}, implies that for
The expected value of the derivative is
which implies stability with probability one (see for instance [16] ). The proposed strategy does imply stochastic stability but it does not assures AFC. To enforce AFC we can use the decomposition (15) of (14)
If we consider the Lyapunov function z 2 i /2, we see that (17) turns out to be the control (16) . This means that the z i subsystem is stable with probability one. Then
with probability one. It is interesting to note that, as long as we are able to characterize the statistics of the input δ and to characterize the variance of the variable z, we can estimate the variance of variable x as follows
Note also that we can optimize the choice of the augmenting matrix D in order to minimize the variance of δ = Dw if we assume that the covariance matrix E[ww T ] = W is known. Indeed we have
Then we can choose D by solving the linear quadratic problem
IV. WORST CASE STABILITY AND OPTIMAL AVERAGE FLOW COST
In this section we show that if we impose WCS and relax AFC, we can achieve worst case stability while optimizing a linear cost of the average nominal flow. Differently from the previous section, we now need condition (6) or (7) to be valid whereas we can disregard Assumption 5. Also, we can dispense with mentioning explicitly Assumption 4, as the latter is trivially implied by condition (6) or (7) and Assumptions 2-3.
The cost we wish to minimize is
Let us start by considering the static case. It is reasonable that to minimize the cost we have to choose u(t) as function of w(t) according to the following optimal criterion
Trivially, this is the optimal balancing strategy. In the following we show how to estimate the worst case cost. For each vertex w (k) of W consider the minimum balancing flow
Define
(19) Then we have the following result.
Theorem 4.1: Under Assumptions 1-3 and condition (6), we have that the optimal balancing strategy is such that
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Moreover the bound is tight, namely for any ǫ > 0 there exists w(t) such that J > J * − ǫ. Proof For all w(t) ∈ W we write w(t) = r k=1 α k (t)w (k) , α k ≥ 0, r k=1 α k = 1. Owing to condition (6) an optimal balancing strategy Φ(w) exists, (remind Φ(w) balancing means that BΦ(w) − w = 0 for all t ≥ 0), and can be chosen according to
The value u = r k=1 α k u (k) is a feasible solution of this problem. Since J * is achieved by maximizing over the α k the instantaneous cost is J 1 ≤ J * and therefore the average
To prove that the bound is tight, consider the values α * k which solves the maximization problem (19) and the following T -periodic demand piecewise constant in intervals of length
Note that Av[w] = 0. The optimal cost is necessarily achieved by applying u (k) in any interval, but this turns out to be J * . It is worth pointing out (for reasons that will be clear later) what follows.
Remark 4.1:
The long term cost remains unchanged if we replace the constraints imposing the demand instantaneous balancing Bu(t) − w(t) = 0 by the demand delayed balancing Bu(t) − w(t − τ ) = 0.
for any fixed τ > 0.
To handle the dynamic problem we consider a sampleddata strategy in which u(t) = u(k), t ∈ [kτ, (k + 1)τ ) [4] . Denote by x(k) = x(kτ ), obtain
and note that w(k) ∈ W. Then introduce the new variablẽ
and again note that x(k) −x(k) = −w(k − 1). Let ρ be such that W is inside the ρ-ball. Then, depending on whether x(k) > τ ρ or x(k) ≤ τ ρ choose u(k), respectively, as
or as
(21) Trivially, this strategy is optimal.
Such a strategy ultimately drives the state to the ball of radius τ ρ and henceforth compensates at each interval the demand of the previous interval. Then, the strategy achieves ǫ-stability [4] . The novelty here is that if we modify the strategy inside the ball of radius ǫ = τ ρ, we indeed achieve the optimal average cost.
Theorem 4.2:
Under Assumptions 1-3 and condition (6), strategy (20, 21) is ǫ-stabilizing with ǫ = τ ρ and guarantees an average cost J ≤ J * . Proof The fact that the strategy drives x(k) to the ball of radius ǫ = τ ρ has been proven in [4] .
Let us consider the following delayed cost
and according to Remark 4.1 we have J D ≤ J * . Consider the next problem 23) and note that since the constraint of this new optimization problem is a relaxed version of (22) we have J R ≤ J D . On the other hand, the integral constraint of (23) is equivalent to
Thus the optimal solution of problem (23) is constant in each interval [kτ, (k + 1)τ ] and turns out to be (21) which therefore provides a cost J = J R ≤ J D ≤ J * .
Remark 4.2:
The bound J * is tight for the optimal strategy (20, 21) . To prove this fact, consider a long discrete-time interval partitioned in sub-intervals, that are approximately proportional to the α * i . On each sub-interval define a constant demand equal to a vertex of W. Now, the longest the discrete interval the better the approximation and therefore we can derive the same conclusions as before.
V. EXAMPLE
The proposed investigation method can be applied to high dimensional systems without particular problems since it is based on a standard and efficient algorithm. For the sake of comprehension of the exposed theory we reconsider the very simple example proposed in [2] 
with The bounding box in the control space and the "disturbance segments"
realizations of w with Av[w] = 0 that cannot be compensated by inputs with 0 average. Indeed all the achievable averages are in the dotted polygon in Fig. 2 . In this case we can either achieve stochastic stability by guaranteeing the 0-average or optimize an average linear flow cost.
To achieve stochastic stability consider the following augmentation
whose inverse is
The system is equivalent tȯ
It is easy to see that the set of all vectors of the form
is a 0-symmetric segment. No matter how µ and ν are taken, such a segment is never included in the rectangle defining the constraints for u 1 and u 2 . This last consideration is in agreement with the fact that the augmented system cannot be stabilized in the worst case. Indeed it can be shown that the extrema of this interval are on the lines u 1 + u 2 = ±3 (lines A and B in Fig. 2 ) and that if one of the extrema is inside the rectangle the other one is outside (see Fig. 2 ). However both equations in (24) can be written in the forṁ z i = u i + δ i . Since E[w] = 0, we have E[δ i ] = 0, and so the system can be stabilized in the stochastic sense with the provided control. Note that if z 1 (t), z 2 (t) → 0 (or they are bounded), then y(t) → 0 and x(t) → 0 (or they are bounded), so we have Repeating the same argument for the variable x we have
so that for Av[w] = 0 we are actually achieving the desired average values (0, 0) for u. This condition is stochastically assured. Note that if, as a special case, we choose µ = 1 and ν = −7 (or any proportional value), then the possible average values of v 1 and v 2 turn out to be proportional to the desired values 3.5 and 0.5 (even when Av[w] = 0). This fact is interesting if the values 3.5 and 0.5 comes out from a "desired workload partition" between the arcs 1 and 2 (in the sense that arc 1 should be loaded 7 times as much as arc 2). We simulated the transient assuming µ = 1 and ν = −7 and the buffer in an initial condition of backlog x(0) = −3. In Fig. 3 we show the transient of variables x and y. Note the initial undershoot of variable y caused by a "mismatch" from the desired workload partition between u 1 and u 2 . Indeed, both controls initially saturate to fix the backlog. Fig. 4 reports the finite-time average values ( average while guaranteeing worst case stability consider first the case where the state is within the ball of radius τ ρ, x(k) ≤ τ ρ, and the control compensates at each interval the demand of the previous interval according to (21) . Distinguish between the two opposite cases where u 1 has a cost (unitary) lower/greater than u 2 . Denote by φ T = [φ 1 φ 2 ] and refer to Fig. 5 . If φ 1 < φ 2 then the level surfaces for the linear cost φ T u = K where K is a parameter are parallel to line a. If w(k − 1) = 0, then line HC is the set of controls admissible for (21) , namely satisfying τ Bu − w(k − 1) = 0. In this case, minimizing according to (21) corresponds to translating the surface level until we intersect the extreme point C of HC which represents the minimum. If we repeat the same procedure when demand is minimum, w(k−1) = −3 or maximum, w(k−1) = 3, the set of admissible controls is described by line N B and GE and the corresponding minima are points B and E respectively.
It is easy to see that for any w(k − 1) ∈ W minimization (21) returns all points of line BD, if 1 ≤ w(k − 1) ≤ 5 and DE if 5 ≤ w(k − 1) ≤ 7.
Consider the opposite case where φ 1 < φ 2 . Then the level surfaces are parallel to line b and minimization (21) returns all points of line N L, if 1 ≤ w(k − 1) ≤ 3 and LG if 3 ≤ w(k − 1) ≤ 7.
It is left to consider the case where x(k) > τ ρ, and the state is driven into the ball of radius τ ρ in finite time under control (20) . It is easy to see that depending on whether x(k) < 0 or x(k) > 0, the optimal control (20) spans the triangle A-B-N and E-F -G respectively. Finally, observe that the cost for driving the state into the ball in finite time does not affect the long-term average cost.
VI. CONCLUSIONS
In a recent paper [2] we have shown how to achieve simultaneously worst-case stability and nominal average flow constraints by providing necessary and sufficient conditions. In this paper we have shown that if these conditions are not satisfied then we have two options The first is to preserve the average constraint by relaxing worst case stability to stochastic stability. In this case we can minimize the buffer variance. The second option is preserving worst case stability, by optimizing a linear cost of the average flow. A computable upper bound for the cost has been given.
